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ABSTRACT
We use a simple optical /infrared (IR) photometric selection of high-redshift QSOs that identifies a Lyman break in
the optical photometry and requires a red IR color to distinguish QSOs from common interlopers. The search yields
100 z  3 (U-dropout) QSO candidates with 19 < r 0 < 22 over 11.7 deg2 in the ELAIS-N1 (EN1) and ELAIS-N2
(EN2) fields of the SpitzerWide-area Infrared Extragalactic (SWIRE) Legacy Survey. The z  3 selection is reliable,
with spectroscopic follow-up of 10 candidates confirming that they are all QSOs at 2:83 < z < 3:44.We find that our
z  4 ( g 0-dropout) sample suffers from both unreliability and incompleteness but present seven previously un-
identified QSOs at 3:50 < z < 3:89. Detailed simulations show our z  3 completeness to be 80%Y90% from
3:0 < z < 3:5, significantly better than the 30%Y80% completeness of the SDSS at these redshifts. The resulting
luminosity function extends 2mag fainter than SDSS and has a faint-end slope of  ¼ 1:42  0:15, consistent with
values measured at lower redshift. Therefore, we see no evidence for evolution of the faint-end slope of the QSO
luminosity function. Including the SDSS QSO sample, we have now directly measured the space density of QSOs
responsible for70% of the QSOUV luminosity density at z  3. We derive a maximum rate of H i photoionization
from QSOs at z  3:2,  ¼ 4:8 ; 1013 s1, about half of the total rate inferred through studies of the Ly forest.
Therefore, star-forming galaxies and QSOs must contribute comparably to the photoionization of H i in the inter-
galactic medium at z  3.
Subject headinggs: intergalactic medium — quasars: general
Online material: machine-readable table
1. INTRODUCTION
The QSO luminosity function (QLF) is an observable constraint
on models of galaxy formation and the corresponding growth of
supermassive black holes (SMBHs; e.g., Small & Blandford
1992; Kauffmann & Haehnelt 2000; Haiman & Menou 2000).
These models are useful in interpreting observed phenomena,
such as the relation between a galaxy’s black hole mass and bulge
luminosity (Kormendy&Richstone1995;Magorrian et al.1998),
as well as inferring specifics of QSO activity, such as initial black
hole mass functions, QSO light curves, and accretion rates (see,
e.g., Hopkins et al. 2006).
In addition to galaxy formation models, the QLF can be used
to derive the QSOs’ contribution to H i and He ii reionization.
QSOs are responsible for He ii reionization at z  3 (Jakobsen
et al.1994; Reimers et al.1997; Hogan et al.1997; Sokasian et al.
2002) and are presumed to have a negligible contribution to the
H i reionization at z  6 (Madau et al. 1999). However, both of
these claims require assumptions about the faint-end slope of the
QLF, as this has not been measured accurately at z > 2.
The first QLFs demonstrated a rapid increase in space den-
sities toward higher redshift (Schmidt 1968; Schmidt & Green
1983). Deeper surveys, which primarily identified QSOs by their
‘‘UV excess,’’10 found that the faint end of the QLF was shal-
lower than the bright end (Boyle et al. 1988; Heisler & Ostriker
1988; Koo&Kron1988; Hartwick & Schade1990). Recent large
surveys, most notably the 2dF Quasar Redshift Survey (2QZ;
Boyle et al. 2000; Croom et al. 2004), have found thousands of
z < 2:5 QSOs. With these large samples, the QSOs have been
placed into smaller bins in both luminosity and redshift, accu-
rately constraining the shape and evolution of the QLF. The data
are typically fitted to a broken power law (Boyle et al. 1988; Pei
1995)
 L; zð Þ ¼  L
ð Þ=L
L=Lð Þþ L=Lð Þ ; ð1Þ
with the break at L and a bright-end slope, , steeper than the
faint-end slope, . The QLF evolution with redshift is consistent
with pure luminosity evolution (PLE;Marshall et al.1983;Marshall
1985; Boyle et al. 1988, 2000; Hartwick & Schade1990; Croom
et al. 2004; Richards et al. 2005). That is, the evolution can be
parameterized by a shift in the luminosity of the break, L(z),
without any change in its shape. Recently, the 2dF-SDSS LRG
and QSO Survey (2SLAQ; Richards et al. 2005) has extended
A
1 Some of the data presented herein were obtained at the W. M. Keck Obser-
vatory, which is operated as a scientific partnership among the California Institute
of Technology, the University of California, and the National Aeronautics and
Space Administration. The Observatory was made possible by the generous
financial support of the W. M. Keck Foundation.
2 Spitzer Science Center, California Institute of Technology, 220-6, Pasadena,
CA 91125; bsiana@ipac.caltech.edu.
3 Center for Astrophysics and Space Sciences, University of California, San
Diego, CA 92093-0424.
4 Infrared Processing and Analysis Center, California Institute of Technology,
100-22, Pasadena, CA 91125.
5 Institute of Astronomy, University of Cambridge, Cambridge CB3 0HA,
UK.
6 Department of Astronomy, Cornell University, Ithaca, NY 14853.
7 Astrophysics Group, Blackett Laboratory, Imperial College, London SW7
2BW, UK.
8 Dipartimento di Astronomia, Universita di Padova, I-35122 Padua, Italy.
9 AstronomyCenter, University of Sussex, Falmer, Brighton BN1 9QH, UK.
10 QSOs were most easily identified as point sources withU  B colors bluer
than most stars.
49
The Astrophysical Journal, 675:49Y70, 2008 March 1
# 2008. The American Astronomical Society. All rights reserved. Printed in U.S.A.
the UVexcess QSO search 1mag fainter to more accurately mea-
sure the faint-end slope of the QLF out to z ¼ 2:1. These deeper
data, when combined with the bright-end slope from the 2QZ
and 6QZ (Croom et al. 2004), fit a faint-end slope,  ¼ 1:45,
and bright-end slope,  ¼ 3:31, and demonstrate a roughly
40-fold increase in L from z ¼ 0 to 2.
At high redshift, various surveys have been conducted through
grism searches for UVemission lines (Schmidt et al. 1995), spec-
troscopic follow-up of point sources with optical colors away
from the stellar main sequence (Warren et al.1994; Kennefick et al.
1995; Fan et al. 2001), X-ray (Hasinger et al. 2005), and searches
for radio-loud (Dunlop & Peacock 1990) or infrared-luminous
QSOs (Brown et al. 2006). These surveys all show a precipitous
decrease in space densities at z > 3. Early data from the Sloan
Digital Sky Survey (SDSS; York et al. 2000; Fan et al. 2001)
show a factor of 6 decrease in M < 25:5 QSOs from z ¼ 3:5
to 6.0. Recent results from SDSS suggest that the bright-end slope
is no longer constant at z > 3. Rather, it is getting shallower
toward higher redshift (Richards et al. 2006a). Unfortunately,
these high-redshift surveys are shallow (iP 20) and can only
measure the bright end of the QLF at z > 3. Therefore, little can
be said about the shape of the faint end of the high-z QLF or its
integrated properties (e.g., contribution to intergalactic H i, He ii
ionizing radiation, or black hole growth) without a census of
fainter QSOs at z > 3.
Hunt et al. (2004, hereafter H04) searched for faint active
galactic nuclei (AGNs) at z  3 with deep Keck spectroscopy
over 0.43 deg2 and found 11 QSOs. Although limited by small
numbers, the fitted faint-end slope,  ¼ 1:24  0:07, is sub-
stantially shallower than low-redshift measurements.
X-rayYselected samples suggest a rather modest evolution
in AGN space density at high z (Barger et al. 2005), or even a
luminosity-dependent density evolution (LDDE) where lower
luminosity AGNs peak in number density at lower redshifts than
more luminous QSOs (Ueda et al. 2003; Hasinger et al. 2005).
Given the importance of the QLF in constraining models of
galaxy and black hole formation, as well as the contribution of
AGNs to the ionizing background, these initial indications that
the QLF shape is evolving at z > 3 warrant deeper surveys to
better constrain the high-redshift QLF.
The SWIRE Legacy Survey (Lonsdale et al. 2003), a wide-area
infrared survey with deep ground-based optical data, is optimal
for searches of faint QSOs at high redshift as it is deep enough to
detect sub-L QSOs at z  4 and covers sufficient area to detect
large numbers of them. In x 3 we outline our method for creating
a newQSO template spanning far-UV tomid-IRwavelengths. In
x 4 we present a simple optical / IR color selection for QSOs at
z > 2:8 and identify areas of possible contaminations or incom-
pleteness. Our selection results are given in x 5. In x 6 the reli-
ability of the sample is assessed through spectroscopic follow-up
and analysis of the infrared colors. In x 7 we determine, through
simulations and comparisons with known samples, our sample
completeness as a function of redshift. In xx 8 and 9 we present
our measurement of the QLF at z  3 and compare to previous
studies. In x 10 the QSO contribution to photoionization of H i in
the intergalactic medium (IGM) is computed and compared to
measurements of the total photoionization rate.
Although many early studies of high-redshift QLFs use an
EinsteinYde Sitter cosmology with H0 ¼ 50 km s1 Mpc1,
throughout this paper we choose to use a more recent cosmology
with H0 ¼ 70 km s1 Mpc1, m ¼ 0:3,  ¼ 0:7 and correct
other measurements accordingly. All optical magnitudes are Vega
magnitudes unless stated otherwise.
2. OBSERVATIONS
The SWIRE survey covers 49 deg2 over six fields at high Ga-
lactic latitude with minimum Galactic cirrus emission. Most of
this area has now been imaged inmultiple optical filters to depths
r 0P 24:5. Our analysis is conducted within the first two fields for
which both optical and infrared catalogswere available, ELAIS-N1
(16h11m, +55000) and ELAIS-N2 (16h37m, +41020).
2.1. Spitzer Infrared Data
SWIRE is an IR imaging survey with all four bands on the
Infrared Array Camera (IRAC; Fazio et al. 2004) and all three
bands on theMultiband Imaging Photometer (MIPS; Rieke et al.
2004) aboard the Spitzer Space Telescope (Werner et al. 2004).
The IR filter characteristics and SWIRE depths are summarized
in Table 1. The EN1 IRAC campaign was undertaken 2004
January 14Y20, andMIPS 2004 January 21Y28. MIPSwent into
standby mode on 2004 January 25, resulting in lost AORs that
were reobserved 2004 July 29. The EN2 IRAC campaign was
observed 2004 July 5Y6, and MIPS 2004 July 8Y11.
The IRAC and MIPS photometry were measured with the
SExtractor program (Bertin & Arnouts 1996) within 1.900 and
1500 diameter apertures for IRAC and MIPS 24 m, respectively
(Surace et al. 2005). Aperture corrections were derived frommea-
surements of composite point-spread functions from bright stars
in the SWIRE fields.
2.2. Optical Data
The EN1 and EN2 fields were imaged as part of the Wide
Field Survey (WFS;McMahon et al. 2001).11 Images were taken
with the Wide Field Camera (WFC) on the 2.5 m Isaac Newton
Telescope (INT). Both EN1 and EN2 have been observed with
the U, g 0, r 0, i 0, and Z filters over 9 deg2 each, with 600 s expo-
sures at each pointing in each filter. A fraction of the fields30%
were not observed on the same night in every filter. The filter char-
acteristics and depths are summarized in Table 2. The median
TABLE 1
SWIRE IR Depths from Surace et al. (2005)
Filter
Central Wavelength
(m)
Depth
(Jy, 5 )
IRAC1.................................... 3.6 6
IRAC2.................................... 4.5 7
IRAC3.................................... 5.8 42
IRAC4.................................... 8.0 50
MIPS24 .................................. 24.0 250
TABLE 2
WFS Optical Depths
Filter
Central Wavelength
(8)
Width
(8) mAB(Vega)
a
Depth
(Vega, 5 )
U................... 3560 600 0.78 24.3
g 0 .................. 4857 1400 0.09 25.2
r 0 .................. 6216 1380 0.15 24.5
i 0 ................... 7671 1535 0.40 23.7
Z ................... 9100 1370 0.54 22.1
a Parameter mAB(Vega) is the Vega-to-AB conversion factor where mAB ¼
mVega þ mAB(Vega).
11 See http://www.ast.cam.ac.uk /~wfcsur /.
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seeing is 1.100 and never worse than 1.600. The optical coverage
overlaps the Spitzer IR data by 7.45 and 4.29 deg2 in EN1 and
EN2, respectively (Surace et al. 2005). Data processing was done
by the Cambridge Astronomical Survey Unit (CASU) and is
outlined in Irwin & Lewis (2001) and Gonzalez-Solares et al.
(2005).
Photometry was measured with the CASU software, requiring
a source to have five contiguous pixels 1.5  above the back-
ground pixel noise. Detection and photometry were performed
in each band separately and thenmatched between bands. Fluxes
were measured within 2.300 (7 pixel) diameter apertures. Given
the typical seeing of 1.100, these apertures contain 80% Y90%
of the total flux. Aperture corrections for each image were de-
rived from bright stars within that image. Total and isophotal
magnitudes were computed as well, but only aperture photom-
etry is used in this analysis as our objects are point sources by
definition. Limiting magnitudes (5 ) for nondetections were
computed from the pixel-to-pixel noise of the corresponding im-
age. The imageswere not interpolated before photometrywas per-
formed and therefore do not suffer from correlated noise from
projection procedures.
3. QSO TEMPLATE
Our optical QSO selection (defined in x 4.1) uses three fil-
ters that typically span the rest-frame wavelengths 700 8 < k <
2000 8. For the infrared selection (see x 4.2) we use the same two
filters (IRAC1 and IRAC2) for all targeted QSO redshifts, so the
photometry samples a large range in the rest-frame optical to
near-IR wavelengths, 5000 8 < k < 2 m. In order to define the
expected optical /mid-IR colors of QSOs at 2:7 < z < 5:0, we
have created a QSO template that spans many decades in wave-
length from the far-UV to the mid-IR.
3.1. UV Template
Several composite QSO spectra have been created from large
QSO surveys and agree well with each other except for minor
variations due to selection effects in optical color and luminos-
ity. Vanden Berk et al. (2001) created a composite spectrum of
2200 QSOs from the SDSS spanning the wavelengths between
800 8 < k < 8555 8. In order to obtain such a broad cover-
age in rest-frame wavelength, QSOs from a wide redshift range
(0:044  z  4:789) were used. Since the UV spectrum is com-
posed from only high-redshift QSOs, the mean continuum short-
ward of Ly is artificially decreased by the large number of Lyman
line absorbers at high redshift. Because the level of absorption is
redshift dependent, we need a template that reflects the intrinsic
spectral energy distribution (SED), to which we can then apply a
redshift-dependent model of the H i absorption.
Telfer et al. (2002) have created a high signal-to-noise ratio
(S/N) composite UV spectrum (300 8 < k < 1275 8) using
Hubble Space Telescope (HST ) UV spectra of 77 radio-quiet
QSOs. Because these data were taken in the observed UV rather
than the optical, the QSOs contributing to the critical wavelength
range 700 8 < k < 1216 8 are at lower redshift ( zh i ¼ 1:42) than
the SDSS QSOs (whose spectra cover the same rest-frame wave-
lengths at z > 2:4). Therefore, there is much less Lyman line and
continuum absorption in this composite. Furthermore, Telfer
et al. (2002) corrected for absorbers with column densities NH i <
1016 cm2 and statistically corrected for lower column density ab-
sorbers, resulting in a good template of the intrinsic UV spectrum
of QSOs. For our UV template we have used the composite from
Telfer et al. (2002) for 300 8 < k < 1250 8 and the SDSS com-
posite for 2000 8 < k < 8555 8. The mean of the two compo-
sites is used in the overlapping regions 1250 8 < k < 2000 8,
where they agree well with each other (Telfer et al. 2002).
3.2. Optical to Mid-Infrared Template
The SDSS composite from Vanden Berk et al. (2001) covers
the optical to k < 8555 8. However, at k > 5000 8 the com-
posite is produced by low-z, low-luminosity AGNs and suffers
significant contamination from host galaxy stellar light. Indeed,
a comparison with the median broadband SED of luminous
QSOs from Elvis et al. (1994), for which stellar contribution to
luminosity should be small, shows a much redder continuum
slope in the SDSS composite at k > 5000 8. To reliably select
QSOs at 2:5 < z < 6:0 with our mid-IR photometry, a new tem-
plate is needed that covers the rest frame 5000 8 < k < 2 m
and resembles the high-luminosity (M1450 < 23) QSOs that we
are targeting.
We matched the SDSS photometry of all spectroscopically con-
firmed QSOs in the SDSS Data Release 3 (Schneider et al. 2005)
with the near-IR photometry from the TwoMicron All Sky Survey
(2MASS; Skrutskie et al. 2006) point-source catalog, including the
2MASS Deep Lockman Hole Catalog (Beichman et al. 2003),
which goes1mag deeper than the typical 2MASS all-sky depths.
There were 8642 2MASS objects within 200 of the SDSS positions.
To extend the template to longer wavelengths, we also matched the
Spitzer IR photometry of the 241 SDSSQSOs in the SWIRE fields
(Lockman, EN1, and EN2).
We chose to normalize the photometry at rest frame knorm ¼
2400 8 for three reasons. First, the knorm is easily measured with
our ground-based optical /near-IR data for a broad range of red-
shifts, without using extrapolations and invoking assumptions
about the SED spectral slope. Second, the UV flux is dominated
by the AGN rather than the host galaxy stellar light. Third, this
wavelength is far from any major emission lines that would sig-
nificantly affect the photometry (e.g., Mg ii or C iii]). Only QSOs
with detections in adjacent filters surrounding krest ¼ 2400 8
were used to minimize the interpolation of the flux to the nor-
malization wavelength. After an F(2400 8) was calculated,
only those QSOs withM2400 < 24 were used to ensure that the
flux was dominated by the AGN. This also corresponds well with
the minimum luminosity of QSOs in our search (M1450 ¼ 23:5)
and is 1 mag brighter than the classical QSO/Seyfert demarca-
tion. This cut in absolute magnitude left 3378 QSOs (39% of
SDSS/2MASS matches), with which we made the template.
The template was made by averaging all of the flux measure-
ments (SDSS/2MASS/SWIRE) in 1000 wavelength bins spaced
logarithmically between 753 8 and 11 m. The result is plotted
in green in Figure 1 and traces well the combined template of
Telfer et al. (2002) and Vanden Berk et al. (2001) in the UV. As
expected, the relative UV-to-optical ratio of our template is sig-
nificantly less than the Vanden Berk et al. (2001) template be-
cause our sample is subject to less contamination from the host
galaxies.
Broadband photometry works well in recreating smooth,
continuous SEDs, but sharp features such as emission lines and
continuum breaks are convolved with the filters through which
they are observed, effectively broadening the features. Decon-
volution of this broadening is difficult since our photometry
comes from 13 different filters (ugrizJHK, IRAC1Y4, MIPS24).
The only sharp feature at k > 5500 8 is the combined emission
lines of H (k6563) and [N ii] (kk6548 and 6592). We therefore
use the broadband photometry to get the shape of the underlying
continuum at k > 51008, subtract the areas affected by H and
[N ii], and interpolate the continuum along this region. We then
add the Hþ ½N ii profile from the Vanden Berk et al. (2001)
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template (scaled to the 2400 8 continuum value to preserve the
relative line strengths).
The resulting infrared QSO template is shown in Figure 1 and
tabulated in Table 3. An important feature of the template is the
minimum at k  1 m and the monotonic rise (in f) toward
longer wavelengths. This is produced by hot dust at varying
distances from the central engine (Barvainis1987). Theminimum
at k  1 m has been shown to be prevalent in QSO SEDs
(Sanders et al.1989) and is attributed to sublimation of dust grains
at T k1500 K (Barvainis 1987).
Another important aspect of this new template is the increased
equivalent width (W ) of Hþ ½N ii. Vanden Berk et al. (2001)
derived a combined W (Hþ ½N ii) ¼ 197 8 from their com-
posite spectrum. Since the relative stellar contribution has been re-
moved in our template, we now have W (Hþ ½N ii)  340 8,
more than 70% higher. This proves to be important at z  4when
H redshifts into the mid-IR and significantly affects the IRAC
colors.
Finally, we point out that our broadband template is signifi-
cantly redder than the Elvis et al. (1994) template, with the ra-
tio of far-UV to near-IR nearly a factor of 2 larger in the latter.
This is not surprising since their sample was selected in the soft
(0.3Y2.0 keV) and ‘‘ultrasoft’’ (0.1Y0.3 keV) X-ray bands.
Also, their sample is composed of more luminous QSOs, which
are known to have bluer UVYoptical colors than fainter QSOs
(Richards et al. 2006b).
4. HIGH-REDSHIFT QSO SELECTION
In this section we define z > 3 QSO selection criteria requir-
ing only three optical bands and the two most sensitive imaging
bands on the Spitzer Space Telescope ( IRAC1 and IRAC2) and
assess its efficacy. The method consists of an optical color se-
lection to identify a Lyman break in the rest-frame UV, thereby
isolating QSOs to a narrow redshift range (i.e., z  3 forU-band
dropouts). In addition, we also require a red Spitzer IR color to
eliminate typical contaminants in Lyman break galaxy (LBG)
surveys (stars and low-z galaxies).
4.1. Optical Selection
The space density of neutral hydrogen (H i) absorbers increases
rapidly with redshift (Bechtold 1994; Weymann et al. 1998).
There are hundreds of absorbers withNH i > 10
12 cm2 along any
line of sight (LOS) to galaxieswith z > 2, resulting in Lyman line
absorption, or ‘‘blanketing,’’ of the source’s continuum at krest <
1216 8. In addition, Lyman continuum absorption by the ab-
sorbers significantly decreases the observed flux at krest < 912 8.
At z  2:5, these features redshift into the bluest filter accessible
to ground-based telescopes (U band) and can be identified by a
flux decrement at wavelengths shortward of an otherwise blue
continuum. This method, known as the Lyman break technique,
has been used extensively to search for both QSOs and galaxies at
z > 3 (Irwin et al. 1991; Steidel et al. 1996; Madau et al. 1996).
We use the Madau (1995) prescription for the H i opacity evo-
lution to determine average QSO colors as a function of redshift.
Figure 2 shows the U  g 0, g 0  r 0 color track of our QSO tem-
plate as it is redshifted and the H i absorption is applied. At
z ¼ 2:3 the Lyman break redshifts into the U filter, resulting in
redderU  g 0 colors, thereby causing theQSO tomove away from
the locus of blue, low-redshift QSOs. At zk 2:8 the QSOmoves
away from the optical color space of main-sequence stars and
into color space unoccupied by typical stars or galaxies. We can
Fig. 1.—New optical / IR QSO template combined with Telfer et al. (2002)
template (black). The broadband template at k < 80008 has been replaced by the
corrected Telfer/Vanden Berk template but is plotted in green to demonstrate the
accuracy of the spectral slope. Also plotted for comparison are the Elvis et al.
(1994) template (blue) and theVandenBerk et al. (2001) SDSS composite spectrum
(red ). All templates are normalized at k ¼ 2900 8.
TABLE 3
The Broadband Optical / IR Template Combined
with the Telfer et al. (2002)/Vanden Berk
et al. (2001) Composite Spectra
k
(m) fk
0.0302....................................................... 2.250
0.0303....................................................... 4.086
0.0304....................................................... 6.034
0.0305....................................................... 5.841
0.0306....................................................... 6.000
Notes.—Table 3 is published in its entirety in the elec-
tronic edition of the Astrophysical Journal. A portion is
shown here for guidance regarding its form and content.
Fig. 2.—U  g 0, g 0  r 0 color-color diagram showing the z  3 QSO se-
lection. The solid line is the color track of ourQSO templatewith IGMabsorption
applied. The black filled circles denote the locations in redshift increments of 0.1
from 2:9  z  3:4. The shaded regions denote the color space spanned byQSOs
with2  deviations in the spectral slope (see Table 7). The lines are color tracks
of various galaxy templates from 0 < z < 2: Ell (age ¼ 2 Gyr; dotted line), Sa
(dashed line), Sc (dot-dashed line), and Sd (double-dotYdashed line) taken from
the GRASIL library of models (Silva et al. 1998), with the boxes corresponding
to their respective colors at z ¼ 0. The black asterisks denote stars from the Gunn
& Stryker (1983) catalog.
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therefore search for QSOs in this color space while minimizing
contamination.
Our color selection for both the z  3 and z  4 sample, de-
fined in Table 4 and shown in Figures 2 and 3, was defined to
select QSOs with P2  deviation in spectral slope (see x 7.3.1).
As we expect to eliminate stars and low-z galaxies from our
sample with an additional IR selection, we are able to use a color
cut that is much broader (and closer to the stellar locus) than
optical-only surveys such as SDSS.
In addition to these color criteria, a candidate QSO is required
to be unresolved in images taken through the two redder filters
(e.g., g 0 and r 0 for z  3 selection). Thisminimizes contamination
from low-z galaxies. Our sample is limited to objects brighter than
r 0 < 22, corresponding to S/N  20 in both g 0 and r 0. Therefore,
we have sufficient sensitivity to detect significant deviations from
a point source (e.g., FWHM > 0:5 0 0).
4.2. Infrared Selection
As seen in Figures 2 and 3, we expect some contamination
from stars in both our U-dropout and g 0-dropout samples. For-
tunately, themid IR SEDs of stars are very blue in color as they lie
on the Rayleigh-Jeans side of the blackbody spectrum, whereas
QSO SEDs are red, rising (in f) toward longer wavelengths as
seen in Figure 1. Many groups have proven Spitzer’s ability to
select AGNs with IRAC colors (Lacy et al. 2004; Stern et al.
2005; Hatziminaoglou et al. 2005). In Figure 4 we plot the IRAC
colors of all point sources with r 0 < 22. There are two clear loci
of points. The objects with blue IR colors (lower left) are stars
and those with red IR colors (upper right) are AGNs. Both Lacy
et al. (2004) and Stern et al. (2005) use all four IRAC bands to
select AGNs, but Figure 4 shows that the IRAC1-IRAC2 is a
robust discriminator of AGNs from stars when a point-source
criterion is also used. Also, we seek an IR selection using only
IRAC channels 1 and 2 since they are2magmore sensitive than
channels 3 and 4 given the same exposure time (see Table 1). There-
fore, we apply the IR color cut of
½3:6  ½4:5 > 0:15 (AB) ð2Þ
in addition to our optical selection to remove stars from our sam-
ple. Here [3.6] and [4.5] are AB magnitudes at 3.6 and 4.5 m,
respectively, corresponding to f(4:5 m)/f(3:6 m) > 0:87.
Finally, we search only sources with f(4:5 m)  10 Jy
(7 ) so that Poisson errors in the flux measurement are min-
imized, thereby decreasing the risk of contamination from sources
with large errors in IRAC colors. We see in x 7.1 that this matches
well our r 0 < 22 optical cut.
In addition to stellar contamination, some low-redshift gal-
axies may also meet our optical color criteria. This is due to the
Balmer or 40008 break being mistaken for aU- or g 0-dropout at
z < 0:1 and 0:1 < z < 0:5, respectively. Our point-source cri-
terion will remove the lowest redshift galaxies as they will have
large angular diameters, but our optical images may not resolve
the most compact galaxies at 0:3 < z < 0:5. Therefore, we ex-
pect to see some contamination from galaxies within this redshift
range in the g 0-dropout sample. In Figure 5, the ½3:6  ½4:5 col-
ors of our QSO and galaxy templates are plotted versus redshift,
TABLE 4
Optical Selection Criteria
Sample Color Criteria (Vega)
z  3................................. U  g 0  0:33
g 0  r 0  1:0
U  g 0  3:9(g 0  r 0) 2:0
z  4................................. g 0  r 0  1:241
r 0  i 0  1:146
g 0  r 0  2:178(r 0  i 0)þ 0:09
Fig. 3.—The g 0  r 0, r 0  i 0 color-color diagram showing the z  4 QSO
selection. The symbols and lines are the same as in Fig. 2.
Fig. 4.—IRAC colors of point sources in ELAIS-N1 with r 0 < 22. The dot-
dashed line is the Stern et al. (2005) AGN selection, and the dashed line is our
selection ½3:6  ½4:5 > 0:15 (AB) for demarcation of AGNs from stars.
Fig. 5.—The ½3:6  ½4:5 color vs. redshift. The line types are the same as in
Fig. 2. Filled circles are SDSS QSOs in the SWIRE fields. The lighter, long-
dashed line is our IRAC color selection, ½3:6  ½4:5 > 0:15 (AB).
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as well as the IR colors of SDSS QSOs in the SWIRE fields. Un-
fortunately, many galaxies that may contaminate our g 0-dropout
optical selection (i.e., 0:3 < z < 0:5) are expected tomeet our IR
color selection. This is due primarily to the presence of strong
3.3 mPAHemission in star-forming galaxies (Imanishi&Dudley
2000). Therefore,we expect some contamination from z  0:4 gal-
axies within our z  4 QSO sample.
In Figure 5 we can see that both our QSO template and all but
three of the SDSS QSOs remain above our IRAC color cut for
0 < z < 3:9, including the 18 of 19 SDSS QSOs in the targeted
redshift range for U-dropouts. However, the QSO template dips
close to our IR color cut between 3:8 < z < 4:8, as do four of the
five SDSS QSOs in this redshift range. This is partly due to the
change to bluer slope at k < 1:5 m but is caused primarily by
H redshifting into IRAC1. At these redshifts the H equivalent
width isW (H)  0:15mand the IRAC1 filter width is 0.7m.
Therefore, the H flux causes the ½3:6  ½4:5 color to decrease
by0.2mag.As a result, the g 0-dropout selectionmay suffer from
significant incompleteness between 3:9 < z < 4:5 (in addition
to the unreliability discussed above).
4.3. Selection Summary
The selection is summarized as follows:
1. Point source brighter than r 0 < 22 (i 0 < 21:5 for z  4
sample) to ensure proper morphological characterization and bright
enough to determine a large U  g 0 ( g 0  r 0) limit.
2. IRAC2 > 10 Jy to ensure high S/N needed for accurate
mid-IR colors.
3. Optical colors that identify a Lyman break in the continuum
(see Table 4).
4. Red mid-IR color (½3:6  ½4:5 > 0:15) to remove
interlopers.
5. RESULTS
We performed our search in the EN1 and EN2 SWIRE fields,
covering 11.7 deg2 with both optical and IR coverage. We found
100 z  3 and 26 z  4 QSO candidates that meet both our op-
tical and IR criteria. The z  3 candidates in EN1 and EN2 and
their optical /infrared photometric data are listed in Table 5. The
optical colors of the z  3 sample are plotted in Figure 6 along
with the colors of all other point sources with r 0 < 22. We show
that the z  4 sample suffers from significant contamination and
therefore do not list them. In x 6 we assess the reliability of our
sample through spectroscopic follow-up. In x 7 we assess the
completeness through Monte Carlo simulations and derive ef-
fective volumes for use in computing the luminosity function.
6. RELIABILITY
6.1. Spectroscopic Follow-up
Optical spectra were obtained for 10 z  3 and 10 z  4 QSO
candidates. Thirteen spectra for faint candidates (6 U-dropouts
and 7 g 0-dropouts)were obtainedwith the LowResolution Imaging
Spectrometer (LRIS; Oke et al. 1995) on the Keck I Telescope
during the nights of 2005March 3Y4. TheU-dropout sample, with
the expected redshift of z  3, has the most prominent emission
lines at k < 7500 8. Therefore, only the blue channel (see Ap-
pendix in Steidel et al. 2004) was used for these sources with a
1.500 wide long slit and a 300 line mm1 grism blazed at 50008,
giving a resolution of 1.43 8 pixel1 over 3300 8 < k <
7650 8. For the g 0-dropout sample, in order to detect the C iv
(k1549) line, we used a dichroic at 68008 and used both the blue
and red LRIS channel. We used the same grism on the blue side
and the 400 line mm1 grating blazed at 8500 8 on the red side
giving a blue side resolution of 1.43 8 pixel1 from 3300 8 <
k < 6800 8 and 1.86 8 pixel1 from 7000 8 < k < 8500 8.
Total exposure times ranged from 5 to 15 minutes. Both nights
were photometric with seeing of 1.200. The spectra were flux-
calibrated with observations of the standard star G1919B2B
from Massey et al. (1988).
Seven additional spectra (four z  3 and three z  4 candi-
dates) were obtained for brighter candidates with the COSMIC
spectrograph on the 5 m Hale Telescope at Palomar Observatory
on the nights of 2005 March 11Y14. A 300 line mm1 grism
blazed at 55008was used with a 1.500 wide long slit, giving a dis-
persion of 3.18 pixel1 and wavelength coverage of 3800 8 <
k < 8500 8. The nights were photometric with poor seeing
(200Y400) so long exposure times of 10Y60 minutes were re-
quired. The spectra were flux-calibrated with observations of the
standard star G191B2B from Massey et al. (1988).
All 10U-dropout candidates are QSOs with redshifts between
2:83 < z < 3:44, the expected redshift range for our sample.
The spectra are shown in Figure 7, exhibiting broad Ly and C iv
(k1549) lines, and the QSOswith spectroscopic confirmation are
circled in Figure 6. The six candidates observed with Keck LRIS
were chosen simply in ascending order in declination in order to
sample the QSOs randomly in color space. After these six were
shown to be QSOs, we decided to target QSOs with extreme
optical colors on the edges of our selection region as these are
more likely to be interlopers or objects with spurious photom-
etry. In our subsequent run at Palomar, four of these QSOs with
extreme colors were observed: one with blue g 0  r 0 color, one
with red U  g 0 color, and two with optical colors that lie close
to stellar main sequence. All four are in fact QSOs at the ex-
pected redshift.
As expected (see x 4.2), our g 0-dropout sample suffers from
significant contamination. Seven of 10 candidates are QSOs
with 3:48 < z < 3:88 and are displayed in Figure 8 and listed in
Table 6. The other three spectra are plotted in Figure 9. Two of
the contaminants are galaxies at low redshift (z ¼ 0:354, 0.390)
and exhibit strong breaks in the continuum at k  5500 8. At
these redshifts, the interlopers’ 40008 break falls between the g 0
and r 0 filters. The third contaminant has a high-S/N spectrum but
did not show any emission features, nor a break in the continuum
as expected, so we have not identified a redshift for this object.
Therefore, the reliability of our z  3 and z  4 QSO samples is
100% (>69% 1 ) and 70þ1626 %, respectively.
The spectroscopic follow-up of the g 0-dropouts shows the
expected incompleteness at the high-redshift end of the targeted
range (3:5 < z < 4:5). All seven confirmed QSOs have z < 3:9.
Beyond this redshift, H redshifts into IRAC1 and may cause
the ½3:6  ½4:5 color to be bluer than our color criterion.
6.2. Infrared Reliability
In Figure 6 there are a few tens of point sources (out of more
than 11,000) with red IRAC colors that lie within the stellar locus
where wewould not expect QSOs to lie (upper right), suggesting
possible contamination where the stellar locus crosses the color
space of our QSO selection. These may be red galaxies at mod-
erate redshift, highly reddenedQSOs, or stars whose IRAC colors
are just redder than our color cut. Figure 10 shows that indeed
there is not a distinct bimodality of IRAC colors for point sources.
It is clear that there are two peaks in the distribution, but there are
hundreds of sources in the valley between the two peaks.We have
also plotted the IRAC color distribution of the point sources that
also meet our optical color criteria. In this histogram, nearly all
of the sources in the valley between the two peaks have been
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removed, revealing a clear bimodality. There are two reasons for
this. First, galaxies can have either red or blue IRAC colors, de-
pending on redshift, but should not lie in the optical color space
of z  3 QSOs. Second, although a few stars may have IRAC
colors redder than our cut, the stars must be either very bright or
very red to be detected in IRAC channel 2 at all. Stars that lie in
the z  3 optical color space have r 0  ½4:5 ¼ 1:6 mag (AB).
Since the IRAC channel 2 flux limit corresponds to 21.4 in AB
magnitudes, this means that we should not detect the stars in
channel 2 unless they are brighter than r 0P 19:7 (Vega). Indeed,
in Figure 11 there are two sources at the bright end of our sample
that have blue opticalYIR colors and may be stars.
As mentioned in x 4.2, IRAC color selection of AGNs is ro-
bust when all four bands are used because the SEDs of most
contaminants are not flat (or rising toward longer wavelengths)
over such a broad wavelength range. Therefore, we can use all
four IRAC fluxes, when available, to assess the reliability of our
single color AGN selection. In our sample, 58% (58 of 100) of
our objects are detected in all four IRAC channels, and their
IRAC colors are plotted in Figure 12. Essentially all of these ob-
jects have IR colors in the expected locus of AGNs. Therefore, it
appears that the contamination rate is low. However, as stellar
contaminants are expected to have blue IRAC colors, we do not
expect to detect the fainter interlopers in IRAC3 and IRAC4, and
we cannot assess the nature of these objects. Therefore, we look
at only the bright end of our sample where all sources are de-
tected in all four bands. At r 0 < 20:5, 21 of 24 (88%) sources are
detected in all four IRAC bands, and all of these have IR colors
within the expected AGN locus. If we make the conservative
assumption that the three nondetections (in IRAC3 and IRAC4)
among the bright sample are not QSOs, then we obtain an upper
limit to the contamination rate of P13%.
In summary, the point sources that match our optical color
criteria have a distinct bimodal distribution in ½3:6  ½4:5 col-
ors, suggesting minimal contamination from stars, except at the
bright end (r 0 < 20). However, the four-band IRAC colors sug-
gest that even the bright end of our sample has a contamination
rate of less than 13%.
7. COMPLETENESS
7.1. Infrared Completeness
As mentioned in x 4.2, we expect our IR color cut to include
nearly all QSOs at z  3 (as seen with the SDSS QSOs). How-
ever, we must ensure that no QSOs are missing due to the
f(4:5 m)  10 Jy. Figure 11 plots the opticalYIR colors of
allU-dropout candidates as a function of the optical magnitudes.
The locus of colors agrees well with the infrared-selected QSOs
of Brown et al. (2006). Also plotted is the limit due to the IRAC2
flux cut. Except for the faintest of the six half-magnitude bins,
there is no incompleteness due to nondetections in IRAC2. In the
faintest bin, 21:5 < r 0 < 22:0, it is possible that wemiss a few of
the bluest r 0  ½4:5QSOs, butwe estimate this to be<15% (based
on the r 0  ½4:5 distribution in Fig. 11) and make no attempt to
correct for it. We have also verified that increasing the counts by
15% in this bin has a negligible effect on the QLF fit.
7.2. Morphological Completeness
Our selection requires that the candidates be unresolved in the
optical data, where typical resolution is1.100.We have assumed
that the QSOs are significantly brighter than their host galaxies
and, even if we could detect the host galaxy, galaxies at z > 3
should have angular diameters less than 100 (Giavalisco 2002). To
test this assumption, we have matched our catalogs to all of the
SDSS QSOs (which do not have to meet a morphological cri-
terion) within the EN1 and EN2 fields. Of the 58 SDSS QSOs at
high redshift (z > 1), 57 (98%) are categorized as point sources
in our optical catalogs. Therefore, we do not expect any signif-
icant incompleteness due to our point-source criterion.
7.3. Optical Completeness
Our color selection should be strict enough to minimize
contamination, but broad enough to encompass the majority of
the targeted QSOs to minimize completeness corrections. As a
first-order look at completeness, we compare with the SDSSQSO
sample between 3:1 < z < 3:2 where SDSS is 80% complete
(Richards et al. 2006a). SDSS uses four colors, to look at all point
sources away from the color space of stars (Richards et al. 2002).
Therefore, it is possible that SDSS selects redder QSOs at z  3,
which would lie outside of our color selection. Converting SDSS
to Vega magnitudes, and correcting for slight U/u 0 filter differ-
ences (0.06 mag correction),97.5% (392/402) of SDSS QSOs
at 3:1 < z < 3:2 would also be selected with our color selection.
Therefore, <3% of SDSS QSOs are redder and selected with
other colors in the SDSS filters.
Significant dispersion in spectral featuresmay cause someQSOs
to lie outside of our selection criteria. Themost important factors
affecting the optical color (and therefore the completeness) are
redshift, intervening high column density H i absorbers, UV con-
tinuum slope, emission-line equivalent widths, and variability.
Here we present our Monte Carlo simulations to assess the com-
bined effects of these characteristics on our completeness as a
function of magnitude and redshift. We then use this complete-
ness to derive the effective volume of our sample as a function of
apparent magnitude.
7.3.1. Model of QSO Optical Color Distribution
Both the UV spectral slope of the continuum  , where f /
, and the emission-line equivalent widths, W, can vary about
the mean and cause significant dispersion in colors at any given
Fig. 6.—U g 0, g 0  r 0 optical colors of objects with r 0 < 22 and classified
as point sources. The solid line is the color track of our QSO template with IGMab-
sorption applied, and the square denotes the z ¼ 0 point. The green contours denote
the density (in color space) of objects categorized as stars by their blue IRAC
colors (½3:6  ½4:5 < 0:15). Red plus signs denote point sources with red IRAC
colors (½3:6  ½4:5 > 0:15). The blue arrows and circles also have red IRAC col-
ors, but match the optical color criteria for z  3 QSOs. The arrows denote upper
limits where there is no detection in U. Spectroscopically confirmed candidates
are circled. The photometries of two spectroscopically confirmed QSOs were re-
vised and are therefore slightly out of our optical selection window but are still
displayed here. They are both QSOs at z  3, and their photometry is included at
the end of Table 5.
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redshift. The mean of the spectral slope and the equivalent widths
are defined by our template spectrum and are consistent with
values found by Vanden Berk et al. (2001) and H04. The distri-
bution of these attributes is assumed to beGaussian, with standard
deviations taken from Francis (1996), and is listed in Table 7.
Along the LOS to any given QSO at high redshift there are
hundreds of intervening neutral hydrogen clouds (or filaments)
absorbing the UV light through Lyman line and Lyman contin-
uum absorption.Much of this absorption is caused by the rare, high
column density absorbers known as Lyman limit systems (LLSs;
NH i > 1:6 ; 1017 cm2) and damped Ly systems (DLAs;NH i >
1 ; 1020 cm2). Therefore, there is a large dispersion in LOS H i
opacity at any given redshift due to the small numbers of these
high column density clouds. Bershady et al. (1999) show that
Fig. 7.—Keck/LRIS (top six panels) and Palomar/COSMIC (bottom four panels) spectra of z  3 QSO candidates. The ID numbers from Table 5 and redshifts are
given, and the Ly and C iv lines are labeled.
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Fig. 8.—Keck/LRIS (top five panels) and Palomar/COSMIC (bottom two panels) spectra of z  4 QSO candidates. The ID numbers from Table 6 and redshifts are
given, and the Ly line is labeled.
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simple analytic expressions for the mean and scatter in LOS
opacity are insufficient and, therefore, Monte Carlo simulations
are required to correctly represent the stochastic distributions
of the absorbers.
The number density distribution of H i absorbers is typically
given as a fit to a power law with redshift
N zð Þ ¼ N0 1þ zð Þ; ð3Þ
and the column density distribution is given as
df
dNH i
/ N H i : ð4Þ
Since absorbers of different column densities are known to evolve
differently (Kim et al. 1997), we have split them into four groups
with differing evolution, similar to the work of Bershady et al.
(1999) and Fan et al. (2001), but with updated values for DLA
number densities. The parameters used are summarized inTable 8.
For each LOS, the number of LOS absorbers is selected from
a Poisson distribution with the expectation value set to Nh i of
the population:
Nh i ¼
Z zQSO
0
N (z) dz: ð5Þ
Fig. 9.—Keck /LRIS (top and middle) and Palomar/COSMIC (bottom) spectra of interlopers in the g 0-dropout sample. The official SWIRE names and redshifts (if
known) are labeled.
Fig. 10.—IRAC (½3:6  ½4:5) color distribution of all point sources with
r 0 < 22 in our field (dashed line). The solid line shows the color distribution of
point sources that alsomeet our optical color criteria. The shaded histogram is the
distribution of spectroscopically confirmed QSOs. Our QSO sample is the por-
tion of the solid histogram to the right of the vertical dotted line.
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Their redshifts and column densities are chosen randomly from
the distributions in equations (3) and (4), respectively. Finally,
we compute Voigt profiles with natural broadening and Doppler
widths, b, from Table 8 for the first 10 Lyman lines for each
absorber. We choose not to model the distribution of Doppler
widths (or its evolution) as this is expected to be a small, second-
order effect. Continuum absorption is applied with a scattering
cross section of 0 ¼ 6:3 ; 1018 cm2 at the Lyman limit and
decreasing as 3. An example of the Ly forest transmission
for one LOS at z ¼ 3 is plotted in Figure 13.
For 300 LOSs in each redshift bin of z ¼ 0:1, we compute
QSO spectra with spectral slopes and emission-line equivalent
widths culled from the distributions defined in Table 8 and apply
the simulated IGM absorption for that LOS.
QSOs of these luminosities and redshifts exhibit variability of
orderm  0:15mag (Vanden Berk et al. 2004). A total of 29%
of our fields were observed at separate times (over 2 yr) in the U
and g 0 filters, and 29% of our fields were observed at separate
times in the g 0 and r 0 filters. We therefore add a variable offset
selected from a Gaussian distribution with m  0:15 to the
computed U  g 0 and g 0  r 0 optical colors of 30% of the sim-
ulated LOSs. The net effect of this variability is a slight 5%
decrease in completeness and a slightly broader redshift range.
After adding in variability and photometric errors, we com-
pute the optical colors for the 300QSOs in each redshift bin. This
allows us to determine the selection completeness based on color
selection alone, but the imaging depth must still be taken into
consideration.
The optical magnitude limit of our QSO search, r 0 ¼ 22:0, is
set by our infrared depths and corresponds to20  detections in
both g 0 and r 0. Therefore, we do not expect any incompleteness
due to nondetections in g 0 or r 0. However, when looking for
significant ‘‘U-dropouts,’’ it is important to have deeper imaging
inU relative to the bands at longer wavelengths. Otherwise, non-
detections will result in upper limits in flux that cannot distinguish
between a true ‘‘dropout’’ or a red source that is just below the de-
tection limit. The WFS was not designed for finding U-dropouts,
and the U band is generally less sensitive due to CCD quantum
efficiency (QE) and poor throughput in the telescope optics. There-
fore, theU-band images in the SWIREfields are less sensitive (to all
classes of object) than the g 0 and r 0 images. Furthermore, this
sensitivity varies by 0.5 mag from pointing to pointing due to
changing observing conditions (seeing, air mass, lunar phase).
Therefore, careful measurements of the selection completeness
as a function of pointing must be assessed, along with depen-
dencies on redshift and magnitude.
Both EN1 and EN2 are comprised of 54 22:8 0 ; 11:4 0 optical
pointings. For each CCD at each pointing, a 5  limiting mag-
nitude is determined within our 2.300 diameter aperture and is
used as an upper limit when no object is detected.
Due to overlaps in pointings and varying observing condi-
tions, it is nontrivial to compute the limiting magnitude for a
given position on the sky. For both fields wemake ‘‘depthmaps’’
by making mosaic images of the entire field with pixel values set
to the 5  limiting magnitude of the deepest pointing that covers
that pixel. In this way, we can quickly compute the area over which
we can detect an object of a given magnitudeUtest by summing the
pixels with value greater thanUtest. These depth maps are trimmed
to the area that also has Spitzer data. The U-band depth map for
EN1 is plotted in Figure 14, showing the nonuniformity and
complex structure of the coverage.
As shown in Figure 2, the bluer of the two optical colors,
(U  g 0), becomes redder as the QSO goes to higher redshift,
making nondetections inU increasingly likely at higher redshift.
For example, a typical r 0 ¼ 21 QSOat z ¼ 2:9 will have g 0  21:5
and U  21:8, bright enough to be detected in all bands by our
survey. However, a QSO with the same r 0 magnitude at z ¼ 3:4
will have g 0  22 and U  24:5, too faint to be detected in our
TABLE 7
Spectral Parameter Attribute for Our QSO SED Modeling
Parameter Mean 
 ............................................................. 0.46 0.3
W (Lyþ N v) (8) .................................. 101.7 25.
Fig. 11.—OpticalYIR color distribution of the z  3 QSO sample. The x-axis
is in Vega magnitudes since our magnitude bins are defined in Vega magnitudes,
and the y-axis is in AB magnitudes as it is simpler to interpret. The dashed line in
the top panel denotes the f4:5 m ¼ 10 Jy limit of our search. The dashed line in
the bottom panel denotes the f24 m ¼ 250 m completeness limit, with arrows
giving upper limits from nondetections. The four QSOs with r 0  ½4:5 < 0:0 are
possible interlopers.
Fig. 12.—IRAC colors of the z  3 QSO sample. The lines are as in Fig. 4.
Right arrows are lower limits to the ½5:8  ½8:0 color based on nondetections in
IRAC3. Left arrows are upper limits to the ½5:8  ½8:0 color based on nonde-
tections in IRAC4. Nondetections in both IRAC3 and IRAC4 are plotted along
the left-hand side.
z  3 QSO LUMINOSITY FUNCTION 63No. 1, 2008
U images. Our upper limit in this case is insufficient in distin-
guishing a high-redshift QSO candidate from a low-redshift ob-
ject with bluer U  g 0.
Given our simulated spectra and our depth maps, we deter-
mine an effective completeness in the following manner. For
each redshift bin, we computeU  g 0 and g 0  r 0 colors for the
100 simulated QSOs along 100 different lines of sight. Then we
compute the percentage of these QSOs that would be selected by
our color criteria if our imaging was sufficiently deep. This gives
us a measure of our completeness based strictly on our color
criteria alone,Ccolor. The completeness cutoff at the high-redshift
end (z  3:5) is nearly a step function since the QSO color track
moves perpendicular to our color cuts and most of the disper-
sion in color is parallel to the color cut. At the low-redshift end
(z  2:9), the incompleteness is predominantly due to LOS var-
iations in IGM.
Of the QSOs that meet the color criteria, the fluxes are scaled
to give the desired r 0 magnitude in intervals of r 0 ¼ 0:25 mag
and the g 0  r 0 color is used to determine the U-band depth re-
quired to either detect this QSO or derive a lower limit to the mag-
nitude that is high enough to put it in the color-color selection
window. The percentage of QSOs with colors in our selection
window that would also be selected given the U-band depth at
that pixel value is denoted as C(r 0; z), plotted in Figure 15. The
effective volume of the survey can then be calculated as
VeA r
0ð Þ ¼ d
Z z¼1
z¼0
C r 0; zð Þ dV
dz
dz; ð6Þ
where  is the solid angle of the survey and dV /dz is the differ-
ential comoving volume. The effective volumes and average
redshifts for each half-magnitude bin are given in Table 9. To
give an idea of the scales of the incompleteness corrections, the
effective volume in our faintest magnitude bin VeA(r
0 ¼ 21:75) is
74% of the effective volume in our brightest bin VeA(r
0 ¼ 19:25),
requiring a relatively small correction of 35% to the number
counts.
8. THE z  3 QSO LUMINOSITY FUNCTION
Given the effective volume, VeA(r
0), the comoving space den-
sity is then
 r 0ð Þ ¼ N r
0ð Þ
VeA r 0ð Þ
1
wbin
; ð7Þ
where N (r 0) is the number of QSOs in the r 0 bin and wbin is the
width of the bin in magnitudes. We then convert r 0 to the ab-
solute AB magnitude at 1450 8 since the r 0 filter covers 1450 8
over our entire redshift range and this value is generally used for
high-redshift QSO studies:
M1450 ¼ r 0 þ r 0AB Vegað Þ  DM z ¼ 3:2ð Þ
þ 2:5 log 1þ 3:2ð Þ þ K zð Þ; ð8Þ
where r 0 is the Vega magnitude listed in Table 5, r 0AB(Vega) ¼
0:15 is the Vega-to-AB conversion, DM ¼ 47:19 is the distance
modulus at z ¼ 3:2, and K(z) is the K-correction resulting from
TABLE 8
Parameters for the Four Column Density Ranges Used in the Ly Forest Simulations
Name logNH i(cm
2) N0  
b
( km s1)
Ly forest 1a.................................................. 12Y14 181.36 1.46 1.29 30
Ly forest 2a.................................................. 14Y17.2 1.297 1.46 3.10 30
Lyman limit systemsb .................................... 17.2Y20 0.27 1.50 1.55 70
Damped Ly systemsc................................... 20Y22 0.055 1.78 1.11 70
a Kim et al. (1997).
b Storrie-Lombardi et al. (1994).
c Storrie-Lombardi & Wolfe (2000).
Fig. 13.—Subsection of the simulated IGM transmission (e ) curve for one
simulated LOS. All absorption features are fully resolved in the simulation.
Fig. 14.—U-band depthmap for EN1. The gray scale represents Umagnitude
limits in intervals of 0.1 mag from 22.5 to 24.0 (Vega), with most of the area
between 23.0 and 23.5.
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shifts in redshift around z ¼ 3:2. As we do not have exact red-
shifts for most of our QSOs, we set K(z) ¼ 0, but note that this
varies by 0.1 mag from 2:9 < z < 3:5.
The resulting QLF at z  3:2 is plotted in Figure 16, along
with previous surveys of QSOs at these redshifts. Our meas-
urements, while using smaller magnitude bins (wbin ¼ 0:5 mag)
than previous surveys of faint high-z QSOs, have significantly
reduced error bars. The space densities at the bright end of our
surveymatch well with the faintest bins from the SDSS (Richards
et al. 2006a) and show a clear transition to a shallower slope at the
faint end. We use our data in combination with the Richards et al.
(2006a) SDSS results at z  3:25 because it is the largest sample
available, and its completeness corrections have been carefully
determined.
We do a least-squares fit to the standard double power law
given in equation (1), converted to absolute magnitudes:
 M1450; zð Þ ¼
0:92 M 1450
 
100:4(þ1) (M1450M

1450
) þ 100:4(þ1)(M1450M1450) :
ð9Þ
As mentioned previously, when the error bars are reduced, the
quasar luminosity function exhibits curvature over all luminos-
ities, not just at the break (Wolf et al. 2003; Richards et al. 2005).
Therefore, since both our data and the SDSS data show some
curvature, and the SDSS has much smaller error bars, a least-
squares fit of a double power law will force the break position
(M ) to be contained within the range of magnitudes covered by
the SDSS. This produces a very steep faint-end slope and is a
poor fit to our faintest bins. Of the four parameters that determine
the QLF, the SDSS can only measure the bright-end slope with
certainty at z  3:2. Therefore, we also perform a fit with a fixed
bright-end slope,  ¼ 2:85, defined by the SDSS measured
relation of  with redshift at z ¼ 3:2. This yields more realistic
values of M  ¼ 25:6 and a faint-end slope  ¼ 1:62  0:19,
which is constrained by 4Y5 bins fainter thanM . The results of
the double power-law fits are given in Table 10.
8.1. Maximum Likelihood Fit
In the above fit to the binned data, we assumed that all of our
QSOs are at a single redshift (z ¼ 3:2). For most of our objects,
however, we do not have spectroscopic redshifts and do not know
the absolute magnitudes. This can be problematic because we do
not know, for example, if the brighter QSOs are indeed more
luminous or simply at the low-redshift end of our redshift range
(the distance modulus changes by0.5 mag from z ¼ 2:8 to 3.4).
Furthermore, the luminosity function is known to change over
these redshifts, which may skew the apparent magnitude distri-
bution from what is expected at a single redshift.
Our only known quantity is the distribution of apparentmag-
nitudes of QSOs in this redshift range. Therefore, we have mod-
eled the expected distribution in QSO apparent magnitudes to
compare to the observed distribution. The model distributions are
computed in the following way:
1. We allow ,M , and faint-end slope, , to vary indepen-
dent of one another. We keep the bright-end slope fixed at  ¼
2:85 as determined by SDSS QSOs (Richards et al. 2006a).
2. For each set of parameters, we compute the apparent
magnitude distribution in small redshift intervals.
3. At each redshift, we apply the completeness function as a
function of apparent magnitude, C(r 0; z), computed in x 7.3.1.
4. Finally, we sum up the apparent magnitude distribution in
each redshift interval to determine the expected apparent magni-
tude distribution function over the entire redshift range for each set
of QLF parameters.
5. We repeat the above steps three times with different QLF
evolution: no evolution, PLE, and pure density evolution (PDE).
For the two evolvingmodels, we choose the level of evolution to
fit the variation in space density of bright QSOs seen by SDSS
(40% decrease from z  2:8 to 3.5; Richards et al. 2006a).
In addition to the observed apparent magnitude distribution
from our sample, we also use the QSO sample of Richards et al.
(2006a) from the SDSSDataRelease 3.We only use theQSOswith
2:9 < z < 3:5 and use the completeness for each QSO derived in
Richards et al. (2006a).
The apparent magnitude distribution function gives the rela-
tive probability of finding a QSO with a given magnitude from
Fig. 15.—The z  3 QSO completenessC(r 0; z) contours as a function of ap-
parent r 0 magnitude and redshift. The contours are spaced atC ¼ 0:1 intervals.
TABLE 9
Tabulated Luminosity Function
r 0
(Vega)
M(1450 8)
(AB) n Completeness zeff
Veff
(107 Mpc3)

(107 mag1 Mpc3)
18.25....................................... 27.11 0 1.00 3.22 7.87 <0.47
18.75....................................... 26.61 0 1.00 3.22 7.87 <0.47
19.25....................................... 26.11 7 1.00 3.22 7.87 1.78þ1:00:7
19.75....................................... 25.61 5 1.00 3.22 7.87 1.27þ0:90:5
20.25....................................... 25.11 12 0.99 3.22 7.83 3.07þ1:20:9
20.75....................................... 24.61 20 0.98 3.21 7.73 5.38þ1:51:2
21.25....................................... 24.11 25 0.86 3.18 6.77 7.38þ1:81:5
21.75....................................... 23.61 31 0.74 3.15 5.82 10.66þ2:31:9
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Fig. 16.—The z  3:2 QLF. The binned data are plotted from this work (black circles and black arrows for upper limits), SDSS (Richards et al. 2006a; blue squares),
COMBO-17 (Wolf et al. 2003; red diamonds), H04 (cyan triangles), WHO (Warren et al. 1994;green asterisks), Fontanot et al. (2007; open circles), and Bongiorno et al.
(2007; orange stars). Filled symbols were used in the fitting of theQLF. Also plotted are the fittedQLFs using the binned data (dot-dashed line), themaximum likelihood fit
with PLE (solid line), and the QLFs of Pei (1995; dotted line), H04 (magenta short-dashed line), and Wolf et al. (2003; red long-dashed line).
TABLE 10
Parameters for Double Power-Law Luminosity Function
Data  
M1450
(AB)

(107 mag1 Mpc3) 	 2  a
Binned QLF
SWIRE only................................................................ 3.53 (2.9) 1.66 (0.88) 25.8 (2.3) 3.5 (11.0) 2.4 3
SWIRE only (fixed )................................................ [2.85] 1.29 (0.85) 24.8 (1.1) 10.4 (12.0) 2.5 4
SWIRE+SDSS ............................................................ 3.47 (0.58) 1.98 (0.17) 27.1 (0.7) 0.57 (0.65) 9.9 12
SWIRE+SDSS (fixed ) ............................................ [2.85] 1.62 (0.19) 25.6 (0.3) 4.53 (2.0) 11.3 13
Maximum Likelihood Fit
SWIRE only (fixed , no evolution) ......................... [2.85] 1.26 (0.21) 25.0 (0.30) 9.0 (3.0) . . . . . .
[PDE (1þ z)3].......................................................... [2.85] 1.22 (0.22) 25.0 (0.29) 9.3 (2.9) . . . . . .
(PLE) .......................................................................... [2.85] 1.25 (0.21) 25.0 (0.30) 9.2 (2.9) . . . . . .
SWIRE+SDSS (fixed , no evolution)...................... [2.85] 1.43 (0.15) 24.9 (0.15) 8.5 (2.0) . . . . . .
[PDE (1þ z)3].......................................................... [2.85] 1.41 (0.15) 24.9 (0.15) 8.6 (1.9) . . . . . .
(PLE) .......................................................................... [2.85] 1.42 (0.15) 24.9 (0.15) 8.6 (1.8) . . . . . .
Previous Studies
H04.............................................................................. 4.56 (0.51) 1.24 (0.07) 26.7 2.4 . . . . . .
Pei (1995).................................................................... 3.52 (0.11) 1.64 (0.18) 25.8 (0.25) 6.1 (2.5) . . . . . .
Bongiorno et al. (2007) .............................................. 3.0 1.38 25.7 9.8 . . . . . .
Notes.—The binned QLF assumes that all QSOs are at z ¼ 3:2, whereas the maximum likelihood values are from fits to the apparent magnitude distribution. Values in
parentheses denote 1  errors, and values in square brackets denote fixed parameters. Themaximum likelihood fits that includeQLF evolution (both PDE and PLE) are not
significantly different from the no-evolution parameters. Listed at the bottom are estimates from previous work.
the whole sample. We compute the likelihood that a given pa-
rameter set adequately describes the data as the product of the
values of the apparent magnitude distribution function for all
of the QSO r 0 magnitudes in our sample (Marshall et al. 1983).
We then find the set of parameters that maximizes this likelihood.
The best-fit model parameters are given in Table 10. The max-
imum likelihood fit gives a somewhat shallower faint-end slope,
 ¼ 1:42  0:15, and a similar location of the break and
agrees within 1  with the binned QLF when we assumed that
all QSOs were at z ¼ 3:2. The apparent magnitude distributions
that included evolution in the QLF (both PLE and PDE) produce
best-fit parameters that were not significantly different from the
no-evolution fits because there is little evolution over such a small
redshift range. We choose to use the PLE model, with  ¼
1:42  0:15, in the subsequent analysis.
9. COMPARISON WITH PREVIOUS
LUMINOSITY FUNCTIONS
Plotted in Figure 16 are three previously determined luminosity
functions at z  3. Pei (1995) compiled several QSO samples to
produce aQLF and its evolution between 0 < z < 4:5. A constant
QLF shape was assumed and fittedwith PLE. Unfortunately, most
of the high-redshift QSOs are very luminous, so the faint-end
slope is mostly determined by lower redshift QSOs. As seen in
Figure 16, the Pei (1995) QLF has a steeper faint-end slope,  ¼
1:6, and lies above our QLF determination untilM 1450 < 26,
where it passes through the SDSS data points. We believe that
this discrepancy is caused by the assumption of a constant QLF
shape. The Pei (1995) QLF shape was determined mostly by
QSOs at z < 3 and normalized to the bright QSOs at high red-
shift. Because the bright-end slope at z > 3 is getting shallower
(Richards et al. 2006a), this has caused a significant overestimate
of the space densities of faint QSOs. In fact, all previous QLF
estimates at high redshift that assume a shape derived at low
redshift and normalize using bright QSOs will overestimate the
number of faint QSOs at z > 3. At z  3, this results in a factor
of 2 overestimate, but it will get worse at higher redshift as the
bright-end slope is measured to get even shallower at 3 < z < 5.
The H04 QLF, although measured with a much smaller sam-
ple, shows a very shallow faint-end slope and a steep bright-end
slope, resulting in a very prominent break. Our QLF has a signif-
icantly shallower bright-end slope and a steeper faint-end slope.
The space densities of our faintestQSOs are about twice that of H04
and predict 2Y3 times more QSOs between24 < M1450 < 20.
H04 threw out most of their AGN sample (16 of 29) because
the emission-line widths were less than 2000 km s1. These
narrow-line AGNs are, on average, 1 mag fainter than the broad-
line sample. Therefore, if these were included, they would have
added significantly to the faint-end counts, resulting in a steeper
faint-end slope. We cannot discriminate between different types
of AGNs in our sample, sincewe only have spectra for 10 objects
(9 of 10 have FWHM > 2000 km s1). However, narrow-line
AGNs (i.e., FWHM < 2000 km s1) may explain at least part of
the discrepancy in our faint-end slopes.
Recent surveys of X-rayYselected AGNs have also concluded
that the faint-end slope gets shallower at higher redshift (Ueda et al.
2003; Hasinger et al. 2005). The Hasinger et al. (2005) sample
overlaps our redshift range but differs from ours in the same way
as H04, as it is a soft X-rayYselected type I AGN sample. If the
difference between the H04 and Hasinger et al. (2005) luminosity
functions and our QLF is attributed to increasing numbers of
moderately obscured AGNs at fainter rest-frame UV luminosi-
ties (as suggested by Ueda et al. 2003), then we would expect to
see increasing numbers of QSOs with redder UV spectral slopes
and higher LIR/LUV ratios among faint QSOs. Indeed, Figure 11
shows a population of r 0 > 21 QSOs that are redder, in both
r 0  ½4:5 and r 0  ½24, than any at r 0 < 21, which may not be
included in the H04 or Hasinger et al. (2005) LFs.
A recent optical /X-ray search for faint AGNs at 3:1 < z< 5:2
by Fontanot et al. (2007) finds relatively large space densities,
requiring a steep faint-end slope,  ¼ 1:71  0:41. Although
the errors are large, this rules out a significantly shallower faint-
end slope at z > 3 and agrees, within 1 , with our fit. In their
study, only 18% (2/11) of AGNs have narrow lines. Therefore,
the fraction of narrow-line to broad-line AGNs is too small to
completely explain the discrepancy between the shallow faint-
end slope of H04 and the steep faint-end slope found in this
study and in Fontanot et al. (2007).
TheCOMBO-17 (Wolf et al. 2003) andVVDS (Bongiorno et al.
2007) QLFs are both consistent with our QLF, within errors. Both
of these surveys did not require any optical color or morpho-
logical criteria, yet they still agree with our numbers. Both the
Wolf et al. (2003) and Bongiorno et al. (2007) samples are larger
than ours (192 and 130, respectively), but the QSOs are spread
out over all redshifts (0 < z < 5) so they have 5Y10 times fewer
QSOs in this redshift range.
10. QSO CONTRIBUTION TO H i IONIZING
FLUX AT z  3:2
With this new determination of the QLF, we can simply in-
tegrate (L) given in equation (1) to determine the specific lu-
minosity density (at k ¼ 1450 8) of QSOs at z  3:2,

 ¼
Z
(L)L dL: ð10Þ
Integrating from 30 < M1450 < 20 (43:96 ergs s1 <
log L1450 < 47:96 ergs s
1), we derive a value for the specific
luminosity density, 
1450 ¼ 7:3 ; 1024 ergs s1 Hz1 h Mpc3.
This is comparable to the values derived from the H04 QLF
(7:1 ; 1024) and significantly lower than the value from the Pei
(1995) QLF (1:4 ; 1025) when correcting for different cosmol-
ogies. Although our QLF determination predicts more integrated
UV flux from faint QSOs than that of H04, ourM  is more than
1.5 mag fainter. These two effects essentially cancel out to pro-
duce similar luminosity densities.
We can now determine the photoionization rate
 ¼
Z 1
0
d 4
J ð Þ
h
H i ð Þ: ð11Þ
However, we cannot assume that J () is the shape of the average
QSO SED, since the higher energy photons will be reprocessed
byH i and He ii, resulting in a higher value for. Haardt &Madau
(1996) have modeled this reprocessing in a ‘‘clumpy’’ IGM to
determine the effect on the H i photoionization by QSOs. This
correctly includes H i clouds as sources of ionizing photons, as
well as sinks, and increases by40% at z  3.Wemultiply 
1450
by the ratio of f912/f1450 ¼ 0:58 in our template and convert to a
proper volume emissivity at z ¼ 3:2 to directly compare with the

Q calculated by Haardt & Madau (1996) and how it scales with
the photoionization rate, H i, and the ionizing intensity at the
Lyman limit, J912. It should be stated that the scaling relations
from 
Q to J912 andH i are dependent on the value of 
Q itself, as
this will effect the ionization levels of the surrounding medium.
However, this is a secondary effect, and our 
Q is within 50%
of the Haardt & Madau (1996) value so we do not expect this to
be a large effect on the scaling relations.
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We get values of H i  4:5 ; 1013 s1 and J912 ¼ 1:5 ;
1022 ergs s1 cm2 Hz1 sr1. As pointed out by H04, these
should be taken as upper limits as it assumes that all ionizing
photons escape from QSOs of all luminosities, although this is
not at all clear for lower luminosity AGNs.
It is interesting to compare the H i photoionization rate from
QSOs with that from star-forming galaxies (LBGs at these red-
shifts). Unfortunately, it is difficult to determine the photoioniza-
tion rate from LBGs, since their photoionizing SEDs are difficult
to directly detect and are sensitive to parameters with large uncer-
tainties: dust reddening, initial mass function, starburst age, met-
allicity, and the escape fraction of ionizing photons, fesc (Steidel
et al. 2001; Shapley et al. 2006; Siana et al. 2007).
It is possible, however, to address this question indirectly if the
total ionizing background (QSOs+galaxies) is accurately deter-
mined. Several groups have made these measurements by mea-
suring the mean transmission of QSO UV flux through the Ly
forest (McDonald & Miralda-Escude´ 2001; Tytler et al. 2004;
Bolton et al. 2005; Bolton & Haehnelt 2007; Becker et al. 2007),
or bymeasuring the extent of the proximity effect (Carswell et al.
1982) around high-redshift QSOs (Scott et al. 2000, 2002).
Figure 17 shows the current estimates for the total photoioniza-
tion rate at high redshift, compared with our estimate of the con-
tribution from QSOs at z  3:2. The lower limit to  is derived
by integrating the QLF between 30 < M1450 < 23:5, the range
covered by our survey and SDSS. The upper limit is derived by
integrating the QLF 3.5 mag fainter and assumes a 100% escape
fraction among these faint QSOs as well. The Scott et al. (2000)
value has been scaled (by the value given in Scott et al. 2002) to
our assumed cosmology. TheMcDonald&Miralda-Escude´ (2001)
values have also been scaled to the same cosmology using equa-
tion (3) in their paper.
Although the error bars are large, all of the total photoioniza-
tion measurements are consistent and give a value of   1:0 ;
1012 s1 at z ¼ 3. The contribution fromQSOs is less than half of
this value. Therefore, it is likely that star-forming galaxies’ con-
tribution to the H i photoionization rate is comparable to that of
QSOs at z  3:2. This is consistent with measurements by Shull
et al. (2004),which examine the relative rates of He ii andH i photo-
ionization within individual Ly absorbers at 2:3 < z < 2:9 to
infer the spectral index of background radiation at each location.
They conclude that the spectral index varies greatly between ab-
sorbers, with significant contribution from ‘‘soft’’ sources that
may be starburst galaxies or dust-attenuated AGNs.
Furthermore, recent measurements of the escape fraction, fesc,
of photoionizing radiation from LBGs also suggest that star for-
mation may significantly contribute to the ionizing background
at z  3. Steidel et al. (2001) made a composite rest-frame ultra-
violet spectrum of 29 LBGs and found that greater than 50% of
the photoionizing flux that is not absorbed by dust escapes into
the IGM (i.e., relative escape fraction fesc; rel > 0:5). Deeper spectra
of 14 z  3 LBGs give a smaller value of fesc; rel ¼ 0:14, but this
still gives an ionizing radiation field J900  2:6 ; 1022 ergs s1
cm2 Hz1, nearly twice the value of our upper limit fromQSOs.
11. SUMMARY
Wepresent ourmethod of finding high-redshift (z > 2:8)QSOs
by identifying a Lyman break in the optical photometry and en-
suring red mid-IR (½3:6  ½4:5) colors indicative of QSOs. The
use of only three optical filters allows a search over larger areas in
the SWIRE fields as most of the area does not have coverage in
four or more bands. The use of only IRAC1 and IRAC2 channels
is emphasized as these two bands are a factor of 7 times more
sensitive than IRAC3 and IRAC4.
Spectroscopic follow-up of 10 z  3 (U-dropout) candidates
confirms that all 10 are QSOs between 2:83 < z < 3:44. Spec-
troscopy of 10 z  4 ( g 0-dropout) candidates confirmed 7 QSOs
with 3:48 < z < 3:88, 2 galaxies at low redshift (z ¼ 0:354 and
0.390), and 1 unconfirmed redshift. We place reliability estimates
on our z  3 and z  4 samples of 100% (>69%1 ) and 70þ1626 %,
respectively. Since we have not spectroscopically confirmed all of
our candidates, we only use the more reliable z  3 sample for
determining a luminosity function.
By using detailed models that include variations in number
and column density of LOS H i absorbers, UV spectral slope,
emission-line equivalent width, redshift, observed magnitude,
and photometric errors, we assess the completeness of the op-
tical color selection. Completeness near the center of the redshift
range of our U-dropout selection is 85%Y90%. However, our
completeness decreases significantly in our faintest magnitudes
bins (75%), due to the shallow depth of the U-band imaging.
Wefind 100 z  3 QSO candidateswith r 0 < 22 over 11.7 deg2.
Through our models of completeness versus redshift, we derive
effective volumes for each half-magnitude bin and compute the
z  3 QLF.When combinedwith SDSS data, a least-squares fit to
a double power law gives a faint-end slope,  ¼ 1:62  0:19,
and location of the break at M  ¼ 25:6.
Our binned QLF assumes that all of the QSO candidates are at
z ¼ 3:2, which may skew the fitted parameters because of lumi-
nosity function evolution over our redshift range and Eddington
bias (Eddington 1913) due to large dispersions in the actual ab-
solute magnitude distribution. Therefore, we have performed a
maximum likelihood fit of the apparentmagnitude distribution of
our sample with that inferred from a specific QLF over this red-
shift range. Our results are slightly different, with a shallower
faint-end slope, ¼ 1:43  0:15, and a somewhat fainter break
at M  ¼ 24:9. This fit is more accurate as it does not assume
that all of the QSOs are at the same redshift.
The fitted slope is consistent, within the errors, with values mea-
sured at low redshift (0:5 < z < 2:0),  ¼ 1:45 (Richards et al.
2005), and therefore does not require evolution in the faint-end
Fig. 17.—H i photoionization rate per atom (in units of 1 ; 1012 s1) vs.
redshift. Estimates of the total photoionization rate of the IGM are plotted as as-
terisks (Tytler et al. 2004), diamonds (McDonald & Miralda-Escude´ 2001), and
squares (Bolton et al. 2005; Bolton & Haehnelt 2007). The shaded region is the
photoionization rate determined by Scott et al. (2000) adjusted to our cosmology
(decrease of 31%) as stated in Scott et al. (2002). The open circle is the H04
determination of the QSO contribution at z  3. The black square encompasses
the redshift range and plausible limits of the QSO contribution to H i photoioniza-
tion from our sample. The lower and upper bounds are determined by integrating
the QLF to R < 22 (M1450 < 23:5) and R < 25:5 (M1450 < 20), respectively.
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slope of the luminosity function. Our QLF predicts significantly
more faint QSOs than suggested with initial measurements at
z  3 (H04). Although it is difficult to tell with our limited spec-
troscopic sample, some of the difference between our faint-end
slope and that of H04 may be attributed to an increasing number
of narrow-line, moderately reddened AGNs at fainter UV lumi-
nosities that were excluded from the H04 sample.
The QLF exhibits some curvature at all magnitudes and, because
of this, the parameters for a double power-law fit are degenerate.
That is, the position of the break, (M ,), can be fitted at different
locations along the binned QLF, with appropriate changes in the
bright- and faint-end slopes (, ). This is especially true at high
redshift, where the difference between the bright- and faint-end
slopes appears to decrease. Therefore, one must be careful when
assigning physical significance to the measured values of these
parameters when comparing to models.
The QSOs in our sample span the break in the luminosity func-
tion (0:25L < L < 4:0L), and thus we measure the space den-
sity of QSOs that comprise the majority (55%) of the QSO UV
luminosity density at these redshifts. When combined with the
SDSS sample, this percentage is more than 70%. Therefore, large
extrapolations are not required to estimate the effects of unde-
tected QSOs. The integrated UV luminosity density at z  3:2 is

1450 ¼ 7:3 ; 1024 ergs s1 Hz1 h Mpc3. Using the scaling
relation derived byHaardt &Madau (1996), we infer a maximum
H i photoionization rate by QSOs,  ¼ 4:5 ; 1013 s1. This is
about 50% of the total IGM H i photoionization rate at z ¼ 3,
requiring comparable ionizing flux from either starburst galaxies
or redder AGNs that lie outside our color criteria.
This work is based on observations made with the Spitzer
Space Telescope, which is operated by the Jet Propulsion Lab-
oratory, California Institute of Technology under a contract with
NASA. Support for this work, part of the Spitzer Space Telescope
Legacy Science Program, was provided by NASA through an
award issued by JPL/Caltech, under NASA contract 1407.
Based in part on observations obtained at the Hale Telescope,
Palomar Observatory as part of a continuing collaboration be-
tween the California Institute of Technology, NASA/JPL, and
Cornell University.
Based in part on data made publicly available through the
Isaac Newton Group’s Wide Field Camera Survey Programme.
The IsaacNewtonTelescope is operated on the island of La Palma
by the Isaac Newton Group in the Spanish Observatorio del
Canarias.
This publication makes use of data products from the Two
Micron All Sky Survey, which is a joint project of the University
of Massachusetts and the Infrared Processing and Analysis
Center/California Institute of Technology, funded by the National
Aeronautics and Space Administration and the National Science
Foundation.
Facilities: Spitzer( IRAC, MIPS)
REFERENCES
Barger, A. J., Cowie, L. L., Mushotzky, R. F., Yang, Y., Wang, W.-H., Steffen,
A. T., & Capak, P. 2005, AJ, 129, 578
Barvainis, R. 1987, ApJ, 320, 537
Bechtold, J. 1994, ApJS, 91, 1
Becker, G. D., Rauch, M., & Sargent, W. L. W. 2007, ApJ, 662, 72
Beichman, C. A., Cutri, R., Jarrett, T., Stiening, R., & Skrutskie, M. 2003, AJ,
125, 2521
Bershady, M. A., Charlton, J. C., & Geoffroy, J. M. 1999, ApJ, 518, 103
Bertin, E., & Arnouts, S. 1996, A&AS, 117, 393
Bolton, J. S., & Haehnelt, M. G. 2007, MNRAS, 382, 325
Bolton, J. S., Haehnelt, M. G., Viel,M., & Springel, V. 2005,MNRAS, 357, 1178
Bongiorno, A., et al. 2007, A&A, 472, 443
Boyle, B. J., Shanks, T., Croom, S. M., Smith, R. J., Miller, L., Loaring, N., &
Heymans, C. 2000, MNRAS, 317, 1014
Boyle, B. J., Shanks, T., & Peterson, B. A. 1988, MNRAS, 235, 935
Brown, M. J. I., et al. 2006, ApJ, 638, 88
Carswell, R. F., Whelan, J. A. J., Smith, M. G., Boksenberg, A., & Tytler, D.
1982, MNRAS, 198, 91
Croom, S. M., Smith, R. J., Boyle, B. J., Shanks, T., Miller, L., Outram, P. J., &
Loaring, N. S. 2004, MNRAS, 349, 1397
Dunlop, J. S., & Peacock, J. A. 1990, MNRAS, 247, 19
Eddington, A. S. 1913, MNRAS, 73, 359
Elvis, M., et al. 1994, ApJS, 95, 1
Fan, X., et al. 2001, AJ, 121, 54
Fazio, et al. 2004, ApJS, 154, 10
Fontanot, F., Cristiani, S., Monaco, P., Nonino, M., Vanzella, E., Brandt, W. N.,
Grazian, A., & Mao, J. 2007, A&A, 461, 39
Francis, P. J. 1996, Publ. Astron. Soc. Australia, 13, 212
Giavalisco, M. 2002, ARA&A, 40, 579
Gonzalez-Solares, E. A., et al. 2005, MNRAS, 358, 333
Gunn, J. E., & Stryker, L. L. 1983, ApJS, 52, 121
Haardt, F., & Madau, P. 1996, ApJ, 461, 20
Haiman, Z., & Menou, K. 2000, ApJ, 531, 42
Hartwick, F. D. A., & Schade, D. 1990, ARA&A, 28, 437
Hasinger, G., Miyaji, T., & Schmidt, M. 2005, A&A, 441, 417
Hatziminaoglou, E., et al. 2005, AJ, 129, 1198
Heisler, J., & Ostriker, J. P. 1988, ApJ, 325, 103
Hogan, C. J., Anderson, S. F., & Rugers, M. H. 1997, AJ, 113, 1495
Hopkins, P. F., Hernquist, L., Cox, T. J., Robertson, B., Di Matteo, T., &
Springel, V. 2006, ApJ, 639, 700
Hunt, M. P., Steidel, C. C., Adelberger, K. L., & Shapley, A. E. 2004, ApJ, 605,
625 (H04)
Imanishi, M., & Dudley, C. C. 2000, ApJ, 545, 701
Irwin, M., & Lewis, J. 2001, NewA Rev., 45, 105
Irwin, M., McMahon, R. G., & Hazard, C. 1991, in ASP Conf. Ser. 21, The
Space Distribution of Quasars, ed. D. Crampton (San Francisco: ASP), 117
Jakobsen, P., Boksenberg, A., Deharveng, J. M., Greenfield, P., Jedrzejewski,
R., & Paresce, F. 1994, Nature, 370, 35
Kauffmann, G., & Haehnelt, M. 2000, MNRAS, 311, 576
Kennefick, J. D., Djorgovski, S. G., & de Carvalho, R. R. 1995, AJ, 110, 2553
Kim, T.-S., Hu, E. M., Cowie, L. L., & Songaila, A. 1997, AJ, 114, 1
Koo, D. C., & Kron, R. G. 1988, ApJ, 325, 92
Kormendy, J., & Richstone, D. 1995, ARA&A, 33, 581
Lacy, M., et al. 2004, ApJS, 154, 166
Lonsdale, C. J., et al. 2003, PASP, 115, 897
Madau, P. 1995, ApJ, 441, 18
Madau, P., Ferguson, H. C., Dickinson, M. E., Giavalisco, M., Steidel, C. C., &
Fruchter, A. 1996, MNRAS, 283, 1388
Madau, P., Haardt, F., & Rees, M. J. 1999, ApJ, 514, 648
Magorrian, J., et al. 1998, AJ, 115, 2285
Marshall, H. L. 1985, ApJ, 299, 109
Marshall, H. L., Tananbaum, H., Avni, Y., & Zamorani, G. 1983, ApJ, 269, 35
Massey, P., Strobel, K., Barnes, J. V., & Anderson, E. 1988, ApJ, 328, 315
McDonald, P., & Miralda-Escude´, J. 2001, ApJ, 549, L11
McMahon, R. G., Walton, N. A., Irwin, M. J., Lewis, J. R., Bunclark, P. S., &
Jones, D. H. 2001, NewA Rev., 45, 97
Oke, J. B., et al. 1995, PASP, 107, 375
Pei, Y. C. 1995, ApJ, 438, 623
Reimers, D., Kohler, S., Wisotzki, L., Groote, D., Rodriguez-Pascual, P., &
Wamsteker, W. 1997, A&A, 327, 890
Richards, G. T., et al. 2002, AJ, 123, 2945
———. 2005, MNRAS, 360, 839
———. 2006a, AJ, 131, 2766
———. 2006b, ApJS, 166, 470
Rieke, G. H., et al. 2004, ApJS, 154, 25
Sanders, D. B., Phinney, E. S., Neugebauer, G., Soifer, B. T., & Matthews, K.
1989, ApJ, 347, 29
Schmidt, M. 1968, ApJ, 151, 393
Schmidt, M., & Green, R. F. 1983, ApJ, 269, 352
Schmidt, M., Schneider, D. P., & Gunn, J. E. 1995, AJ, 110, 68
Schneider, D. P., et al. 2005, AJ, 130, 367
Scott, J., Bechtold, J., Dobrzycki, A., & Kulkarni, V. P. 2000, ApJS, 130, 67
Scott, J., Bechtold, J., Morita, M., Dobrzycki, A., & Kulkarni, V. P. 2002, ApJ,
571, 665
z  3 QSO LUMINOSITY FUNCTION 69No. 1, 2008
Shapley, A. E., Steidel, C. C., Pettini, M., Adelberger, K. L., & Erb, D. K.
2006, ApJ, 651, 688
Shull, J. M., Tumlinson, J., Giroux, M. L., Kriss, G. A., & Reimers, D. 2004,
ApJ, 600, 570
Siana, B., et al. 2007, ApJ, 668, 62
Silva, L., Granato, G. L., Bressan, A., & Danese, L. 1998, ApJ, 509, 103
Skrutskie, M. F., et al. 2006, AJ, 131, 1163
Small, T. A., & Blandford, R. D. 1992, MNRAS, 259, 725
Sokasian, A., Abel, T., & Hernquist, L. 2002, MNRAS, 332, 601
Steidel, C. C., Giavalisco, M., Pettini, M., Dickinson, M., & Adelberger, K. L.
1996, ApJ, 462, L17
Steidel, C. C., Pettini, M., & Adelberger, K. L. 2001, ApJ, 546, 665
Steidel, C. C., Shapley, A. E., Pettini, M., Adelberger, K. L., Erb, D. K., Reddy,
N. A., & Hunt, M. P. 2004, ApJ, 604, 534
Stern, D., et al. 2005, ApJ, 631, 163
Storrie-Lombardi, L. J., McMahon, R. G., Irwin, M. J., & Hazard, C. 1994,
ApJ, 427, L13
Storrie-Lombardi, L. J., & Wolfe, A. M. 2000, ApJ, 543, 552
Surace, J. A., et al. 2005, ApJ, 631, 163
Telfer, R. C., Zheng, W., Kriss, G. A., & Davidsen, A. F. 2002, ApJ, 565, 773
Tytler, D., et al. 2004, ApJ, 617, 1
Ueda, Y., Akiyama, M., Ohta, K., & Miyaji, T. 2003, ApJ, 598, 886
Vanden Berk, D. E., et al. 2001, AJ, 122, 549
———. 2004, ApJ, 601, 692
Warren, S. J., Hewett, P. C., & Osmer, P. S. 1994, ApJ, 421, 412
Werner, M. W., et al. 2004, ApJS, 154, 1
Weymann, R. J., et al. 1998, ApJ, 506, 1
Wolf, C., Wisotzki, L., Borch, A., Dye, S., Kleinheinrich, M., & Meisenheimer,
K. 2003, A&A, 408, 499
York, D. G., et al. 2000, AJ, 120, 1579
SIANA ET AL.70
