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Abstract
In this paper, the authors investigate the growth of solutions of a class of higher order linear differential equations
f (k) + Ak−1f (k−1) + · · · + A0f = 0
when most coefficients in the above equations have the same order with each other, and obtain some results which improve
previous results due to K.H. Kwon [K.H. Kwon, Nonexistence of finite order solutions of certain second order linear differential
equations, Kodai Math. J. 19 (1996) 378–387] and Z.-X. Chen [Z.-X. Chen, The growth of solutions of the differential equation
f ′′ + e−zf ′ + Q(z)f = 0, Sci. China Ser. A 31 (2001) 775–784 (in Chinese); Z.-X. Chen, On the hyper order of solutions of
higher order differential equations, Chinese Ann. Math. Ser. B 24 (2003) 501–508 (in Chinese); Z.-X. Chen, On the growth of
solutions of a class of higher order differential equations, Acta Math. Sci. Ser. B 24 (2004) 52–60 (in Chinese); Z.-X. Chen,
C.-C. Yang, Quantitative estimations on the zeros and growth of entire solutions of linear differential equations, Complex Var. 42
(2000) 119–133].
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and results
We shall assume that reader is familiar with the fundamental results and the standard notations of the Nevanlinna’s
value distribution theory of meromorphic functions (see e.g. [11,15]). In addition, we will use the notation σ(f ) to
denote the order of growth of entire function f (z), τ(f ) to denote the type of f (z) with σ(f ) = σ , is defined to be
τ(f ) = lim
r→∞
logM(r,f )
rσ
.
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σ2(f ) = lim
r→∞
log logT (r, f )
log r
.
We use mE to denote the linear measure of a set E ⊂ (0,+∞) and use mlE to denote the logarithmic measure of
a set E ⊂ [1,+∞). If P(z) is a polynomial, we use the notation degP to denote the degree of P(z).
For second order linear differential equations
f ′′ + B(z)f ′ + A(z)f = 0, (1.1)
many authors have investigated the growth of solutions of (1.1), where A(z) ≡ 0 and B(z) are entire functions of finite
order. It is well known that if either σ(B) < σ(A) or σ(A) < σ(B)  1/2, then every solution f ≡ 0 of (1.1) is of
infinite order (see [9,13]). For the case σ(A) < σ(B) and σ(B) > 1/2, many authors have studied the problem. In
2000, I. Laine and P.C. Wu proved the following result.
Theorem A. (See [16].) Suppose that σ(A) < σ(B) < ∞ and that T (r,B) ∼ logM(r,B) as r → ∞ outside a set of
finite logarithmic measure. Then every non-constant solution f of (1.1) is of infinite order.
Thus a natural question is: what condition on A(z),B(z) when σ(A) = σ(B) will guarantee that every solution
f ≡ 0 of (1.1) has infinite order? For second order linear differential equations,
f ′′ + h1eP (z)f ′ + h0eQ(z)f = 0, (1.2)
in 1996, K.H. Kwon investigated the growth of the solutions of (1.2) for the case degP = degQ and obtained the
following result.
Theorem B. (See [14].) Let P(z) = anzn + · · ·, Q(z) = bnzn + · · · (anbn = 0) be non-constant polynomials, h1(z)
and h0(z) ≡ 0 be entire functions with σ(hj ) < n (j = 0,1), if argan = argbn or an = cbn (0 < c < 1), then every
solution f ≡ 0 of (1.2) has infinite order with σ2(f ) n.
In 2001, Z.-X. Chen investigated the problem and proved the following theorem.
Theorem C. (See [2].) Let Aj(z) ≡ 0 (j = 0,1) be entire functions with σ(Aj ) < 1, a, b be complex numbers such
that ab = 0 and a = cb (c > 1). Then every solution f ≡ 0 of the equation
f ′′ + A1(z)eazf ′ + A0(z)ebzf = 0 (1.3)
has infinite order.
Combining Theorems B and C, we obtain that if ab = 0 and a = b, then every solution f ≡ 0 of (1.3) has infinite
order. Can we get the similar result in higher order linear differential equations which has the same form as (1.3)? The
following Corollary 3 gives the affirmative answer.
For higher order linear differential equations
f (k) + Ak−1f (k−1) + · · · + A0f = 0, (1.4)
Z.-X. Chen obtained the following theorems.
Theorem D. (See [6].) Let Aj(z) (j = 0, . . . , k − 1) be entire functions such that
max
{
σ(Aj ), j = 1, . . . , k − 1
}
< σ(A0) < +∞.
Then every solution f ≡ 0 of (1.4) satisfies σ2(f ) = σ(A0).
Theorem E. (See [3].) Suppose that aj (j = 0, . . . , k−1) are complex numbers. There exist as and al such that s < l,
as = dseiϕ , al = −dleiϕ , ds > 0, dl > 0, and for j = s, l, aj = dj eiϕ (dj  0) or aj = −dj eiϕ , max{dj | j = s, l} =
d < min{ds, dl}. If Aj = hj (z)eaj z, where hj are polynomials, hshl ≡ 0, then every transcendental solution f of (1.4)
satisfies σ(f ) = ∞ and σ2(f ) = 1.
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aj (j = 0, . . . , k − 1) are complex numbers. Suppose that there exists as such that hs ≡ 0, and for j = s, if Aj ≡ 0,
aj = cj as , 0 < cj < 1; if Aj ≡ 0, we define cj = 0. Then every transcendental solution f of (1.4) satisfies σ(f ) = ∞.
Furthermore if max{c1, . . . , cs−1} < c0, then every solution f ≡ 0 of (1.4) has infinite order.
The aim of our paper is to investigate the growth of the solutions of (1.4) when most coefficients in (1.4) have the
same order with each other, and we obtain the following results.
Theorem 1. Let Aj(z) (j = 0, . . . , k − 1) be entire functions satisfying σ(A0) = σ , τ(A0) = τ , 0 < σ < ∞,
0 < τ < ∞, and let σ(Aj )  σ , τ(Aj ) < τ if σ(Aj ) = σ (j = 1, . . . , k − 1), then every solution f ≡ 0 of (1.4)
satisfies σ2(f ) = σ(A0).
Corollary 1. Let Aj(z) (j = 0, . . . , k − 1) be entire functions satisfying σ(Aj ) = σ and max{τ(Aj ), j = 1, . . . ,
k − 1} < τ(A0), where 0 < σ < ∞, 0 < τ(A0) < ∞. Then every solution f ≡ 0 of (1.4) satisfies σ2(f ) = σ .
Corollary 2. Let hj (z) (j = 0, . . . , k − 1) be entire functions with σ(hj ) < n, and let Aj(z) = hj (z)ePj (z), where
Pj (z) = ajnzn + · · · + aj0 (j = 0, . . . , k − 1) are polynomials with degree n  1, ajn (j = 0, . . . , k − 1) are com-
plex numbers. If |a0n| > max{|ajn|, j = 1,2, . . . , k − 1} and h0(z) ≡ 0, then every solution f ≡ 0 of (1.4) satisfies
σ2(f ) = n.
Remark 1. Theorem 1 is an extension of Theorem D. For example, when k = 2, f1(z) = eez and f2(z) = ezeez
are two linearly independent solutions of equation f ′′ − (1 + 2ez)f ′ + e2zf = 0, where σ(1 + 2ez) = σ(e2z) = 1,
τ(e2z) = 2 > τ(1 + 2ez) = 1.
Theorem 2. Let hj (z) (j = 0, . . . , k − 1) be not all vanishing entire functions with σ(hj ) < n, and let Aj(z) =
hj (z)e
Pj (z)
, where Pj (z) = ajnzn + · · · + aj0 (j = 0, . . . , k − 1) are polynomials with degree n  1. If ajn (j =
0, . . . , k − 1) are distinct complex numbers and h0(z) ≡ 0, then every solution f ≡ 0 of (1.4) satisfies σ(f ) = ∞.
Corollary 3. Let hj (z) (j = 0, . . . , k − 1) be not all vanishing entire functions with σ(hj ) < 1, and let Aj(z) =
hj (z)e
aj z
, if aj (j = 0, . . . , k − 1) are distinct complex numbers and h0(z) ≡ 0, then every solution f ≡ 0 of (1.4)
satisfies σ(f ) = ∞.
Remark 2. The hypothesis that ajn (j = 0, . . . , k − 1) are distinct complex numbers is necessary. For example, the
equation f ′′′ + 2e3zf ′′ + ze2zf ′ − e2zf = 0 admits a polynomial solution f (z) = z, where a11 = a01 = 2.
Theorem 3. Let hj (z) (j = 0, . . . , k − 1) be entire functions with σ(hj ) < n, and let Aj(z) = hj (z)ePj (z), where
Pj (z) = ajnzn + · · · + aj0 (j = 0, . . . , k − 1) are polynomials with degree n 1, ajn are complex numbers such that
a0n = |a0n|eiθ0 , asn = |asn|eiθs , a0nasn = 0 (0 < s  k − 1), θ0, θs ∈ [0,2π), θ0 = θs , h0hs ≡ 0; for j = 0, s, ajn
satisfies either ajn = dja0n (dj < 1) or argajn = θs , then every solution f ≡ 0 of (1.4) satisfies σ2(f ) = n.
Remark 3. Theorem 3 is an extension of Theorem B, since Theorem B is just the case for k = 2, arga1n = arga0n or
a1n = d1a0n (0 < d1 < 1).
From Theorem 3, we know that every solution f ≡ 0 of equation f (4) + e5izf (3) + 2e−4zf ′′ + zezf ′ + e3zf = 0
satisfies σ2(f ) = 1, in this example, we have σ(Aj ) = 1 (j = 0,1,2,3), τ(A0) = 3 < max{τ(Aj ), j = 1,2,3} = 5.
So Theorem 3 is a complement to Theorem 1.
Theorem 4. Let hj (z) (j = 0, . . . , k − 1) be entire functions with σ(hj ) < n, and let Aj(z) = hj (z)ePj (z), where
Pj (z) = ajnzn + · · · + aj0 (j = 0, . . . , k − 1) are polynomials with degree n  1. Suppose that there exist nonzero
complex numbers asn and aln such that 0 < s < l  k − 1, asn = |asn|eiθs , aln = |aln|eiθl , θs, θl ∈ [0,2π), θs = θl ,
hshl ≡ 0; for j = s, l, ajn satisfies either ajn = djasn (0 < dj < 1) or ajn = djaln (0 < dj < 1), then every transcen-
dental solution of (1.4) satisfies σ(f ) = ∞. Furthermore if f (z) is a polynomial solution of (1.4), then degf  s−1,
if s = 1, then every non-constant solution f (z) of (1.4) satisfies σ(f ) = ∞.
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0 < s < l  k − 1. Theorem 4 is also an extension of Theorem F, since Theorem F is just the case for n = 1, s = l,
as1 = al1, θs = θl = 0.
In Theorem 4, we can only obtain that every transcendental solution of (1.4) satisfies σ(f ) = ∞, but the
sharper result σ2(f ) = n remains open. In Theorem 4, Eq. (1.4) may have polynomial solutions, for example,
f (5) + 2e3izf (4) + e5izf (3) + 3e4zf ′′ + 2zezf ′ − 2ezf = 0 admits a polynomial solution f (z) = 2z, where s = 2,
l = 3, θ2 = 0, θ3 = π2 .
Question 1. Can we get the same result as Theorem 1 when all the coefficients in (1.4) are analytic in the unit disc
{z: |z| < 1} (see Theorem 1.5 in [12]).
2. Lemmas for the proofs of theorems
Lemma 1. (See [8].) Let f (z) be a transcendental meromorphic function, and let α > 1 be a given constant, for any
given ε > 0,
(i) there exist a set E ⊂ [0,∞) that has finite logarithmic measure and a constant B > 0 that depends only on α
such that for all z satisfying |z| = r /∈ E, we have∣∣∣∣f
(k)(z)
f (z)
∣∣∣∣ B[T (αr,f )rε logT (αr,f )]k (k ∈ N); (2.1)
(ii) there exist a set E ⊂ [0,2π) that has linear measure zero and a constant B > 0 that depends only on α, for any
θ ∈ [0,2π)\E there exists a constant R0 = R0(θ) > 1 such that for all z satisfying arg z = θ and |z| = r > R0,
we have∣∣∣∣f
(k)(z)
f (z)
∣∣∣∣ B[T (αr,f ) logT (αr,f )]k (k ∈ N). (2.2)
Lemma 2. (See [5].) Let f (z) be an entire function of order σ(f ) = α < +∞. Then for any given ε > 0, there is
a set E ⊂ [1,∞) that has finite linear measure and finite logarithmic measure such that for all z satisfying |z| = r /∈
[0,1] ∪ E, we have
exp
{−rα+ε} ∣∣f (z)∣∣ exp{rα+ε}. (2.3)
Lemma 3. Let Aj(z) (j = 0, . . . , k − 1) be entire functions with σ(Aj ) σ < ∞, if f (z) is a solution of (1.6) then
σ2(f ) σ .
Proof. Using the Wiman–Valiron theory, we can easily prove Lemma 3.
Lemma 4. (See [8,10].) Let f (z) be a transcendental meromorphic function with σ(f ) = σ < ∞, Γ = {(k1, j1), . . . ,
(km, jm)} be a finite set of distinct pairs of integers which satisfy ki > ji  0 for i = 1, . . . ,m. And let ε > 0 be
a given constant, then there exists a set E ⊂ [0,2π) which has linear measure zero, such that if ϕ ∈ [0,2π)\E, there
is a constant R1 = R1(ϕ) > 1 such that for all z satisfying arg z = ϕ and |z|R1 and for all (k, j) ∈ Γ , we have∣∣∣∣f
(k)(z)
f (j)(z)
∣∣∣∣ |z|(k−j)(σ−1+ε). (2.4)
Lemma 5. (See [1].) Let P(z) be a polynomial of degree n 1, where P(z) = (α +βi)zn +· · ·, δ(P, θ) = α cosnθ −
β sinnθ , α,β ∈ R, and let ε be a given constant, then we have
(i) If δ(P, θ) > 0, then there exists an r(θ) > 0 such that for any r  r(θ),∣∣eP (reiθ )∣∣ exp{(1 − ε)δ(P, θ)rn}; (2.5)
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Lemma 6. (See [10].) Let f (z) be an entire function and suppose that |f (k)(z)| is unbounded on some ray arg z = θ .
Then there exists an infinite sequence of points zm = rmeiθ (m = 1,2, . . .), where rm → ∞, such that f (k)(zm) → ∞
and ∣∣∣∣f
(j)(zm)
f (k)(zm)
∣∣∣∣ |zm|k−j (1 + o(1)) (j = 0, . . . , k − 1). (2.7)
Lemma 7. (See [7].) Let k  1,P1,P2, . . . ,Pk be non-constant polynomials with degree d1, d2, . . . , dk , respectively,
such that deg(Pi − Pj ) = max{di, dj } for i = j . Set A(z) =∑kj=1 Bj (z)ePj (z), where Bj (z) ≡ 0 are entire functions
with σ(Bj ) < dj , then σ(A) = max1jn{dj }.
Lemma 8. Let f (z) be an entire function with σ(f ) = σ , τ(f ) = τ , 0 < σ < ∞, 0 < τ < ∞, then for any given
β < τ , there exists a set E ⊂ [1,+∞) that has infinite logarithmic measure such that for all r ∈ E, we have
logM(r,f ) > βrσ . (2.8)
Proof. By definition, there exists an increasing sequence {rm} → ∞ satisfying (1 + 1m)rm < rm+1 and
lim
m→∞
logM(rm,f )
rσm
= τ. (2.9)
Then there exists a positive integer m0 such that for all mm0 and for any given ε (0 < ε < τ − β), we have
logM(rm,f ) > (τ − ε)rσm. (2.10)
For any given β < τ , there exists a positive integer m1 such that for all mm1, we have(
m
m+ 1
)σ
>
β
τ − ε . (2.11)
By (2.10) and (2.11), for all mm2 = max{m0,m1} and for any r ∈ [rm, (1 + 1m)rm], we have
logM(r,f ) logM(rm,f ) > (τ − ε)rσm  (τ − ε)
(
m
m + 1 r
)σ
> βrσ .
Set E =⋃∞m=m2[rm, (1 + 1m)rm], then
mlE =
∞∑
m=m2
(1+ 1
m
)rm∫
rm
dt
t
=
∞∑
m=m2
log
(
1 + 1
m
)
= ∞.
Therefore, we complete the proof of this lemma. 
3. Proof of Theorem 1
Assume that f (z) is a non-trivial solution of (1.4). From (1.4) we have
∣∣A0(z)∣∣
∣∣∣∣f
(k)(z)
f (z)
∣∣∣∣+ ∣∣Ak−1(z)∣∣
∣∣∣∣f
(k−1)(z)
f (z)
∣∣∣∣+ · · · + ∣∣A1(z)∣∣
∣∣∣∣f
′(z)
f (z)
∣∣∣∣. (3.1)
By Lemma 1(i), we know there exist a set E1 ⊂ [0,∞) that has finite logarithmic measure and a constant B > 0 such
that ∣∣∣∣f
(j)(z)
∣∣∣∣ B(T (2r, f ))2k (j = 1, . . . , k) (3.2)f (z)
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having finite logarithmic measure such that for all z satisfying |z| = r /∈ E2, we have∣∣Aj(z)∣∣ exp{rα1} (j = 0), (3.3)
where 0 < α1 < σ . If σ(Aj ) = σ , τ(Aj ) < τ (j = 0), we choose α2, α3 satisfying max{τ(Aj ), j = 0} < α2 < α3 < τ
such that for sufficiently large r , we have
∣∣Aj(z)∣∣< exp{α2rσ } (j = 0). (3.4)
By Lemma 8, there exists a set E0 ⊂ [1,+∞) having infinite logarithmic measure such that for all r ∈ E0, we have
M(r,A0) > exp
{
α3r
σ
}
. (3.5)
Hence from (3.1)–(3.5), for all z satisfying |A0(z)| = M(r,A0) and for sufficiently large |z| = r ∈ E0\(E1 ∪ E2), we
have
exp
{
α3r
σ
}
 kB exp
{
α2r
σ
}(
T (2r, f )
)2k
. (3.6)
By (3.6), we have σ2(f ) σ . On the other hand, by Lemma 3, we have σ2(f ) σ , hence, σ2(f ) = σ = σ(A0).
4. Proof of Theorem 2
Assume that f (z) is a transcendental solution of (1.4), we show that σ(f ) = ∞. Suppose to the contrary that
σ(f ) = σ < ∞. By Lemma 4, there exists a set E3 ⊂ [0,2π) with linear measure zero, such that if θ ∈ [0,2π)\E3,
there is a constant R1 = R1(θ) > 1, such that for all z satisfying arg z = θ and |z| = r > R1, we have∣∣∣∣f
(j)(z)
f (i)(z)
∣∣∣∣ |z|kσ (k  j > i  0). (4.1)
Set ajn = |ajn|eiϕj , and E4 = {θ ∈ [0,2π): δ(Pj , θ) = |ajn| cos(ϕj + nθ) = 0, j = 0,1, . . . , k − 1} ∪ {θ ∈ [0,2π):
δ(Pj − Pi, θ) = 0, 0 i < j  k − 1}, then mE4 = 0.
For each entire function Aj(z) = hj (z)ePj (z) (j = 0, . . . , k − 1), by Lemma 5, there exists a set Hj ⊂ [0,2π) with
linear measure zero, such that if z = reiθ , θ ∈ [0,2π)\Hj , and for sufficiently large r , then Aj satisfies (2.5) or (2.6).
Set E5 =⋃k−1j=0 Hj , then E5 is also a set having linear measure zero. For any given θ ∈ [0,2π)\(E3 ∪ E4 ∪ E5), we
have
δ(Pj , θ) = 0, δ(Pi, θ) = δ(Pj , θ) (0 i < j  k − 1).
Since ajn are distinct complex numbers, there exists only one s ∈ {0, . . . , k − 1} such that δ(Ps, θ) = max{δ(Pj , θ):
j = 0, . . . , k−1} for any given θ ∈ [0,2π)\(E3 ∪E4 ∪E5). Set δ = δ(Ps, θ), δ1 = max{δ(Pj , θ): j = s}, then δ1 < δ.
We divide the proof into two cases:
(i) δ > 0,
(ii) δ < 0.
Case (i). δ > 0. By Lemma 5, for any given constant ε1 (0 < 3ε1 < δ−δ1δ1 ), we obtain for sufficiently large r ,∣∣As(reiθ )∣∣ exp{(1 − ε1)δrn}, (4.2)∣∣Aj (reiθ )∣∣ exp{(1 + ε1)δ1rn} (j = s). (4.3)
Now we prove that |f (s)(reiθ )| is bounded on the ray arg z = θ . If |f (s)(reiθ )| is unbounded on the ray arg z = θ , then
by Lemma 6, there exists an infinite sequence of points zm = rmeiθ (m = 1,2, . . .), such that rm → ∞, f (s)(zm) → ∞
and ∣∣∣∣f
(j)(zm)
(s)
∣∣∣∣ |zm|s−j (1 + o(1)) (j = 0, . . . , s − 1). (4.4)f (zm)
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exp
{
(1 − ε1)δrnm
}

∣∣As(zm)∣∣

∣∣∣∣f
(k)(zm)
f (s)(zm)
∣∣∣∣+ · · · +
∣∣As+1(zm)∣∣
∣∣∣∣f
(s+1)(zm)
f (s)(zm)
∣∣∣∣+
∣∣As−1(zm)∣∣
∣∣∣∣f
(s−1)(zm)
f (s)(zm)
∣∣∣∣+ · · ·
+ ∣∣A0(zm)∣∣
∣∣∣∣ f (zm)f (s)(zm)
∣∣∣∣
 k exp
{
(1 + ε1)δ1rnm
} · |zm|M, (4.5)
where M > 0 is a constant, not always the same at each occurrence. By (4.5), we obtain
exp
{
1
3
(δ − δ1)rnm
}
 rMm . (4.6)
This is a contradiction. Hence |f (s)(reiθ )|M on arg z = θ . We can easily obtain
∣∣f (reiθ )∣∣Mrk (4.7)
on arg z = θ .
Case (ii). δ < 0. By (1.4), we get
−1 = Ak−1(z)f
(k−1)(z)
f (k)(z)
+ · · · + Aj(z)f
(j)(z)
f (k)(z)
+ · · · + A0(z) f (z)
f (k)(z)
. (4.8)
Now we prove that |f (k)(reiθ )| is bounded on the ray arg z = θ . If |f (k)(reiθ )| is unbounded on the ray arg z = θ , then
by Lemma 6, there exists an infinite sequence of points zm = rmeiθ (m = 1,2, . . .), such that rm → ∞, f (k)(zm) → ∞
and ∣∣∣∣f
(j)(zm)
f (k)(zm)
∣∣∣∣ |zm|k−j (1 + o(1)) (j = 0, . . . , k − 1). (4.9)
By Lemma 5, for any given constant ε2 (0 < ε2 < 12 ), we have∣∣Aj(zm)∣∣ exp{(1 − ε2)δrnm} (j = 0, . . . , k − 1). (4.10)
Then by (4.9) and (4.10), we have for sufficiently large rm
∣∣∣∣Aj(zm)f
(j)(zm)
f (k)(zm)
∣∣∣∣ exp{(1 − ε2)δrnm} · rk−jm (1 + o(1))→ 0 (j = 0, . . . , k − 1). (4.11)
Substituting (4.11) into (4.8), we get
1 0. (4.12)
This is a contradiction. Hence |f (k)(reiθ )|M on arg z = θ . Therefore
∣∣f (reiθ )∣∣Mrk (4.13)
holds on arg z = θ . Combining (4.7), (4.13) and the fact that E3 ∪ E4 ∪ E5 has linear measure zero, by the stan-
dard Phragmén–Lindelöf theorem, we obtain that f (z) is a polynomial, which contradicts our assumption. Therefore
σ(f ) = ∞.
In the following, we show that any non-constant polynomial cannot be a solution of (1.4). If f (z) is a polyno-
mial, then by Lemma 7, we have σ(f (k) + Ak−1f (k−1) + · · · + A0f ) = n. By a simple order consideration, we get
a contradiction. If f (z) is a constant solution of (1.4), then f (z) ≡ 0. Hence, every solution f ≡ 0 of (1.4) satisfies
σ(f ) = ∞.
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Assume that f (z) is a non-trivial solution of (1.4). By (1.4), we have
−A0 = f
(k)
f
+ · · · + Aj f
(j)
f
+ · · · + As f
(s)
f
+ · · · + A1 f
′
f
. (5.1)
We suppose that aj1n, . . . , ajmn (jα ∈ {1, . . . , s − 1, s + 1, . . . , k − 1}) satisfy ajαn = djαa0n (α = 1, . . . ,m) and
argajn = θs for j ∈ {1, . . . , s − 1, s + 1, . . . , k − 1}\{j1, . . . , jm}. Choose a constant c satisfying max{dj1, . . . , djm} <
c < 1. We divide the proof into two cases:
(a) c < 0;
(b) 0 c < 1.
Case (a). c < 0. From [17, pp. 253–255], there exist constants θ1, θ2, α, R2 satisfying θ1, θ2 ∈ [0,2π), θ1 < θ2,
α > 0, R2 > 0 such that for all z satisfying |z| = r > R2 and arg z = θ ∈ (θ1, θ2), we have
δ(P0, θ) = |a0n| cos(θ0 + nθ) > α, δ(Ps, θ) = |asn| cos(θs + nθ) < 0,
and
δ(Pj , θ) < 0 (j = 0).
By Lemma 5, for any given constant ε3 (0 < ε3 < 12 ) and for sufficiently large r , we have∣∣A0(reiθ )∣∣ exp{(1 − ε3)αrn}; (5.2)∣∣Aj (reiθ )∣∣ exp{(1 − ε3)δ(Pj , θ)rn}< M (j = 0). (5.3)
By Lemma 1(ii), we know there exist a set E6 ⊂ [0,2π) with linear measure zero and constants B > 0, R3 > 1 such
that for all z satisfying arg z = θ ∈ (θ1, θ2)\E6 and |z| = r > R3, we have∣∣∣∣f
(j)(z)
f (z)
∣∣∣∣ B(T (2r, f ))2k (j = 1, . . . , k). (5.4)
Substituting (5.2)–(5.4) into (5.1), we get for sufficiently large r ,
exp
{
(1 − ε3)αrn
}

∣∣A0(reiθ )∣∣ kM · B(T (2r, f ))2k. (5.5)
By (5.5), we obtain σ2(f ) n. On the other hand, by Lemma 3, we have σ2(f ) n, therefore σ2(f ) = n.
Case (b). 0 c < 1. From [17, pp. 253–255] there exist constants θ1, θ2, α,R2 satisfying θ1, θ2 ∈ [0,2π), θ1 < θ2,
α > 0, R2 > 0 such that for all z satisfying |z| = r > R2 and arg z = θ ∈ (θ1, θ2), we have
δ(P0, θ) = |a0n| cos(θ0 + nθ) > α, δ(Ps, θ) = |asn| cos(θs + nθ) < 0,
hence
δ
(
P0 − ca0nzn, θ
)
> (1 − c)α, δ(−ca0nzn, θ) 0,
and
δ
(
Pj − ca0nzn, θ
)
< 0 (j = 0).
By Lemmas 5 and 2, for any given constant ε3 (0 < ε3 < 12 ) and for sufficiently large r , we have∣∣A0e−ca0nzn ∣∣= ∣∣h0eP0−ca0nzn ∣∣ exp{(1 − ε3)(1 − c)αrn} (5.6)
and ∣∣Aje−ca0nzn ∣∣= ∣∣hj ePj−ca0nzn ∣∣ exp{o(1)rn} (j = 0). (5.7)
Substituting (5.4), (5.6), (5.7) into (5.1), for all z satisfying arg z = θ ∈ (θ1, θ2)\E6 and |z| = r > R3, we have
exp
{
(1 − ε3)(1 − c)αrn
}

∣∣A0(z)e−ca0nzn ∣∣ kB exp{o(1)rn} · (T (2r, f ))2k. (5.8)
By (5.8), we get σ2(f ) n. On the other hand, by Lemma 3, we have σ2(f ) n, therefore σ2(f ) = n.
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Assume that f (z) is a transcendental solution of (1.4), we show that σ(f ) = ∞. Suppose to the contrary that
σ(f ) = σ < ∞. By Lemma 4, there exists a set E3 ⊂ [0,2π) with linear measure zero, such that if θ ∈ [0,2π)\E3,
there is a constant R1 = R1(θ) > 1, such that for all z satisfying arg z = θ and |z| = r > R1, we have∣∣∣∣f
(j)(z)
f (i)(z)
∣∣∣∣ |z|kσ (k  j > i  0). (6.1)
Set E7 = {θ ∈ [0,2π): |asn| cos(θs + nθ) = δ(Ps, θ) = δ(Pl, θ) = |aln| cos(θl + nθ)}, since θs = θl , then mE7 = 0.
For any given θ ∈ [0,2π)\(E3 ∪ E7), we have
δ(Ps, θ) > δ(Pl, θ) or δ(Ps, θ) < δ(Pl, θ).
Set c1 = δ(Ps, θ), c2 = δ(Pl, θ), we divide the proof into two cases:
(i) c1 > c2;
(ii) c1 < c2.
Case (i). c1 > c2. Here we also divide (i) into three cases:
(a) c1 > c2 > 0;
(b) c1 > 0 > c2;
(c) 0 > c1 > c2.
Case (a). c1 > c2 > 0. Set c3 = max{δ(Pj , θ), j = s}, then c3 < c1. By Lemma 5, for any given constant ε4
(0 < 3ε4 < c1−c3c3 ) and for sufficiently large r , we have∣∣As(reiθ )∣∣ exp{(1 − ε4)c1rn}, (6.2)
and
∣∣Aj (reiθ )∣∣ exp{(1 + ε4)c3rn} (j = s). (6.3)
Now we prove that |f (s)(reiθ )| is bounded on the ray arg z = θ . If |f (s)(reiθ )| is unbounded on the ray arg z = θ , then
by Lemma 6, there exists an infinite sequence of points zm = rmeiθ (m = 1,2, . . .) such that rm → ∞, f (s)(zm) → ∞
and ∣∣∣∣f
(j)(zm)
f (s)(zm)
∣∣∣∣ |zm|s−j (1 + o(1)) (j = 0, . . . , s − 1). (6.4)
Substituting (6.2)–(6.4) into (1.4), we obtain
exp
{
(1 − ε4)c1rnm
}

∣∣As(zm)∣∣

∣∣∣∣f
(k)(zm)
f (s)(zm)
∣∣∣∣+ · · · + ∣∣Al(zm)∣∣
∣∣∣∣ f
(l)(zm)
f (s)(zm)
∣∣∣∣+ · · · + ∣∣As+1(zm)∣∣
∣∣∣∣f
(s+1)(zm)
f (s)(zm)
∣∣∣∣
+ ∣∣As−1(zm)∣∣
∣∣∣∣f
(s−1)(zm)
f (s)(zm)
∣∣∣∣+ · · · + ∣∣A0(zm)∣∣
∣∣∣∣ f (zm)f (s)(zm)
∣∣∣∣
 k exp
{
(1 + ε4)c3rnm
} · |zm|M. (6.5)
By (6.5), we obtain
exp
{
1
3
(c1 − c3)rnm
}
 rMm .
This is a contradiction. Hence |f (s)(reiθ )|M on arg z = θ . We can easily obtain
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on arg z = θ .
Case (b). c1 > 0 > c2. Using the same reasoning as in the case (a), we can also obtain∣∣f (reiθ )∣∣Mrk (6.7)
on arg z = θ .
Case (c). 0 > c1 > c2. By (1.4), we get
−1 = Ak−1(z)f
(k−1)(z)
f (k)(z)
+ · · · + Al(z) f
(l)(z)
f (k)(z)
+ · · · + As(z)f
(s)(z)
f (k)(z)
+ · · · + A0(z) f (z)
f (k)(z)
. (6.8)
By Lemma 5, for any given constant ε5 (0 < ε5 < 12 ) and for sufficiently large r , we have∣∣Aj (reiθ )∣∣ exp{(1 − ε5)c1rn} (j = 0, . . . , k − 1). (6.9)
Now we prove that |f (k)(reiθ )| is bounded on the ray arg z = θ . If |f (k)(reiθ )| is unbounded on the ray arg z = θ , then
by Lemma 6, there exists an infinite sequence of points zm = rmeiθ (m = 1,2, . . .) such that rm → ∞, f (k)(zm) → ∞
and ∣∣∣∣f
(j)(zm)
f (k)(zm)
∣∣∣∣ |zm|k−j (1 + o(1)) (j = 0, . . . , k − 1). (6.10)
Substituting (6.9) and (6.10) into (6.8), we get
1 0.
This is a contradiction. Hence |f (k)(reiθ )|M on arg z = θ . Therefore
∣∣f (reiθ )∣∣Mrk (6.11)
holds on arg z = θ . Combining (6.6), (6.7) and (6.11) and the fact that E3 ∪ E7 has linear measure zero, by the stan-
dard Phragmén–Lindelöf theorem, we obtain that f (z) is a polynomial, which contradicts our assumption. Therefore
σ(f ) = ∞.
Case (ii). c1 < c2. Using the same reasoning as in the case (i), we can also obtain that f (z) is a polynomial, which
contradicts our assumption. Therefore σ(f ) = ∞.
In the following, we show that if f (z) is a polynomial solution of (1.4), then degf  s −1. If f (z) is a polynomial
with degf  s. If θs = θl + π or θl = θs + π , set E8 = {θ ∈ [0,2π): δ(Ps, θ) > δ(Pl, θ) > 0}, then mE8 > 0. We
can choose a curve Γ = {z: arg z = θ ∈ E8}, by the same reasoning as in case (a) of Theorem 4, for all z ∈ Γ and for
sufficiently large r we obtain
exp
{
(1 − ε4)c1rn
}

∣∣As(z)f (s)(z)∣∣

∣∣f (k)(z)∣∣+ · · · + ∣∣As+1(z)f (s+1)(z)∣∣+ ∣∣As−1(z)f (s−1)(z)∣∣+ · · · + ∣∣A0(z)f (z)∣∣
 k exp
{
(1 + ε4)c3rn
} · |z|M. (6.12)
By (6.12), we obtain
exp
{
1
3
(c1 − c3)rn
}
 rM.
This is a contradiction. If θs = θl + π or θl = θs + π , set E9 = {θ ∈ [0,2π): δ(Ps, θ) > 0 > δ(Pl, θ)}, then mE9 > 0.
By the same reasoning as in (6.12), we can also get a contradiction. Hence every polynomial solution of (1.4) satisfies
degf  s − 1.
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