We construct control policies that ensure bounded variance of a noisy neutrally stable linear system in closed-loop. It is assumed that the noise sequence is an independent collection of random vectors, enters the dynamics affinely, and has bounded fourth moment. The magnitude of the control is required to be of the order of (the uniform bound on) the first moment of the noise, and the policies we obtain are simple and computable.
§1. Introduction and the Main Result
Consider the discrete-time linear system (1.1)
x t+1 = Ax t + Bu t + w t ,
with the data:
• the state x t at time t takes values in R d ;
• the control u t at time t takes values in U-a subset of Euclidean space;
• (w t ) t∈N 0 is an R d -valued random process with mean zero and E w t w T t = Q t ; • A is orthogonal, i.e. AA T = A T A = I; • the pair (A, B) is reachable in k steps, i.e. rank B AB · · · A k−1 B = d.
Our objective is to synthesize, if possible, a k-history-dependent control policy 1 π = (π t ) t∈N 0 , such that π t : R d×k −→ U is measurable, u t ≔ π t x t , x t−1 , . . . , x t−k+1 , the sequence (u t ) t∈N 0 is bounded, and the state of the closed-loop system (1.2)
x t+1 = Ax t + Bπ t x t , x t−1 , . . . , x t−k+1 + w t , x 0 = x, t ∈ N 0 , has bounded variance. ( We define x −k+1 = · · · = x −1 = x 0 .) Formally we have:
(1.3). Problem. Does there exist an r > 0 and a (possibly k-history-dependent) policy (π t ) t∈N 0 with π t (·) r for every t, such that (P1) for every x ∈ R d the solution (x t ) t∈N 0 to (1.2) satisfies sup t∈N 0 E x x t 2 < ∞, and (P2) in the absence of the random noise the closed-loop system is globally asymptotically stable?
(1.4). Theorem. Problem (1.3) has an affirmative answer if sup t∈N 0 E w t 4 < ∞.
(A) If U = R d and rank B = d, then there exists a deterministic stationary policy (i.e., there exists a map f : R d −→ U such that π n (x n , . . . , x n−k−1 ) = f (x n )) that solves Problem (1.3). (B) If U = R m , then there exists a policy that solves Problem (1.3) consisting of successive concatenations of k-length sequence of mapsπ 0:k−1 ≔ π 0 , · · · ,π k−1 , π i : R d −→ U for i = 0, . . . , k − 1.
In both cases the policies are simple and readily computable: In (A) we give an explicit formula for one possible f ; in (B) the natural number k is at most d, and we give an explicit formula for one possible policyπ 0:k−1 .
In the title and abstract of this article we promised to consider a neutrally stable system. We have so far considered A to be orthogonal, which in particular implies that the eigenvalues of A are on the unit circle. This, however, is no loss of generality for the following reasons. Given any linear system x t+1 = Ax t + Bu t + w t , there exists a coordinate transformation 2 that brings the original pair (A, B) to the form
where A 11 is Schur-stable (all eigenvalues of A 11 belong to the interior of the unit disk), and A 22 is orthogonal (the algebraic and geometric multiplicities of the eigenvalues of A 22 are equal). Note that by [AM06, Chapter 6, Theorem 10.9] the latter is equivalent to Lyapunov stability of the unexcited system ξ t+1 = A 22 ξ t . Since the components of the noise vector at each time may be mutually dependent, we simply relabel the noise as w t in the transformed coordinates. We know that if A is Schur stable, the noise has bounded second moment, and the control inputs are bounded, the system in closed-loop is mean-square bounded under any Markovian control [CHL09] . It suffices, therefore, to restrict attention to the subsystem described by the pair A 22 , B 2 , and that is why we have assumed that our matrix A is orthogonal from the beginning of §1.
In the rest of the article we review previous work on this problem, study special cases, and present our solution to Problem (1.3) in §2. We provide one possible policy such that the closed-loop system (1.2) verifies the property (P1) of Problem (1.3). The bound on the right-hand side of the inequality in (P1) will in general, of course, depend on the initial condition x of the system (1.1). § 1.1. Preliminaries. As a matter of notation we let N 0 be the set of nonnegative integers {0, 1, 2, . . .}. The standard 2-norm on Euclidean spaces is denoted by · and the absolute value on R by |·|. In a Euclidean space we denote by B r the closed Euclidean ball of radius r centered at the origin. If (y t ) t∈N 0 is a random process on a probability space (Ω, F, P), taking values in some Euclidean space, we let E x [ϕ(y s ; s = 0, 1, . . . , t)] denote the conditional expectation of a measurable mapping ϕ of the process up to time t, given the initial condition y 0 = x. We denote conditional expectation given a sub-σ-algebra F ′ of F as E[· | F ′ ]. For r > 0 let sat r : R d −→ B r be defined by sat r (y) = y if y ∈ B r , and sat r (y) = ry/ y whenever y > r. Note that sat r (·) is not the component-wise saturation function.
We define the k-step reachability matrix R k ≔ B AB · · · A k−1 B .
We specialize the general definition of a policy [HLL96, Chapter 2] to our setting: for us a policy π ≔ (π t ) t∈N 0 is a sequence of measurable maps π t : R d×k −→ U for some k ∈ N, such that the control at time t is π t x t , x t−1 , . . . , x t−k+1 . The policy π = (π t ) t∈N 0 we have defined is also known as a deterministic k-history-dependent policy in the literature. A special case of these policies is termed a deterministic feedback policy or simply a feedback if k = 1 in the definition of a deterministic history-dependent policy. Under deterministic feedback policies the closed-loop system is Markovian [HLL96, Proposition 2.3.5]. A further special case is when π t = f , a fixed measurable mapping f : R d −→ U for t ∈ N 0 ; this is termed a stationary feedback policy. §1.2. Preceding work. Stabilization of linear systems with bounded control inputs is a practically important problem, and has attracted considerable attention over the years. We mention some representative works [YSS97, LSS96] in the deterministic setting here, see also the references therein. The deterministic version of the problem was solved completely in a series of articles [YSS92, SSY94] culminating in [YSS97] . It was demonstrated in the last article that global asymptotic stabilization of a discrete-time linear system x t+1 = Ax t + Bu t with bounded control inputs is possible if and only if the transition matrix has spectral radius at most 1, and the pair (A, B) is stabilizable with arbitrary controls. In particular, if all eigenvalues of A are contained inside the closed unit disk, the pair (A, B) is stabilizable, and the uncontrollable eigenvalues are located in the interior of the unit disk, then there exists a bounded controller that ensures global asymptotic stability of the system.
In the presence of affine stochastic noise the linear system becomes x t+1 = Ax t + Bu t + w t . We require that (w t ) t∈N 0 is a collection of independent (but not necessarily identically distributed) random vectors in R d with possibly inter-dependent components at each time t. With an arbitrary noise it is clearly not possible to ensure mean-square boundedness; for instance, if the noise has a spherically symmetric Cauchy distribution on R d , then given any initial condition x ∈ R d , the second moment of x 1 does not exist. Similarly, if the second moment of the noise goes unbounded with time, it is not possible to control the second moment of the process (x t ) t∈N 0 . It is necessary to assume, at least, that the noise has bounded variance.
Provided the noise has bounded variance, it is not difficult to establish meansquare boundedness of such a system with bounded controls under the assumption that A is Schur-stable, i.e., all eigenvalues of A are contained in the interior of the unit disk (see, e.g., [CHL09] for a simple proof). However, to the best of our knowledge, there is no proof that the same can be ensured if the matrix A is neutrally stable. (We are aware of the claim in [SSW07] that the stationary feedback policy exhibited therein ensures mean-square boundedness of the closedloop system; however, we respectfully disagree with the proof of Lemma III.3 there.) In this article we shall solve Problem (1.3), and give a positive answer to the above problem. § 1.3. Characteristics, observations and remarks. Incorporating bounds on the control is of paramount importance in practical applications; suboptimal control strategies such as rolling-horizon/model-predictive control [Mac01, CHL09] , rollout algorithms [Ber07] , etc, were designed to incorporate such constraints with relative ease, and have become widespread in applied engineering. The problem of stabilizing a neutrally stable linear system with affine noise is a delicate problem in this setting. As we have seen above, one can restrict attention to the matrix A being orthogonal without loss of generality. From a system-theoretic view, this orthogonality of A is a completely non-robust case, since the slightest perturbation to the matrix A can lead to the perturbed A being either Schur stable or unstable; the problem of attaining mean-square boundedness with bounded controls in both of the last two cases is well-known and completely solved. However, we believe that this borderline case of A being orthogonal not only aids the process of completing the picture of stabilization of stochastic linear systems with bounded controls, but also is of considerable mathematical curiosity on its own.
As is evident from the statement of Problem (1.3), we do not seek a stationary feedback policy that solves Problem (1.3). In this respect, our aims are rather modest compared to [SSW07] . We let a candidate policy be chosen from the class of k-history-dependent and/or non-stationary policies, and simultaneously stipulate that it should be computable and should have low memory requirements. It turns out that if the system is a d-dimensional random walk or if rank B = d, we do get stationary feedback policies; see §2.2. In the most general case we propose a feedback policy for a sub-sampled system derived from the original one, which, for the actual system turns out to be a k-history-dependent policy for some k d. In fact, in this case the policy is realized as successive concatenations of a fixed klength policy, see Lemma (2.16) and Remark (2.19) for precise structure of the policy. Memory requirements for even the most general case are, therefore, minimal.
Note that in our setting we do not assume that the noise is white. For our purposes the requirements on the noise are rather general, in the sense that the fourth moment of the noise should be uniformly bounded, and the noise vectors should be independent of each other (identical distribution at each time is not assumed). In particular, we do not assume Gaussian structure of the noise. It turns out that we need the controller to be sufficiently strong, namely, its norm bound should be bigger than the uniform bound on the first moment of the noise. We believe that this requirement of a "lower bound" on the control is an artifact of our proof technique, we have no physical motivation for it. In fact, we have the following conjecture: §1.4. A Conjecture. Our main Theorem (1.4) shows that with uniformly bounded controls it is possible to find a policy such that (P1)-(P2) of Problem (1.3) hold, provided the noise has bounded fourth moment, and there is sufficient control authority. The latter condition means, roughly speaking, that the uniform bound on the norm of the control must be of the order of the first moment of the noise. We conjecture that if the noise has bounded variance, then given any arbitrary positive uniform upper-bound on the norm of the control, there exists a stationary feedback policy such that (P1)-(P2) are verified. It appears to us that a proof of this conjecture will require substantially new and nontrivial techniques. § 1.5. Sketch of proof. The key to our proof is the d-dimensional random walk. L 1 -boundedness of a Lyapunov-like functional of a Markov process (in particular, mean-square boundedness) can be established in at least three different ways: The first is via the classical Foster-Lyapunov drift-conditions [MT93, FK04] and its various refinements; the second is via excursion-theoretic analysis [CP08] that relies on the existence of certain supermartingales as long as the process is outside some bounded set, together with some more minor assumptions; the third is via martingale inequalities [PR99] . The last method applies to more general scalarvalued processes than Markov processes, and in the presence of bounded controls, provides the basic machinery for establishing our claim in the d-dimensional random walk x t+1 = x t + u t + w t . A second more general case is that of the system x t+1 = Ax t + Bu t + w t , where u t is a d-dimensional control input, rank B = d, and A is orthogonal. With the help of a time-varying injective linear transformation this case is reduced to the d-dimensional random walk. The third and most general case that we consider is that of the system x t+1 = Ax t + Bu t + w t , where u t ∈ R m and A is orthogonal. This is reduced to the second case above with the aid of an injective linear transformation derived from the reachability matrix of the pair (A, B) (recall that by assumption the reachability matrix has rank d). The following section provides the proof of Theorem (1.4) in complete detail, in the order sketched above. §2. Proof of Theorem (1.4) §2.1. Linear-algebraic preliminaries. We state two basic algebraic results beforehand, that will be used later.
(2.1). Lemma. If B 1 , · · · , B k are d × m matrices, and rank B 1 · · · B k = d, where km d, then for all r > 0 there exists a constant ρ > 0 such that every vector v ∈ R d belonging to B r can be expressed as
Proof. Let M = B 1 · · · B k ∈ R d×km (a "flat" matrix), and let
Since M has full rank, the matrix Σ is invertible. The Moore-Penrose pseudoinverse of M, given by 
Summing up, every v ∈ B r can be expressed as v = Mu, where u ∈ R km and u ρ. It remains to notice that u can be partitioned according to the partition of M, that is
B i u i and the bound u ρ implies u i ρ for all i = 1 · · · k.
(2.2). Corollary. If B ∈ R d×d and rank B = d, then for all r > 0 there exists a constant ρ > 0 such that every vector v ∈ R d belonging to the ball of radius r centered at the origin can be expressed as v = Bu, where u ∈ R d and u ρ.
Proof. In Lemma (2.1), take m = d, k = 1, and M = B. In this case σ d is the smallest singular value of B, and σ −1 d is the greatest singular value of B + ≡ B −1 . §2.2. The d-dimensional random walk. At the core of our proof is the d-dimensional random walk:
• the control u t ∈ R d with u t r for some r > 0, • the d-dimensional noise process (w t ) t∈N 0 is such that ⋄ (w t ) t∈N 0 are mutually independent (but not necessarily identically distributed), ⋄ there exists C 4 > 0 such that E w t 4 C 4 for all t ∈ N 0 .
It follows immediately (e.g., from Jensen's inequality,) that there exists a C 1 > 0 such that E w t C 1 for all t. It turns out that we need r to be at least C 1 , as we shall see in the Proposition (2.9). Let (F t ) t∈N 0 be the natural filtration of the system (2.3), i.e., F t = σ(X s ; s = 0, 1, . . . , t).
Our proof of Theorem (1.4) relies on the following (immediate) adaptation of the fundamental result of [PR99]:
(2.4). Proposition. Let (ξ t ) t∈N 0 be a sequence of nonnegative random variables on some probability space (Ω, F, P), and let (F t ) t∈N 0 be any filtration to which (ξ t ) t∈N 0 is adapted. Suppose that there exist constants b > 0, J, M < ∞, and p > 2, such that ξ 0 J, and for all t:
Then for any q ∈ ]0, p − 1[ there exists a constant c = c(p, b, J, M, q) > 0 such that
(2.7). Lemma. Consider the system (2.3). Let us define ξ t ≔ X t , t ∈ N 0 . Then there exists a feedback f : R d −→ B r for any r > C 1 , and a constant b > 0, such that with the control u t = f (X t ) the condition (2.5) holds in closed-loop.
Proof. Fix t ∈ N 0 and r > C 1 . Let f (y) ≔ − sat r (y). We have
From the above we get, on the set { X t > J},
where b is positive by our hypothesis. The assertion follows.
(2.8). Lemma. Consider the system (2.3). Let us define ξ t ≔ X t , t ∈ N 0 . Then for the closed-loop system with the feedback f defined in Lemma (2.7) there exists a constant M > 0 such that (2.6) holds with p = 4.
Proof. Fix r > C 1 . Since f (y) ≔ − sat r (y) and u t = f (X t ), applying the triangle inequality successively we have
This shows that
Since the fourth moment of w t is uniformly bounded, it follows at once that there exists some M > 0 such that E r + w t 4 M. The assertion follows.
(2.9). Proposition. Consider the system (2.3). There exists a constant r > C 1 such that the closed-loop system
under the deterministic stationary feedback policy π = ( f, f, · · · ), where f (y) = − sat r (y), y ∈ R d , satisfies sup t∈N 0 E x X t 2 c for some c = c(x, C 1 , C 4 ) < ∞.
Proof. Let r = C 1 + b for some b > 0 and J ≔ max r, x . Lemma (2.7) guarantees that (2.5) holds, and Lemma (2.8) shows that there exists an M > 0 such that (2.6) holds with p = 4. The assertion now is an immediate consequence of Proposition (2.4). §2.3. Proof of Theorem (1.4) (A).
(2.10). Lemma. Consider the system
where y t and u t take values in R d , A is orthogonal, and (w t ) t∈N 0 is an R d -valued random process with
There exist a constant r > 0 and a deterministic policy π = ( f, f, · · · ) such that f (y) r for all y ∈ R d and t ∈ N 0 , and the closed-loop system
Proof. Consider the process (z t ) t∈N 0 defined by z t ≔ (A T ) t y t . The second moment of z t is the same as that of y t due to orthogonality of A:
Now we have
(2.12)
where the mapping u t −→ū t ≔ (A T ) t+1 u t is isometric, and (w t ) t∈N 0 defined bȳ w t ≔ (A T ) t+1 w t , is a sequence of zero-mean, independent (although in general not identically distributed) random vectors, with second moment given by
Due to Proposition (2.9), there exist a constant r and a stationary policy z t −→ f (z t ) ≔ū t , with f (z) r, subject to which the closed-loop system (2.12) has bounded second moment. Consequently, with the policy
the state of the closed-loop system (2.11) also has bounded second moment. In principle, (2.13) does not need to denote a stationary policy. However, substituting into (2.13) the feedbackf (z) ≔ − sat r (z) that was chosen in the proof of Proposition (2.9), and noticing that for any orthogonal matrix A we have sat r (Ay) = A sat r (y), we arrive at
which is indeed stationary. Since sat r (y t ) r, we also have f (y t ) r.
Proof of Theorem (1.4) (A). Consider the system
where all the hypotheses of Lemma (2.10) hold, and where B ∈ R d×d has full rank. In view of Corollary (2.2), given r > 0 there exists ρ > 0 such that every input v t with v t r can be obtained as v t = Bu t , where u t ρ. More precisely, the input Problem (1.3) is now a consequence of Lemma (2.10).
To see (P2) consider the system without noise under the policy u t = −B −1 A sat r (x t ) (then u t ρ and Bu t r):
Note that as long as x t is outside B r , x t+1 = x t − r. Hence, in a finite number of steps it must hold x t < r. When for some s we have x s < r, by the definition of sat r (·) we have x s+1 = 0, and consequently x t = 0 for all t > s. Hence, the origin is an asymptotically stable equilibrium point for the system (2.15). This proves (P2), and the claim of Theorem (1.4) (A) follows. §2.4. Proof of Theorem (1.4) (B).
(2.16). Lemma. Consider the system (2.17)
Then there exists a constant ρ > 0 and a policy π = ( f 0 , f 1 , · · · f k−1 , f 0 , f 1 , · · · ), obtained by successive concatenations of a k-length policy ( f 0 , f 1 , · · · f k−1 ) acting on the "sub-sampled" process (x nk ) n∈N 0 such that f i (x) ρ for all x ∈ R d , and the closed-loop system (2.18)
under this policy satisfies sup t∈N 0 E x x t 2 < ∞.
(2.19). Remark. In (2.18) the "÷" symbol denotes integer division and "mod" its remainder. For example,
· · · and so on. ⊳ Proof of Lemma (2.16). Consider the evolution of the system (2.17) from time t = τk to time t = (τ + 1)k:
(2.20)
where R k = B AB · · · A k−1 B and v τ ≔ k−1 i=0 A k−1−i w τk+i is a random vector with mean zero and varianceQ τ ≔ k−1 i=0 A i Q τk+i (A T ) i . From Theorem (1.4) (A) we know that there exists a constant r > 0 such that, ifū τ can be chosen in B r , then the "sub-sampled" system (2.20) can be stabilized by means of the stationary policy f (x τk ) = −Ā sat r (x τk ). Letū τ ≔ f (x τk ) be assigned according to this policy (then ū τ r). Finally, since R k has full rank, Lemma (2.1) implies that for the given r > 0 there exist ρ > 0 such that anyū τ in B r can be expressed asū τ = k−1 i=0 A k−1−i Bu τk+i , where u τk+i ρ. This proves the assertion.
(2.21). Remark. The actual policy for (2.17) takes the form
The entire point of the above proof is that all the inputs u (τ+1)k−1 , · · · , u τk can be computed at time τk in order to contrast the future effect of the current state, i.e. Ax τk , and ignoring the effect of the noise for the following k steps. Since by assumption sup t∈N 0 tr(Q t ) < ∞, (P1) follows at once. To prove (P2), notice that for the closed-loop "sub-sampled" system without noise (2.23)
x (τ+1)k =Āx τk −Ā sat r (x τk ), we can repeat exactly the same considerations of those in the proof of Theorem (1.4) (A), hence the origin is an asymptotically stable equilibrium point for (2.23).
In particular, for any initial condition x 0 = x, there exists a timeτ such that x τk = 0 for all τ τ. Then, according to the chosen policy, for all τ τ
Hence, for τ τ and τk t < (τ + 1)k we also have x t = 0, that is, x t = 0 ∀ t > τk, which proves asymptotic stability of the origin for the system (2.17) without noise.
