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Abstract
In this work we introduce a theory of stochastic integration for operator-valued integrands
with respect to some classes of cylindrical martingale-valued measures in Hilbert spaces. The
integral is constructed via the radonification of cylindrical martingales by a Hilbert-Schmidt
operator theorem and unifies several other theories of stochastic integration in Hilbert spaces.
In particular, our theory covers the theory of stochastic integration with respect to a Hilbert
space valued Le´vy process (which is not required to satisfy any moment condition), with respect
to a cylindrical Le´vy processes with (weak) second moments and with respect to a Le´vy-valued
random martingale measures with finite second moment. As an application of our theory of
integration we prove existence and uniqueness of solutions for stochastic stochastic partial dif-
ferential equations driven by multiplicative cylindrical martingale-valued measure noise with
rather general coefficients.
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1 Introduction
In recent years, there has been an increasing interest into the study of stochastic partial dif-
ferential equations driven by cylindrical noise (e.g. [7, 13, 14, 16, 19, 21, 22]). Motivated by
these developments, in this work we introduce a construction for the stochastic integral with
respect to some classes of cylindrical martingale-valued measures. Our theory includes the cases
where the integrator is a Hilbert space valued Le´vy processes (with no moments assumptions), a
cylindrical Le´vy process with (weak) finite second moments in a Hilbert space, or a Le´vy-valued
random martingale measure with finite second moment.
The concept of cylindrical martingale-valued measures in a locally convex space was intro-
duced in the work [9], and generalizes to locally convex spaces the martingale-valued measures
introduced for the finite dimensional setting by Walsh [23] and then extended to infinite dimen-
sional settings such as Hilbert spaces [3] and duals of nuclear Frchet spaces [24]. However, in
this work we will consider such objects only in the Hilbert space setting.
Roughly speaking, a cylindrical martingale-valued measure in a Hilbert space H is a family
M = (M(t, A) : t ≥ 0, A ∈ R) such that (M(t, A) : t ≥ 0) is a cylindrical martingale in H for
each A ∈ R andM(t, ·) is finitely additive on R for each t ≥ 0. Here R is a ring of Borel subsets
of a topological space U . We will also request the existence of some weak second moments for
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M , which are determined by a family of continuous Hilbertian semi-norms (qr,u : r ≥ 0, u ∈ U)
on H (see Definition 3.1). Typical examples include (but are not limited to) the martingale part
of a H-valued Le´vy process (see Example 3.2), the cylindrical Le´vy processes which possesses
(weak) second moments (see Example 3.3), and the Le´vy-valued random martingale measures
(see Example 3.4) of which Gaussian space-time white noise is a particular case.
Our main task will be to develop a theory of stochastic integration for operator-valued in-
tegrands with respect to a given cylindrical martingale-valued measure M . Our integrands are
families of random operators (Φ(r, ω, u) : r ≥ 0, ω ∈ Ω, u ∈ U) such that each Φ(r, ω, u) is
Hilbert-Schmidt from a Hilbert space Hqr,u determined by H and the continuous Hilbertian
seminorm qr,u on H into a Hilbert space G, and such that this family satisfies a square inte-
grability condition (see Definition 4.1). In the case of integration with respect to a H-valued
Le´vy process our square integrability condition coincides with those obtained for example in
[3, 18] (see Example 4.18), and in the case of integration with respect to a cylindrical Le´vy
process in H with (weak) second moments our square integrability condition allows for a larger
class of integrands than those in [20] and coincides with that in [13] (see Example 4.19). The
relationship of these theories of stochastic integration with the stochastic integral developed in
this work will be explored thoroughly (see Section 4.2).
The construction of the stochastic integral follows an Itoˆ’s approach by first defining it on
a class of simple processes and then extending it via an Itoˆ isometry. In the case of simple
processes, the construction of the stochastic integral is carried out via the radonification of
cylindrical martingales by a Hilbert-Schmidt operator theorem.
To explain our approach in more detail, suppose H and G are separable Hilbert spaces and
let M = (M(t, A) : t ≥ 0, A ∈ R) be a H-valued martingale-valued measure defined on a
probability space (Ω,F ,P) equipped with a filtration (Ft). The simplest class of integrands is
of the form Φ(r, ω, u) = 1]a,b](r)1F (ω)1A(u)S, where 0 ≤ a < b ≤ T , F ∈ Fa, A ∈ R and S
is a Hilbert-Schmidt operator from H into G. Any sensible definition of the stochastic integral
leads to the equality:〈∫ t
0
∫
U
Φ(r, u)M(dr, du) , g
〉
= 〈1FS(M(b ∧ t, A)−M(a ∧ t, A)) , g〉
= 1F 〈M(b ∧ t, A)−M(a ∧ t, A) , S
∗g〉 ,
for every g ∈ G and t ∈ [0, T ], and where S∗ denotes the adjoint operator of S. If M is assumed
to be a cylindrical martingale-valued measure with (weak) second moments in H , then for each
r ≥ 0 and A ∈ R we have by definition that M(r, A) is a continuous linear operator from H
into the space L2 (Ω,F ,P) of square integrable real-valued random variables. Hence, in the
equality above we must substitute the inner product by the application of the linear operator
M(b ∧ t, A)−M(a ∧ t, A) to S∗g; then we arrive at:〈∫ t
0
∫
U
Φ(r, u)M(dr, du) , g
〉
= 1F (M(b ∧ t, A)−M(a ∧ t, A))(S
∗g), (1.1)
for every g ∈ G and t ∈ [0, T ]. If S is only a continuous linear operator the above equality defines
the integral as a cylindrical process in H . However, since we are assuming that S is a Hilbert-
Schmidt operator from H into G the radonification by a single Hilbert-Schmidt theorem (see
Theorem 2.1) proves that the equality above defines a G-valued square integrable martingale
with (strong) second moments which we can define as our integral. Here is where our approach
differs from that in [12, 13, 20] because in these works the authors consider only radonification
of the increments, i.e. the radonification in (1.1) occurs for a fixed t ∈ [0, T ] and not for the
whole process as we do in this work.
Our assumption of (weak) second moments on the cylindrical martingale-valued measure M
permits that our simple integrands satisfy an Itoˆ isometry and hence the extension to integrands
with second moments follows from standard arguments. We will also prove that our stochastic
integral satisfies all the standard properties and comparisons with other theories of integration
will be discussed.
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As an application of our theory of stochastic integration we consider existence and uniqueness
of mild solutions to stochastic partial differential equations driven by cylindrical martingale-
valued measures under some Lipschitz and growth conditions. Existence and uniqueness of
solutions in the presence of multiplicative Le´vy noise (with no moments assumptions) is also
proved.
The organization of the paper is as follows. In Sect. 2 we review the most relevant concepts
and results on cylindrical processes in Hilbert spaces that we will need throughout this work.
In particular, we prove the regularization by a single Hilbert-Schmidt operator theorem for
cylindrical martingales with weak second moments. In Sect. 3 we review the definition of
cylindrical martingale-valued measures in Hilbert spaces and present several examples. The
construction of the stochastic integral, the study of its properties, as well as the presentation
of examples and comparisons with the literature is carried out in Sect. 4. Finally, in Sect. 5
we study the existence and uniqueness of solutions to stochastic partial differential equations
driven by cylindrical martingale-valued measures.
2 Preliminaries
Let H be a separable Hilbert space with inner product 〈· , ·〉 and norm ||·||. We denote by B(H)
its Borel σ-algebra. We always identify H with its (strong) dual space. For a σ-finite measure
space (S,S, µ), denote by L0(S,S, µ;H) (or L0(S,S, µ) if H = R) the linear space of all the
equivalence classes of H-valued F/B(H)-measurable functions (or random variables if µ is a
probability measure). We equip L0(S,S, µ;H) with the topology of convergence in µ-measure
and in this case it is a complete, metrizable, topological vector space. Similarly, for any p ≥ 1 we
denote by Lp(S,S, µ;H) the linear space of all the equivalence classes of H-valued measurable
functions X for which ||X ||pLp(S,S,µ;H) =
∫
S ||X ||
p
dµ <∞ (in this case X is called p-integrable).
This is a Banach space (Hilbert space if p = 2) when equipped with the norm ||·||Lp(S,S,µ;H).
Let G be another separable Hilbert space. The collection of all the continuous linear oper-
ators from H into G will be denoted by L(H,G). Recall that S ∈ L(H,G) is called Hilbert-
Schmidt if for some (equivalently for any) complete orthonormal system (hn : n ∈ N) in H , we
have
∞∑
n=1
||Shn||
2
<∞. The space of all the Hilbert-Schmidt operators is denoted by L2(H,G)
and it is a Hilbert space when equipped with the inner product and corresponding norm:
〈R , S〉L2(H,G) =
∞∑
k=1
〈Rhn , Shn〉 , ||S||L2(H,G) =
(
∞∑
k=1
||Shn||
2
)1/2
.
If q is a continuous Hilbertian seminorm on H , we denote by Hq the Hilbert space that
corresponds to the completion of the pre-Hilbert space (H/ker(q), q), where q(h+ker(q)) = q(h)
for each h ∈ H . The quotient map H → H/ker(q) has a unique continuous linear extension iq :
H → Hq. The Hilbertian norm in Hq will be again denoted by q and observe that q(iqh) = q(h)
for each h ∈ H .
Let p be another continuous Hilbertian semi-norm on H for which q ≤ p. In this case,
ker(p) ⊆ ker(q) and the inclusion map from H/ker(p) into H/ker(q) is linear and continuous,
therefore it has a unique continuous extension iq,p : Hp → Hq. Moreover, we have iq = iq,p ◦ ip.
All our random variables will be considered defined on some given complete probability space
(Ω,F ,P) equipped with a filtration (Ft : t ≥ 0) that satisfies the usual conditions, i.e. it is right
continuous and F0 contains all subsets of sets of F of P-measure zero. We denote by P∞ the
predictable σ-algebra on [0,∞)× Ω and for any T > 0, we denote by PT the restriction of P∞
to [0, T ]× Ω.
Given T > 0 we denote by M2T (H) the space of all the H-valued ca`dla`g square integrable
martingales defined on [0, T ], which is a Banach space when equipped with the norm (see [8],
Proposition 3.9, p.79),
||M ||M2
T
(H) =
(
E sup
0≤t≤T
||Mt||
2
)1/2
.
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For any n ∈ N and any h1, . . . , hn ∈ H , we define a linear map πh1,...,hn : H → R
n by
πh1,...,hn(y) = (〈y , h1〉 , . . . , 〈y , hn〉) ∀ y ∈ H . A cylindrical set in H based on M ⊆ H is a set
of the form
Z (h1, . . . , hn;A) = {y ∈ H : (〈y , h1〉 , . . . , 〈y , hn〉) ∈ A} = π
−1
h1,...,hn
(A),
where n ∈ N, h1, . . . , hn ∈M and A ∈ B (R
n) The collection of all the cylindrical sets based on
M is denoted by Z(H,M). It is an algebra but if M is a finite set then it is a σ-algebra. The
σ-algebra generated by Z(H,M) is denoted by C(H,M). IfM = H , we write Z(H) = Z(H,M)
and C(H) = C(H,M). A function µ : Z(H)→ [0,∞] is called a cylindrical measure on H , if for
each finite subset M ⊆ H the restriction of µ to C(H,M) is a measure. A cylindrical measure
µ is said to be finite if µ(H) <∞ and a cylindrical probability measure if µ(H) = 1.
A cylidrical random variable in H is a linear map X : H → L0 (Ω,F ,P). We can associate
to X a cylindrical probability measure µX on H , called its cylindrical distribution, and given by
µX(Z) := P ((X(φ1), . . . , X(φn)) ∈ A) ,
for the cylindrical set Z = Z (h1, . . . , hn;A). Conversely, to every cylindrical probability measure
µ on H there is a canonical cylindrical random variable for which µ is its cylindrical distribution.
Let J = R+ := [0,∞) or J = [0, T ] for some T > 0. We say that X = (Xt : t ∈ J) is a
cylindrical process in H if Xt is a cylindrical random variable for each t ∈ J . We say that X
is p-integrable if E (|Xt(h)|
p
) < ∞, ∀h ∈ H and t ∈ J , and has zero-mean if E (Xt(h)) = 0,
∀h ∈ H and t ∈ J .
To every H-valued stochastic process X = (Xt : t ∈ J) there corresponds a cylindrical
process defined by (〈Xt , h〉 : t ∈ J), for each h ∈ H . We will say that it is the cylindrical
process determined/induced by X . Conversely, if a H-valued processes Y = (Yt : t ∈ J) is said
to be a H-valued version of the cylindrical process X = (Xt : t ∈ J) if for each t ∈ J and h ∈ H ,
〈Yt , h〉 = Xt(h) P-a.e.
A cylindrical process X = (Xt : t ∈ J) is called a cylindrical square integrable martingale if
for each h ∈ H , (Xt(h) : t ∈ J) is a real-valued square integrable martingale.
The following result concerns the construction of a Hilbert space valued square integrable
martingale from a cylindrical square integrable martingale. This is often known as a radonifica-
tion by a single Hilbert-Schmidt operator, and it can be extended to the more general context of
multi-Hilbertian spaces (see [10]). However, since this result will be of fundamental importance
in our construction of the stochastic integral, for the benefit of the reader we decided to include
a short self-contained proof of it.
Theorem 2.1. Let H and G be separable Hilbert spaces and let M = (Mt : t ∈ [0, T ]) be
a cylindrical square integrable martingale in H such that for each t ∈ [0, T ], the map Mt :
H → L0 (Ω,F ,P) is continuous. If S ∈ L2(H,G), the cylindrical square integrable martingale
M ◦ S∗ = (Mt ◦ S∗ : t ∈ [0, T ]) has a G-valued ca`dla`g version X = (Xt : t ∈ [0, T ]) that is a
square integrable martingale.
Proof. Let M˜ = (M˜t : t ∈ [0, T ]) be such that for each h ∈ H , (M˜t(h) : t ∈ [0, T ]) is a ca`dla`g
version of (Mt(h) : t ∈ [0, T ]). It is easy to verify that M˜ is a cylindrical square integrable
martingale. Moreover for each t ∈ [0, T ], since M˜t andMt share the same characteristic function,
then the fact that Mt : H → L0 (Ω,F ,P) is continuous implies that M˜t : H → L0 (Ω,F ,P) is
continuous.
We claim that M˜ : H → M2T (R), defined by h 7→ M˜(h), is linear and continuous. In
effect, the mapping M˜ is well-defined and obviously linear. To prove its continuity, by the
closed graph theorem it is enough to show that it is closed. Let hn → h in H , and suppose
M˜(hn) → N in M2T (R). Then, for each t ∈ [0, T ], M˜t(hn) → Nt in probability. But since
hn → h, we also have M˜t(hn) → M˜t(h) in probability. By uniqueness of limits Nt = M˜t(h)
P-a.e. Since both processes are ca`dla`g, then N and M˜(h) are indistinguishable. Thus the
mapping M˜ is closed, hence continuous. Observe that the above also implies that for each
t ∈ [0, T ], M˜t ∈ L(H,L2 (Ω,F ,P)).
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Now since S ∈ L2(H,G), there exist complete orthonormal systems (hn : n ∈ N) in H ,
(gn : n ∈ N) in G, and a sequence (λn : n ∈ N) ⊆ R such that ||S||
2
L2(H,G)
=
∞∑
n=1
|λn|
2
<∞, and
Sh =
∞∑
n=1
λn 〈hn , h〉 gn, ∀h ∈ H.
For each n ∈ N, let
X(n) =
n∑
k=1
λkM˜(hk)gk ∈ M
2
T (G).
We will show that the sequence (X(n) : n ∈ N) is Cauchy in M2T (G). In effect, for m ≥ n, from
Doob’s inequality, and the arguments give in the above paragraphs we have
E
(
sup
0≤t≤T
∣∣∣∣∣∣X(m) −X(n)∣∣∣∣∣∣2) ≤ 4E ∣∣∣∣∣
∣∣∣∣∣
m∑
k=n+1
λkM˜T (hk)gk
∣∣∣∣∣
∣∣∣∣∣
2
= 4
m∑
k=n+1
|λk|
2
E
∣∣∣M˜T (hk)∣∣∣2
≤ 4
∣∣∣∣∣∣M˜T ∣∣∣∣∣∣2
L(H,L2(Ω,F ,P))
m∑
k=n+1
|λk|
2 → 0, as m,n→ 0.
Then the sequence (X(n) : n ∈ N) has a limit
X =
∞∑
k=1
λkM˜(hk)gk ∈M
2
T (G).
Furthermore for each g ∈ G, from the continuity of M˜ we have P-a.e
〈X , g〉 =
∞∑
k=1
λkM˜(hk) 〈gk , g〉 = M˜
(
∞∑
k=1
λk 〈gk , g〉hk
)
= M˜(S∗g).
Thus we conclude that X is a version of M ◦ S∗. 
3 Cylindrical Martingale-Valued Measures
The class of integrators for our stochastic integrals is the familly of cylindrical martingale-valued
measures in the separable Hilbert space H . We recall its definition from [9].
Definition 3.1. Let U be a topological space and consider a ringR ⊆ B(U) that generates B(U).
A cylindrical martingale-valued measure on R+×R is a collectionM = (M(t, A) : t ≥ 0, A ∈ R)
of cylindrical random variables in H such that:
(1) ∀A ∈ R, M(0, A)(h) = 0 P-a.e., ∀h ∈ H .
(2) ∀t ≥ 0, M(t, ∅)(h) = 0 P-a.e. ∀h ∈ H and if A,B ∈ R are disjoint then ∀h ∈ H ,
M(t, A ∪B)(h) =M(t, A)(h) +M(t, B)(h) P-a.e..
(3) ∀A ∈ R, (M(t, A) : t ≥ 0) is a cylindrical mean-zero square integrable martingale and for
each t ≥ 0 the map M(t, A) : H → L0 (Ω,F ,P) is continuous.
(4) For disjoint A,B ∈ R, E (M(t, A)(h1)M(s,B)(h2)) = 0, for each t, s ≥ 0, h1, h2 ∈ H .
We will further assume that the following properties are satisfied:
(5) For 0 ≤ s < t,M((s, t], A)(h) := (M(t, A)−M(s, A))(h) is independent of Fs, for all A ∈ R,
h ∈ H .
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(6) For each A ∈ R and 0 ≤ s < t,
E
(
|M((s, t], A)(h)|2
)
=
∫ t
s
∫
A
qr,u(h)
2µ(du)λ(dr), ∀h ∈ H. (3.1)
where
(a) µ is a σ-finite measure on (U,B(U)) satisfying µ(A) <∞, ∀A ∈ R,
(b) λ is a σ-finite measure on (R+,B(R+)), finite on bounded intervals,
(c) {qr,u : r ∈ R+, u ∈ U} is a family of continuous Hilbertian semi-norms on H , such that
for each h1, h2 in H , the map (r, u) 7→ qr,u(h1, h2) is B(R+)⊗B(U)/B(R+)-measurable
and bounded on [0, T ]×U for all T > 0. Here, qr,u(·, ·) denotes the positive, symmetric,
bilinear form associated to the Hilbertian semi-norm qr,u.
Example 3.2. Let L = (Lt : t ≥ 0) be a H-valued ca`dla`g Le´vy process, i.e. L has independent
and stationary increments and has P-a.e. ca`dla`g paths. Assume furthermore that L is (Ft)-
adapted and that Lt−Ls is independent of Fs for all 0 ≤ s < t. We can associate to L a Poisson
random measure N on R+ × (H \ {0}) given by
N(t, A) = #{0 ≤ s ≤ t : ∆Lt := Lt − Lt− ∈ A}.
Denote by A the collection of all A ∈ B(H \ {0}) such that 0 /∈ A. It is easy to check that A is
a ring. Moreover, it is well-known that for all A ∈ A, (N(t, A) : t ≥ 0) is a Poisson process with
E (N(t, A)) = tν(A), where ν is a Le´vy measure, i.e. ν is a Borel measure on H with ν({0}) = 0,
and
∫
H
||h||2 ∧ 1 ν(dh) <∞ (see e.g. Chapter 2 in [2] for the finite dimensional case).
Let A ∈ A. For f : A → H measurable, we may define the Poisson integral as the finite
random sum: ∫
A
f(h)N(t, dh) =
∑
0≤s≤t
f(∆Ls)1A (∆Ls) .
Moreover, let N˜(dt, dh) = N(dt, dh) − dtν(dh) be the compensated Poisson random measure
corresponding to N . For f ∈ L2
(
A, ν
∣∣
A
;H
)
we define the compensated Poisson integral:∫
A
f(h) N˜(t, dh) =
∫
A
f(h)N(t, dh)− t
∫
A
f(h)ν(dh).
It is well-known (see e.g. Chapter 2 in [2]) that
(∫
A
f(h)N˜(t, dh) : t ≥ 0
)
is a mean-zero square
integrable H-valued ca`dla`g martingale, and
E
(∣∣∣∣∣∣∣∣∫
A
f(h)N˜(t, dh)
∣∣∣∣∣∣∣∣2
)
= t
∫
A
||f(h)||2 ν(dh).
Recall that L being a Le´vy process in a separable Hilbert space, possesses a Le´vy-Itoˆ decompo-
sition (see [1] for a proof, there in more general context of type 2 Banach spaces):
Lt = tξ +Wt +
∫
||h||<1
h N˜(t, dh) +
∫
||h||≥1
hN(t, dh), (3.2)
whereW = (Wt : t ≥ 0) is a Wiener process in H with covariance operator Q (i.e. E((h,Wt)2) =
t 〈h , Qh〉) which is positive and of trace class,W is independent of the Poisson random measure
N ,
(∫
||h||≥1
hN(t, dh) : t ≥ 0
)
is a Poisson integral, and
(∫
||h||<1
h N˜(t, dh) : t ≥ 0
)
is a H-
valued ca`dla`g mean-zero square integrable martingale such that∫
||h||<1
h N˜(t, dh) = lim
n→∞
∫
1
n
≤||h||<1
h N˜(t, dh) ∀t > 0 (limit in L2 (Ω,F ,P)).
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We can associate to the Le´vy process L a H-valued martingale-valued measure in the fol-
lowing way. Let U ∈ B(H) be such that 0 ∈ U and
∫
U
||h||2 ν(du) <∞. Take R = {U ∩Γ : Γ ∈
A} ∪ {{0}}, and let M = (M(t, A) : r ≥ 0, A ∈ R) be given by
M(t, A) =Wtδ0(A) +
∫
A\{0}
h N˜(t, dh), ∀ t ≥ 0, A ∈ R. (3.3)
Then, M is a H-valued martingale valued measure as defined for example in [3]. The induced
cylindrical process h 7→M(t, A)(h) := 〈M(t, A) , h〉 is a cylindrical martingale-valued measure,
where for each h ∈ H , 0 ≤ s ≤ t, A ∈ R,
E
(
|M((s, t], A)(h)|2
)
= (t− s)
[
〈h , Qh〉+
∫
A\{0}
〈u , h〉2 ν(du)
]
. (3.4)
In particular, with respect to the notation in Definition 3.1 we have: (i) µ = δ0 + ν
∣∣
U
, (ii) λ is
the Lebesgue measure on (R+,B(R+)), (iii) {qr,u : r ∈ R+, u ∈ U} is given by
qr,u(h)
2 =
{
〈h , Qh〉 , if u = 0,
〈u , h〉2 , if u ∈ U \ {0}.
(3.5)
Following [9], we call M defined in (3.3) a Le´vy martingale-valued measure. Indeed, M also
defines a nuclear decomposable martingale-valued measure as defined in [3].
Example 3.3. Following [4], a cylindrical process L = (Lt : t ≥ 0) in H is called a cylindrical
Le´vy process if for all n ∈ N and h1, . . . , hn ∈ H , the R
n-valued process (Lt(h1), . . . , Lt(hn) :
t ≥ 0) is a Le´vy process. Assume further that L has mean-zero and is square integrable, then
L is a cylindrical mean-zero square integrable martingale. Moreover, it follows from Corollary
3.12 in [4], that L can be decomposed into Lt = Wt + Pt. Here, W = (Wt : t ≥ 0) is a
cylindrical Wiener process, i.e. for all n ∈ N and h1, . . . , hn ∈ H , the Rn-valued process
(Wt(h1), . . . ,Wt(hn) : t ≥ 0) is a Wiener process. In particular, associated to W is a quadratic
functional q : H 7→ R+ satisfying for 0 ≤ s ≤ t that
E(|(Wt −Ws)(h)|
2
) = (t− s)q(h), ∀h ∈ H, t ≥ 0.
The cylindrical process P = (Pt : t ≥ 0) is independent of W , and is a cylindrical mean-zero
square integrable martingale given by
Pt(h) =
∫
R\{0}
βN˜h(t, dβ), ∀h ∈ H,
where Nh denotes the Poisson random measure associated with the Le´vy process (Pt(h) : t ≥ 0)
and with corresponding Le´vy measure νh. Indeed, Theorem 2.7 in [4] shows that there exists
a cylindrical measure ν on Z(H), called the cylindrical Le´vy measure of L, such that for each
h ∈ H we have νh = ν ◦ π
−1
h . In particular, for 0 ≤ s ≤ t we have
E(|(Pt − Ps)(h)|
2
) = (t− s)
∫
H
〈y , h〉2 ν(dy), ∀h ∈ H, t ≥ 0.
We will assume that for each t ≥ 0, the maps Wt : H → L0 (Ω,F ,P) and Pt : H → L0 (Ω,F ,P)
are continuous (hence Lt : H → L0 (Ω,F ,P) is continuous). Moreover, the continuity of W1
implies the continuity of the quadratic form q. Hence, there exists Q ∈ L(H,H) satisfying
q(h) = 〈h , Qh〉 for each h ∈ H . Under the above assumptions, we can define a cylindrical
martingale-valued measure by means of the prescription:
M(t, A) = (Wt + Pt)δ0(A), ∀ t ∈ R+, A ∈ B({0}). (3.6)
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Moreover, for each 0 ≤ s ≤ t, we have:
E
(
|M((s, t], {0})(h)|2
)
= (t− s)
[
〈h , Qh〉+
∫
H
〈y , h〉2 ν(dy)
]
, ∀h ∈ H. (3.7)
With respect to the notation in Definition 3.1 we have: (i) U = {0}, R = B({0}), (ii) µ = δ0, λ
is the Lebesgue measure on (R+,B(R+)), (iii) qr,0(h)
2 = 〈h , Qh〉+
∫
H
〈y , h〉2 ν(dy) ∀ r ≥ 0.
Example 3.4. Let O ⊆ Rd be a Borel set and consider the δ-ring Bb(O) = {A ∈ B(O) :
A is relatively compact}. Following [11], a Le´vy-valued random martingale measure on Bb(O)
is a family (M(t, A) : t ≥ 0, A ∈ Bb(O)) ⊆ L0 (Ω,F ,P) such that
(1) For each t ≥ 0, and for each collection of disjoint sets A1, A2, · · · ∈ Bb(O) the following
hold:
(a) The random variables M(t, A1), M(t, A2), . . . are independent.
(b) If
⋃
k∈NAk ∈ Bb(O) then M
(⋃
k∈NAk
)
=
∑
k∈NM(Ak) P-a.e.
(c) The random variable M(t, A) is infinitely divisible for each A ∈ Bb(O).
(2) For every A1, A2, . . . , An ∈ Bb(O) and n ∈ N, the process ((M(t, A1), . . . ,M(t, An) : t ≥ 0)
is a Le´vy process in Rn.
If we further assume in (2) that ((M(t, A1), . . . ,M(t, An) : t ≥ 0) is a zero-mean square inte-
grable Le´vy process, thenM defines a martingale-valued measure with values in R which satisfies
all the conditions in Definition 3.1 for U = O and R = Bb(O). In particular, as pointed out
in Remark 2.4 in [11], the classical definition of Gaussian space-time white noise fits naturally
in the setting of the Le´vy-valued random martingale measures, and hence also satisfies all the
conditions in Definition 3.1.
As shown in [11], the above concept can be related with that of cylindrical Le´vy processes.
Indeed, for any given locally finite Borel measure ζ on O, let H = L2(O,B(O), ζ) and consider
a cylindrical process L = (Lt : t ≥ 0) in H . Following [11], we say that L is independently
scattered if for every collection of disjoint sets A1, A2, . . . , An ∈ Bb(O) and n ∈ N, the random
variables L(t)1A1 , . . . , L(t)1An are independent for each t ≥ 0. In such case, Theorem 4.5 in
[11] shows that the prescription
M(t, A) := L(t)1A, ∀ t ≥ 0, A ∈ Bb(O),
defines a Le´vy-valued random martingale measure on Bb(O). If L has zero-mean and second
moments, we again obtain an example that satisfies the conditions in Definition 3.1 (but which
is different from Example 3.3).
As an example we have the impulsive cylindrical process in L2(O,B(O), ζ) defined by Peszat
and Zabczyk in Section 7.2 in [18] (see also Example 3.6 in [4]), and given by
L(t)f :=
∫ t
0
∫
O
∫
R
f(x)yN˜(ds, dx, dy),
where N is a Poisson random measure on R+×O×R with intensity leb⊗ζ⊗µ for a Le´vy measure
µ on B(R) satisfying
∫
R
β2µ(dβ) < ∞. This cylindrical process is independently scattered as
shown in Example 4.8 in [11], has mean-zero and second moment.
We finalize this section with the following technical result on the family of Hilbertian semi-
norms {qr,u : r ∈ R+, u ∈ U} in Definition 3.1(6). Its conclusion will be of importance for our
theory of stochastic integration.
Lemma 3.5. There exists C > 0 such that qr,u(·) ≤ C ||·|| for each (r, u) ∈ [0, T ]× U .
Proof. Following the proof of Theorem 4.2 in [5], for each (r, u) ∈ [0, T ] × U let Vr,u = {h ∈
H : qr,u(h) ≤ 1} and U =
⋂
(r,u) Vr,u. Since each Vr,u is the closed unit ball of qr,u, the set
U is closed, convex and balanced. Moreover, from Definition 3.1(6)(c), we have that for each
h ∈ H , E(h) := sup{qr,u(h) : (r, u) ∈ [0, T ]×U} <∞. Therefore, h ∈ E(h)U , showing that U is
absorbing, hence a barrel inH . But asH is Hilbert (hence a barrelled space), we have that U is a
neighborhood of zero. Thus there exists some C > 0 such that {h ∈ H : ||h|| ≤ 1/C} ⊆ U ⊆ Vr,u.
Therefore qr,u(·) ≤ C ||·|| for each (r, u) ∈ [0, T ]× U . 
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4 The Stochastic Integral
From now onH andG will denote two separable Hilbert spaces andM is a cylindrical martingale-
valued measure in H as in Definition 3.1. Recall that Hqr,u is the Hilbert space determined on
H by the Hilbertian seminorm qr,u and iqr,u : H → Hqr,u is the canonical inclusion (Sect. 2).
4.1 Construction of the Stochastic Integral
The main objective of this section is to define the stochastic integral with respect to M for the
following class of operator-valued maps:
Definition 4.1. Let Λ2(M,T ;H,G) denote the collection of families Φ = (Φ(r, ω, u) : r ∈
[0, T ], ω ∈ Ω, u ∈ U) of operator-valued maps satisfying the following:
(1) Φ(r, ω, u) ∈ L2(Hqr,u , G), for all r ∈ [0, T ], ω ∈ Ω, u ∈ U ,
(2) Φ is qr,u-predictable, i.e. for each h ∈ H , g ∈ G, the mapping [0, T ]×Ω×U → R+ given by
(r, ω, u) 7→ qr,u(Φ(r, ω, u)∗g, iqr,uh) is PT ⊗ B(U)/B(R+)-measurable.
(3)
||Φ||2Λ2(M,T ) := E
∫ T
0
∫
U
||Φ(r, u)||2L2(Hqr,u ,G) µ(du)λ(dr) <∞. (4.1)
We will write Λ2(M,T ;H,G) by Λ2(M,T ) for simplicity when the underlying spaces are clear.
Remark 4.2. Since the Hilbert space H is separable, it follows from Definition 4.1(2), and
from Proposition 3.8 in [9], that for each g ∈ G, the map (r, ω, u) 7→ qr,u(Φ(r, ω, u)∗g)2 is
PT ⊗ B(U)/B(R+)-measurable. Therefore, because G is a separable Hilbert space, the map
(r, ω, u) 7→ ||Φ(r, ω, u)||2L2(Hqr,u ,G) is PT ⊗ B(U)/B(R+)-measurable and the integrand in (4.1)
is well-defined.
The proof of the following result can be carried out from similar arguments to those in the
proof of Proposition 2.4 in [6].
Proposition 4.3. Λ2(M,T ) is a Hilbert space when equipped with the inner product 〈· , ·〉Λ2(M,T )
corresponding to the Hilbertian norm ||·||Λ2(M,T ).
Our next objective is to define the stochastic integral for the integrands that belongs to the
space Λ2(M,T ). To do this, we will follows the standard approach to define the integral first
for a subclass of simpler processes that we define as follows.
Definition 4.4. Let S(M,T ) be the collection of all the families Φ = {Φ(r, ω, u) : r ∈ [0, T ], ω ∈
Ω, u ∈ U} of operator-valued maps of the form:
Φ(r, ω, u) =
n∑
i=1
m∑
j=1
1]si,ti] (r)1Fi (ω)1Aj (u)Si,j ◦ i
∗
qr,u , (4.2)
for all r ∈ [0, T ], ω ∈ Ω, u ∈ U , where m, n ∈ N, and for i = 1, . . . , n, j = 1, . . . ,m,
0 ≤ si < ti ≤ T , Fi ∈ Fsi , Aj ∈ R and Si,j ∈ L2(H,G).
Remark 4.5. Let Φ ∈ S(M,T ) be of the form (4.2). Observe that (taking a smaller partition
if needed) we can always assume that the following is satisfied:
for k 6= j, ]sk, tk]∩ ]sj , tj ] 6= ∅ ⇒ ]sk, tk] = ]sj, tj ] and Fk ∩ Fj = ∅. (4.3)
It is easy to check that S(M,T ) ⊆ Λ2(M,T ). In particular, observe that since by Lemma
3.5 we have sup(r,u)
∣∣∣∣iqr,u∣∣∣∣ ≤ C for some C > 0, then if Φ ∈ S(M,T ) is of the form (4.2), we
have
||Φ||2Λ2(M,T ) ≤ C
2
n∑
i=1
m∑
j=1
(ti − si)P(Fi)µ(Aj) ||Si,j ||
2
L2(H,G)
<∞.
Moreover we have the following:
9
Proposition 4.6. S(M,T ) is dense in Λ2(M,T ).
Proof. Let C(M,T ) be the collection of all families of operator-valued maps Ψ = {Ψ(r, ω, u) :
r ∈ [0, T ], ω ∈ Ω, u ∈ U} taking the simple form
Ψ(r, ω, u) = 1]s,t] (r)1F (ω)1A (u)S ◦ i
∗
qr,u , ∀ r ∈ [0, T ], ω ∈ Ω, u ∈ U, (4.4)
where 0 ≤ s < t ≤ T , F ∈ Fs, A ∈ R and S ∈ L2(H,G).
Since C(M,T ) spans S(M,T ), the orthogonal complements of these spaces satisfy S(M,T )
⊥
=
S(M,T )⊥ = C(M,T )⊥. Hence, to show that S(M,T ) is dense in Λ2(M,T ) it is sufficient to
show that C(M,T )⊥ = {0}
In effect, let Φ ∈ C(M,T )⊥. If Ψ ∈ C(M,T ) is of the form (4.4), then we have that
〈Φ , Ψ〉Λ2(M,T ) =
∫
F
∫ t
s
∫
A
〈
Φ(r, u) , S ◦ i∗qr,u
〉
L2(Hqr,u ,G)
µ(du)λ(dr)P(dω) = 0. (4.5)
Let (hn : n ∈ N) and (gk : k ∈ N) be complete orthonormal systems in H and G respectively.
Then, the collection (hn⊗gk : n, k ∈ N) is a complete orthonormal system in L2(H,G). Because
PT ⊗B(U) is generated by the family of all subsets of [0, T ]×Ω×U of the form G =]s, t]×F×A,
where 0 ≤ s < t ≤ T , F ∈ Fs, A ∈ R; then (4.5) and Fubini’s theorem imply that λ⊗P⊗µ-a.e.
qr,u(Φ(r, u)
∗gk, iqr,uhn) =
〈
Φ(r, u) , (hn ⊗ gk) ◦ i
∗
qr,u
〉
L2(Hqr,u ,G)
= 0, ∀n, k ∈ N.
Since the orthonormal systems (hn : n ∈ N) and (gk : k ∈ N) are complete and each qr,u is
continuous, the above implies that λ⊗ P⊗ µ-a.e.
qr,u(Φ(r, u)
∗g, iqr,uh) = 0, ∀g ∈ G, h ∈ H. (4.6)
But because iqr,u(H) is dense in Hqr,u , (4.6) implies that λ⊗ P⊗ µ-a.e. we have Φ(r, u)
∗g = 0
∀g ∈ G, i.e. Kernel(Φ(r, u)∗) = G and consequently Range(Φ(r, u)) = {0}. From the arguments
given at the beginning of the proof, we conclude that S(M,T ) is dense in Λ2(M,T ). 
Our next objective is to define the weak stochastic integral for the elements of S(M,T ). To
do this, we will need to set some notation.
Definition 4.7. Given 0 ≤ s < t ≤ T , A ∈ R and S ∈ L2(H,G), we denote by (Yr(s, t, A, S) :
r ∈ [0, T ]) the G-valued ca`dla`g square integrable martingale obtained via radonification of the
cylindrical square integrable martingale h 7→ (M((s ∧ r, t ∧ r], A)(h) : t ∈ [0, T ]) by the Hilbert-
Schmidt operator S (see Theorem 2.1), i.e. (Yr(s, t, A, S) : r ∈ [0, T ]) satisfies that P-a.e.
〈Yr(s, t, A, S) , g〉 =M((s ∧ r, t ∧ r], A)(S
∗g), ∀r ∈ [0, T ], g ∈ G. (4.7)
We are ready to define our stochastic integral for simple integrands via radonification:
Definition 4.8. Let Φ ∈ S(M,T ;H,G) be of the form (4.2) and satisfying (4.3). We define
the stochastic integral of Φ as the G-valued process (It(Φ) : t ∈ [0, T ]) defined by
It(Φ) =
n∑
i=1
m∑
j=1
1FiYt(si, ti, Aj , Si,j). (4.8)
We will write S(M,T ;H,G) by S(M,T ) for simplicity when the underlying spaces are clear.
It should be clear to the reader that from the finite additivity ofM on R, and from (4.7), the
process (It(Φ) : t ∈ [0, T ]) is uniquely defined (up to indistinguishable versions) independently
of the representation of Φ ∈ S(M,T ) (i.e. of the expression of Φ as in (4.2)).
Remark 4.9. Suppose thatM is a H-valued martingale-valued measure (e.g. the Le´vy martingale-
valued measure in Example 3.2). In that case, (4.7) takes the form
〈Yr(s, t, A, S) , g〉 = 〈S ◦M((s ∧ r, t ∧ r], A) , g〉 , ∀r ∈ [0, T ], g ∈ G.
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Hence, if Φ ∈ S(M,T ;H,G) is of the form (4.2) and satisfying (4.3), then (4.8) yields:
It(Φ) =
n∑
i=1
m∑
j=1
1FiSi,j ◦M((si ∧ t, ti ∧ t], Aj).
Therefore, our construction coincides with the classical definition of stochastic integral in Hilbert
spaces as for example in [3, 8, 18].
The basic properties of the stochastic integral are given in the next result. Recall from Sect.
2 that M2T (G) denotes the space of G-valued mean-zero square integrable ca`dla`g martingales.
Theorem 4.10. For every Φ ∈ S(M,T ), (It(Φ) : t ∈ [0, T ]) ∈ M
2
T (G) and for each t ∈ [0, T ],
E(It(Φ)) = 0, E
(
||It(Φ)||
2
)
= E
∫ t
0
∫
U
||Φ(r, u)||2L2(Hqr,u ,G) µ(du)λ(dr). (4.9)
In particular, the map I : S(M,T )→M2T (G), Φ 7→ (It(Φ) : t ∈ [0, T ]) is linear continuous.
Proof. Let Φ ∈ S(M,T ) be of the form (4.2) and satisfying (4.3). The fact that (It(Φ) : t ∈
[0, T ]) ∈M2T (G) is a consequence of the fact that the process (Yr(s, t, A, S) : r ∈ [0, T ]) satisfies
these properties and from (4.8).
To prove (4.9), let (gd : d ∈ N) be a complete orthonormal system in G. From (4.7) and
(4.8) we have
E
(
||It(Φ)||
2
)
= E
∞∑
d=1
|〈It(Φ) , gd〉|
2
= E
∞∑
d=1
∣∣∣∣∣∣
n∑
i=1
m∑
j=1
1Fi 〈Yt(si, ti, Aj , Si,j) , gd〉
∣∣∣∣∣∣
2
=
∞∑
d=1
E
∣∣∣∣∣∣
n∑
i=1
m∑
j=1
1FiM((si ∧ t, ti ∧ t], Aj)(S
∗
i,jgd)
∣∣∣∣∣∣
2
=
∞∑
d=1
n∑
i,k=1
m∑
j,l=1
E
(
1FiM((si ∧ t, ti ∧ t], Aj)(S
∗
i,jgd) · 1FkM((sl ∧ t, tl ∧ t], Ak)(S
∗
k,lgd)
)
Now, from the properties of orthogonality of M on the ring R (see Definition 3.1(4)), we have
that
E
(
M((si ∧ t, ti ∧ t], Aj)(S
∗
i,jgd) ·M((sl ∧ t, tl ∧ t], Ak)(S
∗
k,lgd)
)
= 0,
for each d ∈ N, i, k = 1, . . . , n, j, l = 1, . . . ,m, i 6= k, j 6= l. Hence,
E
(
||It(Φ)||
2
)
=
∞∑
d=1
n∑
i=1
m∑
j=1
P(Fi)E
(∣∣M((si ∧ t, ti ∧ t], Aj)(S∗i,jgd)∣∣2)
=
n∑
i=1
m∑
j=1
P(Fi)
∞∑
d=1
∫ ti∧t
si∧t
∫
Aj
qr,u(iqr,u ◦ S
∗
i,jgd)
2µ(du)λ(dr)
=
n∑
i=1
m∑
j=1
P(Fi)
∫ ti∧t
si∧t
∫
Aj
∣∣∣∣iqr,u ◦ S∗i,j∣∣∣∣2L2(G,Hqr,u ) µ(du)λ(dr)
= E
∫ t
0
∫
U
||Φ(r, u)||2L2(Hqr,u ,G) µ(du)λ(dr).
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It is easy to see from (4.8) that the map I : S(M,T )→M2(G) is linear. To prove the continuity,
observe that from Doob’s inequality, (4.1) and (4.9), for each Φ ∈ S(M,T ) we have
||I(Φ)||2M2
T
(G) = E
(
sup
t∈[0,T ]
||It(Φ)||
2
)
≤ 4T E
(
||IT (Φ)||
2
)
= 4T ||Φ||2Λ2(M,T ) , (4.10)
The above inequality implies the continuity of the operator I : S(M,T )→M2(G). 
We can now extend the stochastic integral to integrands in Λ2(M,T ).
Theorem 4.11. The map I : S(M,T ) →M2T (G), Φ 7→ (It(Φ) : t ∈ [0, T ]) have a continuous
and linear extension I : Λ2(M,T ) → M2T (G), such that for each Φ ∈ Λ
2(M,T ) and each
t ∈ [0, T ],
E(It(Φ)) = 0, E
(
||It(Φ)||
2
)
= E
∫ t
0
∫
U
||Φ(r, u)||2L2(Hqr,u ,G) µ(du)λ(dr). (4.11)
Proof. The existence of the continuous and linear extension I : Λ2(M,T )→M2T (G) is a direct
consequence of Proposition 4.6 and Theorem 4.10. Now, for any given t ∈ [0, T ], it follows from
(4.9) that the map It : S(M,T ) → L2(Ω,F ,P;G), Φ 7→ It(Φ), is a linear isometry. Therefore,
from Proposition 4.6 it has a linear isometric extension It : Λ
2(M,T )→ L2(Ω,F ,P;G). Then,
(4.11) is a direct consequence of (4.9). 
Definition 4.12. We call the map I defined in Theorem 4.11 the stochastic integral mapping
and for each Φ ∈ Λ2(M,T ), we call I(Φ) the stochastic integral of Φ. We will also denote the
process I(Φ) by
{∫ t
0
∫
U
Φ(r, u)M(dr, du) : t ∈ [0, T ]
}
.
Proposition 4.13. If for each A ∈ R and φ ∈ Φ, the real-valued process (M(t, A)(φ) : t ≥ 0)
is continuous, then for each Φ ∈ Λ2(M,T ) the stochastic integral I(Φ) is a continuous process.
Proof. For a simple process Φ ∈ S(M,T ), the result follows directly from (4.8) and the fact that
the radonified version Y defined by (4.8) is a continuous process if each (M(t, A)(φ) : t ≥ 0) is
continuous. Since the sequential limit of G-valued continuous processes is continuous, the result
now extends by the denseness of S(M,T ) in Λ2(M,T ) and the continuity of the stochastic
integral mapping to every Φ ∈ Λ2(M,T ). 
4.2 Examples and Comparison with Other Theories of Integration
This section is devoted to explore examples of our theory of stochastic integration with a special
emphasis on the Le´vy case. We will explore alternative characterizations for our integrands and
compare our theory of integration with other theories available on the literature. To do this, it
will be of great importance the following class of integrands.
Definition 4.14. Let H2(M,T ) denote the collection of all mappings Ψ : [0, T ] × Ω × U →
L2(H,G) that are PT ⊗ B(U)/B(L2(H,G))-measurable and for which
||Ψ||2H2(M,T ) := E
∫ T
0
∫
U
||Ψ(r, u)||2L2(H,G) µ(du)λ(dr) <∞. (4.12)
It is easy to check that (H2(M,T ), 〈· , ·〉H2(M,T )) is a Hilbert space. In the next result we
will show that the elements in H2(M,T ) can be regarded as elements in Λ2(M,T ).
Proposition 4.15. For every Ψ ∈ H2(M,T ), the family Ψ ◦ i∗q := (Ψ(r, ω, u) ◦ i
∗
qr,u : r ∈
[0, T ], ω ∈ Ω, u ∈ U) is an element of Λ2(M,T ). Moreover, there exists C > 0 such that∣∣∣∣Ψ ◦ i∗q∣∣∣∣Λ2(M,T ) ≤ C ||Ψ||H2(M,T ) for every Ψ ∈ H2(M,T ).
Proof. Let Ψ ∈ H2(M,T ). It is clear that Ψ(r, ω, u) ◦ i∗qr,u ∈ L2(Hqr,u , G) for each r ∈
[0, T ], ω ∈ Ω, u ∈ U . Furthermore observe that from Definition 3.1(6)(c) the mapping (r, u) 7→
12
qr,u(iqr,uh1, iqr,uh2) is B(R+) ⊗ B(U)/B(R+)-measurable for each h1, h2 ∈ H , and since Ψ is
PT ⊗ B(U)/B(L2(H,G))-measurable the map
(r, ω, u) 7→ qr,u((Ψ(r, ω, u) ◦ i
∗
qr,u)
∗g, iqr,uh) = qr,u(iqr,u ◦ Φ(r, ω, u)
∗g, iqr,uh),
is PT ⊗ B(U)/B(R+)-measurable for each h ∈ H , g ∈ G, i.e. Ψ ◦ i∗q is qr,u-predictable.
Finally, observe that from Lemma 3.5 there exists C > 0 such that∣∣∣∣∣∣Ψ(r, ω, u) ◦ i∗qr,u∣∣∣∣∣∣
L2(Hqr,u ,G)
=
∣∣∣∣iqr,u ◦Ψ(r, u)∗∣∣∣∣L2(G,Hqr,u )
≤ sup
(r,u)
∣∣∣∣iqr,u∣∣∣∣L(H,Hqr,u ) ||Ψ(r, u)∗||L2(G,H)
≤ C ||Ψ(r, u)∗||L2(G,H) = C ||Ψ(r, u)||L2(H,G) ,
for each (r, u) ∈ [0, T ]×U . Therefore, the above inequality, (4.1) and (4.12) show that we have∣∣∣∣Ψ ◦ i∗q∣∣∣∣Λ2(M,T ) ≤ C ||Ψ||H2(M,T ) and hence Ψ ◦ i∗q ∈ Λ2(M,T ). 
Notation 4.16. For now on, to every Ψ ∈ H2(M,T ) we will denote
∣∣∣∣Ψ ◦ i∗q∣∣∣∣Λ2(M,T ) by
||Ψ||Λ2(M,T ) and
∫ t
0
∫
U
Ψ(r, u) ◦ i∗qr,uM(dr, du) by
∫ t
0
∫
U
Ψ(r, u)M(dr, du).
The following result provides an alternative expression for the norm ||·||Λ2(M,T ) for integrands
in H2(M,T ). This formula will be of great importance in our examples.
Proposition 4.17. Suppose that for each r ≥ 0, u ∈ U , there exists a non-negative, symmetric,
linear and continuous operator Qr,u : H → H, such that
qr,u(h1, h2) = 〈h1 , Qr,uh2〉 , ∀h1, h2 ∈ H. (4.13)
Then for every Ψ ∈ H2(M,T ) we have
||Ψ||2Λ2(M,T ) = E
∫ T
0
∫
U
∣∣∣∣∣∣Ψ(r, u) ◦Q1/2qr,u∣∣∣∣∣∣2
L2(H,G)
µ(du)λ(dr). (4.14)
Proof. Let (gk : k ∈ N) be a complete orthonormal system in G. Let r ≥ 0, ω ∈ Ω, u ∈ U .
Recall that for each h ∈ H , we have qr,u(iqr,uh) = qr,u(h). Then for Ψ ∈ H
2(M,T ), we have for
every r ≥ 0, ω ∈ Ω, u ∈ U :∣∣∣∣∣∣Ψ(r, ω, u) ◦ i∗qr,u∣∣∣∣∣∣2
L2(Hqr,u ,G)
=
∞∑
k=1
qr,u(iqr,u ◦Ψ(r, ω, u)
∗gk)
2
=
∞∑
k=1
qr,u(Ψ(r, ω, u)
∗gk)
2
=
∞∑
k=1
∣∣∣∣∣∣Q1/2r,u ◦Ψ(r, ω, u)∗gk∣∣∣∣∣∣2
=
∣∣∣∣∣∣Ψ(r, ω, u) ◦Q1/2qr,u∣∣∣∣∣∣2L2(H,G) .
Now, Proposition 4.15 shows that for every Ψ ∈ H2(M,T ), we have Ψ ◦ i∗q ∈ Λ
2(M,T ). Hence
(4.14) follows from the equalities above and (4.1). 
Example 4.18. Let L = (Lt : t ≥ 0) be a H-valued ca`dla`g Le´vy process. Let U ∈ B(H) be
such that 0 ∈ U and
∫
U
||h||2 ν(du) <∞ and let R = {U ∩Γ : Γ ∈ A}∪{{0}}. Using the Le´vy-
Itoˆ decomposition of L and the arguments from Example 3.2, we can define two independent
martingale-valued measures N1 and N2 in H by:
N1(t, A) =Wtδ0(A), N2(t, A) =
∫
A\{0}
h N˜(t, dh), ∀ t ≥ 0, A ∈ R.
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with families of seminorms p1r,0(h)
2 = 〈h , Qh〉 and p1r,u(h)
2 = 0 if u 6= 0 for N1, p2r,u(h)
2 =
〈u , h〉2 for N2; with the measures µi = δ0 + ν
∣∣
U
and λi = Leb.
If Φ ∈ Λ2(N1, T ), we denote the stochastic integral
∫ t
0
∫
U
Φ(r, u)N1(dr, du) by
∫ t
0
Φ(r, 0)dWr.
Similarly, for Φ ∈ Λ2(N2, T ), we denote the stochastic integral
∫ t
0
∫
U
Φ(r, u)N2(dr, du) by∫ t
0
∫
U
Φ(r, u)N˜(dt, du). With the help of Proposition 4.17 we can relate the above stochas-
tic integrals with others theories available on the literature.
In effect, suppose that Ψ ∈ H2(N1, T ). We know from Proposition 4.15 that (Ψ(r, ω, u)◦i∗p1r,u
:
r ∈ [0, T ], ω ∈ Ω, u ∈ U) ∈ Λ2(N1, T ) and hence the integral
∫ t
0
Ψ(r, 0)dWr exists. On the
other hand, since Ψ ∈ H2(N1, T ) the map (r, ω) 7→ Ψ(r, ω, 0) is PT /B(L2(H,G))-measurable.
Moreover, Proposition 4.17 shows that
||Ψ||2Λ2(N1,T ) = E
∫ T
0
∣∣∣∣∣∣Ψ(r, 0) ◦Q1/2∣∣∣∣∣∣2
L2(H,G)
dr <∞.
The above properties imply that the stochastic integral
∫ t
0
Ψ(r, 0)dWr can be also defined using
the theory of stochastic integration in Hilbert spaces as for example in [8] or [15]. Since W
is a genuine Wiener process in H , our definition of the stochastic integral for simple processes
coincides with the standard definition of stochastic integral in Hilbert spaces (see Remark 4.9).
Therefore, both constructions provide the same stochastic process (up to indistinguishable ver-
sions). It is worth to mention that the integrability condition for the Wiener case can have
another alternative expression. Indeed, if we let H = Q1/2(H) equipped with the inner prod-
uct 〈h1 , h2〉H :=
〈
Q−1/2h1 , Q
−1/2h2
〉
, then H is a Hilbert space and we have (see [15], Sect.
2.3.2):
E
∫ T
0
∣∣∣∣∣∣Ψ(r, 0) ◦Q1/2∣∣∣∣∣∣2
L2(H,G)
dr = E
∫ T
0
||Ψ(r, 0)||2L2(H ,G) dr.
Similarly, suppose that Ψ ∈ H2(N2, T ). From Proposition 4.15 we have (Ψ(r, ω, u) ◦ i∗p2r,u
:
r ∈ [0, T ], ω ∈ Ω, u ∈ U) ∈ Λ2(N2, T ) and hence the stochastic integral
∫ t
0
∫
U
Ψ(r, u)N˜(dr, du)
exists. On the other hand, because Ψ ∈ H2(N2, T ) the map (r, ω, u) 7→ Ψ(r, ω, u) is PT ⊗
B(U)/B(L2(H,G))-measurable, and from Proposition 4.17 we have that
||Ψ||2Λ2(N2,T ) = E
∫ T
0
∫
U
||Ψ(r, u)u||2 ν(du)dr <∞.
Hence, the stochastic integral
∫ t
0
∫
U
Ψ(r, u)N˜(dr, du) can be also defined using the theory of
stochastic integration with respect to nuclear decomposable martingale-valued measures devel-
oped in [3]. The resulting integral coincide with ours since its action on simple integrands is the
same (see Remark 4.9).
Example 4.19. Let L = (Lt : t ≥ 0) be a cylindrical Le´vy process in H which has mean-zero
and weak second moments. LetM be the cylindrical martingale-valued measure defined by L in
Example 3.3. Since in this example we have U = {0} and µ = δ0, it is more convenient to denote
the integrand Φ(r, ω, 0) by Φ(r, ω) and the integral
∫ t
0
∫
U
Φ(r, u)M(dr, du) by
∫ t
0
Φ(r)dLr.
With the help of Proposition 4.17, we can offer a detailed description of the integrands. To
do this, let Q : H → H be the non-negative, symmetric, continuous linear operator defined by
〈h1 , Qh2〉 = 〈h1 , Qh2〉+
∫
H
〈y , h1〉 〈y , h2〉 ν(dy), ∀h1, h2 ∈ H.
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A careful look at (3.7) shows that Q is indeed the cylindrical covariance of L and therefore we
have qr,0(h1, h2) = 〈h1 , Qh2〉 for all r ≥ 0.
Then for every Ψ ∈ H2(M,T ) it follows from Proposition 4.17 that
||Φ||2Λ2(M,T ) = E
∫ T
0
∣∣∣∣∣∣Φ(r) ◦Q1/2∣∣∣∣∣∣2
L2(H,G)
dr
= E
∫ T
0
[∣∣∣∣∣∣Φ(r) ◦Q1/2∣∣∣∣∣∣2
L2(H,G)
+
∫
H
||Φ(r)y||2 ν(dy)
]
dr. (4.15)
Observe that since ν is only a cylindrical measure, the integral in the second line of (4.15)
requires a clarification. A detailed explanation is given in page 14 of [20].
Stochastic integration with respect to a cylindrical Le´vy process L under the assumption of
weak second moments was firstly considered in [20]. In this work, the main class of integrands
corresponds to the elements of the space H2(M,T ) (as defined in this example for L). An
extension of the theory of integration in [20] to integrands having (4.15) finite is carried out in
[13]. However, the reader must be warned that it might be possible that the stochastic integral
constructed in this paper differs to those constructed in [13, 20], being the main reason for this
phenomena to occurs that the stochastic integral for the simple integrands in [13, 20] is carried
out via a radonification of the increments which in principle is different form our approach based
on Theorem 2.1 (see the discussion in Sect. 1).
4.3 Further Properties of the Stochastic Integral
In this section we show that our definition of the stochastic integral satisfy all the standard
properties.
Proposition 4.20. Let E be a separable Hilbert space and let R ∈ L(G,E). Then, for each
Φ ∈ Λ2(M,T ;H,G), we have R◦Φ = {R◦Φ(r, ω, u) : r ∈ [0, T ], ω ∈ Ω, u ∈ U} ∈ Λ2(M,T ;H,E),
moreover P-a.e. for every t ∈ [0, T ],∫ t
0
∫
U
R ◦ Φ(r, u)M(dr, du) = R
(∫ t
0
∫
U
Φ(r, u)M(dr, du)
)
. (4.16)
Proof. First, assume that Φ ∈ S(M,T ;H,G) is of the form (4.2). Then, we have
R ◦ Φ(r, ω, u) =
n∑
i=1
m∑
j=1
1]si,ti] (r)1Fi (ω)1Aj (u)R ◦ Si,j ◦ i
∗
qr,u ,
and since each R ◦ Si,j ∈ L2(H,E), it is clear that R ◦ Φ ∈ S(M,T ;H,E). Moreover, it follows
from Definition 4.4 that the stochastic integral takes the form∫ t
0
∫
U
R ◦ Φ(r, u)M(dr, du) =
n∑
i=1
m∑
j=1
1FiYt(si, ti, Aj , R ◦ Si,j).
However, observe from (4.7) that we have P-a.e. for all t ∈ [0, T ] and e ∈ E,
〈Yt(si, ti, Aj , R ◦ Si,j) , e〉 =M((si ∧ t, ti ∧ t], Aj)(S
∗
i,j ◦R
∗e) = 〈Yt(si, ti, Aj , Si,j) , R
∗e〉 .
Therefore, P-a.e. for all t ∈ [0, T ] and e ∈ E, we have〈∫ t
0
∫
U
R ◦ Φ(r, u)M(dr, du) , e
〉
=
〈∫ t
0
∫
U
Φ(r, u)M(dr, du) , R∗e
〉
=
〈
R
(∫ t
0
∫
U
Φ(r, u)M(dr, du)
)
, e
〉
.
But since E is a separable Hilbert space, the above equality shows that (4.16) holds for Φ ∈
S(M,T ;H,G).
Suppose now that Λ2(M,T ;H,G). Then, we have
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(1) R ◦ Φ(r, ω, u) ∈ L2(Hqr,u , E), for all r ∈ [0, T ], ω ∈ Ω, u ∈ U ,
(2) for each h ∈ H , e ∈ E, we have R∗e ∈ G and hence the mapping
(r, ω, u) 7→ qr,u((R ◦ Φ(r, ω, u))
∗e, iqr,uh) = qr,u(Φ(r, ω, u)
∗(R∗e), iqr,uh),
is PT ⊗ B(U)/B(R+)-measurable.
(3)
E
∫ T
0
∫
U
||R ◦ Φ(r, u)||2L2(Hqr,u ,E) µ(du)λ(dr)
≤ ||R||2L(G,E) E
∫ T
0
∫
U
||Φ(r, u)||2L2(Hqr,u ,G) µ(du)λ(dr) <∞.
Thus, we conclude that R ◦ Φ ∈ Λ2(M,T ;H,E). Finally, since (4.16) holds for integrands
in S(M,T ;H,G), it follows from Proposition 4.6 and Theorem 4.11 that (4.16) also holds for
integrands in Λ2(M,T ;H,G). 
Proposition 4.21. Let 0 ≤ s0 < t0 ≤ T and F0 ∈ Fs0 . Then, for every Φ ∈ Λ
2(M,T ), P-a.e.
we have ∀ t ∈ [0, T ],∫ t
0
∫
U
1]s0,t0]×F0Φ(r, u)M(dr, du)
= 1F0
(∫ t∧t0
0
∫
U
Φ(r, u)M(dr, du)−
∫ t∧s0
0
∫
U
Φ(r, u)M(dr, du)
)
. (4.17)
Proof. First, by using similar ideas to those used in the proof of Proposition 4.20 one can easily
check that (4.17) holds for Φ ∈ C(M,T ) of the form (4.4). Since C(M,T ) spans S(M,T ), the
linearity of the integral shows that (4.17) is valid for Φ ∈ S(M,T ). Finally, that (4.17) holds
for Φ ∈ Λ2(M,T ) can be show using the density of S(M,T ) and the continuity of the stochastic
integral. 
Proposition 4.22. Let Φ ∈ Λ2(M,T ) and σ be a (Ft)-stopping time such that P(σ ≤ T ) = 1.
Then, P-a.e. for every t ∈ [0, T ],∫ t
0
∫
U
1[0,σ] (r) Φ(r, u)M(dr, du) =
∫ t∧σ
0
∫
U
Φ(r, u)M(dr, du). (4.18)
Proof. The proof can be carried out by following similar arguments to those in the proof of
Lemma 2.3.9 in [15], that is, by firstly checking (4.18) for simple integrands of the form (4.2) and
elementary stopping times. This can be done following similar arguments to those in the proof
of Proposition 4.20. Then, using the density of S(M,T ) and the continuity of the stochastic
integral we can show that (4.18) holds for Φ ∈ Λ2(M,T ). 
The following result shows that the stochastic integral is linear on the integrators which are
independent. Recall that for any two continuous Hilbertian seminorms p and q on H , with
p ≤ q, ip,q denotes the canonical inclusion from Hq into Hp (see Sect. 2).
Proposition 4.23. Let N1, N2 be two cylindrical martingale-valued measures on R+ × R,
each satisfying Definition 3.1 determined by the family {pjr,u : r ∈ R+, u ∈ U} of continuous
Hilbertian semi-norms on H and measures λj = λ, µj = µ, for j = 1, 2. Assume furthermore
that for all A,B ∈ R, the cylindrical processes (N1(t, A) : t ≥ 0) and (N2(t, B) : t ≥ 0) are
independent. Let M = (M(t, A) : r ≥ 0, A ∈ R) be given by the prescription:
M(t, A) := N1(t, A) +N2(t, A), ∀ t ∈ R+, A ∈ R. (4.19)
Then, M is also a cylindrical martingale-valued measure on R+ × R, satisfying Definition 3.1
for the measures λ, µ and the family of continuous Hilbertian semi-norms {qr,u : r ∈ R+, u ∈ U}
satisfying qr,u(h)
2 = p1r,u(h)
2+p2r,u(h)
2 for all r ≥ 0, u ∈ U , h ∈ H. Moreover, if Φ ∈ Λ2(M,T )
we have:
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(1) For each j = 1, 2, (Φ(r, ω, u) ◦ i∗
pjr,u,qr,u
: r ∈ [0, T ], ω ∈ Ω, u ∈ U) ∈ Λ2(Nj , T ),
(2) P-a.e., for all t ∈ [0, T ] we have,∫ t
0
∫
U
Φ(r, u)M(dr, du) =
∫ t
0
∫
U
Φ(r, u) ◦ i∗p1r,u,qr,uN1(dr, du)
+
∫ t
0
∫
U
Φ(r, u) ◦ i∗p2r,u,qr,uN2(dr, du).
The proof of the above proposition follows from similar arguments to those used in the proof
of Proposition 3.7 in [6] and for that reason we omit it. However, we illustrate its importance
in the light of the following example.
Example 4.24. Let L = (Lt : t ≥ 0) be a H-valued ca`dla`g Le´vy process and let M be the
Le´vy martingale-valued measure defined in Example 3.2. Then, if Φ ∈ Λ2(M,T ) the stochastic
integral
∫ t
0
∫
U
Φ(r, u)M(dr, du) exist. By using Proposition 4.23, we can relate this integral
with those introduced in Example 4.18.
In effect, let N1 and N2 be the two independent martingale-valued measures in H introduced
in Example 4.18. It follows from the arguments given in Examples 3.2 and 4.18 that M , N1
and N2 satisfy (4.19). Moreover, it follows from (3.5) that qr,0 = p
1
r,0 and qr,u = p
2
r,u for u 6= 0.
Therefore we have Hqr,0 = Hp1r,0 and Hqr,u = Hp2r,u for u 6= 0. Then for each j = 1, 2 the
mapping i∗
pjr,u,qr,u
is nothing but the identity operator on Hqr,u .
Then if Φ ∈ Λ2(M,T ) it follows from Proposition 4.23 that Φ ∈ Λ2(Nj , T ) for j = 1, 2, and
that P-a.e., for all t ∈ [0, T ] we have∫ t
0
∫
U
Φ(r, u)M(dr, du) =
∫ t
0
Φ(r, 0)dWr +
∫ t
0
∫
U
Φ(r, u)N˜(dr, du), (4.20)
where the two integrals in the right-hand side of (4.20) correspond to the stochastic integrals
with respect to N1 and N2 respectively (see Example 4.18). Moreover,
||Φ||2Λ2(M,T ) = E
∫ T
0
[∣∣∣∣∣∣Φ(r) ◦Q1/2∣∣∣∣∣∣2
L2(H,G)
+
∫
U
||Φ(r)y||2 ν(dy)
]
dr. (4.21)
Our theory of stochastic integration also satisfies an stochastic Fubini theorem. In order to
formulate our result we introduce the following class of integrands.
Let (E, E , ̺) be a σ-finite measure space. We denote by Ξ1,2(M,T,E) the linear space of
all the families Φ = (Φ(r, ω, u, e) : r ∈ [0, T ], ω ∈ Ω, u ∈ U, e ∈ E) of operator-valued maps
satisfying the following conditions:
(1) Φ(r, ω, u, e) ∈ L2(Hqr,u , G), ∀r ∈ [0, T ], ω ∈ Ω, u ∈ U , e ∈ E.
(2) The map [0, T ] × Ω × U × E → R+ given by (r, ω, u, e) 7→ qr,u(Φ(r, ω, u, e)
∗g, iqr,uh) is
PT ⊗ B(U)⊗ E/B(R+)-measurable, for every h ∈ H and g ∈ G.
(3)
|||Φ|||Ξ1,2(M,T,E) :=
∫
E
||Φ(·, ·, ·, e)||Λ2(M,T ) ̺(de) <∞.
For the above class of integrands we have the following:
Theorem 4.25 (Stochastic Fubini’s Theorem). Let Φ ∈ Ξ1,2(M,T,E). Then,
(1) For a.e. (r, ω, u) ∈ [0, T ] × Ω × U , the mapping E ∈e 7→ Φ(r, ω, u, e) ∈ L2(Hqr,u , G) is
Bochner integrable. Moreover,∫
E
Φ(·, ·, ·, e) ̺ (de) =
{∫
E
Φ(r, ω, u, e) ̺(de) : r ∈ [0, T ], ω ∈ Ω, u ∈ U
}
∈ Λ2(M,T ;H,G).
(2) The mapping E
∈
e 7→ I(Φ(·, ·, ·, e)) =
{∫ t
0
∫
U Φ(r, u, e)M(dr, du) : t ∈ [0, T ]
}
∈ M2T (G) is
Bochner integrable. Furthermore, P-a.e. ∀t ∈ [0, T ],(∫
E
I(Φ(·, ·, ·, e)) ̺ (de)
)
t
=
∫
E
(∫ t
0
∫
U
Φ(r, u, e)M(dr, du)
)
̺ (de).
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(3) The following equality holds P-a.e. ∀t ∈ [0, T ],∫ t
0
∫
U
(∫
E
Φ(·, ·, ·, e) ̺(de)
)
M(dr, du) =
∫
E
(∫ t
0
∫
U
Φ(r, u, e)M(dr, du)
)
̺(de). (4.22)
The main idea behind the proof of Theorem 4.25 is to first check that |||·|||Ξ1,2(M,T,E) defines
a norm in Ξ1,2(M,T,E) that makes it a Banach space and that a dense subset for it is the
collection S(M,T,E) of all families Φ = (Φ(r, ω, u, e) : r ∈ [0, T ], ω ∈ Ω, u ∈ U, e ∈ E) of
operator-valued mappings of the form:
Φ(r, ω, u, e) =
p∑
l=1
n∑
i=1
m∑
j=1
1]si,ti] (r)1Fi (w)1Aj (u)1Dl (e)Si,j,l ◦ i
∗
qr,u, (4.23)
where m, n, p ∈ N, and for l = 1, . . . , p, i = 1, . . . , n, j = 1, . . . ,m, 0 ≤ si < ti ≤ T , Fi ∈ Fsi ,
Aj ∈ R, Dl ∈ E and Si,j,l ∈ L2(H,G). The proof of the denseness follows from a two-step
process. First, if we denote by Ξ2,2(M,T,E) the subspace of all the Φ ∈ Ξ1,2(M,T,E) satisfying
||Φ||Ξ2,2(M,T,E) :=
∫
E
||Φ(·, ·, ·, e)||2Λ2(M,T ) ̺(de) < ∞, then one can show that every element in
Ξ1,2(M,T,E) can be approximated by a norm-increasing sequence of elements in Ξ2,2(M,T,E)
(see the proof Lemma 4.22 in [9]). For the second step we must show that S(M,T,E) is
||·||Ξ2,2(M,T,E)-dense in Ξ
2,2(M,T,E), but this can be done following similar arguments to those
used in the proof of Proposition 4.6.
Then for Φ ∈ S(M,T,E) it is easy to verify that the conclusions of Theorem 4.25 are
satisfied. The result extends to Φ ∈ Ξ1,2(M,T,E) by following an approximation procedure
with a sequence of elements in S(M,T,E). A formal proof can be carried out by following
the arguments used in the proof of Theorem 4.24 in [9], but with the corresponding (mild)
modifications to adapt it to our construction of the stochastic integral. For that reason we omit
the proof and leave the details to the reader.
4.4 An Extension of The Stochastic Integral
As a final step in our construction of the stochastic integral, we extend the stochastic integral
to the following class of integrands:
Definition 4.26. Let Λ2,loc(M,T ) denote the collection of families Φ = (Φ(r, ω, u) : r ∈
[0, T ], ω ∈ Ω, u ∈ U) of operator-valued maps satisfying conditions (1) and (2) in Definition 4.1,
and satisfying:
P
(
ω ∈ Ω :
∫ T
0
∫
U
||Φ(r, u)||2L2(Hqr,u ,G) µ(du)λ(dr) <∞
)
= 1. (4.24)
The space Λ2,loc(M,T ) will be equipped with the vector topology T M2,loc generated by the
local base of neighbourhoods of zero {Γǫ,δ : ǫ > 0, δ > 0}, given by
Γǫ,δ =
{
Φ ∈ Λ2,loc(M,T ) : P
(
ω ∈ Ω :
∫ T
0
∫
U
||Φ(r, u)||2L2(Hqr,u ,G) µ(du)λ(dr) > ǫ
)
≤ δ
}
.
Following similar arguments to those used in the proof of Proposition 2.4 in [6], we can show
that the space (Λ2,loc(M,T ), T M2,loc) is a complete, metrizable topological vector space.
Let Φ ∈ Λ2,loc(M,T ). If for each n ∈ N we define
τn = inf
{
t ∈ [0, T ] :
∫ t
0
∫
U
||Φ(r, u)||2L2(Hqr,u ,G) µ(du)λ(dr) ≥ n
}
∧ T,
one can easily check that (τn : n ∈ N) is an increasing sequence of (Ft)-stopping times satisfying
(i) limn→∞ τn = T P-a.e., and (ii) for each n ∈ N, 1[0,τn]Φ ∈ Λ
2(M,T ). A standard argument
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as in Section 4.2 of [8] together with Theorem 4.11 and Proposition 4.22 shows the existence of
a unique G-valued process (∫ t
0
∫
U
Φ(r, u)M(dr, du) : t ∈ [0, T ]
)
that belongs to the space M2,locT (G) of G-valued ca`dla`g locally square integrable martingales,
and such that for any increasing sequence of (Ft)-stopping times (σn : n ∈ N) satisfying (i) and
(ii) given above, we have:∫ t∧σn
0
∫
U
Φ(r, u)M(dr, du) =
∫ t
0
∫
U
1[0,σn]Φ(r, u)M(dr, du), ∀ t ∈ [0, T ], n ∈ N. (4.25)
It should be clear that the property (4.25) allow us to extend to integrands in Λ2,loc(M,T ) the
properties of the stochastic integral listed in Section 4.3. Furthermore, if the space M2,locT (G)
is considered equipped with the topology of convergence in probability uniformly on [0, T ], then
similar arguments to those in the proof of Proposition 4.20 in [9] show that the map
Λ2,loc(M,T ) ∋ Φ 7→
(∫ t
0
∫
U
Φ(r, u)M(dr, du) : t ∈ [0, T ]
)
∈ M2,locT (G),
is linear and continuous.
5 Stochastic Partial Differential Equations
5.1 Existence and Uniqueness of Solutions
In this section we apply our theory of stochastic integration to study stochastic partial differential
equations of the form:{
dXt = (AXt +B(t,Xt))dt+
∫
U F (t, u,Xt)M(dt, du),
X0 = ξ.
(5.1)
Here we assume the following:
Assumption 5.1.
(1) ξ is a F0-measurable G-valued random variable.
(2) A : Dom(A) ⊆ G→ G is the infinitesimal generator of a C0-semigroup (S(t) : t ≥ 0) on G.
(3) B : [0, T ]× Ω×G→ G is PT ⊗ B(G)/B(G) measurable.
(4) F = (F (r, u, g) : r ∈ R+, u ∈ G, g ∈ G) is such that:
(a) F (r, y, g) ∈ L2(Hqr,u , G) ∀r ≥ 0, u ∈ U , g ∈ G,
(b) The mapping (r, u, g) 7→ qr,u(F (r, u, g1)∗g2, iqr,uh) is B(R+) ⊗ B(U) ⊗ B(G)/B(R+)-
measurable, ∀g1, g2 ∈ G, h ∈ H.
(5) M is a cylindrical martingale-valued measure is as in Definition 3.1 with the particularity
that λ is the Lebesgue measure on R+.
Recall that since G is a Hilbert space, the collection (S(t)∗ : t ≥ 0) defines also a C0-
semigroup on G whose infinitesimal generator is given by A∗ (see Corollary 1.10.6 in [17], p.41).
A predictable G-valued process (Xt : t ≥ 0) is called a mild solution to (5.1) if ∀t ≥ 0, P-a.e.
Xt = S(t)ξ +
∫ t
0
S(t− r)B(r,Xr)dr +
∫ t
0
∫
U
S(t− r)F (r, u,Xr)M(dr, du), (5.2)
where in the right-hand side in (5.2) the first integral is defined pathwise as a Bochner integral
and the second integral as a stochastic integral, provided both of them are well-defined.
We will assume the following growth and Lipschitz conditions in our coefficients B and F :
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Assumption 5.2. There exists two functions a, b : R+ → R+ satisfying
∫ T
0
a(r) + b(r)2dr <∞
for each T > 0, and such that:
(1) (Growth conditions) For all r > 0, g ∈ G:
||B(r, g)|| ≤ a(r)(1 + ||g||),∫
U
||F (r, u, g)||2L2(Hqr,u ,G) µ(du) ≤ b(r)
2(1 + ||g||)2.
(2) (Lipschitz conditions) For all r > 0, g1, g2 ∈ G:
||B(r, g1)−B(r, g2)|| ≤ a(r) ||g1 − g2|| ,∫
U
||F (r, u, g1)− F (r, u, g2)||
2
L2(Hqr,u ,G)
µ(du) ≤ b(r)2 ||g1 − g2||
2 .
Remark 5.3. Suppose that the coefficient F is of the form F : R+ × U × G → L2(H,G). In
such a case and by using Proposition 4.15 the reader can check that the growth and Lipschitz
conditions in Assumption 5.2(2) are implied by the following standard growth and Lipschitz
conditions: ∫
U
||F (r, u, g)||L2(H,G) µ(du) ≤ b(r)(1 + ||g||),∫
U
||F (r, u, g1)− F (r, u, g2)||L2(H,G) µ(du) ≤ b(r) ||g1 − g2|| .
The following result is the main existence and uniqueness result:
Theorem 5.4. Assume that ξ is square integrable. Then, there exist a unique (up to modifica-
tions) G-valued predictable process X = (Xt : t ≥ 0) that is a mild solution to (5.1) satisfying
sup
t∈[0,T ]
E ||Xt||
2
<∞ for each T > 0.
Proof. It is sufficient to show that the result holds on the bounded interval [0, T ] for any given
T > 0. Let ΥT denotes the Banach space of all (equivalence classes) of G-valued predictable
processes X = (Xt : t ∈ [0, T ]) such that
||X ||T :=
(
sup
t∈[0,T ]
E ||Xt||
2
)1/2
<∞.
Define the operator K : ΥT → ΥT as K(X) = K0(X) +K1(X) +K2(X), where
K0(X) = S(t)ξ
K1(X) =
∫ t
0
S(t− r)B(r,Xr)dr
K2(X) =
∫ t
0
∫
U
S(t− r)F (r, u,Xr)M(dr, du).
We will check that K is well-defined. To do this, let X ∈ ΥT . First, recall that since S(t) is
a C0-semigroup, there exists α > 0, N ≥ 1 such that ||S(t)g|| ≤ Neαt ||g||, ∀t ≥ 0, g ∈ G (see
e.g. [17]). The strong continuity of the C0-semigroup shows that K0(X) is (Ft)-adapted and
continuous, hence has a predictable version. Moreover,
sup
t∈[0,T ]
E ||K0(X)t||
2 ≤ N2e2αTE ||ξ||2 <∞.
For K1(X), observe that from the growth condition in Assumption 5.2(1), it is easy to verify
that
sup
t∈[0,T ]
E ||K1(X)||
2 ≤ 2N2e2αT
(∫ T
0
a(r)dr
)2(
1 + sup
t∈[0,T ]
E ||Xt||
2
)
<∞. (5.3)
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Then, the Bochner integral in K1(X) is P-a.e. well defined for each t ∈ [0, T ]. Moreover,
similar arguments to those in the proof of Lemma 6.2.9 in [15] shows that this process is
continuous. Since it is clearly (Ft)-adapted, it has a predictable version. Then, by (5.3) we
have K1(X) ∈ ΥT .
For K2(X), we need to show that for any given t ∈ [0, T ] we have(
1[0,t] (r)S(t− r)F (r, u,Xr(ω)) : r ∈ [0, T ], ω ∈ Ω, u ∈ U
)
∈ Λ2(M, t).
In effect, it is clear that S(t− r)F (r, u,Xr(ω)) ∈ L2(Hqr,u , G) for each r ∈ [0, T ], ω ∈ Ω, u ∈ U .
Now, from the strong continuity of the dual semigroup (S(t)∗ : t ≥ 0), the predictability of X
and the qr,u-measurability of F , we have that the map
(r, ω, u) 7→ qr,u(F (r, u,Xr(ω))
∗S(t− r)∗g, iqr,uh),
is PT⊗B(U)/B(R+)-measurable for each h ∈ H , g ∈ G. Furthermore, from the growth condition
Assumption 5.2(2) we have
E
∫ t
0
∫
U
||S(t− r)F (r, u,Xr)||
2
L2(Hqr,u ,G)
µ(du)dr (5.4)
≤ 2N2e2αt
(∫ T
0
b(r)2dr
)(
1 + sup
t∈[0,T ]
E ||Xt||
2
)
<∞.
Hence, the stochastic integral defining K2(X) is well-defined. It is by construction (Ft)-adapted
and using similar arguments to those in the proof of Theorem 6.14 in [9] we can show it is
mean-square continuous, hence it has a predictable version (see [8], Proposition 3.6, p.76).
Furthermore, by the Itoˆ isometry and (5.4) we have K2(X) ∈ ΥT . Therefore, the operator K is
well-defined.
Now, it is simple to check that
||X ||T,β :=
(
sup
t∈[0,T ]
e−βtE ||Xt||
2
)1/2
,
defines an equivalent norm on ΥT for each β > 0. Hence, following the proof of Theorem 9.29
in [18], to show existence and uniqueness of a mild solution to (5.1), it is enough to show that
K is a contraction under the norm ||·||T,β for a suitable β. Then, the result will be a direct
consequence of Banach’s fixed point theorem.
In effect, letX,Y ∈ ΥT . Then, by the Lipschitz condition in Assumption 5.2(1) and following
similar calculations to those in the proof of Theorem 9.29 in [18], we have
||K1(X)−K1(Y )||
2
T,β ≤ N
2e2αT
(∫ T
0
a(r)dr
)(∫ T
0
a(r)e−βrdr
)
||X − Y ||2T,β .
On the other hand, by the Lipschitz condition in Assumption 5.2(2), the Itoˆ isometry, and again
following similar calculations to those in the proof of Theorem 9.29 in [18], we have
||K2(X)−K2(Y )||
2
T,β ≤ N
2e2αT
(∫ T
0
b(r)2e−βrdr
)
||X − Y ||2T,β .
Hence, from the two estimates above, we have
||K(X)−K(Y )||T,β ≤ CT,β ||X − Y ||T,β ,
with
C2T,β = 2N
2e2αT
[(∫ T
0
b(r)2e−βrdr
)
+
∫ T
0
b(r)2e−βrdr
]
.
Taking β sufficiently large such that CT,β < 1, we obtain that K is a ||·||T,β-contraction. Hence,
by the arguments given above this shows the existence and uniqueness of a mild solution to
(5.1) satisfying supt∈[0,T ] E ||Xt||
2 <∞. 
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We finalize this section by briefly discussing the existence of a weak solution to (5.1).
A predictable G-valued process (Xt : t ≥ 0) is called a weak solution to (5.1) if ∀t ≥ 0 and
g ∈ Dom(A∗), P-a.e.
〈Xt , g〉 = 〈ξ , g〉+
∫ t
0
〈Xr , A
∗g〉+ 〈B(r,Xr) , g〉 dr +
∫ t
0
∫
U
〈F (r, u,Xr) , g〉M(dr, du), (5.5)
where in the right-hand side in (5.5) the first integral is defined pathwise as a Lebesgue integral
and the second integral as a stochastic integral, provided both of them are well-defined.
In the following result we provide sufficient conditions for the equivalence of weak and mild
solutions.
Theorem 5.5. Let X = (Xt : t ≥ 0) be a G-valued predictable process and assume that for each
T > 0, we have for X, B and F that:
(1) E
∫ T
0
||Xr|| dr <∞.
(2) E
∫ T
0
||B(r,Xr)|| dr <∞.
(3) E
∫ T
0
∫
U
||F (r, u,Xr)||
2
L2(Hqr,u ,G)
µ(du)dr <∞.
Then, X is a weak solution to (5.1) if and only if X is a mild solution to (5.1).
A proof for Theorem 5.5 can be carried out following very closely the arguments used in the
proof of Theorem 6.9 in [9] (there in the context of the dual of a nuclear space) by using the
stochastic Fubini theorem (Theorem 4.25). For these reasons we decided not to include a proof
here.
Now, observe that if X = (Xt : t ≥ 0) is the unique mild solution of Theorem 5.4 to (5.1),
then since supt∈[0,T ] E ||Xt||
2
<∞ and the growth conditions on B and F imply the conditions
in Theorem 5.5, then it follows that X is also a weak solution to (5.1). We state it formally for
further references:
Corollary 5.6. The unique mild solution X = (Xt : t ≥ 0) of Theorem 5.4 to (5.1) is also a
weak solution to (5.1).
5.2 Stochastic Partial Differential Equations Driven by Le´vy Noise
In this section we show that our theory of stochastic integration and Theorem 5.4 can be used
to show existence and uniqueness of solutions to some classes of stochastic partial differential
equations driven by a H-valued Le´vy process L = (Lt : t ≥ 0) where the coefficients depends
not only on the solution but also depends on the time and the jump-space variables. It is worth
to stress that no finite moments assumptions on L will be required.
To set up our problem, assume that L has the Le´vy-Itoˆ decomposition (3.2). In such a case,
we can formulate a general stochastic partial differential equation driven by L as follows:
dXt = (AXt +B(t,Xt))dt+ F (t, 0, Xt)dWt
+
∫
||h||<1
F (t, h,Xt)N˜(dt, dh) +
∫
||h||≥1
F (t, h,Xt)N(dt, dh), (5.6)
for all t ≥ 0 with initial condition X0 = ξ. We assume ξ, A, (S(t) : t ≥ 0), B and F satisfy
Assumptions 5.1 (1)-(4) for U = H , µ = ν where ν is the Le´vy measure of L, λ is the Lebesgue
measure on R+, and with the family of continuous Hilbertian semi-norms (qr,u : r ∈ R+, u ∈ H)
defined in (3.5). Furthermore, we assume that B and F satisfy Assumption 5.2. Observe that
from the particular definition of the seminorms (qr,u), the growth condition for F now takes the
form: ∣∣∣∣∣∣F (r, ω, 0, g) ◦Q1/2∣∣∣∣∣∣2
L2(H,G)
+
∫
H
||F (r, ω, h, g)h||2 ν(du) ≤ b(r)2(1 + ||g||)2, (5.7)
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and the Lipschitz condition is given by:∣∣∣∣∣∣(F (r, ω, 0, g1)− F (r, ω, 0, g2)) ◦Q1/2∣∣∣∣∣∣2
L2(H,G)
+
∫
H
||(F (r, ω, h, g1)− F (r, ω, h, g2))h||
2 ν(du) ≤ b(r)2 ||g1 − g2||
2 . (5.8)
Now, we will define a solution to (5.6) by introducing a sequence of stopping times that trans-
forms the equation (5.6) into a system of equations of the form (5.1) which can solved using
Theorem 5.4. This procedure is a modification of the one used by Peszat and Zabczyk in Section
9.7 in [18]. However, our procedure will differ in that it uses the family of Le´vy martingale-
valued measures in Example 3.2 and the linearity of the stochastic integral on its integrators
given in Proposition 4.23.
For each n ∈ N, let Un = {h ∈ H : ||h|| < n}. Following Section 9.7 in [18], define a sequence
of stopping times by
τn(ω) := inf{t ≥ 0 : ∆Lt(ω) /∈ Un}, ∀ω ∈ Ω. (5.9)
Since H =
⋃
n∈N Un, it follows that τn →∞ as n→∞.
Let R = A∪{0}, where A denotes the collection of all A ∈ B(H \ {0}) such that 0 /∈ A. For
every n ∈ N, let Mn = (Mn(t, A) : r ≥ 0, A ∈ R) be the Le´vy martingale-valued measure given
by
Mn(t, A) =Wtδ0(A) +
∫
Un∩(A\{0})
hN˜(t, dh), for t ≥ 0, A ∈ R. (5.10)
Observe that Mn is well-defined (see Example 3.2) since∫
Un
||h||2 ν(du) ≤
∫
||h||<1
||h||2 ν(dh) + n2ν({h : ||h|| ≥ 1}) <∞.
Define Bn by
Bn(t, ω, g) = B(t, ω, g) +
∫
Un\U1
F (r, ω, h, g)h ν(dh).
The integral with respect to ν is well-defined as can be seen directly from (5.7). Moreover, one
can easily check that Bn also satisfies the growth and Lipschitz conditions. Therefore, Theorem
5.4 and Corollary 5.6 show that for every n ∈ N the following abstract Cauchy problem{
dX
(n)
t = (AX
(n)
t +Bn(t,X
(n)
t ))dt+
∫
Un
F (t, u,X
(n)
t )Mn(dt, du), for t ≥ 0,
X
(n)
0 = ξ.
(5.11)
has a unique predictable solution X(n) such that for each T > 0, supt∈[0,T ] E
∣∣∣∣∣∣X(n)t ∣∣∣∣∣∣2 <∞.
Theorem 5.7. For every t ∈ [0, T ] and all m ≤ n, X
(n)
t = X
(m)
t P-a.e. on {t ≤ τm}.
Moreover, the H-valued predictable process X defined by Xt = X
(m)
t for t ≤ τm is a mild and a
weak solution to (5.6).
Proof. Our proof follows closely the proof of Theorem 7.1 in [9]. For that reason we only
provide the main arguments.
Let t ∈ [0, T ]. For m ≤ n, the properties of the Poisson integrals shows that Mn −Mm also
a (cylindrical) martingale-valued measure on R+ × R and that is independent of Mn. Hence,
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because X(n) and X(m) are mild solutions to (5.11) and from Proposition 4.23, we have P-a.e.
X
(n)
t −X
(m)
t =
∫ t
0
S(t− r)(B(r,X(n)r )−B(r,X
(m)
r ))dr
+
∫ t
0
∫
Un\U1
S(t− r)F (r, h,X(n)r )h ν(dh)dr
−
∫ t
0
∫
Um\U1
S(t− r)F (r, h,X(m)r )h ν(dh)dr
+
∫ t
0
∫
H
S(t− r)(F (r, h,X(n)r )− F (r, h,X
(m)
r ))Mm(dr, dh)
+
∫ t
0
∫
H
S(t− r)F (r, h,X(n)r ) (Mn −Mm)(dr, dh)
Now, it follows from (5.10) that on the set {t ≤ τm} we have
Mn(r, A)(f)−Mm(r, A)(f) = −r
∫
(Un\U1)∩(A\{0})
〈f , h〉 ν(dh)+r
∫
(Um\U1)∩(A\{0})
〈f , h〉 ν(dh).
Therefore,
(X
(n)
t −X
(m)
t )1{t≤τm} =
∫ t
0
S(t− r)(B(r,X(n)r )−B(r,X
(m)
r ))dr1{t≤τm}
+
∫ t
0
∫
Um\U1
S(t− r)(F (r, h,X(n)r )− F (r, h,X
(m)
r ))h ν(dh)dr1{t≤τm}
+
∫ t
0
∫
H
S(t− r)(F (r, h,X(n)r )− F (r, h,X
(m)
r ))Mm(dr, dh)1{t≤τm}.
Then, (3.5), Itoˆ isometry (4.11) and the Lipschitz conditions on B and F yields:
Y (t) ≤ 3N2e2αt
∫ t
0
(a(r)2 + 2b(r)2)Y (r)dr,
where Y (t) = E
(∣∣∣∣∣∣X(n)t −X(m)t ∣∣∣∣∣∣2 1{t≤τm}). Observe that supt∈[0,T ] Y (t) < ∞. Hence, from
Gronwall’s inequality if follows that Y (t) = 0. Then, we conclude that X
(n)
t = X
(m)
t P-a.e. on
{t ≤ τm}. Finally, because X(n) is by definition a mild and a weak solution to (5.6) on {t ≤ τm},
then X is also a mild and a weak solution to (5.6). 
Remark 5.8. In [18], Section 9.7, the authors consider stochastic partial differential equations
of the form
dXt = (AXt +B(Xt))dt+ F (Xt)dMt +G(Xt)dPt,
where M and P are respectively the martingale-part and the compound Poisson process part
of the Le´vy-Itoˆ decomposition of a Le´vy process in H. There, the authors were able to prove
existence and uniqueness for coefficients which does not necessarily take values in the space of
Hilbert-Schmidt operators by utilizing growth and Lipschitz conditions that consider the smooth-
ing property of the C0-semigroup. Observe that in our growth and Lipschitz conditions (5.7) and
(5.8) we are not considering such a smoothing effect. This difference arises because in (5.6) our
coefficients depends also on the time and jump-space variable. In that sense, we believe that the
result in our Theorem 5.7 can serve as a complement to the theory developed in [18].
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