Let X be the space of all infinite 0, 1-sequences and E be the tail equivalence relation on X. In this paper we introduce a dense subgroup S(2 ∞ ) of the full group [E] and describe all indecomposable characters on S(2 ∞ ). As result we obtain a description of indecomposable characters on [E].
Introduction
Let X = ∞ 1 {0, 1} be the space of all infinite 0, 1-sequences with the product topology and E be the tail equivalence relation on X: xEy ⇔ there exists N ∈ N, such that x i = y i for all i > N.
The equivalence relation E is hyperfinite, since it can be generated by a single automorphism called the odometer. By definition, the full group of the equivalence relation E is the group [E] of all Borel automorphisms S of X, such that xES(x) for all x ∈ X. Let μ = ν ⊗∞ be the standard product measure on X, where ν({0}) = ν({1}) = 1/2. The group [E] preserves the measure μ and is ergodic with respect to μ. The group [E] is a topological group with the uniform topology, given by the norm S 1 − S 2 = μ({x: S 1 x = S 2 x}). Dye proved that all ergodic, hyperfinite E-mail address: artem.dudko@utoronto.ca. equivalence relations are isomorphic. In particular, their full groups are isomorphic. Thus, the group [E] is in some sense a fundamental object. For basic definitions and properties related to the odometer, equivalence relations and full groups we refer the reader to [2] and [6] . In this paper we obtain a description of all indecomposable characters on [E] .
Let X n be the set of all 0, 1-sequences of length n. Denote by S(2 n ) the group of all permutations on X n . Elements of S(2 n ) are arbitrary bijections X n → X n . The group S(2 n ) acts naturally on X: s ∈ S 2 n : X → X, s (x, a) = s(x), a for any x ∈ X n , a ∈ X.
Denote S(2 ∞ ) = n∈N S (2 n The group S(2 ∞ ) is an inductive limit of finite symmetric groups S(2 n ). The inductive limit of the groups S(n) for standard inclusions S(n) → S(n + 1) is the infinite symmetric group S(∞). Indecomposable characters on S(∞) were described by E. Thoma in [7] . In [8] and [9] A. Vershik and S. Kerov developed the asymptotic theory of characters on S(∞). In [5] and [4] G. Olshanski developed the semigroup approach to representations of groups, connected to S(∞). Using the semigroup approach, A. Okounkov found a new proof of Thoma's result (see [3] ). In this paper we use the approach of Olshanski and Okounkov.
Another inductive limit of finite symmetric groups, to which S(2 ∞ ) is closely related, is the group R of rational rearrangements of the segment (see [1] ). The group S(2 ∞ ) can be viewed as the subgroup of R, consisting of 2-adic rearrangements of the segment (transpositions of halfintervals with the endpoints of the form p/2 q , q ∈ N, p = 0, 1, . . . , 2 q ). In [1] E. Goryachko studied K 0 -functor and characters of the group R. Note, the conjecture formulated at the end of the paper [1] together with Theorem 4 from the present paper imply that the description of indecomposable characters on S(2 ∞ ) is identic to the description of indecomposable characters on R. Now we remind some definitions from the representation theory.
Definition 1.
A character on a group G is a function χ : G → C, satisfying the following properties:
2) the matrix {χ(g i g −1 j )} n i,j =1 is nonnegative definite for any n and g 1 , . . . , g n ∈ G; 3) χ(e) = 1.
A character χ is called indecomposable, if it can't be represented in the form χ = αχ 1 + (1 − α)χ 2 , where 0 < α < 1 and χ 1 , χ 2 are distinct characters.
For a unitary representation π of a group G denote by M π the W * -algebra, generated by the operators of the representation π . By definition, the commutant S of a set S of operators in a Hilbert space H is the algebra S = {A ∈ B(H): AB = BA for any B ∈ S}.
The indecomposable characters on a group G are in one-to-one correspondence with the finite type factor representations of G. Namely, starting with an indecomposable character χ on G one can construct a triple (π χ , H χ , ξ χ ), called the Gelfand-Naimark-Siegal (shortly GNS) construction. Here π χ is a finite type factor representation, acting in the space H χ , and ξ χ is a unit vector in H χ , such that χ(g) = (π χ (g)ξ χ , ξ χ ) for any g ∈ G. Note that the vector ξ χ is cyclic and separating for the algebra M π χ .
For n ∈ N denote the inclusion i n : S(2 ∞ ) → S(2 ∞ ) as follows:
The following property is known as multiplicativity.
The proof of Proposition 3 is standard (see, for instance, [3] ). We present it for the reader's convenience.
Proof of Proposition 3.
Let χ be a character on S(2 ∞ ). Denote by (π, H, ξ) the GNSconstruction corresponding to χ . 1) Assume that χ is indecomposable. Let us prove that χ satisfies (2) . Introduce the following elements
m ). Let A be a limit point of this sequence in the weak operator topology:
where m i is an increasing sequence of positive integers. Then A ∈ M π . On the other hand for any l and any m > min{l, M}
It follows that A belongs to the commutant M π of the algebra M π . Thus, A lies in the center of M π . Since M π is a factor, A = cId for some c ∈ C. By the property 1) of a character (see Definition 1), one has
Notice that ω (n) m i commute with s 1 . Further, for any i
In the limit we obtain
2) Assume that property (2) holds. Let us prove that χ is indecomposable. Assume that this is not true. Then the center of the algebra M π contains two nonzero orthogonal projectors P , Q such that
By von Neumann Theorem on Bicommutant for any ε > 0 there exist k ∈ N, elements
There exists m ∈ N such that s 1 , . . . , s k , g 1 , . . . , g k ∈ S(2 m ). Using the property 1) of a character (see Definition 1) we obtain
Denote
From (2) and (3) we obtain:
By (4) and (5) this implies that
Since ε > 0 is arbitrary and P , Q are nonzero orthogonal projectors, we obtain a contradiction, which finishes the proof. 2
The main result of this paper is the following proposition:
Theorem 4. A function χ on S(2 ∞ ) is an indecomposable character, if and only if there exists
In the last theorem we assume 0 0 = 1, x ∞ = 0 for any x ∈ [0, 1) and 1 ∞ = 1. Note that α = 0 and ∞ correspond to the trivial and the regular characters.
Corollary 5. A function χ on [E] is an indecomposable character, if and only if there exists
α ∈ Z + ∪ {∞}, such that χ(f ) = μ(Fix(f )) α for any f ∈ [E].
Construction of representations
In this section we give a construction of II 1 factor-representations of [E] . Denote
For a, b ∈ X n introduce a cylinder set
Introduce the measure γ on Y by the formula
Denote the unitary representation
Put ξ(x, y) = δ x,y and χ(s)
. It follows that χ is a character. By Proposition 3, χ is an indecomposable character on S(2 ∞ ). It follows that χ is an indecomposable character on [E]. Moreover, for any k ∈ N, considering the triple (π ⊗k , H ⊗k , ξ ⊗k ), we get that χ k is an indecomposable character.
System of orthogonal projections
Let χ be an indecomposable character on the group S(2 ∞ ). Denote by (π, H, ξ) the corresponding GNS-construction. In this section we find a system of orthogonal projections in the algebra M π , satisfying remarkable properties.
First we describe the conjugacy classes in S(2 ∞ ). Let g 1 , g 2 ∈ S(2 ∞ ). Then there exists n, such that g 1 , g 2 ∈ S(2 n ). The elements g 1 and g 2 are conjugate in S(2 ∞ ), if and only if g 1 and g 2 are conjugate in S(2 n ). Remind that conjugacy classes in finite symmetric groups are parameterized by partitions, made from the lengths of the cycles.
For subsets A ⊂ X n , B ⊂ X denote
Recall that a subset A ⊂ X is called cylinder, if A = C × X for some k ∈ N and C ⊂ X k . Let A be a cylinder set and m > k. Denote s A m ∈ S(2 ∞ ) as follows:
Note that s A m affects only m-th coordinate of an element of X. In the limit when m 1 goes to infinity we get:
Similarly, taking a limit when m 2 goes to infinity, then when m 3 goes to infinity, we obtain
From the other hand, by the Cauchy-Schwartz inequality,
The equality means that P A ξ = c(P A ) 2 ξ for some constant c. Since ξ is separating, the latter means that P A = c(P A ) 2 . From (13) we get that P A = (P A ) 2 , which finishes the proof. 2
Recall that the unique normalized trace on the algebra M π is given by the formula: tr(T ) = (T ξ, ξ ).
Proposition 7.
For any cylinder sets A, B ⊂ X and C ⊂ X n , D ⊂ X m , n, m ∈ N, the following are true:
) tr(P C×D×X ) = tr(P C×X )tr(P D×X ); 4) if μ(A) μ(B), then tr(P A ) tr(P B ).
In the item 3) by C × D × X we mean the set of sequences of the form Taking consequently limits when m 1 , m 2 and m 3 go to infinity, we get
On the other hand, by the Cauchy-Schwartz inequality, centrality of tr and Lemma 6,
By (14), the equality holds. Therefore, as in the proof that P A is an orthogonal projection, we get that P A P B = P A∩B .
3) This property follows from the multiplicativity of χ (see Proposition 3 
To finish the proof, we note that by centrality of χ , χ(s C×X n+1 ) = tr(P C×X ) and χ(s
4) By the property 1), without loss of generality we may assume that A ⊂ B. By the property 2), P A P B . Therefore, tr(P A ) tr(P B ). 2
Corollary 8. There exists α ∈ R + ∪ {∞}, such that for any cylinder subset A ⊂ X one has tr(P
Proof. We split the proof into three cases, according to the possible values of α (0, ∞ or a positive number).
1. First assume, there exists C ⊂ X n , C = X n , such that tr(P C×X ) = 1. Then for any m and any
. By Proposition 7, tr(P D×X ) tr(P C k ×X ) = 1. Therefore, tr(P D×X ) = 1. Now we only need to check that tr(P ∅ ) = 1. Since ξ is separating for M π , it follows that P A = Id for any cylinder subset A = ∅. By the property 2) from Proposition 7, P ∅ = Id. Thus, in this case the corollary holds for α = 0.
2. Now assume that there exists C ⊂ X n , C = ∅, such that tr(P C×X ) = 0. Using the same ideas, as in the case 1, one can prove that for any cylinder subset B ⊂ X, B = X, one has tr(P B ) = 0. Since P X = Id, tr(P X ) = 1. In this case the corollary holds for α = ∞.
3. Now assume that 0 < tr(P A ) < 1 for any cylinder subset A ⊂ X, such that A = X and A = ∅. It follows from the property 4) of the previous proposition that tr(P A ) depends only on the measure of A. Therefore, there is a function ϕ from the set D = { p 2 q : p, q ∈ N, p < 2 q } of dyadic numbers to the set of positive numbers, such that
By the properties 3), 4) from Proposition 7, ϕ is a monotone multiplicative homomorphism. We claim that there exists 0
The proof is standard. For the reader's convenience we present it here. By multiplicativity and monotonicity of ϕ we obtain:
It follows that
When m goes to infinity we get log ϕ(a) log ϕ(b) = log a log b .
log a is independent of a ∈ D, which finishes the proof. 2
The proof of the classification theorems Proposition 9. Let A ⊂ X be a cylinder subset and s
Proof. There exists n, such that A = C × X for some C ⊂ X n and s ∈ S(2 n ). Assume first that s contains only cycles of length 1 and 2. Than the permutations ss A m and s A m are conjugate for large m. Therefore, (π(s)P A ξ, ξ ) = (P A ξ, ξ ) = P A ξ 2 . Using the Cauchy-Schwartz inequality, we get
Since the equality holds, π(s)P A ξ = P A ξ . Since ξ is separating, π(s)P A = P A . Now notice that permutations s ∈ S(2 n ), such that A ⊂ Fix(s) and s has only cycles of length 1 and 2, generate all permutations w ∈ S(2 n ), such that A ⊂ Fix(w). This finishes the proof. 
Proof. Denote A = Fix(s).
Then for large m the elements s and ss A m are conjugate. Therefore, using Proposition 9 and Corollary 8, we get 
Note that by the same reasons η i = 1 − tr(P A ) = η for any i. Therefore, one has:
Since k is arbitrary, the last inequality means (η, ξ ) = 0. It follows that χ(s) = tr(
Proof. Note first that χ α is indecomposable by Proposition 3. Let (π α , H α , ξ α ) be the GNSconstruction, corresponding to χ α . Let n ∈ N. Following Okounkov [3] , consider the orthogonal projection
where σ (s) is the sign of the permutation s. One has:
Calculate the last sum. Denote Σ k = E k σ (s), where E k is the set of permutations s ∈ S(k), such that s(j ) = j for 1 j k. We prove by induction that 
One has:
For any j there are m j subsets A of cardinality m − j , each of which makes contribution
From (23)- (25) for m = 2 n one gets:
Let us prove the following formula:
where S(k, m) are the Stirling numbers of the second type:
Notice that for α = k ∈ N by (26) one has:
Remind that S(k, m) = 0 for k < m and S(k, m) > 0 for k m. Further, using the binomial rule, we get:
Using change r = m − j , we get: 
