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1. INTRODUCTION
In Engineering Sciences, motivations to study delay dif-
ference equations in continuous time come from sampled-
data systems, neutral time-delay systems (see Kharitonov
(2013), Hale and Verduyn Lunel (1993), and Fridman
(2001)), difference equations with distributed delays (see
the examples in Melchor-Aguilar (2013)), conservation
laws modeled by first order hyperbolic partial differential
equations in which a transport phenomenon occurs, Hale
and Verduyn Lunel (1993), and other classes of linear
systems with distributed parameters, which have been
shown in Damak (2015) to admit a representation in the
form of difference equations in continuous time.
In the past decade (see Kharitonov and Zhabko (2003),
Kharitonov (2013) and the reference therein), the ap-
proach of Lyapunov-Krasovskii functionals with pre-
scribed derivative, defined by the so-called delay Lya-
punov matrix, has shown its efficacy in a wide range of
applications for retarded, neutral and distributed delays
differential systems. Its extension to difference equations
in continuous time is a promising topic of investigation.
The purpose of this contribution is twofold. First, to set
basic concepts and definitions of the Lyapunov-Krasovskii
approach aiming at this extension, in particular the def-
inition of the delay Lyapunov matrix for delay difference
equations. Second, to provide a method for its construc-
tion, a step that is indeed essential in applications of the
theory.
The paper is organized as follows: we introduce in Section
II the class of difference equations under study and its
fundamental matrix. In section III, we define the Lya-
punov matrix U(τ), and we prove some of its properties,
as well as some properties of the jump discontinuities of
its derivative. In section IV, these properties allow us to
present the analytic construction of the Lyapunov matrix
and of its derivative in the case of single and multiple com-
mensurate delays, and to propose an approximation in the
? Project CONACYT 180725
non commensurate case. Some illustrative examples are
given for each case. The paper ends with some concluding
remarks.
Notations. The transpose of a matrix P is denoted by
PT , while the smallest and the largest eigenvalues of
a symmetric matrix P are denoted by λmin(P ) and
λmax(P ), respectively. The standard notation P  0
(P  0) means that P is a symmetric positive definite
matrix (semidefinite matrix). The space of piecewise right-
continuous and bounded functions defined on [−hm, 0) is
PC([−hm, 0),Rn). This space is endowed with the norm
‖ϕ‖h = sup−hm≤θ<0‖ϕ(θ)‖ or with the L2 norm ‖ϕ‖2L2 =∫ 0
−hm‖ϕ(θ)‖2dθ, where ‖ϕ(θ)‖ stands for the Euclidean
norm. The solution at time t of the system with initial
condition ϕ is denoted by x(t, ϕ), and xt(ϕ) = {x(t +
θ, ϕ) | θ ∈ [−hm, 0)}. If it is clear from the context, the
dependency with respect to ϕ may be dropped.
2. PRELIMINARIES
Consider continuous-time difference equations of the form
x(t) =
m∑
j=1
Ajx(t− hj), t ≥ 0 (1)
where A1, . . . , Am are constant real n × n matrices, and
0 = h0 < h1 · · · < hm = H are the delays. For any
piecewise right-continuous and bounded initial function
ϕ ∈ PC([−hm, 0),Rn), there exists, for all t ≥ 0, a unique
piecewise right-continuous and bounded solution x(t, ϕ)
of (1), also referred to as the response of (1). The Cauchy
formula for the solutions of system (1) is introduced next.
Theorem 1. For any initial function ϕ ∈ PC([−hm, 0),Rn),
the response of system (1) for t ≥ 0 is given by
x(t, ϕ) =
m∑
j=1
∫ 0
−hj
d
dt
K(t− θ − hj)Ajϕ(θ)dθ (2)
where the n× n matrix function K(t) satisfies
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K(t) =
m∑
j=1
K(t− hj)Aj , t ≥ 0 (3)
with the initial condition
K(θ) = K0 :=
 m∑
j=1
Aj − I
−1 , θ ∈ [−hm, 0), (4)
assuming det
(
I −∑mj=1Aje−λhj) 6= 0 for λ = 0.
Proof. Let us consider the following identity:∫ t
0
K(t− θ)x(θ)dθ =
∫ t
0
K(t− θ)x(θ)dθ. (5)
Using (3) on the left-hand side (l.h.s.) of (5) and (1) on the
right-hand side (r.h.s.), gives after some manipulations
m∑
j=1
∫ t
t−hj
K(t− θ − hj)Ajx(θ)dθ =
=
m∑
j=1
∫ 0
−hj
K(t− θ − hj)Ajx(θ)dθ.
For θ ∈ (t−hj , t], the expression t−θ−hj ∈ [−hj , 0), hence
K(t−θ−hj) = K0. Moreover, x(θ) = ϕ(θ) on θ ∈ [−hj , 0).
Thus, the preceding equation can be rewritten as
m∑
j=1
K0Aj
∫ t
t−hj
x(θ)dθ =
m∑
j=1
∫ 0
−hj
K(t− θ− hj)Ajϕ(θ)dθ.
(6)
Taking the first derivative with respect to t on both sides
of (6) we obtain
K0
m∑
j=1
Aj (x(t)− x(t− hj)) =
=
m∑
j=1
d
dt
∫ 0
−hj
K(t− θ − hj)Ajϕ(θ)dθ.
We arrive at the desired result by applying the definition
of K0 in (4) on the l.h.s. of the preceding equation, and
because of the fact that the solution is right-continuous.
Corollary 1. Matrix K(t) satisfies also the equation
K(t) =
m∑
j=1
AjK(t− hj), t ≥ 0, (7)
with the same initial condition (4).
Proof. We introduce the matrix Q(t), unique solution of
Q(t) =
m∑
j=1
AjQ(t− hj), t ≥ 0 (8)
Q(θ) = K0, θ ∈ [−hm, 0).
Consider the following identity:∫ t
0
K(t− θ)Q(θ)dθ =
∫ t
0
K(t− s)Q(s)ds. (9)
Replacing Q(θ) on the l.h.s. of (9) with (8), and K(t− s)
on the r.h.s. with (3), we have
m∑
j=1
∫ t
0
K(t− θ)AjQ(θ − hj)dθ =
=
m∑
j=1
∫ t
0
K(t− s− hj)AjQ(s)ds.
The change of variable s = θ−hj on the l.h.s. and algebraic
manipulations yield
m∑
j=1
∫ 0
−hj
K(t− s− hj)AjQ(s)ds =
=
m∑
j=1
∫ t
t−hj
K(t− s− hj)AjQ(s)ds.
Notice that for s ∈ (t− hj , t], K(t− s− hj) = K0, and for
s ∈ [−hj , 0), Q(s) = K0. Then, we arrive at
∑
j=1
∫ t
t−hj
K(θ)dθAjK0 = K0
m∑
j=1
Aj
∫ t
t−hj
Q(s)ds.
Taking the time derivative on both sides, we obtain
m∑
j=1
(K(t)−K(t− hj))AjK0 =
= K0
m∑
j=1
Aj (Q(t)−Q(t− hj))
The dynamic equations of K(t) and Q(t), and the defini-
tion of K0 imply (7).
Matrix K(t) is known as the fundamental matrix of system
(1) in reference to the fundamental matrix defined in
Cooke and Krumme (1968).
Equation (7) implies that each column of K(t) is solution
of (1), therefore if the system is exponentially stable, i.e.
there exist σ > 0 and γ ≥ 0 such that
‖x(t, ϕ)‖ ≤ γ‖ϕ‖he−σt,
the matrix K(t) also satisfies the inequality
‖K(t)‖ ≤ γ‖K0‖e−σt, t ≥ 0. (10)
3. LYAPUNOV MATRIX AND ITS PROPERTIES
In this section, we introduce the definition for the Lya-
punov delay matrix. We show that it is well defined, and
we prove some of it properties.
Lemma 2. Let (1) be exponentially stable, then for every
n× n symmetric, positive definite matrix W , the matrix
U(τ) =
∫ ∞
0
(K(t)−K0)T WK(t+ τ)dt (11)
is well defined for all τ ≥ −H.
Proof. It follows directly from (10) that, for t ≥ 0
∥∥(KT (t)−KT0 )WK(t+ τ)∥∥ =
=
∥∥∥(K(t)−K0)T WK(t+ τ)∥∥∥
≤ γ‖KT0 WK0‖
(
γe−σ(2t+τ) + e−σ(t+τ)
)
.
Now, let τ ∈ [τ0,∞); then, the inequality∫ ∞
0
‖(KT (t)−KT0 )WK(t+ τ)‖dt ≤
γ2
2σ
‖KT0 WK0‖e−στ0
×
(
1 +
2
γ
)
,
proves the statement.
In analogy with the delay-free case, and other cases of
delay systems reported in the literature, the real valued
matrix function U(·) is called the Lyapunov matrix of (1).
We now present some useful properties of U(τ).
Lemma 3. Let system (1) be exponentially stable. We
define the n× n antisymmetric matrix
P ,
∫ ∞
0
KT (τ)WK0dτ −
∫ ∞
0
KT0 WK(τ)dτ (12)
with K0 defined in (4). Then, the Lyapunov matrix (11)
associated to the symmetric positive definite matrix W
satisfies the Symmetry property:
U(−τ) = UT (τ) + P − τKT0 WK0, τ ∈ [−H,H] (13)
and the Dynamic property:
U(τ) =
m∑
j=1
U(τ − hj)Aj , τ ≥ 0. (14)
Proof. Symmetry property. Using the change of variable
ξ = t− τ into (11) yields
U(−τ) =
∫ ∞
−τ
(
KT (ξ + τ)−KT0
)
WK(ξ)dξ
=
∫ ∞
−τ
KT (ξ + τ)W (K(ξ)−K0) dξ
−
∫ ∞
−τ
KT0 WK(ξ)dξ +
∫ ∞
0
KT (ξ)WK0dξ
= UT (τ)−
∫ 0
−τ
KT0 WK(ξ)dξ
+
∫ ∞
0
KT (ξ)WK0dξ −
∫ ∞
0
KT0 WK(ξ)dξ.
Consider the case τ ≥ 0. Since the matrix K(ξ) = K0, for
ξ ∈ [−τ, 0), using the definition of matrix P in (12) we
arrive at equation (13) for τ ∈ [0, H).
Consider now the case τ ∈ [−H, 0), for which the equality
U(τ) = UT (−τ) + P +
∫ τ−0
−0
KT0 WK(ξ)dξ,
is satisfied, and (13) follows by transposition.
Dynamic property. Using (3) into (11) gives
U(τ) =
∫ ∞
0
(
KT (t)−K0
)
W
 m∑
j=1
K(t+ τ − hj)Aj
 dt
=
m∑
j=1
∫ ∞
0
(
KT (t)−K0
)
WK(t+ τ − hj)dtAj .
Using the definition of U(τ), we arrive at (14).
Lemma 4. The matrix P defined in (12) satisfies the
equation
P = KT0
 m∑
j=1
hj
(
WK0Aj −ATj KT0 W
)K0, (15)
Proof. We begin by taking the Laplace transform of
equation (3),
Kˆ(s) =
m∑
j=1
∫ ∞
0
K(t− hj)e−stdtAj
=
m∑
j=1
Kˆ(s)e−shjAj +
m∑
j=1
∫ 0
−hj
K(t)e−s(t+hj)dtAj
=
m∑
j=1
Kˆ(s)e−shjAj +
1
s
K0
m∑
j=1
(
1− e−shj)Aj ,
which is equivalent to
Kˆ(s) =
1
s
K0
m∑
j=1
(
1− e−shj)Aj
I − m∑
j=1
Aje
−shj
−1 .
(16)
Note that
K0
m∑
j=1
Aj = K0
 m∑
j=1
Aj − I + I
 = I +K0.
Using the definition of K0 in (4), we rewrite (16) as
Kˆ(s) =
1
s
I +K0(I − m∑
j=1
e−shjAj)
 (I − m∑
j=1
Aje
−shj )−1,
which yields
Kˆ(s) =
1
s
K0 −
 m∑
j=1
Aje
−shj − I
−1
 .
Now, we define the matrix function
R(t) = −
∫ t
0
KT0 WK(τ)dτ,
which has the following Laplace Transform
Rˆ(s) =
1
s2
KT0 W

 m∑
j=1
Aje
−shj − I
−1 −K0
 .
From the definition of P in (12), and the final value
theorem, we find that
P = lim
s→0
{
sRˆ(s)− sRˆT (s)
}
.
It can be readily verified that
P = lim
s→0
1
s
KT0 W
 m∑
j=1
Aje
−shj − I
−1
− lim
s→0
1
s
 m∑
j=1
ATj e
−shj − I
−1WK0.
The series expansion of the term
(∑m
j=1Aje
−shj − I
)−1
allows to conclude that
lim
s→0
1
s
 m∑
j=1
Aje
−shj − I
−1 =
= lim
s→0
1
s
I + sK0 m∑
j=1
hjAj
K0,
hence,
P = lim
s→0
1
s
KT0 W
I + sK0 m∑
j=1
hjAj
K0
− lim
s→0
1
s
KT0
I + sK0 m∑
j=1
hjAj
T WK0,
and equation (15) follows.
Next, we introduce the matrix function ∆U ′(τ) describing
the jump discontinuities of the derivative of the Lyapunov
matrix. This matrix is defined as
∆U ′(τ) , U ′(τ + 0)− U ′(τ − 0),
and we show its following properties.
Lemma 5. Let system (1) be exponentially stable. The
jump discontinuities of the derivative of the Lyapunov
matrix (11), associated to a positive definite matrix W
satisfy the Symmetry property:
∆U ′(−τ) = [∆U ′(τ)]T , (17)
the Dynamic property:
∆U ′(τ) =

m∑
j=1
∆U ′(τ − hj)Aj , τ > 0,
m∑
j=1
ATj ∆U
′(τ + hj), τ < 0,
(18)
and the Generalized algebraic property:
m∑
i=1
m∑
j=1
ATi ∆U
′(τ + hi − hj)Aj −∆U ′(τ) =W∆K(τ),
τ ≥ 0
(19)
Proof. Symmetry property. From the definition of the
Lyapunov matrix (11) we have,
U ′(τ) =
∫ ∞
0
(K(t)−K0)T WK ′(t+ τ)dt, τ ∈ R,
which is a right-continuous function.
The fundamental matrix K(t) is a constant function ex-
cept at discontinuity points depending on the delays hj ,
j = 1, . . . ,m. Defining the set of discontinuity instants of
K(t) as IK = {tκ}κ∈N, where
tκ , min
p1κ,...,p
m
κ

m∑
j=1
pjκhj | tκ > tκ−1, pjκ ∈ N
 , (20)
we can write U ′(τ) as
U ′(τ) =
∑
κ≥0
∫ tκ−τ+0
tκ−τ−0
(
KT (t)−KT0
)
WK ′(t+ τ)dt,
which yields
U ′(τ) =
∑
κ≥0
(
KT (tκ − τ)−KT0
)
W∆K(tκ), (21)
where
∆K(t) = K(t+ 0)−K(t− 0), t ∈ R. (22)
We obtain for ∆U ′(τ) = U ′(τ + 0)− U ′(τ − 0), τ ∈ R
∆U ′(τ) = −
∑
κ≥0
∆KT (tκ − τ)W∆K(tκ). (23)
From the definition of ∆K(t), we have that at least one
of the terms of the previous sum is not zero only when
tκ−τ ∈ IK for some κ ∈ N0. Otherwise, ∆U ′(τ) = 0. We
define the set of values of τ¯ ∈ [a, b] such that for at least
one κ ∈ N0, tκ − τ¯ ∈ IK as
IU [a,b] = {τ¯}τ¯∈[a,b]. (24)
Defining the variable tq = tκ − τ¯ , and
q(τ¯) =
{
q ∈ N | tq =
{
τ¯ , τ¯ ≥ 0,
0, τ¯ < 0
}
,
we obtain
∆U ′(τ¯) = −
∑
q≥q(−τ¯)
∆KT (tq)W∆K(tq + τ¯).
If τ¯ ≥ 0, then q(−τ¯) = 0 and
∆U ′(τ¯) = −
∑
q≥0
∆KT (tq)W∆K(tq + τ¯), (25)
otherwise, we can write
∆U ′(τ¯) =−
∑
q≥0
∆KT (tq)W∆K(tq + τ¯)
+
∑
0≤q<q(−τ¯)
∆KT (tq)W∆K(tq + τ¯).
As tq + τ¯ < 0, for 0 ≤ q < q(−τ¯); then, ∆K(tq + τ¯) = 0,
and (25) holds.
Given the two definitions of ∆U ′(τ) that we have found in
(23) and (25), it is straightforward to verify that property
(17) is satisfied in the case tq − τ ∈ IK , for at least one
q ∈ N. Otherwise, tq− τ /∈ IK , tq + τ /∈ IK for all q ∈ N,
and ∆U ′(τ) = 0 = (∆U ′(−τ))T .
Dynamic property. From the definition of the fundamental
matrix in (3), we have
K(t) =

m∑
j=1
K(t− hj)Aj , t ≥ 0
K0, t < 0,
therefore, for t > 0, (22) yields
∆K(t) =
m∑
j=1
(K(t+ 0− hj)−K(t− 0− hj))Aj ,
=
m∑
j=1
∆K(t− hj)Aj ,
and for t = 0, ∆K(0) = I. Summarizing these results, we
have
∆K(t) =

m∑
j=1
∆K(t− hj)Aj , t > 0
I, t = 0,
0, t < 0.
(26)
Considering the definition of ∆U ′(τ) in (25) we can write
∆U ′(τ) = −
∑
κ≥0
∆KT (tκ)W∆K(tκ + τ).
In view of the dynamics of ∆K(t) given in (26), it follows
that for τ > 0,
∆U ′(τ) = −
∑
κ≥0
∆KT (tκ)W
m∑
j=1
∆K(tκ + τ − hj)Aj ,
= −
m∑
j=1
∑
κ≥0
∆KT (tκ)W∆K(tκ + τ − hj)Aj ,
=
m∑
j=1
∆U ′(τ − hj)Aj ,
(27)
and (18) is proved for τ > 0. Consider τ < 0, so that
−τ > 0, and ∆U ′(−τ) satisfies equation (27) as follows
∆U ′(−τ) =
m∑
j=1
∆U ′(−τ − hj)Aj , τ < 0,
as the matrix ∆U ′(−τ) satisfies the symmetry property
(17), we can apply it on both sides and obtain
(∆U ′(τ))T =
m∑
j=1
(∆U ′(τ + hj)))
T
Aj , τ < 0.
Transposition proves (18) for τ < 0.
Generalized algebraic property. We will consider both
terms on the l.h.s. of equation (19) separately. For ∆U ′(τ),
τ ≥ 0, defined by equation (25), we can write
∆U ′(τ) =−
∑
κ>0
∆KT (tκ)W∆K(tκ + τ)
−∆KT (0)W∆K(τ).
Using the dynamics of ∆K(t) described in (26), we get
∆U ′(τ) =−
∑
κ>0
m∑
i=1
ATi ∆K
T (tκ − hi)W
×
m∑
j=1
∆K(tκ + τ − hj)Aj −W∆K(τ),
which is equal to
∆U ′(τ) =−
∑
κ>0
m∑
i=1
m∑
j=1
ATi ∆K
T (tκ − hi)W
×∆K(tκ + τ − hj)Aj −W∆K(τ).
(28)
Now, for
∑m
i=1
∑m
j=1A
T
i ∆U
′(τ+hi−hj)Aj , consider again
equation (25)
∆U ′(τ + hi − hj) =−
∑
κ≥0
∆KT (tκ)W
×∆K(tκ + τ + hi − hj),
the change of variable tq = tκ + hi allows us to write this
equation as
∆U ′(τ + hi − hj) = −
∑
q≥q(hi)
∆KT (tq − hi)W
×∆K(tq + τ − hj)
= −
∑
q≥0
∆KT (tq − hi)W
×∆K(tq + τ − hj)
+
∑
0≤q<q(hi)
∆KT (tq − hi)W
×∆K(tq + τ − hj).
The last term is canceled given that tq − hi < 0 for
0 ≤ q < q(hi), and ∆K(θ) = 0 for θ < 0. Finally, we
arrive at
∆U ′(τ + hi − hj) =−
∑
q≥0
∆KT (tq − hi)W
×∆K(tq + τ − hj).
(29)
As a consequence,
m∑
i=1
m∑
j=1
ATi ∆U
′(τ + hi − hj)Aj =
=−
∑
q>0
m∑
i=1
m∑
j=1
ATi ∆K
T (tq − hi)W∆K(tq + τ − hj)Aj
−
m∑
i=1
m∑
j=1
ATi ∆K
T (−hi)W∆K(τ − hj)Aj
.
The last term is equal to zero as ∆K(−hi) = 0, hence
m∑
i=1
m∑
j=1
ATi ∆U
′(τ + hi − hj)Aj =
= −
∑
q>0
m∑
i=1
m∑
j=1
ATi ∆K
T (tq − hi)W∆K(tq + τ − hj)Aj ,
(30)
Subtracting (28) from (30) proves (19).
4. CONSTRUCTION OF THE LYAPUNOV MATRIX
Any application of theoretical results requires an effective
numerical procedure for constructing the matrices U(τ)
and ∆U ′(τ). We present next the construction of matrix
U(τ) that satisfies properties (13)-(14) and whose deriva-
tive’s jump discontinuities satisfy (17)-(19).
4.1 Single-Delay Case
For the difference equation
x(t) = Ax(t−H), t ≥ 0,
x(θ) = ϕ(θ), θ ∈ [−H, 0), (31)
with x(t) ∈ Rn, the fundamental matrix is given by
K(t) = K(t−H)A, t ≥ 0, (32)
with initial condition
K(θ) = K0 = (A− I)−1 , θ ∈ [−H, 0). (33)
For any positive definite matrix W, the Lyapunov matrix
(11) satisfies the properties (13)-(14). We consider the
following equalities, given by the dynamic property (14),
for ξ ∈ [0, H],
U(ξ) =U(ξ −H)A,
UT (H − ξ) =ATUT (ξ).
Applying the symmetry property (13) to the second equa-
tion we have
U(ξ) =U(ξ −H)A, (34)
U(ξ −H) =ATU(ξ)− (K−10 )T P − (ξI +HKT0 )WK0.
(35)
where P defined in (15), is given by
P = HKT0 WK
2
0 −H(K20 )TWK0.
We define the following variables, for ξ ∈ [0, H],
Y (ξ) = U(ξ),
Z(ξ) = U(ξ −H). (36)
By writing (34)-(35) in terms of the variables defined in
(36), the following system of equations is obtained
Y (ξ)− Z(ξ)A = 0
Z(ξ)−ATY (ξ) = − (K−10 )T P − (ξI +HKT0 )WK0.
(37)
The linear system (37) is solved for matrices Y (ξ) and
Z(ξ) by defining the vectors y(ξ) = vec(Y (ξ)) and z(ξ) =
vec(Z(ξ)), and using Kronecker product properties: the
system of equations (37) is rewritten as[
I ⊗ I −AT ⊗ I
−I ⊗AT I ⊗ I
] [
y(ξ)
z(ξ)
]
=
=
[
0n2
−vec((K−10 )T P + (ξI +HKT0 )WK0)
]
.
(38)
This linear system has a unique solution (37) if the matrix
I ⊗ I − AT ⊗ AT is invertible, that is, if none of the
eigenvalues of A lies on the unit circle of the complex plane.
Recalling the definitions in (36), we recover u(ξ) =
vec(U(ξ)), ξ ∈ [0, H], by devectorization of y(ξ).
Example 1. In Fig. 1 we present the construction of U(τ),
τ ∈ [−H,H] associated to a one-dimensional system, for
a given positive definite matrix W = I2, and a given
parameter matrix A =
[−0.9375 1.11844
0.3732 −1.3009
]
.
The entries of the matrix U(τ) appear as follows: U11(τ)
(−−), U12(τ)(−−), U21(τ) (−−), and U22(τ) (−−), in all
the forthcoming figures.
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Fig. 1. Graph of U(τ), for a two-dimensional system of the
form (31).
4.2 Case of Multiple Commensurate Delays
It is clear that the case of commensurate delays can be
reduced to the one delay case, however, it seems important
to address it as a multiple-delay system as a preparatory
step to the case of multiple non commensurate delays.
For the case of difference equation in continuous time with
multiple commensurate delays of the form
x(t) =
m∑
j=1
Ajx(t− jh), t ≥ 0,
x(θ) = ϕ(θ), θ ∈ [−mh, 0),
(39)
where h is known as the basic delay, the fundamental
matrix is given by
K(t) =
m∑
j=1
K(t− jh)Aj , t ≥ 0, (40)
with initial condition
K(θ) = K0 =
 m∑
j=1
Aj − I
−1 , θ ∈ [−mh, 0). (41)
We consider the following equalities, given by the dynamic
and the symmetry properties, (14) and (13), respectively.
For ξ ∈ [0, h],
U(kh+ ξ) =
m∑
j=1
U ((k − j)h+ ξ)Aj , k = 0, . . . ,m− 1,
(42)
U(ξ − kh) =
m∑
j=1
ATj U (ξ + (j − k)h)−
(
K−10
)T
P
−
(ξ − kh)I + m∑
j=1
hjA
T
j K
T
0
WK0, (43)
for k = 1, 2, . . . ,m., where P is defined in (15). Let us
define the auxiliary matrices, for ξ ∈ [0, h]
Yk(ξ) = U(kh+ ξ), k ∈ {−m,−m+ 1, . . . , 0, . . . ,m− 1}.
(44)
In the new variables introduced in (44), the equations in
(42), for k ∈ {0, 1, . . . ,m− 1}, are rewritten as
Yk(ξ) =
m∑
j=1
Yk−j(ξ)Aj , k ∈ {0, 1, . . . ,m− 1}, (45)
and for k = 1, . . . ,m, the equations in (43) are
Y−k(ξ) =
m∑
j=1
ATj Y−k+j(ξ)−
(
K−10
)T
P
−
(ξ − kh)I + m∑
j=1
hjA
T
j K
T
0

×WK0.
(46)
Observe that (45)-(46) is a system of 2m algebraic equa-
tions with 2m unknowns defined in (44). It can be
rewritten in vector form using Kronecker products, and
solved for the vectors yk(ξ) = vec(Yk(ξ)), k ∈ {−m, 1 −
m, . . . ,−1, 0, 1, . . . ,m− 1}, ξ ∈ [0, h].
Corollary 6. If the system of equations (45)-(46) admits a
unique solution
{Ym−1(ξ), Ym−2(ξ), . . . , Y0(ξ), . . . , Y−m(ξ)} , ξ ∈ [0, h],
then, there exists a unique Lyapunov matrix U(τ) associ-
ated to matrix W. This matrix is defined on [0, H] by
U(kh+ ξ) = Yk(ξ), ξ ∈ [0, h], k = 0, 1, . . . ,m− 1.
Example 2. Two-delay system. Consider the following
continuous-time difference equation
x(t) = A1x(t− 1) +A2x(t− 3/2), t ≥ 0
x(θ) = ϕ(θ), θ ∈ [−3/2, 0),
(47)
where x(t) ∈ Rn and the basic delay h is equal to 1/2. We
solve for U(τ), τ ∈ [−3/2, 3/2], by finding the solution
of the system of equations (45)-(46), using Kronecker
products. Plots of U(τ) ∈ R2, τ ∈ [−3/2, 3/2], are shown
in Fig. 2 for W = I2, and different values of A1 and A2.
Fig 2 (a): A1 =
[−0.4 −0.3
0.1 0.15
]
; A2 =
[
0.1 0.25
−0.9 −0.1
]
,
Fig 2 (b): A1 =
[
1.1 0
−0.4 0
]
; A2 =
[
0.25 −0.125
−0.4 −0.5
]
.
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Fig. 2. U(τ), τ ∈ [−3/2, 3/2] related to the two-
dimensional system of two commensurate delays (47).
4.3 Case of Non-Commensurate Delays: Proposal of an
Approximation
In this section, we propose a strategy to approximate the
matrix function U(τ) of a system of two non commensurate
delays. We do so by computing the matrices Us(τ) of a
systems of commensurate delays parametrized by s that
tends to the non commensurate case. The intuition behind
this approach is that a sufficiently good approximation
obtained from the systems with commensurate delays is at-
tainable, since it will become noticeable that the sequence
of the matrix functions Us(τ) tends to a continuous func-
tion. Consider the system described by equation (1) . We
take the continued fraction representation (Wall (1948))
of hi, i = 1,m:
hi = [λi,0;λi,1, λi,2, . . . ] (48)
A rational approximation of hi, i = 1,m is given by a finite
number of terms on the r.h.s. of equality (48), allowing us
to find an approximation of U(τ) by using the strategy of
the multiple commensurate delay case. The solution of the
function Us(kh + ξ), ξ ∈ [0, h], is obtained by solving the
system of equations (42)-(43) for k = 0, 1, . . . , h¯mh − 1,
with h¯i = [λi,0;λi,1, λi,2, · · · , λi,s], i = 1,m
and h = gcd (h¯1, h¯2, . . . , h¯m), as basic delay.
Example 3. Consider the system described by
x(t) =
[ −0.4 −0.3
0.1 + a 0.15
]
x(t−1)+
[
0.1 0.25
−0.9 −0.1 + b
]
x(t−
√
2).
(49)
The continued fraction representation of
√
2 is given by√
2 = [1; 2, 2, . . . ] (50)
The scalar function Us(τ), τ ∈ [−h¯2, h¯2] is sketched for
different values of a, b and s. Fig. 3 corresponds to a = 0.7,
b = −1.1 with (a) s = 1 ( √2 is approximated by 32 ), (b)
s = 4 (
√
2 is approximated by 4129 ). and (c) s = 7 (
√
2
is approximated by 577408 ). Fig. 4 corresponds to a = −1.6,
b = −0.4 with (a) s = 1, (b) s = 4 and (c) s = 6.
5. CONCLUSION
The definition of the Lyapunov delay matrix of difference
equations in continuous time is introduced. Some of its
properties and of the jump discontinuities of its derivative
are proved. These results allow the presentation of an
analytic method for cases, and for its approximation in the
non commensurate case. These results are key preliminary
steps of our current research on difference equations in
continuous time, namely, the construction of functionals
with prescribed derivative, and the assessment of the
system stability via the delay Lyapunov matrix U(τ),
where the strategy introduced in Egorov and Mondie´
(2014) is used.
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