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EXISTENCE AND CONCENTRATION OF POSITIVE SOLUTIONS
FOR NONLINEAR KIRCHHOFF TYPE PROBLEMS WITH A
GENERAL CRITICAL NONLINEARITY
JIANJUN ZHANG, DAVID G. COSTA, AND JOA˜O MARCOS DO O´
Abstract. We are concerned with the following Kirchhoff type equation
−ε2M
(
ε2−N
∫
RN
|∇u|2 dx
)
∆u + V (x)u = f(u), x ∈ RN , N ≥ 2,
where M ∈ C(R+,R+), V ∈ C(RN ,R+) and f(s) is of critical growth. In this paper,
we construct a localized bound state solution concentrating at a local minimum of V
as ε → 0 under certain conditions on f(s), M and V . In particular, the monotonicity
of f(s)/s and the Ambrosetti-Rabinowitz condition are not required.
1. Introduction and main results
In this paper, we are concerned with existence and concentration of positive solutions
to the following Kirchhoff type equations
− ε2M
(
ε2−N
∫
RN
|∇v|2 dx
)
∆v + V (x)v = f(v) in RN , (1.1)
where M ∈ C(R+,R+), V ∈ C(RN ,R+), N ≥ 2 and ε > 0. In the sequel, we assume
that the potential V satisfies
(V 1) V ∈ C(RN ,R) and 0 < V0 = infx∈RN V (x),
(V 2) there is a bounded domain O ⊂ RN such that
m ≡ inf
x∈O
V (x) < min
x∈∂O
V (x),
and M satisfies (M1) if N = 2 and (M1)-(M5) if N ≥ 3 below:
(M1) 0 < m0 = inft∈R+ M(t);
(M2) if Mˆ(t) =
∫ t
0
M(s) ds, we have
lim inf
t→+∞
[
Mˆ(t)− (1− 2
N
)tM(t)
]
= +∞;
(M3) limt→+∞M(t)/t2/(N−2) = 0;
(M4) M(t) is nondecreasing for t ∈ R+;
(M5) M(t)/t2/(N−2) is nonincreasing for t ∈ R+.
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In 2014, G. M. Figueiredo et al. [22] considered the concentration phenomenon of the
above problem (1.1) in the subcritical case. The authors assumed that
(f0) f ∈ C(R,R) and f(t) = 0 if t ≤ 0;
(f1) −∞ < lim inft→0 f(t)/t ≤ lim supt→0 f(t)/t < V0;
(f2) limt→∞ f(t)/eαt
2
= 0 for any α > 0 if N = 2, limt→∞ f(t)/t(N+2)/(N−2) = 0 if
N ≥ 3;
(f3) there exists ξ > 0 such that ξ
2m < 2F (ξ), where F (s) :=
∫ s
0
f(t) dt.
Let
M≡ {x ∈ O : V (x) = m}.
Theorem A. (see [22]) Assume (V 1)-(V 2), (f0)-(f3), (M1) if N = 2 and (M1)-(M5)
if N ≥ 3. Then, for sufficiently small ε > 0, (1.1) admits a positive solution vε which
satisfies:
(i) there exists a maximum point xε of vε such that limε→0 dist(xε,M) = 0 and, for
any such xε, wε(x) ≡ vε(εx+ xε) converges (up to a subsequence) uniformly to a
least energy solution of
−M(‖∇u‖22)∆u+mu = f(u), u > 0, u ∈ H1(RN);
(ii) vε(x) ≤ C exp(− cε |x− xε|) for some c, C > 0.
Before stating our main result, we shall introduce the main hypotheses on f . In what
follows, we assume that f ∈ C(R+,R+) and satisfies
(F1) limt→0+ f(t)/t = 0.
(F2) If N = 2, limt→+∞ f(t)/exp(αt2) =
{
0, ∀α > 4π,
+∞, ∀α < 4π.
If N ≥ 3, limt→∞ f(t)/t(N+2)/(N−2) = 1.
(F3) If N = 2, there exists β0 > em/(2π) such that
lim
|t|→+∞
tf(t)/ exp (4πt2) ≥ β0.
If N ≥ 3, there exist λ > 0 and p < 2∗ such that
f(t) ≥ t(N+2)/(N−2) + λtp−1, t ≥ 0,
where p and λ satisfy one of the following conditions:
(i) p ∈ (2, 2∗) and λ > 0 if N ≥ 4;
(ii) p ∈ (4, 2∗) and λ > 0 if N = 3;
(iii) p ∈ (2, 4] and λ > 0 large enough if N = 3.
The main theorem of this paper reads as
Theorem 1.1. Assume (V 1)-(V 2), (F1)-(F3), (M1) if N = 2 and (M1)-(M5) if
N ≥ 3. Then, for sufficiently small ε > 0, (1.1) admits a positive solution vε, which
satisfies
(i) there exists a maximum point xε of vε such that limε→0 dist(xε,M) = 0 and for
any such xε, wε(x) ≡ vε(εx+ xε) converges (up to a subsequence) uniformly to a
least energy solution of
−M(‖∇u‖22)∆u+mu = f(u), u > 0, u ∈ H1(RN);
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(ii) vε(x) ≤ C exp(− cε |x− xε|) for some c, C > 0.
Now, let us give some more background for (1.1). For ε = 1 and a bounded domain
Ω ⊂ RN , (1.1) is reduced to
−M
(∫
Ω
|∇v|2
)
∆v + V (x)v = f(v), x ∈ Ω. (1.2)
Equation (1.2) arises when one seeks steady states to the time-dependent wave type
equation
utt −M
(∫
Ω
|∇v|2
)
∆v + V (x)v = f(v), (t, x) ∈ (0, T )× Ω, (1.3)
as well as when looking for the standing wave to the time-dependent Schro¨dinger equation
i~
∂Ψ
∂t
= − ~
2
2m
∆Ψ + V (x)Ψ− f(Ψ), (t, x) ∈ R× RN ,
Problem (1.3) was proposed by Kirchhoff in [30] with M(t) = a + bt and N = 1. After
the works of Kirchhoff [30] and Lions [31], the Kirchhoff problem (1.2) have been paid
much attention. For more background, we refer to [22] and the references therein.
For the case M(t) = 1, Problem (1.1) reads
− ε2∆v + V (x)v = f(v), v ∈ H1(RN). (1.4)
In the last decades, considerable attention has been paid to problem (1.4). An interesting
class of solutions of (1.4) consists of families of solutions which develop a spike shape
around some point in RN as ε→ 0. From the physical point of view, these solutions are
referred to as semiclassical states, as they describe the transition from classical mechanics
to quantum mechanics.
After the celebrated work of Floer and Weinstein [21], Problem (1.4) has been studied
by many researchers. Here we only refer to [15, 28, 29, 35] and the references therein.
But in these works, the nonlinearity f(s) is basically required to satisfy the Ambrosetti-
Rabinowitz condition:
0 < µ
∫
R
f(s) ds ≤ sf(s), µ > 2 for s 6= 0, (A-R)
and a monotonicity condition:
f(s)/|s| is strictly increasing for s 6= 0. (M)
A natural question is whether these results hold for more general nonlinear terms
f(s), particularly, without (A-R) and the monotonicity condition (M). In 2007, J.
Byeon and L. Jeanjean [7] gave a positive answer for N ≥ 3. Precisely, they assume
(V 1)-(V 2) as in Problem (1.1). Then under the Berestycki-Lions conditions (F1)-
(F3) in [7], they constructed a spike solution for (1.4) around the local minimum of
V stated in (V 2). In 2008, Byeon, Jeanjean and Tanaka [8] used a similar argument
to [7] to obtain a corresponding result for (1.1) in the cases N = 1, 2. Moreover, the
hypotheses in [7,8] are almost optimal. For the critical case with general nonlinearities,
we refer to the recent works [17, 36]. Through all these works above, the assumption
infx∈RN V (x) > 0 was imposed. It is easy to see that if infx∈RN V (x) < 0, there exists
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no solution of (1.4) for small ε > 0. Thus, the case infx∈RN V (x) = 0 is called the
critical frequency. In [10] Byeon and Wang gave the breakthrough for this condition.
If lim inf |x|→∞ V (x) > 0 = infx∈RN V (x), Byeon and Wang [10] proved the existence
of solutions concentrating on an isolated component of Z = {x ∈ RN : V (x) = 0}.
For further related result, we here also refer to Ambrosetti-Wang [1], Cao-Noussair [12],
Cao-Peng [13] and Cao-Noussair-Yan [14], Moroz-Schaftingen [32] and the references
therein.
For the case M(t) = a+ bt and N = 3, Problem (1.1) reads
−
(
ε2a + εb
∫
R3
|∇v|2 dx
)
∆v + V (x)v = f(v), v ∈ H1(R3). (1.5)
By the Nehari manifold method, X. He and W. Zou [38] considered the existence and
concentration of ground sate solutions to (1.5) in the subcritical case. Later, Wang et
al. [39] obtained similar results as in [38] in the critical case. However, (A-R) (with
µ > 3) or the monotonicity condition
f(s)/s3 is strictly increasing for s > 0 (M ′)
is required. Moreover, in [38, 39], f satisfies
lim
s→0
f(s)/s3 = 0.
More recently, Y. He and G. Li [24] considered the existence and concentration of positive
solutions to (1.5) with f(s) = λ|s|p−2s + s5. In [24], with p ∈ (2, 4], the nonlinearity f
does not satisfies (A-R) and the monotonicity condition (M ′). Later, under the same
assumptions on f introduced in [37], Y. He [25] extended the result in [36] to the Kirchhoff
problems. Here we should point out that in [24, 25, 36], the authors only considered the
higher dimensional case (N ≥ 3) and the main ingredient used is indeed a Brezis-
Nirenberg type argument. However, it seems very difficult to be adopted to deal with
problem (1.1) involving critical growth with respect to the Trudinger-Moser inequality.
To the best of our knowledge, there are few results on the existence and concentration
of solutions to (1.1) involving a general critical nonlinearity in any dimension N ≥ 2.
For the subcritical case, Figueiredo et al. in [22] used similar arguments as in [7, 8] to
get corresponding results for (1.1). Precisely, with the Berestycki-Lions conditions (F1)-
(F3) in [7] or (f1)-(f3) in [8], they obtained spike solutions around a local minimum of
V .
It is natural to ask whether the result [22] holds for more general nonlinear terms f(s)
in the critical case and for any dimension N ≥ 2. The main goal of this paper is two-fold.
On one hand, we provide a new approach to deal with the critical case for Kirchhoff-
type problems in any dimension. The subcritical case was considered by Figueiredo et
al in [22] as already pointed out (cf. Theorem A). Our approach when applied in the
“critical dimension” N = 3 is also considerably simpler than the one by Y. He and G. Li
in [24] and Y. He [25], in which the authors considered the Kirchhoff case M(t) = a+ bt.
On the other hand, we also provide the concentration behavior of the corresponding
“semi-classical states” uε, as ε → 0. We point out that we allow critical perturbations
which can locally go above the critical Sobolev exponent 2⋆ := 2N
N−2 (for N ≥ 3) in
the sense of assumption (F3) in Theorem A, but in the corresponding critical situation.
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Our approach was inspired by the papers [3, 22] of Figueiredo et al and of Azzollini
respectively, who provided a homeomorphism between the ground states of Kirchhoff
equation and a related semilinear local elliptic equation.
The paper is organized as follows. Section 2 is devoted to the study of the so-called
limit problem (2.1) of (1.1) (see below). The compactness of the set of ground sate
solutions is proved. Section 3 is devoted to the proof of Theorem 1.1 by using the
truncation approach in [17].
2. The limit problem
Since we are interested in the positive solutions of (1.1), from now on we may assume
that f(t) = 0 for t ≤ 0. In this case any weak solution of (1.1) is positive by the maximum
principle. The following equation when m as in (V 2) is called the limiting equation of
(1.1)
−M(‖∇u‖22)∆u+mu = f(u), u ∈ H1(RN ). (2.1)
Define
Lm(u) =
1
2
Mˆ(‖∇u‖22) +
m
2
∫
RN
u2 dx−
∫
RN
F (u) dx, u ∈ H1(RN) ,
and set
Nm :=
{
u ∈ H1(RN ) \ {0} : L′m(u) = 0, u(0) = max
x∈RN
u(x)
}
.
Then we introduce the set Sm of ground state solutions and the least energy Em of (2.1)
as follows:
Sm := {u ∈ Nm : Lm(u) = Em} , Em := inf
u∈Nm
Lm(u).
Now, we give a result about Sm, whose proof follows from Lemma 2.1-2.4 below.
Proposition 2.1. Under the assumptions in Theorem 1.1 one has Sm 6= φ. Moreover,
(i) any U ∈ Sm is such U ∈ C2(RN) ∩ L∞(RN) and is radially symmetric;
(ii) Sm is compact in H
1(RN);
(iii) 0 < inf{‖U‖∞ : U ∈ Sm} ≤ sup{‖U‖∞ : U ∈ Sm} <∞;
(iv) there exist constants C, c > 0 independent of U ∈ Sm such that
|DαU(x)| ≤ C exp(−c|x|), x ∈ RN for |α| = 0, 1.
We note that equation (2.1) is nonlocal due to the presence of the term M(‖∇u‖22).
Namely, (2.1) is no longer a pointwise identity, which causes some mathematical
difficulties in studying the properties of Sm. To overcome this difficulty, we use an
idea introduced in [3] and developed in [22] to reduce equation. (2.1) to a local problem.
Precisely, we consider
−∆u+mu = f(u), u ∈ H1(RN), (2.2)
whose energy functional is given by
L˜m(u) =
1
2
∫
RN
(|∇u|2 +mu2) dx− ∫
RN
F (u) dx, u ∈ H1(RN ).
Let us set
N˜m :=
{
u ∈ H1(RN) \ {0} : L˜′m(u) = 0, u(0) = max
x∈RN
u(x)
}
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and
S˜m :=
{
u ∈ N˜m : L˜m(u) = E˜m
}
, where E˜m := inf
u∈N˜m
L˜m(u).
Then, as a corollary of [22, Lemma 2.16], we have the following result:
Lemma 2.1. Assume (M1) if N = 2 and (M1)-(M5) if N ≥ 3. Then Sm 6= φ if
S˜m 6= φ. Moreover, there exists a injective mapping T : S˜m −→ Sm. In particular, T is
bijective for N = 2.
Remark 2.1. In [22], Lemma 2.1 is introduced in the subcritical case. It is easy to check
that the proof does not depend on the growth of the nonlinearity f(s) at infinity.
Assuming that S˜m 6= φ, as in [22], the mapping T is given as follows:
(i) If N = 2 then T : S˜m −→ Sm is given by
(Tu)(·) := u
((
M(‖∇u‖22)
)−1/2 ·) , u ∈ S˜m.
(ii) If N ≥ 3, T : S˜m −→ Sm is defined by
(Tu)(·) := u(·/tu), u ∈ S˜m,
where tu := inf
{
t > 0 : t2 =M(tN−2‖∇u‖22))
}
.
Lemma 2.2. Assuming that S˜m 6= φ for N ≥ 2, then Sm 6= φ. Moreover, for any
v ∈ Sm, there exists u ∈ S˜m such that v(·) = u(·/hv), where
hv =
{ √
M(‖∇u‖22) if N = 2;√
M(‖∇v‖22) if N ≥ 3.
Proof. By the definition of T , we know Sm 6= φ if S˜m 6= φ. Let v ∈ Sm, then
−M(‖∇v‖22)∆v = f(v) − mv, v ∈ H1(RN) and Lm(v) = Em. If N = 2, then by
Lemma 2.1, u = T−1v ∈ S˜m and v(·) = u(·/h), h =
√
M(‖∇u‖22).
If N ≥ 3, let
u(·) := v(h·), where h =
√
M(‖∇v‖22),
then
−∆u(·) = −h2∆v(h·) = f(v(h·))−mv(h·),
i. e., −∆u +mu = f(u) in RN . In the following, we show that u ∈ S˜m. It suffices to
show that L˜m(u) = E˜m. By the Pohozaev’s identity,
L˜m(u) =
1
N
[
M(‖∇v‖22)
(‖∇v‖22)
2
N−2
] 2−N
2
.
On the other hand, let u˜ ∈ S˜m, then v˜ := T u˜ = u˜(·/tu˜) ∈ Sm, where tu˜ is given above.
By the Pohozaev’s identity, we know{
Lm(v˜) =
1
2
[Mˆ(‖∇v˜‖22)− (1− 2N )M(‖∇v˜‖22)‖∇v˜‖22] = Em
Lm(v) =
1
2
[Mˆ(‖∇v‖22)− (1− 2N )M(‖∇v‖22)‖∇v‖22] = Em.
(2.3)
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Then by the proof of [22, Lemma 2.17] and (M5), it is easy to know that if for some
0 ≤ t1 < t2,
Mˆ(t1)− (1− 2
N
)M(t1)t1 = Mˆ(t1)− (1− 2
N
)M(t1)t1,
then
M(t1)
t
2
N−2
1
=
M(t2)
t
2
N−2
2
.
It follows from that (2.3) that
L˜m(u) =
1
N
[
M(‖∇v˜‖22)
(‖∇v˜‖22)
2
N−2
] 2−N
2
=
1
N
‖∇u˜‖22 = E˜m.
Thus, u ∈ S˜m and v(·) = u(·/h). The proof is completed. 
Lemma 2.3. Assume that S˜m 6= φ for N ≥ 2. Then there exits C, c > 0(independent of
v) such that c ≤ hv ≤ C for all v ∈ Sm, where hv is given in Lemma 2.2.
Proof. If N = 2, take any v ∈ Sm, then hv =
√
M(‖∇u‖22) for some u ∈ S˜m. By
the Pohozaev’s identity, L˜m(u) =
1
2
‖∇u‖22 = E˜m. Then hv =
√
M(2E˜m) for any
v ∈ Sm. The desired result follows from (M1). If N ≥ 3, take any v ∈ Sm, then
hv =
√
M(‖∇v‖22). By (M1), hv ≥ m0. On the other hand, by the Pohozaev’s identity,
Lm(v) =
1
2
[Mˆ(‖∇v‖22)− (1−
2
N
)M(‖∇v‖22)‖∇v‖22] = Em, for all v ∈ Sm.
Then by (M2), supv∈Sm hv <∞. The proof is completed. 
Now, we summarize some results on S˜m, whose proof can be found in [11, 18, 37].
Thanks to Lemma 2.2 and Lemma 2.3, Sm has similar properties below, which will be
used in the proof of Theorem 1.1.
Lemma 2.4. (see [11, 18, 37]) If (F1)-(F3) hold then S˜m 6= φ. Moreover,
(i) any U ∈ S˜m is such that U ∈ C2(RN) ∩ L∞(RN ) and is radially symmetric;
(ii) S˜m is compact in H
1(RN);
(iii) 0 < inf{‖U‖∞ : U ∈ S˜m} ≤ sup{‖U‖∞ : U ∈ S˜m} <∞;
(iv) there exist constants C, c > 0 independent of U ∈ S˜m such that
|DαU(x)| ≤ C exp(−c|x|), x ∈ RN for |α| = 0, 1.
Proof. For convenience of the reader, we provide some details here.
Existence of ground state solutions: S˜m 6= φ.
It is well known that (2.2) possesses a ground state solution by means of the following
constrained minimization problem{
A := inf
{
T0(u) : G(u) = 1, u ∈ H1(RN) \ {0}
}
, if N ≥ 3,
A := inf
{
T0(u) : G(u) = 0, u ∈ H1(R2) \ {0}
}
, if N = 2,
(2.4)
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where
T0(u) =
1
2
∫
RN
|∇u|2 dx, G(u) =
∫
RN
(F (u)− m
2
u2) dx.
If problem (2.4) admits a minimizer u, then there exists some σ > 0 such that u(·/σ) is
indeed a ground state solution of (2.2)(see [4, 26]).
In the following, we show that A can be achieved.
Case 1. N ≥ 3. With (F1), (F2) and (i) (or (ii)) of (F3), Zhang and Zou [37]
proved that A can be achieved. If we assume (F1), (F2) and (iii) of (F3), the proof can
be done by using a similar argument to that in [37]. Indeed, as can be seen in [4], if one
defines the mountain pass value
b := inf
γ∈Γ
max
t∈[0,1]
L˜m(γ(t)), (2.5)
where Γ := {γ ∈ C([0, 1], H1(RN)) : γ(0) = 0, L˜m(γ(t)) < 0}, then
b =
1
N
(
N − 2
2N
)(N−2)/2
(2A)N/2.
By (iii) of (F3) we know that b < 1
N
SN/2 for λ > 0 large enough, where S is the best
Sobolev’s embedding constant of D1,2(RN) →֒ L2∗(RN). Then 0 < A < 1
2
(
2∗
)N−2
N S for
λ > 0 large enough. And, by following the argument in [37], it is easy to show that A is
achieved.
Case 2. N = 2. As can be seen in [4,33], in order to the existence of a minimizer for
A, it suffices to prove A < 1/2. By [4], we know that A ≤ c, where
c := inf
u∈H1(R2)/{0}
max
t≥0
L˜m(tu).
In the following, we use the argument of Adimurthi [2] (see also [19,23,33]) to construct a
function w ∈ H1(R2) \ {0} such that maxt≥0 L˜m(tw) < 1/2, which implies that b < 1/2.
The proof is standard. Again, for convenience of the reader, we give the details. By
(F3), choosing some fixed r > 0 such that
β0 >
e
1
2
r2m
πr2
, (2.6)
we consider the Moser sequence of functions
w˜n(x) :=
1√
2π

√
logn, if |x| ≤ r
n
;
log r|x|√
logn
, if r
n
≤ |x| ≤ r;
0, if |x| ≥ r.
It is well known that ‖∇w˜n‖2 = 1 and ‖w˜n‖22 = r2/(4 logn) + o(r2/ logn). Let
‖w˜n‖2 := ‖∇w˜n‖22 +m‖w˜n‖22 = 1 +
dn(r)
logn
m,
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where dn(r) := r
2/4 + on(1) and on(1) → 0 as n → +∞. Setting wn := w˜n/‖w˜n‖
then, for n large enough,
(wn)
2(x) ≥ 1
2π
(
log n− dn(r)m
)
for |x| ≤ r
n
. (2.7)
Now, we prove that there exists some n ∈ N such that maxt≥0 L˜m(twn) < 1/2. Assume,
on the contrary, that
max
t≥0
L˜m(twn) ≥ 1
2
, for alln ∈ N.
As a consequence of (F3), for any ε > 0 there exists Rε > 0 such that
sf(s) ≥ (β0 − ε)e4πs2, ∀s ≥ Rε. (2.8)
Then it is easy to see that L˜m(twn) → −∞ as t → ∞. And, by our assumption, there
exists tn > 0 such that
L˜m(tnwn) = max
t≥0
L˜m(twn) ≥ 1/2. (2.9)
Noting that ‖wn‖ = 1 and f(s) ≥ 0 for all s ≥ 0, we have
1
2
t2n ≥
1
2
t2n −
∫
R2
F (twn) ≥ 1/2,
which implies that tn ≥ 1.
Next, we claim that lim
n→∞
tn = 1. Note that
t2n =
∫
R2
f(tnwn)tnwn dx (2.10)
and
tnwn =
tn
‖w˜n‖
√
log n√
2π
→ +∞ as n→∞, x ∈ Br/n,
for n large enough. Using (2.7), (2.8) and (2.10), we get for n large enough that
t2n ≥ (β0 − ε)
∫
Br/n
e4π(tnwn)
2
dx
≥ πr2(β0 − ε) e2t2n[logn−dn(r)m]−2 logn,
which implies that {tn} is bounded and also lim sup
n→∞
tn ≤ 1. Thus, lim
n→∞
tn = 1.
Noting that wn → 0 a.e. in R2, Lebesgue’s dominated convergence theorem yields (as
n→∞):∫
{tnwn<Rε}
f(tnwn)tnwn dx→ 0 and
∫
{tnwn<Rε}
e4π(tnwn)
2
dx→ πr2.
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Then, it follows from (2.8) and (2.10) that
t2n =
∫
Br
f(tnwn)tnwn dx
≥ (β0 − ε)
∫
Br
e4π(tnwn)
2
dx+
∫
{tnwn<Rε}
f(tnwn)tnwn dx
− (β0 − ε)
∫
{tnwn<Rε}
e4π(tnwn)
2
dx
≥ (β0 − ε)
[ ∫
Br
e4π(wn)
2
dx− πr2
]
,
(2.11)
for n large enough. Also, it follows from (2.7) that
lim inf
n→∞
∫
Br/n
e4π(wn)
2
dx ≥ πr2e−mr2/2
for n large. On the other hand, using the change of variable s = re−‖w˜n‖
√
logn t, we have∫
Br\Br/n
e4π(wn)
2
dx = 2πr2‖w˜n‖
√
logn
∫ √logn
‖w˜n‖
0
e2( t
2−‖w˜n‖
√
logn t ) dt
≥ 2πr2‖w˜n‖
√
log n
∫ √log n
‖w˜n‖
0
e−2‖w˜n‖
√
logn t dt
= πr2
(
1− e−2 logn).
So, by (2.11) we have
1 = lim
n→+∞
t2n ≥ (β0 − ε)πr2e−mr
2/2.
Since ε is arbitrary, we obtain
β0 ≤ e
1
2
r2m
πr2
,
which contradicts (2.6). Hence, maxt≥0 L˜m(twn) < 1/2 for some n, which implies that
A < 1/2. Therefore A can be achieved.
Regularity of ground state solutions.
In the case N ≥ 3, the properties (i)-(iv) were given in [11, Proposition 2.1]. For
N = 2, we refer to [17]. Once again, for the convenience of the reader, we give a sketch
of the proof in the case N = 2.
Step 1. For any U ∈ S˜m we claim that U ∈ L∞(R2).
Indeed, by the Trudinger-Moser inequality (see [18]), f(U) ∈ L2loc(R2), which implies
by interior H2-regularity (see [20]) that U ∈ H2loc(Br). Moreover, for each open set
Ω ⊂⊂ Br with ∂Ω ∈ C1,
‖U‖H2(Ω) ≤ C
(‖f(U)‖L2(Br) + ‖U‖L2(Br)) , (2.12)
where C depends only on Ω, r. By the Sobolev’s embedding theorem, U ∈ C0,γ(Ω) for
some γ ∈ (0, 1) and there exists c (independent of U) such that
‖U‖C0,γ(Ω) ≤ c‖U‖H2(Ω). (2.13)
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Now, we show that lim|x|→∞U(x) = 0. Suppose on the contrary that there exists
{xj} ⊂ R2 with |xj | → ∞ as j →∞ and lim infj→∞U(xj) > 0. Let vj(x) = U(x + xj),
then
−∆vj +mvj = f(vj), vj ∈ H1(R2). (2.14)
Assume that vj → v weakly in H1(R2). Then, by elliptic estimates we have v 6≡ 0.
However, for any fixed R > 0,∫
R2
U2 ≥ lim inf
j→∞
(∫
BR(0)
U2 +
∫
BR(xj)
U2
)
=
∫
BR(0)
U2 + lim inf
j→∞
∫
BR(0)
v2j
=
∫
BR(0)
U2 +
∫
BR(0)
v2
→
∫
R2
U2 +
∫
R2
v2, as R→∞,
which is a contradiction. Thus, U(x)→ 0 as |x| → ∞. Noting that U ∈ C(R2), we have
U ∈ L∞(R2).
Step 2. For any U ∈ S˜m we claim that U is radially symmetric, which implies that
U ∈ C2(R2).
Indeed, let us consider the constrained minimization problem (2.4) for N = 2. For
any minimizer u of (2.4), as we can see in [6], there exists θ > 0 such that∫
R2
∇u∇ϕ = θ
∫
R2
(f(u)− m
2
u)ϕ, ∀ϕ ∈ H1(R2),
namely, u satisfies
−∆u+ θmu = θf(u), u ∈ H1(R2). (2.15)
Similarly to above, u ∈ C(R2) ∩ L∞(R2) and u(x) → 0 as |x| → ∞. By Cα-regularity
theory (see [27, Theorem 10.1.2]), u ∈ C1,α(R2) for some α ∈ (0, 1). Moreover, for any
solution u of (2.15), u ∈ C1,α(R2) and u(x)→ 0 as |x| → ∞. By a classical comparison
argument, u decays exponentially at infinity. Then by Pohozaev’s identity, u satisfies
G(u) = 0. By (F1), F (s)− m
2
s2 < 0 for small |s| > 0. Therefore, by [9, Proposition 4]
we know that U is radially symmetric.
Step 3. We claim that S˜m is compact in H
1(R2).
Indeed, by first adopting some ideas in [8], we can prove that S˜m is bounded in H
1(R2),
so obviously, {‖∇U‖2L2(R2)|U ∈ S˜m} is bounded. Now we claim that {‖U‖2L2 |U ∈ S˜m} is
bounded. Otherwise, there exists {Uj} ⊂ S˜m such that λj = ‖Uj‖L2 → ∞ as j → ∞.
Letting U˜j(x) = Uj(λjx), then U˜j satisfies ‖U˜j‖L2 = 1, ‖∇U˜j‖2L2 = 2E˜m and
− λ−2j ∆U˜j +mU˜j = f(U˜j) in R2. (2.16)
Therefore, by (F1) as in [8], we can assume that U˜j → 0 ∈ H1rad(R2) weakly in H1(R2).
Noting that E˜m = A <
1
2
and using a similar argument in [4, Lemma 5.1], it follows that∫
R2
U˜jf(U˜j) → 0 as j → ∞. Thus, by (2.16), we get ‖U˜j‖2 → 0 as j → ∞, which is
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a contradiction. Therefore, S˜m is bounded in H
1(R2). Secondly, assuming {un} ⊂ S˜m
and un → u weakly in H1(R2), we prove that u ∈ S˜m and, up to a subsequence, un → u
strongly inH1(R2). Obviously, it follows from [4, Lemma 5.1] that
∫
R2
F (un)→
∫
R2
F (u).
Then, from (F1)-(F2) and 0 < A < 1/2, we get that u 6≡ 0. Noting that u is a
weak solution of (2.2) one has L˜m(u) ≥ E˜m. On the other hand, by Fatou’s Lemma,
L˜m(u) ≤ E˜m. It follows that u ∈ S˜m and un → u strongly in H1(R2). Therefore, S˜m is
compact in H1(R2).
Step 4. The property inf{‖u‖∞ : u ∈ S˜m} > 0 is obvious since limt→0 f(t)/t = 0.
Noting that S˜m is compact in H
1(R2), in order to prove that sup{‖u‖∞ : u ∈ S˜m} <∞,
it suffices to prove that for any {un} ⊂ S˜m with un → u ∈ S˜m strongly in H1(R2),
it holds that supn ‖un‖∞ < ∞. First, by (F1)-(F2), there exist C > 0 and β > 4π
such that 0 < f(t) ≤ m
2
t, t ∈ (0, 1) and 0 < f(t) ≤ C(exp(βt2) − 1) for t ≥ 1. Since
u ∈ L∞(R2) and un → u strongly in H1(R2), we have by the Trudinger-Moser inequality
(see [16]) that
lim
n→∞
∫
R2
| exp(2βu2n)− exp(2βu2)| = 0. (2.17)
Secondly, we claim that
sup
n
‖f(un)‖2 <∞. (2.18)
Letting
An := {x ∈ R2|un(x) ≤ 1}, Bn := {x ∈ R2|un(x) > 1},
then ∫
R2
|f(un)|2 =
∫
An
|f(un)|2 +
∫
Bn
|f(un)|2
≤
∫
R2
m2
4
|un|2 + C
∫
R2
[exp(2βu2n)− 1].
It follows by the Trudinger-Moser inequality ( [16]) and by (2.17) that (2.18) is true.
Similarly, by interior H2-regularity (see [20]), we have that
‖un‖H2(B1) ≤ C
(‖f(un)‖L2(B2) + ‖un‖L2(B2)) , (2.19)
where C is independent of n. On the other hand, by the Sobolev’s embedding theorem,
‖un‖C0,γ(B1) ≤ c‖un‖H2(B1) (2.20)
for some γ ∈ (0, 1), where c is independent of n. Therefore, it follows from (2.18)-
(2.20) that supn ‖un‖C0,γ(B1) < ∞, which implies that, up to a subsequence, un → u
uniformly in B1. Thus, since u ∈ L∞(R2), we get that supn ‖un‖L∞(B1) <∞. Therefore,
supn ‖un‖L∞(R2) <∞.
Step 5. By the radial lemma [34], un(x) → 0 as |x| → ∞ uniformly w.r.t. n. By a
classical comparison principle, supn ‖un‖L∞(R2) <∞ and there exist c, C > 0 such that
U(x) + |∇U(x)| ≤ C exp(−c|x|), x ∈ R2,
for any U ∈ S˜m. The proof is complete. 
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3. Proof of Theorem 1.1
By Proposition 2.1, there exists κ > 0 such that
sup
U∈Sm
‖U‖∞ = sup
U∈S˜m
‖U‖∞ < κ. (3.1)
For any fixed k > maxt∈[0,κ] f(t), define fk(t) = min{f(t), k}, t ∈ R. Now, we consider
the truncated problem
− ε2M
(
ε2−N
∫
RN
|∇v|2 dx
)
∆v + V (x)v = fk(v) in R
N . (3.2)
In the following we prove that, for small ε > 0, there exists a positive solution vε of
(3.2) satisfying the properties (i)-(ii) in Theorem 1.1. Obviously, vε is a solution of the
original problem (1.1) if ‖vε‖∞ < κ.
We consider the limiting problem of (3.2)
−M(‖∇u‖22)∆u+mu = fk(u), u ∈ H1(RN), (3.3)
whose energy functional is given by
L˜km(u) =
1
2
Mˆ(‖∇u‖22) +
m
2
∫
RN
u2 −
∫
RN
Fk(u), u ∈ H1(RN),
where Fk(s) =
∫ s
0
fk(t) dt.
Lemma 3.1. With the same assumptions in Theorem 1.1, the limit problem (3.3) admits
one positive ground state solution, which is radially symmetric.
Proof. By the definition of fk, it is easy to check that fk satisfies (f1)-(f2) in Theorem
A. Let U ∈ S˜m. By Pohozaev’s identity,
∫
RN
(F (U)− m
2
U2) dx =
N − 2
2N
∫
RN
|∇U |2 dx if N ≥ 3,∫
R2
(F (U)− m
2
U2) dx = 0dx if N = 2,
we get that
∫
RN
(F (U)− m
2
U2) dx ≥ 0 for N ≥ 2. If F (U(x)) ≤ m
2
U2(x) for all x ∈ RN ,
then F (U(x))/U2(x) ≡ m/2 > 0 for all x ∈ RN . Recalling that U(x) → 0 as |x| → ∞,
by (F1) we get that F (U(x))/U2(x) → 0 as |x| → ∞, which is a contradiction. So
there exists x0 ∈ RN such that F (U(x0)) > m2 U2(x0). Noting that |U(x0)| < κ, we have
Fk(U(x)) ≡ F (U(x)) for all x ∈ RN . Then, letting ξ = U(x0) > 0, we have Fk(ξ) > m2 ξ2.
Namely, fk satisfies (f3) in Theorem A. Therefore, it follows from [6,31] that the problem
−∆u+mu = fk(u), u ∈ H1(RN) (3.4)
admits a radially symmetric ground state solution. By [22, Lemma 2.16], the proof is
finished. 
Let Skm be the set of positive ground state solutions U of (3.3) satisfying U(0) =
maxx∈R2 U(x). Then by Lemma 3.1 Skm 6= φ.
Lemma 3.2. For k > maxt∈[0,κ] f(t), we have
Skm = Sm.
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Proof. By Lemma 2.1 and 2.2, it suffices to prove S˜km = S˜m. Denote by E˜
k
m the least
energy of (3.4) and by S˜km the set of positive ground state solutions U of (3.4) with
U(0) = maxx∈RN U(x). It follows from [26] and [37] that E˜km and E
k
m coincide with the
mountain pass values respectively. Noting that fk(t) ≤ f(t) for any t, we have E˜km ≥ E˜m.
By the definition of fk, fk(u) = f(u) for any u ∈ S˜m. Then u is a nontrivial solution of
(3.4), which implies E˜km ≤ E˜m. Therefore
E˜km = E˜m for k > max
t∈[0,κ]
f(t).
Obviously, S˜m ⊂ S˜km for k > maxt∈[0,κ] f(t). In what follows, we show that S˜km ⊂ S˜m for
k > maxt∈[0,κ] f(t). Let
Gk(u) =
∫
RN
(Fk(u)− m
2
|u|2) dx.
Then, by [26](see also [4]), we have
E˜km =

1
N
(
N−2
2N
)(N−2)/2
(2Ak)
N/2, if N ≥ 3,
Ak, if N = 2,
where {
Ak = inf
{
T0(u) : Gk(u) = 1, u ∈ H1(RN) \ {0}
}
ifN ≥ 3,
Ak = inf
{
T0(u) : Gk(u) = 0, u ∈ H1(R2) \ {0}
}
ifN = 2.
(3.5)
Now, we consider the cases: N ≥ 3 and N = 2 separately.
Case 1: N ≥ 3.
For any u ∈ S˜km, by Pohozaev’s identity, we have ‖∇u‖22 = NE˜km and Gk(u) = N−22 E˜km.
Let v(·) = u(σ·), where σ = (N−2
N
Ak
)1/2
. Then ‖∇v‖22 = 2Ak and Gk(v) = 1. Recalling
that E˜km = E˜m, we have Ak = A. Therefore v satisfies T0(v) = A and G(v) ≥ 1. On the
other hand, note that
A = inf
{
T0(u) : G(u) = 1, u ∈ H1(RN) \ {0}
}
. (3.6)
If G(v) > 1, there exists θ ∈ (0, 1) such that G(vθ) = 1, where vθ(·) = v(·/θ). However,
T0(vθ) = θ
N−2A < A, which contradicts (3.6). So, G(v) = 1, which implies that v
is a minimizer for A. Therefore, as can be seen in [26, 37], there exists σ0 > 0 such
that vσ0(·) = v(·/σ0) is a ground state solution of (2.2), i.e., vσ0 ∈ S˜m. By (3.1),
‖u‖∞ = ‖vσ0‖ < κ, which implies that u is a ground state solution of (2.2), i.e., u ∈ S˜m.
Thus, S˜km ⊂ S˜m.
Case 2: N = 2.
For any u ∈ S˜km, by Pohozaev’s identity, we have ‖∇u‖22 = 2E˜km = 2Ak and Gk(u) = 0.
Since E˜km = E˜m, u satisfies T0(u) = A and G(u) ≥ 0. Recall that
A = inf
{
T0(u) : G(u) = 0, u ∈ H1(R2) \ {0}
}
. (3.7)
If G(u) > 0, similarly as in [4], there exists θ ∈ (0, 1) such that G(θu) = 0. However,
T0(θu) = θ
2A < A, which contradicts (3.7). So, G(u) = 0, which implies that u is
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a minimizer of (3.7). Then, as can be seen in [4, 6], there exists θ0 > 0 such that
uθ0(·) = u(·/
√
θ0) is a ground state solution of (2.2), i.e., uθ0 ∈ S˜m. Thus, by (3.1)
‖u‖∞ = ‖uθ0‖ < κ, which implies u ∈ S˜m. Thus S˜km ⊂ S˜m. 
Completion of the proof for Theorem 1.1
Proof. First, we consider the truncation problem (3.2). By the proof of Lemma
3.1, fk satisfies (f1)-(f3) in Theorem A. It follows from Theorem A that for fixed
k > maxt∈[0,κ] f(t), there exists ε0 > 0 such that (3.2) admits a positive solution vε
for ε ∈ (0, ε0). Moreover, there exist U ∈ Skm and a maximum point xε ∈ RN of vε, such
that limε→0 dist(xε,M) = 0 and vε(ε · +xε) → U(· + z0) as ε → 0 in H1(RN), for some
z0 ∈ RN . Letting wε(·) = vε(ε ·+xε), then wε satisfies
−M(‖∇wε‖22)∆wε + Vε(x+
xε
ε
)wε = fk(wε), wε ∈ H1(RN).
Clearly,
m0 ≤ inf
ε<ε0
M(‖∇wε‖22) ≤ sup
ε<ε0
M(‖∇wε‖22) <∞.
Since fk(wε(x)) ∈ [0, k], x ∈ RN , it follows from elliptic estimates that wε(·)→ U(·+z0)
locally uniformly in RN . Therefore ‖vε‖∞ = wε(0) → U(z0) as ε → 0. By Lemma 3.2
we have Skm = Sm, hence U ∈ Sm. By (3.1), there exists ε∗ < ε0 such that ‖vε‖∞ < κ for
ε < ε∗, which implies fk(vε(x)) ≡ f(vε(x)), x ∈ RN for ε < ε∗. Therefore, vε is a positive
solution of the original problem (1.1). The proof of Theorem 1.1 is complete. 
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