Abstract. We obtain large n asymptotics for powers of the absolute value of the characteristic polynomial in the Gaussian Unitary Ensemble of n × n matrices. Our results can also be interpreted as asymptotics of the determinant of a Hankel matrix whose symbol is supported on the real line and possesses a power-like (Fischer-Hartwig) singularity.
Introduction
In the present paper we compute large n asymptotics for the following averages of the characteristic polynomial over the Gaussian Unitary Ensemble (GUE) of n × n matrices H:
where
w(x j )dx j , w(x) = |x − µ| 2α e −x 2 .
The condition ℜα > − 1 2 guarantees convergence. It is easy to verify that
that is, D n (α) is a Hankel determinant with the symbol w(x).
The determinant D n (0) is an n-dimensional Selberg integral [1] , it can be evaluated exactly, and its large-n asymptotics (which we need below) can be readily written (cf. [2] ):
n/2 2 −n 2 /2 n−1 j=1 j! = (2π) n (n/2) n 2 /2 n −1/12 e −(3/4)n 2 +ζ ′ (−1) (1 + O(1/n)),
where ζ ′ (x) is the derivative of Riemann's zeta-function.
The characteristic polynomial (1) is related to several interesting questions. We mention a conjectured relation of (1) and such averages over other ensembles of random matrices to the mean values {1/T } T 0 |ζ(1/2 + it)| 2α dt of zeta-function on the critical line [3, 4, 5] . Also note that D n (α) is a Hankel determinant with the symbol on R and a Fischer-Hartwig singularity at x = µ. Although asymptotics of Toeplitz determinants with general FischerHartwig symbols have by now been largely determined (at least the leading terms thereof, see, e.g., [6] ), the Hankel case is still open. For connections of (1) to the one-dimensional gas of impenetrable bosons and other physical problems, see [6, 7, 8] .
The asymptotics of averages (1) for α a positive integer and µ in the bulk of the spectrum of H, i.e. µ ∈ (− √ 2n, √ 2n), were found (although without control of the error term) by Brézin and Hikami [5] as part of their study of correlations of characteristic polynomials. (see also [8, 9, 10, 11] regarding subleading asymptotic terms, negative moments and other random matrix ensembles). For their method it is important that f (x) = |x| 2α be a monomial. We prove Theorem 1 Fix λ and α such that λ ∈ (−1, 1), ℜα > −1/2. Then, as n → ∞,
and G(z) is Barnes' G-function. In (5), the values of the roots positive for real α (and their analytic extension for complex α) are taken.
With increasing effort, one can compute an arbitrary number of terms in these asymptotics (and verify a heuristic calculation of them by Gangardt [8] ).
The asymptotics for the Hankel determinant D n (α) are now just a combination of (1, 4, 5) .
The expression (5) without the error term was conjectured in [6] , Eq.5.8. It is the analytic continuation in α of the result of [5] .
For α = 1/2, Theorem 1 gives the analogue for the GUE of the average of the absolute value of the characteristic polynomial found by Fyodorov for the Gaussian Orthogonal Ensemble [7] (in the Unitary Ensemble, his method would correspond to the case α = 1).
The condition λ ∈ (−1, 1) means that λ is inside the bulk of the scaled spectrum of H (in other words, inside the support of the equilibrium measure for the GUE). The case λ ∈ C \ [−1, 1] corresponds to a Hankel determinant with a symbol "regular" on the support of the equilibrium measure, and the average (1) is then found as a particular case of a result by Johansson [12] . For real λ, we obtain from [12] as n → ∞:
This (including the error terms) and the asymptotics for the border case of λ close to ±1 could also be computed by our methods. We could also generalize Theorem 1 replacing x 2 in w(x) by an even degree polynomial V (x) with a positive leading coefficient. Moreover,
2α j giving correlations of characteristic polynomials. (For integer α, they were studied in [5, 9] .) Thus it should be possible to verify Conjectures 4 and 8 of Forrester and Frankel [6] .
Note that since the density of the scaled eigenvalues in the GUE is given by ψ(λ) = (2/π) √ 1 − λ 2 , −1 < λ < 1 (Wigner semicircle law), we have that D n (α) is proportional to ψ α 2 . Similar dependence on zero density as well as presence of the factor G(α+1) 2 /G(2α+1) is conjectured for the large T asymptotics of the zeta-function average mentioned above.
We prove Theorem 1 using Riemann-Hilbert problem methods (see [13] for an introduction). Our approach is as follows. Consider the polynomials p n (x) = κ n x n + · · · orthonormal w.r.t. to the weight w(
by a well-known formula [14, 13] . The asymptotics of the polynomials p n (x) (for λ = 0) as n → ∞ were recently analyzed by Kuijlaars and Vanlessen in [17] by a Riemann-Hilbert problem approach. Using [17] , one can obtain any number of asymptotic terms for p n (x) and κ n .
Thus, knowing κ j , j → ∞, we can shed light on the asymptotics of D n (α). However, since the product of the first κ j , j = 1, 2, . . . remains unknown we are bound to loose at least the constant factor (in n) in so obtained asymptotics of D n (α) (cf. [18] ). This problem is avoided here by deriving an identity for (d/dα) ln D n (α) (cf. Deift's formula [19] and differential identities of [20] ), an idea which has proven useful in similar situations [21, 22] . It turns out that the particular structure of w(x) allows us to write the above logarithmic derivative only in terms of p n (z) and
, which are precisely the quantities whose asymptotics (uniform for α in a bounded set) follow from the RiemannHilbert problem for p n (z). This identity is found in Section 3. Integrating it over α from zero to α, we obtain the asymptotics for ln(D n (α)/D n (0)).
Riemann-Hilbert problem for p n (z)
Consider the following Riemann-Hilbert problem for a 2 × 2 matrix valued function Y (z) and the weight w(x) = |x − µ| 2α exp(−x 2 ), ℜ2α > −1:
(b) Let x ∈ R \ {µ}. Y has continuous (and square-integrable near µ) boundary values Y + (x) as z approaches x from above, and Y − (x), from below. They are related by the jump condition
(c) Y (z) has the following asymptotic behavior at infinity:
It is easy to verify that this problem has a unique solution given by the function:
where the integral near ξ = µ is defined for all z as the principal value.
For general weights this fact was noticed by Fokas, Its, and Kitaev [15] and, in conjunction with the steepest descent method of Deift and Zhou [16] for asymptotic analysis of matrix Riemann-Hilbert problems, has allowed in recent years to solve many previously unaccessible asymptotic problems for orthogonal polynomials (see [13] for bibliography of earlier works, and [17, 23, 18, 26, 27, 21, 22] ).
Our case of the weight w(x) = |x − µ| 2α exp(−x 2 ) was considered in [17] (for µ = 0, but the argument is straightforward to generalize). Namely, [17] gives us a ready procedure to calculate asymptotics of Y (z) in this case (by applying a series of transformations to the problem (a-d)). By (11), these results are then interpreted as asymptotics of the polynomials p n (z) and their Cauchy transforms.
In the next section we shall derive an expression for (d/dα) ln D n (α) in terms of the matrix elements of (11) , and in the section after that compute the asymptotics of Y (z).
Differential identity
The orthogonality property of the polynomials p n (x) = κ n x n + · · · implies
Using (8) and this relation, we have
By the well-known Christoffel-Darboux formula (e.g., [14] ),
where b j are coefficients in the recurrence relation for our polynomials:
Let us fix the notation for 3 leading coefficients of polynomials p n (z) as follows:
Comparing the coefficients at the powers z n+1 , z n , and z n−1 in the recurrence relation, we obtain the following identities we shall use later on:
Substituting (14) into (13), differentiating it w.r.t. α, using the orthogonality and the above expression for b n−1 , we obtain:
Let us now evaluate J 1 . Assume that
The function |x − µ| can be analytically continued as x − µ for ℜ(x − µ) ≥ 0, and µ − x, for ℜ(x − µ) < 0. Since w(x) decreases as e −x 2 at infinity and
integration by parts gives (we again use orthogonality to write p n−1 p ′′ n,x,α wdx = nκ ′ n,α /κ n−1 )
We now examine the first integral more carefully. Adding and subtracting p ′ n,α (µ) gives:
The ratio in the first integral on the r.h.s. is obviously a polynomial of degree n − 1 in x − µ with the leading coefficient κ ′ n,α . Therefore, by orthogonality,
The second integral in (19) can be rewritten as follows:
Expanding here x n+1 and x n in terms of polynomials p j (x), we obtain by orthogonality and (15) that this integral equals to
We, therefore, finally obtain
(21) The analysis of J 2 is similar (and simpler). We obtain that
Thus, by (16,21,22,11), we can now write our identity in terms of the matrix elements of Y (z). We have, taking the limit ν → 0,
where µ = λ √ 2n (i.e., ν = 0) and Y + (µ) = lim z→µ Y (z), where the limit is taken along a nontangential to the real line path in C + .
Note that κ 2 n−1 = lim z→∞ iY 21 (z) 2πz n−1 , and γ n , β n are expressed similarly. Thus we can find the r.h.s. of (23) asymptotically as n → ∞ provided the asymptotics of Y (z) are available. These are found in the next section.
Asymptotic analysis of the Riemann-Hilbert problem
In this section we are guided by [17, 25] where the necessary steepest-descent analysis of the problem (a)-(d) of Section 2 was carried out. We are now faced only with a straightforward, although technically cumbersome, calculation. We shall see that in order to obtain asymptotics of the r.h.s. of (23) to the needed accuracy, we have to compute the first two terms in the asymptotics of the coefficients κ n , β n , γ n ; and only the main term in the asymptotics of Y (µ).
For the rest of the paper, we assume that λ ∈ (−1, 1).
As usual, we perform a series of transformations of the initial problem for Y (z). The first one Y → U is the scaling:
The second one U → T is given by the formula
is the scaled asymptotic density of zeros of p n (z). The cut of the logarithm is assumed to go along the negative half-axis. Below we always take the principal branch of the logarithm and roots. For analysis of the Riemann-Hilbert problem we need to replace the interval [−1, 1] of the jump contour of Y (z) by 4 lines Σ j , j = 1, 2, 3, 4 as shown in Fig.1 ., transforming again the problem accordingly. Then some elements of the jump matrix become exponentially small in n, and hence asymptotically negligible, and what remains can be reduced to matrices with constant (in z) elements. These jump matrices are different in the 4 neighborhoods U ±1 , U λ (discs around the points ±1 and λ), and
Note that in U λ we will have to add an additional cut roughly along the imaginary axis. Our task is then to construct approximate solutions (parametrices) P ±1 (z), P λ (z), P ∞ (z) in the corresponding neighborhoods and match them on the boundaries ∂U ±1 , ∂U λ . The solution in U ∞ is given in terms of elementary functions; in U ±1 , in terms of Airy functions [25] ; and in U λ , in terms of Bessel functions [17, 23] . The "matching" is performed using the known asymptotics of these functions at large arguments and one more "R" transformation of the Riemann-Hilbert problem. This allows us to compute any number of terms in the asymptotics of Y (z). Choose all ∂U to be of small enough radius ǫ > 0. In the intersection of the region I (the area outside the lens) and the neighborhoods U we have
and the contours are traversed in the negative direction. Here ∆ 1 is found from the asymptotics of the parametrices P θ on ∂U (∆ 1 (z), and hence R 1 (z) is of order 1/n):
It turns out that to prove Theorem 1 using (23), we need to evaluate only P λ (z) as z → λ (i.e., the main asymptotic term of T at λ) and (27) as z → ∞ (i.e., two terms of T at infinity).
First of all, we need a result from [17] that
where the cut of the root is the interval (−1, 1). (Note that det P ∞ (z) = 1.) Here
The Szegö function D(z) is analytic outside the interval [−1, 1] with the boundary values satisfying
2 , x ∈ (−1, 1). We can calculate the integral in (31) directly as follows. First, replace ω(x) by ω(νx); second, take the derivative of the integral w.r.t. ν. Set then ξ = cos θ, and integrate in the complex plane of e iθ . After that integrate the result S Σ Figure 2 : The auxiliary contour for the parametrix at λ.
w.r.t. ν over (0, 1), and finally, use the value of the integral at ν = 0. This procedure is actually a simple "scalar" analogue of the whole present work. For λ ∈ (−1, 1), we obtain
Therefore,
Define now
Choose the cuts inside U λ so that they are the inverse image under nf (z) of the direct lines in Fig. 2 , where
(The boundary Σ is the direct image of ∂U λ .) There will be therefore an additional cut in U λ in comparison with Fig.1 . We consider the segment S between the angles π/4 and π/2, its image belonging to U λ ∩ I. Define an analytic continuation of ω(x) as follows:
It is shown in [17, 23] that for z ∈ S,
where I β (x) and K β (x) are Bessel functions (see [28] ). Tracing back the transformations (27, 25, 24) , we obtain for the main asymptotic term
It follows from the asymptotics of Bessel and Airy functions at large arguments (see [25, 23] and below) that the error term is uniform in z and α for z close to λ and for α in a bounded set. This observation (and its analogue for the asymptotics of κ n , β n , and γ n ) will be very important below.
For application in the identity (23), we need to analyze equation (39) as z approaches λ along a path in S. Note first (recall (32)) that
(40) Therefore, the product of the first 3 terms in (37) gives as z → λ:
Further, we obtain:
Thus we need asymptotics of Bessel functions at a small argument for (38) (see [28] for them):
(43) Now the product of the next 6 terms in (37) gives for z → λ:
Finally, the product of the last terms in (37,39) gives the known identity [17] in this limit:
Taking the product of all contributions, we have
We now turn to the asymptotics of the coefficients χ n , β n and γ n of p n (z). Here we need 2 asymptotic terms in n. As usual, we compute them investigating the limit z → ∞ of Y (z). Namely, by (11),
As z → ∞, we need to know asymptotics of Y (z) in the region I, which are given by the expressions (cf. (39)):
(48) Let us compute R 1 (z) using (28, 29) . Consider first the neighborhood U λ and the parametrix (37). The argument ξ = nf (z) of Ψ(ξ) is uniformly large on ∂U λ . (Equation (37) gives correct asymptotics for P λ not only in S but on the whole ∂U λ (see [23] ), a fact that we will now use.) We obtain ∆ 1 (x) at λ from (29) expanding Bessel functions of large arguments in (37). Namely, 1 √ 2
with the error term uniform for α in a bounded set. After substituting P λ into (29), the second term on the r.h.s. (which is of order 1/n) determines ∆ 1 (x) on ∂U λ . Substituting then ∆ 1 (x) into (28) and calculating residues at a simple pole x = λ, we obtain the contribution to R 1 from the neighborhood U λ :
where t = 2nf (1) − 2ατ = 2πn 
To compute the contribution from the neighborhoods U ±1 , we need to know parametrices there. These are obtained by a slight generalization of the results of [25] (which can be viewed as the case ω(z) = 1). We have for U 1 : 
and Q(ζ) is given by the expression (7.9) of [25] in terms of Airy functions (in the notation of [25] Q(ζ) = Ψ σ (ζ)). In these formulas
where τ = arcsin λ, and t is defined by (51,26). The error terms here are uniform for α in a bounded set.
Proof of Theorem 1
We now substitute asymptotics (60,46) into the differential identity (23) . Care is needed with estimation of κ n . To obtain the asymptotics of κ n from (60) we need first to replace n with n + 1 and second, to replace λ with λ 
