The Classifier Integration Model (CIM) 
Introduction
In designing vehicle safety systems, the object classification problem from images is considered as one of the most important tasks. Various schemes have been developed for object detection and classification problems during the past decades. Pattern recognition systems consist of a feature extractor and a classifier [1] . Different types of pattern recognition algorithms with various feature extraction methods have been proposed for designing vehicle safety systems. Pattern recognition is also considered as a machine learning scheme that finds patterns and regularities in given data. Pattern recognition systems are classified into two different learning systems by the data available; supervised learning and unsupervised learning. In supervised learning, pattern recognition systems are trained from labeled data when each datum has its label [2] . When, however, no labeled data are available, unsupervised learning algorithms are used for the pattern recognition systems to discover previously unknown patterns among data. The pattern recognition, machine learning, data mining and knowledge discovery in databases are used similarly in different scopes. Pattern recognition algorithms intend to assign a reasonable label for all possible inputs. The pattern recognition used in this paper adopts the machine learning algorithms. Recent trend in pattern recognition shows that more techniques adopt artificial neural network schemes including Support Vector Machine [3] and supervised learning algorithms. These conventional neural network structures require different feature extraction procedures for different pattern classification tasks and their classification accuracies depend heavily on the feature extractor they adopt. Some of conventionally used features include Hue-Saturation-
Figure 1. An Example of Convolutional Neural Network
Value (HSV) [4] , Local Binary Pattern (LBP) [5] , Discrete Cosine Transform (DCT) [6] , and Covariance matrix [7] . In order to avoid the dependency of feature extractor in classifier design, deep learning has been introduced [8] - [11] . The Convolutional Neural Network (CNN) model has been known as one of the first truly successful deep learning network architectures that do not require feature extraction procedure for image classification problems. The advantages of CNN for object classification task is adopted for our vehicle safety system and the CNNs are used as local classifiers in Classifier Integration Model [12] in this paper.
The rest of this paper is organized as follows: Section 2 and Section 3 provide the brief summaries of the Convolutional Neural Networks and Classifier Integration Model, respectively. The classification method used in this paper is then discussed in Section 4. Section 5 shows our experiments and evaluation results. Finally, concluding remarks are provided in Section 6.
Convolutional Neural Networks
The Convolutional Neural Networks (CNNs) are biologically-inspired variants of multilayer-perceptron type neural networks where the individual neurons respond to overlapping regions in the visual field [13] . CNNs can recognize visual patterns directly from pixel images without any feature extraction process. The CNN basically consists of several levels in architecture: Convolutional layer, Rectified linear units layer, Pooling layer, Dropout layer, and Loss layer. The abstract level increases from layers to layers. Designing CNNs consists of convolution layer and sub-sampling layer. CNN minimizes the parameters required for learning by the filter responses over the convolution and subsampling layers to obtain abstract features. In convolution layers, CNN performs the convolution operations over feature maps in previous layers. The − ℎ feature map m in the − ℎ layer is convolved with the kernel as follows:
where b is a bias for each map while is the kernel for corresponding to each map m ( −1) . Note that these bias and kernel are all trainable. The sub-sampling layers compute the spatial average of a small region with × window and multiply it by a weight . Later, a trainable bias is added and the total value is obtained by the following equation:
The last part of CNN is a multi-layered perceptron-type neural network connected with the previous convolution layer and can be considered as a nonlinear classifier of features obtained in convolution layer. An example of CNNs used in our experiments is shown in Figure 1 .
Classifier Integration Model
The Classifier Integration Model (CIM) is designed to facilitate the excessive complexity with high-dimensional features [11] . These features are generally obtained through different feature extraction methods on object data because more feature extraction methods can improve the classification accuracy of pattern classifiers. The CIM collects different features of the objects via a number of local classifiers, C , 1 ≤ ≤ ,while conventional classifiers as shown in Figure 2 use all the available features at once by combining these available features, for example by concatenating different features. Note that the classifier example in Figure 2 is a classifier based on unsupervised learning. During the training stage of CIM, each local classifier C yields a weight w to the global classifiers as can be seen from Figure 3 . The weights are obtained depending on the performance of the corresponding local classifier. When the trained classifier C classifies well on a certain class, say class , and yields a low accuracy rate on class , then it is reasonable to set the weight w a higher value on the class than the class . This performance information of each classifier k on each class data is collected during the training stage and save as a form of the following table, so called expertise table, [11] :
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where is the predetermined number of classes. The feature vector f ⃗⃗⃗ of data point x ⃗ consists of featuresn as follows:
where T denotes the transpose of a matrix.
For each data point x ⃗ , each C produces distance values, P ⃗⃗ , to cluster centers, = 1, 2, ⋯ , . P ⃗⃗ consists of vectors projected on corresponding classifier spaces as follows:
where is the cluster center of ⃗⃗ on the − ℎ classifier. The cluster centers can be computed by using an unsupervised clustering algorithm such as Centroid Neural Networks (CNN) [14] - [16] . Then, by using the weights in the Expertise Table, the   distance, D( ⃗⃗⃗⃗ , ⃗⃗ ⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗ ) , between a data and a cluster center ⃗⃗ is given as following equation [11] :
Note that the possibility for a data to be classified as a class j is considered to be inversely proportional to the distance between the data and cluster center ⃗⃗ . Finally, the label of Class ( ), can be obtained as follows:
Note that the architecture of classifier integration model shown in Figure 3 uses unsupervised competitive neural network architecture for its local classifiers. If neural networks with supervised learning algorithm are used for its local classifiers, the codebook part in Figure 3 can be omitted.
Classification of Objects Using CNN-based CIM
Pattern classification tasks generally require a feature extraction procedure in advance. That is, pattern classification algorithms assume proper feature sets that can describe a given object while can discriminate the object from others. However, finding proper sets of feature extractors for objects is not an easy task at all and rather a very complicated task. An example of feature extraction method, HOG (Histogram of Oriented Gradients)[17] is widely used in object detection tasks while other feature extraction methods for general purpose in image classification tasks [4] - [6] . Since CNNs have shown that they can project the feature of image with a minimal pre-processing step [13] , CNNs can be considered as an efficient classification scheme that performs feature extraction and classification procedures together. However, most of CNNs require an excessive computational effort for training CNNs with several layers and finding a proper structure including the number of layers for the best performance. Instead, we can design and train several simple CNNs at the same time and use these several simple CNNs as local classifiers in CIM. Each local CNN can have usually 3 or 4 layers with difference filter size and number of maps in each layer while the usual CNNs require 7 or more layers for the same task. After training each CNN in parallel fashion, each CNN is now considered as a local classifier in a CIM. Note that the CNNs used as local classifiers in a CIM can have different structures optimized for different features. The optimal structure for each CNN for different feature set should be obtained prior to applying the CNN as a local classifier for a CIM. Figure 1 shows an example of convolutional neural networks used in this paper. The original image prepared as a gray image with the size of 100 × 100 is used as the input image to the convolutional neural network in experiments. C1, the first convolution layer, performs convolution operation on the input by applying five 5 × 5 kernels and 5 biases to produce five 96 × 96 maps. For this operation, 130 (=25 × 5 + 5) parameters are required to be trained in this layer. The following sub-sampling layer, S2, performs a spatial sub-sampling operation on each map in C1 and produces the same number of maps with C1. That is, 5 weights and 5 biases are used to produce five 24 × 24 maps and 10 (= 5 × 1 + 5) trainable parameters exist in the layer S2. In order to produce the layer C3, difference operations between all two possible combinations of maps in S2 (in this case 10 cases) are first performed and the 10 difference maps are individually convolved with 5 × 5 kernels to Note that there are 20 (= 10 × 1 + 10) trainable parameters in S4. In order to produce the maps in the layer C5, each of the maps in the layer S4 is convolved 5 × 5 kernels and it leaves 25,100 (= 100 × 10 × 5 × 5 + 100) trainable parameters. As a result, this CNN requires a total of 25,770 parameters to be trained for the feature extraction layers only. If we consider the fully-connected classification layer, the CNN training process requires a quite degree of computational burden for training this CNN. Note that 25,700 parameters are for this rather simple architecture of CNN. If the architecture of CNN is with 7 or more layers, then the number of parameters to be trained becomes much larger and it should require even more serious computational effort.
Experiments and Results
For the evaluation of the classifier scheme based on CIM and CNN, sets of image data are collected for our experiments. As shown in Figure 4 , four object categories are 12 (2015) selected as Pedestrian, Sidewalk guide block, Motorbike, and Car. Each category data consists of 120 data samples. From this data set, 100 images in each class are randomly chosen for training classifiers while the remaining images are used for evaluating classifiers. This training data and test data combination is collected 10 times. That is, there exist 10 different combinations of randomly chosen training data and test data sets. Four different CNNs are used as local classifiers for CIM. Each local CNN is used as a classifier for one object class and all other classes. That is, for example, CNN1 is used as a classifier for Pedestrian and all other class data while CNN2 is used as a classifier for Sidewalk guide block and all other class data. This makes these CNNs binary classifiers and the problem much easier. Each local CNN is trained with 1,000 training epochs in our experiments. Note that the total number of epochs for training can vary for different problems. The classifier scheme based on CIM and CNN is applied to an object classification problem and its performance is evaluated. The performance of CNN-based CIM scheme is compared with a CNN classifier scheme whose architecture is much larger than the ones used in CIM as local classifiers in terms of training time and classification accuracy rate. The single CNN adopted in our experiments is the CNNLenet structure [9] . The CNN-Lenet is trained until the training error, Mean Squared Error (MSE), is converged. Figure 5 shows typical learning curve for convolutional neural networks. It represents how the training error is reduced as the training goes on with different training epochs. In this case, the training CNN-Lenet can be terminated after 3000 epochs. Note that excessive training can cause a memorization of training data instead of learning like any artificial neural networks. Table 1 compares training times and training errors (MSE) of four local CNNs and CNN-Lenet. Since local CNNs to be used as local classifiers for CIM has much simpler structure when compared with CNN-Lenet and trained with 1,000 epochs, they yield larger training errors when compared with the training error of CNN-Lenet. When it comes to the training speed, it is very different story. As can be seen from Table 1 , however, the training time per epoch for a local CNN is much shorter than that of CNNLenet. As a result, the total training time for a local CNN is as low as 3.8% (CNN3) of CNN-Letnet's total training time. CNN1 requires longest training time among 4 local classifiers. Even this case of CNN1, its total 
Conclusion
The Classifier Integration Model (CIM) with Convolutional Neural Networks(CNNs) used as its local classifier is applied to classify objects for a vehicle safety system in this paper. Since CNNs do not require the feature extraction process that is a very important procedure in most pattern recognition schemes, the CNN classifier takes the original images for training and classification procedure and this makes CNNs more suitable for object classification tasks in vehicle safety system. However, CNN requires a rather very high degree of computational efforts on its training procedure for its complex structure since the number of parameters to be trained is quite large. In order to alleviate this computational burden in CNN training, it requires to reduce the complexity of CNN structure. However, reducing the CNN's structure can cause deteriorating the performance of CNN in terms of classification accuracy. In order to suit the classifier to keep the advantageous features including no feature extraction procedure in CNNs while minimizing training time, several CNNs with smaller architectures From these experiments, we can conclude that the CNN-based CIM classifier is a serious candidate for an object classifier for vehicle safety systems.
