Computation of covariance matrices from observed data is an important problem, as such matrices are used in applications such as principal component analysis (PCA), linear discriminant analysis (LDA), and increasingly in the learning and application of probabilistic graphical models. However, computing an empirical covariance matrix is not always an easy problem. There are two key difficulties associated with computing such a matrix from a very high-dimensional dataset. The first problem is over-fitting. For a p-dimensional covariance matrix, there are p( p − 1)/2 unique, off-diagonal entries in the empirical covariance matrixŜ; for large p (say, p > 10 5 ), the size n of the dataset is often much smaller than the number of covariances to compute. Over-fitting is a concern in any situation in which the number of parameters learned can greatly exceed the size of the dataset. Thus, there are strong theoretical reasons to expect that for high-dimensional data-even Gaussian data-the empirical covariance matrix is not a good estimate for the true covariance matrix underlying the generative process. The second problem is computational. Computing a covariance matrix takes O(np 2 ) time. For large p (greater than 10,000) and n much greater than p, this is debilitating. In this article, we consider how both of these difficulties can be handled simultaneously. Specifically, a key regularization technique for high-dimensional covariance estimation is thresholding, in which the smallest or least significant entries in the covariance matrix are simply dropped and replaced with the value 0. This suggests an obvious way to address the computational difficulty as well: First, compute the identities of the K entries in the covariance matrix that are actually important in the sense that they will not be removed during thresholding, and then in a second step, compute the values of those entries. This can be done in O(Kn) time. If K p 2 and the identities of the important entries can be computed in reasonable time, then this is a big win. The key technical contribution of this article is the design and implementation of two different distributed algorithms for approximating the identities of the important entries quickly, using sampling. We have implemented these methods and tested them using an 800-core compute cluster. Experiments have been run using real datasets having millions of data points and up to 40,000 dimensions. These experiments show that the proposed methods are both accurate and efficient. 
INTRODUCTION
Computation of covariance matrices from observed data is an important problem. Such matrices are used in applications such as principal component analysis [Jolliffe 2005 ], linear discriminant analysis [Izenman 2008] , and increasingly in the learning and application of probabilistic graphical models [Koller and Friedman 2009 ] such as Markov random fields [Kindermann et al. 1980] .
Why computing a covariance matrix is difficult. Although useful, computing such a matrix is a deceptively simple problem, for two main reasons. First, there is the problem of over-fitting, which in this context means finding spurious correlations in the data that are not there in the underlying covariance matrix. For a p-dimensional covariance matrix, there are p( p − 1)/2 unique, off-diagonal entries in the empirical covariance matrixŜ; for large p (say, p > 10 5 ), the size n of the dataset is often much smaller than the number of covariances to compute. Over-fitting is a concern in any situation in which the number of parameters learned can greatly exceed the size of the dataset. Thus, there are strong theoretical reasons to expect that for high-dimensional dataeven Gaussian data-the empirical covariance matrix is not a good estimate for the true covariance matrix underlying the generative process [Marčenko and Pastur1967; Johnstone 2001] .
The second problem is computational. An entryŝ j,k in the empirical covariance matrix S is computed as follows:
Here, x i, j refers to the jth dimension of the ith row in the dataset. Assuming the data are p-dimensional, this computation requires O(n) time for each of the p( p − 1)/2 off-diagonal entries in the matrix, or O(np 2 ) time overall. This can require a massive amount of computation. Imagine the problem of learning a statistical model over a database of 1 million medical images, wherein each 1,000-pixel by 1,000-pixel image is mapped to a 1-million dimensional vector giving the intensity of each pixel. This computation will require on the order of 10 18 floating point computations.
Addressing the difficulties. Mitigating the problem of over-fitting during covariance matrix estimation has been considered extensively in the statistics and machine learning literature [Friedman 1989; Bickel and Levina 2008b; Warton 2008] . A lot of different regularization methods have been proposed, but certainly the simplest and most straightforward is hard thresholding, or dropping the smallest values (in absolute value) in the covariance matrix [Bickel and Levina 2008a; Rothman et al. 2009; . Specifically, we say thatŜ is "Ŝ thresholded at cutoff c" if, for each ( j, k) pair,ŝ j,k = 0, ifŝ j,k < ĉ s j,k , otherwise . There are several theoretical arguments for thresholding as a form of regularization [Bickel and Levina 2008a; Rothman et al. 2009; Lam and Fan 2009] , though an extensive study of these arguments is beyond the scope of the article. For suitably sparse covariance matrices, as long as log p n → 0, the thresholded estimator consistently preserves the eigenvalues and eigenvectors of the true covariance matrix [Bickel and Levina 2008a] . This means that thresholding is particularly useful for applications that make the use of eigenvalues and eigenvectors, such as principal component analysis.
While regularization for covariance estimation, in general, and thresholding, in particular, have received considerable research attention, the computational problem of scaling such computations up to datasets having tens of thousands of dimensions and millions of data points has not. Perhaps the main reason for this is that it seems that there is little that can be done to speed the computation. If the goal is computingŜ, there seems to be no alternative to a careful implementation of the obvious, O(np 2 ) algorithm.
However, if one computes a thresholded covariance matrix for a threshold value that zeros most of the covariances, then there is a lot that can be done to speed the computation. Specifically, if the number of non-zero coefficients K in the thresholded matrixŜ is relatively small (so that K is O( p)), then the identities of the ( j, k) pairs that will not be dropped can be computed quickly as an initial step-if K is O( p), then it takes O(np) time to compute the thresholded matrixŜ . For a high-dimensional problem, O(np) is likely to be much faster than O(np 2 ).
Our contributions. The principal contribution of this article is to develop several sampling-based algorithms for quickly computing an approximation to the set -here is defined as the set of ( j, k) pairs that indicate whichŝ j,k will be included in the thresholded matrix. Although the algorithms we propose are not fundamentally distributed algorithms and can easily be implemented on a single machine, we describe them in a distributed context because for scaling any algorithm up to a 40,000 by 40,000 covariance matrix for a reasonably sized dataset, a distributed implementation is the only feasible alternative. Both algorithms take as an argument K (the number of covariances that should remain in the thresholded matrix), and, in O(mp 2 ) time, they compute a set where with high probability, ⊂ . Here, m is the size of the sample that is used to compute . The first algorithm we propose (which we call "Fisher's") relies on Fisher's transformation [Fisher et al. 1915] and works well with Gaussian data. The second algorithm, which we call "Gridded," is non-parametric. We have found that this method is able to approximate very well for even highly skewed data, using only m = 1,000.
For comparison, we also consider how can be computed exactly in a distributed environment; we term this the "Exact" algorithm. The advantages and disadvantages of each are summarized in Figure 1 .
Paper organization. In the next section of the article, we give a bit more background on covariance matrix thresholding. In Section 3, we consider how one might design a distributed code to efficiently (and exactly) compute a thresholded covariance matrix over a large and high-dimensional dataset. In Section 4, we develop our Z-Transformbased method. In Section 5, we consider potential problems with Fisher's method, and in Section 6, we propose another sampling-based method that is designed to be more robust. Section 7 details an experimental study, related work is covered in Section 8, and Section 9 ends the article. 
BACKGROUND ON THRESHOLDING, RELATED WORK, AND PROBLEM DEFINITION
The simplest thresholding method is known as "hard thresholding"; to perform hard thresholding, we simply drop all covariances smaller than a cutoff c. Several other ideas have been explored in the literature. Rothman et al. [2009] propose generalizing the idea of a hard thresholding function to a class of functions that can also incorporate other methods of shrinkage ("shrinkage" is the general idea of having a parameter estimation framework that makes sure that smaller or less complicated parameters are chosen in order to avoid over-fitting; thresholding is one form of shrinkage). Specifically, they allow thresholding functions that not only dropŝ j,k values with absolute value less than c, but that may also subtract (or add) a value ≤ c fromŝ j,k ifŝ j,k > c. The authors argue that moderate shrinkage via thresholding can incur bias, but, in general, it helps lower the error of the estimated covariance matrix. In fact, the generalized thresholding algorithm is a good choice even if the sparsity of the covariance matrix is not known in advance. As Rotherman et al. show via simulation, combining hard and soft thresholding greatly increases the accuracy of the estimated covariance matrix for truly sparse models. But even if the matrix to be estimated is not sparse, the thresholded estimator does not perform worse than the sample covariance matrix.
Both approaches define a universal thresholding parameter for all off-diagonal elements. However, different dimensions of a dataset can have widely differing variances, which means that the covariances inŜ can naturally vary by orders of magnitude. Universal thresholding approaches tend not to maintain their desirable asymptotic properties in such a situation. consider two adaptive thresholding estimators for this problem. One thresholds differentŝ j,k values differently based on their respective variances. This estimator chooses an entry-dependent threshold value:
whereθ j,k is the variance of (x i, j − x i,k ), computed over the dataset. The resulting estimator significantly outperforms universal thresholding. The preceding discussion assumes that the goal is to estimate the covariance matrix. It is often desirable to instead estimate the correlation matrix, whose entries always fall between −1 and 1. Define the correlationρ j,k as follows:
That is,ρ j,k is the normalized value of the covarianceŝ j,k (also known as the correlation between dimensions j and k). In fact, thresholding the correlation matrix can be preferable to thresholding the covariance matrix directly. propose thresholding the correlation matrix and then unnormalizing using the sample variances. First, a similar universal thresholding estimator can be used to estimate the thresholded correlation matrix R = (ρ j,k ) p× p . Specifically, we let
The corresponding covariance matrix can then be estimated byŜ = D 1/2R D 1/2 where D = diag(Ŝ) consists of the variances. This outperforms thresholding the covariance matrix directly, and the consistency of doing so is justified in Jiang [2013] .
One concern when thresholding is that the resulting matrix will not have positive semi-definiteness, which is a requirement for some applications. This issue has been considered in the literature. For example, in Bickel and Levina [2008a] , the authors show that the thresholded matrix will remain positive semi-definite if
where · is the L 2 norm and λ min (Ŝ) is the smallest eigenvalue ofŜ. Other papers also discuss the issue of achieving sparseness via thresholding while at the same time preserving positive semi-definiteness when estimating covariance matrices [Xue et al. 2012; .
We note that in some important applications for large covariance estimation, positive semi-definiteness is not actually a requirement. Specifically, consider the problem of sparse matrix inversion, where the goal is to approximately invert a large matrix while ensuring the sparsity of the computed inverse. Typically, the output of such an algorithm will be used as input to a Gaussian Markov random field. Crucially, these inversion algorithms do not always require the input to be positive semi-definite. For example, show how to remedy non-positive semi-definiteness by replacingŜ withŜ + I for some small > 0, where is carefully chosen so that it does not have a significant effect on the computational accuracy of the final inverse but is large enough to makeŜ positive semi-definite.
Matrix sparsification and approximation. Besides thresholding, many other matrix regularization and approximation approaches have been proposed in the literature. Examples include banding [Bickel and Levina 2008b] , where the idea is to confine the nonzero entries in a matrix to a diagonal band, and tapering [Furrer and Bengtsson 2007] where the idea is to shrink the off-diagonal entries of the covariance matrix. Another idea is penalized estimation [Huang et al. 2006] , where L 1 penalties are applied on the Cholesky factor. Factor-model-based model estimation has also been proposed for the task [Fan et al. 2008 [Fan et al. , 2011 ] wherein a factor-based model is constructed for the observed data, and sparsity is imposed on the learned model. The Nyström method [Williams and Seeger 2001] generates a low-rank approximation to the original matrix by sampling from its columns. Our focus in this article is on the scaling of regularization/ approximation to very large problem, rather than proposing a new regularization/ approximation method. We have chosen to study thresholding in this context, though future studies might consider some of these other methods as alternatives.
Other related work. Efficient computation of an approximate inverse covariance matrix has been the focus of almost all recent related, computationally oriented work in this area. Such methods typically add a lasso penalty to the inverse problem and focus on solving the resulting optimization task. For example, Yuan and Lin [2007] propose estimating the sparse precision matrix that maximizes the following equation:
In this expression, λ controls the extent of the regularization; if λ is large, it penalizes a large number of significant or non-zero entries in the learned matrixˆ .
GivenŜ, computing the optimal value ofˆ is then a challenging optimization problem, especially when the data are high dimensional. There has been a lot of work (particularly in the machine learning literature) over the last few years that focuses on solving the problem efficiently. There are too many papers on this topic to list all of them; a small selection is given in the references section [Kolar and Xing 2012; Hsieh et al. 2013; Rolfs et al. 2012; Olsen et al. 2012; Hsieh et al. 2011] . Kolar and Xing [2012] handle data with missing values by adopting a two-step procedure that converges quickly and does not require imputation of the missing values. Hsieh et al. [2013] introduce a novel block-coordinate descent method, whereas [Rolfs et al. 2012] propose a proximal gradient method to solve the L 1 -regularized maximum likelihood estimation problem. The algorithms in Olsen et al. [2012] and Hsieh et al. [2011] are based on Newton's method and second-order gradient information.
The closest work to our own from the database and data mining literature is the problem of finding strong correlations in a large dataset [Xiong et al. 2006; Cohen et al. 2001; Ilyas et al. 2004; Grahne et al. 2000] . Such algorithms are always related to association rule mining, which discovers strong rules existing among variables in large databases, or some of the characteristics of Pearson's correlation coefficient. For example, Xiong et al. [2006] take advantage of the 2D monotone property of the upper bound of the correlation coefficient. Ilyas et al. [2004] develop a system that could detect strong correlations and dependencies with high scalability based on sampling.
We also mention that there has been a lot of work in the database area on sampling [Haas and Swami 1992; Lipton et al. 1990; Chaudhuri et al. 1998 ] and even some work on sampling in a distributed system [Pansare et al. 2011] . However, none of this work specifically targets covariance estimation.
Our thresholding problem. In this article, we will consider a slightly modified version of the correlation-based thresholding estimator. Specifically, we consider how to compute a set of (dimension, dimension) pairs with size K, where is defined as follows.
Definition 2.1 (The top-K correlation problem). Let be a set of ( j, k) pairs of size K. is a solution to the top-K correlation problem if, for each ( j, k) included in , it is the case that j = k andρ j,k is one of the K largest correlations inR (whereR is the sample correlation matrix).
That is, we do not directly consider the problem of computing the thresholded correlation matrixR . Rather, we consider the problem of computing which correlations one would need to compute in order to obtainR . Once has been computed,R can itself be computed in O(Kn) time. The reason that we define the problem in this way is that it allows us to design approximation algorithms for which may find "false positives"-that is, additional (dimension, dimension) pairs that do not correspond to the top K correlations. Since we can drop additional correlations outside of the top K after computing them, false positives will not affect the accuracy of the computedŜ .
Also note that rather than taking the threshold value c as input, we instead take as input the number of non-diagonal entries K to retain. We choose to parameterize the problem in this way because it allows us to directly control the number of nonzero entries in the thresholded matrix, and hence the computational complexity of the problem. However, the two parameterizations are equivalent, in the sense that a given K is associated with a unique c value, and a given c uniquely determines K (assuming that no two entries inR have the same value).
Finally, without loss of generality, we assume that each dimension has unit variance so thatR andŜ are identical, and in the remainder of the article, we do not make a distinction betweenR andŜ. Thus, we can compute the K entries in by computing the K largest covariances inŜ. If each dimension does not have unit variance, then the data can be normalized, after computing the variance of each dimension.
THE EXACT METHOD
Before turning to the question of how to approximate , we first consider how to compute exactly. The obvious (though not always computationally feasible) method for computing is to compute all of the entries inŜ (orR) exactly, and then to simply choose the largest K. In this section, we discuss the exact method in some detail. 
Exact Algorithm for Dense Data
We assume that a large number of producer threads are scattered around a compute cluster, and that each producer thread is assigned a number of rows from the dataset X to operate on. A "thread" here is an independent computing unit that allows for one sequential stream of instructions to be executed. These threads might be mappers in a MapReduce environment [Dean and Ghemawat 2008] or they might be threads created via a package such as pthreads or Message Passing Interface (MPI) [Gropp et al. 1999] . We assume that there are also t consumer threads, where each consumer thread is assigned one or more dimension-dimension pairs for which the thread is responsible for computingŝ j,k (we will assume that the the pair ( j, k) is assigned to consumer thread j × p + k mod t). We assume that producer threads can send data to consumer threads. In MapReduce, this may happen via a MapReduce shuffle. Communication could also be implemented via MPI, or via operating system sockets, or via any other of a wide variety of mechanisms.
Given this setup, it is clear that we need two classes of statistics to computeŜ exactly:
Algorithm 1 can be used to compute and send the required statistics from each producer thread to all of the consumer threads. Figure 2 shows the producer-consumerthread framework for the exact method in a distributed setting.
Once all of the producer threads have completed execution, each consumer thread simply sorts all of the tuples that it receives into a set of groups, where each tuple in each group has the same pair of j and k values. The tuples for a given ( j, k) pair are then aggregated by summing all of the
values in the group, and the triple resulting from the summation is used to compute the finalŝ j,k value for that ( j, k) pair. 
Taking Advantage of Sparsity
Overall, this algorithm has complexity O(np 2 ), since it must consider every possible x i for every possible ( j, k) dimension pair. It is not possible to do better than this if the data are dense (that is, if most of the values are non-zero), but it is possible to do a lot better if the data are sparse. Specifically, the first set of nested loops in Algorithm 1 is changed to the following algorithm. 
, we can skip dimensions that are zero, as is done above. If this skipping is implemented intelligently (that is, using a sparse representation for each x i so that we can immediately skip over such dimensions), then this brings the complexity of the exact computation down to O(nq 2 ) (this is assuming that each entry in X has q non-zero entries). If q p, this can be a huge reduction in complexity.
FISHER'S METHOD
The idea we explore in the next two sections is to use sampling-based algorithms to estimate a set of ( j, k) pairs , where is computed so that with probability of (1 − α), ⊆ for a user-supplied error threshold α. If this can be done in O(mp 2 ) time using a set of m samples where m n, this can represent a huge time savings compared to computing exactly. If this can be done in such a way that is not much larger than K, then the cost of computingŜ from is still reasonable.
A further advantage of sampling is that it allows us to avoid the O(np 2 ) memory cost for storing the xx array at each producer. As we will see, since we are subsampling, each producer thread will be able to simply send the sampled data on to the relevant consumer threads, rather than pre-aggregating at each producer. This will reduce the overall RAM requirement to O(np 2 ) for the entire compute cluster.
Fisher's Z-Transform
The first sampling-based solution we describe is based on the well-known Fisher's Z- Transform, proposed in 1915 [Fisher et al. 1915 ]. Fisher's Z-Transform is used to estimate the correlation ρ from a set of normally distributed sampled data by converting the non-normally distributed sampling distribution of Pearson's correlation r (computed over the sample) into Fisher's z, which is normal and can be used to produce confidence bounds on the population correlationρ. For a pair of dimensions ( j, k), the procedure is described as follows.
(1) Randomly sample a set of (x i, j , x i,k ) pairs and use them to compute the sample 
), rather than ofρ j,k itself. The normal distribution of z j,k can be used to construct confidence intervals onρ j,k . First the (1 − θ )% one-tailed confidence intervals for 1 2 ln (
, +∞), where −1 (1 − θ ) = − −1 (θ ) is the 100(1 − θ ) percentage point of the standard normal distribution. Then, these confidence intervals are transformed back to derive the one-tailed lower and upper endpoints forρ j,k :
. Using a very similar computation, the probability thatρ j,k is located above or below an endpoint can be computed:
As we describe in the next few subsections, these bounds can be used to approximately compute .
Producer Thread Implementation
To utilize Fisher's in a distributed setting, producer threads are responsible for performing the sampling. Given a user-supplied sample size m n, our goal is to sample a number of j, k, x i, j , x i,k tuples so that the probability of selecting a particular tuple is m n ; each sampled tuple is then sent to the appropriate consumer thread for post-processing (this post-processing is described in the next subsection). The most important consideration when implementing the producer thread is that the complexity should be O(mp 2 ) which is equivalent to O( p 2 ), assuming small m. Practically speaking, this means that we must avoid doing the sampling within the inner-most loop, as in the following algorithm. 
Although this sampler is going to be fast, there is a subtle problem: The algorithm samples all of the statistics associated with a single data point, or else it samples none of them. If p is very large, then the sheer size of the output when a data point is sampled is debilitating. Especially in a large compute cluster where the number of threads greatly exceeds m, we will see a situation where most threads (and most machines) output no data, but a few threads produce a huge number.
Obviously, it is desirable to spread out the statistics collection among the various threads. With a bit of care, we can do this by randomly selecting i, j, k triples (where a triple specifies a specific ( j, k) pair for a specific data point x i ) and only sending along the j, k, x i, j , x i,k tuple for those triples that are selected, rather than selecting particular data points and sending all of the tuples that are associated with the data point.
To do this, we view a producer thread that manages d data points as having a set of dp 2 2 different triples that it can choose from, and we simulate scanning each of those triples, and for each, flipping a coin whose probability of being heads is m n . If the coin comes up heads, we pick the triple and output it for use by the appropriate consumer thread.
Obviously, we do not want to actually perform this huge number of random trials, but we can define a process that is statistically equivalent and much more computationally efficient. To do this, we first generate the number according to a num subject to a Binomial( dp 2 2 , m n ) distribution. This is the number of heads that were observed (or, equivalently, the number of tuples that we will send on to an appropriate consumer thread). We then choose num different triples uniformly, without replacement, and output each to the appropriate consumer thread. The algorithm is given as Algorithm 4.
In this code, pickEntry() maps a value in {1 . . . dp 2 2 } to a specific ( j, k) where j, k ≤ p and j ≤ k. Sample num values with replacement from {1... dp 2 2
}.
Consumer Thread Implementation
Once the producer threads complete, each consumer thread will obtain a set of sampled j, k, x i, j , x i,k tuples. The thread groups those tuples according to the j and k values.
After this, the consumer thread sends the single tuple j, k, r j,k ,
to a central location for the final thresholding.
Thresholding
The central location will then make use of the standard confidence bounds provided by Fisher's transformation to bound the actual value of the correlation and perform the final thresholding.
Remember, our goal is not to estimate a particular covariance; our goal is to threshold the covariance matrix. That is, we wish to approximate the set of the ( j, k) pairs that indicate whichŝ j,k will be included in the thresholded matrix, where is defined so that if ( j, k) is in and ( j , k ) is outside of , then |ρ j,k | ≥ |ρ j ,k |. By "approximate," we mean that we compute so as to guarantee that
where α is a user-supplied threshold. The size of set will be between K and p( p−1) 2 , and ideally it will be very close to K.
To actually perform the thresholding note that we can reduce the problem of thresholding to the problem of computing a cutoff c v such that: (i) with high probability, at least K correlations corresponding to the (dimension, dimension) pairs in are in reality above c v ; and (ii) with high probability, every correlation corresponding to the (dimension, dimension) pairs outside of (denoted by ( ) C ) is below c v .
During thresholding, various candidate values for c v will be generated via a linesweeping algorithm. Thus, the key question becomes, given a cutoff c v , can we check to see if a candidate set satisfies the both conditions? First, we want to ensure that condition (i) holds with probability 1 − α/2. To do this, choose the (dimension, dimension) pairs in corresponding to the K largest sample correlations and name this subset as K . From Boole's inequality [Diananda 1953] (also known as the "union bound"), all we need to do is to ensure that
Note that the probability required within the summation is exactly the one-tailed upper probability from Section 4.1 with = c v .
We also need to ensure that with high probability, condition (ii) holds, that is, we wish to ensure that every correlation corresponding to a (dimension, dimension) pair outside of is below c v . As similar argument holds here, we can derive the requirement that
Similarly, the probability required within the summation is simply the one-tailed lower probability with = c v .
Implementation
At the central location that has received all of the j, k, r j,k , d j,k tuples, we sort the correlations in reverse order by r j,k and then run a line sweep, testing c v values from one down to zero. For a given cutoff c v , we add all (dimension, dimension) pairs corresponding to the sample correlations whose expected value is greater than c v to the set . Assuming the size of is at least K, this allows us to compute both K and ( ) C . We then check whether Equation (1) is satisfied for K . If it is, then we have satisfied requirement (i) at this cutoff. If not, then we move the cutoff to the right and try the whole process again.
If we have satisfied requirement (i), we must now compute the final set ( ) C that satisfies requirement (ii). Here, we perform a second line sweep to choose the correlations inside of ( ) C : Moving from large expected value of correlation to small, we remove the corresponding (dimension, dimension) pairs from ( ) C one by one, adding them to . For each possible ( ) C , we check whether Equation (2) is satisfied. If it is, we have completed the thresholding process. At this point, we return the (dimension, dimension) pairs in set . If it is not, then we add one more (dimension, dimension) pair from ( ) C to and try again. It is easy to argue that this algorithm will find a solution. Note that K stays fixed so ( j,k)∈ K Pr ρ j,k ≤ c v must get smaller as c v decreases during the line sweep. Thus, we will eventually satisfy the requirement of Equation (1). And by removing correlations from ( ) C , we know that we will eventually satisfy the requirement of Equation (2). In the degenerate case, the final will contain all (dimension, dimension) pairs, but this is still a viable solution.
FISHER'S AND NON-NORMALITY
The assumption underlying Fisher's method is that the joint distribution along every dimension-dimension pair is bivariate normal. If this assumption is reasonable, then the method of the previous section is an excellent choice. Unfortunately, the assumption can be quite problematic if the joint distribution is not bivariate normal, resulting in bounds on the actual correlation that are inaccurate. This, in turn, can lead to an inaccurate choice for the set of corresponding (dimension, dimension) pairs to include in .
For a simple example of the effect of non-normality, consider Figures 3(a) and (b) which consider two datasets, both of which have identical covariance matrices (and hence identical correlation matrices). The dataset pictured in Figure 3 (a) is bivariate normal, and the dataset in Figure 3(b) is not.
For each dataset, we repeatedly sample 50 data points and use Fisher's method to estimate the correlation of the two variables. For each dataset, we plot a histogram of the various correlation estimates obtained (the plots are in Figures 3(c) and (d) ). In each case, the true correlation, shown as a red line, is around −0.58. For the normal data, the sample correlations lies in a relatively small range from −0.8 to −0.2, whereas for the non-normal data, the sample correlations are more spread out, from −0.9 to 0.5. This shows the significant increase in variance of the correlation estimate induced by the non-normality of the second case. Any bounds derived from such a dataset using Fisher's method are going to be very aggressive, likely leading to a that contains few of the (dimension, dimension) pairs that correspond to the actual top K correlations.
THE GRIDDED APPROACH

The Basic Approach
Given the natural concerns associated with the Fisher approach, in this section, we consider a simple, non-parametric alternative. For a particular ( j, k) pair, we will construct a two-dimensional, spatial grid. We will then count the number of samples that appear in each cell of the grid and use those counts to estimate the probability that an arbitrary database point will fall in the cell (see Figure 4) . If we assume that points are distributed uniformly within a cell, then it is an easy matter to estimate the correlation ρ j,k . Specifically, let X j denote the random variable that governs the distribution of the data over dimension j, and let X k denote the random variable that governs the distribution of data over dimension k. Then, we know that
If we make the reasonable assumption that, for a large data set, ρ(X j , X k ) ≈ρ j,k , (that is, we assume that the actual correlation of the random variables underlying the data is the same as the correlation observed in the data), then we need to simply compute the various expectations in the above formula in order to estimateρ j,k .
To do this, let l j,a denote the lower spatial boundary of the ath row of cells in the grid, and let h j,a denote the upper boundary of this row. Likewise, let l k,b denote the left spatial boundary of the bth column of cells in the grid, and let h k,b denote the right boundary of the column. Furthermore, let π a,b denote the estimated density of the cell in row a and column b (that is, the probability that a random data point will fall in that cell). Then, it is easily shown that
The Dirichlet Prior
Given the details from the previous section, one could easily obtain an estimate forρ j,k by setting π a,b to be proportional to c a,b , the number of samples found in cell (a, b) in the grid.
There are two issues with this approach.
(1) This would give us a point estimate forρ j,k , but no idea of the accuracy of the estimate. (2) In reality, we know that with a small sample of the data, there are likely cells that contain data that we simply missed. We might not want to assume that the density is zero in this case. That is, though the simple estimate for each π a,b is unbiased, it does not easily incorporate prior knowledge about the distribution of data in cells.
For these two reasons, we adopt a Bayesian approach to estimatingρ j,k . Let C denote the matrix such that c a,b is the number of sampled points that fall in cell (a, b). We view the assignment of samples to cells as taking a sample from a Multinomial distribution so that
Here, mis the number of data points sampled for this particular ( j, k) pair. Furthermore, we put a user-defined Dirichlet(β) prior on π . This prior allows the user to specify hisor-her beliefs about how sparse the grid is by manipulating β.
1
In standard Bayesian fashion, after observing C, one can use the conjugacy of the Dirichlet and the Multinomial [Lee 2012 ] to obtain the following posterior distribution on π :
This in turn provides us with a way to obtain confidence bounds onρ j,k . We simply take a number of samples from a Dirichlet(C + β) distribution to obtain possible values of π , and for each of them, we obtain a separate estimate forρ j,k . All of these estimates give us an empirical distribution for the posterior distribution ofρ j,k after seeing C. This empirical distribution serves the same purpose as the Normal confidence bounds in the case of Fisher's method.
Implementation
The producer thread for the gridded approach that is responsible for actually performing the sampling can be implemented exactly as in the case of Fisher's method.
The consumer thread is quite similar to the consumer thread for Fisher's except that rather than computing the two statistics that are required for Fisher's, we use the method described above to take m samples to obtain an empirical distribution for the posterior distribution ofρ j,k after seeing the samples. All of these samples are then sorted using a distributed sort, and again they are processed at a central location from highest to lowest, using a line sweeping algorithm that is very similar to the one employed when Fisher's is used. The main differences are as follows.
(1) The sweeping line now stops at each sampled correlation, since we have multiple samples from the posterior distribution of each correlation. (2) For a particular correlation, instead of using the cumulative normal distribution, we calculate probabilities such as the probability that "the ith correlation corresponding to is in reality ≤ c" by counting samples that are past c. In this case, the fraction of the samples that are ≤ c can be taken as an estimate for the desired probability. Fig. 5 . Biased sampling. At left, we depict a set of points with a very strong correlation, and in the middle, the result of taking a sample of those points. Clearly, the apparent correlation has been weakened because we have dropped the outliers in the top and bottom corners. We can address this by breaking the data space into a set of regions, depicted on the right. In the corner regions, all points are selected (the probability of sampling a point is 1. At the edges, it is γ , and in the middle it is γ 2 . In this way, the points in the "middle" of the dataset have the lowest sampling fraction and expectedly, the sample is a better representation of the correlation in the data.
ALGORITHM 5: Biased Gridded Producer Thread for each x i assigned to the thread
do for j = 1 → p do if x i, j not in horiz. middle or Bern(γ ) then for k = j + 1 → p do if x i,k not in vert. middle or Bern(γ ) then Send j, k, x i, j , x i,k to consumer j × p + k mod t. end end end end end
A Biased Sampling Scheme
One issue with the approach proposed in this section is that it is vulnerable to outliers. Points in the extreme corner of the data space can have a huge effect on the correlation-much greater than points in the middle-and yet if there are just a few of them, they are likely to be missed by any simple, uniform sampling scheme.
We can solve this by utilizing a biased sampling scheme, as illustrated in Figure 5 . Before sampling, the data space is partitioned into nine regions; a parameter γ ≤ 1 controls the precise sampling plan, but whatever the value for γ , points in the corners are always sampled. As γ becomes smaller, points in the center of the data space are under-sampled to a greater and greater extent. The producer thread for this sampling scheme is implemented as follows.
Note that this bias is in addition to the gridding described in the previous few sections. Each region of the dataset will be recursively subdivided into its own grid. That is, our count matrix C now has nine different sub- matrices C[1], C[2] , . . . , C[9]. Likewise, our density matrix π now has nine different sub-matrices π [1], π [2], . . . , π[9] . Finally, we need a vector n telling how many points in the database were in each of the nine different regions (we will discuss how to compute n in a moment). Rather than generating π as a whole, as we did in Section 6.2, we now generate the portion of π ALGORITHM 6: Sampling π in the Biased, Gridded Case
covering each of the nine regions independently, and normalize the various probabilities by taking into account the actual number of data points that fell in each region. Given this, the procedure for sampling a value from the posterior distribution for π is as follows.
Basically, this algorithm applies the Dirichlet/Multinomial conjugacy separately to each of the nine different regions to construct π . Furthermore, it normalizes all of the π [i] a,b in region i by multiplying each by the fraction of the data points that actually fell in that cell.
Once this algorithm has been used to generate a π matrix, we can use the machinery from Section 6.1, without modification, in order to produce a sampled value forρ j,k . Everything else stays the same.
Computing the number of points in each region. Algorithm 6 requires that we be able to compute n 1 , n 2 , . . . , n 9 . One way to do this would be to scan the entire dataset, counting the number of points in each. Unfortunately, doing this for every (dimension, dimension) pair is simply infeasible, and we need to be a bit more clever.
To compute these values efficiently, as we are scanning the data, we compute the total number of data points in each horizontal and vertical strip. Since there are only 6 p of those values for p-dimensional data, this is not a tremendous burden. This gives us n 1 + n 2 + n 3 = 1 n 4 + n 5 + n 6 = 2 n 7 + n 8 + n 9 = 3 , for the three horizontal strips, and n 1 + n 4 + n 7 = 4 n 2 + n 5 + n 8 = 5 n 3 + n 6 + n 9 = 6 , for the three vertical strips. In addition, because we are computing the set of points in the four corners exactly, we have n 1 = 7 , n 3 = 8 , n 7 = 9 , n 9 = 10 .
In total, this gives us a very simple set of linear equations to solve, allowing us to compute each n i (see Figure 6 ).
Choosing the Boundaries
We close this section by considering the problem of choosing the various region and grid boundaries.
Given a set of nine regions for a particular (dimension, dimension) pair, it is easy to build a grid within each of the regions. We simply do an equi-width partitioning along both dimensions. In all of our experiments, the grid within a region is 50 cells wide by 50 cells tall, resulting in 2,500 cells total.
Choosing regions is more challenging. We are given the desired number of samples from a dimension pair; this value is m. The goal is to find the quartiles and the value of γ that gives us the highest accuracy, subject to the constraint that the total number of samples processed for a given (dimension,dimension) pair is approximately m.
Recall that the dataset has n points. On each dimension, we break the data into three quartiles: [0 : : 1] means that if there are many points that are all the sth largest, they are included in the middle quartile, and in that case, the upper quartile only includes only those values that are larger than the sth largest. So the ( n−s+1 n
: 1] quartile can also never have more than s points.
For a given dimension pair and a specific value of s, we can count the exact number of points in the four corner cells. Let this number be n c . If n c is larger than m, then that value of s can simply be discarded. If not, assuming that the data is independently distributed, the expected number of samples for a given dimension pair is going to be approximately m = n c + 4 ps(n−2s) n
The third term is the number of points we will sample from the middle cell. And the second term is the number of points we will sample from the remaining four cells. Thus, for a given value of s, we can set m = m and solve for γ to get the required sampling proportion to obtain m samples overall:
The crucial is to find the optimal value of s for the dimension. To do this, we randomly choose 10 dimension pairs from the dataset whose correlation matrix we are interested in. For each of the 10 dimension pairs and a particular value of s, we simulate the sampling process from that dataset several times, compute a posterior distribution using the methods of Section 6.2, and then compute the error of the posterior distribution. Here, the error can be a squared one over the difference between a sample from the posterior distribution and the real value of the correlation. We then average the 10 errors. This average error measures the "goodness" of a particular value for s. Low error means high goodness. Our task is to search for the best s in 1 . . . by moving the s value by a fixed step along the dimension and choosing the one that leads to the smallest average squared error. Once we have s and γ , we can apply our gridded model on each dimension pair. It is also worth mentioning that, simply increasing the number of dimension pairs when estimating the average error will not necessarily increase the top-k hit rate eventually, as the data distribution for each dimension pair is different, and we just want to find a particular value for s that can generally work well.
EXPERIMENTAL RESULTS
In this section, we benchmark the various algorithms that we have proposed in the article.
Experimental Goals
We have two main goals in benchmarking these algorithms.
(1) To see under what conditions-including dataset sizes and dataset dimensionalities-the various algorithms perform well in terms of compute time, and when they do not. (2) To test the accuracy of the two sampling-based methods: Do they actually return a set of (dimension, dimension) pairs that is a close approximation of the set ? Is the accuracy dataset dependent?
Datasets Considered
We consider three different datasets in our experiments.
Normal. This is a 10 4 -dimensional dataset with 10 6 data points created by sampling repeatedly from a normal distribution with 10 4 dimensions. The covariance matrix used to produce the data has 10, 1,000 by 1,000 blocks of non-zero correlations along the diagonal of the matrix. The rest of the entries in the covariance matrix are zero. In theory, this should be an easy dataset because of the covariance matrix' sparsity. There are small number of strong correlations, and the rest are zero. Any two dimensions of this data are similar to Figure 3 (a) in shape.
Wikipedia. This set consists of 4,135,219 Wikipedia documents. We use this dataset at three different dimensionalities: 10 3 , 10 4 , and 4 × 10 4 . For each dimensionality, we use the most common words in the corpus to form a feature vector. The value of the dimension associated with word w is computed using a log-likelihood ratio (LLR) statistic [Dunning 1993 ] that measures how strongly the number of occurrences of the word in the document differs from what was expected. Assume that n b is the total number of word occurrences in the corpus, m b is the number of occurrences of w in the corpus, n i is the total number of words in the input document, and m i is the number of occurrences of w in the input corpus. Then, we have
We stress that preforming the thresholding task for such a dataset is a very difficult task. At 4 × 10 4 dimensions, the covariance matrix has 80 million entries, and each of those entries is constructed over 4 million documents. Around 10 15 floating point operations are required to compute this matrix exactly.
To give the reader an idea of the nature of this dataset, consider Figure 7 , which shows the joint distribution of two arbitrarily selected dimensions. Note that the figure is in log-log scale, which is a testament to the highly skewed nature of this data. NIST. This dataset consists of 1,613,707 text documents provided by NIST. Again we use this dataset at three different dimensionalities: 10 3 , 10 4 , and 4 × 10 4 , and we prepare the dataset in the same way as the Wikipedia dataset was prepared.
Hardware and Software
All of the experiments in this article were performed using Hadoop deployed on 100 Amazon EC2 m2.4x large machines, each of which had eight virtual cores, two disks, and 68GB of RAM. All programs were written to run as series of MapReduce jobs in Java.
Experiments Run
We ran three experiments.
Experiment one: Performance as a function of dimensionality. For the first experiment, we tested the exact method, Fisher's, and the Gridded approach on each of the three datasets. For the two sampling-based methods, we tested both 100 and 1,000 samples per (dimension, dimension) pair. In all experiments, K was set to be the dimensionality of the data. For the sampling-based methods, α was set to be 0.05. The results are reported in Table I .
Experiment two: Performance as a function of dataset size. For the second experiment, we again tried all three of the methods that we proposed, again trying 100 and 1,000 samples for both Fisher's and the Gridded approaches. However, this time we used only the 10 4 -dimensional Wikipedia dataset. We created three additional versions of the Wikipedia dataset by adding the dataset to itself once, then twice, and, finally, thrice. This gives us the 1×, 2×, 3×, and 4× versions of the Wikipedia dataset. The largest has more than 16 million documents. This experiment is meant to test scalability. The results are reported in Table II . For both datasets with 4 × 10 4 dimensions, the exact method could not be run. The hit rate for the exact method is always 100%. Since the exact method is unable to run at 4 × 10 4 dimensions, the hit rates cannot be measured at that size.
Experiment three: Accuracy. Finally, we tested the ability of the two sampling-based methods to return correct results. We repeated the tests of Experiment One, but this time we checked how accurate the results were: what percentage of the (dimension, dimension) pairs in are actually found in the returned answer . Unfortunately, since the exact method did not scale up to 4 × 10 4 dimensions, we were unable to obtain a ground truth at that scale. The results are reported in Table III .
Discussion
There are a few interesting findings that we point out now.
Scalability in dimensionality.
First off, we consider the runtimes of the various methods with respect to dimensionality. All three methods scaled approximately quadratically when increasing data dimensionality from 10 4 to 4 × 10 4 . This is not surprising, given that all of the algorithms are quadratic with respect to p. Moving from 10 3 to 10 4 dimensions did not have nearly as dramatic effect on the running time, presumably because at that scale, the dimensionality is small enough that other costs dominate. Fisher's was much faster than the Gridded method. This is not surprising, given that the Gridded method does a lot more work. The Gridded requires taking many samples from the appropriate posterior distribution for each of the (dimension, dimension) pairs and shuffling them; this is difficult computationally but it is especially I/O heavy, since it creates a lot of data that must be sent around the network. In contrast, Fisher's method need only send a couple of values for each such pair. Hence, it is dramatically faster at all dimensionalities.
But perhaps the most interesting results are related to the exact method. The exact method is fast at 10 3 dimensions. At 10 4 dimensions the Gridded method is comparable with the exact method in terms of running time. But the exact method cannot be used at all at 4 × 10 4 dimensions. There are many reasons for this failure, as we have outlined in this article. The RAM requirements and computational requirements are simply too great for the exact method at this problem size. As we have pointed out, the time complexity of the exact method is not only proportional to O( p 2 ), but also proportional to O(n), which can be comparable to O( p 2 ). That gives us a total of O( p 4 ). On the other hand, the time complexity of the gridded method is approximately O(Kn + mp 2 ). As p gets larger (though K, n, and m stay stable), there is much more computation to suffer for the exact method than for the gridded method. Therefore, the exact algorithm scales much more poorly and fails to finish for 4 × 10 4 dimensions.
Scalability in dataset size. The results in Table II are as expected, but still interesting. Since the two sampling-based methods take 100 (or 1,000) samples per (dimension, dimension) pair, no matter the size of the dataset, and processing those samples are the major computational and I/O cost, they are relatively unaffected by an increase in dataset size. Hence, we have only a very tiny, linear increase in running time with increasing dataset size for the Gridded method (about 2-3 minutes per additional Wikipedia), and no discernible increase at all for Fisher's. The only additional cost to the sampling-based methods is that the implementation must scan all of the data, hence a tiny increase in running time with dataset size.
The exact method, in contrast, adds more than hour with each additional Wikipedia, as it clearly suffers from the O(np 2 ) computation.
Accuracy and sample-size selection. The Gridded method is outperformed computationally by Fisher's, but as we see in Table III , Fisher's method is very inaccurate on the real datasets. At 10 4 dimensions, we found that only a few percent of the (dimension, dimension) pairs corresponding to the actual top K correlations were returned by Fisher's. The results are so poor that it calls into question the utility of the method, unless the user has a very strong reason to suspect that his or her data are normally distributed. In contrast, the Gridded method returned more than 95% of the (dimension, dimension) pairs corresponding to the top K correlations in every case. If the data are normally distributed (as is the case with the synthetic dataset), Fisher's is a great option, giving nearly 100% of the (dimension, dimension) pairs corresponding to the real top K correlations. If not, then the Gridded method is definitely preferred.
We close this section with a discussion of sample-size selection, which is intimately connected with the issue of accuracy.
As we defined the problem addressed by the two sampling-based methods, there should only be a small chance of α = 0.05 that any of the (dimension, dimension) pairs corresponding to the top K correlations will be missed, regardless of the sample size that is selected. If this were actually the case, then the only effect of changing the sample size would be a change in running time. On one hand, a larger sample size increases the running time of the correlation estimation for each (dimension, dimension) pair, but decreases the running time of the actual thresholding. The reason for the decrease in thresholding time is that larger samples shrink the confidence intervals of the estimated correlations, and so the thresholding algorithms of Section 4.5 will need to compute the exact correlations for fewer (dimension, dimension) pairs. On the other hand, a very small sample size results in a fast covariance estimation for each (dimension, dimension) pair, but will require an exact computation of the correlation for a very large number of (dimension, dimension) pairs, because the confidence bounds on each estimated correlation are so large.
What we find in practice is that the time for the second step-the exact correlation computation-dominates the overall running time only for very, very small sample sizes (note that in our experiments, the 100-sample runs were always much faster than the 1,000-sample runs). Hence, if there is truly a α = 0.05 chance that any of the (dimension, dimension) pairs corresponding to the top K correlations will be missed regardless of sample size, the optimal sample size would be very small, just big enough that the thresholding time is kept from dominating the overall computation time.
In practice, however, we found that only Fisher's method using 1,000 samples on the synthetic dataset managed to achieve 100% accuracy, despite the fact that in each case, there should only be a α = 0.05 that any of the top K correlations would be missed. If things were working in practice as well as they should work in theory, we might expect to have a large number of 100% accuracy findings in Table III , which is obviously not the case.
There are a few obvious explanations for this mismatch of theory and practice. First, the Gridded method does make a number of assumptions, including the key assumption that data are uniformly distributed within a grid cell. This could cause some degradation in accuracy, as could an inappropriate choice of prior hyperparameters in conjunction with the Gridded method. In the case of Fisher's, it might be that at a very small sample size of 100, there is simply not enough data for the asymptotic normality of the z score to be reliable. As the sample size nears 1,000, then the asymptotics kick in and the accuracy approaches 100%.
What then, does all of this say about an appropriate choice of sample size in practice? We have generally found that by the time 1,000 samples have been taken, the individual (dimension, dimension) correlation estimates-and, most importantly, the confidence bounds on each individual estimate accuracy, which ultimately govern the overall accuracy of the method-become quite reliable. This is even the case in the text-based datasets whose test results we report in this article, and these datasets seem to be particularly nasty due to the extreme skew (see Figure 7 ). For less than 1,000 samples, the individual confidence bounds can be inaccurate. Thus, 1,000 samples is a reasonable rule of thumb.
If one desires a more adaptive sampling rate that reflects the actual characteristics of a particular dataset, the number of samples could be chosen on a case-by-case basis by first randomly selecting a small number of (dimension, dimension) pairs (say, 1,000 of them) and computing an exact correlation for each selected pair, by scanning the entire dataset. Then, one could try various sampling rates and choose the smallest sampling rate for which sampling-based confidence bounds are found to be accuratethat is, for a particular sampling rate, one could compute 95% confidence bounds on each correlation, and find the smallest rate for which approximately 950 out of 1,000 true correlations are within the bounds. This would result in a high-quality choice for the number of samples to take.
CONCLUSIONS
In this article, we considered the problem of regularizing a large covariance matrix efficiently in a distributed fashion over a large dataset. We began by considering thresholding through the exact algorithm in detail, pointing out where it will and will not be feasible. We then considered reducing the time complexity using sampling-based methods to compute the thresholded covariance matrix. Our algorithms have probabilistic bounds which imply that with high probability, all of the top K entries in the matrix have been retained. We described a set of experiments on a 100-machine cluster that shed some light on the relative merits of the proposed methods.
