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Abstract
In many application domains, such as compu-
tational biology, the goal of graphical model
structure learning is to uncover discrete rela-
tionships between entities. For example, in our
problem of interest concerning HIV vaccine de-
sign, we want to infer which HIV peptides inter-
act with which immune system molecules (HLA
molecules). For problems of this nature, we
are interested in determining the number of non-
spurious arcs in a learned graphical model. We
describe both a Bayesian and frequentist ap-
proach to this problem. In the Bayesian ap-
proach, we use the posterior distribution over
model structures to compute the expected num-
ber of true arcs in a learned model. In the fre-
quentist approach, we develop a method based
on the concept of the False Discovery Rate. On
synthetic data sets generated from models sim-
ilar to the ones learned, we find that both the
Bayesian and frequentist approaches yield ac-
curate estimates of the number of non-spurious
arcs. In addition, we speculate that the frequen-
tist approach, which is non-parametric, may out-
perform the parametric Bayesian approach in sit-
uations where the models learned are less repre-
sentative of the data. Finally, we apply the fre-
quentist approach to our problem of HIV vaccine
design.
1 Introduction
In many application areas where graphical models are used
and where their structure is learned from data, the end goal
is neither prediction nor density estimation. Rather, it is the
uncovering of discrete relationships between entities. For
example, in computational biology, one may be interested
in discovering which proteins within a large set of proteins
interact with one another or which miRNA molecules target
which mRNA molecules. In these problems, relationships
can be represented by arcs in a graphical model. Conse-
quently, given a learned model, we are interested in know-
ing how many of the arcs are real or non-spurious.
Modeling of HIV Data
The modeling problem which motivates our work is related
to the rational design of HIV vaccines. As a bit of back-
ground, there are two arms of the adaptive immune sys-
tem: the humoral arm, which manufactures antibodies, and
the cellular arm, which recognizes cells that are infected
and kills them. Our HIV vaccine design concentrates on
the cellular arm. The cellular arm kills infected cells by
recognizing short (8-11 amino-acid long) bits of proteins,
known as epitopes, that are presented on the surface of most
human cells. The epitopes are the result of digestion of
proteins (both normal and foreign) within the cell and are
presented on HLA (Human Leukocyte Antigen) molecules,
which form a complex with the epitope before it is pre-
sented. Special cells of the immune system, known as T-
cells, recognize the epitope–HLA complexes, and kill the
cell if the epitopes correspond to foreign or non-self pro-
teins.
There are hundreds of types of HLA molecules across the
human population; each person has from three to six differ-
ent types. Furthermore, the epitopes presented by one HLA
type are typically different from those presented by another
type. (This diversity is thought to be useful in preventing a
single virus or other pathogen from destroying the human
race.) One possible design of a cellular vaccine would then
be to identify a set of peptides that are epitopes for a large
number of people and assemble them in a delivery mech-
anism that would train T-cells to recognize and kills cells
infected by HIV.
To identify peptipe-HLA pairs that are epitopes, one can
take a peptide and mix it with the blood (which includes T-
cells) of an individual and watch for the release of gamma
interferon, which indicates that the T-cell killing mecha-
nism has been activated—an ELIspot assay [e.g., Goulder
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et al., 2001]. If the reaction occurs, it is likely that the
peptide is an epitope for one of the HLA types of the pa-
tient. Although it is impossible to discern the HLA type
or types that are responsible for a reaction from a single
patient, with data from many patients we can infer (prob-
abilistically) which of the patients HLA types are causing
the observed immune reactions.
To perform this inference, we model our data using a bi-
partite graph with noisy-OR distributions as shown in Fig-
ure 1. Recall that a noisy-OR distribution is based on the
assumption of independence of causal influence [2] and
takes the form,
p(ykj = 0|{qij}, q0) = (1 − q0)
∏
{i|hki =1}
(1− qij)
p(ykj = 1|{qij}, q0) = 1− p(ykj = 0|{qij}, q0),
where hki =1 [0] denotes that patient k has [does not have]
HLA allele i, and ykj denotes the observed, binary reactivity
for peptide j in patient k, and qij is the link probability that
peptide j reacts with HLA i (that is, qij is the probability
that HLA i causes a reaction to peptide j in the absence of
any other HLA molecules). We note that the values of qij
are not always equal to one due to (e.g.) noise in the assay.
We also note that although there are correlations among the
HLA variables (due to linkage disequilibrium), we are not
interested in these correlations in this application.
Given a learned set of arcs representing peptide–HLA inter-
actions, we wish to determine how many of these arcs are
real, so that we can assess whether any of them merit fur-
ther confirmatory testing. In general, given a single model
structure, learned by any method, we wish to determine its
expected number of non-spurious arcs. This determination
allows researchers to generate specific, testable hypotheses
and gauge confidence in them before considering whether
to pursue them further.
Two Approaches
We use the term arc hypothesis to denote the event that
an arc is present in the underlying distribution of the
data. We consider two approaches—one Bayesian and one
frequentist—to the problem of estimating the number of
true arc hypotheses in a given learned model.
In our Bayesian approach, we compute the expected num-
ber of true arc hypotheses given data, where expectation is
computed by averaging over all possible graph structures
according to their posterior probability. In our frequen-
tist approach, we estimate and control the False Discovery
Rate (FDR) [3] of a set of arc hypotheses. The FDR is de-
fined as the (expected) proportion of all hypotheses (e.g.,
arc hypotheses) which we label as true, but which are actu-
ally false (i.e., the number of false positives divided by the
number of total hypotheses called true).
HLA N
1 h2 h3 h4 hN
y1 y2 y3 yM
q1 1 q22 q23
q2M q33
qN3 qNM
...
...
peptide Mpeptide 3peptide 1 peptide 2
HLA 2HLA 1 HLA 3 HLA 4
h
Figure 1: A bi-partite graph used to model which HLA
types interact with which HIV peptides. The probability of
each peptide having a reaction is parameterized by a noisy-
OR distribution over its parents. All nodes are observed,
and we are interested in finding which arcs are present. A
peptide may have zero or several incoming arcs. An HLA
molecule may have zero or several outgoing arcs. Each per-
son has between three and six HLA molecules. Thus, for
a given patient, between three and six HLA nodes will be
“on.”
Both our Bayesian and frequentist approaches address only
the number of true arc hypotheses within a given set.
They do not place a probability distribution (jointly or
marginally) on the arc hypotheses in the set. Although the
latter goal can be approached with Bayesian or frequentist
methods,1 we focus on the former goal here.
In our evaluations, we concentrate on directed acyclic
graphs (DAGs) for discrete variables with known variable
orderings, as our problem of interest has these properties.
On synthetic data sets generated from models similar to the
ones learned, we shall see that both the Bayesian and fre-
quentist approaches yield accurate estimates of the number
of non-spurious arcs. Furthermore, we shall see that our
particular frequentist approach is far more computation-
ally efficient than the Bayesian approach. This observa-
tion should not be taken as a condemnation of the Bayesian
approach, as approximations, such as those based on sam-
pling, may yield accurate results. Nonetheless, we specu-
late that the frequentist approach, which is non-parametric,
may outperform our parametric Bayesian approach in situ-
ations where the models learned are less representative of
the data.
The remainder of this paper is structured as follows. First,
we provide a more detailed account of our Bayesian ap-
proach to computing the expected number of true arcs in a
given, learned graph structure. Second, we introduce our
frequentist method for estimating the FDR of the arcs in a
given, learned graph structure. Third, we compare the two
1Friedman and Koller[4] describe the Bayesian approach.
Efron [5] describes a per-hypothesis or “local” FDR that can be
applied to this problem.
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methods on CPT-based (conditional probability table) and
noisy-OR-based synthetic data sets. Finally, we present re-
sults on real data for our problem of HIV vaccine design.
2 A Bayesian Approach
As we have discussed, the Bayesian approach is to compute
the expected number of true arc hypotheses in a learned
model given data, where expectation is computed by aver-
aging over all possible model structures according to their
posterior probability. Let the set of arc hypotheses be those
in some learned model, Gl, which has been found by any
method (e.g., Bayesian structure search). Using tl to de-
note the number of true arc hypotheses in Gl, and ED(tl)
to denote the Bayesian expectation of tl given data D, we
have
ED(t
l) =
∑
G
P (G|D) f(G,Gl), (1)
where the summation is over all possible graphical model
structures, G, and where f(G,Gl) is the number of arcs
that appear in both G and Gl. The posterior P (G|D) is
computed by P (G|D) ∝ P (G) P (D|G), where P (G)
is the prior over graph structures. The quantity P (D|G),
known as the marginal likelihood, is computed in turn by
integrating over the parameters θ of each model structure
G. Thus, we obtain
P (G|D) ∝ P (G) P (D|G) = P (G)
∫
θ
P (θ,D|G). (2)
For models with CPT-based parameterizations and inde-
pendent Dirichlet parameter priors, P (D|G) can be com-
puted efficiently in closed form [6]. For many other models
such as noisy-OR based models, however, P (D|G) cannot
be computed exactly. Consequently, an approximation to
it such as the Laplace approximation or the Bayesian In-
formation Criterion (BIC) is used. These approximations
are often much slower to compute, especially when they
involve the iterative fitting of model parameters.
When the variable ordering is known, there are no missing
data, and the parameters for each node are mutually inde-
pendent, the problem of learning a graphical model struc-
ture on N nodes decomposes into N independent prob-
lems, where each problem involves learning the parents of
a given node. Thus the sum in Equation 1 becomes a sum
over all possible parent sets for a single node, where the set
of potential parents for each node is induced by the variable
ordering. This computation remains exponential [4], but
sometimes can be approximated by summing over parents
sets up to some maximum size. For our experiments evalu-
ating the Bayesian approach, we use the CPT-based Alarm
network [7] which has 37 nodes and no more than four arcs
incident on a node. In these experiments, we obtain virtu-
ally identical results when limiting the size of parents sets
to five or six, suggesting that size limit of five produces a
good approximation.
Often when learning structure from data, the term p(G) is
set to p(G) ∝ κM , where κ is greater than zero and M is
the number of arcs in the graph [8]. In our experiments,
we choose κ (and one other hyperparameter of the model
to be discussed) so that out-of-sample predictions are most
accurate. As we shall see in our experiments, a choice of
κ < 1 (i.e., a non-uniform prior on structure) is optimal.
More interesting, we find that the κ that optimizes predic-
tion is not the one that yields the most accurate estimate of
number of non-spurious arcs.
3 A Frequentist Approach
When inferring whether a single hypothesis is true or
not, statisticians have traditionally relied on the p-value,
which controls the number of false positives (type I er-
rors). However, when testing hundreds or thousands of hy-
potheses simultaneously, the p-value needs to be corrected
to help avoid making conclusions based on chance alone
(known as the problem of multiple hypothesis testing). A
widely used, though conservative correction is the Bonfer-
roni correction, which controls the Family Wise Error Rate
(FWER). The FWER is a compound measure of error, de-
fined as the probability of seeing at least one false positive
among all hypotheses tested. In light of the conservative
nature of methods which control the FWER, the statistics
community has recently placed great emphasis on estimat-
ing and controlling a different compound measure of error,
the False Discovery Rate (FDR) [3, 9].
In a typical computation of FDR, we are given a set of hy-
potheses where each hypothesis, i, is assigned a score, si
(traditionally, a test statistic, or the p-value resulting from
such a test statistic). These scores are often assumed to
be independent and identically distributed, although there
has been much work to relax the assumption of indepen-
dence [10]. The FDR is computed as a function of a thresh-
old, t, on these scores, FDR = FDR(t). For threshold t,
all hypotheses with si ≥ t are said to be significant (assum-
ing, without loss of generality, that the higher a score, the
more we believe a hypothesis). The FDR at threshold t is
then given by
FDR(t) = E
[
F (t)
S(t)
]
,
where S(t) is the number of hypothesis deemed significant
at threshold t and F (t) is the number of those hypotheses
which are false, and where expectation is taken with re-
spect to the true joint distribution of the variables. When
the number of hypotheses is large, as is usually the case,
one can take the expectation of the numerator and denomi-
nator separately:
FDR(t) = E
[
F (t)
S(t)
]
u
E [F (t)]
E [S(t)]
.
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Furthermore, it is often sufficient to use the observed S(t)
as an approximation for E[S(t)]. Thus the computation of
FDR(t) boils down to the computation of E[F (t)]. One
approximation for this quantity which can be reasonable is
E[F (t)] u E0[F (t)], where E0 denotes expectation with
respect to the null distribution (the distribution of scores
obtained when no hypotheses are truly significant), and it
is this approach that we take.2
Note that the FDR is closely related to positive predictive
value (PPV), where PPV (t) = 1− F (t)S(t) . That is, FDR is
1 minus expected PPV.
Applying this approach to estimating the number of non-
spurious arcs in a given (learned) DAG model, we take as
input a particular structure search algorithm a (which may
have hyperparameters such as κ that control the number
of arcs learned) and generalize S(·) and F (·) to be func-
tions of a. In particular, S(a) is the number of arcs found
by a and F (a) is the number of those arcs whose corre-
sponding hypotheses are false. As in the standard FDR
approach, we use the approximationE(S(a)) u N(D,a),
where N(D,a) is the number of arcs found by applying
a to the real data D. In addition, we estimate E0(F (a))
to be N(Dq,a) averaged over multiple data sets Dq,
q = 1, . . . , Q, drawn from a null distribution. That is,
FDR(a) = E
[
F (a)
S(a)
]
u
E [F (a)]
E [S(a)]
u
(1 +
∑Q
q=1 N(D
q,a))/Q
N(D,a)
.
The addition of one to the numerator smooths the estimate
of E0[F (a)] so as to take into account the number of ran-
dom permutations performed.3
In our implementation of this approach, we assume that a
has the property that it can be decomposed into indepen-
dent searches for the parents of each node. Given this as-
sumption, when we learn the parent set of a given node,
we create the null distribution for that node by permuting
the real data for the corresponding variable. This permuta-
tion guarantees that all arc hypotheses are false in the null
distribution. The generation of these null distributions is
computationally efficient as well as non-parametric, mak-
ing them applicable to situations where the models learned
are less representative of the data. There is, however, one
2For the more traditional application of FDR (i.e., not as ap-
plied to graphical models), Storey and Tibshirani offer a clever
method to compute E[F (t)] which is less conservative than using
E[F (t)] u E0[F (t)] [9]. However, this approach is not appro-
priate in the present context.
3Without this smoothing, if one performed too few random
permutations such that
∑
q
N(Dq , a) = 0 due to sampling er-
ror, then the estimate of E0[F (a)] and hence FDR(a) would also
be zero. We prefer our more conservative estimate, especially as
the bias it induces diminishes as the number of permutations in-
creases.
theoretical concern about the use of these null distributions,
which we address in the discussion section.
To determine whether our approximations are reasonable in
practice, we draw samples from synthetic graphical mod-
els, run the algorithm above to compute the FDR, and then
use the ground truth generating structure to measure the
true FDR. When we do so, as for example shown in Figure
4, we see that our approach can produce reasonably accu-
rate estimates of FDR.
By construction, the emphasis of our FDR approach is on
the accuracy of the estimate of the number of false posi-
tives, and does not examine the number of false negatives.
Whereas this emphasis may seem undesirable, it is com-
mon for experimenters to be more interested in how many
hypothesized interactions are real, rather than how many
were missed, because experimenters will in most cases be
using resources to pursue the positive hypotheses, not the
negative ones. A similar line of reasoning is mentioned by
Friedman et al. in [4] and by parishioners of FDR [9]. The
Bayesian approach allows us, in principle, to quantify both
false positives and false negatives, but we do not pursue
this computation here.
4 Related Work
Friedman et al. compute confidence measures on arcs (and
other features) of induced Bayesian networks by using
the bootstrap [11, 12] (or parametric bootstrap). By re-
sampling their data, and inducing a Bayesian network for
each sampled data set, they count how many times a given
arc occurs, and estimate the probability of that arc, pˆi as the
proportion of times it is found across all bootstrap samples.
Their confidence measure is not an estimate of the number
of non-spurious arcs. For example, applying a pathologi-
cal search algorithm which systematically adds all arcs to
their approach yields the estimate pˆi = 1 for every arc. In
fact, their measure is a particular estimate of E[S(t)], the
denominator of the FDR.
In a later paper, Friedman and Koller follow a Bayesian ap-
proach, using MCMC samples over variable orderings to
compute marginal probabilities of arc hypotheses [4]. Al-
though they characterize the performance of the MCMC
method, they do not determine whether the exact (or ap-
proximated) posterior probabilities are accurate or cali-
brated in the sense that hypotheses labeled—say—0.4 are
true 40% of the time.
Recently, Pena and colleagues [13] used an approach some-
what similar to Friedman et al.’s bootstrap approach. They
use a stochastic, greedy structure search algorithm, and run
it numerous (e.g., 1000) times to a local optimum. They
then score each arc according to the proportion of times
it appeared across all local optima found. Although they
provide asymptotic guarantees, we do not expect their ap-
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proach to yield accurate estimates on finite data.
In [14], Scha¨fer and Strimmer develop a frequentist test for
edge inclusion in graphical Gaussian models (GGMs) and
provide a reasonable model for the null distribution of this
test. They assign a score to each edge based on how much
it “hurts” the model when each edge is independently re-
moved (this is assessed in the presence of all other possible
edges being included in the model—a one-backward-step
search for each edge). They then use these scores to com-
pute the FDR for a given set of edges. Applying a simi-
lar approach on our data, we found that many real arc hy-
potheses got low scores, resulting in inaccurate estimates
of FDR.
5 Experimental Results
As mentioned, we evaluate both the Bayesian and frequen-
tist estimates of the number of non-spurious arcs using syn-
thetic data. In particular, we draw samples from synthetic
graphical models, apply the approaches, and then use the
generating structure to measure the true number of non-
spurious arcs. We perform this evaluation for two generat-
ing models: the (CPT-based) Alarm network, and a model
(with noisy-OR distributions) learned from our HIV data.
In addition, we apply the frequentist approach to our real
HIV data.
Synthetic CPT-based Alarm Data
In our first set of experiments, we compared the accuracy
of our Bayesian approach to that of our frequentist ap-
proach, using data generated from the Alarm network [7],
which contains 37 CPT-based nodes and 46 arcs. We
arbitrarily resolved the four non-compelled edges in the
model by placing LVFailure before History, Anaphylaxis
before TPR, PulmEmbolus before PAP, and MinVolSet be-
fore VentMach. From this model, we generated three data
sets with sample size 100 and three with sample size 1000.
The same set of models (i.e., set of arcs) are used in ex-
periments for both the Bayesian and frequentist methods.
These models we learned by greedy structure search start-
ing from the empty graph, where a single arc was added or
deleted at each step of the search until the structure score
could not be increased. The exact (relative) posterior prob-
ability given a BDeu prior [6] was used to guide the search.
The hyperparameters of the score (κ and α, the equivalent
sample size in the BDeu prior) were chosen to optimize the
likelihood of out of sample data using one independent test
set whose sample size was equal to that of the training data.
We found κ = 0.01 and α = 4 to be optimal for both sizes
of data. To evaluate the methods for a range of models
with varying numbers of arcs, we fixed α = 4 and varied
κ across the range [10−4, 5]. The delete operator was used
only occasionally.
The search method a used in the frequentist approach was
the one just described. In addition, we used a second search
method identical to the first, except the marginal likelihood
was approximated by BIC rather than computed exactly. In
this second approach, we again used α = 4, but varied κ
in the range [10−2, 104]. A wider range was used because
the BIC approximation tended to underestimate the exact
score. For both experimental conditions, we used 10 per-
mutations of the data (Q = 10) when estimating E0[F ].
For the Bayesian approach, although the graph structure is
given (from the greedy search), we needed to set values for
κ and α to compute the (exact) marginal likelihood. Again,
we set the values to optimize out-of-sample prediction, but
here used predictions based on model averaging rather than
model selection. We found that κ = 0.1 and α = 4 were
optimal for both data set sizes. As mentioned, we limited
the sum in Equation 1 to parents sets of size five or less.
Results were nearly identical when the limit was increased
to parent sets of size six or less.
The results of the comparison are shown in Figure 2, which
plots the expected positive predictive value (as predicted
by each of the two approaches), against the actual posi-
tive predictive value according to the generating structure
of the Alarm network. The expected PPVs (positive predic-
tive values) plotted for the frequentist approach are simply
1 − FDR, whereas for the Bayesian approach, we com-
pute the expected PPVs as ED(tl)/N(D,a)—that is, the
estimated number of non-spurious arcs divided by the total
number of arcs in the learned model. The curves do not ex-
tend to small values for expected PPV, because this region
corresponds to graphs with many arcs which are computa-
tionally expensive to learn.
The Bayesian method produced curves that appear to vary
slightly less across data sets than those of the frequentist
method. We note that the variation in the frequentist re-
sults was not due to the use of too few permutations (Q)
when estimating FDR. In particular, doubling the number
of permutations did not substantially change the result.
Another observation is that the Bayesian curves tend to
lie parallel to, and just below the idealized line. Thus the
Bayesian approach tends to be slightly over-confident, at-
tributing more belief in the given arcs than is warranted. In
contrast, the frequentist curves tend to stay reasonably ac-
curate for high PPVs, and then gradually peel away from
the idealized curve, in a conservative manner, attributing
increasingly less belief in the given arcs than is warranted.
In the discussion section, we provide one possible explana-
tion for this observation. We note that in real applications,
the PPV range of interest is typically in the high end (where
the frequentist approach is still accurate), because one does
not want an abundance of false hypotheses to pursue.
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Figure 2: Comparison of the Bayesian and frequentist approaches. Actual versus estimated expected PPV are shown. The
dashed line denotes the idealized curve, where actual and estimated expected PPV are equal.
Sensitivity of Bayesian Method to the Prior
Figure 3 shows the sensitivity of the Bayesian method to
the prior hyperparameters κ and α. To generate the curves
in the figure, we used the synthetic data sets from the pre-
vious section. To trace out curves across the full range of
expected PPV, however, we used a structure-search method
that was different from the one used in the previous section.
In particular, we first computed marginal posterior proba-
bilities of each arc hypothesis, again limiting our sum over
all structures to those with parents sets of size five or less.
We then used these marginal posterior probabilities to rank
arc hypotheses and constructed a series of nested models,
including in each model all arcs with marginal posteriors
above some threshold.
We see that the curves are sensitive to the choice of hy-
perparameters. Furthermore, for the hyperparameters used
in the previous section (’pred. optimal’), ED(tl) remains
relatively accurate across the entire range of expected PPV.
Perhaps most interesting, however, is that the hyperparame-
ters corresponding to the curve closest to ideal are not those
that produce optimal out-of-sample predictions.
Synthetic HIV Data
Next, we assessed the accuracy of our frequentist approach
when applied to synthetic data resembling our real HIV
data. Here, we could not evaluate the Bayesian approach
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Figure 3: Sensitivity of the Bayesian approach to hyperpa-
rameters κ and α. Error bars denote one standard deviation
above, and one below the mean from three data sets of size
100 (same data sets across all curves). The dashed line de-
notes the idealized curve.
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Figure 4: Estimated FDR for three sampled data sets from
a single, synthetic, noisy-OR based HIV model, using the
frequentist approach. The dashed line denotes the idealized
curve.
as it was computationally infeasible.
When computing the FDR, we used a BIC-based greedy
search (with no smoothing on the parameters). To compute
the BIC score, we needed to find the maximum likelihood
solution for noisy-OR nodes. Fortunately, this is a convex
optimization problem [15].
Our real data consisted of observed interactions between
140 peptides and 102 patients, each with three to six HLA
molecules spanning a set of 70 distinct HLA molecules.
The model used to generate synthetic data was created with
our greedy search algorithm on the real data with an esti-
mated FDR u 0.3. Plots of actual versus expected PPV
for three data sets generated from this model are shown in
Figure 4. Estimates of PPV are quite accurate at the upper
end (i.e., lower FDR), which is the region of interest for our
problem and, as mentioned, the region of interest for many
real problems.
Results on Real Data
Using the real peptide–HLA data, we found 168 peptide–
HLA relationships at FDR u 0.3 among the possible
140 × 70 pairs. To validate our predictions on the real
peptide–HLA data set, Frahm et al. (in submission) per-
formed in vitro assays that specifically measured related
HLA-peptide pairs. Ideally, all 168 pairs should have been
evaluated, but this was too expensive. Consequently, they
evaluated eight pairs for which the HLA-peptide associa-
tion is biologically interesting (i.e., unlikely based on cur-
rent understanding of peptide–HLA binding). All eight re-
lationships were confirmed.
6 Discussion
We have investigated the use of a Bayesian and a frequen-
tist approach to determining the number of non-spurious
arcs in a learned DAG model with discrete variables and
known variable ordering. Both methods take as input a
model learned by an arbitrary method. In addition, the
Bayesian method requires a prior distribution over all pos-
sible model structures and their parameters, whereas the
frequentist method requires a specification of the method
that produced the input model. Empirically, we have found
that both methods produce fairly accurate estimates for
lower values of FDR, a region that is typically of inter-
est. We speculate, however, that the FDR approach, which
is non-parametric, may be more robust to data which has
not been generated from models in the same class as the
learned models (e.g. CPT or noisy-OR distributions with
parameter independence). Further investigation is needed
to confirm this possibility.
In our empirical studies, we found that the frequentist es-
timation of FDR was overly conservative for larger values
of FDR (smaller values of expected PPV). One explana-
tion for this observation comes from the fact that we used
null distributions derived from permutations of the data—
that, is null distributions in which no arc hypotheses were
true. To understand how this use of the null distribution
may lead to conservative values for FDR, recall that arc
hypotheses are not independent from one another so that
any structure learning algorithm must take into account the
presence of other arcs when deciding whether to include
any particular arc. Consequently, when we apply our struc-
ture search algorithm to permutations of the data, arcs that
are added later in the search have been built upon already
spurious arcs (by construction) and therefore are not truly
representative of spuriously generated arcs found with the
real data, where spurious arcs are being added to mostly
non-spurious arcs. Because a spurious arc does not tend to
explain much of the data, it is more likely that another spu-
rious arc could help explain the data than had the already
present arcs been non-spurious. That is, when a true arc is
already present, it is less likely that an additional spurious
arc will help explain the data, because there is less explain-
ing left to do. Thus, it seems reasonable that too many
spurious arcs will be generated when estimating E0[F (κ)]
using null distributions generated by permutation.
One possible approach to overcome this shortcoming
would be to use a sequential approximation to E0[F ],
where instead of simply permuting the data and apply-
ing our search algorithm as we have done in our experi-
ments, we instead recursively estimate E0[F (κ)]. Specifi-
cally, we could start with a relatively low value of κ = κ0
so that only a few arcs are generated using the real data,
and estimate E0[F (κ0)] as we have done. Then, to es-
timate E0[F (κ)] for a larger value of κ, κ = κ1, we
LISTGARTEN & HECKERMAN 257
could (1) initialize structure search using the κ0 structure
and (2) continue structure search using null data gener-
ated from this same structure (using a parametric boot-
strap when necessary). We could then use the estimate
E0[F (κ1)] u E0[F (κ0)] + n1, where n1 is the number of
arcs added to the κ0 structure. This recursive procedure
could then be continued, increasing κ on each iteration.
This extension deserves further investigation, although we
note that the simple permutation approach is fairly accurate
in regions of small FDR—the regions that are typically of
interest to researchers.
Other work may include a more thorough study of how
the FDR-based approach works for node parameterizations
such as logistic regression and decision trees. Additionally,
it would be interesting to evaluate the Bayesian and fre-
quentist methods when used with search methods that do
not assume a fixed variable ordering.
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