Abstract: Accurate knowledge extracted from relevant datasets is essential for making reasonable and timely decisions using data mining algorithms. In order to both guarantee data quality collected and prevent disclosure of confidential or sensitive information, privacy preservation has become a major concern in the design of practical data mining applications. In this paper, a novel data distortion approach based on structural partition and sparsified Singular Value Decomposition (SSVD) technique is proposed. Three schemes are designed to balance privacy protection on centralized datasets and accuracy of data mining techniques. Some metrics to measure the level of privacy preservation are used to evaluate the performance of the proposed new strategies. Data utility of three proposed schemes is examined by a binary classification based on the support vector machine. Furthermore, three SSVD strategies are tested. The effect of method parameters on the level of data distortion and utility is also studied experimentally. Our experimental results on synthetic and real datasets indicate that, in comparison with standard data distortion techniques, the proposed schemes are very efficient in balancing data privacy and data utility, and they afford a feasible solution with a good promise on learning accuracy and a significant reduction on the computational cost from SVD.
INTRODUCTION
With the rapid growth of modern communication and data exchange technology, data mining is increasingly vital for decision makers to make a timely and accurate response from huge amounts of easily accessible information in the changing global environment. Collaborations between different parties have been considered as an essential approach for business and research success in many situations and data are commonly shared beyond the boundary of individual entities. These practices have increased calls for maintaining privacy and confidentiality of data [28] . Accurate information is required for making wise decisions using data mining algorithms. In data mining implementations there exists some important issues, such as how can an entity be entrusted with access to sensitive personal or business information, how can sensitive datasets be protected from unauthorized access [1] . In medical environments there exist abundant data for analysis [24] . Without an acceptable level of privacy of sensitive information, many data mining applications would not be applicable. Therefore, privacy protection has become one of the top priorities in the design of database and data mining applications [2] [30] . In [3] , it shows that 73% of the respondents in a survey were not willing to provide their data without the protection of privacy.
Bertino et al. [20] defines privacy in the context of data mining as the right of an entity to be secure from unauthorized disclosure of sensible information about oneself that is contained in an electronic repository or that can be derived as aggregate and complex information from data stored in an electronic repository. Verykios et al. [4] made a classification of data use based on five dimensions: data distribution, data modification, data mining algorithm, data or rule hiding and privacy preservation. The last dimension, privacy preservation, is becoming increasingly critical for future development of data mining techniques with great potential access to datasets containing personal, sensitive, or confidential information. Extracting valid data mining results while still preserving privacy of datasets is a major challenge for existing data mining algorithms.
The increasing concern on privacy brings out a new class of data mining, known as privacy preserving data mining (PPDM). By incorporating privacy protection mechanism, PPDM algorithms are developed to hide sensitive data before executing data mining algorithms. It is followed by several different branches with different objectives. Privacy preserving classification methods prevent a miner from building a classifier which is able to predict sensitive data. Privacy preserving clustering methods have been proposed to distort sensitive numerical attributes while keeping general features for clustering analysis [20] .
In this paper, the general goal of our proposed data distortion approach is to hide to the outside world sensitive individual data, and simultaneously preserve the underlying data pattern and semantics so that the construction of a decision model on distorted data is enabled and it is equivalent to or even better than the model using the original data from the viewpoint of decision accuracy.
Many approaches have been adopted for privacy protection. Among the widely used approaches, anonymous techniques [5] , with easy implementations, keep secret identities of information providers. However, the quality of the data collected with these approaches could not be guaranteed for the reason that a malicious user could provide random or falsified data and data managers cannot verify information without the identities of data providers.
Most privacy control methods fall into two categories, one for statistical data and another for numerical and categorical data. Statistical database (SDB) system is a database system that enables its users to retrieve only aggregate statistics for a subset of the entities represented in the database. Early in 1989, Adam and Wortmann [21] conducted a comprehensive survey on security-control methods for SDB. The methods are classified under four general approaches: conceptual, query restriction, data perturbation, and output perturbation. The data perturbation approach falls into two main categories: probabilitydistribution category and fixed-data-perturbation [21] .
With the same idea as probability-distribution method, several reconstruction-based or randomization-based methods by adding some noise to the original data have been discussed in the literature [2] [15] [22] [23] . This class of methods is applicable for numerical data. The methods by adding uniformly distributed and normally distributed noise will be used in our experiments.
The methods of our interest are those for numerical or categorical data. Singular Value Decomposition (SVD) has been used for privacy issue [8] . Polat and Du suggested a SVD-based randomization approach to protecting user's privacy while providing tolerated accurate recommendations in collaborative filtering [9] , although SVD is not used for the purpose of privacy preserving in their work. The SVD sparsification concept was firstly developed by Gao and Zhang in [7] for reducing the storage cost and enhancing the performance of SVD in text retrieval applications. Xu et al. applied SVD and sparsified SVD methods in data distortion in a terrorist analysis system [8] . The disadvantage of SVDbased approaches is that SVD incurs a significant computational cost for large scale datasets during the matrix decomposition phase.
Moreover, in many applications with large databases, not the entire database is needed for data distortion. In most cases, only part of the collection that contains sensitive information needs to be protected in a database. Selective data modification is required in order to keep the utility for the modified data given that the privacy is preserved [4] .
Based on selective modification and our previous work in [8] , we present a few novel strategies to partially distort the original data matrix in order to maintain the advantage of data privacy and data usability of SVD, but achieve a significant reduction on computational cost.
The basic idea underlying the proposed strategies is to perform a dimension or rank reduction and conduct sparsification operation on a selected part of the original dataset. Three different matrix structural partition strategies are used to partition the original data into several submatrices. Sparsified SVD (SSVD) is then applied on the selected submatrix to distort partial information in the subset. The distorted submatrix is combined with the original undistorted part of the matrix to form a new dataset for data mining applications. Then data mining algorithms are used on the distorted new dataset matrix.
Compared to the design of privacy preserving methods, evaluation techniques cannot be underestimated. Muralidhar et al. evaluates the security level of three random distortion methods using statistical measures [23] . An evaluation framework on privacy-preserving data mining is presented in [20] and five evaluation dimensions are suggested: efficiency, scalability, data quality, hiding failure and privacy level. In this paper, a few numerical measures are used in the experiments for performance-testing of our new methods.
As an example, a binary classification based on a support vector machine (SVM) algorithm is used to examine the classification accuracy of the proposed data distortion strategies. The effect of the rank of SVD and the threshold value of SSVD, κ and ε , on distortion level and classification accuracy are tested. We also use some metrics to measure privacy preservation level.
Our experiments show that, compared to other more standard data distortion techniques, the proposed selective SSVD-based structural partition approach is very efficient in maintaining both data privacy and data utility and it can be applied to protect the privacy of enterprise information with a promise of high accuracy of decision making.
BACKGROUND AND RELATED WORK

Assumptions and Definitions
Our target database is defined as a centralized database that contains records with several numerical attributes and a single categorical attribute (class label). It employs vector space model, where each data sample is represented by a numerical attribute vector. A collection of records or objects is encoded as an object-attribute matrix, denoted by A , where each row of A represents a single object in the dataset and the ith element of the jth column is the value of the jth attribute of the ith object.
In order to preserve data privacy, we assume that no one except the data owner or authorized users have the right to access the original data. The data analysts only see the distorted dataset matrix, not the original matrix or any part of it that may have privacy concerns. The analysts run the data mining algorithms to recommend decisions based on the distorted dataset matrix, while they are not able to know the original dataset unless appropriate permission is granted. Therefore, sensitive information with high level privacy is protected from unauthorized access. Simultaneously data utility should be assured in order to control the degradation of accuracy of the data mining algorithms due to data distortion.
Reconstruction-based Methods
Uniformly Distributed Noise (UDN)
The original matrix A is reconstructed by adding a uniformly distributed noise matrix
where u N is of the same size of A , and its entries are random numbers drawn from the continuous uniform distribution on the interval from 1 C to 2 C .
Normally Distributed Noise (NDN)
Similar to the UDN, NDN method uses a noise matrix n N generated from the normal distribution with some mean and deviation. The distorted matrix is
Singular Value Decomposition
Despite the large number of attributes, most datasets arising in practical application result in a representation having a good low-dimensional approximation. Singular Value Decomposition (SVD) is a popular method of dimension reduction in data mining and information retrieval [10] , since it has a mathematical feature to find a rank-κ approximation of a matrix with minimal change on its pattern to that matrix for a given value of κ [11] . It is mainly used to reduce the dimensionality of the original dataset. With its promise on the minimal change on data pattern, it is of great significance to make decision model construction insensitive to distorted data values. In [8] , SVD is used as a data distortion method. Let A be a matrix of dimension m n × representing the original dataset. The rows of the matrix correspond to data objects and the columns to attributes. The SVD of the matrix A can be written as
where U is an n n × orthonormal matrix having the left singular vectors of A as its columns, ∑ is an m n × diagonal matrix whose nonnegative diagonal entries are the singular values in a descending order,
T V is an m m × orthonormal matrix having the right singular vectors of A as its columns [11] . These three matrices reflect a breakdown of original relationship into linearly independent vectors.
Due to the arrangement of the singular values in the matrix ∑ (in a descending order), the SVD transformation has the property that the maximal variation among the objects is captured in the first dimension, as Using a truncated SVD [19] , we can create a low rank-κ approximation k A to the matrix A by defining A in the sense of the Frobenius norm [11, 13] .
Rank reduction was first proposed by Deerwest et al. as a method for removing the noise of a text collection [14] . We define
as the noise in the original matrix A .
Hence, using k A instead of A may yield better mining accuracy. Simultaneously due to the difference between A and k A , the distorted data k A can preserve privacy, as it is difficult to figure out the values of A from those of k A without the knowledge of k E .Hence, k A can be seen as both a distorted copy of A and a faithful representation of the original data.
A good choice of the rank of SVD could capture the main structure of a data collection and ignore the irrelevant noise. Large ranks will still retain some noise, but too small ranks will lose the structure and meaning of the original collection. How to choose the rank that provides optimal performance of data mining algorithms for any given datasets remains an open question and is normally decided via empirical tests [12] . In this paper, we conduct some experiments and take a close look at the effect of rank of SVD on the accuracy of a binary classification.
Sparsified Single Value Decomposition (SSVD)
Three SVD sparsification strategies, which are single threshold strategy (STS), column threshold strategy (CTS) and exponential threshold strategy (ETS), have been proposed by Gao and Zhang for reducing the storage cost and enhancing the performance of SVD in the area of information retrieval [7] . All these three strategies are used here to perform sparsification on k A to further distorting it after the rank reduction by SVD.
Let k U and k V denote the new matrices created after performing STS on k U and T k V respectively, and the new version of the distorted matrix k A is
Obviously the degree of perturbation of k A is larger than k A and the protection on data privacy is improved.
Single Threshold Strategy (STS)
The basic idea of STS-based sparsification is that, given a certain threshold value ε , for any ij
. The same operation is conducted on
Column Threshold Strategy (CTS)
Given a scaling parameter ε , the threshold value for each column of k U and T k V is the product of the mean value of each column and ε .
Exponential Threshold Strategy (ETS)
The threshold value is determined by an exponential function:
where α is a parameter, which should be on the order of κ / 1 . It can be seen that a column with a larger index has a larger threshold value and more entries will be removed for this column [7] .
SSVD-BASED STRUCTURAL PARTITION STRATEGIES
Instead of conducting SVD and the suggested sparsification strategies on the whole data matrix, structural matrix partition is used here to divide the original matrix into several submatrices, and we perform SSVD on one selected submatrix. Three kinds of matrix partition schemes are proposed here, which are denoted by P1, P2, and P3, respectively.
Object-based Partition (denoted by P1)
Let us partition A as
The whole dataset is divided into two groups, 1 A and 2 A . We perform sparsified SVD on 1 A to get 1 B =SSVD( 1 A ). Then, the partially distorted dataset is
Here, all attribute values of the first group are distorted.
Attribute-based Partition (denoted by P2):
A contains the first part of the attribute items and 2 A the second part. We perform sparsified SVD on 1 A to get
In this case, only part of the attribute values is distorted by SSVD.
Two-dimensional Partition (denoted by P3)
Let the partition be
We perform sparsified SVD on 1 A to get 1 B = SSVD( 1 A ). Then, the selectively distorted matrix is
Here, a part of the attribute values for one part of the objects is selected for distortion operation.
The level of distortion and data utility are dependent on the partition scheme in use. Depending on specific goals of various applications, one of the above three schemes can be chosen. The analysis of the performance of the proposed strategies will be performed in the next sections.
Computational Cost
SVD computation incurs a significant computational cost for large scale data matrices. It is indicated that the cost of computing the SVD of a sparse matrix A using a Lanczostype procedure could be expressed as [12] :
where I is the number of iterations required by a Lanczostype procedure to approximate the eigensystem of Computing SVD on part of the original matrix would lead to a reduction on the computational cost and an improvement on the efficiency of data mining algorithms by removing redundant data distortion. This is because the matrix multiplication is now performed with respect to the submatrix 1 A , not to the full matrix A .
EVALUATION MEASURES
The issue here to address is to hide to the outside world sensitive individual data while retain the underlying data pattern and semantics to enable a construction of an accurate decision model on the distorted data. Therefore two categories of evaluation metrics are suggested here to perform evaluation of the new approach.
Data Distortion Measures
The privacy protection measure is used to evaluate dissimilarity between the original and distorted data. It should indicate how closely the original value of an item can be estimated from the distorted data [9] . Some privacy metrics have been proposed in the literature [8, 15, 16] . Some data distortion measures defined in [8] are used here to assess the level of data distortion which only depends on the original matrix A and its distorted counterpart * A .
Value Difference (VD)
After a data matrix is distorted, the value of its elements changes. The value difference (VD) of the datasets is represented by the relative value difference in the Frobenius norm. Thus VD is the ratio of the Frobenius norm of the difference of 
Position Difference
After a data distortion, the order of the value of the data elements changes, too. We use several metrics to measure the position difference of the data elements.
Rank Position (RP)
RP is used to denote the average change of rank for all the attributes. After the elements of an attribute are distorted, the rank of each element in an ascending order of its value changes. Assume that the dataset A has n data objects and m attributes. ( 1 7 ) If two elements have the same value, we define the element with the lower row index to have the higher rank.
Rank Maintenance (RK)
RK represents the percentage of elements that keep their ranks of value in each column after the distortion. It is computed as: 
Change of Rank of Attributes (CP)
One may infer the content of an attribute from its relative value difference compared with the other attributes. Thus it is desirable that the order of the average value of each attribute varies after the data distortion. Here we use the metric CP to define the change of rank of the average value of the attributes: RAV denotes its rank after the distortion.
Maintenance of Rank of Attributes (CK)
CK is defined to measure the percentage of the attributes that keep their ranks of average value after the distortion. So it is calculated as: The value of RP and CP is proportional to the level of the distortion. On the contrary, the value of RK and CK is inversely related to the level of distortion.
Data Utility Measure
Data utility measures indicate the accuracy of data mining algorithms on distorted data after the manipulation of certain perturbation. In this paper, Support Vector Machine (SVM) classification is chosen as the data utility measure by building a classifier based on distorted dataset and applying a five-fold cross validation method to compute classification accuracy as a reasonable data utility measure. SVM is based on structural risk minimization theory [17] . In SVM classification, the goal is to find a hyperplane that separates the examples with maximum margin [18] .
EXPERIMENTS AND RESULTS
The experiments here are designed following three steps: dataset creation, data distortion and measurement calculation. One synthetic dataset and one real dataset are used in our experiments to examine the performance of the proposed new data distortion strategies. Three kinds of matrix partition schemes are compared on both privacy preservation and data utility.
Notation Description
Notations in the experiments are described in Table I . 
Default Value of Experimental Parameters
For all the experiments on synthetic or real datasets, the default values of some parameters in distortion methods are listed as follows: 1. ND: the normally distributed noise is generated with 0 = u and σ =0.46, see [8] for the meaning of these two parameters. 2. UD: the uniformly distributed noise is generated from the interval [0, 0.8]. 3. STS sparsification: the threshold value ε =0.001 4. CTS sparsification: ε =0.2 5. ETS sparsification: ε =0.01, α =0.2. 6. SVM classification: radial base function is chosen as the kernel function and γ =0.001.
Evaluation on Synthetic Dataset
Dataset Creation
A synthetic dataset (Org), a 2000 by 100 matrix to represent a dataset with 2000 objects and 100 attributes, is created with entries that are randomly generated numbers within the interval [1, 10] obeying a uniform distribution. We classify all the objects into two classes using a random rule:
The class labels are +1 and -1. SVM classification is used to learn from the synthetic dataset and build the classifier model. The classification results are obtained by a five-fold cross validation.
We select Org as the original dataset for all the experiments on synthetic dataset with the aim of ensuring a uniform evaluation on various methods.
Comparison with the Other Four Distortion Methods: Experiment 1
The five distortion methods, uniformly distributed noise (UD), normally distributed noise (ND), SVD, SSVD, SSVD with matrix partition, are implemented on Org to compare the performance [8] . Table II shows the comparison among these five data distortion methods. The rank κ in SVD is 20.
Based on the comparison results in Table II , a conclusion can be made that, compared to randomization-based data distortion methods such as UD and ND, SVD-based strategies achieve a higher level of distortion and can provide better protection on privacy. Roughly speaking, sparsified SVD is better than SVD on most of the five metrics. The CK value for SSVD-based methods is 0, which means all the attributes change their ranks in average value after performing certain data transformations. As to data utility, the accuracy of the three new schemes are 66.75%, 77.35% and 76.7%. Naturally SSVD[P1] is worst on data mining accuracy, due to its best preservation on privacy. SSVD[P2] supplies the best data utility with a higher accuracy than the original dataset. From the above analysis, we can make a reasonable conclusion that, considering a trade-off between privacy preservation and data utility, the performance of SSVD[P2] is the best among these three matrix partition strategies.
Sensitivity of Data Utility to the Choice of Rank of SVD: Experiment 2
To examine the change of data utility of the three partition schemes with increasing the rank of SVD, we conduct the experiment on org. Fig.1 illustrates the influence of rank of SVD on classification accuracy. P2 and P3 show the similar graphs of accuracy. The accuracy decreases with κ till κ is larger than a half of the number of attributes, κ =50 in our experiment. For any of κ >50, the accuracy of P1 and P2 is equal to that of the original dataset. The highest accuracy is obtained with the rank of 1/10 of the number of attributes.
P1 shows worse performance on data utility than P2 and P3 and its accuracy is lower than that of the original dataset. It also demonstrates a different trend of change. The accuracy of P1 increases with κ when κ <60 and decreases with κ for κ >60.
How to choose the rank of SVD is still unsolved and empirical tests are required. Our experiment implies one possible good choice of the rank of SVD for our distortion strategies if only considering data utility. If P1 scheme is used, 3/5 of the number of attributes is a good choice for κ .
For P2 and P3, we can choose 1/10 of the number of attributes as the rank of SVD. 
Sensitivity of Data Utility to the Choice of Threshold Value for STS: Experiment 3
Here we examine the influence of the threshold value, ε , in the single threshold strategy (STS) used in our distortion strategies. Fig.2 illustrates the classification accuracy under ε in the interval from 0 to 0.1. In the experiment, the rank of SVD is 40. With the increase of ε in SSVD, it exhibits no observable trend in data utility for all three distortion schemes. This implies that the sparsification parameter ε does not affect the classification accuracy sensitively in this study. The previous experiments on the synthetic dataset demonstrate that attribute-based partition scheme can provide a high mining accuracy with an acceptable level of data distortion. The further test on this partition scheme is implemented from the viewpoint of both data distortion and data utility. In Fig.3 , VD, RP and CP increase with the number of attributes while RK and CK decrease. It shows an intuitive result that the level of distortion increases with the number of attributes in 1 A . Fig.4 exhibits a critical point with the highest accuracy when the number of column in 1 A is 70, which means 1 A contains 70 percent of the attributes.
Computation Time
The CPU time used to compute the SVD and partial SVD of the dataset on a SunBlade 150 workstation is 46.12 seconds for SSVD, 13. 
Evaluation on Real Datasets
Real Dataset Descriptions
A large number of datasets from different application domains (such as financial, medical, scientific, demographic, military environments) can be used to evaluate the performance of our proposed approach. An example of such dataset is the Wisconsin Breast Cancer (WBC) dataset available from the UCI Machine Learning Repository at http://www.ics.uci.edu/~mlearn/MLRepository.html. The original version is used here, which consists of 699 instances, 10 integer-valued attributes and one class attribute [25] . There are 16 missing attribute values for Bare Nuclei. Table III is a description on WBC original version. The target WBC dataset is a 699 by 10 matrix with the 10 th column representing class label.
Comparison of Three Sparsification Strategies with SVD, UD and ND on WBC: Experiment 5
Similar to Experiment 1 on synthetic dataset, a comparison is conducted on the WBC dataset. Two other sparsification strategies, CTS and ETS, are included in the performance comparison.
In order to be fair in comparing the privacy metrics, parameters are set to such certain values as to make VD values of UD, ND and SVD as close as possible. The rank κ of SVD is 7. The results of performance evaluation on six methods are provided in Table IV .
Under the premise on the same level of value dissimilarity, the fact that CP value of UD and ND is 0 and CK value is 1 indicate that both methods do not change any rank of the elements in attributes. Experimental data in Table IV supports two conclusions from Experiment 1 that SVD-based strategies achieve a higher privacy protection than noise-additive methods, and sparsified SVD is better than SVD on privacy level without any degradation on data mining accuracy. Among the three sparsification strategies, no significant difference exists on distortion level and data utility. Especially it shows that they have the same effect on changing rank of attributes with the same CP and CK values. It is obvious that sparsification increases data privacy level by making all the attributes change their rank in average value because the CK value is 0.
As to the data utility, five methods achieve a level at least not worse than the original dataset, ND is slightly worse.
Comparison of Three Partition Schemes: P1, P2
and P3: Experiment 6 We choose three target submatrices as 467 by 9 in P1, 699 by 6 in P2, and 600 by 7 in P3. Therefore, the number of entries in each submatrix is almost the same as 4200 in order to make our evaluation fair on three schemes. The rank of SVD κ is 3. Table V summarizes a performance evaluation on three selective SSVD methods. For data privacy, P1 has the highest VD and RP with the smallest RK, which means that P1 supplies the best protection on elements. P3 has the best protection on average values of attributes with the highest CP and lowest CK. For WBC dataset, P2 does not perform very well on privacy protection.
For data utility, all three schemes are better than the original dataset. P3 achieves the highest accuracy up to 97%. P2 is better than P1.
Sensitivity of data utility to the Rank of SVD: Experiment 7
As stated earlier, the optimal value of rank of SVD is dependent on specific applications and chosen mostly by empirical tests. But a general impact tendency of rank on data utility would be a good recommendation on rank determination. Figures 5, 6 and 7 indicate the existence of such a general tendency and a critical point, which is consistent with the result from Experiment 2 on the synthetic dataset. Data utility level in the descending order is P3, P2 and P1. P2 and P3 behave similarly on accuracy and the highest accuracy can be obtained at some κ less than 1/3 of the number of attributes. After this peak point, accuracy decreases with κ .
P1 shows worse performance on data utility than P2 and P3, and when κ =2, its accuracy is lower than the original.
It also demonstrates a different trend of change. Its accuracy increases with κ when κ is greater than a turning point which is close to a half of the attribute numbers, 4 in WBC.
No observable impact of different sparsification strategies on accuracy exhibits in this experiment. Taking computational cost into consideration, STS is a better choice for P3. Figure 5 . Sensitivity of data utility to SVD rank using selective STSbased SSVD Figure 6 . Sensitivity of data utility to SVD rank using selective CTSbased SSVD Figure 7 . Sensitivity of data utility to SVD rank using selective ETSbased SSVD
Summary
The foregoing experimental evaluation reveals that the proposed hybrid approach provides better performance both on data privacy and data utility. Some important conclusions can be drawn from these experiments:
• The overall performance of the SVD-based distortion approaches is better than reconstructionbased approaches with a reduction on computational cost.
• Most of the SVD-based approaches can achieve a higher accuracy on classification than the original data.
• Sparsified SVD-based approaches are better than SVD-based ones on privacy level without any loss of data utility, along with a further improvement on reducing computational cost due to SVD manipulation.
• Three sparsification strategies have the identical effect on privacy and utility level in our experiments. Compared to all the other methods in study, all of the three exhibits a much better privacy protection on average values of attributes. With respect to the computational cost, STS is a desirable choice.
• For attribute-based partition and two-dimensional partition distortion strategies, the classification accuracy decreases with the increment of the rank of SVD after reaching peak values at certain rank less than 1/3 of the number of attributes. This inherent property lends itself well for achieving a high accuracy with a significant reduction on computational cost due to the use of a small rank value.
• The overall performance of three structural partition strategies:
1. Object-based partition has the highest distortion level on elements of datasets. 2. Two-dimensional partition provides the most satisfactory protection on average values of attributes.
3. All of three schemes gurantee a satisfactory level of data utility. 4. Attribute-based and two-dimensional based schemes display a quite comparable classfication accuracy. Object-based scheme has the lowest data utility level among the three. Of course, which partition strategy to use in a particular application is a multiple dimensional issue that is dependent on the circumstances of that application such as the nature of the database. With respect to the specific requirements of data administrators and characteristics of target datasets, we believe that the above conclusions from our experiments would provide data miner with a good recommendation on finding a desirable solution with a reasonable compromise on the privacy protection, utility of data and computational cost.
CONCLUSIONS AND FUTURE WORK
In this paper, we investigated several existing strategies in privacy-preserving data mining, including two noiseadditive methods, one rank reduction method, three sparsification methods. A set of new privacy preserving strategies are proposed based on matrix partition techniques, and object-based partition, attribute-based partition and twodimensional partition are defined. We compared the performance of all these methods both on data privacy level and data utility level. Furthermore, hybrid methods by combing two or more of these methods are also examined.
The experimental results demonstrate a competitive efficiency of our proposed strategies. It realizes the general goal previously stated in Section 1. Future work may include further testing on various real world datasets. More effort is of great significance on studying privacy protection on large scale datasets and those with a very small amount of samples available or having a huge amount of attributes such as some medical databases. Other available approaches such as clustered SVD [27] can be considered as one possible strategy to reduce computational cost substantially for large scale datasets. The determination of optimal rank of SVD and threshold value of SSVD under different applications is also desirable in order to implement our proposed approach on real applications with little user intervention. Further investigation is worthwhile on combining our method with other privacy preservation techniques to further improve efficiency.
