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Les instruments optiques initialement développés pour améliorer la vision humaine
ont été rapidement utilisés pour observer aussi les objets à l’échelle microscopique. Le
microscope est rapidement devenu un outil prometteur en biologie et en médecine. Ce-
pendant, le microscope est aussi largement utilisé en physique des matériaux, science
des surfaces, dans l’industrie de la micro-électronique, la chimie, le textile, etc...
Aujourd’hui, le microscope électronique joue un rôle très important dans le dévelop-
pement des micro et nano technologies. Comparé au microscope électronique, le micro-
scope optique reste limité en terme de résolution, ce qui doit être considéré comme une
incitation à inventer et développer de nouvelles techniques d’observation.
Dans un microscope classique en transmission, la lumière arrive sur l’échantillon
observé, passe au travers de celui-ci et est collectée par l’objectif. Dans un microscope en
réflexion, la lumière passe une première fois dans l’objectif, est réfléchie par l’échantillon,
et l’onde réfléchie est collectée par l’objectif. Le microscope en réflexion permet d’observer
des objets opaques et souvent trop épais pour un microscope en transmission mais ne
peut donner que des informations sur la surface des échantillons.
Si l’on néglige le phénomène de diffraction, le mécanisme de formation des images
suit les lois de l’optique géométrique, expliquant la formation des images réelles et vir-
tuelles dans un instrument optique. Maintenant encore, une partie non-négligeable des
travaux visant à l’amélioration des images est basée sur l’optique géométrique (champ
à améliorer, aberrations chromatiques à corriger...). L’optique géométrique présente une
bonne précision lorsque les objets qui interagissent avec la lumière ont des tailles ca-
ractéristiques grandes devant la longueur d’onde d’observation, mais quand la lumière
interagit avec des objets dont la taille est du même ordre de grandeur que la longueur
d’onde d’observation, alors il n’est plus possible de négliger l’aspect ondulatoire de la
lumière. Or, le rôle du microscope est précisément d’observer des objets petits.
La découverte de l’aspect ondulatoire de la lumière a permis de mieux comprendre
la formation des images en optique. En particulier, le développement de la théorie on-
dulatoire de la lumière par Augustin Fresnel a permis à Ernst Abbe en 1873 [Abbe
(1873)] d’expliquer rigoureusement la notion de limite de résolution. Un microscope op-
tique ne peut distinguer des détails séparés de moins de λ/2NA (où λ est la longueur
d’onde d’observation, et NA l’ouverture numérique de l’objectif). Cette limitation en
résolution explique que les développements instrumentaux se sont focalisés au 20e siècle
sur l’amélioration du contraste (microscope de phase, microscope DIC, microscope de
polarisation etc...) en microscopie optique, et sur l’invention et le développement du
microscope électronique pour améliorer la résolution.
Les microscopes optiques classiques enregistrent une information en intensité uni-
quement. Or, une onde lumineuse est aussi caractérisée par sa phase. Gabor a montré,
en inventant l’holographie, qu’il était possible d’enregistrer une onde lumineuse en am-
plitude et en phase, et donc que le processus de formation des images n’est pas lié qu’à
l’enregistrement d’une image réelle sur un film photographique ou une caméra électro-
nique [Gabor (1948)].
Avec le développement du laser, une source à grande longueur de cohérence est dis-
ponible et l’holographie est devenue très rapidement un outil pratique. Le principe de
l’holographie est de mélanger l’onde diffractée par l’objet avec une onde de référence
afin d’obtenir des franges d’interférence entre ces deux ondes. Le procédé holographique
permet de coder l’amplitude et la phase de l’onde diffractée dans ces franges d’inter-
férence. Pour observer l’hologramme, une procédure de décodage consiste à illuminer
l’hologramme avec l’onde de référence ce qui permet d’obtenir une image en trois dimen-
sions de l’objet. Avec l’invention de la caméra CCD, il est devenu possible d’enregistrer
numériquement les hologrammes, ce qui a constitué un progrès supplémentaire. Grâce à
l’ordinateur, il est en effet possible de reconstruire numériquement les images 3D, en ef-
fectuant l’opération de décodage des hologrammes en calculant la propagation des ondes
via des intégrales de Fresnel.
Le principal intérêt du microscope holographique est qu’il donne une information
quantitative de l’objet, à savoir son épaisseur optique obtenue à partir de la phase mesu-
rée. Le microscope holographique en transmission présente certaines limitations, qui ont
motivé le développement de la microscopie tomographique [Noda et al. (1992), Lauer
(2002)]. En effet, la résolution en 3D reste limitée. On mesure des épaisseurs optiques,
(et non des dimensions spatiales) sans vraiment résoudre spatialement.
Pour dépasser ces limitations, le microscope tomographique diffractif réalise une syn-
thèse d’ouverture numérique, en utilisant plusieurs illuminations successives du spécimen
au lieu d’une seule illumination comme en microscopie holographique.
Il existe plusieurs méthodes pour faire varier l’illumination des spécimens. Il est
possible de réaliser une rotation du spécimen lui-même [Sullivan and McLeod (2007),
Vertu et al. (2009)]. Cependant, à l’échelle d’observation considérée (micrométrique),
et avec la résolution visée (sub-micrométrique), il est très difficile de maintenir une
rotation précise, compatible avec des mesures interférométriques. De plus, en biologie,
l’échantillon est souvent préparé entre lame et lamelle. Pour ces raisons, on préfère
souvent utiliser une variation de l’angle d’illumination [Debailleul et al. (2009)], qui est
controlé via un miroir de balayage et un condenseur. Une troisième variante consiste à
faire varier la longueur d’onde d’illumination [Kühn et al. (2009), Montfort et al. (2006),
Kim (2000)].
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En microscopie tomographique en réflexion, la technique de la variation de l’angle
d’illumination est la plus courante. Des travaux ont été réalisés en variation de longueur
d’onde, mais cette technique semble d’intérêt plus limité.
Le laboratoire MIPS de l’Université de Haute Alsace développe la microscopie to-
mographique diffractive depuis près de sept ans. Sa version en transmission a été déjà
réalisée au cours de la thèse de Bertrand Simon [Simon et al. (2008)], une première ver-
sion en réflexion a aussi été réalisée au cours du stage de Master 2 de Merdan Sarmis
[Sarmis et al. (2010)].
Ces instruments ont permis d’obtenir des images d’échantillons biologiques en trans-
mission et de surfaces réfléchissantes en réflexion, avec une résolution latérale deux fois
meilleure par rapport aux microscopes holographiques. Cependant, le temps nécessaire
pour une acquisition (400 angles d’illumination) est relativement long (environ 30 mins).
Comme le montage est couplé avec un bâti de microscope de fluorescence classique, les
bras des interféromètres à décalage de phase sont longs, ce qui induit un problème
de stabilité du montage, qui se manifeste par un bruit dans l’image reconstruite. Un
autre problème est la résolution longitudinale en transmission, limitée par la fonction
de transfert optique qui présente un cône de fréquences manquantes responsable d’une
forte dégradation des images le long de l’axe optique.
Durant ma thèse, j’ai travaillé tout d’abord à l’optimisation du montage expérimen-
tal, pour obtenir une réduction sensible du temps d’acquisition des hologrammes ainsi
que du temps de reconstruction des images.
J’ai également contribué à développer une technique de profilométrie multi-angles,
qui permet d’obtenir la topographie d’une surface réfléchissante avec une résolution
latérale améliorée, tout en gardant l’avantage d’une très bonne précision longitudinale.
Ce manuscrit présente les travaux réalisés dans cette thèse. Le chapitre 1 décrit
la technique de microscopie tomographique diffractive. Dans le chapitre 2, l’instrument
construit durant cette thèse est présenté. Le chapitre 3 est consacré à la méthode originale
de profilométrie multi-angle développée dans ce travail. Dans le chapitre 4, j’aborde le
couplage de la microscopie tomographique en transmission et en réflexion et certaines




Principe de l’holographie et de la
tomographie
Un microscope optique utilise la lumière pour interagir avec l’objet observé. Cette
lumière peut être spatialement cohérente ou incohérente. Dans un première temps, nous
présentons brièvement les principales caractéristiques d’un système d’imagerie en lumière
cohérente et d’un système d’imagerie en lumière incohérente ainsi que leurs principales
différences.
I Sources spatialement cohérentes et incohérentes
Dans un microscope classique, lorsque un objet est illuminé par une source d’illumina-
tion monochromatique, le champ diffracté par l’objet peut être représenté par un nombre
complexe en fonction des coordonnées spatiales. Si l’amplitude complexe en tout point
suit la même évolution en fonction du temps, ce type d’illumination est appelé spa-
tialement cohérente. Expérimentalement, une illumination spatialement cohérente est
obtenue lorsque la lumière vient d’un seul point. Un laser est typiquement une source
spatialement cohérente, mais les sources conventionnelles peuvent aussi produire une
lumière spatialement cohérente après filtrage spatial par un sténopé.
Si l’amplitude complexe en tout point varie de façon aléatoire, ce type d’illumination
est appelée spatialement incohérente. Elle est généralement produite par des sources
diffuses ou étendues. Le soleil est une source spatialement incohérente naturelle. La
lumière émise par une ampoule ou une diode électro-luminescente est aussi spatialement
incohérente.
Lorsque l’illumination est spatialement cohérente, les réponses impulsionnelles dans
le plan image varient simultanément, leurs amplitudes s’ajoutent. Un système d’imagerie
cohérent est donc linéaire en amplitude. Lorsque l’illumination est spatialement incohé-
rente, les réponses impulsionnelles dans le plan image varient de façon décorrélée, leur
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intensités s’ajoutent. Comme l’intensité d’une réponse impulsionnelle est proportionnelle
à l’intensité du point source, un système d’imagerie incohérent est linéaire en intensité.








Plan Objet Pupille d'entrée Pupille de sortie
z
Figure 1.1 – Modèle du système d’imagerie général.
Rayleigh a montré en 1896 [Rayleigh (1896)], en utilisant le théorème de la diffraction,
que l’amplitude d’une image peut être représentée par une intégrale :
Ui(u, v) =
∫∫
h(u, v; ξ, η)Uo(ξ, η)dξdη I-1
où h est l’amplitude au point de cordonnées p′ (u,v) dans l’image en réponse à une source
ponctuelle de l’objet au point de coordonnées p (ξ, η) (illustré Fig. 1.1). En l’absence
d’aberration, la réponse h résulte d’une onde sphérique convergente à partir de la sortie
de la pupille vers p′ de coordonnées (u = Mξ, v = Mη), avec M, le grandissement du
système. L’amplitude est simplement un motif de diffraction de Fraunhofer de la sortie
de la pupille, centré au point de cordonnées (u,v). h s’écrit alors :








où la fonction pupille P vaut 1 dans l’ouverture considérée, et zéro en dehors. A est
une constante, Zi est la distance de la pupille de sortie au plan image et (x, y) sont les
coordonnées dans le plan de la pupille de sortie.
En général, pour un système limité par la diffraction, nous pouvons considérer que
l’image Ui est une convolution d’une image prédite par l’optique géométrique Ug avec
une réponse impulsionnelle h, qui est un motif de diffraction de Fraunhofer de la sortie




h(u− ξˆ, v − ηˆ)Ug(ξˆ, ηˆ)dξˆdηˆ I-3




M ), qui est l’image au sens de l’optique géométrique de U0,
(ξˆ, ηˆ) sont les coordonnées réduites (ξˆ = Mξ, ηˆ = Mη) dans le plan objet, pour éliminer
l’effet d’agrandissement afin d’obtenir une invariance spatiale.
Un système d’imagerie cohérente est linéaire en amplitude. Nous pouvons donc ap-
pliquer directement une fonction de transfert en amplitude. Considérant les spectres







on définit la Fonction de Transfert en Amplitude HA comme une transformée de Fourier




la réponse impulsionnelle h(u, v) est elle même exprimée comme une transformée de
Fourier d’une fonction pupille P.
En appliquant le théorème de convolution à la formule (I-3), on obtient :
Vi(υx, υy) = HA(υx, υy)Vg(υx, υy) I-7
La formule (I-7) illustre l’effet de la diffraction dans un système d’imagerie et dans
l’espace fréquentiel. Si la fonction pupille P vaut 1 dans une certaine zone et zéro en
dehors, il existe une bande passante finie dans l’espace fréquentiel à l’intérieur de laquelle
passent toutes les composantes de fréquence sans distorsion en amplitude ou phase. À
la limite de cette bande passante, la réponse en fréquence chute brutalement à zéro.
Ceci signifie que les composantes de fréquence en dehors de la bande passante sont
complètement éliminées.
I.2 Analyse fréquentielle en imagerie incohérente
Dans un système d’imagerie incohérente, la relation entre la fonction pupille et la
fonction de transfert optique est plus compliquée.
Un système d’imagerie utilisant une source incohérente doit satisfaire la convolution
intégrale en intensité, soit :
Ii(u, v) = K
∫∫
|h(u− ξˆ, v − ηˆ)|2Ig(ξˆ, ηˆ)dξˆdηˆ I-8
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Les formules (I-9) et (I-10) montrent que pour une fonction quelconque réelle et
non négative (comme Ig ou Ii), la transformée de Fourier atteint sa valeur maximum à
l’origine. On définit Vg et Vi en normalisant par ce maximum. L’intensité est une quantité
non négative, et Vg et Vi doivent donc toujours avoir un spectre non nul à l’origine.




h(u, v)e−j2pi(υxu+υyv)dudv∫∫ |h(u, v)|2dudv I-11
Cette fonction de transfert normalisée HO est appelée Fonction de Transfert Optique
(ou Optical Transfer Function OTF).
En appliquant le théorème de convolution à la formule (I-8), on obtient :
Vi(υx, υy) = HO(υx, υy)Vg(υx, υy) I-12
Puisque la fonction de transfert en amplitude HA et la fonction de transfert optique HO
impliquent la fonction h, il existe une relation spécifique entre les deux. Cette relation
est donnée par :
HO(υx, υy) =
∫∫
HA(p+ υx2 , q +
υy
2 )H∗A(p− υx2 , q − υy2 )dpdq∫∫ |HA(p, q)|2dpdq I-13
L’OTF est donc une fonction d’auto-corrélation normalisée de la fonction de transfert
en amplitude.
I.3 Comparaison entre imagerie cohérente et incohérente
Pour comparer les images obtenues en imagerie cohérente et incohérente, on peut
utiliser le spectre de fréquences spatiales. L’intensité est linéaire dans un système d’ima-
gerie incohérente, et non linéaire dans un système d’imagerie cohérente. Dans le cas
incohérent, l’intensité est donnée par une convolution, soit
Ii = |h|2 ⊗ Ig = |h|2 ⊗ |Ug|2 I-14
Dans le cas cohérent,
Ii = |(h⊗ Ug)2| I-14
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Avec la définition de l’auto corrélation :
X(υx, υy) ∗X(υx, υy) =
∫∫
X(p, q)X∗(p− υx, q − υy)dpdq I-14
le spectre de fréquence d’une image en intensité peut s’écrire comme :
Imagerie Incohérente : F (Ii) = [H ∗H][Vg ∗ Vg]
Imagerie Cohérente : F (Ii) = [HVg] ∗ [HVg] I-15
où Vg est le spectre de Ug et H est la fonction de transfert en amplitude. La formule
(I-15) montre que les spectres de fréquence dans les deux cas sont différents.
Figure 1.2 – Fonction de transfert optique d’un système d’imagerie cohérente (en solide)
et incohérente (en pointillée) (dérivée de [Goodman (2005)]).
La Figure 1.2 décrit la fonction de transfert d’un système d’imagerie cohérente et
d’un système d’imagerie incohérente.
Un autre critère pour comparer un système d’imagerie cohérente et incohérente est
la résolution, autrement dit la capacité à distinguer deux points proches dans une image.
Selon le critère de Rayleigh, deux points sources incohérents sont à peine résolus par un
système limité par la diffraction avec une pupille circulaire lorsque le maximum d’une
tâche de diffraction générée par une source ponctuelle correspond au premier minimum
de la tâche de diffraction générée par une deuxième source ponctuelle.
La résolution d est donnée par la formule de Rayleigh trouvée à l’aide de l’intégrale
de Bessel (tâche d’Airy) :
d = 0.61λ
n sinα I-16
où λ représente la longueur d’onde, n est l’indice de réfraction du milieu, n sinα définit
l’ouverture numérique du système optique, α étant l’angle de collection des rayons
par le système.
La Figure 1.3(a) illustre la distribution de l’intensité dans l’image pour deux points
sources incohérents identiques séparés par la distance de Rayleigh. On distingue bien les
deux points, mais avec un contraste de 73% seulement pour le creux central.
La Figure 1.3(b) montre la distribution de l’intensité dans le cas de sources cohé-
















Figure 1.3 – Image de 2 points sources éloignés de la distance de Rayleigh (dérivée
de [Goodman (2005)]), (a) : deux points sources incohérents, (b) : deux points sources
cohérents avec une différence de phase φ = 0(rouge), pi/2(noir) et pi(bleu). Les lignes
verticales représentent la localisation des deux points sources.
points sources. Si les points sources sont en quadrature (φ = pi/2), la distribution de
l’intensité est identique à celle de sources incohérentes. Si les points sources sont en phase
(φ = 0), les deux points sont moins résolus que dans le cas des sources incohérentes. Si les
points sources sont en opposition de phase (φ = pi), la partie centrale de l’image décroît
complètement à l’intensité zéro, les deux points sont donc mieux résolus que pour des
sources incohérentes.
Il existe également d’autres différences dans les images fournies par un système d’ima-
gerie cohérent et un système d’imagerie incohérent. La Figure 1.4 montre par exemple le
profil dans l’image d’un bord. Le système d’imagerie cohérente présente une fonction de







Figure 1.4 – Image d’un bord en illumination cohérente (rouge) et incohérente (bleu)
[Considine (1966)].
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II Techniques de mesure de la phase optique
En optique conventionnelle, lors de l’enregistrement d’une onde avec un capteur
électronique, seule l’intensité de l’onde est enregistrée, la phase de l’onde étant perdue.
Cependant, il existe plusieurs méthodes pour mesurer cette phase, comme par exemple,
l’holographie, l’interférométrie hétérodyne ou les analyseurs de front d’onde, que nous
présentons brièvement.
II.1 Holographie
L’holographie est historiquement la première technique qui a permis d’enregistrer une
onde lumineuse à la fois en amplitude et en phase. Cette technique proposée par Gabor en
1948 [Gabor (1948)], consiste à utiliser une onde de référence qui est mélangée avec l’onde
que l’on souhaite mesurer. Les deux ondes interfèrent sur la plaque photographique et
forment ainsi un hologramme. Cet hologramme est en fait un enregistrement des franges
d’interférences de ces deux ondes.
Principe de l’holographie
Un hologramme est obtenu en utilisant une onde de référence interférant avec l’onde
diffractée par l’objet observé. L’ensemble est enregistré par une caméra électronique
(CCD ou CMOS). On considère l’onde de référence R et l’onde diffractée par l’objet
O. La superposition des deux fronts d’ondes donne naissance au champ final (R+O).
L’intensité IH de l’hologramme enregistré vaut alors :
IH(x, y) = (R+O)∗ · (R+O) = |R|2 + |O|2 +R∗O +O∗R I-17
Les deux premiers termes sont appelés «ordre zéro». Ils sont constants ou varient très
lentement dans l’espace, et sont indépendants de la phase relative de R et O. Les deux
derniers termes correspondent au terme objet et terme objet conjugué, autrement dit
«jumeau». Ils sont sensibles à la phase relative entre R et O.
La reconstruction d’un front d’onde objet est obtenue en multipliant IH par R :
R · IH = R · (R+O)∗ · (R+O) = R · (|R|2 + |O|2) + |R|2O +R2 ·O∗ I-18
La première partie correspond à l’ordre zéro, et doit être éliminée complètement. La
seconde partie correspond à l’image virtuelle avec laquelle on peut reconstruire exacte-
ment l’objet par la propagation de RIH sur la distance d qui sépare l’hologramme de
l’objet. Le dernier terme correspond à l’image réelle de l’objet, que l’on peut obtenir en
propageant l’image dans la direction opposée avec une distance −d.
O correspond à l’onde diffractée par l’objet, elle est normalement derrière le plan de
l’hologramme par rapport à l’observateur. Par conséquent, O est considérée comme une
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image virtuelle. En général, O est mélangée avec l’ordre zéro et l’image réelle de l’objet.
Il est donc nécessaire d’éliminer ces deux parties. Après l’élimination de l’ordre zéro et
de l’image réelle (IHfiltré), l’onde diffractée par l’objet O peut être obtenue facilement
comme un champ complexe dans le plan de l’hologramme.
O(x, y) = IHfiltré(x, y) ·R(x, y)/|(R ·R∗)| I-19
Il existe plusieurs variantes de cette technique :
— holographie de Gabor,
— holographie en ligne,
— holographie hors axe.
Holographie de Gabor
La Figure 1.5 présente le montage original de Gabor [Gabor (1948)]. Un objet placé
derrière le point de focalisation est illuminé par un faisceau sphérique et monochro-
matique. L’onde diffractée par l’objet et le faisceau lui-même interfèrent. Une plaque
photographique permet d’enregistrer cette interférence.
Objet
Onde transmise par l'objet
Onde sphérique
Onde de référence Plaque photographique
Figure 1.5 – Holographie de Gabor
Dans le montage original de Gabor, l’axe de l’onde diffractée par l’objet et l’onde
de référence sont parallèles. L’holographie de Gabor permet d’imager des petits objets
peu diffusants, ou des objets transparents introduisant une variation de phase. Cette
technique est facile à mettre en œuvre, mais ses champs d’application sont limités par
les conditions imposées sur la nature de l’objet. Mais le problème principal est qu’on ne
peut pas faire varier la phase relative de l’onde de référence par rapport à l’onde objet




La technique de l’holographie en ligne consiste à séparer le faisceau d’illumination
en deux, et à fabriquer un faisceau de référence indépendant, que l’on pourra contrôler.
Le faisceau objet et le faisceau de référence sont recombinés sur le capteur et arrive












Figure 1.6 – Holographie en ligne
Lors de l’enregistrement d’un hologramme avec l’holographie en ligne, l’ordre zéro,
l’image objet et l’image jumelle sont alors superposés, ce qui pose un problème : l’ordre
zéro et l’image jumelle peuvent dégrader l’image que l’on cherche à obtenir.
Il existe cependant plusieurs méthodes pour résoudre ce problème. Par exemple,
l’ordre zéro peut être complètement éliminé en utilisant deux expositions supplémen-
taires avec seulement l’onde diffractée par l’objet ou l’onde de référence. Une simple
soustraction permet ensuite de les éliminer. Une autre technique appelée décalage de
phase permet de supprimer l’ordre zéro et l’image jumelle [Yamaguchi and Zhang (1997)].
Elle consiste à enregistrer une série d’hologrammes en changeant la phase de l’onde de
référence. Je détaillerai cette technique dans la section IV.2. On peut aussi utiliser une
source fortement divergente comme dans le microscope holographique sans lentille. Dans
ce cas la, l’image objet et l’image jumelle sont très séparées.
L’holographie hors axe
Le problème de l’image jumelle a été résolu par Leith et Upatnieks [Leith and Upat-
nieks (1962)] d’une autre manière. Ils ont proposé un autre montage dit «hors axe»
qui consiste à incliner l’onde de référence afin d’obtenir un léger angle entre l’onde de
référence et l’onde diffractée par l’objet. Quand l’objet est illuminée par l’onde de réfé-
rence, l’image jumelle et l’image objet ne sont plus superposées, mais largement séparées.
L’holographie hors axe est souvent utilisée dans le cas où l’objet est épais. Cette tech-
nique permet d’enregistrer le front d’onde avec un seul hologramme, cependant le champ
d’observation utile sera limité par l’opération de filtrage nécessaire dans cette technique.

























Figure 1.8 – Holographie hors axe
Le figure 1.8 montre le montage optique de l’holographie hors axe. Remarquons qu’il
est facile de modifier un montage d’holographie en ligne pour faire de l’holographie hors
axe, par exemple en inclinant légèrement le cube recombinateur avant le capteur (1) ou
le miroir avant celui-ci (2).
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II.2 L’interférométrie hétérodyne
Une autre solution pour acquérir la phase d’une onde optique est d’utiliser l’interfé-
rométrie hétérodyne.
Principe
Son principe est le même que celui des autres interférométries, faire interférer l’onde
d’objet avec une onde de référence. Mais au lieu de changer une différence de chemin
optique, on change légèrement la fréquence d’une des deux ondes. La légère différence
entre deux fréquences permet d’obtenir les battements hétérodynes. Si on mesure la
phase relative entre ces battements en des points différents sur le front d’onde, on peut










Figure 1.9 – Schéma simplifié d’une détection hétérodyne
La Figure 1.9 présente un schéma simplifié d’un interféromètre hétérodyne. Un laser
monochromatique est séparé par un cube séparateur en deux parties : bras d’illumination
et bras de référence. Sur le bras de référence, un décalage de fréquence de l’onde de
référence (∆f) est réalisé grâce à un modulateur acousto-optique. L’onde objet et l’onde
de référence décalée sont recombinées par un cube et une figure d’interférences modulée
au cours du temps est enregistrée sur un capteur. Après filtrage , le signal utile est modulé
à la fréquence ∆f , et les hautes fréquences sont modulées à 2f0 + ∆f . On rappelle qu’en
détection hétérodyne, le champ E(t) dans le plan du détecteur est la somme du champ
objet Esig et du champ référence Eref. Le détecteur est sensible à l’intensité définie
comme :
I = E(t)2 = {Esigcos(ωsigt+ ψ) + Erefcos(ωreft)}2
= E2sig + E2ref︸ ︷︷ ︸
homodyne
+ 2EsigErefcos(ωsigt+ ψ)cos(ωreft)︸ ︷︷ ︸
hétérodyne
I-20
le terme hétérodyne de l’intensité crée un signal de fréquence ωsig +ωref (non détecté car
de fréquence trop élevée) et un signal de fréquence ωsig − ωref qui est détecté.
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De manière générale, les méthodes hétérodynes présentent plusieurs avantages :
— Mesure de la phase optique. C’est ce qui nous intéresse ici. Le terme homodyne
détecté par un capteur perd la phase, mais celle-ci est mesurable dans le terme
hétérodyne. En mesurant la phase d’un signal électronique de fréquence ωsig−ωref
(ce qui est facile), on mesure en fait la phase de l’onde Esig. On reconnaît ici la
même technique que l’holographie qui est une technique d’hétérodynage spatial.
— Le deuxième avantage est la sensibilité. Le terme EsigEref est plus grand que E2sig,
la détection est donc plus facile.
— On montre qu’on peut réduire le bruit à celui du bruit de grenaille (shot noise).
Cette propriété est très utile pour détecter des signaux très faibles en optique.
Par exemple, elle a été utilisée pour détecter en holographie des billes d’or très
petites Atlan et al. (2008).













Figure 1.10 – Schéma simplifié d’une profilométrie avec détection hétérodyne
La Figure 1.10 montre un exemple de détection hétérodyne en profilométrie [Som-
margren (1981)]. Un laser He-Ne génère deux faisceaux de polarisations linéaires et
orthogonaux avec une différence de fréquence optique de 2 MHz. En traversant le cube
séparateur polarisant CS, ces deux faisceaux sont séparés. L’un sert comme faisceau de
référence, l’autre sert comme faisceau d’illumination. Le faisceau d’illumination passe
d’abord par un prisme de Wollaston, qui produit deux faisceaux légèrement divergents.
L’objectif les focalise en deux points distincts sur la surface de l’objet. Les faisceaux
réfléchis sont recombinés par le prisme et sortent parallèlement au faisceau entrant. Le
signal est collecté par un miroir M2, et interfère avec le faisceau de référence via CR.
Les interférences enregistrées sur le détecteur permettent de retrouver la phase, qui est
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liée à la différence de hauteur entre les deux points focalisés sur la surface. Dans cet
exemple, la différence de phase n’est donc pas introduite par un modulateur contrôlé,
mais directement par l’échantillon observé.
II.3 Analyseur de front d’onde
Il existe une autre méthode pour obtenir la phase. Différant de l’interférométrie, elle
consiste à obtenir directement une carte de phase sur un capteur électronique et sans
mélange avec une autre onde. Mais un capteur n’est sensible qu’aux variations d’intensité
de la lumière et ne détecte pas les variations de la phase.
En 1900, Hartmann [Hartmann (1904)] propose de placer un motif (un masque troué)
sur le chemin de propagation de la lumière. Lorsqu’un front d’onde se propage, les
déphasages locaux de ce front d’onde vont modifier l’image du motif. Le motif pour
un front d’onde plan étant connu, il suffit de le comparer au motif obtenu après la
propagation du front d’onde à analyser pour en déduire une carte de phase.
Cette technique appelée «analyseur de front d’onde» consiste à décomposer un front
d’onde en plusieurs fronts d’ondes élémentaires et à déterminer leurs orientations res-
pectives. Ces orientations, qui sont appelées pentes locales, correspondent à la mesure
de la dérivée du front d’onde. L’intégration de cette mesure permet donc de reconstituer
la forme du front d’onde. Une fois le front d’onde obtenu, il peut être décomposé en
polynômes de Zernike, qui sont reliés aux aberrations. Il est aussi possible de calculer la
fonction de transfert de modulation (FTM) et la fonction d’étalement du point (PSF en
anglais : point spread function) du système optique considéré.
Analyseur de courbure
Ces systèmes [Roddier (1988)] sont plus spécifiquement adaptés à l’analyse de com-
posante optiques. Lors de la propagation d’une onde depuis une optique imparfaite, les
défauts optiques vont introduire un déphasage qui donne une variation d’intensité. Ils
vont aussi modifier localement la focale de l’instrument. Si l’on observe un front d’onde
dans un plan défocalisé (plan intra et extra focal) en déplaçant le capteur le long de l’axe
optique, les déphasages vont modifier les taches d’Airy, qui auraient du être identiques
si le front d’onde avait été parfait (illustré Fig. 1.11). Il est donc possible de comparer
les images dans le plan intra et extra focal afin d’en déduire la carte de phase. Cette
méthode est appelée analyseur de courbure. Un avantage est qu’on peut régler la sensi-
bilité et la résolution spatiale par la position des plans défocalisés. Plus on est loin du
point focal, plus la résolution est importante, mais cela se fait dépend de la sensibilité.
Pour simplifier la mise en œuvre de la méthode et obtenir simultanément l’intensité de
deux images, certains fabricants ont eu l’idée d’utiliser une grille de diffraction spécifique
(motifs paraboliques [Lyuboshenko (2009)]). Les images sont acquises sur une caméra








Figure 1.11 – Schéma de la mesure du front d’onde avec analyseur de courbure
nécessaire de déplacer la caméra. La résolution des analyseurs de courbure est plus élevée
que celles des deux méthodes précédentes. Chaque pixel obtenu correspond en effet à un
point de mesure et donc à une valeur de front d’onde.
Cependant la grille est conçue pour fonctionner à une longueur d’onde spécifique.
D’autre part, il est nécessaire d’augmenter le flux lumineux incident afin de compenser
la division du faisceau par la grille de diffraction. Cette méthode nécessite donc d’utiliser
des éléments de diffraction complexes et très spécifiques.
L’utilisation d’un analyseur du front d’onde est plus adaptée au milieu industriel, par
exemple, le contrôle des composants optiques (lentilles, objectifs), tête de lecture DVD,
etc. Mais cette technique n’est pas ou très peu utilisée en imagerie.
Analyseur de Shack-Hartmann
En 1970, Shack [Shack and Platt (1971)] a introduit une évolution du masque de
Hartmann. Au lieu de placer un masque troué, il a utilisé une matrice de micro-lentilles.
Cette matrice de micro-lentilles placée dans le plan d’analyse permet de décomposer le
front d’onde en fronts d’ondes élémentaires. Chaque micro-lentille laisse passer une partie
du faisceau en le concentrant sur le plan focal, où se trouve une caméra, et on analyse les
taches lumineuses sur la caméra en repérant les positions. La position de chaque tache
par rapport à l’origine de l’axe optique de chaque micro-lentille est proportionnelle à la
pente locale du front d’onde incident. La détection des taches lumineuses et l’intégration
de leurs déplacements dans le plan focal conduisent à une estimation instantanée du
front d’onde, et on obtient donc la carte de phase recherchée.
La Figure 1.12 illustre le principe de la mesure du front d’onde avec l’analyseur









Figure 1.12 – Principe de la mesure du front d’onde avec l’analyseur de Shack-Hartmann
rayons réfléchis ou transmis par l’objet sont collimatés (par un collimateur). Ils sont
décomposés ensuite en fronts d’ondes élémentaires par une matrice de micro-lentilles. Ces
fronts d’ondes élémentaires sont focalisés sur la caméra CCD, on mesure leur position,
et on analyse leur forme, ce qui fournit un grand nombre d’informations : le relief du
composant, les aberrations éventuelles d’un faisceau laser etc.
L’analyseur de Shack-Hartmann se distingue notamment par sa sensibilité. Puisque
les micro-lentilles concentrent le faisceau lumineux sur chaque tache du plan focal, il est
possible de mesurer des fronts d’onde de faible intensité. Son analyse est très rapide, on
peut arriver à plusieurs centaines de mesures par seconde en optique adaptative. Mais
il souffre aussi d’un inconvénient, sa résolution spatiale est liée à la matrice de micro-
lentilles. Le nombre de points d’analyse est relativement limité, et peu de systèmes
dépassent 128× 128 points [Malacara (2007)], ce qui est limitant en imagerie.
L’interférométrie à décalage multilatéral
L’interférométrie à décalage multilatéral est une autre méthode d’analyse de front
d’onde. Le faisceau incident ne passe plus par un réseau de micro-lentilles, mais à travers
un réseau de diffraction [Ronchi (1964)]. Ce réseau de diffraction génère des franges
d’interférences sur le plan focal d’une caméra. Si le faisceau est parfaitement plan, l’image
de diffraction enregistrée sur la caméra est un réseau de points réguliers, sinon ce réseau
de points est déformé à cause des aberrations. En analysant ces déformations, on peut
retrouver les dérivées de la phase spatiale. Après intégration de cette mesure, on obtient
la carte de phase [Velghe et al. (2005)].
Dans une interférométrie à décalage multilatéral, le faisceau de référence est lui-
même, ceci rend la mesure insensible aux vibrations. Pour une caméra de taille donnée,
la résolution finale est supérieure à celle des analyseurs de Shack-Hartmann (on obtient
typiquement 250*250 (SID4 UV-HR) points de mesure, contre 128*128 (HASO) pour le
Shack-Hartmann), ce qui permet de l’utiliser dans les applications qui demandent une
haute résolution, telle que l’imagerie.
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Contrairement au Shack-Hartmann, l’interférométrie à décalage multilatéral autorise
l’utilisateur à modifier la sensibilité et la dynamique de la mesure suivant ses besoins
en variant la distance entre le plan du réseau et le plan du détecteur. Grâce à cette
particularité, l’interférométrie à décalage multilatéral s’adapte à un grand nombre d’ap-
plications. En particulier, l’entreprise Phasics a développé un système appelé SID4bio
[Bon et al. (2009)], qui permet d’observer des cellules vivantes sans marquage avec un
échantillonnage de 300× 400 points de mesure.
III Méthodes de reconstruction numérique
Le montage du MIPS sur lequel j’ai travaillé utilise l’holographie numérique. Cette
section décrit les méthodes de reconstruction des hologrammes.
Plan Hologramme Plan Image
Figure 1.13 – Géométrie du plan hologramme et plan image
À l’aide d’un capteur CCD, nous pouvons enregistrer des hologrammes numériques
que ce soit par holographie en ligne ou hors axe. Ces hologrammes sont reconstruits par
des processus numériques basés sur la théorie de diffraction scalaire. Il existe plusieurs
méthodes de reconstruction, parmi lesquelles la transformée de Fresnel [Kim (2010)], la
convolution de Huygens [Kim (2010)] et le spectre angulaire [Goodman (2005)] sont les
plus largement utilisés.
III.1 Convolution de Huygens
La Figure 1.13 représente la géométrie de la propagation d’une onde plane entre deux
plans parallèles éloignés d’une distance z.
Le front d’onde dans le plan image U(x, y) s’écrit à l’aide du front d’onde dans le
plan hologramme U(x0, y0) :






dx0dy0 avec r =
√
(x− x0)2 + (y − y0)2 + z2 I-21
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Si nous faisons l’approximation de r ' z sur la partie dénominateur, l’équation (I-21)
peut être réécrite sous la forme :






Cette équation est une convolution :
U(x, y) = U(x0, y0)⊗HHuygens(x0, y0)







D’un point de vue pratique, cette convolution peut aussi se calculer dans l’espace de
Fourier :
U(x, y) = F−1{F [U(x0, y0)]F [HHuygens(x0, y0)]} I-24
III.2 Transformée de Fresnel
Avec l’approximation paraxiale, ou approximation de Fresnel, on pose
r ' z + (x−x0)2+(y−y0)22z . L’équation. (I-21) peut être écrite sous la forme :
































où λ est la longueur d’onde et z est la distance de reconstruction. U(x, y) peut être
considéré comme une convolution de U(x0, y0)
U(x, y) = 2piej
k
2z (x
2+y2)F{U(x0, y0)HFresnel(x− x0, y − y0)} I-26








Par conséquent, la phase spatiale le long de la propagation est réduite à une phase qua-
dratique dans l’approximation de Fresnel. Le terme ej 2pizλ représente une phase constante
correspondant à la propagation le long de l’axe z. Les composantes se propageant aussi
dans les directions x et y sont affectées par un retard de phase ej k2z (x2+y2) qui est fonction
de la direction de propagation.
23
III.3 Spectre Angulaire
Une autre solution possible est l’utilisation du spectre angulaire. Le principe est
de représenter la distribution du champ complexe d’une onde par une transformée de
Fourier, les différentes composantes de cette transformée de Fourier pouvant être identi-
fiées comme des ondes planes se propageant dans les différentes directions. L’amplitude
complexe du champ en n’importe quel point peut alors être calculée en additionnant
les contributions de ces ondes planes, en tenant compte des déphasages lors de leur
propagation.
Considérant une onde plane se propageant dans la direction z et traversant un plan
transversal (x, y), l’amplitude du champ complexe de cette onde plane lors de la propa-
gation est donnée par :
P (x, y, z) = ej~k~r = ej(kxx+kyy)ekzz avec kz =
√
k2 − k2x − k2y I-28
où ~k est le vecteur d’onde, avec k = 2piλ , ~k = kxxˆ + kyyˆ + kz zˆ (le ˆ signifie un vecteur
unité).
Dans l’espace de Fourier, les fréquences (fx, fy) sont données par :
fx =
kx
2pi , fy =
ky
2pi I-29
U(x0, y0) représente le champ complexe au plan z = 0, la transformée de Fourier 2D de
ce champ complexe est donnée par :
A(fx, fy; 0) = F [U(x0, y0)] I-30
Cette grandeur (I-30) est connue sous le nom de spectre angulaire de U(x0, y0).
Considérant U(x, y; z) le champ complexe lors de sa propagation sur une distance z,
A(fx, fy; z) est le spectre angulaire de U(x, y; z).
U(x, y; z) peut être présenté par la formule suivante :
U(x, y; z) = F−1[A(fx, fy; z)] I-31
Sachant que U satisfait l’équation de Helmholtz, soit : ∇2U + k2U = 0, A doit donc
satisfaire l’équation différentielle suivante :
d2
dz2
A(fx, fy; z) + k2zA(fx, fy; z) = 0 avec kz =
√
k2 − k2x − k2y I-32
Une solution de la formule (I-32) peut s’écrire comme :
A(fx, fy; z) = A(fx, fy; 0)ejkzz avec kz =
√
k2 − k2x − k2y I-33
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Si k2x+k2y < k2, la formule (I-33) montre que l’effet de la propagation est simplement un
changement de phase relative des différentes composantes du spectre angulaire. Sachant
que chaque composante se propage avec un angle différent, ceci introduit un déphasage
relatif entre les composantes.
Si k2x + k2y > k2, les composantes de l’onde sont atténuées exponentiellement durant
la propagation. Ces composantes sont appelées ondes évanescentes.
Finalement, le champ complexe U(x, y; z) peut être trouvé à l’aide du spectre angu-
laire initial, grâce à une transformée de Fourier inverse de la formule (I-33), soit :
U(x, y; z) = F−1{F [U(x0, y0)]HSA(x, y)} I-34
avec :




) avec kz =
√
k2 − k2x − k2y I-35
où la fonction circ limite la région d’intégration à l’intérieur de laquelle k2x + k2y < k2 est
satisfait.
À noter que U(x, y, z) ne contient aucune composante du spectre angulaire au dessus
de la fréquence de coupure de transmission. C’est la raison pour laquelle la résolution
est toujours limitée pour un système d’imagerie conventionnel en champ lointain.
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IV Microscope tomographique diffractif
Certaines techniques de microscopie optique en transmission (contraste de phase
[Zernike (1942), Burch and Stock (1942)], contraste interférentiel [Nomarski (1955)])
permettent d’observer des spécimens transparents en créant un contraste à partir des
propriétés optiques du spécimen (variations de l’indice de réfraction). Cependant, le
contraste étant relié de manière complexe à la distribution d’indice, ces techniques ne
permettent pas une mesure directe et précise de cette grandeur [Haeberlé et al. (2010)].
Dans le cadre de la première approximation de Born, Wolf [Wolf (1969)] a établi
un lien entre l’amplitude et la phase de l’onde diffractée par un objet semi-transparent
et la distribution des indices optiques au sein de cet objet. Il a proposé une technique
d’imagerie en deux étapes :
— Utiliser l’holographie pour enregistrer à la fois en amplitude et en phase l’onde
diffractée par l’objet.
— Reconstruire numériquement la distribution des indices optiques dans l’objet en
3D.
À l’époque, l’absence des sources cohérentes (laser), de systèmes d’enregistrement simples
et efficaces (CCD) et de moyen de calculs suffisants a limité l’intérêt de cette technique.
En raison du volume des données, cette technique a été jusqu’à présent peu explo-
rée. Grâce à l’évolution de la puissance de calcul des ordinateurs (GPU), il est devenu
récemment possible de calculer les reconstructions presque en temps réel [Bailleul et al.
(2012)].
Depuis 2007, le laboratoire MIPS a travaillé sur le MTD. Basé sur le microscope
holographique en lumière cohérente, combiné à une synthèse d’ouverture, le MTD est
capable de fournir une résolution améliorée de l’objet observé en 3D par rapport à
l’holographie classique.
IV.1 Enregistrement de l’onde diffractée
La première étape de la méthode proposée par Wolf [Wolf (1969)] pour imager des
objets semi-transparents consiste donc à enregistrer le champ diffracté par l’objet à
la fois en amplitude et en phase. L’holographie proposée par Gabor en 1949 [Gabor
(1948)] répond à ce besoin. Son principe consiste à utiliser un faisceau de référence
connu interférant avec le champ objet que l’on cherche à enregistrer.
Considérant que le faisceau de référence Ur est utilisé pour créer un motif d’inter-
férence avec le champ résultant U (U = Ui + Ud, avec Ui : faisceau d’incidence, Ud :
onde diffractée par l’objet), les motifs d’interférences peuvent alors être enregistrés en
intensité sur un capteur CCD. L’intensité est exprimée par :
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IH(x, y) = |Ur(x, y)|2 + |U(x, y)|2︸ ︷︷ ︸
Ordre 0
+Ur(x, y)∗U(x, y)︸ ︷︷ ︸
Ordre objet
+ U(x, y)∗Ur(x, y)︸ ︷︷ ︸
Ordre objet conjugué
I-36
La formule (I-36) permet de différencier trois composantes : un ordre zéro, un ordre
objet et un ordre objet conjugué. Dans cette équation, c’est le terme correspondant à
l’onde objet qui permet de remonter à l’information souhaitée. Il existe plusieurs mé-
thodes pour isoler ce terme dont l’holographie en ligne et l’holographie hors axe. Déjà
présentée dans la section II.1, l’holographie en ligne est simple à mettre en œuvre mais
les champs d’applications sont limités en raison des conditions imposée sur la nature
de l’objet (épaisseur faible, objet fixe durant les différents enregistrements nécessaires à
cette technique, voir IV.2). L’holographie hors-axe permet d’enregistrer le champ objet
avec un seul hologramme mais l’opération de filtrage spatial nécessaire limite le champ
d’observation. Puisque notre système est basé sur la première approximation de Born,
on considère que l’objet est faiblement diffractant. L’holographie en ligne est alors bien
adaptée à notre besoin. C’est la technique qui avait été utilisée sur le montage initial du
MIPS.
L’onde de référence est séparée de l’onde d’illumination qui peut être considérée
comme une porteuse modulant le signal transmis par l’onde diffractée. En démodulant
le signal, l’amplitude complexe de l’onde objet peut être retrouvée. Nous utilisons l’in-
terférométrie à décalage de phase pour faire la démodulation.
IV.2 Interférométrie à décalage de phase
Le principe de l’interférométrie à décalage de phase consiste à enregistrer une série
d’interférogrammes en introduisant un décalage connu sur la phase de l’onde de référence
[Yamaguchi and Zhang (1997)].
Ces décalages impliquent une variation des figures d’intensité enregistrées pour chaque
interférogramme. Par conséquent, pour chaque interférogramme de la série, ce décalage
de phase permet de déduire la phase relative entre l’onde diffractée et l’onde de référence,
et ceci en chaque point de mesure sur le capteur matriciel (CCD).
En général, dans un interférogramme, les expressions de l’onde de référence et de
l’onde d’objet sont écrites respectivement :
Wr(x, y, t) = ar(x, y)ei[φr(x,y)−ψ]
Wo(x, y, t) = ao(x, y)eiφo(x,y) I-37
où ar(x, y) et ao(x, y) sont les amplitudes, φr(x, y) et φo(x, y) sont les phases, et ψ
est le décalage de phase qui est introduit entre les deux ondes. L’intensité est donnée
par :
I(x, y, t) = |(Wr(x, y, t) +Wo(x, y, t)|2 I-38
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où
I(x, y, t) = I ′(x, y) + I ′′(x, y) cos[φo(x, y)− φr(x, y) + ψ] I-39
et I ′(x, y) = ar(x, y)2+ao(x, y)2 est l’intensité moyenne, et I ′′(x, y) = 2ar(x, y)ao(x, y)
est la modulation d’intensité. Si on définit φ(x, y) comme la différence de phase entre
φo(x, y) et φr(x, y) , on obtient :
I(x, y, t) = I ′(x, y) + I ′′(x, y) cos[φ(x, y) + ψ] I-40
qui est l’équation fondamentale pour l’interférométrie à décalage de phase. L’intensité
en chaque point varie comme une fonction sinusoïdale du décalage de phase ψ avec une
différence donnée par la phase recherchée φ(x, y).
Il existe plusieurs méthodes pour estimer le front d’onde à partir d’un système à
décalage de phase [Malacara (2007)]. En théorie, trois hologrammes suffisent, mais la
méthode la plus classique prend en compte une série de quatre hologrammes pour les-
quelles la phase de l’onde de référence est décalée de pi/2 (λ/4).
ψ = 0, pi/2, pi, 3pi/2; I-41
L’intensité pour chaque hologramme est donc exprimée en utilisant la formule (I-40),
qui donne :
I1(x, y) = I ′(x, y) + I ′′(x, y) cos[φ(x, y)],
I2(x, y) = I ′(x, y) + I ′′(x, y) cos[φ(x, y) + pi/2],
I3(x, y) = I ′(x, y) + I ′′(x, y) cos[φ(x, y) + pi],
I4(x, y) = I ′(x, y) + I ′′(x, y) cos[φ(x, y) + 3pi/2]. I-42
Le terme d’intensité I ′(x, y) est éliminé par combinaison linéaire :
I4 − I2 = 2I ′′(x, y) sin[φ(x, y)]
I1 − I3 = 2I ′′(x, y) cos[φ(x, y)] I-43
On peut alors écrire :
I4 − I2
I1 − I3 =
sin[φ(x, y)]
cos[φ(x, y)] = tan[φ(x, y)] I-44
et la phase φ(x, y) est calculée simplement par :






D’après la formule (I-43),
I ′′(x, y) = (I4 − I2)2 sin[φ(x, y)]
I ′′(x, y) = (I1 − I3)2 cos[φ(x, y)] I-46
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On sait que I ′′(x, y) = 2ar(x, y)ao(x, y), il vient alors :
2ar(x, y)ao(x, y) =
(I4 − I2)
2 sin[φ(x, y)]
2ar(x, y)ao(x, y) =
(I1 − I3)
2 cos[φ(x, y)] I-47
l’amplitude ao(x, y) est donc donnée par :
ao(x, y) =
√
(I4 − I2)2 + (I1 − I3)2
4ar(x, y)
I-48
La qualité de la restitution de ao(x, y) dépend donc de la connaissance de ar(x, y). Les
conditions expérimentales entraînent souvent une erreur sur ar(x, y), ce qui produit donc
des erreurs dans le calcul de ao(x, y). Il existe cependant des méthodes numériques qui
permettent de corriger le front d’onde final en prenant en compte ces erreurs [Charrière
et al. (2006)].
IV.3 Reconstruction de l’objet
L’holographie à décalage de phase permet donc d’obtenir l’amplitude ao(x, y) et la
phase φ(x, y) du champ diffracté par l’objet. L’étape suivante consiste donc à reconstruire
numériquement la fonction objet.
La solution proposée pour une reconstruction tomographique est basée sur l’optique
de Fourier [Wolf (1969), Born andWolf (1999), Goodman (2005)] : le champ 2D enregistré
contient des fréquences objet dans le domaine de Fourier. Cette théorie est valide si l’objet
est faiblement diffractant.
Considérons Ui une onde plane monochromatique qui se propage selon le vecteur ki.
L’expression de Ui à la position pointée par le vecteur r est donnée par :
Ui(r) = eiks0r avec k =
2pi
λ
et s0 = (m0, p0, q0) I-49
On considère que l’objet est transparent ou semi-transparent. Le champ résultant U(r)
est alors considérée comme la somme du champ incident Ui(r) et du champ diffracté
par l’objet Ud(r), soit :
U(r) = Ui(r) + Ud(r) I-50
D’autre part, ce champ U(r) satisfait l’équation de Helmoltz, soit :
∇2U(r) + k2n2(r)U(r) = 0 I-51
où n(r) représente l’indice de réfraction complexe du milieu à l’intérieur duquel la lumière
se propage. Pour simplifier, on considère que l’objet est placé au sein d’un milieu d’indice
n = 1. Sachant que Ui(r) satisfait aussi à l’équation de Helmoltz, soit :
∇2Ui(r) + k2Ui(r) = 0 I-52
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d’après les formules (I-50), (I-51) et (I-52), on obtient :
∇2Ud(r) + k2n2(r)Ud(r) = −k2(n2(r)− 1)Ui(r) I-53
soit :
∇2Ud(r) + k2Ud(r) = −k2(n2(r)− 1)︸ ︷︷ ︸
O(r)
U(r) I-54
où −k2(n2(r) − 1) représente la distribution d’indice au sein de l’objet O(r). Il faut
résoudre cette équation afin de retrouver l’objet O. Le terme de droite peut être identifié
comme une source et le terme de gauche comme le champ résultant de la propagation de
cette source. La fonction de Green [Morse and Feshbach (1953)] peut être utilisée pour
résoudre cette équation.
G(r− r′) = e
jkR
4piR avec R = ||r− r
′|| I-55
Notons bien que G(r − r′) est une solution particulière pour l’équation (I-54) dans le
cas d’une inhomogénéité ponctuelle δ(r− r′). Le terme de droite de cette équation peut





En remplaçant δ(r − r′) par G(r − r′), le champ résultant de cette somme de sources










Dans le cadre de la première approximation de Born, pour les objets faiblement diffrac-
tants, l’amplitude de l’onde diffractée Ud est beaucoup plus faible que l’amplitude de
l’onde d’illumination Ui, soit ||Ud|| << ||Ui||. On néglige alors le deuxième terme de la




En considérant que r(x, y, z) et r′(x′, y′, z′) sont des vecteurs de position pointant respec-
tivement hors et dans l’objet et que la fonction de Green G(r−r′) peut être décomposée
sur une base d’ondes planes 2D, il vient alors :









1− (p2 + q2) si p2 + q2 6 1√
(p2 + q2)− 1 si p2 + q2 > 1
)
I-61
où (p, q,m) représentant les composantes unitaires du vecteur d’onde diffractée
kd = (u, v, w) = ‖kd‖(p, q,m).
La formule (I-61) est liée à la condition d’élasticité :
|ki| = |kd| = k I-62
Cette condition permet de retrouver les trois composantes du vecteur d’onde diffractée.
D’après Wolf (1969), pour le point r(x, y, z) hors de l’objet, on peut écrire :
Ud(r) =
∫∫
A(p, q; p0, q0)ejk(px+qy+mz)dpdq I-63
où A(p, q; p0, q0) est l’amplitude du champ qui est produit aux cordonnées (p, q,m) par
une source ponctuelle d’amplitude unité aux cordonnées objet (p0, q0,m0). D’après la
formule (I-63), Ud dans le plan de détection P tel que z = zc est donné par :
Ud(x, y, zc) = ejkmzc
∫∫
A(p, q; p0, q0)ejk(px+qy)dpdq I-64
où l’on peut identifier la transformée de Fourier 2D inverse de A(p, q; p0, q0) selon les
variables x et y. Cette identification permet d’écrire la relation entre les transformées de
Fourier de O et Ud pour le plan P :
F{O(α, β, γ)} = iω
pi
eiωzcF{Ud(u, v, zc)} I-65
avec :
α = u− kp0, β = v − kq0, γ = ±ω − km0 et ω =
√
±(k2 − (u2 + v2)) I-66
conformément à la formule (I-61).
D’après la formule (I-66), k2 = u2 + v2 + ω2. On en déduit que dans le domaine de
Fourier, les composantes du vecteur de diffraction kd décrivent une sphère de rayon k,
cette sphère est généralement connue sous le nom de sphère d’Ewald. Selon la position
du plan du détecteur, il sera possible d’enregistrer soit la partie transmise, soit la partie
réfléchie du champ diffracté.
La Figure 1.14 en présente le principe. Le vecteur ki de l’onde d’illumination oriente
l’axe z. La zone côté droit de l’objet est la partie transmise où l’onde diffractée se propage
dans le sens des z croissants. La zone côté gauche de l’objet est la partie réfléchie où
l’onde diffractée se propage dans le sens des z décroissants. Si le plan de détection zc se
situe dans la zone côté droit de l’objet (zc > 0), les composantes seront la moitié droite







 < 0 (a)
Figure 1.14 – Schéma présentant la détection de l’onde diffractée selon la position de
plan P en coupe 2D. (a) : les composantes transmises ou réfléchies de l’onde diffractée.
(b,c) : le support des composantes dans le domaine de Fourier, la moitié gauche de la
sphère d’Ewald en réflexion, la moitié droite de la sphère d’Ewald en transmission.
la zone côté gauche de l’objet (zc < 0), les composantes seront donc la moitié gauche de
la sphère d’Ewald (composantes réfléchies).
Dans le domaine de Fourier, la relation entre un vecteur objet ko, l’onde diffractée
kd et l’onde incidente ki est donnée par :
ko = kd − ki I-67
La Figure 1.15 montre la reconstruction du support des composantes de l’objet selon
la formule (I-66). Selon que l’on considère les composantes transmises ou réfléchies de
l’onde diffractée, on ne reconstruit pas le même support.
En résumé, lorsqu’une onde plane cohérente incidente de vecteur ki illumine un objet
O(x, y, z), la transformée de Fourier 2D du champ diffracté par l’objet pris dans un plan
Zc donne les valeurs de la transformée de Fourier 3D de l’objet F{O(α, β, γ)} sur une
surface décrivant une demi-sphère de rayon k et de centre −ki.
Les k vecteurs sont liés aux fréquences spatiales par le rapport 2pi. D’après la formule
(I-66), on obtient la relation suivante dans le domaine de Fourier : fo = fd − fi , où





Figure 1.15 – Reconstruction du support des composantes de l’objet. À gauche : en
réflexion, à droite : en transmission.
la fréquence spatiale de l’onde diffractée, fi = ki2pi représente la fréquence spatiale de
l’onde d’illumination.
Il existe de plus un lien direct entre la dimension du support de fréquences et la
résolution : plus le support de fréquences est étendu, meilleure est la résolution.
IV.4 Techniques d’amélioration de la résolution
Dans la section précédente, j’ai présenté le principe d’une méthode qui permet de
reconstruire la distribution d’incide optique au sein d’un objet. L’holographie classique
est basée sur une seule incidence d’illumination fixée. En conséquence, les composantes
mesurées ne permettent pas d’obtenir un support de fréquences suffisant et la résolution
est limitée, en particulier en 3D [Lauer (2002), Debailleul et al. (2009)].
La Figure 1.16 présente une diatomée reconstruite en microscope holographique avec
une seule incidence fixée. La résolution latérale est acceptable (on reconnaît la diatomée),
mais la résolution longitudinale est très mauvaise.
Il existe plusieurs moyens pour élargir le support de fréquences afin d’augmenter la
bande passante du système d’imagerie. On pourra trouver dans [Haeberlé et al. (2010)]
un descriptif détaillé de ces différentes méthodes. Je décrits simplement ici les plus
classiques, qui sont la rotation de l’objet lui-même, le changement de la longueur d’onde
d’illumination et la rotation d’illumination.
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Figure 1.16 – Diatomée reconstruite en microscope holographique. Résolution limitée,
à gauche : latérale, à droite : longitudinale.
Rotation de l’objet
Une première possibilité pour élargir le support de fréquences consiste à faire tourner
l’objet lui même. En raison de la symétrie circulaire du support de fréquences selon l’axe
z (Fig. 1.14), la rotation de l’objet selon cet axe ne présente aucun d’intérêt. Par contre,
la rotation de l’objet selon l’axe x ou l’axe y permet d’obtenir d’autres fréquences tel
qu’indiqué sur la Figure 1.17(a). Les figures 1.17(b) et 1.17(c) montrent un support
de fréquences complet lors d’une rotation de l’objet selon l’axe y, il est évident que le
support de fréquences est sensiblement élargi.
Vertu et al. (2009) ont montré que la rotation de l’objet permet d’obtenir un support
de fréquences élargi par rapport à l’holographie classique, mais il subsiste un ensemble de
fréquences manquantes sur l’OTF appelé "missing apple-core" par ces auteurs, selon l’axe
de rotation y (Fig. 1.17(b)). Ceci a été conformé récemment [Lin and Cheng (2014)], à
l’aide d’une expérience équivalente, où l’échantillon est fixe et l’interféromètre est monté
sur une platine de rotation. Une variante [Ding et al. (2014)] consiste à reconstruire
certain paramètres du spécimen en faisant des hypothèses sur sa forme. On obtient alors
une meilleure précision qu’avec une reconstruction directe.
Cette technique est maintenant étudiée au laboratoire MIPS dans le cadre de la thèse
de Jonathan Bailleul (en préparation).
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(a) (b) (c)
Figure 1.17 – (a) : schéma en coupe 2D illustrant que la rotation de l’objet d’un
angle θ selon un axe induit une rotation du support de fréquences du même angle en
transmission. (b)(c) : support accessible lors d’une rotation complète de l’objet, en coupe
2D selon le plan ky, kz en (b) et le plan kx, kz en (c).
Changement de la longueur d’onde d’illumination
Nous avons vu que le rayon du support de fréquences k est lié à la longueur d’onde
d’illumination (k = 2pi/λ). En diminuant la longueur d’onde, nous pouvons donc obtenir
un support de fréquences avec un rayon plus grand. Il est donc possible d’obtenir des
nouvelles fréquences afin d’élargir le support.
La Figure 1.18(a) présente le support objet en transmission pour deux longueurs
d’onde d’illumination. La Figure 1.18(b) montre la partie du support élargi en doublant
le rayon et avec un changement continu de la longueur d’onde d’illumination, par exemple
de 400 à 800 nm dans le visible. Cette méthode a été proposée par Dandliker et Weiss
[Dändliker and Weiss (1970)].
Cette technique semble cependant peu adaptée au MTD en transmission car le sup-
port de fréquences est peu étendu, et il est difficile de disposer de sources cohérentes
couvrant une gamme spectrale très large. Cette technique a été étudiée par Montfort
[Montfort et al. (2006)] en réflexion. La Figure 1.18(c) montre le spectre de fréquences
accessibles en réflexion. Récemment, une autre approche en lumière blanche a été étu-
diée par Kim [Kim et al. (2014)] en transmission. Cette méthode a l’avantage de ne




Figure 1.18 – Schéma en coupe 2D selon le plan kx,y, kz illustrant le changement de la
longueur d’onde. (a) : différentes valeurs de ki. (b) : support élargi avec une variation
continue de la longueur d’onde en transmission. (c) : support élargi avec une variation
continue de la longueur d’onde en réflexion.
Rotation d’illumination
Une autre méthode consiste à faire varier l’angle du faisceau d’illumination en main-
tenant l’objet et le détecteur fixés [Choi et al. (2007), Lauer (2002), Debailleul et al.
(2008), Simon (2007)]. Pour chaque faisceau d’illumination incident, nous pouvons enre-
gistrer une demi-sphère d’Ewald. Si nous avons plusieurs faisceaux d’illumination selon
différentes directions, nous pouvons obtenir un support de fréquences élargi.
(a) (b)
Figure 1.19 – Schéma en coupe 2D des composantes transmises ou réfléchies du champ
diffusé selon le plan kx,y, kz. (a) : support objet en pointillé pour une incidence d’illumi-
nation normale, support objet en tiret pour une incidence d’illumination inclinée. (b) :
support objet complet en variant le faisceau d’illumination entre −pi/2 et pi/2, transmis-
sion (gris foncé), réflexion (gris clair).
La Figure 1.19(a) illustre l’effet du changement de l’incidence du faisceau d’illumi-
nation et l’obtention d’un nouveau support de fréquences. La Figure 1.19(b) montre
l’ensemble du support obtenu en inclinant le faisceau d’illumination entre −pi/2 et pi/2.
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Le support en transmission est présenté en gris foncé et le support en réflexion est
présenté en gris clair. Nous pouvons obtenir un support de fréquences élargi de façon
significative en changeant la direction d’illumination. Nous pouvons aussi noter les fré-
quences manquantes selon l’axe longitudinal en transmission et les basses fréquences
manquantes en réflexion.
Cette méthode de la rotation de l’illumination semble la plus efficace pour remplir
l’espace de Fourier, tout en maintenant le spécimen microscopique fixe.
IV.5 Influence de l’ouverture numérique
Jusqu’à présent, on a considéré une détection sur un angle solide de 2pi stéradian.
Dans la pratique, l’angle de détection maximal apporte une contrainte angulaire sur
les composantes du champ diffracté enregistrées. Pour l’objectif que nous utilisons en
microscopie, cette contrainte angulaire est reliée à l’ouverture numérique de la détection
(NAobj). Les composantes du champ diffracté détectées ne correspondent plus à une
demi-sphère, mais à une calotte de sphère telle que présentée dans la Figure 1.20(a).
Dans le cas où l’on considère une rotation d’illumination, à cause de l’utilisation d’un
condenseur en microscopie, une contrainte angulaire d’illumination existe aussi, et elle
est reliée à l’ouverture numérique du condenseur (NAcond). L’incidence d’illumination
est limitée par un angle θ illustré figure 1.20(b).
(a) (b)
Figure 1.20 – Schéma en coupe 2D, selon le plan kx,y, kz. À gauche : le support objet
obtenu en transmission par les composantes du champ diffracté est une calotte de sphère
en raison de l’ouverture numérique de l’objectif. À droite : la direction d’illumination
est limitée dans un angle θ à cause d’ouverture numérique du condenseur.
L’ensemble des supports objets avec les contraintes d’ouverture numérique à l’illu-
mination et à la détection, en transmission et en réflexion, est présenté sur figure 1.21.
On considère une ouverture numérique d’illumination du condenseur (NAcond = 1, 4),
une ouverture numérique de détection de l’objectif (NAobj = 1, 4), un indice de l’huile
d’immersion de 1.515. L’angle d’incidence est alors limité par : θillu ≤ arcsin NAn , soit




Figure 1.21 – Schéma en coupe 2D, selon le plan kx,y, kz, de l’ensemble du support objet
avec les contraintes d’ouverture numérique d’illumination et de détection. À gauche : le
support objet obtenu en transmission. À droite : le support objet obtenu en réflexion.
D’après la Figure 1.21, l’extension des supports de fréquences latérales et longitudi-













L’extension du support de fréquences permet au microscope tomographique d’avoir
une résolution bien meilleure qu’en holographie. La Figure 1.22 montre la même diatomée
que la Figure 1.16, observée en MTD. On note la meilleure résolution latérale (les alvéoles
sont résolues) mais surtout on reconnaît maintenant la forme de la diatomée sur la vue
longitudinale. Sur la Figure 1.21, on reconnaît les mêmes supports de fréquences que
pour un microscope classique en transmission ou en réflexion. Or, il a été démontré
[Debailleul et al. (2009), Sarmis et al. (2010)] que le MTD avait une meilleure résolution
finale. Ceci s’explique par la transmission des fréquences, qui est meilleure, et non par
la taille du support de fréquences, qui est la même.
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Figure 1.22 – Diatomée reconstruite en MTD. Résolution améliorée par rapport au
microscope holographique (voir Fig. 1.16). À gauche : latérale, à droite : longitudinale.
La Figure 1.23 compare la fonction de transfert optique en transmission des mi-
croscopes holographiques, tomographiques et classiques (en une dimension pour plus
de simplicité). Dans les mêmes conditions (condenseur, objectif et longueur d’onde), les
hautes fréquences sont beaucoup atténuées pour un microscope conventionnel incohérent
(pointillé). Elles sont non atténuées en microscopie holographique mais avec un support
moins étendu (trait plein). L’OTF du microscope tomographique (tiret) est deux fois plus
large que l’OTF du microscope holographique. Elle a donc la même extension que l’OTF
du microscope classique, mais sans l’atténuation aux hautes fréquences. Ceci explique la
meilleure résolution latérale de cet instrument.
0
1
Figure 1.23 – Comparaison de la fonction de transfert optique entre microscope inco-
hérent (en pointillé), microscope holographique (en trait plein) et microscope tomogra-
phique (en tiret), en une dimension.
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Résumé
Dans ce chapitre, j’ai rappelé les théories de base sur l’imagerie cohé-
rente et l’imagerie incohérente dans la première section, et leurs différences,
notamment leurs fonctions de transfert optique, la résolution au sens de Ray-
leigh et les effets de bord. J’ai présenté les différentes techniques de mesure
de la phase, ainsi que leurs avantages et inconvénients, en insistant sur l’holo-
graphie, notre expérience étant basée sur cette technique. J’ai décrit ensuite
les différentes techniques de reconstruction numérique des hologrammes en-
registrés par un capteur électronique. Dans la dernière section, les principes
de la microscopie tomographique diffractive ont été présentés. Lorsqu’on uti-
lise la technique de la rotation de l’illumination, le MTD permet d’améliorer
la résolution latérale d’un facteur 2 par rapport à l’holographie classique.
Dans le chaptire II, la mise en œuvre expérimentale du MTD avec la rota-





Dans le chapitre précédent, nous avons présenté les principes théoriques de la mi-
croscopie tomographique diffractive. Nous avons également présenté les différentes tech-
niques de synthèse d’ouverture afin d’améliorer la résolution. Parmi les trois méthodes
de synthèse d’ouverture : rotation de l’objet, changement de longueur d’onde et rota-
tion d’illumination, la variation de l’angle d’illumination a été privilégiée en raison des
possibles problèmes de précision liées à la rotation de l’objet observé, cette technique
faisant l’objet de la thèse de J. Bailleul (en préparation).
Au MIPS, nous nous sommes basés sur le montage réalisé par [Lauer (2002)]. L’ho-
lographie à décalage de phase est utilisée pour enregistrer le champ diffracté transmis
par l’objet. La synthèse d’ouverture est réalisée par un balayage angulaire sur l’incidence
d’illumination.
Notre montage expérimental est donc aussi basé sur l’holographie à décalage de
phase. La première étape de la réalisation d’un MTD consiste à réaliser un microscope
holographique. L’enregistrement des hologrammes nécessite l’utilisation d’un montage
interférométrique. La configuration de Mach-Zehnder a été choisie [Simon et al. (2008)].
La Figure 1.6 montre le schéma de principe d’un montage de microscope holographique
avec l’interféromètre de Mach-Zehnder. Une source cohérente est séparée en deux par un
cube séparateur pour former un bras d’illumination et un bras de référence. Le faisceau
collimaté illumine l’objet. Le champ résultant est recombiné avec le faisceau de référence
par un autre cube, ces deux champ interfèrent sur le détecteur pour former l’hologramme.
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I Mise en œuvre expérimentale du MTD en transmission
D’après la Figure 1.14, si le plan de détection est situé à droite de l’objet
(zc > 0), les composantes transmises de l’onde diffractée peuvent être collectées. Le
principe du montage du MTD en transmission consiste donc à utiliser un condenseur
à haute ouverture numérique pour balayer le spécimen avec un angle d’illumination
très grand et un objectif à haute ouverture numérique pour détecter les composantes
transmises de l’onde diffractée par l’objet.
I.1 Montage réalisé par B. Simon
B. Simon [Simon et al. (2008)] a réalisé la première version du montage expérimental
du MTD du MIPS (illustré Fig. 2.1).
Figure 2.1 – Montage expérimental du MTD en transmission réalisé par B. Simon
durant sa thèse [Simon (2007)].
Ce montage s’appuie sur un bâti de microscope Olympus IX71. Le MTD utilise le
port arrière du bâti de microscope et une nouvelle colonne d’illumination a été conçue
afin d’assurer une illumination avec la variation de l’angle d’incidence. Le montage in-
terférométrique est donc disposé à l’arrière du bâti.
Un laser Hélium-Néon de 20 mW avec une longueur d’onde de 633 nm a été utilisé.
Le faisceau est séparé en deux parties par un cube séparateur. Sur la bras d’illumination,
le faisceau est collimaté par un système de filtrage spatial, puis un miroir rotatif monté
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sur un support mécanique avec réglage X et Y permet de varier l’angle d’illumination.
Sur le bras de référence, un miroir monté sur un élément piézo-électrique a été utilisé
pour modifier la longueur du chemin optique afin de réaliser le décalage de phase. Le
détecteur utilisé pour enregistrer les hologrammes est un capteur CCD 8 bits (taille de
pixel : 11, 2 µm). La taille du champ est de 740 × 574 pixels.
Pour enregistrer les hologrammes, le détecteur peut être placé dans le plan de Fou-
rier [Lauer (2002)] ou dans le plan image [Debailleul et al. (2008)]. Cependant, dans le
cas de l’enregistrement des hologrammes dans le domaine de Fourier, la présence d’un
spéculaire à très haute dynamique (partie non diffractée du faisceau d’illumination) fait
que les composantes diffractées par l’objet se trouvent alors en déça du seuil de détec-
tion du capteur. Si on le place dans le plan image, la partie non diffractée du faisceau
d’illumination génère un fond uniforme qui ne sature pas le détecteur. Un autre avantage
de cette option est qu’on facilite les opérations de mise au point et on limite le nombre
d’hologrammes à enregistrer : V. Lauer [Lauer (2002)], qui avait fait un montage dans le
plan de Fourier, devait enregistrer deux acquisitions séparément, en utilisant un atténua-
teur commandable, à cause de ce problème de dynamique. Le nombre d’hologrammes à
enregistrer est donc doublé, ce qui limite la vitesse d’acquisition, et complique le mon-
tage.
Une contrainte forte liée à l’utilisation de ce bâti de microscope concerne la position
et la focale de la lentille de Telan. En effet le plan focal de cette lentille se situe à 102 mm
du bâti. Pour des raisons d’encombrement du montage, il n’est pas possible de placer
le capteur CCD à cette position. Pour résoudre ce problème, un doublet de lentilles en
configuration afocale a été utilisé pour gagner l’espace nécessaire.
Le montage a bien fonctionné, plusieurs types d’objets ont été étudiés (pollens, diato-
mées, cristaux, membrane de carbone et globules rouges), le résultat a été très encoura-
geant [Simon et al. (2008), Debailleul et al. (2008), Debailleul et al. (2009)]. Cependant,
le temps d’acquisition des hologrammes, ainsi que le temps nécessaire à la reconstruction
sont relativement longs. D’autre part, en raison de la précision du miroir monté sur le
support piezo-électrique sur le bras de référence, le décalage de phase ne fonctionne pas
parfaitement, l’image jumelle n’est donc pas complètement éliminée, et ceci se traduit
par un bruit dans l’image reconstruite.
Mon premier travail durant cette thèse a donc porté sur l’amélioration de ce système.
I.2 Montage actuel
La Figure 2.2 présente le montage actuel du MTD en transmission.
— Tout d’abord, le laser Hélium-Néon avec une longueur d’onde de 633 nm a été
remplacé par une diode laser (B&W Tek, 20 mW max) avec une longueur d’onde
de 475 nm. Le changement de longueur d’onde doit donc permettre d’améliorer

















Figure 2.2 – Montage optique d’un MTD en transmission.
— Sur le bras de référence, le miroir monté sur un élément piezo-électrique a été
remplacé par un modulateur de phase électro-optique (Newport, modèle 4002).
Une tension est appliquée sur le modulateur de phase qui induit une variation
de l’indice de réfraction du cristal afin de réaliser un décalage de phase sur le
faisceau de référence. Ce système est plus rapide, plus précis, et plus stable.
— Une caméra CMOS 12 bits (Photonfocus MV1-D1312(I/IE)-100-GB, taille de
pixel : 8 µm) est utilisée pour enregistrer les franges d’interférences. Elle propose
une gamme dynamique élevée ainsi qu’un rapport signal sur bruit élevé (120 dB)
par rapport à l’ancien capteur CCD. Elle fournit une résolution de 1312 × 1082
pixels sur une large gamme de sensibilité spectrale. De plus, ce type de caméra
est équipé d’un capteur CMOS sans vitre de protection, ce qui évite de générer
des franges parasites. Par contre, il faut faire très attention aux poussières.
Le doublet de lentilles derrière le cube recombinateur permet de reformer l’image
dans le plan du détecteur. Le rapport de focales du doublet permet de jouer sur l’agran-
dissement de l’image formée, et donc d’ajuster l’échantillonnage de l’image.
En raison de la disposition du bras d’illumination sur le bâti, le trajet de l’interféro-
mètre est de l’ordre du mètre (2 mètres environ). Ceci induit une haute sensibilité aux
vibrations et aux turbulences. Pour résoudre le problème des vibrations, la table optique
a été isolée par un système sur chambres à air au début, puis ce système a été changé
par un système dédié composé de quatre supports de table à amortisseurs pneumatiques.
D’autre part, afin d’éviter les flux d’air et les dépôts de poussières, des supports pour
capoter les éléments optiques ont été fabriqués, et une bâche a été placée au-dessus du
montage expérimental.
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Afin d’assurer le respect des longueurs de cohérence au niveau de l’interféromètre et
de faciliter la disposition des différents éléments, les bras de référence et d’illumination
utilisent des fibres optiques, dont la longueur a été ajustée.
I.3 Calibration du décalage de phase
L’holographie à décalage de phase nous permet d’enregistrer l’onde diffractée par
l’objet. Dans notre montage, l’enregistrement d’une série de quatre hologrammes suc-
cessifs a été réalisé pour obtenir un décalage de phase de 0, pi/2, pi, 3pi/2 sur l’onde de
référence entre ces hologrammes.
D’après l’équation (I-41), l’égalité suivante peut être trouvée :
I1 + I3 = I2 + I4 II-1
Un critère d’erreur  sur le déphasage a été proposé :
 =
∑
[(I1 + I3)− (I2 + I4)]2 II-2
Il faut d’abord calculer ce critère pour une série de quatre hologrammes successifs avec un
saut de tension prédéfinie de ∆ V sur le modulateur de phase entre chaque hologramme.
On cherche donc à minimiser le critère  avec les différents sauts de tension. Dans notre
montage, en raison des variations environnementales, le saut de tension ∆ V varie entre
0, 7 V et 0, 8 V , et il est ajusté avant les acquisitions, à l’aide du programme que j’ai
écrit.
I.4 Échantillonnage numérique et critère de Nyquist
Lors de la reconstruction numérique des hologrammes, le critère de Nyquist doit être
satisfait afin d’avoir un échantillonnage correct. De plus, l’échantillonnage du signal dans
toutes les directions doit être considéré, et non seulement en x ou en y. D’après [Pawley
(2010)], la distance entre deux pixels consécutifs en diagonale est 1√2Tp (Tp : taille des
pixels de la caméra), donc la plus grande distance est Tp.
Dans notre système, le doublet de la lentille devant la caméra permet d’ajuster le
grandissement du système. Ainsi le rapport de focales entre ces deux lentilles permet
d’assurer un échantillonnage correct. Pour assurer un bon échantillonnage, le rapport de




d est la plus grande distance entre deux pixels consécutifs, soit Tp (une taille de pixel de
8 µm). Pour une longueur d’onde de 475 nm, un objectif d’ouverture numérique 1, 4 et
un grandissement de 100, la condition sur le rapport de focales sera donc : f1f2 ≤ 2, 1.
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I.5 Acquisition des images
Afin de couvrir la totalité de l’ouverture numérique du condenseur, un balayage an-
gulaire de l’illumination est utilisé. Le grandissement du condenseur utilisé est 10X, avec
une ouverture numérique 1, 4. Ce grandissement permet de convertir la petite variation
de l’inclinaison du miroir en une grande variation de l’illumination au niveau de l’objet.





soit 67, 5◦ pour une immersion à l’huile
(n = 1, 515). Le miroir rotatif devra donc avoir un débattement de 6, 75◦. Une bonne
reconstruction du spécimen nécessite une acquisition avec un grand nombre d’angles
d’illumination. Ceci rend donc indispensable l’automatisation du dispositif d’acquisi-
tion. Dans notre système, il existe trois parties à automatiser :
— L’inclinaison du miroir de rotation monté sur un support mécanique avec réglage
X et Y . Ces réglages X et Y sont contrôlés par deux moteurs pas à pas comman-
dés par deux contrôleurs (Newport, NSC200), eux-même reliés à un PC par une
liaison RS232.
— La tension appliquée au modulateur de phase électro-optique. La liaison entre
le modulateur de phase électro-optique et le PC a été effectuée par une carte
de contrôle LabJack U3 (LabJack Corporation). Ceci nous permet de générer
facilement une tension qui est amplifiée avant d’être appliquée au modulateur
électro-optique.
— L’acquisition des images par la caméra CMOS. Cette caméra est reliée directe-
ment au PC par une interface GigEthernet.
Une interface de commande graphique par le logiciel Labview a été créée (avec laquelle
on peut commander et programmer une séquence d’acquisition répondant à nos besoins).
La Figure 2.3 montre la structure du système d’automatisation, ainsi que les proto-
coles utilisés. Une telle configuration permet de réaliser une acquisition avec 400 angles
d’incidence (soit 1600 hologrammes) en 10 min. Le temps d’acquisition pour un angle
d’incidence est inférieur à 500 ms. L’étape la plus longue est le déplacement des mo-
teurs pas à pas en raison du temps nécessaire à leur stabilisation (1 s environ pour deux
positions voisines). C’est actuellement l’élément limitant en vitesse de notre système en
transmission. La Figure 2.4 montre l’interface de commande d’acquisition du MTD en
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Figure 2.3 – Schéma illustrant l’automatisation du montage expérimental de MTD en
transmission.
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Une fois que les séries d’hologrammes sont enregistrées avec un grand nombre d’angles
d’illumination, l’étape suivante est de reconstruire numériquement le spécimen. Dans le
premier chapitre, nous avons présenté les éléments théoriques pour réaliser un algorithme
qui permet de reconstruire la distribution d’indice tridimensionnelle de l’objet observé.
Dans le domaine de Fourier, pour chaque angle d’illumination, des fréquences objets
peuvent être collectées. Ces fréquences sont localisées sur la sphère Ewald. En raison de
l’ouverture numérique d’illumination et de détection, le support de fréquence est une
calotte de sphère et peut être interprété comme la transformée de Fourier de la permit-
tivité de l’objet. Un balayage angulaire permet de synthétiser un support de fréquence
tridimensionnel étendu. En faisant une transformée de Fourier 3D inverse, l’image de
l’objet en 3D peut être obtenue.
La Figure 2.5 décrit l’algorithme de reconstruction :
— (a) : pour une incidence, une série de quatre hologrammes est enregistrée. Le
front d’onde du champ résultant (une partie réelle et une partie imaginaire) est
reconstruit avec la méthode du décalage de phase en 4 sauts de phase ;
— (b) : en faisant une transformée de Fourier 2D, les composantes 2D du champ
résultant sont obtenues ;
— (c) : la partie non diffractée de l’onde d’illumination (spéculaire) fait apparaître un
maximum dans le module de l’image complexe. Les coordonnées 2D de ce maxi-
mum permettent de retrouver la direction du vecteur d’illumination ki. Grâce à
la condition d’élasticité, l’ensemble des vecteurs d’objet ko est obtenu en sous-
trayant le vecteur d’onde d’illumination aux vecteurs du champ résultant mesuré
kd (ko = kd − ki). Les composantes 2D du champ résultant sont alors numéri-
quement disposées sur une calotte de sphère centrée grâce à la connaissance de ki ;
— (d) : on répète le processus. Le balayage angulaire permet de remplir le support.
Une image 3D complexe de l’objet peut finalement être obtenue en faisant une
transformée de Fourier 3D inverse.
Il faut noter l’importance de la normalisation dans l’étape (c). Pendant l’acquisition,
le support du miroir de rotation produit des micro mouvements mécaniques incontrôlés
en plus de la rotation demandée. Pour un seul angle d’illumination, ceci ne pose pas
de problème, mais entre chaque angle d’illumination, ces mouvements mécaniques vont
provoquer un déphasage parasite. Le chemin optique à travers les lentilles change aussi.
Il est donc très important de corriger ces déphasages parasites pour éviter les erreurs de
reconstruction. En transmission, cette normalisation est simple, il suffit de normaliser
l’amplitude du champ résultant par le spéculaire mesuré et qui est déjà utilisé pour































Figure 2.5 – Schéma illustrant les différentes étapes de l’algorithme de reconstruction
des données en MTD.
Une autre remarque concerne l’addition des fréquences objets dans le support 3D.
Lorsque deux calottes de sphère se recoupent, des zones se chevauchent, donc certaines
fréquences sont obtenues de façon redondante. Il faut donc dénombrer ces fréquences
redondantes et les moyenner. Ceci est intéressant, car ce moyennage permet de diminuer
le bruit de speckle.
Le temps de reconstruction CPU est inférieur à une minute pour 1600 hologrammes,
sur un PC équipé d’un processeur Intel i7 Hexa-core (2,93 GHz), avec 16 GBytes de
RAM, et programmé en C++.
I.7 Exemples de reconstruction
Dans le premier chapitre, la résolution latérale théorique au sens de Nyquist du
MTD en transmission a été introduite (rtheo = λ/(4×NA)), soit deux fois mieux qu’un
microscope holographique classique. [Debailleul et al. (2009)] ont obtenu une résolution
latérale expérimentale du MTD en transmission rexp = λ/(3, 5 × NA). En utilisant un
objectif à haute ouverture numérique (NA=1,4) et une longueur d’onde de 475 nm, une
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résolution latérale expérimentale de 475/(3, 5× 1, 4), soit 97 nm, est donc envisageable.
Ceci indique que le MTD ouvre la voie à l’imagerie sous 100 nm en champ lointain pour
un microscope en transmission (non-fluorescent). Récemment en utilisant un laser à 405
nm [Cotte et al. (2013)], une résolution expérimentale d’environ 90 nm a été obtenue.
La Figure 2.6 montre les images reconstruites d’une diatomée en transmission. La
diatomée a une largeur de 22 µm et une longueur de 40 µm. Les hologrammes sont
enregistrés avec un objectif à haute ouverture numérique (NA=1,4) et une longueur
d’onde 475 nm. Les 6 images sont les plans (x, y) à différentes profondeurs (le long de
l’axe z) dans le volume des données (partie imaginaire).
5µm
z = 21,5 µm z = 22,5 µm z = 23,5 µm
z = 21 µmz = 20,5 µmz = 17,5 µm
z = 0 µm
Figure 2.6 – Images à différentes profondeurs d’une diatomée reconstruite avec le MTD







Figure 2.7 – Image 3D de la diatomée précédente pour différentes orientations du
volume de donnée (30◦ entre chaque coupe)(partie réelle).
La Figure 2.7 montre une image 3D de la diatomée précédente pour différentes orien-
tations du volume de donnée. L’angle entre chaque projection est de 30◦.
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I.8 Cône manquant
Le fait d’effectuer une synthèse d’ouverture en variant l’angle d’illumination induit
un cône manquant sur la fonction de transfert optique le long de l’axe z en transmission,
ce qui est illustré par la Figure 1.19(b). La résolution longitudinale est donc limitée. La
Figure 2.8 montre une diatomée reconstruite avec le MTD en transmission. La Figure
2.8(a) montre la haute résolution latérale de notre MTD, mais la résolution longitudinale
reste limitée comme on le voit sur la Figure 2.8(b).
[Lauer (2002)] a aussi proposé de réaliser un MTD en réflexion. L’avantage avec une
telle configuration est que nous pouvons collecter les fréquences manquantes le long de







Figure 2.8 – Images d’une diatomée reconstruite en transmission, qui présentent une
haute résolution latérale (a), mais la résolution longitudinale est limitée en raison des
fréquences manquantes le long de l’axe z (b).
I.9 Conclusion
L’optimisation du montage expérimental du MTD en transmission est la première
contribution durant ma thèse. Ces travaux m’ont apporté les connaissances générales
en holographie ainsi qu’en tomographie, en instrumentation optique, en programmation
avancée en Labview et C/C++, et en traitement d’images avec différents logiciels. En
particulier, ces travaux m’ont permis d’acquérir la capacité à réaliser le montage du
MTD en réflexion, ce que je vais présenter dans la section suivante.
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II Mise en œuvre expérimentale du MTD en réflexion
D’après la Figure 1.14, si le plan de détection est situé à gauche de l’objet (zc < 0),
les composantes réfléchies de l’onde diffractée peuvent être collectées. Le principe du
montage du MTD en réflexion est donc globalement le même que pour le montage en
transmission à la différence qu’ici l’illumination se fait au travers de l’objectif, qui permet
à la fois d’illuminer l’objet et de détecter la lumière rétro-diffractée par l’objet.
II.1 Montage expérimental
La Figure 2.9 montre le schéma du montage du MTD en réflexion. Le faisceau laser
est divisé en deux parties par le cube séparateur CS1, puis ces deux parties sont injec-
tées dans les fibres optiques monomodes. En sortie de fibre, le faisceau d’illumination
collimaté atteint le miroir rotatif, puis est mis en forme par un doublet afocal. Le cube
séparateur CS2 renvoie le faisceau d’illumination dans le bâti du microscope, l’ensemble
lentille de Telan - objectif permet de collimater le faisceau d’illumination au niveau de
l’objet. Le faisceau rétro-diffracté est collecté par l’objectif. Le faisceau ressort du bâti
et interfère avec le faisceau de référence sur le capteur CMOS via le même cube CS2. Le
diaphragme de champ DC1 contrôle la zone illuminée sur l’objet et le diaphragme de
















Figure 2.9 – Montage optique d’un MTD en réflexion.
Le condenseur utilisé en transmission a un grossissement de 10X. En réflexion, il
est remplacé par un objectif avec un grossissement de 100X. Ainsi, l’angle de rotation
du miroir peut être beaucoup plus petit (0, 675◦) grâce à l’effet d’amplification de l’ob-
jectif. Par conséquent, un miroir rotatif plus petit et plus rapide peut être utilisé. Une
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contrainte est la détection du spéculaire (la partie non diffractée du faisceau d’illumina-
tion). Puisque l’illumination et la détection sont du même coté de l’objet, le spéculaire
n’est plus automatiquement enregistré. Ceci pose deux problèmes : l’un est la connais-
sance de l’angle d’illumination, puisque dans le domaine de Fourier, les coordonnées du
spéculaire permettent d’identifier l’angle d’illumination ; l’autre est la normalisation par
le spéculaire, qui permet d’éliminer les déphasages parasites pour différentes illumina-
tions.
II.2 Automatisation de l’acquisition
La seule différence de l’automatisation d’acquisition en réflexion par rapport à la
transmission est le miroir rotatif. Ici, le miroir rotatif a été remplacé par un miroir rapide
(FSM300, Newport). D’après la documentation Newport, le miroir FSM300 utilise une
suspension flexible pour limiter le mouvement du miroir. Il en résulte un mouvement
ultra lisse sur les deux axes (X,Y ) se croisant à un point de pivotement commun avec
une très grande précision et une durée de vie pratiquement infinie.
Le miroir est piloté par un contrôleur. Un avantage est le temps d’acquisition des
hologrammes qui permet une augmentation significative de la vitesse d’acquisition par
rapport au miroir monté avec moteur pas à pas utilisé en transmission. Le temps d’ac-
quisition avec 400 angles d’illumination (soit 1600 hologrammes) est inférieur à 2 mins,
soit 5 fois plus rapide que celui en transmission.
Un autre avantage est la simplification de la commande. L’ancien miroir du MTD en
transmission est contrôlé par un système de moteurs pas à pas (NSC200) qui fonctionne
uniquement sous Labview. En raison de la simplicité de la commande, Labview a été
remplacé par un programme en C + + pour le montage en réflexion.
La Figure 2.10 décrit les étapes d’enregistrement ainsi que l’automatisation du mon-
tage expérimental du MTD en réflexion. Il y a deux différences par rapport au montage
en transmission. La première est l’interface utilisateur. En réflexion, les commandes
d’acquisition sont réalisées sur Linux en langage C++ (Fig. 2.11), différant de celles
en Windows avec Labview. La deuxième est la commande de tension du miroir rotatif.
Un LabJack commandé par port USB génère aussi les tensions de commande pour le
contrôleur de miroir FSM300. Le rôle du shutter contrôlé par LabJack sera expliqué dans
la partie II.4.
Le système final est plus simple, et l’expérience acquise servira à améliorer le futur
















































Figure 2.10 – Schéma illustrant l’automatisation du montage expérimental de MTD en
réflexion.
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Figure 2.11 – Interface de commande d’acquisition du montage expérimental du MTD
en réflexion. 57
II.3 Résultats sur des objets réfléchissants
Pour des objets majoritairement réfléchissants, on peut capter le spéculaire (Fig.








Figure 2.12 – Image illustrant la collecte du spéculaire pour un objet réfléchissant et
la perte du spéculaire pour un objet peu réfléchissant.
Dans la catégorie des objets réfléchissants, des substrats de CD, DVD et Blu-ray ont
été étudiés ainsi que des frottements sur des revêtements de surface et des indentations
de Vicker et de Berkovich (collaboration avec le laboratoire LPMT (Laboratoire de
Physique et Mécanique Textiles) - Équipe PPMR (Propriétés Physiques et Mécaniques
des Revêtements)).
Surfaces de CD, DVD et Blu-ray




l = 800 nm
λ = 780 nm
p = 1.6 µm
w = 600nm
⌀ = 1.6 µm
l = 400 nm
p = 740 nm
w = 320 nm









l = 150 nm
p = 320 nm
w =130 nm
⌀ = 480 nm
λ = 405 nm
Figure 2.13 – Schéma montrant la comparaison des gravures entre CD, DVD et Blu-ray
(modifié à partir de : https://wiki.metropolia.fi/display/Physics/CD,+DVD+and+
Blu-ray+Disc).
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— la lecture d’un CD est effectuée à une longueur d’onde de 780 nm. L’écart entre
deux pistes est de 1,6 µm, la taille d’un trou est 800 nm× 600 nm.
— la lecture d’un DVD est effectuée à une longueur d’onde de 650 nm. L’écart entre
deux pistes est de 740 nm, la taille d’un trou est 400 nm× 320 nm.
— la lecture d’un Blu-ray est effectuée à une longueur d’onde de 405 nm. L’écart
entre deux pistes est de 320 nm, la taille d’un trou est 150 nm× 130 nm.
Les substrats de CD, DVD et Blu-ray sont réfléchissants, permettant une mesure
du spéculaire à partir de l’image du front d’onde, la fusion des fréquences objets dans
l’espace de Fourier peut donc être normalisée par ce spéculaire.
La préparation d’échantillons de CD, DVD et Blu-ray n’est pas identique. La plus
compliquée est celle de surface de CD, puisque la couche réfléchissante d’aluminium
est protégée par une couche de protection en polycarbonate (Fig. 2.13). De l’acétone a
été utilisée pour dissoudre cette couche en polycarbonate afin d’isoler la couche réflé-
chissante. La même procédure a été appliquée pour le DVD. La surface de Blu-ray est
simplement clivée, car la couche de protection en polycarbonate est très fine (0, 1 mm).
La Figure 2.14 montre les images reconstruites de CD et de DVD avec le MTD
en réflexion. Ces images ont été reconstruites en utilisant une longueur d’onde de 475
nm et un objectif immersion à l’huile (NA = 1, 4, n = 1, 515). Les gravures peuvent être
clairement distinguées avec la résolution latérale de notre MTD en réflexion. On constate
aussi que les rayures de la surface sont bien visibles sur la partie réelle, mais sont peu






Figure 2.14 – Images d’une surface de CD et de DVD reconstruites avec le MTD en
réflexion. En haut : CD, en bas : DVD. (a)(d) : partie réelle, (b)(e) : partie imaginaire,
(c)(f) : zoom 400% de la partie réelle. Noter le changement de l’échelle.
La Figure 2.15 montre les images obtenues pour un Blu-ray avec le MTD en ré-
flexion (Fig. 2.15(b)) ainsi qu’en AFM (Fig. 2.15(c)). Les trous sont visibles, les pistes
de gravures sont bien séparées. La comparaison avec l’AFM montre que le MTD est ef-
fectivement capable de fournir une résolution latérale de l’ordre de 100 nm (la résolution
latérale théorique du MTD en réflexion est λ/4NA, soit 85 nm). On notera qu’on atteint
ici les limites de notre système. La Figure 2.16 présente les profils d’intensité des trous
pour un CD, un DVD et un Blu-ray. La profondeur n’est pas reliée à l’intensité, ces
profils permettent juste d’estimer la largeur des trous. En particulier, pour le Blu-ray,
on mesure une largeur d’environ 200 nm, ce qui est supérieur à la valeur théorique.
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Figure 2.15 – Comparaison du MTD en réflexion et AFM sur la surface de Blu-ray.
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Figure 2.16 – Comparaison du profil entre CD, DVD et Blu-ray.
Science des matériaux
Dans le cadre d’une collaboration avec le laboratoire LPMT, nous avons pu tester
notre MTD sur des échantillons de science des matériaux. Plusieurs échantillons ont été
étudiés : indentation Vickers et Berkovich sur des surfaces d’acier ou des revêtements de
surface (Ti1−xAlxN (0 ≤ x ≤ 1) (Titanium Aluminium Nitride)), tests de frottements
des revêtements de surface (Ti1−xAlxN (0 ≤ x ≤ 1)).
Le résultat pour l’indentation Berkovich sur surface d’acier est présenté Figure 2.17.
Les informations sur la partie réelle (a) et la partie imaginaire (b) sont différentes.
Certains défauts qu’on voit dans la partie réelle ne sont pas visibles dans la partie
imaginaire. On remarque la forme en triangle de l’indentation de Berkovich, et aussi la
déformation de la surface due à la pression. On peut noter que des franges sont apparues
61
à l’intérieur de l’indentation de Berkovich. Les changements de phase apparents sont
liés à la profondeur de l’indentation. En raison de la profondeur du champ limitée du




Figure 2.17 – Indentation Berkovich sur surface d’acier, reconstruite avec le MTD en
réflexion. (a) : partie réelle, (b) : partie imaginaire.
Le résultat pour l’indentation Vickers sur des revêtements de surface (AlN) est pré-
senté Figure 2.18. On retrouve les mêmes informations que l’indentation Berkovich : la
forme en carrée de l’indentation de Vickers, les défauts de surface et les rayures. On
remarque le même problème de phase lié à la profondeur.
(a) (b)
4µm
Figure 2.18 – Indentation Vickers sur revêtements de surface (AlN), reconstruite avec
le MTD en réflexion. (a) : partie réelle, (b) : partie imaginaire.
Le résultat pour le frottement sur revêtements de surface (TiN) est présenté Figure
2.19. On voit la piste de frottement et les défauts de surface, mais on ne peut pas mesurer





Figure 2.19 – Frottement sur revêtements de surface (TiN), reconstruite avec le MTD
en réflexion. (a) : partie réelle, (b) : partie imaginaire.
Afin de résoudre ce problème de saut de phase et de mesurer correctement les profils
d’indentation et de frottement, nous avons proposé une technique appelée «profilométrie
multi-angles», qui permet de reconstruire le profil à partir de l’information de phase
récupérée avec le MTD. On détaillera cette technique dans le chapitre suivant.
II.4 Cas des objets peu réfléchissants
Pour les objets purement réfléchissants, le spéculaire peut toujours être enregistré
sur le capteur. Cependant, pour les objets peu réfléchissants, cette partie non diffractée
du faisceau d’illumination n’est plus enregistrée (Fig. 2.12), et on ne peut pas procéder
à la reconstruction.
Dans le but de mesurer la partie non diffractée du faisceau d’illumination pour les
objets peu réfléchissants, deux méthodes ont été proposées.
Récupération de l’illumination via le bras de référence
La première méthode consiste à modifier le bras de référence afin de récupérer la
partie du faisceau d’illumination non envoyée dans le bâti par le cube CS2.
La Figure 2.20 montre le bras de référence modifié sur le montage du MTD en
réflexion. Lorsque le faisceau d’illumination arrive sur le cube séparateur CS2, une partie
traverse le cube. L’idée est donc d’enregistrer cette partie du faisceau d’illumination.
Le bras modifié contient : un cube séparateur CS3, une lentille convergente, un
miroir réfléchissant et un shutter. Le miroir réfléchissant permet de renvoyer le faisceau
d’illumination vers la caméra CMOS. La lentille convergente focalise le faisceau sur le
miroir, l’onde réfléchie est collimatée en onde plane, et interfère avec le faisceau de





















Figure 2.20 – Montage optique du MTD en réflexion avec le bras de référence modifié.
l’interférence entre l’onde rétro-diffractée par l’objet et le faisceau de référence. L’autre
est l’interférence entre le faisceau d’illumination et le faisceau de référence. Le shutter
nous permet d’enregistrer ces deux interférences séparément.
Pour chaque angle d’illumination, le shutter est tout d’abord fermé (voir aussi Fig.
2.10). Une série de 4 hologrammes est enregistrée avec seulement l’interférence entre
l’onde rétro-diffractée par l’objet et le faisceau de référence sur le capteur CMOS. Ensuite
le shutter est ouvert, une autre série de 4 hologrammes est enregistrée. Les informations
enregistrées sur la caméra contiennent deux types de franges d’interférences. Le processus
est répété pour les autres angles d’illumination.
Au niveau de la reconstruction des images, à partir des 4 hologrammes enregistrés
avec le shutter ouvert, le spéculaire peut être obtenu en calculant le maximum dans le
module du champ résultant. Puis à partir des 4 hologrammes enregistrés avec le shutter
fermé, le champ résultant (l’onde rétro-diffractée par l’objet) est obtenu. Il est ensuite
normalisé par le spéculaire pour enlever les déphasages parasites comme pour le MTD
en transmission. Un support objet étendu est obtenu finalement en cumulant tous les
supports objet des différents angles d’illumination.
La Figure 2.21 montre les images reconstruites d’une dentelle de carbone avec et sans
le bras de référence modifié. La dentelle de carbone se situe dans la zone fermée pointillée.
Elle est peu réfléchissantes, elle est donc très difficile à imager avec le MTD en réflexion.
Sans le bras de référence modifié (Fig. 2.21(a) et 2.21(b)), la dentelle de carbone est





Figure 2.21 – Images reconstruites d’une dentelle de carbone avec et sans le bras de
référence modifié. En haut : sans bras de référence modifié, en bas : avec bras de référence
modifié. (a)(c) : partie réelle, (b)(d) : partie imaginaire. Noter que les zones étudiées sont
différentes.
possible de distinguer les structures de la dentelle de carbone. Ces expériences se sont
révélées délicates, car le contraste reste très faible. Nous avons donc aussi étudié une
autre approche.
Lame de microscope ITO
Un autre moyen pour récupérer la partie non diffractée du faisceau d’illumination
consiste à utiliser une lame de microscope ITO (Oxyde d’Indium dopé à l’Étain). Le
principe de la lame ITO est illustré Figure 2.22. Il s’agit d’une lame de microscope
classique (verre ou quartz), recouverte par une couche ITO. Cette couche ITO est semi-







 par l'objet Onde réﬂéchie 
par couche ITO
Onde d'illumination
Figure 2.22 – Lame de microscope ITO.
Il est possible d’utiliser cette lame pour enregistrer la partie réfléchie du faisceau
d’illumination. Au niveau du capteur CMOS, l’onde réfléchie par l’objet et l’onde réfléchie
par la lame ITO (spéculaire) peuvent être enregistrées simultanément. On pourra alors
retrouver le spéculaire.
5 µm
Figure 2.23 – Un interférogramme enregistré utilisant une lame de microscope ITO.
Flèche simple : interférences dues à un objet. Flèche double : interférences dues à la
lame ITO.
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La Figure 2.23 montre un hologramme d’un échantillon enregistré (diatomées dépo-
sées sur une lame ITO). Les franges d’interférences (double flèche) visibles en dehors des





Figure 2.24 – Image reconstruite de diatomées déposées sur une lame ITO. (a) : partie
réelle, (b) : partie imaginaire, (c) : image zoomée de (a), (d) : image zoomée de (b).
La Figure 2.24 montre une reconstruction de diatomées déposées sur la lame ITO en
MTD. La lame ITO renvoie 12% du faisceau d’illumination, ce qui permet de normali-
ser les différents hologrammes et éliminer les déphasages parasites. L’image reconstruite
démontre la validité du concept, puisqu’on ne peut pas reconstruire les diatomées correc-
tement avec une lame classique avec le MTD en réflexion. Les images de la partie réelle
(Fig. 2.24(a)) et de la partie imaginaire (Fig. 2.24(b)) sont différentes, ce qui permet de
compléter les informations. Par exemple, la structure dans le cercle n’est pas visible sur
la partie réelle (Fig. 2.24(c)), mais elle est visible sur la partie imaginaire (Fig. 2.24(d)).
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Au contraire, la structure dans le carré bien visible sur la partie imaginaire est moins






Figure 2.25 – Image 3D de la diatomée reconstruite avec la lame ITO (zoom de la
Figure précédente) (partie réelle).
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La Figure 2.25 montre les images des diatomées en vue 3D. Lors de la rotation des
objets, on peut voir les structures tridimensionnelles des diatomées, malgré son épaisseur
très fine.
II.5 Conclusion
Partant de l’expérience du MTD en transmission, nous avons construit un MTD en
réflexion, qui doit permettre d’améliorer la résolution longitudinale, tout en gardant la
haute résolution latérale. Pour les objets réfléchissants, on peut procéder à la même
reconstruction par le spéculaire qu’en transmission. Cependant pour les objets peu ré-
fléchissants, le spéculaire n’est plus enregistré. Nous avons donc étudié deux méthodes
pour récupérer ce spéculaire : bras de référence modifié et lame de microscope d’ITO. Les
deux méthodes fonctionnent, mais la technique de la lame ITO est plus facile à mettre
en œuvre.
Grâce à la lame ITO, nous pouvons maintenant imager des spécimens comme des
diatomées en réflexion. L’idée est de combiner la reconstruction en transmission et en
réflexion, pour obtenir une résolution isotrope.
D’autre part, l’accélération significative du temps d’acquisition avec le miroir rapide
(FSM300) en réflexion nous pousse à changer le miroir utilisé en transmission. Nous
avons donc décidé de construire un montage rapide du MTD en transmission.
Ces deux approches sont présentées dans les sections suivantes.
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III Couplage de la transmission et la réflexion sur un même
bâti
Pour combiner le MTD en transmission et en réflexion, la première chose à faire est
de mettre ces deux montages sur un même bâti. La Figure 2.26 présente le montage
actuel du MTD au MIPS avec la transmission et la réflexion sur le même bâti (Olympus
IX71).
Un faisceau laser est séparé en deux parties : faisceau d’illumination et faisceau de
référence. Le miroir derrière le cube séparateur permet de changer l’illumination entre
la transmission et la réflexion. Le faisceau d’illumination en transmission arrive en haut
du bâti (en bleu), le faisceau d’illumination en réflexion rentre en bas du bâti (en vert)












Figure 2.26 – Montage complet de MTD avec la transmission et la réflexion sur un
même bâti.
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IV Montage rapide du MTD en transmission
Pour réaliser un montage rapide du MTD en transmission, on doit tout d’abord
changer l’ancien miroir rotatif par le miroir rapide. Ceci nous permet d’accélérer le
temps d’acquisition.
La Figure 2.27 montre la version rapide du MTD en transmission. Le montage est
monté sur une table optique (50 cm × 60 cm) avec un système de cages (Thorlabs), ce










Figure 2.27 – Montage rapide du MTD en transmission.
Le faisceau laser collimaté par un système de filtrage spatial ressort plan, puis il est
séparé par le cube séparateur (CS1) en deux parties : bras de référence présenté en rouge,
bras d’illumination présenté en bleu. Sur le bras d’illumination, il contient un miroir
rotatif rapide (FSM300), un condenseur d’illumination (objectif à 40X), un objectif de
détection (100X). Le champ résultant et le faisceau de référence sont recombinés sur
le cube (CS2), puis une caméra CCD enregistre la figure d’interférences. Actuellement,
l’échantillon entre lame et lamelle est placé verticalement, ce qui n’est pas idéal.
71
Au lieu d’utiliser le décalage de phase présenté avant, on a utilisé la configuration
hors axe. Un avantage par rapport au décalage de phase est la quantité des hologrammes
enregistrés. Un seul hologramme permet de reconstruire correctement l’image de l’objet,
ceci réduit significativement le temps d’acquisition. Par exemple, pour enregistrer 400
angles d’illumination, le temps d’acquisition est 48 s. Sachant qu’en MTD classique, il
est d’environ 10 mins pour 400 angles d’illumination. En plus, par rapport au décalage
de phase, les fluctuations d’environnements ne perturbent pas le montage, les franges
d’interférences sont donc très contrastées et stables.
Au niveau de la reconstruction de l’objet, le petit angle du faisceau de référence par
rapport à l’axe optique permet de séparer largement l’image objet et l’image jumelle
dans le domaine de Fourier (Fig. 2.28). Un filtrage est ensuite utilisé pour sélectionner
uniquement les fréquences objet. Les fréquences jumelles seront éliminées, et l’image
de l’objet reconstruit devrait donc être de haute qualité. Actuellement, nous sommes en
train de reconstruire cette expérience, pour pouvoir placer l’échantillon horizontalement,








Un microscope tomographique diffractif en transmission pour étudier les
objets semi-transparents et faiblement diffractants a été construit au labora-
toire MIPS. La synthèse d’ouverture est réalisée avec un balayage angulaire
sur l’incidence d’illumination. L’optimisation du montage expérimental ainsi
que le programme de la reconstruction numérique nous permet d’accélérer
significativement le temps d’acquisition des hologrammes ainsi que le temps
nécessaire à la reconstruction. En raison de la résolution longitudinale limi-
tée du MTD en transmission (fréquences objet manquantes le long de l’axe
longitudinal), un montage du MTD en réflexion sur le même bâti a été éga-
lement construit. Puisque l’illumination et la détection sont du même coté
de l’objectif, le spéculaire (la partie non diffractée de l’onde d’illumination)
est perdu. Cependant, la normalisation entre différents angles d’illumination
par le spéculaire nous permet de reconstruire correctement l’objet observé.
Deux méthodes sont donc présentées pour récupérer ce spéculaire. Un mon-
tage rapide du MTD en transmission est présenté dans la dernière section.
En utilisant une configuration hors-axe et une reconstruction à l’aide des
calculs GPU, nous pouvons obtenir une imagerie avec l’acquisition et la re-





Le MTD en réflexion peut être utilisé pour imager les objets minces et faiblement
structurés en profondeur. Cependant son intérêt est limité puisque sa résolution longitu-
dinale reste limitée. En revanche, la profilométrie interférométrique permet d’étudier le
relief d’une surface et ses propriétés, notamment la rugosité ou la forme avec une grande
précision. L’information de phase enregistrée en MTD pour des objets minces et réflé-
chissants devrait permettre d’obtenir la topologie du spécimen à l’instar des techniques
de profilométrie.
L’idée est donc ici d’utiliser les jeux d’hologrammes enregistrés avec le MTD en
réflexion afin de réaliser une profilométrie multi-angles. Ceci doit donner accès à la fois
à une résolution latérale et à une précision longitudinale améliorées.
Avant de détailler les avantages de la profilométrie multi-angles, il convient de pré-
senter les techniques classiques de profilométrie.
I Techniques classiques
Les techniques classiques de profilométrie peuvent être classées en deux catégories :
techniques mécaniques ou techniques optiques.
I.1 Techniques mécaniques
La profilométrie à contact est souvent mécanique, la variation de la rugosité d’une
surface étant déterminée à l’aide d’un palpeur mécanique qui balaye la surface. Les pro-
filomètres mécaniques sont les instruments les plus répandus dans l’industrie (métrologie
générale), par exemple dans celle des semi-conducteurs [Malacara (2007)].
Le profilomètre à stylet [Whitehouse (1997)] est le plus utilisé. Son principe consiste
à balayer la surface à vitesse constante pour obtenir la variation de hauteur. La pointe
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du stylet est maintenue avec une force minimale assurant qu’elle n’endommage pas la
surface. Un inconvénient est la résolution latérale. Elle dépend de la taille de la pointe
du stylet, de la forme de la surface étudiée et du pas d’échantillonnage. En analysant
une surface avec une variation de hauteur de 1 nm et en utilisant un stylet d’une taille
de
10 µm, la résolution latérale est d’environ 0,6 µm [Malacara (2007)].
La profilométrie à contact est indépendante des propriétés optiques de la surface
[Malacara (2007)], elle est donc très adaptée à la mesure des surfaces présentant différents
matériaux. Cependant, elle a aussi des inconvénients. D’une part, la vitesse de balayage
d’une pointe est en générale de l’ordre du millimètre par seconde. D’autre part, en
utilisant une pointe en diamant, des rayures sur la surface sont inévitables.
Le microscope à effet tunnel (STM) [Binnig et al. (1982), Binnig and Rohrer (2000)]
et le microscope à force atomique (AFM) [Binnig et al. (1986)] sont les techniques les
plus avancées. Ils disposent d’une pointe très fine permettant de mesurer les détails à
l’échelle atomique. Dans le cas du STM, cette pointe métallique est maintenue à très
courte distance de la surface (typiquement de l’ordre du nanomètre [Poon and Bhushan
(1995)]). Une tension est appliquée entre l’échantillon et cette pointe. La pointe balaye
la surface en maintenant constant le courant de tunnel et le mouvement de la pointe
fournit le profil de hauteur. Cependant, le STM nécessite des surfaces conductrices. Il
n’est pas possible de mesurer les surfaces non conductrices (verres).
Cette restriction est levée par l’AFM qui est une extension du STM. La mesure du
courant de tunnel est remplacée par la mesure de la force atomique à l’aide d’une pointe
de 20 à 50 nm. La force est maintenue constante grâce à une boucle de contre-réaction
lors du balayage (déplacement de l’échantillon). En fonction de la force atomique utilisée,
l’AFM peut être séparé en trois modes : contact, non-contact et intermittent (tapping).
Le mode tapping [Zhong et al. (1993), Radmacher et al. (1996)] est le plus utilisé. Il
résout le problème d’endommagement de la surface en mode contact [Elings and Gurley
(2000)].
I.2 Techniques optiques
Le profilomètre optique permet une profilométrie sans contact. Au lieu d’une sonde
mécanique, il utilise une sonde optique. Cette sonde optique détermine la forme en
détectant la meilleure mise au point sur un objet de test. Le profilomètre optique génère
des mesures en détectant la mise au point d’un point quelconque de la surface et ajuste
la hauteur de la lentille de focalisation jusqu’à ce que cette mise au point soit obtenue.
Le déplacement de la lentille permet de calculer la hauteur de ce point.
En 1987, Brodmann et Smilga [Brodmann and Smilga (1987)] d’une part et Breit-
meier et Ahlers [Breitmeier and Ahlers (1987)] d’autre part ont inventé une technique
appelée capteur de focalisation optique. Un faisceau laser est focalisé sur la surface ob-
servée à l’aide d’une lentille. Le faisceau réfléchi par la surface est séparé en deux parties
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par un prisme. Ces deux faisceaux sont ensuite enregistrés séparément par deux capteurs
dits interne et externe. Lorsque la lentille de focalisation est trop haute, le faisceau re-
tourné provoque un signal plus important sur le capteur interne. Lorsque la lentille est
trop basse, le signal est plus important sur le capteur externe. Quand la lentille de foca-
lisation est en position correcte, les capteurs interne et externe ont un signal identique
et la différence de signal est nulle.
Pour générer un profil de la surface en 3D, le capteur de focalisation optique peut
prendre plusieurs minutes, car on doit répéter le processus pour tous les points de la
surface observée. La résolution latérale est aussi limitée à cause de la taille du point fo-
calisé (1 à 1, 5 µm) [Malacara (2007)]. Une autre contrainte est la détection des faisceaux
réfléchis. S’il y a des pentes raides sur la surface, le faisceau peut se disperser et le signal
sera perdu.
I.3 Conclusion
De façon générale, on retiendra que la résolution d’un système de profilométrie dé-
pend de la taille du stylet (profilométrie à stylet), de la pointe (STM ou AFM) ou de
la taille du point focalisé (profilométrie optique). Le tableau 3.1 présente la résolution
latérale et la précision longitudinale pour les différents profilomètres.
Type Contact ou non Résolution latérale Résolution longitudinale
Stylet Contact 50 nm 1 0.25 nm
STM Non 0.1 nm 0.01 nm
AFM Non 2-10 nm 0.1 nm
Optique Non 1 µm 0.5-1 nm
Table 3.1 – Résolution de différentes techniques profilométriques [Malacara (2007)].
Nous allons maintenant présenter les techniques de profilométrie sur des microscopies
interférométriques.
1. dépendant du stylet
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II Microscopie interférométrique
Le principe de la microscopie interférométrique nous intéresse particulièrement dans
la mesure où il se rapproche de la technique développée au laboratoire. En effet, tout
comme en MTD, les différents montages sont basés sur l’utilisation d’un interféromètre.
On distingue ces différents montages selon le type d’interféromètre qu’ils utilisent.
Les différentes configurations de microscopie interférométrique sont schématisées sur
la Figure 3.1. Chaque configuration possède des avantages et des inconvénients.
— L’interféromètre de Michelson contient un objectif, une séparatrice et un miroir de
référence. La séparatrice insérée entre échantillon et objectif impose des objectifs
à longue distance de travail. C’est pour la raison l’interféromètre de Michelson est
uniquement utilisé avec l’objectif à basse ouverture numérique et longue distance
de travail.
— L’interféromètre de Mirau contient deux miroirs semi-transparents, l’un sert comme
miroir de référence, l’autre comme séparateur. Le miroir central crée une zone obs-
curcie si l’agrandissement est inférieure à 10X.
— L’interféromètre de Linnik contient deux objectifs identiques, ce qui le rend plus
sensible aux vibrations et plus difficile à régler, mais autorise de fortes ouvertures
numériques.
— L’interféromètre de Fizeau travaille lui en plein champ et présente des chemins
optiques non égaux sur les différents bras de l’interféromètre. Ceci nécessite donc






Michelson Mirau Linnik Fizeau
Figure 3.1 – Configuration d’illumination des différents interféromètres. M : miroir.
Dérivée de [Malacara (2007)]
L’interféromètre de Michelson, l’interféromètre de Mirau et l’interféromètre de Lin-
nik sont très stables, car les chemins optiques sont communs, mais le séparateur induit
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des aberrations sphériques et augmente la distance de travail. Alors que l’interféromètre
de Fizeau travaille en onde plane, un point image dans les autres configurations voit
arriver un ensemble d’ondes obliques. Ceci oblige à un calibrage de l’appareil pour les
fortes ouvertures numériques. En effet, la phase mesurée est modifiée par le «facteur
d’obliquité» fixé par l’ensemble des angles d’illumination, depuis la normale jusqu’à la
valeur maximum. Le problème est que l’illumination ne peut être caractérisée par un
angle unique. Pour trouver précisément le facteur d’obliquité, il faut évaluer la contribu-
tion de chaque angle, la pondérer et sommer l’ensemble des contributions sur le cône de
convergence en un point (représentation dans l’espace image). Les erreurs commises de-
viennent importantes à forte ouverture numérique, sauf pour l’interféromètre de Fizeau
(Fig. 3.2).
Plusieurs théories ont été publiées, qui donnent des facteurs de correction légère-
ment différents [Biegen (1989)]. Dépendant de l’image, le facteur d’obliquité est donc
lié à l’ouverture numérique du microscope, ainsi qu’à la distribution d’intensité le long
de la pupille. On peut remarquer qu’une modification du diaphragmme d’ouverture va
modifier la valeur mesurée, ce qui nécessite un autre calibrage de l’appareil. Dans le cas
de l’interféromètre de Mirau, la fonction pupille est modifiée par l’obscurcissement lié au
miroir de référence, ce qui modifie le facteur de correction et le rend en général différent
de l’interféromètre de Linnik et plus difficile à calculer.
Ouverture numérique


















Figure 3.2 – Saut de hauteur (standard) en chrome (832± 23 Å), mesuré avec différentes
configurations. Lorsque NA augmente, la hauteur ne reste correcte qu’avec l’interféro-
mètre de Fizeau. D’après [Biegen (1989)].
D’une façon générale, le principe du calcul est d’intégrer l’ensemble des portions
d’angle solide dΩ = sin θ dϕ dθ sur le cône d’illumination, lui même délimité par l’angle
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sin θ dϕ dθ III-1
où P (θ) est la fonction pupille et R(θ) la réflectivité du matériau (souvent considérée
constante). Même pour une transmission pupillaire constante, un phénomène plus com-
pliqué apparaît après intégration de l’équation III-1 : la phase résultante ne varie plus
linéairement avec la hauteur, le facteur de correction n’est alors plus constant et on ne
peut corriger l’ensemble du profil h(x, y) par une seule valeur.
III Profilométrie en holographie
Notre montage du MTD fournit un jeu de données correspondant à l’amplitude
complexe de l’onde en provenance de l’objet. Cette amplitude complexe contient une
information de phase, qui, dans le cas d’objets réfléchissants et minces peut être reliée à
la hauteur du spécimen.
Nous allons donc montrer dans cette partie les différentes techniques permettant de
retrouver la topologie du spécimen à partir du jeu de données fournis par notre montage.
III.1 Mesure en incidence normale
L’approche géométrique est l’approche classique en holographie. On considère une













Figure 3.3 – Configuration dans le cas d’une illumination en incidence normale, sur un
échantillon de type saut de hauteur.
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La Figure 3.3 illustre la relation entre la phase et le profil du saut de hauteur en
optique géométrique. La phase mesurée pour un point objet M est en effet l’écart entre
la phase φ0 de la référence et la phase φM de l’objet, soit :
φM = k0A′S =
2pi
λn




où λn est la longueur d’onde dans un milieu n.





Après avoir choisi arbitrairement le niveau zéro, on obtient le profil du saut de hauteur :
φ(x, y) = φS − φM = 2pi
λn
(A′S −AM) III-4
En réflexion, ce profil du saut de hauteur vaut alors :
h(x, y) = λn4piφ(x, y) III-5
La formule (III-5) montre que le saut de hauteur est directement lié à la phase mesurée.
Si on connaît cette phase mesurée, on peut calculer le saut de hauteur. La phase peut
être obtenue par une technique hors axe (optimisation de la vitesse) ou par décalage de
phase (optimisation du champ). L’hypothèse limitative reste que le matériaux lui même
n’induit pas de saut de phase ou un saut de phase constant.
Mesure de la phase
Dans notre cas, l’interféromètre à décalage de phase a été choisi en raison du champ
observé que nous voulons le plus large possible. L’algorithme le plus utilisé en décalage
de phase est celui qui utilise une série de quatre hologrammes. Un décalage de phase
de pi/2 est introduit dans l’onde de référence entre ces quatre hologrammes. D’après
l’équation (I-44), la phase calculée est donnée par :
φ(x, y) = arctan(I4 − I2
I1 − I3 )
La fonction arctan contenant les informations à la fois sur le sinus et le cosinus, est
ambigüe : le rapport des deux rend impossible la détermination du quadrant pour des
points diamétralement opposés. On utilise les valeurs du sinus et du cosinus plutôt que
directement arctan, ce qui permet de conserver les informations utiles. La paire (sinφ,
cosφ) permet le calcul de l’angle sur l’intervalle [0, 2pi] ou [−pi, pi]. On parle parfois de
fonction arctan 2 qui est une variation de la fonction arctan. Cette fonction permet de
lever l’indétermination de signe sur le rapport sinφcosφ , autrement dit, elle permet de savoir
dans quel cadrant du cercle trigonométrique se situe l’angle . La phase finale est obtenue
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Table 3.2 – Valeur de la phase depuis le calcul de arctan ou arcsin en fonction des signes
de sinφ et cosφ entre −pi et pi
Critère expérimental de qualité
La qualité des hologrammes influe directement sur la validité de la phase calculée.
Aussi, il est nécessaire de pouvoir estimer la qualité des hologrammes enregistrés. Pour
ce faire, Malacara [Malacara (2007)] a proposé le critère du taux de modulation. Dans
le cadre de notre montage avec le décalage de phase, ce critère s’écrit :
γ(x, y) = 2
√
(I4 − I2)2 + (I1 − I3)2
I1 + I2 + I3 + I4
III-6
Un seuil de qualité (γs) est alors fixé : tous les points de contraste inférieur à ce seuil
sont rejetés. Par principe, les données du MTD présentent une certaine redondance, et
le rejet de certains points n’a pas de conséquences sur l’image, car on les retrouvera sur
un autre hologramme.
Problème du déroulement de phase
À cause de la fonction arctan, la phase est calculée modulo 2pi, ce qui signifie que la
distribution de phase contient une discontinuité. En effet lorsque la valeur de la phase
cumulée dépasse 2pi, cette valeur revient à ’zéro’. À titre d’illustration, la Figure 3.4
montre un exemple d’une carte de phase modulo 2pi mesurée avec le décalage de phase en
quatre sauts de pi/2. L’objet est un frottement sur revêtements de surface (Ti0,5Al0,5N).
Le substrat situé dans les zones fermées ne doit pas contenir de discontinuité.
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Figure 3.4 – Phase reconstruite d’un frottement sur revêtements de surface
(Ti0,5Al0,5N). À gauche : image de phase modulo 2pi calculée avec arctan 2, à droite :
profil correspondant à l’image de phase.
III.2 Déroulement de phase
Comme la phase est calculée modulo 2pi, il est nécessaire d’enlever cette discontinuité
sur la carte de phase par une procédure appelée déroulement de phase, qui consiste
donc à ajouter ou soustraire 2pi à l’endroit où existe une discontinuité entre deux pixels
adjacents. La formule (III-7) montre la relation simple entre la phase calculée modulo
2pi φW (x, y) et la phase après le déroulement de phase φ(x, y).
φ(x, y) = φW (x, y) + 2pim III-7
où m est un entier. La procédure de déroulement de phase consiste donc à chercher le
bon m pour chaque mesure de phase.
Différents algorithmes ont été proposés par de nombreux chercheurs. On peut les
classer en deux catégories : par suivi de chemin et indépendant du chemin.
Dans la catégorie "suivi de chemin", s’il y a des pixels invalides ou un bas RSB dans
le trajet, la propagation du bruit peut fausser l’algorithme. Différentes techniques ont
été proposées pour éliminer le problème.
Goldstein et al., 1988 [Goldstein et al. (1988)] et Huntley, 1989 [Huntley (1989)] ont
proposé d’utiliser l’information de résidus corrélés pour générer un chemin propre. L’idée
est que la phase déroulée doit être indépendante du chemin suivi. Quiroga et al., 1995
[Quiroga and Gonzalez-Cano (1997)] et Herràez et al., 2002 [Herráez et al. (2002)] ont
introduit un critère de qualité guidant le chemin de déroulement. La fonction de qualité
peut être par exemple la fonction de contraste γ. Les pixels de haute qualité sont d’abord
traités, puis les pixels de basse qualité pour éviter l’erreur de propagation. Le chemin de
déroulement est déterminé en utilisant la fiabilité des pixels.
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Au contraire des algorithmes par suivi de chemin, les algorithmes indépendant du
chemin déroulent les données globalement. Gierloff, 1987 [Gierloff (1987)] déroule les
données par régions, en partitionnant la carte de phase selon les sauts de phase. L’al-
gorithme cherche alors à déterminer le décalage entre ces régions (entières). Il conserve
le meilleur compromis permettant d’éliminer des sauts entre partitions. Une autre ap-
proche (Towers et al., 1989 [Towers et al. (1989)] et Baldi, 2001 [Baldi (2001)]) est de
séparer la carte de phase en petites zones, chaque zone est déroulée individuellement,
puis ces petites zones sont alors combinées et déroulées les unes par rapport aux autres.
La Figure 3.5 montre un exemple de déroulement de phase avec l’algorithme proposé
par Herràez et al., (2002) : les discontinuités de phase ont été correctement éliminées
après le déroulement.
Le domaine du déroulement de phase est un domaine d’actualité, avec plus d’une cen-
taine d’articles sur le sujet uniquement sur le site de l’Optical Society of America pour
la période 2010 - 2014. Cette thèse ne portant pas spécifiquement sur ce sujet, et l’al-
gorithme de Herràez et al., (2002) étant satisfaisant pour nos travaux, nous l’utiliserons
donc .
















Figure 3.5 – Phase reconstruite d’un frottement sur revêtement de surface
(Ti0,5Al0,5N). À gauche : image de phase après le déroulement, à droite : profil de
phase après le déroulement.
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III.3 Mesure en incidence inclinée
Le déroulement de phase suppose qu’entre deux pixels adjacents, le changement de
phase ne dépasse pas pi. En terme de hauteur, si un objet a un saut de hauteur supérieur
à λ/4, la hauteur ne peut pas être reconstruite correctement, à cause de ce problème
d’ambigüité de la phase.
Dans le but d’améliorer la résolution latérale, des objectifs à grande ouverture nu-
mérique ont été utilisés. Ce sont des objectifs à immersion à huile ou à eau, et donc
la longueur d’onde dans le milieu est diminuée d’un facteur qui est l’indice du milieu
n (1,515 pour l’huile, 1,332 pour l’eau). Par conséquent, ceci limite la hauteur mesurée
à λ/4n. Une illumination incidente inclinée peut être utilisée pour enlever le problème
d’ambigüité 2pi et augmenter le saut de hauteur mesurée.
Lorsque l’onde d’illumination est inclinée, la phase collectée varie par rapport à


















Figure 3.6 – Profilométrie à inclinaison variable. Entre la phase du substrat et la phase
de référence sur le plan de détection, un facteur cos θ est ajouté. Contrairement à l’inter-
féromètre de Michelson, le front d’onde de la référence n’est jamais incliné. Ceci introduit
une rampe de phase à la fois sur la phase objet et la phase du substrat (spéculaire).
La différence de phase entre le substrat et le point objet se calcule simplement à
partir des points B et C du même front d’onde incident. La différence de chemin optique
vaut :
BS + SM +MD − CM −MD = 2× SM − C ′M
= 2h(x, y)cos θ − 2h(x, y) tan θ sin θ
= 2h(x, y) cos θ III-8
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La différence de phase entre substrat et point objet φ(x, y) est égale à 2kh(x, y) cos θ :
elle est maximale en incidence normale et décroît avec l’angle d’incidence.
Le profil de saut de hauteur est calculé par :
h(x, y) = λn4pi cos θφ(x, y) III-9
Sans correction angulaire, on mesure donc une hauteur apparente dépendant de l’angle
d’incidence θ. En changeant θ, nous pouvons obtenir différentes mesures du même saut
de hauteur, la division par cos θ pouvant être considérée comme une longueur d’onde
équivalente à λn/ cos θ (cos θ : modulation par kz. Cf IV.2). Cette notion de longueur
d’onde équivalente est à la base de la technique bi-longueurs d’onde présentée dans la
section III.4.
Sachant que cos θ < 1, h(x, y) apparent est donc supérieure à λn/4. Avec une inci-
dence inclinée adaptée, nous pouvons donc calculer le saut de hauteur correct entre deux
pixels adjacents, même s’il est supérieur à λn/4.
Afin de valider la méthode proposée, deux mires de calibration VLSI ont été étudiées :
STR10-1000P (saut de hauteur 100 nm) et STR10-1800S (saut de hauteur 180 nm).

































Figure 3.7 – Mire de calibration STR10-1000P. À gauche : saut de hauteur mesuré
en incidence normale (gris) et en incidence inclinée (noir). À droite : saut de hauteur
mesuré en fonction de l’angle d’incidence.
La Figure 3.7 montre le profil reconstruit de STR10-1000P. Les acquisitions sont
faites en utilisant une longueur d’onde de 475 nm avec un objectif immersion à eau
(n = 1, 332), l’ouverture numérique de détection vaut 1,2. La limite des sauts de hauteur
(λn/4) est égale à 475 nm /(4× 1, 332), soit 89 nm.
La Figure 3.7(a) illustre le saut de hauteur mesuré apparent en incidence normale en
gris (θ = 0◦) et en incidence inclinée en noir (θ = 40◦). La hauteur mesurée n’est pas de
100 nm en incidence normale, mais en inclinant l’incidence à 40◦, on peut retrouver 100
nm. La Figure 3.7(b) montre le saut de hauteur mesuré en fonction de l’angle d’incidence
θ. On s’aperçoit que la hauteur mesurée avec θ inférieur à 30◦ est incorrecte.
86
Il existe donc un angle d’incidence minimal pour obtenir la bonne hauteur, qui s’écrit :
cos θ ≤ λn4h(x, y)






Dans l’exemple précédent, l’angle d’incidence minimal vaut 27◦.
Cependant, cette méthode impose une contrainte sur le saut de hauteur maximal.
Sachant que l’angle incidence est limité par l’ouverture numérique d’illumination (NA),
soit arcsin(NA/n), le saut de hauteur est donc limité par :
h(x, y) ≤ λn
4 cos(arcsin NAn )
III-11
Dans le cas d’un objectif immersion à eau et une longueur d’onde à 475 nm, le saut de
hauteur reste limité à 207 nm. En outre, le travail à fort angle d’incidence impose une
contrainte expérimentale : l’ombrage (détaillé dans la section V.5).
III.4 Mesure par la méthode à deux longueurs d’onde synthétique
Une méthode plus générale a été proposée par Cheng et Wyant en 1984 [Cheng and
Wyant (1984)], pour des objets présentant une discontinuité de hauteur supérieure à
λn/4, en utilisant l’information apportée par une mesure avec une seconde longueur
d’onde. L’intervalle de hauteurs mesurables peut ainsi être augmenté significativement.
Avec une première longueur d’onde, une première phase modulo 2pi est obtenue. De
la même façon, une deuxième phase modulo 2pi est obtenue avec une deuxième longueur
d’onde. En soustrayant ces deux phases modulo 2pi, nous pouvons obtenir un intervalle
plus large :
φs(x, y) = φa(x, y)− φb(x, y) = 4pih(x, y)
λs
III-12
où φa(x, y) et φb(x, y) sont les phases aux longueurs d’onde λa et λb. La longueur d’onde
synthétique λs s’écrit :
λs =
λaλb
|λa − λb| III-13
Dans la section précédente, nous avons vu que nous pouvions obtenir une longueur d’onde
équivalente en changeant l’angle d’incidence. Il est donc possible d’utiliser une méthode
similaire à la mesure de phase avec deux longueurs d’onde équivalentes, sans avoir besoin
de deux sources laser, ce qui permet aussi d’éviter les problèmes de dispersion.
Considérant λa = λn/ cos θa et λb = λn/ cos θb, l’équation (III-13) peut être réécrite :
λs =
λn
| cos θb − cos θa| III-14
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Le saut de hauteur est finalement donné par :
h(x, y) = λnφs(x, y)4pi| cos θb − cos θa| III-15
Avec deux angles d’incidences différents, nous sommes donc capables de mesurer des ob-
jets avec une discontinuité de hauteur supérieure à λn/4. Cette méthode permet d’éviter
le déroulement de phase numérique détaillé dans la section III.2.
Pour vérifier cette approche bi-longueurs d’onde équivalentes, la mire de calibration
STR10-1800S a été utilisée. La mesure est effectuée en utilisant une longueur d’onde de
475 nm et un objectif immersion à l’huile (n = 1, 515) et NA = 1, 4. La limite de la
hauteur mesurée sous incidence normale est de 475/(4× 1, 515), soit 78 nm.
Pour retrouver la valeur correcte de 180 nm, la première méthode choisie est d’utiliser
une illumination inclinée qui a été présentée dans la section précédente. L’angle d’illumi-
nation devrait être au moins de arccos( 78180), soit 64◦, sachant que l’angle d’illumination
maximum permis par l’objectif est de arcsin(NAn ), soit 67,5◦. Il est expérimentalement
difficile d’obtenir une carte de phase correcte avec tel angle. L’idée est donc d’utiliser la
méthode des longueurs d’onde équivalentes afin de faciliter le déroulement de phase.
La Figure 3.8 montre les résultats obtenus sur cette mire.
— La Figure 3.8(a) présente le profil de phase obtenu à un angle de 51◦(cos θ = 0, 63),
et celui obtenu à 8◦ (cos θ = 0, 99) est présenté en figure 3.8(b). Les longueurs
d’onde équivalentes λa et λb sont respectivement de 497 nm et 317 nm et la lon-
gueur d’onde synthétique λs vaut 874 nm.
— La soustraction des deux profils de phase φs = φa−φb contient une discontinuité
de 2pi (Fig. 3.8(c)).
— Ajouter ou soustraire 2pi si φs < −pi ou φs > pi permet d’obtenir un nouveau
profil de phase avec un intervalle plus large et sans discontinuités (Fig. 3.8(d)).
— La Figure 3.8(e) montre que la hauteur de profil ainsi reconstruite est correcte




















































Figure 3.8 – Déroulement de phase optique. (a) : profil φa avec λa = 497 nm ; (b) profil
φb avec λb = 317 nm ; (c) φs = φa − φb ; (d) ajout 2pi si φs < −pi et soustrait 2pi si
φs > pi ; (e) hauteur calculée de (d). Noter le changement d’échelle entre (c) et (d)
et l’augmentation du bruit.
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III.5 Amplification du bruit
Un problème de la mesure de phase est que le bruit est proportionnel à la longueur
d’onde. Par exemple, le rapport signal sur bruit (RSB) est 10 fois meilleur pour
λ = 0.5 µm que pour λ = 5 µm [Creath (1987)]. Or la longueur d’onde synthétique (avec
deux longueurs d’ondes) étant plus grande que la longueur d’onde originale, le bruit est
également amplifié. Cette amplification du bruit est illustrée sur la Figure 3.9. Le profil
reconstruit avec une longueur d’onde synthétique de 2516 nm (en gris) est beaucoup plus
bruité que le profil reconstruit avec une longueur d’onde de 874 nm (en noir).


















Figure 3.9 – Reconstruction de la mire de calibration STR10-1800S avec une longueur
d’onde synthétique de 874 nm (noir) et avec une longueur d’onde de 2516 nm (gris)
(λa = 497 nm, λb = 415 nm).
Creath [Creath (1987)] a proposée d’utiliser la mesure à deux longueurs d’onde pour
corriger le problème d’ambiguïté 2pi lorsqu’on fait une mesure avec une seule longueur
d’onde λa, tout en étendant l’intervalle de hauteur mesurée, mais cette mesure à la
longueur d’onde λa permet de fournir une mesure avec la précision de la longueur d’onde
d’originale. Elle a donc introduit une phase corrigée, obtenue en comparant (λs/λa)φs
avec φa :
φaCorr = φa +
[




Cette correction étend l’intervalle de hauteur mesurée avec une seule longueur d’onde
et augmente le RSB de la mesure d’un facteur λs/λa par rapport à la mesure avec les
longueurs d’onde équivalentes.
La Figure 3.10 illustre la mesure du saut de hauteur de la mire de calibration
STR10-1000P (Fig. 3.10(a)) et STR100-1800S (Fig. 3.10(b)) avec cette méthode. La
courbe en gris montre que le saut de hauteur mesurée à l’angle d’incidence 12◦ pour
STR10-1000P vaut 80 nm et 135 nm à l’angle d’incidence 8◦ pour STR100-1800S. En
raison du faible angle d’incidence, ces mesures sont incorrectes.
La courbe en noir montre une mesure correcte de 100 nm et 180 nm pour le même
angle d’incidence mais avec la correction utilisant la mesure à deux longueurs d’onde
équivalentes pour chaque objet (12◦ et 40◦ pour STR10-1000P, 8◦ et 51◦ pour
STR100-1800S) combinée à la correction de phase (III-16). En utilisant une longueur
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d’onde synthétique pour le déroulement, nous pouvons donc maintenant obtenir une
mesure correcte du saut de hauteur sans ambigüité 2pi (normalement limité à zmax =


































Figure 3.10 – Profil de la mire de calibration STR100-1000P (a) et STR100-1800S (b).
En gris : le saut de hauteur mesuré pour une longueur d’onde équivalente de 365 nm
(θ = 12◦) (a) et 317 nm (θ = 8◦) (b). En noir : mesure avec la même longueur d’onde
équivalente mais avec la correction à deux longueurs d’onde.
La Figure 3.11 montre deux reconstructions de la mire de calibration STR10-180S. Le
profil en gris présente le saut de hauteur mesuré avec deux longueurs d’onde équivalentes
(497 nm et 317 nm, longueur d’onde synthétique est donc de 874 nm). Le profil en noir
présente le saut de hauteur mesurée pour une longueur d’onde équivalente de 317 nm
avec la correction à deux longueurs d’onde. Là aussi, on peut obtenir une mesure de
saut de hauteur correcte sans augmenter le bruit en utilisant la mesure à deux longueurs
d’onde équivalentes.
















Figure 3.11 – Reconstruction de la mire de calibration STR10-1800S pour une longeur
d’onde synthétique de 874 nm (gris) et pour une longueur d’onde équivalente de 317 nm
avec la correction à deux longueurs d’onde (noir).
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Un autre intérêt de cette méthode avec deux longueurs d’onde équivalentes définies
par l’angle d’illumination est qu’on peut travailler avec une seule source, ce qui évite
d’éventuels problèmes de chromatisme, tout en faisant une mesure correcte.
III.6 Conclusion
J’ai montré qu’avec une illumination inclinée, on peut résoudre le problème d’am-
bigüité 2pi qui existe en profilométrie holographique classique. J’ai également présenté
une approche à deux longueurs d’onde équivalentes pour augmenter l’intervalle de saut
de hauteur mesuré. On obtient donc une bonne précision de mesure sur la hauteur des
objets, mais avec une résolution latérale limitée.
La prochaine partie présente la synthèse d’ouverture en profilométrie multi-angles
pour combiner la haute précision de la profilométrie avec la meilleure résolution latérale
de la tomographie.
IV Synthèse d’ouverture 2D
Dans le premier chapitre, nous avons présenté la synthèse d’ouverture 3D par rota-
tion d’illumination en MTD, qui permet d’avoir une résolution latérale améliorée des
objets tridimensionnels. La synthèse d’ouverture 3D en MTD repose sur la projection
des fréquences objet sur une calotte de sphère. Les différents angles d’illumination per-
mettent de générer un support objet en 3D, puis une transformée de Fourier 3D inverse
permet d’obtenir une image des objets tridimensionnels.
Pour les objets quasi-2D, cette projection sur des calottes de sphère n’est pas néces-
saire. Je détaille dans la section suivante les différents aspects de la synthèse d’ouverture
rapide, utilisant seulement des calculs en 2D.
IV.1 Principe de base
Le principe de base de la synthèse d’ouverture 2D repose sur la modulation et le
décalage des fréquences spatiales. Pour une fonction objet 2D g(x, y), on peut considé-
rer la transformée de Fourier 2D comme une décomposition de cette fonction g(x, y) en
une combinaison linéaire de fonctions élémentaires de la forme exp [j2pi(fXx+ fY y)].
Remarquons que pour un couple particulier de fréquences (fX ,fY ), la fonction élémen-
taire correspondante a une phase nulle le long de droites définies par y = −fXfY x+ nfY (n
étant un nombre entier). Ainsi, comme indiqué Figure 3.12, cette fonction élémentaire
est orientée suivant une direction θ dans le plan XY, l’angle θ avec l’axe x étant donné
par :




Si on multiplie la fonction g(x, y) représentant un objet 2D par une rampe de phase,
c’est-à-dire une onde plane inclinée, de fréquences spatiales fX0 et fY0 :
g(x, y) exp [j2pi(fX0x+ fY0y)]
Figure 3.12 – Droites de phase nulle de la fonction exp [j2pi(fXx+ fY y)]
Sa TF est :
G(fX , fY ) =
∫∫ +∞
−∞
g(x, y) exp [−j2pi(fXx+ fY y)]dxdy III-18
Donc :
F {g(x, y) exp [j2pi(fX0x+ fY0y)]} =∫∫ +∞
−∞
g(x, y) exp [−j2pi((fX − fX0)x + (fY − fY0)y)]dxdy III-19
Avec le changement de variable f ′X = fX − fX0 , on obtient :∫∫ +∞
−∞
g(x, y) exp
[−j2pi(f ′Xx+ f ′Y y)]dxdy III-20
soit :
F {g(x, y) exp [j2pi(fX0x+ fY0y)]} = G(f ′X , f ′Y ) = G(fX − fX0 , fY − fY0) III-21
Le spectre est donc décalé des quantités fX0 et fY0 . Multiplier par une rampe de phase
dans l’espace image revient à décaler le spectre dans l’espace de Fourier.
La synthèse d’ouverture 2D a déjà été étudiée en imagerie cohérente [Paturzo et al.
(2008), Massig (2002), Mico et al. (2006), Alexandrov et al. (2006), Hillman et al. (2009)].
Un des intérêts est d’augmenter l’ouverture numérique effective tout en conservant la
souplesse d’un objectif à basse ouverture. Alexandrov et al. (2006) et Hillman et al.
(2009) proposent une méthode de synthèse dans le plan de Fourier. Chaque hologramme
enregistre une région du spectre complexe des fréquences spatiales 2D. Cette région
est déterminée par les propriétés spatiales et spectrales de l’illumination et l’angle de
détection. L’utilisation d’un objectif à basse ouverture (NA = 0, 15) donne accès à une
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grande distance de travail et un champ de vue large. Mais la résolution du système
d’imagerie est limitée même en faisant une synthèse d’ouverture.
Dans notre système, le but étant d’avoir une grande résolution, un objectif à haute
ouverture (NA = 1, 4) a été utilisé. Cependant, ceci complique la fusion des fréquences
objets 2D dans le domaine de Fourier.
IV.2 Fusion des fréquences spatiales dans Fourier
Considérant un objet faiblement diffractant, sous la première approximation de Born,
chaque hologramme devrait être projeté sur une calotte de sphère. Pour un objet fin, le
spectre objet est indépendant de kz [Hillman et al. (2009)]. La correspondance entre les
fréquences spatiales 3D et les fréquences spatiales 2D peut donc être réalisée en projetant
la calotte de sphère de l’espace 3D (kx, ky, kz) sur l’espace 2D (kx, ky).
Même si les calottes de sphère dans l’espace 3D ne se chevauchent pas, leur projections
dans l’espace 2D se chevauchent (Fig. 3.13).
Figure 3.13 – Plusieurs calottes de sphère d’Ewald en réflexion. Les deux calottes sur-
lignées (en noir et gris) ne se recoupent pas, mais leur projections dans l’espace 2D
(kx, ky) se chevauchent.
Si un objet contient une structure 3D suffisamment grande pour laquelle le spectre
objet présente des variations en kz, les fréquences spatiales à différents angles d’illumina-
tion donnent différentes informations en kz : a priori on ne peut pas facilement fusionner
l’information.
Il faut donc trouver un moyen pour assurer la validité de la fusion.
Une onde d’illumination peut être représentée par son vecteur d’onde ~k0 défini par
les points O et M (Fig. 3.14). L’angle polaire θ est défini entre le vecteur ~OM et l’axe
OKz (plan d’incidence), l’angle azimutal ϕ est défini dans le plan d’observation (plan
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d’objet), par rapport à une direction fixée (ici la droite OKx), obtenue en projetant













Figure 3.14 – Coordonnées et notations pour la synthèse d’ouverture 2D
On peut donc jouer sur les deux angles pour varier les fréquences spatiales de l’onde
d’incidence, données par :
kx = | ~k0| cosϕ sin θ
ky = | ~k0| sinϕ sin θ
kz = (k20 − k2x − k2y)0.5 = | ~k0| cos θ III-22
Noter que la composante kz est indépendante de l’angle azimutal.
En changeant les angles d’incidences (θi et ϕi), nous pouvons obtenir différentes
calottes de sphère. La stratégie utilisée par Alexandrov et al. (2006) consiste à limiter
les variations en kz dont dépend la corrélation entre les différentes fréquences.
Dans notre cas, nous ne considérons que des échantillons plats à l’échelle de λ et
utilisons un balayage permettant de maintenir kz constant (∆kz = 0). D’après la Figure
3.14, kz = | ~k0| cos θ. Un balayage circulaire (θ fixé, ϕ variable) permet donc de fixer kz.
En terme de phase, ceci revient à ne moduler la fonction objet qu’en 2D, et pas selon kz.
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IV.3 Reconstruction numérique
La méthode de reconstruction numérique avec synthèse d’ouverture multi-angles est
illustrée par la Figure 3.15.
À partir des mêmes hologrammes utilisés en MTD, le front d’onde du champ diffracté
Ei est extrait par décalage de phase. Une transformée de Fourier 2D permet d’avoir les
composantes fréquentielles du champ diffracté Si. Le maximum d’amplitude dans le
module de ces composantes est considéré comme le spéculaire Si0. La normalisation
du spectre par ce spéculaire permet de corriger le déphasage constant sur le champ
entre différents angles d’incidence. Le spectre objet est décalé grâce aux coordonnées du
spéculaire. On obtient donc les amplitudes objet normalisées et recalées Si/Si0.
Avec différents angles d’incidence, on obtient un support des fréquences objet étendu.
En raison des redondances entre chaque spectre lors de l’addition, on doit moyenner les














             i(x,y)H
Figure 3.15 – Logigramme de la synthèse d’ouverture 2D ( i, numéro de l’hologramme)
La bande passante finale est théoriquement deux fois plus grande qu’avec une illumi-
nation normale (θ = 0)[Massig (2002), Mico et al. (2006), Paturzo et al. (2008), Hillman
et al. (2009), Alexandrov et al. (2006)]. Dans notre montage expérimental, l’utilisation
d’un objectif à haute ouverture numérique (NA = 1, 4) permet de collecter des ondes
réfléchies à grands angles, et permet donc théoriquement de mesurer des pentes plus
fortes que pour des objectifs à faible ouverture numérique [Malacara (2007)].
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IV.4 Résultats
La Figure 3.16 illustre l’élargissement du support des fréquences spatiales d’un CD
pour un balayage circulaire (θ fixé, ϕ variable). La Figure 3.16(a) représente le spectre
obtenu pour une seule illumination inclinée. La Figure 3.16(b) représente le spectre
élargi avec 8 illuminations. Ces 8 illuminations sont en théorie suffisantes pour couvrir
l’intervalle spectral élargi. Cependant, la fusion d’hologrammes supplémentaires permet
également d’atténuer le bruit (section V.2). La synthèse d’ouverture avec 100 illumina-
tions est présentée sur la Figure 3.16(c). Le spectre objet est bien deux fois plus étendu








Figure 3.16 – Fréquences spatiales d’un CD obtenues par balayage circulaire, (a) : une
illumination inclinée, (b) : 8 illuminations avec une bande passante élargie, (c) : spectre
final, fusionnant 100 illuminations.
4µm (a) (b)
Figure 3.17 – Synthèse d’ouverture sur la surface de CD. (a) : phase reconstruite avec
un seul angle d’illumination, (b) : phase reconstruite avec plusieurs angles d’illumination
en utilisant la synthèse d’ouverture.
La Figure 3.17 présente l’image reconstruite du CD avec la synthèse d’ouverture
2D. La Figure 3.17(a) montre la phase reconstruite avec une seule illumination inclinée.
La Figure 3.17(b) montre la phase reconstruite avec 100 angles d’incidence. La résolu-
tion latérale avec 100 angles d’incidence est bien meilleur que celle avec un seul angle
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d’incidence, et l’image est très peu bruité.
La Figure 3.18 montre l’image de la mire de calibration STR10-1000P avec la syn-
thèse d’ouverture 2D. Les figures 3.18(a) et 3.18(b) montrent la différence sur la phase
reconstruite avec un seul angle d’illumination et plusieurs angles d’illumination en utili-
sant la synthèse d’ouverture selon le plan (x, y). Les figures 3.18(c) et 3.18(d) montrent
la différence sur un profil de bord reconstruit avec un seul angle d’illumination et plu-
sieurs angles d’illumination en utilisant la synthèse d’ouverture. La résolution latérale
et la précision longitudinale sont améliorées par rapport à un seul angle d’illumination,


























Figure 3.18 – Synthèse d’ouverture sur la mire de calibration STR10-1000P. (a) : phase
reconstruite avec un seul angle d’illumination, (b) : phase reconstruite avec plusieurs
angles d’illumination en utilisant la synthèse d’ouverture, (c)(d) : profils associés.
IV.5 Ombrage
Une contrainte liée à la présence de structures 3D est l’ombrage lors d’illuminations
inclinées à fort angle d’incidence (illustré Fig. 3.19). Selon les différentes incidences, la
zone d’ombrage de l’objet observé est différente. La Figure 3.19 en montre un exemple.
Pour avoir une résolution améliorée lors de la synthèse d’ouverture, il faut limiter l’in-
fluence de ces zones d’ombrage. Le balayage circulaire permet d’obtenir un ombrage
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différent sur 360◦. On peut alors choisir un critère de qualité et sélectionner les points
pour la reconstruction. Le taux de modulation donné par la formule (III-7) peut être uti-
lisé pour évaluer l’intensité lumineuse afin d’identifier où se situent ces zones d’ombrage.
4µm
(a) (b)
Figure 3.19 – Zone d’ombrage liée aux incidences inclinées pour l’objet ayant une
structure 3D. Notons les différents angles d’incidence entre (a) et (b).
IV.6 Défocalisation
Lorsque l’objet observé est illuminé sous un grand angle d’incidence (angle polaire
θi), des problèmes de focalisation peuvent se poser. Ceci peut rendre le résultat incorrect
quand on fusionne les fréquences objet dans l’espace de Fourier. L’idée est donc d’utiliser
le spectre angulaire pour repropager le plan objet, puis trouver le plan de meilleur mise
au point grâce à un critère de netteté. Le gradient absolu d’amplitude fournit un critère
de netteté. Le processus se fait selon les étapes suivantes :
— Propager le plan objet sur plusieurs plans intermédiaires en utilisant le spectre
angulaire.
— Quantifier le degré de mise au point de chaque plan propagé. On utilise pour cela
le calcul de la dérivée première absolue du plan grâce à l’opérateur de gradient
absolu (GRA) [Groen et al. (1985)]. Pour une distribution discrète d’amplitude,
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[g(x, y)− g(x− 1, y)]2 + [g(x, y)− g(x, y − 1)]2 III-23
— Comparer la somme sur l’ensemble des pixels du gradient absolu de chaque plan
repropagé. Le plan avec la meilleure mise au point est caractérisé par le minimum
de cette somme.
La Figure 3.20 présente un exemple de mise au point automatique sur la mire de
calibration STR10-1000P. La Figure 3.20(a) montre l’amplitude reconstruite en incidence
normale à 0◦. Les figures 3.20(b) et 3.20(c) montre la différence d’amplitude reconstruite
avant et après la mise au point pour un même angle d’incidence à 40◦. On obtient bien





Figure 3.20 – Mise au point sur la mire de calibration STR10-1000P. (a) : incidence
normale à 0◦, (b) : incidence inclinée à 40◦ avant la mise au point, (c) : incidence inclinée
à 40◦ après la mise au point.
IV.7 Conclusion
Une synthèse d’ouverture 2D pour les objets réfléchissants quasi-2D a été présentée
dans cette section. Cette synthèse d’ouverture est basée sur le décalage des fréquences
spatiales dans l’espace de Fourier. Lors de la fusion des spectres objet pour différents
angles d’illumination, certaines précautions doivent être prises. En raison des difficultés
expérimentaux aux grands angles d’illumination, j’ai présenté également une technique
automatique de refocalisation des images avant la fusion des spectres objet.
Pour obtenir des bons résultats, il faut tenir compte des diverses sources d’erreurs
possibles, et les traiter avant la fusion des spectres objet. Ces sources d’erreur et les
méthodes de correction associées sont présentées dans la prochaine section.
100
V Sources d’erreurs possibles
La précision des mesures profilométriques peut être diminuée par différents facteurs.
Pour obtenir la meilleure précision possible, les sources d’erreurs doivent donc être mi-
nimisées. Elles peuvent provenir essentiellement :
— des erreurs de décalage de phase
— du bruit cohérent
— des aberrations optiques liées au montage
V.1 Erreur liée au décalage de phase
L’interférométrie à décalage de phase requiert un changement linéaire de phase sur
le chemin optique de référence. Si chaque saut d’un algorithme à N sauts de phase ne
varie pas exactement comme prévu (2pi/N), une erreur de phase est introduite.
L’algorithme présenté dans le premier chapitre utilise quatre sauts de phase, mais
N peut être différent de 4 (N ≥ 3). La différence entre les algorithmes est liée au
nombre d’hologrammes enregistrés, au décalage de phase entre chaque hologramme, ce
qui influence la sensibilité de l’algorithme, et au bruit d’environnement telles que les
vibrations et les turbulences.
[Schwider (1989)] a montré qu’une erreur sinusoïdale de l’Eq (I-39) dans la recons-
truction entraîne une erreur linéaire du décalage de phase. Cette erreur a une fréquence
double de celle des franges d’interférences. En utilisant deux fois l’algorithme à trois sauts
de phase (pi/2) sur la référence, on peut réduire cette erreur [Schwider et al. (1983), Pret-
tyjohns and Wyant (1987)]. Le saut de phase (pi/2) peut déplacer le motif de franges
d’un quart de période. L’erreur de reconstruction peut donc être décalée de la même
distance physique entre deux mesures. Puisque cette erreur se produit à une fréquence
double des franges, l’erreur périodique entre deux mesures sera compensée par la moitié
de sa période. Les erreurs dans les deux calculs auront donc tendance à s’annuler quand
ils sont moyennés.
Cette technique peut notamment être utilisée avec 4 hologrammes décalés de pi/2.
On utilise alors séparément les trois premiers hologrammes (I1, I2, I3) et les trois derniers
hologrammes (I2, I3, I4) avec l’algorithme à trois sauts de phase.
φ1(x, y) = arctan(
I3 − I2
I1 − I2 )
φ2(x, y) = arctan(
I4 − I3
I2 − I3 ) III-24
La moyenne des deux calculs permet d’obtenir un résultat significativement moins sen-
sible à l’erreur de décalage de phase [Malacara (2007)].
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V.2 Bruit cohérent
En MTD, l’enregistrement des hologrammes est effectué par un capteur CCD ou
CMOS. Puis le front d’onde objet est reconstruit numériquement en simulant la propa-
gation des faisceaux optiques. Cependant, l’utilisation d’une illumination spatialement
cohérente induit un bruit cohérent ou speckle, qui provient de la surface rugueuse, des
inhomogénéités de réfraction, des réflexions multiples, des rayures ou poussières, et qui
dégrade la qualité de l’image reconstruite. Le problème est d’autant plus critique en
profilométrie, qui vise une haute précision.
De nombreuses méthodes ont été proposées pour réduire le speckle dans la littéra-
ture, telles que :
— Filtrage numérique des hologrammes
— Enregistrement de multiples hologrammes pour les moyenner
— Utilisation d’une illumination partiellement cohérente
Filtrage numérique des hologrammes
Une approche est le filtrage numérique basé sur les traitements numériques du signal.
[Garcia-Sucerquia et al. (2005)] décrient deux approches, l’une est basée sur la réduction
de la taille de l’image reconstruite, l’autre est appliquée en convoluant l’image recons-
truite par un filtrage médian. [Cai (2010)] déconvolue d’abord l’image reconstruite par
une fonction d’ouverture, puis sépare le signal et le bruit par une transformation homo-
morphique et applique finalement un filtrage de Wiener pour réduire le bruit cohérent.
[Maycock et al. (2007)] échantillonnent séquentiellement la transformée de Fourier dis-
crète de l’image reconstruite. [Sharma et al. (2008)] utilisent un filtrage par ondelettes
pour augmenter le RSB de l’image reconstruite. Ces auteurs ont montré également un
inconvénient de ces méthodes, qui réduisent la résolution de l’image reconstruite, ce que
nous voulons éviter.
Enregistrement d’hologrammes multiples pour les moyenner
Il s’agit en général d’enregistrer plusieurs hologrammes avec différents bruits de spe-
ckle. Le bruit doit être décorrélé d’une image à l’autre, sinon l’amélioration ne sera pas
optimale, voire inefficace. Les différents hologrammes peuvent être obtenus par :
— Utilisation de multiples longueurs d’onde [Nomura et al. (2008)]
— Utilisation de multiples incidences inclinées [Feng et al. (2009), Kang (2008)],
— Utilisation de multiples illuminations polarisées [Rong et al. (2010)]
Une moyenne finale de tous les hologrammes permet de réduire le bruit cohérent et aussi
d’améliorer la qualité de l’image reconstruite.
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Illumination partiellement cohérente spatialement
Dubois et al. [Dubois et al. (2006), Dubois et al. (2004)] ont transformé une source
laser cohérente en illumination partiellement cohérente spatialement. Le faisceau laser
est focalisé sur un diffuseur rotatif. En tournant le diffuseur, la cohérence spatiale est
réduite, ce qui réduit alors le bruit cohérent. Une contrainte de cette méthode est la
profondeur limitée de l’objet observé en raison de la longueur de cohérence limitée. Les
sources à basse cohérence imposent également des contraintes expérimentales plus fortes.
Critère d’estimation du bruit cohérent
Notre méthode est justement basée sur l’utilisation d’illumination multiples. Un
moyennage de l’information doit donc directement permettre d’améliorer le bruit dans
les images.
Le critère d’estimation du bruit cohérent le plus utilisé est le contraste de speckle
([Kang (2008)]). Il est donné par l’écart type σ divisé par la moyenne de l’intensité sur
l’image 〈I〉, soit :







(m× n) et σ =
√√√√∑x ∑y (I(x, y)− 〈I〉)2
m× n− 1
où m× n est la taille de la zone de speckle choisie.
Pour N hologrammes, la valeur moyenne du contraste de speckle est donnée par :








Par rapport à un seul hologramme, le contraste de speckle est amélioré d’un facteur
1/
√
N . Une valeur élevée de contraste de speckle équivaut à un bruit cohérent important.
Avant de calculer le contraste de speckle, la décorrélation entre différents hologrammes
















En étudiant la corrélation entre hologrammes successifs, il va permettre d’estimer
l’efficacité d’un moyennage pour diminuer le bruit.
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Dans notre montage, le coefficient de corrélation est très faible, ce qui montre une
bonne décorrélation entre hologrammes successifs. Les multiples illuminations inclinées
permettent une réduction significative du bruit cohérent en moyennant les informations
communes entre différents hologrammes en amplitude et en phase . La fusion des spectres
lors d’un balayage circulaire nous permet d’avoir une reconstruction correcte en minimi-

























Figure 3.21 – Contraste de speckle en fonction de nombre d’hologrammes.
La Figure 3.21 montre le contraste de speckle en fonction du nombre d’hologrammes
pour la mire de calibration STR10-1000P présentée Figure 3.18. Pour chaque holo-
gramme, on prend dix zones différentes sur l’image d’intensité reconstruite. On calcule
le contraste de speckle pour chaque zone, puis on calcule la moyenne de toutes les zones.
Pour un seul hologramme, le contraste de speckle vaut 0, 358, lorsqu’on augmente le
nombre d’hologrammes à 10, le contraste de speckle vaut 0, 159 et cette valeur des-
cend à 0, 049 pour 100 hologrammes. On note bien que le contraste de speckle diminue
rapidement lorsque le nombre d’hologrammes augmente : le bruit cohérent est donc si-
gnificativement réduit si on utilise les informations communes. En appliquant la formule
(III-25), on peut comparer avec les valeurs théoriques (Fig. 3.21, trait plein). La diffé-
rence résiduelle entre les deux courbes peut provenir d’un biais systématique, d’un bruit
partiellement cohérent, mais le résultat mesuré et le résultat théorique sont proches, ce
qui conforte la démarche expérimentale.
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V.3 Aberration
À partir des hologrammes enregistrés, nous pouvons obtenir les informations de la
phase induite par l’objet. Cependant les aberrations du montage doivent être compen-
sées. En effet, si des déviations du front d’onde de quelque nm ne sont pas critiques en
tomographie diffractive (résolution en z de plusieurs centaines nm), elles peuvent per-
turber la mesure de surface, car la précision doit être nettement meilleure (de l’ordre du
nm). Dans la littérature, la compensation des aberrations repose essentiellement sur les
principes suivants :
— Estimation d’un critère de qualité dans l’image (par exemple : ratio de Strehl).
Numériquement, un modèle permet de modéliser les aberrations. De façon itéra-
tive, on ajuste les paramètres du modèle pour obtenir le meilleur critère de qualité.
Ce critère est utilisé dans le cas de l’optique adaptative. L’avantage de cette ap-
proche est qu’elle ne nécessite pas d’hologramme de référence (hologramme sans
spécimen) [Stadelmaier and Massig (2000)].
— Estimation des écarts à l’onde parfaite (par exemple : onde plane), c’est-à-dire
calculer l’écart à la teinte plate de l’interféromètre. Cette estimation peut être
faite de plusieurs façons :
1. En absence de l’objet, cas le plus évident [Takeda et al. (1982), Colomb et al.
(2006), Ferraro et al. (2003)]. Par exemple, la méthode de la double exposition
utilise une image du fond en absence de l’objet [Kühn et al. (2008)].
2. En utilisant un modèle d’ajustement des aberrations sur des points sélection-
nés manuellement hors de l’objet [Seo et al. (2012)]. L’objet est évité et les
aberrations sont estimées en son absence.
D’une façon pratique, la correction va être appliquée soit numériquement (correction
directe de phase dans le cas cohérent, déconvolution dans le cas incohérent), soit physi-
quement (réglages d’une lentille [Qu et al. (2009)], ajustement de la figure de phase sur
un SLM ou un miroir déformable).
Pour notre approche avec plusieurs dizaines d’hologrammes, il faut utiliser une mé-
thode rapide et simple à automatiser.
Compensation flexible d’aberration de phase
Nous proposons une méthode numérique simple et rapide pour la compensation
d’aberrations induites pour le montage expérimental en réflexion. Cette méthode est
basée sur l’extraction du fond de l’image de phase reconstruite, en supposant que la sur-
face de l’échantillon étudié est homogène et lisse, suivie par une soustraction de l’image
de fond sur cette image de phase. L’image de phase est reconstruite à partir des holo-














Figure 3.22 – Algorithme de compensation d’aberration flexible par ajustement poly-
nomial.
La Figure 3.22 illustre l’algorithme de cette méthode. Elle est basée sur trois étapes
principales :
— Utiliser un filtre de Canny pour détecter les bords de l’objet, puis faire une dila-
tation pour éliminer les trous potentiels au niveau des bords, trouver les contours
de l’objet avec les bords de l’objet (algorithme de suivi de contours), dessiner un
masque objet avec ces contours. Remarquons que ce masque n’a pas besoin d’être
précis aussi longtemps que l’objet est inclus dans ce masque.
— Extraire le fond de l’image de phase en multipliant l’objet par le masque, puis
faire un ajustement polynomial par moindres carrés, avec un tirage aléatoire des
points sur le fond de l’image de phase. Le tirage des points est flexible et peut
facilement contourner les objets, même nombreux.
— Enfin, soustraire ce polynôme de l’image de phase reconstruite, pour obtenir une
image de phase avec aberrations compensées.
L’avantage par rapport aux autres méthodes est qu’il n’est pas nécessaire de prendre
un hologramme de référence (sans objet). Au lieu de prendre juste une ligne sur le fond de
l’image comme [Seo et al. (2012), Kühn et al. (2008)], on peut utiliser toute zone évitant
l’objet. Une fois le seuil du filtre de Canny trouvé, la compensation d’aberrations est
automatique, ce qui est très utile en cas d’incidences multiples à traiter. Le temps de
traitement est rapide (pratiquement 160 ms pour 1 angle d’illumination) en utilisant des
dizaines de points pour l’ajustement.
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Image de phase (a)
Masque objet (c) Aberration (d)








Figure 3.23 – Illustration de la compensation d’aberrations sur une surface de CD.
(a) : image de phase reconstruite. (b) : image de phase corrigée. (c) : masque objet. (d) :
image de fond obtenue avec ajustement polynomial par moindres carrés.
La Figure 3.23 présente les images obtenues à chaque étape avec la méthode de
compensation flexible d’aberrations de phase appliquée à un disque compact . La Figure
3.23(a) est l’image de phase d’une surface de CD reconstruite. On voit notamment que
le fond est dominé par l’astigmatisme. La Figure 3.23(c) est le masque de l’image de
CD. On peut remarquer que le masque déborde nettement de l’objet. Le seuil du filtre
de Canny n’a pas besoin d’être précis. La Figure 3.23(d) est l’image de fond obtenue
en masquant les gravures, avec un ajustement polynomial par moindres carrés à l’ordre
3. La Figure 3.23(b) est l’image de phase sans les aberrations, obtenue en soustrayant









































Figure 3.24 – Profils illustrant la compensation d’aberrations sur une surface de CD.
(a)(c) : profil de surface de CD avant et après correction. (b) : profil de fond, correspon-
dant au polynôme des aberrations.
La Figure 3.24 montre un profil de la surface de la Figure 3.23. La Figure 3.24(a)
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montre une surface de CD courbe, ce qui n’est pas normal. La Figure 3.24(b) met en
évidence une aberration quadratique du système. La méthode de compensation d’aberra-
tions a bien enlevé cette aberration quadratique comme on le voit sur la Figure 3.24(c).
On peut remarquer que le profil est asymétrique ce qui est un inconvénient dans les
méthodes utilisées par Seo et al. (2012) et Kühn et al. (2008), mais pas pour notre
méthode.
La Figure 3.25 montre un exemple de la compensation automatique d’aberrations
appliquée à l’image d’une indentation Berkovich sur une surface d’acier. L’image de
phase avant la compensation d’aberration montre une rampe de phase sur le profil du
fond : l’échantillon est incliné ce qui induit une aberrations de "tilt", avec un intervalle
de hauteur de 0 à 150 nm. Après compensation des aberrations, l’intervalle de hauteur
sur le fond s’élève de −10 nm à 10 nm, ce qui est cohérent avec la nature de l’échantillon.
Notons que ce mode d’imagerie ne remplace pas le MTD. En effet, l’information re-
construite est différente, et les images en partie réelle et imaginaire du MTD
(Fig. 2.17) montrent mieux des petits détails (rayures, poussières) difficilement visibles
sur l’image de phase seule. Les 3 modes (phase, MTD partie réelle, MTD partie imagi-


























Figure 3.25 – Image de phase du substrat d’une indentation Berkovich sur une surface
d’acier. À gauche : avant compensation d’aberration, à droite : après compensation.
Image en bas : profil sur le fond. Noter le changement d’échelle.
La Figure 3.26 montre un autre exemple de la compensation d’aberrations sur une
image de phase d’un frottement sur revêtements de surface (Ti0,5Al0,5N). Après cor-
rection des aberrations avec notre méthode (Fig. 3.26(b)), on peut obtenir une image
































16 32 48 640 80
Figure 3.26 – Image de phase d’un frottement sur revêtements de surface (Ti0,5Al0,5N).
À gauche : avant compensation, à droite : après compensation d’aberration. Image en
bas : un profil selon une ligne transverse au frottement.
possible sur l’image brute (Fig. 3.26(a)).
V.4 Conclusion
Dans cette section, trois principales sources d’erreurs ont été étudiées : l’erreur liée
au décalage de phase, le bruit cohérent lié à l’utilisation du laser et les aberrations
optiques du système. J’ai montré qu’avec notre méthode, il est possible de réduire le bruit
cohérent en moyennant les différents hologrammes. J’ai également présenté une technique
de compensation d’aberration de phase. Le processus a été automatisé, et est transparent
pour l’utilisateur. Nous disposons donc maintenant d’une technique d’imagerie de surface
possédant une bonne résolution latérale grâce à la tomographie et d’une bonne précision
longitudinale grâce à la profilométrie multi-angles.
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Résumé
En utilisant les mêmes jeux de données que le MTD, nous avons réa-
lisé une profilométrie multi-angles. L’incidence inclinée permet de résoudre
le problème d’ambiguité 2pi. Une approche à deux longueurs d’onde équi-
valentes a aussi été réalisée. Elle permet d’augmenter l’intervalle de saut
de hauteur mesuré sans augmenter le bruit. J’ai présenté également une
synthèse d’ouverture 2D basée sur le décalage des fréquences spatiales afin
d’avoir une bonne résolution latérale pour les objets réfléchissants quasi-2D.
Travaillant avec un objectif à haute ouverture numérique, la focalisation sur
le plan objet peut être difficile sur l’intervalle angulaire du balayage. Nous
avons donc utilisé une technique de refocalisation automatique qui rend les
mesures robustes à la défocalisation. Pour assurer la validité de la profi-
lométrie multi-angles, nous avons également étudié les principales sources
d’erreurs. Une technique de compensation d’aberration de phase a été ainsi
présentée pour corriger les aberrations du système. Cette méthode est auto-
matique, ce qui est très utile en cas d’incidences multiples. La profilométrie
multi-angles permet donc d’atteindre une bonne résolution latérale et une





Le microscope tomographique diffractif en transmission et en réflexion construit au
MIPS ouvre plusieurs perspectives intéressantes pour prolonger les travaux de cette
thèse.
I Couplage de la transmission et la réflexion du MTD
Le MIPS a démontré expérimentalement la meilleure résolution latérale du MTD
en transmission par rapport aux microscopes classiques [Debailleul et al. (2009), mais
la résolution longitudinale reste limitée à cause du cône manquant sur son OTF selon
l’axe optique (Fig. 4.1(a)). Le MTD en réflexion permet de récupérer une partie des
fréquences le long de l’axe optique (Fig. 4.1(b)). L’idée est donc de combiner l’OTF
en transmission et l’OTF en réflexion pour avoir à la fois une résolution latérale et




(a) (b) (c) (d)
Figure 4.1 – Simulation des OTF obtenues en MTD pour 2000 angles d’illumina-
tion.(a) : OTF en transmission, (b) : OTF en réflexion, (c) : couplage de l’OTF avec la
transmission et la réflexion, (d) : OTF d’un MTD de type 4pi.
111
Dans un premier temps, nous avons simulé les résultats obtenus pour un objet simple :
une micro-bille de 15 µm déposée sur une lame ITO (illustré Fig. 4.2(a)). La Figure 4.2(b)
montre l’image simulée de la micro-bille avec le MTD en transmission. En raison du cône
manquant, les bords de la micro-bille sur l’axe z ne sont pas bien résolus. La lame ITO est
quasiment indétectable. La Figure 4.2(c)) montre l’image simulée en réflexion. Puisque
le MTD en réflexion ne récupère que les hautes fréquences, on ne voit que les bords de
l’objet, l’intérieur de l’objet est quasiment invisible. Notons aussi que la lame ITO est
détectée. La Figure 4.2(d) montre l’image simulée avec le couplage de la transmission et
la réflexion. Grâce aux hautes fréquences récupérées en réflexion, on reconstruit mieux la
bille et la lame ITO est visible. L’image simulée avec un montage de type 4pi est illustrée
sur la Figure 4.2(e), le résultat est presque identique que celui obtenu de la Figure 4.2(d).





Figure 4.2 – (a) : Simulation d’une micro-bille de 15 µm déposée sur une lame ITO,
(b) : image simulée avec le MTD en transmission, (c) : image simulée avec le MTD en
réflexion, (d) : image simulée avec le couplage de la transmission et la réflexion, (e) :
image simulée pour un montage de type 4pi.
La simulation montre donc qu’il sera possible d’avoir une résolution quasi-isotrope en
couplant la transmission et la réflexion du MTD. Le montage complet sera un montage
de type 4pi [Lauer (2002)] qui n’a encore jamais été réalisé en MTD. Cependant, il existe
plusieurs difficultés pour réaliser expérimentalement ce couplage. Une première difficulté
est l’objet à observer qui doit être transparent globalement (MTD en transmission) mais
aussi induire une onde réfléchie assez intense pour être détectée (voir Chapitre II) avec
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le MTD en réflexion. La deuxième difficulté est le recalage entre la transmission et la
réflexion.
Dans un deuxième temps, nous avons choisi d’observer une bille de 15 µm afin de
valider la simulation. Nous avons déposé la bille sur une lame ITO pour récupérer le
spéculaire en réflexion, ce que j’ai déjà présenté dans le deuxième chapitre. Nous obser-
vons deux billes collées l’un contre l’autre lors de la reconstruction en transmission (Fig.
4.3(a)). Les bords longitudinaux par rapport aux bords latéraux sont moins résolus, ce
qui est conforme avec les fréquences manquantes le long de l’axe z. La Figure 4.3(b)
montre l’image reconstruite avec le couplage de la transmission et la réflexion. On voit





Figure 4.3 – Bille de 15 µm reconstruite dans son plan (x,z). (a) : transmission, (b) :
transmission + réflexion.
Une raison est la fusion des fréquences objet dans l’espace de Fourier. Pour l’instant,
j’ai simplement ajouté les fréquences acquises dans les deux modes. Les amplitudes
complexes de ces fréquences ne sont pas normalisées. Il faut donc trouver une solution
de recalage pour normaliser les fréquences acquises en transmission par rapport à celles
acquises en réflexion.
La deuxième raison est la présence d’une image dédoublée, même avec une lame ITO
avec 12% de réflexion. Notre algorithme n’est donc pas bien adaptée.
Ceci nous a amené à nous intéresser à la tomographie assistée par miroir.
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II Tomographie assistée par miroir
Pour avoir une résolution complètement isotrope, [Mudry et al. (2010)] ont présenté
un montage dit «tomographie assistée par miroir». Dans la configuration du MTD en
réflexion, ils ont placé un objet devant un miroir, ce qui permet d’avoir une OTF symé-
trique. Le seul problème reste de séparer les parties transmises et les parties réfléchies
par l’objet ou le miroir.
La Figure 4.4 présente les superpositions des quatre termes.
— l’onde réfléchie par l’objet,
— l’onde transmise dans l’objet et réfléchie par le miroir,
— l’onde réfléchie par le miroir et transmise dans l’objet,






Figure 4.4 – Superposition des parties transmises et réfléchies en tomographie assistée
par miroir.
Le but est de séparer les termes afin de reconstruire correctement l’image de l’objet
observé. [Natterer (2008)] a proposé de les séparer deux à deux en utilisant une trans-
formée en cosinus, et [Mudry et al. (2010)] ont utilisé la polarisation afin de séparer les
termes. Ils ont démontré que la résolution longitudinale est meilleure que celle obtenue
avec une configuration standard du MTD en réflexion.
Durant ma thèse, j’ai aussi commencé à étudier la tomographie assistée par miroir.
Nous avons déposé des cristaux sur une lamelle de microscope métallisée et recouverte
d’une fine couche de polymère. En utilisant notre algorithme de reconstruction (sans
séparer les termes mélangés transmis et réfléchis), nous avons obtenu un effet miroir de
l’objet observé. La Figure 4.5 présente ce résultat. Les cristaux sont dédoublés. Lorsqu’on
tourne les cristaux dans le volume, on voit bien l’effet miroir.
Il faudra maintenant mettre au point les algorithmes et compléter l’expérience (en












Figure 4.5 – Tomographie en réflexion de cristaux déposés sur une lame réfléchissante.
Noter l’effet miroir.
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III Correction d’aberration du MTD en transmission
Dans le chapitre III, j’ai présenté une méthode de compensation d’aberration de
phase en profilométrie multi-angles. Dans notre MTD, l’utilisation d’un objectif à haute
ouverture numérique permet d’améliorer la résolution. Cependant, l’illumination à grand
angle d’incidence peut défocaliser l’objet, et induire des aberrations dans l’image recons-
truite. Si nous arrivons à corriger ces aberrations, nous pouvons augmenter la qualité
de l’image reconstruite. Nous avons donc aussi appliqué la méthode de compensation
d’aberration en MTD en transmission.
Au lieu de corriger la phase comme en profilométrie multi-angles, nous corrigeons
directement les parties réelle et imaginaire des acquisitions. On reprend l’algorithme de
reconstruction des données en MTD (Fig. 2.5). Dans l’étape (c), lorsque les fréquences
objet sont normalisées, avant d’être projetées la calotte de sphère, une transformée in-
verse 2D permet de retrouver les parties réelle et imaginaire 2D de l’image. Ensuite, on
corrige ces parties réelle et imaginaire 2D en appliquant la même méthode de compensa-
tion d’aberration. Lorsque les parties réelle et imaginaire sont corrigées, une transformée
de Fourier 2D inverse est à nouveau calculée. On projette alors les fréquences objet
corrigées sur la calotte de sphère.
On répète le processus pour les différents angles d’illumination. Un support de fré-
quences objet 3D est obtenu en cumulant les différentes calottes, puis une transformée
de Fourier 3D inverse permet d’obtenir une image reconstruite de l’objet observé avec
la correction d’aberration en transmission.
La Figure 4.6 montre le résultat de la correction d’aberration sur un micromètre.
La Figure 4.6(a) montre la partie réelle reconstruite pour un angle quelconque. Sur son
profil, on voit la présence de fortes aberrations. Lorsqu’on a appliqué la méthode de
compensation d’aberration, ces aberrations sont corrigées (Fig. 4.6(b)).
La Figure 4.7 présente le même résultat avec 400 angles d’illumination. Comme déjà
présenté dans le chapitre précédent, les hologrammes multiples permettent de moyenner
le bruit cohérent. La Figure 4.7(a) est donc de meilleure qualité que la Figure 4.6(a),
mais des aberrations existent toujours : sur son profil, les quatre traits du micromètre
ne sont pas au même niveau. Après compensation d’aberration, on voit maintenant un
profil plan, et les amplitudes des traits du micromètre sont alignées. (Fig. 4.7(b)).
Ce travail de compensation automatique des aberrations en transmission sera très
utile dans le cadre de la thèse de Jonathan Bailleul, qui porte sur le couplage de la
tomographie en rotation de spécimen avec la tomographie en rotation d’illumination en
transmission.
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Figure 4.6 – Micromètre reconstruit en MTD avec un seul angle d’illumination. (a) :
avant correction d’aberration, la coupe en diagonale met en évidence une forte aberration,


















Figure 4.7 – Micromètre reconstruit en MTD avec 400 angles d’illumination. (a) : avant
correction d’aberration, (b) : après correction d’aberration. Les traits du micromètre sont
maintenant correctement alignés, et l’image est de bien meilleure qualité.
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IV Simulation d’autre modes d’imagerie
À partir des hologrammes enregistrés avec le MTD, il est possible de reconstituer les
images qui seraient obtenues à l’aide de microscopes classiques : microscope en champ
clair et microscope en champ sombre.
Dans un microscope en champ clair, nous enregistrons directement l’intensité de
l’objet observé sur la caméra. Dans notre microscope tomographique diffractif, l’intensité
peut être reconstituée à partir de la partie réelle et la partie imaginaire 3D.
Dans un microscope en champ sombre, on utilise un disque pour bloquer la partie
centrale du faisceau d’illumination. Par conséquent, le faisceau d’illumination arrive sur
l’objet est très incliné. Au niveau de la détection, on utilise un diaphragme pour bloquer
le spéculaire, on récupère donc seulement la partie diffractée par l’objet sur la caméra.
Dans notre MTD, puisque nous connaissons l’angle du faisceau d’illumination, nous
pouvons bloquer le spéculaire numériquement en filtrant le spéculaire avec un masque.
Nous pouvons donc reconstituer l’image obtenue avec un microscope en champ sombre.
La Figure 4.8 montre la reconstruction de diatomées avec notre MTD. Les Figure
4.8(a) et Figure 4.8(b) sont la partie réelle et la partie imaginaire obtenues avec notre
MTD en transmission. La Figure 4.8(c) est l’image reconstituée pour un microscope en
champ clair. On peut noter qu’il contient à la fois les informations de la partie réelle et
la partie imaginaire. La Figure 4.8(d) est l’image reconstituée pour un microscope en
champ sombre.
La simulation d’autres modes d’imagerie est possible avec notre jeux de données
en MTD. Par exemple, l’illumination oblique, le microscope à contraste de phase, le
microscope DIC. Ceci permettrait de fournir plusieurs images d’un même spécimen,




Figure 4.8 – Reconstruction d’un spécimen observé en MTD. (a) : partie réelle, (b) :
partie imaginaire, (c) : intensité enregistrée (correspondant à l’image d’un microscope
classique en champ clair) et (d) : intensité sans l’illumination (correspondant à l’image





Dans le cadre de cette thèse, nous souhaitions étudier le microscope tomographique
diffractif en réflexion et le couplage avec le MTD en transmission.
Au début de ma thèse, je n’avais pas de connaissances en optique, ni en microscopie,
ayant fait ma licence en informatique réseaux, mon premier master 2 en électronique
automatique et informatique et mon deuxième master 2 en radiophysique et imagerie
médicale. J’ai donc consacré les premiers mois à me former en optique géométrique,
en optique de Fourier et en holographie numérique. Après avoir acquis les connaissances
minimum, j’ai commencé à travailler sur le microscope tomographique diffractif en trans-
mission qui existait déjà au MIPS.
Notre premier objectif était l’optimisation du montage expérimental du MTD en
transmission. On a remplacé tout d’abord le capteur CCD par un capteur CMOS, qui
possède un meilleur rapport signal sur bruit. Ensuite, nous avons modifié le système
d’injection du laser afin d’avoir une onde d’illumination plane propre, et optimisé le
programme d’acquisition en transmission en LabView. La vitesse d’acquisition a été
accéléré d’un facteur 5. Nous avons aussi optimisé le programme de reconstruction. Le
temps de reconstruction est réduit, et l’image reconstruite est aussi de meilleure qualité.
J’ai aussi étudié l’holographie hors axe : l’enregistrement d’un seul hologramme per-
met d’accélérer le temps d’acquisition d’un facteur 4 par rapport au décalage de phase
utilisé avant. Puisque l’image du jumeau et l’ordre 0 sont complètement éliminés, l’image
de l’objet reconstruite présente aussi une meilleure qualité qu’avec le décalage de phase.
Nous avons étudié différents échantillons (pollens, diatomées, cristaux) en transmis-
sion avec des résultats encourageants.
Une fois le MTD en transmission optimisé, j’ai travaillé sur le MTD en réflexion.
Comme présenté dans le chapitre II, l’utilisation du miroir rapide (FSM300) a accéléré
encore le temps d’acquisition. Il est inférieur à une minute pour 300 angles d’incidence.
Une collaboration avec le laboratoire LPMT nous a permis d’imager des défauts sur
de surfaces métalliques ainsi que des indentations Berkovich et Vickers sur une surface
d’acier ou des revêtements de TiAlN. Nous avons vu l’apparaître des franges à l’intérieur
des indentations sur l’image reconstruite. Ceci explique qu’on ne peut pas reconstruire
correctement des indentations avec notre algorithme.
Afin d’imager correctement ces indentations, j’ai commencé à étudier l’information
de phase, qui n’est généralement pas traitée en MTD. Le problème d’ambigüité 2pi est lié
à l’utilisation de la fonction arctan. Puisqu’il existe déjà des algorithmes de déroulement
de phase, j’ai choisi celui de [Herráez et al. (2002)]. J’ai appliqué le déroulement de
phase sur la phase reconstruite des indentations et la hauteur mesurée est la même
que celle programmée par l’indenteur. Ceci était notre premier résultat en profilométrie
multi-angles.
Dans le but de calibrer notre profilométrie multi-angles, on a utilisé des mires de
calibration (STR10-1000P et STR10-1800S). En étudiant la mire de calibration STR10-
1000P, la hauteur mesurée s’est révélée. Les objectifs à haute ouverture numérique utilisés
pour améliorer la résolution latérale limitent la hauteur mesurée à λ/4n, n étant l’indice
du milieu. En introduisant une longueur d’onde équivalente plus grande en inclinant
l’incidence λe = λ4n cos θ , l’intervalle de saut de hauteur mesuré a été élargi.
J’ai appliqué la même méthode pour la mire de calibration STR10-1800S, qui possède
des sauts de hauteur plus important. En raison de l’ouverture numérique de l’objectif,
l’angle maximal est limité à 67, 5◦. Il est expérimentalement difficile d’obtenir la bonne
hauteur en inclinant autant le faisceau d’illumination. J’ai donc étudié la méthode à
deux longueurs d’onde proposée par [Cheng and Wyant (1984)]. Mais au lieu d’utili-
ser deux sources, j’ai utilisé une seule source, la possibilité d’avoir plusieurs longueurs
d’onde équivalentes en inclinant le faisceau d’illumination. On retrouve alors la bonne
hauteur pour la mire de calibration STR10-1800S, mais le bruit est également amplifié,
puisqu’il est proportionnel à la longueur d’onde. Afin d’augmenter l’intervalle de saut
de hauteur mesurée sans augmenter le bruit, j’ai adapté une méthode de correction de
phase proposée par [Creath (1987)].
En utilisant les incidences multiples, j’ai aussi étudié une synthèse d’ouverture 2D
pour améliorer la résolution latérale de la phase reconstruite, ainsi que les sources d’er-
reurs qui peuvent dégrader la qualité de la mesure : l’erreur liée au décalage de phase, le
bruit cohérent lié à l’utilisation du laser et les aberrations optiques du système. J’ai im-
plémenté deux algorithmes automatiques : l’une pour la défocalisation à fort angle d’illu-
mination, l’autre pour la compensation d’aberration de phase. Ces deux programmes sont
robustes et prêts à utiliser pour les travaux futurs du laboratoire.
Pour la partie compensation d’aberration de phase, à part les images présentées
dans le chapitre III, j’ai aussi calculé la répétabilité sur l’image de phase compensée.
L’écart type est inférieur à 1 nm, ce qui montre la haute précision de notre profilométrie
multi-angles. Une quantification précise des erreurs résiduelles reste à faire.
Ce travail de thèse a donc permis d’améliorer un instrument existant, d’étendre
son champ d’application, et de valider les résultats obtenus à l’aide d’échantillons de
référence. Cela permettra à l’avenir de continuer ces travaux innovants, et renforcer
l’expertise déjà reconnue du MIPS dans ce domaine du MTD.
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