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Abstract We consider Activated Random Walks on Z with totally asymmetric
jumps and critical particle density, with different time scales for the progressive
release of particles and the dissipation dynamics. We show that the cumulative flow
of particles through the origin rescales to a pure-jump self-similar process which we
describe explicitly.
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1 Introduction
The totally asymmetric Activated Random Walk (ARW) dynamics onZ is a continuous-
time conservative system made of active and passive particles, where each ac-
tive particle jumps from x to x + 1 at rate 1, and spontaneously decays to a
passive state at rate 0 < λ < ∞. Active particles reactivate passive particles in-
stantly when they occupy the same site, in particular active particles at the same
site prevent each other from decaying. This model has received increasing atten-
tion [1, 3, 4, 5, 7, 9, 12, 13, 14, 15, 16, 17, 18], see [11] for a self-contained intro-
duction.
This model displays a phase transition in terms of the density of particles: Let
η(x) denote the initial number of particles at x ∈ Z and assume that the initial con-
figuration is i.i.d. with mean ζ = E[η(0)]. If ζ > λ1+λ then the system can sustain a
non-vanishing density of active particles, whereas, if ζ 6 λ1+λ , the density of active
particles decays to 0, see [11].
In this paper we study the flow process defined as follows. Let η0 = η(0)δ0,
that is, the configuration where site 0 has η(0) particles and other sites are vacant.
We then run the above dynamics starting from η0 until we get a configuration η ′0
without active particles, which we call stable. Finally, we let C0 denote the number
of particles which jump from 0 to +1 during this evolution. In the next step, we
take η1 = η ′0+η(−1)δ−1, that is, we add η(−1) particles to the site −1. Again we
run the above dynamics starting from η1 until we get a stable configuration η ′1, and
let C1 denote the total number of particles which jump from 0 to +1. In the same
fashion, we define ηn = η ′n−1+η(−n)δ−n, stabilize ηn obtaining η ′n, and define Cn
as the number of particles of η ′n found to the right of site 0. Finally, the flow process
is defined as (Cn)n=0,1,2,....
Note that the sequence (η ′n)n is a non-homogeneous Markov process with respect
to its natural filtration. The transition probabilities are determined by the common
distribution of η(x) and by the dynamics run between each pair of steps, which is
parametrized by λ . Also, Cn can be read from η ′n, but (Cn)n is not Markovian.
If the system is subcritical (i.e., ζ < λ1+λ ) then Cn is eventually constant. It it is
supercritical, Cnn tends to a positive number. In the critical case, none of the above
happens: Cn diverges but Cnn vanishes, and one expects the system to have a non-
trivial scaling limit.
Let σ2s = ζ − ζ 2 denote the variance of a Bernoulli variable with parameter ζ ,
and let σ2p = E[η(0)2]− ζ 2 > σ2s . Consider the critical case ζ = λ1+λ , assume that
σ2p < ∞ and define ρ :=
σs
σp ∈ (0,1].
Theorem 1. There exists a stochastic process (C ρx )x>0 such that
1
σp
(
εCbε−2xc
)
x>0
d→ (C ρx )x>0
in the Skorohod J1 metric as ε → 0.
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Fig. 2 comparison of an avalanche process with ρ = 0 and ρ = 0.1
Remark 1. The study of critical flows for the ARW started in [7], where the extreme
case λ = ∞ was studied. In this case, ρ = 0 and the limiting process
(
C 0x
)
x>0 is the
running maximum of a Brownian motion.1 See Figure 2 for a comparison.
Below we will give a description of the stochastic process
(
C
ρ
x
)
x>0 in terms of
a family of coalescing reflected correlated Brownian motions. We point out that the
superscript ρ in the limiting process cannot be reduced to a multiplicative factor,
and these processes are indeed very different as ρ varies, see Figure 3.
Before that, we state a qualitative property of the scaling limit which explains
why we call it an avalanche process. Being a scaling limit, it is scale invariant.
Theorem 2. The process
(
C
ρ
x
)
x>0 consists of pure jumps. Its jump times accumulate
at 0 (as C ρ is scale-invariant) but are otherwise discrete.
The limiting process C ρ can be informally described as follows. Suppose 0 <
x0 < · · ·< xk, we want to sample C ρx for x = x0, . . . ,xk. Let (Px)x60 be a backward
Brownian motion, with diffusivity constant equal to 1, started at the origin. Then,
for each i = 0, . . . ,k, we run a Brownian motion (R it )t>−xi started at R
i−xi =P−xi ,
with diffusivity ρ , reflected from below by the graph ofP . We let the k+1 reflected
Brownian motions diffuse independently (except for the reflection) until they coa-
lesce. Finally, Cxi is given byR
i
0 for i = 0, . . . ,k.
Finally, we would like to say a word on the metric of Theorem 1. The conver-
gence being in the Skorohod J1-metric implies that each jump in the limiting pro-
cess must be matched by a corresponding jump in the discrete process. Hence, the
discontinuities in C ρ (guaranteed by Theorem 2) correspond to abrupt increments,
avalanches in the discrete process (Ci)i∈N.
The entire literature on ARW would probably not exist were it not for our dear
friend Vladas Sidoravicius. He was always in contact with prominent physicists,
1 In this case, the same convergence as stated in Theorem 1 follows from the more complicated,
continuous-time analysis done in [7], or alternatively from the arguments presented here.
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Fig. 3 Simulations of (Cn)n with ρ = 1.000, 0.500, 0.300, 0.100, 0.051, 0.000. The steps are
100000 for the first four graphs, then 50000 and 25000. For large ρ , the process seems more
jumpy, and as ρ gets smaller the size of jumps become smaller and jumps tend do cluster together,
until finally at the extreme case ρ = 0 studied in [7] the process becomes continuous.
including Ronald Dickman, bringing interesting cutting-edge problems to the Prob-
ability community and enthusiastically promoting them. In particular, he has been
advertising the Activated Random Walk model since the early 2000s. In 2007, he
proposed this problem to the second author as part of his PhD studies, which fi-
nally resulted in [12]. During our joyful meetings in the early 2010s, we worked on
predecessors of the current paper [7, 8].
This paper is organized as follows. In §2 we give the formal definition of the
limiting process C ρ . In §3 we define the ARW and state the Abelian property of
its site-wise construction. In §4 we introduce the sequential stabilization that will
bet used throughout the article. In §5 we prove convergence of finite dimensional
distributions to later get full convergence (in the J1 Skorohod metric) in §6. Finally,
in §7 we show that C ρ is a pure-jump process when ρ 6= 0.
2 Formal definition of the limiting process
Next, we will describe formally the finite-dimensional distributions of the limiting
process. For convenience, and building the connection with the upcoming proofs,
we describe the differencesR i−P , instead, given by the B+,i below.
Let k ∈ N0 and −xk 6 −xk−1 6 · · · < −x0 6 0. Let (S ix )x>−xi , i = 0, . . . ,k. be
independent Brownian motions started at 0, (S i−xi = 0) with diffusion coefficient
σs. Let also (Px)x60 be a backwards Brownian motion started at 0 (P0 = 0) with
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Fig. 4 Black path, blue paths and dual red paths on the left, C ρ on the right.
diffusion coefficient σp and independent of S i, i = 0, . . . ,k. For i = 0, . . . ,k and
x>−xi define
B˜ix :=Px−P−xi −S ix ,
so that (B˜ix)x>−xi are Brownian motions started at 0, that is (B˜
i−xi = 0), with diffusion
coefficient r =
√
σ2s +σ2p . For i = 0, . . . ,k and x>−xi we define
B˜+,ix := B˜
i
x− inf{B˜is : s ∈ [−xi,x]} (1)
so that (B˜+,ix )x>−xi , i = 0, . . . ,k are reflected Brownian motions started at 0 with
diffusion coefficient r. Let B+,k := B˜+,k and, for i = k−1,k−2, . . . ,0, let
τi := inf{x>−xi : B˜+,ix = B+,i+1x } and B+,ix :=
{
B˜+,ix : x ∈ [−xi,τi),
B+,i+1x : x> τi.
(2)
Then, for each k ∈ N and each sequence 06 x1 6 · · ·6 xk we have that
(C ρx0 , . . . ,C
ρ
xk)
d
= ( 1σp B
+,0
0 , . . . ,
1
σp B
+,k
0 ),
where d= denotes equality in distribution.
The above description is self-consistent, in the sense that removing points from
the {x0, . . . ,xk} does not affect the distribution of the remaining points. Since the
resulting process is non-decreasing, we can already deduce the existence of a càdlàg
process
(
C
ρ
x
)
x>0 with these finite-dimensional distributions.
In Figure 4, we see the graph of C ρ on the right-hand side (x > 0) and the ele-
ments of this construction on the left side. There is a black curve starting at (0,0)
moving backwards (from right to left). This curve is the Brownian motion P with
diffusivity σp. From each point on the black we can start a red path moving forward
(from left to right). This red path is a Brownian with diffusivity σs, reflected against
the black curve. Different red paths diffuse independently until they meet, and coa-
lesce after that. To find the value of C ρ at a certain x0 > 0, we follow the red path
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which starts at (−x0,P−x0) until it hits the vertical axis {x = 0}. The value C ρx0 is
the height coordinate of the red path at this terminal point.
An alternative description is the following. By considering the dual of the red
paths one obtains a family of blue paths. These paths start from each point on the
positive vertical axis and move from right to left. Blue paths coalesce when they
meet, and they terminate upon hitting the black curve. Each terminal point deter-
mines an interval given by the initial height of the blue paths which terminate there.
This interval corresponds to the jumps of C ρ , see Figure 4. On the left side we see
the intervals determined by the blue paths. The extremes of the interval (down and
up) correspond to the different (left and right) limits at a discontinuity of C ρ . The x
coordinate of the jumps is (the reflection of) the x coordinate of the terminal point
of the blue paths. This description is technically simpler, and will be used to prove
convergence with respect to the J1 metric in §6.
3 Explicit construction and Abelian property
In this section we give a more formal definition of the ARW dynamics, and briefly
recall the site-wise construction. For details, see [11].
Notation and ARW dynamics
Let N= {0,1,2, . . .} and Ns =N0∪{s}, where s represents a sleeping particle. For
convenience we define |s|= 1, and |n|= n for n ∈N, and write 0 < s< 1 < 2 < · · · .
Also define s+1 = 2 and n · s= n for n> 2 and s if n = 1.
The ARW dynamics (ηt)t is defined as follows. A site x is unstable if it has
active particles, i.e., if ηt(x) > 1. At each unstable site x, a clock rings at rate (1+
λ ) |ηt(x)|. When this clock rings, site x is toppled, which means that the system
goes through the transition η → txsη with probability λ1+λ , otherwise η → txmη
with probability 11+λ . These transitions are given by
txmη(z) =

η(x)−1, z = x,
η(y)+1, z = x+1,
η(z), otherwise,
txsη(z) =
{
η(x) · s, z = x,
η(z), otherwise,
and only occur when η(x) > 1. The operator txs represents a particle at x trying
to fall asleep, which effectively happen if there are no other particles present at x.
Otherwise, by definition of n · s, the system state does not change. The operator txm
represents a particle jumping from x to x+1, where possible activation of a sleeping
particle previously found at x+1 is represented by the convention that s+1 = 2.
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Site-wise representation and Abelian property
We now define a field of instructions to be read by the active particles. The instruc-
tions I = (tx, j)x∈Z, j∈N are i.i.d. with P[tx, j = txm] = 11+λ and P[t
x, j = txs] =
λ
1+λ .
Using a field of instructions, the operation of toppling a site x consists in applying
the first instruction available at x, and discarding it so that the next unused instruc-
tion at x becomes available. Toppling a site is legal if it is unstable.
The ARW dynamics can be recovered from the initial configuration and instruc-
tions as follows. Suppose that every active particle carries a clock which rings ac-
cording to a Poisson process. Different particles carry independent clocks. When a
clock rings for some particle, we topple the site where it is located. For a system with
finite initial configuration, the process obtained this way has the same distribution
as the one described above.
The Abelian property reads as follows. For each finite set V ⊆ Z and initial con-
figuration, if two legal sequences of topplings are contained in V and make each site
in V stable, then the resulting configuration is the same. Using the Abelian property,
we can answer many questions of the ARW model by choosing the order in which
the sites topple instead of using the Poisson clocks.
4 Sequential stabilization
Let L ∈ N and, for x = −L, . . . ,0, let NL(x) denote the number of particles which
jump from x (to x+ 1) when [−L,0] is stabilized. Moreover, due to the Abelian
property, one has that
CL = NL(0),
in the sense that (Cn)n∈N will have the same distribution as the process defined in
§1. Indeed, we can first stabilize V0, then V1, and so on until VL. Then writing k for
the number of times that 0 is toppled, NL(0) will be given by the number of t0m
found among t0,1, . . . , t0,k.
In what follows, we will decompose NL(x) as the sum of two processes, one
accounting for the randomness of the initial configuration and another for the ran-
domness of the sleeping instructions. Recall that B˜+,i is a reflected Brownian motion
with diffusion coefficient r =
√
σ2s +σ2p .
Proposition 1. For all i = 0, . . . ,k we have that(
εNbε−2xic(bε−2xc)
)
x>−xi
d→ (B˜+,ix )x>−xi (3)
as ε → 0 in the metric of uniform convergence on compact intervals of time.
For the proof of the proposition above, we will need to describe the sequential
stabilization as a reflected random walk. We will show that for each L ∈ N the pro-
8 Manuel Cabezas and Leonardo T. Rolla
cess (NL(z))z>−L is distributed as a random walk started at zero and reflected at
zero.
We stabilize η on [−L,0] as follows. Topple site z = −L until it is stable, and
denote by YL(−L) the indicator of the event that the last particle remains passive on
z =−L. In case η(−L) = 0, sample YL(−L) independently of anything else. By the
Abelian property, we have that
NL(−L) := [η(−L)−YL(−L)]+.
Note that, after stabilizing z = −L, there are NL(−L)+η(−L+ 1) particles at
z =−L+1. Now topple site z =−L+1 until it is stable, and denote by YL(−L+1)
the indicator of the event that the last particle remains passive on z = −L+ 1. If
there are no particles in z, sample YL(z) independent of everything else. Continue
this procedure for z =−L+2, . . . ,0. Let
TL(x) =
x
∑
y=−L
(η(y)−YL(y))
and observe that
NL(x) = TL(x)− inf
y=−L,...,x
TL(y).
Write L = L(ε) = bε−2xic. Note that YL(−L), . . . ,YL(0),η(−L), . . . ,η(0) are in-
dependent. Hence, the increments (η(x)−YL(x))x>−L of TL are i.i.d. Since we are
assuming that ζ = λ1+λ and σp < ∞, each term in the sum has mean zero and finite
variance, so it follows by Donsker’s invariance principle that(
ε TL(ε−2x)
)
x∈[−xi,0]
d→ (B˜ix)x∈[−xi,0] (4)
as ε → 0 in the uniform metric. Since the reflection map B˜i 7→ B˜+,i in (1) is contin-
uous, the above convergence implies (3).
5 Convergence of finite-dimensional projections
Let k∈N0 and−xk 6−xk−16 · · ·<−x06 0. Recall the definition of (B+,00 ,B+,10 , . . . ,B+,k0 )
in §2. In this section we prove the following.
Theorem 3 (Finite-dimensional convergence). We have(
εCbε−2x0c,εCbε−2x1c, . . . ,εCbε−2xkc
)
d→ (B+,00 ,B+,10 , . . . ,B+,k0 ),
as ε → 0.
Recalling the construction in the previous section, since Cbε−2xic = Nbε−2xic(0), it
is certainly enough to show joint convergence of the counting processes
Avalanches in Critical Activated Random Walks 9((
εNbε−2xic(bε−2xc)
)
x∈[−xi,0]
)
i=0,...,k
d→
((
B+,ix
)
x∈[−xi,0]
)
i=0,...,k
.
To keep exposition simpler, we consider the case k = 1. There are no differences
when considering larger k except for more cluttered notation. For x6 0, we define
P(x) :=
0
∑
y=x
(ζ −η(y))
Given L ∈ N and x>−L, let
SL(x) :=
x
∑
y=−L
(YL(y)−ζ ) ,
where YL(y) is as in §4. Actually, we can construct the processes P,SL and YL jointly
for different L’s. That is, for −L1 <−L0 < 0, define
TLi(x) =
x
∑
y=−Li
(η(y)−YLi(y)) = P(x)−P(−Li)−SLi(x) i = 0,1 (5)
and
NLi(x) = TLi(x)− miny∈[−Li,x]TLi(y) i = 0,1.
The key observation is that the η terms in (5) are common for i = 0,1, whereas the
Y terms are independent until θ := inf{y : NL0(y) = NL1(y)}. After θ , the Y terms
are also common for i = 0,1.
We will need a modified version of the process TL0 , whose S-component remains
independent of TL1 even after θ . Let
Y˜L0(y) :=
{
YL0(y) if y6 θ ,
s˜(y) if y > θ ,
where s˜ are i.i.d. Bernoulli random variables with parameter ζ , independent of ev-
erything else. Let
S˜L0(x) :=
x
∑
i=−L0
(
Y˜L0(x)−ζ
)
and
T˜L0(x) :=
x
∑
i=−L0
(
η(x)− Y˜L0(x)
)
= P(x)−P(−L0)− S˜L0(x).
By Donsker’s invariance principle (taking Li = bε−2xic), the triple(
(εP(bε−2xc))x60,(εSbε−2x1c(bε−2xc))x>−x1 ,(ε S˜bε−2x0c(bε−2xc))x>−x0
)
converges in distribution to three independent Brownian motions
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(Px)x60,(S
1
t )x>−x1 ,(S˜
0
t )x>−x0
)
with diffusion coefficients σp,σs,σs respectively and started at 0 (i.e.,P0 =S 1−x1 =
S˜ 0−x0 = 0).
Let
T 1x :=Px−P−x1 −S 1x , 0> x>−x1
and
T˜ 0x :=Px−P−x0 − S˜ 0x , x>−x0.
Let also
N 1x =T
1
x − inf
s∈[−x1,x]
T 1s
and
˜N 0x = T˜
0
x − inf
s∈[−x0,x]
T˜ 0s .
Define
Nε,0x := εNbε−2x0c(ε
−2x),
also define N˜ε,0x , N
ε,1
x , T˜
ε,0
x and T
ε,1
x analogously. As in the proof of Proposition 1,
by invariance principle and continuity of the map ( f (t))t>0 7→ (infs6t f (s))t>0 under
the uniform metric, we have that
((T˜ ε,0x )x>−x0 ,(T
ε,1
x )x>−x1 ,(N˜
ε,0
x )x>−x0 ,(N
ε,1
x )x>−x1)
converges in distribution, as ε → 0 to
((T˜ 0x )x>−x0 ,(T
1
x )x>−x1 ,( ˜N
0
x )x>−x0 ,(N
1
x )x>−x1)
(6)
uniformly over compacts. By the Skorohod representation theorem we can (and
will) assume that the convergence above holds almost surely.
We still have to show that Nε,0 converges toN 0 defined now. Let
τ := inf{x>−x0 : ˜N 0x =N 1x } and N 0x :=
{
˜N 0x , x ∈ [−x0,τ),
N 1x , x> τ.
To prove Nε,1 → N 1 we consider the coalescing time of discrete processes.
Writing
τε := inf{x>−x0 : N˜ε,0x = Nε,1x },
we have
Nε,0 =
{
N˜ε,0x , x ∈ [−x0,τ),
Nε,1x , x> τε ,
so to conclude the proof it suffices to show that τε → τ a.s.
Since the first time that two paths meet is a lower semi-continuous function of
the paths, we have liminf
ε→0
τε > τ a.s. It remains to show that
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limsup
ε→0
τε 6 τ a.s. (7)
Since Nbε−2x1c(x)− N˜bε−2x0c(x)> 0 at x =−x0 and this difference only jumps by
0 or ±1, it suffices to show the following claim:
Given any δ > 0, a.s., for all ε small enough, there is x6 τ+δ with Nε,1x 6 N˜ε,0x .
(8)
Since τ is a stopping time for the pair (T 1,T 0), by the strong Markov property
the processes (∆x)x>0 := (T 1τ+x −T 1τ )x>0 and (∆˜x)x>0 := (T˜ 0τ+x −T 1τ+x)x>0 are
distributed as Brownian motions started at value 0. Hence, a.s. there is a point z∗ ∈
[0,δ ] such that ∆˜z∗ > 0. Moreover, since dN > dT due to reflection, we either have
N 1τ+z∗ =N
1
τ +∆z∗ or N 1τ+z∗ >N
1
τ +∆z∗ . We will distinguish between those two
cases. In the first case
N 1τ+z∗ =N
1
τ +∆z∗ = ˜N
0
τ +∆z∗ < ˜N
0
τ +∆z∗ + ∆˜z∗ 6 ˜N 0τ+z∗ . (9)
In particular, we have obtained the strict inequality
N 1τ+z∗ < ˜N
0
τ+z∗ .
By this inequality and (6), it follows that, for n large enough,
Nε,1τ+z∗ < N˜
ε,0
τ+z∗ .
In this first case, (8) follows directly from this inequality.
The case
N 1τ+z∗ >N
1
τ +∆z∗
is subtler. We work it by observing that the above inequality is equivalent to
T 1τ+z∗ − min
x∈[−x1,τ+z∗]
T 1x >T
1
τ − min
x∈[−x1,τ]
T 1x +T
1
τ+z∗ −T 1τ ,
which, in turn, is equivalent to
min
x∈[−x1,τ+z∗]
T 1x < min
x∈[−x1,τ∗]
T 1x .
From (6), this implies that, for ε small enough,
min
x∈[−x1,τ+z∗]
T ε,1x < min
x∈[−x1,τ]
T ε,1x ,
in which case there is x∗ ∈ [τ,τ+ z∗] such that
T ε,1x∗ = mins∈[−x1,x∗]
T ε,1s ,
whence
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Nε,1x∗ = 06 N˜
ε,0
x∗ .
Hence (8) holds, and this completes the proof of Theorem 3.
6 Convergence in the J1 metric
In this section we prove the following.
Theorem 4. The family of processes (εCbε−2xc)x>0 indexed by ε ∈ (0,1] is tight in
the Skorohod J1 metric.
Since the processes (εCbε−2xc)x>0 are non-decreasing for each ε , by Theorem 3
they converge in the M1-metric to a process (Cx)x>0. Moreover, in order to get tight-
ness in the J1 metric, it suffices (see [6, Theorem 13.2]) to show that, for each K <∞
and γ > 0 fixed,
lim
R→∞
limsup
ε→0
P
[
sup
x∈[0,K]
|Cεx |> R
]
= 0 (10)
and
lim
δ→0
limsup
ε→0
P
[
sup |Cεx1 −Cεx0 |∧ |Cεx1 −Cεx2 |> γ
]
= 0. (11)
where the last supremum is taken over triples x0 6 x1 6 x2 which satisfy x2 6 K
and x2− x0 6 δ . Note that (10) follows directly from Theorem 3. We only have to
establish (11). The event whose probability we want to control is that of having two
macroscopic jumps in a short interval.
Fig. 5 Black path, red paths and dual blue paths.
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For this proof we will use a graphical construction for the flow process, which
we now proceed to describe. First, consider the black path B : (−∞,0]→ Z, given
by B(x) = ∑0y=xη(y), where we recall that η(y) is the initial number of particles
at y. As in Figure 5, for every lattice point (x,y) ∈ (−∞,0]×N above the graph of
B, place a red arrow which either points to (x+ 1,y− 1) or to (x+ 1,y), indepen-
dently with probability λ1+λ = ζ and
1
1+λ = 1− ζ , respectively. Let x ∈ (−∞,0].
We denote by Rx : [x,0]→ Z the path which starts at (x,B(x)), follows the red ar-
rows and is reflected on the black path B. The resulting path will be referred as the
red path. In Figure 5, the red path is depicted in bold red. Note that, by associating
the red arrows which point down with sleeping instructions and the horizontal red
arrows with no-sleep instructions, we see that Rx(0) is distributed as N−x(0) =Cx.
Moreover, one can use the same black path and red arrows to get any joint dis-
tribution (Cx0 , . . . ,Cxk), −xk 6 −xk−1 6 · · · 6 −x0 6 0: simply consider the col-
lection of red paths R−xk , . . . ,R−x0 constructed using the same black path and the
same red arrows. The random vector (R−x0(0), . . . ,R−xk(0)) will have the distribu-
tion of (Cx0 , . . . ,Cxk). Observe that the red paths are independent until they meet,
after which they coalesce.
Now, consider a collection of blue arrows which is dual to the red arrows. That
is, for every (x,y) ∈ Z2 above the graph of the black path, there is a (backwards)
blue arrow emanating from (x,y− 12 ). That blue arrow points to (x−1,y+ 12 ) if the
red arrow staring at (x−1,y) points to (x,y−1). Otherwise, the blue arrows points
to (x− 1,y− 12 ) (See Figure 5). By following the blue arrows we can construct a
collection of blue paths which are dual to the red ones. The blue paths should be
read from right to left. The blue paths jump at each time with probability ζ . Also,
the blue paths are killed when they meet the black path. For any y ∈ Z, let Ay be the
blue path starting at (0,y+ 12 ). Observe that, by construction, the blue paths cannot
intersect the red paths.
In the following reasoning, we will consider jointly two different blue paths
Ay1 ,Ay2 . For convenience, we will consider a modified version of the processes
︸︷︷︸
≤ ε−1δ
}
}
≥ ε−1/2γ
≥ ε−1/2γ
Fig. 6 Event B(ε,δ ,γ,M,K) in terms of black, red and blue paths.
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A˜y1 , A˜y2 such that they evolve independently after collision (do not coalesce). Also,
they don’t get killed at intersecting the black path, they evolve independently. We
do this because now A˜y1 , A˜y2 and B are three independent random walks and we can
apply Donsker’s invariance principle.
We consider the (modified) blue path A˜y as a stochastic process (A˜y(x))x60,
where, for any x6 0, A˜y(x) is the position at x of the (modified) blue path started at
(0,y+ 12 ).
Let
(A˜εy1(x))x60 := (εA˜bε−1y1c(bε−2xc)−ζx)x60
(A˜εy2(x))x60 := (εA˜bε−1y2c(bε−2xc)−ζx)x60
(Bε(x))x60 := (εB(bε−2xc)−ζx)x60.
By Donsker’s invariance principle, we get that
((A˜εy1(x))x60,(A˜
ε
y2(x))x60,(B˜
ε(x))x60)→ (( ˜Ay1(x))x60,( ˜Ay2(x))x60,(B(x))x60),
(12)
where ˜Ay1 , ˜Ay2 ,B are three (time-reversed) independent Brownian motions started
at y1,y2 and 0 respectively. By the Skorohod Representation theorem, we can (and
will) assume that the convergence holds almost surely.
It follows that, under the event in (11), both A˜εy1 and A˜
ε
y2 (when read from 0 to−∞) intersect Bε for the first time in a time window of length smaller than δ (see
Figure 6). By (12), the probability of the event above converges to the probability
that two independent Brownian motions ˜Ay1 , ˜Ay2 intersect a third B.m., B, also
independent, in a time window of length smaller than δ . Using the continuity of the
Brownian motion, we get that, as δ → 0, this converges to the probability that three
independent Brownian motions eventually meet at the same point at the same time.
The latter probability is 0 and this will finish the proof. To complete the proof, we
have to explain how to choose the initial points of the blue paths y1,y2.
We will choose M large but fixed. It suffices to deal with the case CεK >M, since
Theorem 3 readily implies that
lim
M→∞
limsup
ε→0
P [CεK > M] = 0.
Therefore, it is enough to show that, for every M > 0 and γ > 0,
lim
δ→0
limsup
ε→0
P
 sup
x06x16x2∈[0,K]
x2−x06δ
(Cεx1 −Cεx0)∧ (Cεx2 −Cεx1)> γ;Cεx2 6M
= 0. (13)
Let B(ε,δ ,γ,M,K) be the event inside the above probability (see Figure 6). If
B(ε,δ ,γ,M,K) holds, then, there exists x∗0 < x
∗
1 < x
∗
2 with x
∗
2− x∗0 6 δ such that
both Cεx∗1
−Cεx∗0 and C
ε
x∗2
−Cεx∗1 are greater than γ . Moreover, C
ε
x∗2
6M.
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Now, we partition [0,M] into intervals of size γ2 . We consider the intervals Ii =
[ γi2 ,
γ(i+1)
2 ], i = 0, . . . ,d 2Mγ e. By the discussion on the paragraph above, there must
be indices i1 < i2 ∈ {0, . . . ,d 2Mγ e} such that, Ii1 is contained in [Cεx∗0 ,C
ε
x∗1
] and Ii2 is
contained in [Cεx∗1
,Cεx∗2
]. Let Bε,δi1,i2 be the event described just above.
Then,
P[B(ε,δ ,γ,M,K)]6 ∑
i1<i2∈{0,...,d 2Mγ e}
P
[
Bε,δi1,i2
]
6
(⌈
2M
γ
⌉
+1
)2
sup
i1<i2∈
{
0,...,
⌈
2M
γ
⌉}P
[
Bε,δi1,i2
]
.
(14)
We now bound the probability of Bε,δi1,i2 for i1 < i2. Since blue paths do not in-
tersect red paths under Bε,δi, j , any blue path started between C
ε
x0 and C
ε
x1 will remain
between Cεx0 and C
ε
x1 and therefore will intersect B
ε at some point z∗1 ∈ [−x1,−x0].
Hence, since Ii1 is contained in [C
ε
x0 ,C
ε
x1 ], we have that A˜
ε
γ
2 i1
intersects Bε in
[−x1,−x0]. Analogously, A˜εγ
2 i2
intersects Bε in [−x2,−x1]. Hence, since x2−x1 6 δ ,
both A˜εγ
2 i1
and A˜εγ
2 i2
intersect Bε in a time interval of size δ .
That is, let τεi := inf{t > 0 : A˜εγ
2 i
(t) = Bε(t)}. Then
Bε,δi1,i2 ⊆ {|τεi1 − τεi2 |6 δ}.
Therefore, by (12),
limsup
ε→0
P
[
Bε,δi1,i2
]
6 P [|τi1 − τi2 |6 δ ]
where τi := inft>0{A γ
2 i
(t) =B(t)}.
Hence,
lim
δ→0
limsup
ε→0
P[Bε,δi1,i2 ]6 limδ→0P[|τi1 − τi2 |6 δ ] = P[τi1 = τi2 ].
The proof is finished by noticing that τi1 = τi2 implies that the three-dimensional
Brownian motion (A γ
2 i1
,A γ
2 i2
,B) intersects the line {(x,y,z) ∈R3 : x= y= z}, and
that event has zero probability.
7 The scaling limit is a pure-jump process
In this section we prove Theorem 2. By Theorem 1, the non-decreasing càdlag pro-
cess
(
C
ρ
x
)
x>0 is well-defined. Following the description of the previous section, it
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can be constructed directly from a black Brownian motion B = (Bx)x60 started at
B0 = 0 and blue coalescing Brownian motions (Ay(x))x60 starting from Ay(0) = y
and independent ofB, having diffusion coefficients 1 and ρ respectively.
The construction is as follows. First observe that the red paths can be recovered
from the black and blue paths, so they are not needed in the construction. Moreover,
blue paths are independent of each other until they coalesce, and independent of the
black path until they are killed by it. Furthermore, since blue paths coalesce, killing
them upon meeting the black path is irrelevant and we can disconsider it. In the
scaling limit, this collection of blue paths converges to the a family of paths [2, 10]
consisting of independent coalescing paths (Ay(x))x60 indexed by y > 0, each one
started from Ay(0) = y.
This family satisfies the following. Let Ty = inf{x > 0 : Ay(−x) =B−x}. Then
a.s. 0 < Ty <∞ for every y > 0, y 7→ Ty, is non-decreasing, the set of values {Ty : y ∈
[δ ,K]} is finite for every 0 < δ < K < ∞, lim
y→0+
Ty = 0, and lim
y→∞Ty = ∞.
To be self-contained, let us justify the statements in the previous paragraph more
carefully. Write Q∗+ = {yn}n∈N. Take Ay1 = (Ay1(x))x60 starting from Ay1(0) =
y1. For each n, take Ayn = (Ayn(x))x60 starting from Ayn(0) = yn, independent of
Ay1 , . . . ,Ayn−1 until the first point (that is, highest x) where it meets one of them,
and equal to that one after such time (that is, for lower values of x). Now for y > 0
rational, let Ty = inf{x> 0 :Ay(−x) =B−x}. Then a.s. 0 < Ty < ∞ for every y. By
coalescence, Ay 6 Ay′ for y < y′, hence y 7→ Ty, is non-decreasing. Furthermore,
using Borel-Cantelli one can show that limy→0+ Ty = 0 and limy→∞Ty = ∞. Finally,
by well-known properties of coalescing Brownian motions [2, 10], for each 0 < a <
b < ∞ and ε > 0, the set {Ay(−ε) : a < y < b} is a.s. finite. As a consequence of
the two last properties, the set {Ty : y ∈ [δ ,K]} is finite for every 0 < δ < K < ∞.
To conclude, following the description of the previous section, we can define
C ρx := inf
{
y > 0 : Ty > x
}
, x> 0.
By the remarks of the previous paragraph, a.s. for every 0 < a < b < ∞ the process(
C
ρ
x
)
x∈[a,b] takes only finitely many values, and therefore it is a pure-jump process.
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