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ТЕХНІЧНОГО ОБСЛУГОВУВАННЯ ПОВІТРЯНИХ СУДЕН  
Національний авіаційний університет 
Описано задачу призначення виконавців для виконання послідовностей робіт технічного обслуго-
вування повітряних суден. Сформовано основні положення математичної моделі задачі у каноні-
чному вигляді. Наведено аналіз підмножини варіантів та розглянуто обчислення оцінки критеріа-
льної функції на кожній підмножині варіантів розв’язку лінійної комбінаторної задачі.  
Вступ 
Операції технічного обслуговування повіт-
ряних суден широко виконуються по всьому 
світу. Одночасно на повітряному судні мо-
жуть працювати кілька механіків, що вимагає 
ретельного планування та координації робіт 
для того, щоб контролювати переміщення пе-
рсоналу, активацію частин літака і викорис-
тання хімічних речовин. Організація необхід-
ного порядку та чистоти важлива для запобі-
гання плутаниці на злітній смузі.  
Багато вчених і спеціалістів усього світу 
постійно ставлять і вирішують різноманітні 
задачі, які стосуються цієї проблеми. Вирі-
шення комплексу задач технічного обслугову-
вання повітряних суден покликане підвищити 
ефективність виконання робіт на основі вико-
ристання сучасних інформаційних технологій 
керування процесами. 
Формальна постановка задачі керування 
передпольотним технічним обслуговуванням 
повітряних суден відноситься до класу нелі-
нійних частково-цілісних екстремальних задач 
із булевими змінними [1]. Алгоритмів вирі-
шення задач даного класу на цей час не існує, 
а принципові труднощі, що виникають на 
шляху створення подібних алгоритмів, не да-
ють підстав сподіватися на те, що вони 
з’являться у недалекому майбутньому. 
Тому доцільно провести декомпозицію за-
дачі оперативного управління ТО ПС на дві 
задачі: 
– задачу розподілу операцій між групами 
виконавців; 
– задачу призначення часу початку робіт. 
Перша з них є нелінійною, тому пропону-
ється [2] виконати декомпозицію задачі роз-
поділу операцій між групами виконавців на 
дві (рис. 1): 
– побудова допустимих послідовностей ро-
біт для кожного виконавця; 
– призначення виконавців для виконання пос-
лідовностей робіт. 
 
 
Рис. 1. Декомпозиція задачі оперативного управління ТО ПС 
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Це дозволяє позбавитись від нелінійності, і 
таким чином дає можливість рішення її засо-
бами інформаційної техніки.  
Основні положення і позначення 
Задача відноситься до класу екстремальних 
комбінаторних задач із лінійною структурою. 
Попередньо математична модель задачі шля-
хом найпростіших перетворень зводиться до 
канонічного вигляду: 
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 1,0ix , mi ,1 . 
Тут oI , jI  – множини номерів змінних, що 
входять відповідно у критеріальну функцію та 
j -e обмеження задачі; 
jia , jb , ic  – задані дійсні числа, що є відпо-
відно коефіцієнтами й вільними членами об-
межень, коефіцієнтами критеріальної функції; 
m  – кількість змінних у математичній мо-
делі задачі розробки управлінського рішення; 
n  – кількість обмежень. 
Для рішення таких задач розроблено метод 
направленого перебору варіантів [1], в основу 
котрого положено широко відому ідею гілок 
та границь, раніше реалізована стосовно до 
лінійних задач дискретного програмування. 
Цей метод полягає у послідовному дроб-
ленні вихідної множини варіантів рішення за-
дачі, що виконується до тих пір, поки не вста-
новлюється оптимальний план чи факт несу-
місності системи обмежень. Розбиття множи-
ни варіантів рішення задачі (або будь-якої її 
підмножини) на дві рівних по потужності під-
множини, що не перетинаються, формально 
виконується шляхом фіксації значень одної із 
змінних. 
Для подальшого розбиття на кожному етапі 
рішення задачі обирається така підмножина 
варіантів, котрій відповідає максимальна оці-
нка критеріальної функції. Отримані у резуль-
таті розбиття нові підмножини варіантів під-
лягають формальному аналізу, метою котрого 
є: 
 виявлення і виключення з подальшого 
розгляду підмножин, що не містять припусти-
мих планів; 
 виявлення та виключення із подаль-
шого розгляду обмежень, що перестали бути 
активними по відношенню до планів підмно-
жини, що аналізується; 
 присвоєння змінним єдино припусти-
мих значень. 
Повна множина G варіантів рішення задачі 
(1)–(2) представляє собою прямий декартовий 
добуток: 
mXXXG  21 , 
де iX – множина можливих значень змінної 
ix . 
Оскільки  1,0ix , mi ,1 , множина  
G  складається із m2  різних двійкових  
m -розрядних комбінацій від  0,,0,0    
до  1,,1,1  . 
Припустимо, до початку деякого етапу рі-
шення задачі (1)–(2) у повній множині G  ва-
ріантів виділено l  множин kG , lk ,1 , що не 
перетинаються і містять допустимі плани. 
Позначимо символами 0kI  и 
1
kI  множини 
номерів змінних, що були отримані у планах 
k -ї множини варіантів значень 0  и 1 відпові-
дно, а символом kI  – сукупність номерів 
змінних, значення котрих у kG  не зафіксовані. 
Аналогічні множини, що відносяться тільки 
до критеріальної функції (1), визначаються за 
формулами: 
,00
0
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0
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.00 kk III   
Склад таких множин, що відносяться до  
j -го обмеження системи (2), встановлюється 
згідно формул: 
,00 kjjk III   ,
11
kjjk III   
,kjjk III   .,1 nj   
Задача (1)–(2), приведена у відповідність 
k -й множині варіантів, формулюється насту-
пним чином: 
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 1,0ix , kIi , 
тут 1kc  – сума коефіцієнтів критеріальної фун-
кції, із якими у виразі (1) входили змінні, що 
отримали у частковому плані підмножини kG  
значення одиниці: 
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jkb  – вільний член j -го обмеження  
системи (2), зменшений на суму коефіцієнтів, 
з якими у це обмеження входили змінні, що 
отримали у частковому плані k -ї підмножини 
варіантів значення одиниці: 
,
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jjk abb
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

   kJj ; 
kJ  – множина номерів обмежень системи (2), 
активних по відношенню до планів підмно-
жини варіантів kG . 
Для дослідження моделі (3)–(4) на множи-
нах kI0  и jkI , kJj  виділяють наступні під-
множини: 
2
OkI , 
3
OkI  – сукупності номерів змінних, що 
входять у критеріальну функцію (3), відповід-
но, із від’ємними і додатними коефіцієнтами: 
 ,0:2  iOkOk cIiI  
 ;0:3  iOkOk cIiI  
2
jkI , 
3
jkI  – сукупність номерів змінних, що 
входять, відповідно, із від’ємними і додатни-
ми коефіцієнтами у j -e обмеження системи 
(4): 
 ,0:2  jijkjk aIiI  
 ;0:3  jijkjk aIiI  
)(2 iI jk   – множина номерів змінних, що вхо-
дять у j -e обмеження системи (4) із 
від’ємними коефіцієнтами, що не перевищу-
ють значення ija  , 
2
jkIi  : 
   ijjijkjk aaIiiiI  :)( 22  ; 
)(3 iI jk   – множина номерів змінних, що 
входять у j -e обмеження системи (4) із дода-
тними коефіцієнтами, не меншими, ніж 
ija  ,
3
jkIi  : 
   ijjijkjk aaIiiiI  :)( 33  . 
Надалі застосовуються наступні позначен-
ня: 
m  – кількість незалежних змінних, значен-
ня котрих у планах k -ї підмножини варіантів 
не зафіксовані: kk Im  ; 
)( p
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jkm  – кількість змінних, що входять, 
відповідно, у критеріальну функцію (3) та j -e 
обмеження системи (4) із від’ємними  
(при 2p ) і додатними (при 3p ) коефіціє-
нтами: 
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kJj ;  3,2p ; 
Okm , jkm  – кількість змінних, що не мають 
конкретних значень у планах k -ї підмножини 
варіантів і не входять, відповідно, у критеріа-
льну функцію (3) і j -е обмеження  
системи (4): 
)3()2(
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Позначимо символами )2(jkS  та 
)3(
jkS  суми 
від’ємних і додатних коефіцієнтів j -го обме-
ження системи (4), відповідно: 

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)( ; p  {2, 3}, kJj . 
Обчислення оцінки критеріальної 
функції 
Оцінка критеріальної функції на кожній  
k -й підмножині варіантів розв’язку лінійної 
комбінаторної задачі обчислюється також із 
урахуванням мінімально необхідної ku  і мак-
симально допустимої kv  кількості одиниць у 
доповнюючих планах даної підмножини. Па-
раметри ku  і kv  визначаються на основі підра-
хунку мінімально необхідної ku  й максималь-
но припустимої kv  кількості одиниць у допов-
нюючи планах підмножини kG , при котрій 
можливе виконання j -го обмеження системи 
(4). Її нелінійність дозволяє застосовувати для 
цього порівняно просту процедуру. 
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Якщо 0jkb , то 0jku . У протилежному 
випадку для визначення jku  виконуються на-
ступні дії: 
1) від’ємні коефіцієнти j -го обмеження 
системи (4) jia , 
2
jkIi  впорядковуються по 
мірі неспадання: 
)2(21
......
jkm
jijijiji aaaa    
2) шляхом покрокового додавання чергово-
го елементу цій послідовності до суми попе-
редніх встановлюється найменша кількість 
min  від’ємних коефіцієнтів, сума яких не пе-
ревищує значення вільного члену jkb : 


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3) параметру jku  присвоюється значення. 
Якщо jkjkjk bSS 
)3()2( , то kjk mv  . У проти-
лежному випадку для визначення jkv  викону-
ються наступні дії: 
1) додатні коефіцієнти j -го обмеження си-
стеми (4) jia , 
3
jkIi  впорядковуються по мірі 
неспадання: 
)3(21
......
jkm
jijijiji aaaa   ; 
2) шляхом покрокового додавання чергово-
го елементу цієї послідовності до суми 
від’ємних коефіцієнтів )2(jkS  і попередніх еле-
ментів встановлюється найбільша кількість 
max  додатних коефіцієнтів, які у загальній 
сумі із від’ємними не перевищують значення 
вільного члена jkb : 

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3) параметру jkv  присвоюється наступне 
значення: 
max
)2(  jkjkjk mmv . 
Оцінка  kG  критеріальної функції на k -й 
підмножині варіантів розв’язку лінійної ком-
бінаторної задачі обчислюється також як сума 
двох складових: константи 1kc , що визначаєть-
ся частковим планом даної підмножини, і 
приростом  kG , котрий є функцією незале-
жних змінних, що утворюють доповнюючи 
плани kG . Лінійність критеріальної функції 
дозволяє застосовувати для обчислення при-
росту  kG  порівняно просту процедуру. 
Якщо 0kv , то   0kG . 
При виконанні умови kOkOkk vmmu 
)3(  
величина  kG  приймає своє максимальне 
значення, рівне сумі додатних коефіцієнтів 
критеріальної функції (3): 
  i
Ii
k cG
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


3
 . 
У всіх інших випадках для обчислення 
 kG  необхідно впорядкувати коефіцієнти 
критеріальної функції (3) ic , OkIi  по мірі 
незростання: 
Okmiiii
cccc  ......
21 
. 
Тоді значення  kG  може бути визначено 
згідно формулі: 
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Аналіз підмножин варіантів 
Властивості k -ї, lk ,1  підмножини варіа-
нтів розв’язку лінійної комбінаторної задачі 
формулюється у вигляді чотирьох наступних 
положень. 
ПОЛОЖЕННЯ 1. Підмножина kG  не міс-
тить допустимих планів, якщо для деякого 
kJj , виконується одна із умов: 
a) 2jkI  та 0jkb ; 
б) 2jkI , але jkjk bS 
)2( . 
ПОЛОЖЕННЯ 2. Обмеження kJj  не є 
активним по відношенню до планів підмно-
жини kG , якщо для нього виконується одна із 
умов: 
а) 3jkI  та 0jkb ; 
б) 3jkI , але jkjk bS 
)3( . 
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ПОЛОЖЕННЯ 3. Якщо 2jkI , kJj , і 
для деякого 2jkIi   виконується умова 
ijjkjkjk aSbS 
)2()2( , 
то із доповнюючих планів підмножини kG  
припустимими можуть бути лише ті, у яких 
  1)(2  ijk xiIi . 
ПОЛОЖЕННЯ 4. Якщо 3jkI , kJj  і 
для деякого 3jkIi  , виконується одна із умов: 
а) 2jkI  та ijjk ab 0 ; 
б) 2jkI , але ijjkjkjk aSbS 
)2()2( , 
то з доповнюючих планів підмножини kG  до-
пустимими можуть бути лише ті, у яких 
  0)(3  ijk xiIi . 
Процедура аналізу k -ї підмножини варіантів 
розв’язку лінійної комбінаторної задачі (рис. 
2) полягає у послідовній перевірці виконання 
умов кожного із сформульованих положень 
для усіх обмежень системи (4). В залежності 
від результатів цієї перевірки у циклі аналізу 
відбувається та чи інша послідовність дій. 
 
 
Рис. 2. Процедура аналізу підмножини варіантів розв’язку задачі 
1. Якщо для деякого обмеження kJj  ви-
конується одна із умов положення 1, підмно-
жина kG  виключається із подальшого розгля-
ду. 
2. Обмеження kJj , для яких виконують-
ся умови положення 2, видаляються із систе-
ми (4), а їх номера – із складу множини kJ . 
3. Якщо для деякого 2jkIi  , 
*
kJj  викону-
ється умова положення 3, незалежним змін-
ним ix ,  iIi jk  2  присвоюються значення 
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одиниці. Ці значення підставляються у всі об-
меження *kJj , після чого відбувається по-
вторний цикл аналізу k -ї підмножини варіан-
тів. 
4. Якщо для деякого 3jkIi  , 
*
kJj  викону-
ється одна із умов положення 4, то незалеж-
ним змінним ix ,  iIi jk  3  присвоюється зна-
чення нуля. Ці значення підставляються у всі 
обмеження *kJj , після чого здійснюється 
повторний цикл аналізу підмножини kG . 
Перевірку виконання умови положення 3 
для чергового j -го обмеження, *kJj , реко-
мендується розпочинати, розглядаючи у якос-
ті ija   мінімальний (від’ємний) коефіцієнт фу-
нкції  xg jk : 
 2,min jkjiij Iiaa  . 
В результаті, якщо при такому виборі ija   
умова положення 3 виконується, у якості па-
раметру доцільно використовувати коефіцієнт 
 jkjijkjkjiij baSIiaa  )2(2 :,max . 
Виконання умов положення 4 для чергово-
го j -го обмеження, *kJj , спочатку перевіря-
ється для випадку, коли у якості ija   виступає 
максимальний (додатній) коефіцієнт функції 
 xg jk : 
 3,max jkjiij Iiaa  . 
Якщо при такому виборі ija   виконується 
одна із умов положення 4, то в подальшому у 
якості цього параметру розглядається коефіці-
єнт  jkjijkjkjiij baSIiaa  )2(3 :,min . 
Такий вибір параметрів ija   і ija   забезпечує 
відтин від kG  найбільших по потужності під-
множин варіантів, що не містять допустимих 
планів. 
Задачі (1)–(2) відносяться до класу  
NP–повних задач. Це означає, що теоретична 
оцінка тривалості їх розв’язання експоненціа-
льно залежить від розмірності математичної 
моделі. Однак на практиці аналіз підмножин 
варіантів, що оснований на сформульованих 
вище положеннях, дозволяє суттєво скоротити 
кількість кроків алгоритму і тим самим знизи-
ти витрати машинного часу у межах тридцяти 
відсотків. 
Висновки 
Розглянуто задачу призначення виконавців 
для виконання послідовностей робіт технічно-
го обслуговування повітряних суден, що є ре-
зультатом декомпозиції задачі керування пе-
редпольотним технічним обслуговуванням. У 
наведеній постановці модель задачі  є ліній-
ною, що дозволяє застосовувати інформаційні 
технології для підвищення ефективності обчи-
слення. 
Наведено оцінку критеріальної функції на 
кожній підмножині варіантів розв’язку ліній-
ної комбінаторної задачі, що виконується 
шляхом обчислення вказаної послідовності 
кроків. 
Теоретична оцінка тривалості розв’язання 
задачі експоненціально залежить від розмір-
ності математичної моделі. Однак використо-
вуючи запропонований аналіз підмножин ва-
ріантів, дозволяє скоротити кількість кроків 
алгоритму, що призводять до кінцевого ре-
зультату. 
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