Emphysema is one of the hallmarks of Chronic Obstructive Pulmonary Disease (COPD), a devastating lung disease often caused by smoking. Emphysema appears on Computed Tomography (CT) scans as a variety of textures that correlate with the disease subtypes. It has been shown that the disease subtypes and the lung texture are linked to physiological indicators and prognosis, although neither is well characterized clinically.
Most previous computational approaches to modeling emphysema imaging data have focused on supervised classication of lung textures in patches of CT scans. In this work, we describe a generative model that jointly captures heterogeneity of disease subtypes and of the patient population. We also derive a corresponding inference algorithm that simultaneously discovers disease subtypes and population structure in an unsupervised manner. This approach enables us to create image-based descriptors of emphysema beyond those that can be identied through manual labeling of currently dened phenotypes. By applying the resulting algorithm to a large data set, we identify groups of patients and disease subtypes that correlate with distinct physiological indicators. 
Introduction
Chronic Obstructive Pulmonary Disease (COPD) is a chronic lung disease characterized by poor airow. One of the hallmarks of COPD is emphysema, (i.e., destruction of structures supporting lung alveoli and permanent enlargement of airspaces) [9] . Several subtypes of emphysema have been identied by radiologists. Patients with emphysema exhibit a mixture of disease subtypes. This aspect of emphysema dierentiates it from most other diseases, in which patients only exhibit a single disease subtype. These subtypes are used for diagnosis and predicting patient prognosis [23] . The subtypes have also been shown to correlate with genetic data and biological markers [21] . Emphysema manifests on Computed Tomography (CT) scans as a variety of textures, which are associated with clinically dened emphysema disease subtypes. There is substantial intra-reader and inter-reader variability when identifying subtypes in CT images [27] . Computational approaches to the classication of textures in CT scans promise to identify subtle textural dierences beyond those that are visible to human readers. This nuanced information can be harnessed to produce well-dened, reproducible disease subtypes. Beyond fully 3D texture analysis, the additional benets of computational approaches include the possibility of providing novel insights into the disease once the heterogeneity of the patient population is properly characterized.
Our approach departs from the majority of prior research that has focused on supervised classication of patches extracted from CT scans based on examples labelled by clinical experts [4, 17, 18] . A notable exception is a recently demonstrated method for joint modelling of imaging and genetic data in the same clinical population [1] .
Our work models only the imaging data, but we explicitly detect and characterize homogeneous sub-populations dened based on the phenotypic similarities, which opens interesting directions for future analysis.
Contributions
In this thesis, we address the challenge of modelling heterogeneity in the disease subtypes and in the patient population in the context of an unusually large medical imaging data set consisting of 2457 thoracic CT scans.
Our primary contribution is a method that simultaneously detects distinct patient clusters and disease subtypes. The algorithm is based on a generative model that captures the underlying assumptions about population structure and distributions of disease subtypes. Specically, we assume that each cluster of patients is associated with a distinct distribution of disease subtypes. We derive an inference algorithm that is based on variational Expectation-Maximization [2] . We apply the algorithm to our data set and observe notable associations between physiological indicators and patient clusters and disease subtypes identied by the method. Further, we examine associations in simplied models that omit either patient clusters or disease subtypes to demonstrate the clinical advantage of the fully hierarchical model that includes both patient clusters and disease subtypes.
We also examine the choice of an appropriate texture descriptor that is used to dierentiate textures in the scans that appear in our data set. We choose these texture descriptors based on their classication accuracy on a labeled portion of our data set.
These descriptors serve as the observed data in our generative model. 
Thesis Outline
This thesis is organized as follows. In Chapter 2 we review background relevant to the method development in this thesis, and we also place the proposed methods in the context of previous work. In Chapter 3 we discuss our choice of texture descriptors.
In Chapter 4, we describe a generative model that we employed to identify disease subtypes and patient clusters. In Chapter 5, we present the data and the empirical evaluation procedure and discuss the experimental results. In the last chapter, we summarize and examine directions for future work.
Background and Previous Work
In this section, we describe clinical background relevant to the understanding of emphysema and COPD. We discuss the basics of CT imaging, and methods for texture classication in medical image analysis. We then place this work in the context of previous medical imaging research that aimed to classify CT scans of patients with COPD and related diseases. To the best of our knowledge, ours is the rst study that has successfully identied emphysema subtypes in a fully unsupervised manner.
Background on Emphysema and COPD
COPD is the third leading cause of death in the United States, aecting approximately 15 million people each year [11] . It is a highly heterogeneous disease. The disease's subtypes and causality are not well characterized [12] . Except for smoking, the risk factors associated with COPD and those inuencing its prognosis are poorly understood [21] . A few genetic variants that correlate with COPD risk have recently been identied, along with certain environmental factors [12] . Currently, COPD is diagnosed based on a ratio of volume of air that can be exhaled in one second and the total amount of air that can be exhaled in one breath. If the ratio is less than 70%, COPD diagnosis is established [19] . Biologically, COPD manifests as a combination of chronic bronchitis and emphysema. To distinguish between and within these contributions to COPD, radiological characterizations, generally based on CT scans, are employed [15] . Emphysema presents as various patterns of physical lung tissue destruction, which can be observed as texture in CT scans. It has been shown that texture patterns found in CT scans correlate strongly with histopathological ndings [16] .
Three common emphysema subtypes have been established in the medical practice: centrilobular, panlobular, and paraseptal emphysema. Further, radiologists may utilize a variety of terminology including honeycombing and ground-glass texture to describe patterns of lung destruction seen in emphysema. A patient may exhibit a combination of these subtypes and textures to varying degrees, along with healthy lung tissue [9] . Emphysema subtypes have been shown to strongly correlate with clinical prognosis [23] . However, there are no uniform clinical, pathological, or texture-based standards for identifying these subtypes or textures. This also leads to high degrees of intra-reader and inter-reader variability when interpreting CT scans [27] . Additionally the emphysema textures are inherently three-dimensional, so humans cannot fully visualize them. Improved understanding of emphysema subtypes would not only improve the biological understanding of the disease, but also enable better tailored treatments and more accurate prognosis. Moreover, it promises to help classify the subtypes of the disease as linked to genetic components or environmental factors.
CT Imaging
CT imaging is used for diagnosis and imaging of structural changes in organs including the brain, lungs, heart, extremities, and abdomen [5] . It has been an important diagnostic tool for emphysema and COPD for two decades [16] . CT imaging is a non-invasive imaging technique that uses X-rays to produce virtual slices, or tomographs of a given scanned object. These are processed to produce a three-dimensional representation of the scanned area [17] .
Texture is observed in CT scans as spatial intensity variation in the image, created when X-rays are scattered by tissues with varying physical properties [17] . Although the texture is created by dierent underlying physical structures, in this work we will not attempt to reconstruct the underlying physical properties of the tissue. Instead, we will analyze the texture features that are extracted from CT scans, and employ these as markers to dierentiate the underlying tissues.
Texture Definition
There is no single denition of texture. It is generally understood as the spatial distribution of voxel or pixel intensity in an area of interest. Three dimensional textures exist in lled objects and are generated by volumetric data acquisition devices. Three dimensional textures cannot be characterized in terms of reectivity and surface properties, but instead represent volumetric properties of the materials or tissues. Additionally, three-dimensional textures cannot be fully visualized by humans, so it is inherently only possible to model them algorithmically [5] .
Texture Descriptors
Here we survey texture descriptors that have been used to model lung textures and which we will employ in the proposed work. Each of these descriptors is dened for a patch centered around a particular voxel. Several important properties dierentiate among these texture descriptors, including sensitivity to the underlying parameters and rotational invariance [5] . In this work, we utilize the rst three texture descriptors.
Histograms
Histograms describe the discretized distribution of intensities within a patch. Mendoza et al. [14] employed histogram texture descriptors along with kernel density estimation to perform supervised classication of emphysema subtypes, demonstrating superior performance to that of many commonly used complex descriptors. Histograms are rotationally invariant but are sensitive to the patch and bin size [5] . It is necessary to empirically determine the values of the bin size.
Grey Level Co-Occurrence Matrices
Grey Level Co-Occurrence Matrices (GLCMs) represent the joint probability distribution of intensity values of pixel pairs in a given patch [18] . To construct this descriptor, the image is discretized into a given number of grey levels, often eight or 16. Pixel pairs are examined at a given oset. Generally, the distance is set to be fairly small (between one and three voxels). The value of the entry at position (i, j) in the GLCM captures the proportion of pixel pairs at the oset where one voxel has intensity i, and the other has an intensity j. This descriptor eectively extends histograms to pairwise marginal distributions.
A common approach to obtain a degree of rotational invariance is to average the GLCMs over some number of uniformly distributed directions in three dimensions.
The feature vector corresponding to a given voxel is a collection of features that can be extracted from GLCMs -including the entropy, maximal probability, homogeneity, and others [10] . This descriptor is sensitive to patch size, number of levels, and oset used to compute the histogram.
Fourier Analysis and Discrete Cosine Transformation
Fourier transforms are equivalent to convolution of the patch with sine and cosine functions. They are dened over functions with innite support. To obtain a local texture representation, the basis functions are typically bounded to a given region of interest, and the boundary conditions are specied. The discrete cosine transform uses only the real coecients. The feature vector is generally constructed from the largest coecients. These descriptors can be modied to be rotationally invariant [5] .
Difference of Gaussians and Gabor Filters
Let G σ be the Gaussian kernel with standard deviation σ. Radially symmetric receptive elds correspond to the dierence of Gaussians and are modeled by
These are rotationally invariant. The two-dimensional Gabor lter bank can be extended to three dimensions, and maintain rotational invariance. These lter banks are constructed across various octaves to cover the scale space of the scan or patch, and so are generally not highly sensitive to underlying parameters. The feature vector of the voxel can be dened as the convolution of the patch with the lter bank at a the voxel of interest [13] . Alternatively, the feature vector can be a histogram dened over the convolution of the lter bank with the patch [17] .
Riesz Features and Wavelets
Riesz features were specically proposed by Depeursinge et al. [4] for lung texture classication. They are wavelets, which are lter banks that cover the entire spatial spectrum of the image. The descriptor was originally dened for two dimensions, but can be extended to 3D. The Riesz transform maps a function to its harmonic conjugate, and can be thought of as a generalization of the Hilbert transform for Euclidean spaces of dimension greater than one. Riesz transforms are convolved with the Laplacian of a Gaussian at various scales to obtain rotationally-covariant basis functions. These convolutions create a steerable lter bank, which makes it possible to analytically obtain the lter coecients at any orientation as a linear combination of basis lters.
This allows for the orientation of the lters at each voxel in such a way that they produce a maximal response [22] . The feature vector for a voxel can be dened as the convolution of the patch with the lter bank at a voxel, or as the energy of this convolution [17] .
Previous Work on CT Classification
Here, we survey previous research that aimed to classify CT scans of patients with COPD and related diseases.
Comparing classications across prior methods is challenging for a number of reasons. Most previous work employed distinct clinical patient cohorts, largely due to the fact that few public sets of COPD scans are available. These cohorts have contained from 18 [25] to 342 CT scans [14] . Additionally, a large part of the related work is based on patient cohorts aected by diseases related to but not COPD. Most previous work has also employed the results from a single scanner or scanning protocol, which limits transfer to new clinical cohorts as textures may manifest dierently with varying scanners and protocols. There has been some recent work [14] on newly available multisite patient cohorts [21, 23] . In previous work, 2D and 3D neighborhoods of varying sizes were used for feature extraction to train classiers. Typically, these were square or cubic patches of a xed size [14] ; however, manually annotated regions of variable shape have also been employed [17] . Additionally dierent types of class labels have been investigated across dierent studies. Some studies focused solely on identifying emphysema subtypes [6, 14, 24] , while others treated emphysema as a single texture class among other textures [4, 17, 18] . Additionally, the emphysema subtypes and other textures present in images were not dened consistently across dierent studies [17] .
The majority of previous work focused on supervised learning for identifying clinically dened emphysema subtypes, generally by classifying image patches. A broad variety of modeling approaches have been employed, including Random Forests [17] , SVMs [3] , and K-Nearest Neighbors [14] . Additionally, classication of lung disease subtypes has been demonstrated for content-based image retrieval, which seeks to retrieve earlier images similar to the input example [20] .
A similar approach to ours was proposed by Dy et al. [6] . This work introduces a partially supervised approach for lung texture classication, within the framework of content-based retrieval. The authors used a collection of thoracic CT scans of patients suering from a variety of diseases related to and including emphysema. However, they employed only two-dimensional regions for characterizing lung texture. Additionally, they used supervised approaches to distinguish between emphysema subtypes, and then perform unsupervised classication within these subtypes, which prevents discovery of truly novel subtypes.
The most similar work to ours was proposed by Batmanghelich et al. [1] . This work constructed a generative model that discovered disease subtypes based on imaging and genetic data. In contrast, we discover emphysema subtypes in a strictly unsupervised manner, by modelling both the heterogeneity of our patient population and the distribution of emphysema subtypes within groups of patients, based only on imaging data.
Choice of Texture Descriptors
In this section we discuss our data set and choice of texture descriptors. A variety of texture descriptors are described in the previous chapter, some of which we analyze in this section. As discussed in Section 2.5, COPD data sets dier greatly across their size and choice of regions in which to classify and identify textures. Thus we must identify the specic texture descriptors that are suitable to our cohort and problem. We employ a supervised approach for feature selection, but not for training the generative model discussed later in this thesis.
Data
We will investigate the proposed methods in the context of an imaging study that includes CT scans of 2457 patients' lungs. COPDGene is a multicenter study that acquired CT scans, genetic data, and physiological indicators such as spirometry measures, six-minute walking distance, height, weight, and blood pressure in COPD patients who are smokers [21] . The study's goal is to understand COPD subtypes, pathology, and genetics. The data was collected by 21 sites across the United States, using dierent CT scanners. The volumetric CT scans were obtained at full inhalation and at relaxed exhalation. Image reconstruction produces sub-millimeter slice thickness, and employs edge and smoothness enhancing ltering [21] . The images are then resampled to obtain 1.5mm slice thickness. In addition, we have 1525 patches from the CT scans of 267 patients from this cohort which were manually labeled by a clinical expert [14] . The data was made available to us by our collaborators at Brigham and Women's Hospital. This is an unusually large patient cohort, which promises to provide new, powerful insights into the eects of emphysema and COPD on lungs.
Identifying Texture Descriptors
For each voxel in the image we seek to construct a feature vector whose entries correspond to values of texture features extracted from a volumetric patch around the voxel. Emphysema has been described at the level of the secondary pulmonary lobule [14] , therefore we selected patches large enough to encapsulate an entire secondary lobule, but not too large as to blur the boundaries between regions. We chose to utilize 11x11x11 patches around each voxel. On our CT scans, these correspond to patches of size approximately 24 × 24 × 24mm 3 , which is the approximate size of secondary pulmonary lobules.
We choose the appropriate texture descriptors by examining their accuracy in classifying patches that have been labeled by clinicians. Although a big motivator for our unsupervised algorithm is that we wish to discover structure beyond that which is available from clinician's labels, they still contain a degree of information that can be harnessed to select the proper texture descriptors. For the feature selection, we used the 1525 labeled patches from the CT scans of 267 patients. Each of these patches was identied by one of four labels: centrilobular emphysema, panlobular emphysema, paraseptal emphysema, and normal lung tissue.
To evaluate the classication accuracy, we performed repeated random sub-sampling [2] 100 times on a balanced portion of the data set which was split in half each time between testing and training data. We then trained a Support Vector Machine (SVM) classier on the training set and evaluated its accuracy on the testing set within each split.
We examined three types of texture descriptors: histograms, the discrete cosine transform, and GLCMs, which are described in Section 2.4. Additionally, after a primary exploration of the data we found that the vertical distance from the top of the lung (normalized by lung size) correlates with the emphysema subtype, so we also experimented with appending this value to the feature vector.
Initially, we examined the optimal number of bins for classication with histograms.
As shown in Figure 3 .1, feature vectors consisting of 10 bins lead to as high a classication accuracy as those with higher bin counts. These feature vectors produce a classication accuracy of 0.657.
We then applied the discrete cosine transform to the image patches and repeated the classication experiment. As shown in Figure 3 
GLCM Feature Formula
Energy accuracy comparable to that of the histogram feature vectors when using the rst 8
Fourier coecients, which corresponds to a 512-dimensional feature vector.
We then repeated the classication experiment with feature vectors that consist of features extracted from GLCMs. To construct the GLCMs, we rst discretized the patches into eight image intensity levels. We examined rotationally invariant features, since lung texture features do not appear to exhibit a direction. These were produced by summing the GLCMs over uniformly distributed directions in three dimensions and extracting features from this new matrix. We examined osets of distance one and three and used nine common feature descriptors. These are listed in 
We found that we obtained a classication accuracy of 0.721 when using an oset distance of 1, and an accuracy 0.719 with an oset distance of 3, as shown in Figure 3 .1. It is slightly surprising that texture descriptors as simple as histograms prove so accurate at dierentiating the emphysema subtypes. Previous work [14] has demonstrated that histograms are more accurate than several more complex approaches at predicting emphysema subtypes. A possible explanation for the good performance of histograms is that image intensities account for a large fraction of dierences in emphysema subtypes.
We then experimented with combining GLCMs and histograms to produce texture descriptors. The motivation behind this is that both feature descriptors produce lowdimensional representations and each captures dierent aspects of the texture. The feature vectors were constructed by appending various numbers of histogram bins to a feature vector consisting of GLCM descriptors. The classication accuracy is shown in Figure 3 .2. As can be seen in the Figure, there is very little improvement from appending more than 2 histogram bins. With such feature vectors, we achieve a classication accuracy of 0.792. We also appended the distance from the top of the lung to our feature vector, but the classication results remained virtually identical.
Thus our feature vectors are 11-dimensional, where the rst nine values correspond to GLCM features, and the next two values correspond to histogram bins from the patch around the voxel. This combination of descriptors captures dierent aspects of texture, which creates powerful feature vectors.
In this chapter, we present a probabilistic generative model that captures assumptions about the population structure of our cohort. We then derive a corresponding inference algorithm. The generative model assumes that each underlying patient cluster shares a common distribution of disease subtypes. This is an assumption supported by the clinical understanding that dierent disease subtypes and combinations of subtypes correlate with distinct clinical prognoses [23] . The evaluation of the identied patient clusters and disease subtypes will be described in Chapter 5.
Formulation
Our generative model relies on the assumption that there are K underlying patient clusters, each characterized by a dierent distribution of disease subtypes. We use N to denote the total number of CT scans in the study. When processed, each scan is represented by R non-overlapping patches. Let S nr be the patch around voxel r in patient n. Patches are entirely contained within a lung. We apply a chosen feature extraction method to S nr to construct a feature vector F nr ∈ R d . The feature vectors {F nr } serve as the input into our algorithm. The images are not spatially aligned, as it is challenging to nd spatial correspondences between lungs of dierent individuals [15] .
In the experiments presented in the next chapter of this thesis, we use a combination of Grey Level Co-Occurrence Matrix (GLCM) [18] features and intensity histograms as feature descriptors; the modeling approach readily accepts a broad range of descriptors.
The full generative model and a summary table of the parameters and variables is
shown in Figure 4 .1.
The distribution of cluster assignments for any patient in the study is parameterized by π and is represented by a vector C n for patient n. n. Each patch belongs to one of S disease subtypes. L nrs = 1 if the patch belongs to subtype s; L nrs = 0 otherwise. We use a Gaussian distribution N (·; µ, Σ) with mean µ s and covariance Σ s to model feature vectors in the disease subtype s.
The generative model can be summarized as follows:
Each subject is viewed as an independent and identically distributed sample from this distribution, giving rise to the full likelihood model:
We set the number of patient clusters K and the number of disease subtypes S. The observed data consists of feature vectors {F nr } of N patients for whom we extracted features from R patches each. We aim to infer the most likely subtype L nr for each patch r in patient n and the most likely cluster C n for each patient n. Additionally, we estimate the parameters: the mixing proportions of the patient clusters π, the mixing proportions of the disease subtypes {α k } for each patient cluster, and the means and variances {µ s , Σ s } of the image features for each disease subtype.
Inference with the Expectation-Maximization Algorithm
We perform inference on the model via an algorithm based on the variational Expectation-Maximization (EM) algorithm [2] , which approximates the exact EM algorithm. In the exact EM algorithm, we seek to maximize the marginal log-likelihood ln p(F ; α, π, µ, Σ) over the observed variables by iterative coordinate ascent [2] . To describe the exact EM algorithm, we re-write the marginal log-likelihood ln p(F ; α, π, µ, Σ)
by choosing an arbitrary distribution q over the latent variables C and L. We then obtain:
= L q (F, C, L; α, π, µ, Σ) + KL(q(C, L) p(C, L|F ; α, π, µ, Σ)), (4.5) where L q (F, C, L; α, π, µ, Σ) = E q ln p(F, C, L; α, π, µ, Σ) q(C, L)
where H(q(C, L)) is the entropy of q(C, L), and KL(q(C, L p(C, L|F ; α, π, µ, Σ)) = E q ln p(C, L|F ; α, π, µ, Σ) q(C, L)
is the Kullback-Liebler (KL) divergence between q(C, L) and p(C, L|F ; α, π, µ, Σ). Since the KL-divergence is non-negative, L q (F, C, L; α, π, µ, Σ) is a lower bound for ln p(F ; α, π, µ, Σ).
The exact EM algorithm then iteratively maximizes ln p(F ; α, π, µ, Σ) by maximizing the lower bound L q (F, C, L; α, π, µ, Σ). In this algorithm, we randomly initialize the parameters α, π, µ, and Σ. Then the algorithm iterates between two steps until convergence criteria are met: the expectation step (E-step), and the maximization step (M-step).
In the E-step, we hold the model parameters xed and nd the parameters of the approximating distribution, q, that maximize L q (F, C, L; α, π, µ, Σ). We then compute the values of expectations seen in equation 4.6 for the current estimates.
The KL-divergence is non-negative, so we can see by inspecting equation 4.5 that L q (F, C, L; α, π, µ, Σ) will be maximized when KL(q(C, L) p(C, L|F ; α, π, µ, Σ) = 0. In the M-step, we hold the parameters of q(C, L) xed and maximize L q (F, C, L; α, π, µ, Σ) with respect to model parameters α, π, µ, and Σ in L q (F, C, L; α, π, µ, Σ). The values of the expectations evaluated in the E-step are necessary to perform these calculations. Maximizing the lower bound in the M-step causes the marginal log-likelihood of the data to increase at every step.
Variational Expectation Maximization
In the exact EM algorithm presented above we must compute the expectations in equation 4.6 with respect to the full posterior distribution in the E-step. This is intractable due to coupling between the latent variables C and L. Thus, we employ a variational EM algorithm [2] . The dierence from the exact EM algorithm is that we constrain the distribution q(C, L) in a way that will simplify our derivations in the E-step [2] . We choose q(C, L) to approximate the full posterior distribution with a product of two categorical distributions:
θ Lnrs nrs , as follows:
θ nrs ln θ nrs = L var (C,L;ψ,θ) (q(F, C, L; α, π, µ, Σ)). In the variational algorithm, we iteratively optimize this variational lower bound for ln p(F ; α, π, µ, Σ) with respect to the parameters {π k , α ks , µ s , Σ s , ψ nk , θ nrs }. We randomly initialize the parameters and then iterate between the E-step and M-step until convergence.
In the E-step, we hold the model parameters π, α, µ, and Σ xed and estimate the variational parameters ψ and θ to maximize the lower bound in equation 4.13. Unlike the exact EM algorithm, we can no longer nd q(C, L) such that KL(q(C, L; θ, ψ) p(C, L|F ; α, π, µ, Σ)) = 0, so the lower bound is no longer equal to the marginal log-likelihood at the end of the E-step. The M-step proceeds as in the exact EM-case.
Once the parameter estimation process is complete, we determine the cluster labels C n and the disease subtype labels L nr by maximizing the approximate posterior distributions q C (C n ; ψ n ) and q L (L nr ; θ nr ) respectively.
This algorithm is highly similar to the EM algorithm described in the previous section. However, in the variational algorithm, we are maximizing the lower bound 
6. Repeat steps 2 or 3 until convergence criteria are met.
For each (n, r, s), set L nrs = 1 if θ nrs = max s {q L (L nrs ; θ nr )} 0 otherwise so the variational algorithm is not guaranteed to maximize the log-likelihood at every step. However, the variational approximation enables us to implement our algorithm.
In practice, these types of variational algorithms are highly eective and converge to good results.
Deriving the E-Step
In the E-step, we keep the parameters of the full likelihood model xed and seek to calculate the parameters of q that maximize L var q(C,L;ψ,θ) (F, C, L; α, π, µ, Σ):
We nd θ * , ψ * = argmax θ,ψ {L var q(C,L;ψ,θ) (F, C, L; α, π, µ, Σ)}. .14 remains challenging to optimize simultaneously with respect to both θ and ψ, since for a given value of n, ψ nk and θ nrs are coupled. Instead, we iteratively optimize L var q(C,L;ψ,θ) (F, C, L; α, π, µ, Σ) with respect to the ψ and the θ parameters separately. Once we hold the θ parameters xed, the ψ parameters are decoupled, so we maximize each value of ψ nk and θ nrs independently.
With respect to a given ψ nk , the expectation is convex. We can nd the maximum by taking the derivative of L var q(C,L;ψ,θ) (F, C, L; α, π, µ, Σ) with respect to ψ nk and setting it to 0. We have that for all n, K k=1 ψ nk = 1, so we add a Lagrange multiplier before taking the derivative. The terms of (4.13) that contain a given ψ nk , along with the With a bit of algebra, and setting β n = exp (1 − α n ). we obtain: By summing over all k, we obtain:
α θnrs ks . Similarly, we can derive the update rules for θ nrs :
(4.20)
Deriving the M-Step
In the M-step, we determine the values of the parameters of the full likelihood model that maximize L var q(C,L;ψ,θ) (F, C, L; α, π, µ, Σ) while keeping the parameters of q xed.
In other words, we nd: α * , π * , µ * , Σ * = argmax α,π,µ,Σ {L var q(C,L;ψ,θ) (F, C, L; α, π, µ, Σ)}. 
Deriving the update rule for π
We derive the update rule for π as in the case of the standard EM algorithm. We have that π k = 1. So we add a Lagrange multiplier to the terms of (4.13) that contain π k : Taking the partial derivative with respect to π j produces 1 π j N n=1 ψ nj − η. We set this to 0 to nd the optimal setting of π j . Thus N n=1 ψ nj = η · π j . Summing over all such k, we derive 
Deriving the update rule for α
We have that for all k, S s=1 α ks = 1. Hence for all k, we add a Lagrange multiplier to the terms of (4.13) that contain α to obtain: Taking the derivative with respect to a given α kj , we calculate: 
Deriving the update rules for µ and Σ
The terms of L var q(C,L;ψ,θ) (F, C, L; α, π, µ, Σ) that contain µ s are We similarly nd the update rule for Σ s , which is
(4.34)
Analysis of the Generative Model and Discussion of Results
In this chapter, we discuss the implementation and performance of the algorithm described in the previous chapter. We present the methods used determine the number of patient clusters and the number of disease subtypes and examine parameters estimated by our model. To ensure that our algorithm's results are meaningful, we analyze the spatial contiguity of the disease subtypes and the model's stability. We conclude by discussing the clinical relevance of our results.
Parameter Selection
The algorithm was run on 2457 patients with 1000 non-overlapping patches randomly chosen from each patient. The patches are 11 × 11 × 11 and the feature vectors are 11-dimensional where the rst 9 values consist of GLCM features, and the last two consist of histogram bins, as described in Chapter 3.
The algorithm was run on a range of the number of patient clusters K and disease subtypes S. We chose to examine the model with eight patient clusters and six disease subtypes, as this was the largest number of disease subtypes and patient clusters for which each patient cluster and disease subtype received at least ve percent probability.
The rest of this chapter proceeds with a discussion of the algorithm's performance with eight patient clusters and six disease subtypes.
Disease Subtypes
Patches belonging to each of our disease subtypes are shown in Figure 5 .1. Subtype 1 is the one that most closely corresponds to normal lung tissue.
We compared the disease subtypes identied by our model to clinically identied ones. To this end, we used the labelled patches described in Chapter 3, though we employ dierent clinical labels from the one used in Chapter 3 for feature selection.
Here, we have six clinical labels for our patches: normal lung tissue, panlobular emphysema, and paraseptal emphysema, along with mild, moderate, and severe centrilobular emphysema.
A confusion matrix between the disease subtypes and the clinical labels is shown in Our results suggest that centrilobular emphysema is a mixture of identied disease subtypes 1, 2, 3 and 4.
Patient Clusters
The values for π, i.e. the proportion of patients in each cluster is reported in Table 5 .2.
The values of the expected proportion of subtypes α in each patient category is displayed in Figure 5 .2. In this gure, the plot for cluster k corresponds to the values of α k -the proportion of subtypes in cluster k. We observe that the distributions of the subtypes is quite dierent for each patient cluster, which shows that we have successfully identied distinct patient clusters. 
Spatial Contiguity
Emphysema clusters spatially in the lungs, as do the disease subtypes our algorithm identies, as can be seen in Figure 5 .3. We evaluated spatial contiguity by permutation testing [8] . For each voxel labelled by our algorithm we compute the proportion of neighboring voxels that belong to the same disease subtype. We then average this value over the entire lung to obtain a spatial contiguity score. To obtain a distribution of the score under the null hypothesis we assigned voxels within the lungs to random disease subtypes 1000 times for each scan while maintaining the proportion of disease subtypes for each lung that was identied by our algorithm. We found that across all CT scans, the spatial contiguity scores produced by our algorithm are greater than the maximal values in the corresponding null distribution. This corresponds to rejecting the null hypothesis with p < 0.001. Spatial contiguity is an important result, as we have not imposed this constraint on our model, and instead it organically arose out of the data.
Model Stability
We analyze the model's stability, using a method motivated by Levine, et al. [7] . We ran our algorithm on a randomly selected half of the scans and labelled the remaining scans based on the estimated model parameters. In particular, we assigned each patient to the most likely cluster, and we assigned each voxel to the most likely subtype. We repeated this process 10 times. Hence, we obtain 10 assignments of patients to clusters, and 10 assignment of voxels to subtypes. We only compare the assignments of voxels to subtypes in 100 patients, since it would be too cost-intensive to compute for all of the patients. We calculate the adjusted mutual information between each pair of assignment of patients to clusters, and average these values. Similarly, we calculate the adjusted mutual information between each pair of assignment of voxels to subtypes, and average these scores.
This adjusted mutual information score between two cluster assignments X and Y is dened as
.
The score takes on values between 0, when the mutual information between two cluster assignments equals its expected value, and 1, when two cluster assignments are identical [26] . Here, E[I(X, Y )] is the expected mutual information in the case that X and Y have the same proportion of elements in each cluster, but the two cluster assignments
]. This will be equal precisely when I(X, Y ) is maximized, that is when X and Y are identical, producing a score of 1. When X and Y are independent, I(X, Y ) = E[I(X, Y )], so the score is 0.
The averaged score across assignments to patient clusters is 0.60 -which shows some stability in these labelings. The averaged score across assignments of voxels to disease subtypes is 0.79. This suggests that the identities of the disease subtypes are more stable than the identities of the patient clusters, though both are consistent across running the algorithm on dierent subsets of the data. This is likely due to the fact that the disease subtypes are more directly linked to the data, while the patient clusters are linked to the data only through the disease subtypes.
Associations with Physiological Indicators
To evaluate the clinical relevance of our model, we quantify the associations between the structure detected by our method and the physiological indicators relevant to COPD: six minute walking distance, body mass index (BMI), forced vital capacity (FVC), forced expiratory volume (FEV), change in FVC value from treatment, and the ratio between the FEV and FVC values. We ran our algorithm on a randomly selected half of the scans and labelled the remaining scans based on the estimated model parameters.
In particular, we assigned each patient to the most likely cluster and constructed an empirical distribution of disease subtypes for the patient based on the image patches.
We repeated this procedure 100 times to estimate variability in the results.
We constructed three baseline models by eliminating patient clusters (K = 1) or disease subtypes (S = 1) or both (K = 1, S = 1). In the last case, we extract feature vectors from patches in each patient, and then average and normalize the feature vectors in each patient to produce a single patient-specic feature vector.
Methods for Quantifying Association
The association between patient clusters and physiological indicators is quantied via the normalized mutual information score [26] .The normalized mutual information score of two random variables X and Y is dened as
where I(X, Y ) is the mutual information between X and Y , and H(X) is the entropy of X. This score takes on values between 0 (no association), and 1 (perfect dependency).
To quantify the associations between distributions of disease subtypes or the averaged normalized feature vector for a patient and a physiological indicator we perform linear regression. We have a physiological indicator c, and a i is the proportion of subtype i in a given patient or the i-th entry in a feature vector. The linear regression nds the optimal settings for {β} t i=1 to best approximate c = t i=1 β i a i across all patients. We can quantify the strength of this correlation with the R 2 score, which is the percentage of the variance in c that is explained by the linear regression. The R 2 score is dened as Dierent metrics are used to quantify the associations between patient clusters and proportions of disease subtypes or feature vectors, since the former is a discrete label while the last two are continuous quantities. associations than a model with only disease subtypes.
Discussion of Identified Associations

Discussion
We have shown that our method produces spatially contiguous clusters -which is an important verication of our results since emphysema patterns tend to cluster spatially.
We have also shown that our method is stable across runs on dierent subsets of the data.
The clinical relevance of our model is demonstrated by the associations between both patient clusters and distributions of subtypes and a variety of physiological indicators. Additionally, there are certain physiological indicators that correlate strongly with patient clusters but not with distributions of disease subtypes, showing the importance of the patient clusters. It appears that some clinical information is present in the distribution of subtypes but not in the patient clusters, suggesting that the patient clusters may not capture all of the necessary clinical information. We have shown that our model has small but signicant advantages over a model in which only subtypes or clusters are modeled, and even larger advantages over a model with neither subtypes nor clusters.
Chapter 6
Conclusions and Future Work
The work presented in this thesis enables us to model population structure across a large cohort of patients and to dierentiate groups of patients that exhibit the same distributions of emphysema disease subtypes and consequently may have the same clinical prognoses and manifestations of the disease. Additionally, our method enables us to distinguish three-dimensional textures in CT scans of lungs aected by COPD, which correspond to distinct disease subtypes.
Contributions
In this thesis, we presented an unsupervised framework for the discovery of both patient clusters and of disease subtypes. Specically, we construct a generative model that parameterizes the assignment of voxels in CT scans to subtypes and the assignment of patients to clusters. The observed data for our algorithm consists of texture descriptors of patches extracted from CT scans of patients with COPD. Our model performs inference using a variational expectation-maximization approach.
Our model enables us to harness the information available in our data set of 2457 CT scans and identify disease subtypes in the context of population structure. We examine the performance of our model and demonstrate that the patient clusters and disease subtypes that our model produces are clinically relevant.
Extensions and Future Work
Our work could be extended by incorporating several clinical markers into the generative model. In this work, we compare our clusters to these markers but do not model them directly. Many clinical markers correspond to patient prognosis, so their inclusion could cause patients with similar disease prognosis and disease phenotype to be assigned to the same cluster.
CHAPTER 6. CONCLUSIONS AND FUTURE WORK
Another extension is to incorporate clinically dened subtype labels in a semisupervised manner. In this framework, our algorithm would generally proceed in an unsupervised manner, but it would attempt to group regions of the lung that clinicians assign the same label to into the same subtype. This model would likely produce dierent results than the model that we describe in this thesis. It would then be possible to explore how clinician's labelings of emphysema subtypes change the patient clusters.
Further, the patient clusters that our model produces merit further exploration. It would be worthwhile to examine their correlation to genetic markers. An additional extension is to directly examine whether dierent patient clusters exhibit distinct clinical prognoses or respond to dierent clinical interventions.
