We present the convergence rates and the explicit error bounds of Hill's method, which is a numerical method for computing the spectra of ordinary differential operators with periodic coefficients. This method approximates the operator by a finite dimensional matrix. On the assumption that the operator is selfadjoint, it is shown that, under some conditions, we can obtain the convergence rates of eigenvalues with respect to the dimension and the explicit error bounds. Numerical examples demonstrate that we can verify these conditions using Gershgorin's theorem for some real problems. Main theorems are proved using the Dunford integrals which project an eigenvector to the corresponding eigenspace.
Introduction
This paper considers Hill's method [8] , which is a numerical method for computing spectra of ordinary differential operators S p with periodic coefficients:
where x ∈ R, and the functionsf j (j = 0, 1, . . . , p − 1) are C ∞ and satisfyf j (x + L) =f j (x) for some real positive constant L. The eigenvalue problem for S p is described as S p φ = λφ, where λ is an eigenvalue and φ is an eigenvector. This eigenvalue problem often appears in physical problems such as linear stability analysis of periodic solutions of nonlinear wave equations [7] . The set of eigenvalues λ is included in the spectrum σ(S p ). Accordingly, computation of σ(S p ) is important in both theoretical and practical points of view. It was reported in [7] that Hill's method can produce very good computed results of σ(S p ) for some problems. Note that implementation of Hill's method is straightforward.
The ideas of Hill's method are to employ the Floquet-Bloch decomposition of the spectrum σ(S p ) and to approximate the eigenvector φ by a finite Fourier series. This Fourier series approximation generates an eigenvalue problem of finite dimension D corresponding to the operator S p . The aims of this paper are to show the convergence rates of the approximate eigenvalues with respect to the dimension D, and to explicitly obtain the error bounds of them.
On the convergence property of Hill's method, Curtis and Deconinck [4] proved that the exact eigenvalues exist near the computed ones for general cases of S p , and showed that all exact eigenvalues can be approximated by the computed ones for the case of self-adjoint S p . Also, they obtained the convergence rate for the case of self-adjoint S p and the constant coefficientsf 1 , . . . ,f p−1 . Johnson and Zumbrun [10] investigated Hill's method using the Evans function, of which the roots correspond to eigenvalues, for general cases of S p . They showed that the approximate eigenvalues converge to the exact ones, but did not get the convergence rate of them. Vainikko [11] [14] examined an approximation method for the eigenvalue problem S p φ = λφ in an abstract framework, and obtained the convergence rate, which is based on the resolvent norm convergence of approximate operators, for general cases of S p . We can apply Vainikko's results to Hill's method. But it is difficult to directly evaluate the value of the convergence rate. It should be noted that, although all of these convergence rates yield some error bounds of approximate eigenvalues with unknown coefficients, any explicit error bounds have not been shown.
In this paper, we give a priori estimates of the convergence rate and a posteriori explicit error bounds of Hill's method for self-adjoint S p with the two cases of coefficient functionsf j in (1.1), namelyf j ∈ C ∞ andf j being analytic on some strip region containing the real line. These classes off j are more general than [4] . The key ideas of these estimations are to project eigenvectors using the Dunford integrals (5.1) and (5.20) , and to specify the disks around the exact eigenvalues using Gershgorin's theorem (Theorem 3.3) .
This paper is organized as follows. Section 2 describes Hill's method. In Section 3, we give the convergence rates and the explicit error bounds of Hill's method for self-adjoint differential operators. Section 4 presents numerical examples which supports our results. Section 5 summarizes the proofs of theorems in Section 3. Section 6 concludes this paper.
Hill's method
This section describes Hill's method [8] which is a numerical method for computing the spectum σ(S p ) of the ordinary differential operator S p with periodic coefficientsf j defined by (1.1) . This operator S p can be regarded as an operator S p :
, where L 2 (R) is the Lebesgue space of square integrable functions on R and H p (R) ⊂ L 2 (R) is the Sobolev space of functions whose derivatives up to p-th order are square integrable. Hill's method approximates the elements of σ(S p ) by the following two steps.
Step 1: Floquet-Bloch decomposition. In order to apply the Floquet theory, we introduce a new operator S 
for some periodic functions f 0 , . . . , f p−1 with period L. It is known that the spectrum σ(S µ p ) consists of only the eigenvalues of S µ p , and the Floquet theory yields
This decomposition (2.3) is called the Floquet-Bloch decomposition. Accordingly, it suffices to consider the eigenvalue problem S
per is an eigenvector. In addition, it should be noted that σ(S µ p ) is a discrete set of the eigenvalues of S µ p without accumulation points. This discreteness follows from the compactness of the resolvent of S Step 2: Fourier series approximation. Since φ ∈ L 2 ([0, L]) per has the Fourier series expansion:
4)
φ can be approximated by the truncation of this series:
This truncation reduces the eigenvalue problem S µ p φ = λφ to a finite dimensional problem. More precisely, the problem
gives approximate eigenvalues λ N 's for the original problem S µ p φ = λφ. Since the problem (2.6) is equivalent to a matrix eigenvalue problem, we can obtain the approximate values of the eigenvalues of S µ p using some standard numerical method. In the following sections, let σ(S 
Convergence Rates and Error Bounds of Hill's Method
In this section, we present theorems about a priori estimates of the convergence rate and a posteriori explicit error bounds of Hill's method for the eigenvalue problem S µ p φ = λφ with self-adjoint S µ p on some assumptions. Their proofs are given in Section 5. In what follows, we use the notations defined in Section 2.
Assumptions
First, we assume the self-adjointness of the operator S In addition, as a special case of Assumption 2a, the following assumption is prepared.
Assumption 2b. For the operator S µ p , the coefficients f 0 , f 1 , . . . , f p−1 are analytic on a complex domain
Assumption 2b is often satisfied in real problems. If S µ p,N approximates S µ p very well, we may expect that approximate eigenvalues λ N 's for large enough N should be included in the neighborhood B λ (r λ ) of the corresponding exact eigenvalue λ, where
Then we prepare the following two assumptions.
Assumption 3a. For λ ∈ σ(S µ p ), there exists a positive real number r λ such that the following holds true: for some sequence {λ N | λ N ∈ σ(S µ p,N )} and some positive integer 
Remark 3.1. Assumptions 3a and 3b mean that, for sufficiently large N , the number of eigenvalues of S In Section 3.3, a sufficient condition for (3.3) and (3.4) in Assumption 3a is given by Theorem 3.6. We can verify this sufficient condition using Theorems 3.1, 3.2 and the following theorem for a concrete problem as shown in Section 4. Theorem 3.3 (Gershgorin's Theorem [15] ). For any n × n matrix V = (v ij ) with v ij ∈ C, all eigenvalues of V are contained in n i=1 C i , where C 1 , . . . , C n are disks defined as
Moreover, each connected component of n i=1 C i contains as many eigenvalues of V as the disks composing it. This theorem is used to estimate the radius r λ in the conditions (3.3) and (3.4), whereas Theorems 3.1 and 3.2 guarantee that the sequence of the approximate eigenvalues converges to an exact eigenvalue.
A Priori Estimates of Convergence Rates
When Assumptions 1, 2 and 3 are satisfied, we can obtain a priori estimates of the convergence rates as follows.
Theorem 3.4. Let Assumptions 1 and 3a be satisfied. Then, when Assumption 2a is satisfied, namely f j being C ∞ , for a sufficiently large N and any positive integer q, there exists a positive constant C 1 such that
where C 1 depends only on p, f 0 , . . . , f p−1 , λ, r λ , q and an eigenvector φ of S µ p corresponding to λ. In addition, when Assumption 2b is satisfied, namely f j being analytic, for a sufficiently large N and any ε with 0 < ε < d, there exists a positive constant C 2 such that
where C 2 depends only on p, f 0 , . . . , f p−1 , λ, r λ , d, ε and φ.
Theorem 3.5. Let Assumptions 1 and 3b be satisfied. Then, when Assumption 2a is satisfied, namely f j being C ∞ , for a sufficiently large N , some choice of an index i N ∈ {1, . . . , k} and any positive integer q, there exists a positive constant C 1 such that
where C 1 depends only on p, f 0 , . . . , f p−1 , λ, r λ , q and an eigenvector φ of S µ p corresponding to λ. In addition, when Assumption 2b is satisfied, namely f j being analytic, for a sufficiently large N , some choice of an index i N ∈ {1, . . . , k} and any ε with 0 < ε < d, there exists a positive constant C 2 such that
A Posteriori Error Bounds
When Assumptions 1 and 2a are satisfied, we can explicitly obtain a posteriori estimates of the error bounds as follows. Here, for simplicity, only the case of Assumption 3a is considered.
Theorem 3.6. Let Assumptions 1 and 2a be satisfied. Assume that there exists ζ ∈ C and r > 0 such that, for any N , 12) where
where f p ≡ 1, φ N is an eigenvector corresponding to λ N , and (f j ) m (m = 0, ±1, ±2, . . .) and (φ N ) n (n = 0, ±1, ±2, . . .) are the Fourier coefficients of f j (j = 0, . . . , p) and φ N , respectively.
Numerical Experiments
In this section, we apply Hill's method described in Section 2 to Hill's operator (4.1) of which the spectrum is exactly known, and observe that computed results are consistent with Theorems 3.4, 3.5 and 3.6 in Section 3.
Hill's Operator
As an example for numerical experiments, we consider Hill's operator [7] defined by
where sn(·, ℓ) is the Jacobian elliptic function with modulus ℓ (0 ≤ ℓ < 1). It is known [7] that the spectrum σ(S 2 ) is exactly given by
where 
Although the sign of the highest order derivative d 2 /dx 2 in (4.4) is different from that in (2.1), we can directly apply the results in Section 3 to S µ 2 . Note that f 0 is periodic with period 2K(ℓ), where K(ℓ) is the complete elliptic integral of the first kind with modulus ℓ. Since S µ 2 is self-adjoint and f 0 is analytic with d = K √ 1 − ℓ 2 in (3.1), Assumptions 1 and 2b are satisfied.
For later convenience, expand the periodic term f 0 (x) − µ 2 in the Fourier series form
where
E(ℓ) is the complete elliptic integral of the second kind with modulus ℓ, and
. 
Then, for L = 2M K(ℓ) with positive integer M , the eigenvalue problem 
The Convergence Rate
The computed eigenvalues of S 0 2,N approach to the exact ones corresponding to them with increase of N as shown in Figure 3 . Thus the conditions (3.3) and (3.4) in Assumption 3a are satisfied for sufficiently large N , and the convergence rate (3.9) in Theorem 3.4 can be applied to the computed eigenvalues λ N 's. In fact, the exponential decay of the error with N in (3.9) can be found in Figure 3 . Note that similar results to Figure 3 are obtained for the eigenvalues (b) and (c). From these, we can say that the computed results are consistent with (3.9) in Theorem 3.4.
For small values of ℓ, we can show that the convergence rate (3.9) holds, even if the exact eigenvalues of S 0 2 are unknown, as follows. For that, first, consider (3.12) which is the sufficient condition for (3.3) and (3.4) in Assumption 3a. We can check (3.12) by applying Theorem 3.3 (Gershgorin's theorem) to the coefficient matrix in the left hand side of (4.8), of which the diagonal elements are given byD µ n (ℓ) in (4.9) and the eigenvalues are real. For this matrix, Theorem 3.3 produces
(4.12)
We can compute the centerD µ n (ℓ) in (4.9) and the radius r(ℓ) in (4.12) of the interval I µ n (ℓ) which includes some eigenvalues in σ(S .5) and (3.6) in Assumption 3b may be satisfied, and it was found that the numerical results are consistent with the convergence rate (3.11). For further study on this case of Assumption 3b, we have to develop the verification method for the conditions (3.5) and (3.6).
The Error Bound
Since the computed eigenvalues are accurate enough for sufficiently large N , as shown in Figure 3 , the condition (3.12) in Theorem 3.6 is satisfied for sufficiently large N . Then we can estimate the error bound (3.13) in Theorem 3.6 as follows. First, ζ, r, L and (f 0 ) m in (3.13) are given by, respectively,
for |m| ≥ 1. Next, the infinite sum in (3.13) can be bounded as
Then it follows from the inequality (3.13) that Figure 4 shows that, when ℓ = 0.1, the error for N ≥ 10 is less than 2.37 × 10 −8 .
Proofs
This section summarizes proofs of the theorems in 
Proof of Theorem 3.4
To prove the theorem, we use an appropriate eigenvector φ N of the approximate operator S µ p,N generated by an eigenvector φ of S µ p . On Assumption 3a, we can employ the projection operator P λ (S µ p,N ) to the eigenspace corresponding to λ N ∈ σ(S µ p,N ) defined by
where R ν (S 
for any ν ∈ Γ λ (S µ p ). Then we take an eigenvector φ with φ 2 = 1 corresponding to λ, and using φ and the projection P λN (S 
As for (R ν (S 
Then we can deduce the conclusion (5.5) from (5.7) and (5.11). Finally, if φ 2 = 1 and (5.6) holds for N > N 0 , it follows from (5.5) that φ − P λN (S Proof. By Lemma 5.1, for N > N 0 we can define 
where the last equality follows from the self-adjointness of S µ p,N . Therefore we have
Applying the inequality (5.5) of Lemma 5.1 to (5.18), we have
Then combining (5.16) and (5.19), we have
Finally, noting |λ N | ≤ |λ − λ N | + |λ| ≤ r λ /2 + |λ|, we have the conclusion. 
What remains is to estimate (S
we consider estimation of P N S µ p 2 and (I −P N )φ 2 . Their estimates are given by the following lemmas, whose proofs are shown in Appendix A. It suffices to consider the case of Assumption 2a for P N S µ p 2 , whereas the both cases of Assumptions 2a and 2b need to be considered for (I −P N )φ 2 which depends on the smoothness of φ. 
where L is the period of the coefficient functions of S 
Proof of Theorem 3.5
We use almost the same methods as the ones of Lemmas 5.1 and 5.2. On Assumption 3b, we consider P ΛN (S 
In particular, if there exists 
where g N is the polynomial defined as
, we can define a normalized eigenvector φ N corresponding to λ N,1 as
Using φ N in (5.28), in the same manner as (5.16), we can derive an estimate:
Multiplying the both side of (5.30) by |g N (λ)|, we have
Noting Assumption 3b and (5.26), we can deduce from (5.31) that
Then what remains is to estimate |g N (λ)| φ − φ N 2 . By the triangle inequality, we have
(5.33)
Therefore setting
(5.34)
We can estimate E 1,N , E 2,N and E 3,N as follows. Using (5.28) and (5.29), we have
where the last inequality is due to (5.33). Noting that φ is an eigenvector of S µ p corresponding to λ, we have
and (5.36), we have
Using (5.21) in Lemma 5.6, we have 
Thus we obtain the conclusion.
Here we prove Theorem 3.5.
Proof of Theorem 3.5. In a similar manner to the proof of Theorem 3.4, we can deduce the conclusion (3.10) from Lemmas 5.3, 5.4 and 5.7, and (3.11) from Lemmas 5.3, 5.5, and 5.7. Note that
Proof of Theorem 3.6
To prove the theorem, we use a similar technique to Lemmas 5.1 and 5.2, in which we exchange the roles of φ and φ N . That is, we take an eigenvector φ N with φ N 2 = 1 corresponding to λ N , and using φ N and the projection P λ (S µ p ) for λ ∈ σ(S µ p ), we obtain an eigenvector φ with φ 2 = 1 corresponding to λ. First, we present a lemma guaranteeing the feasibility of such procedure, which corresponds to Lemma 5.1. We omit its proof since it is proved in almost the same manner as Lemma 5.1. 
Next, we present a counterpart of Lemma 5.2, whose proof is also omitted. Then we have
Here we prove Theorem 3.6.
Proof of Theorem 3.6. It follows from the assumption (3.12), Theorems 3.1 and 3.2 that the set of the accumulation points of the sequence {λ N } coincides with σ(S µ p ) ∩ B ζ (r). Moreover, the elements of σ(S µ p ) \ B ζ (r) do not exist in the interior of B ζ (9r). In the following we set Λ ζ,r = σ(S µ p ) ∩ B ζ (r). First, we show that {λ N } is convergent and λ ∈ Λ ζ,r is uniquely determined as the limit of {λ N }. To prove {λ N } is Cauchy, we choose an arbitrary integer M > 0 and estimate |λ N +M − λ N | for sufficiently large N . For an eigenvalue λ ∈ Λ ζ,r , we take an eigenvector φ with φ 2 = 1 corresponding to λ. Then φ satisfies
where Γ ζ,r is the boundary of B ζ (2r) with counterclockwise direction. Note that (5.43) holds true regardless of the number of the elements in Λ ζ,r . Using this φ, we define eigenvectors corresponding to λ N +M and λ N as
respectively. Here we use again Γ ζ,r to define P λN+M (S 
and therefore 
Thus we can show that |λ N +M − λ N | → 0 as N → ∞ and λ ∈ Λ ζ,r is uniquely determined. Combining this fact and |λ − λ N | ≤ 2r, we can show that Assumption 3a is satisfied for {λ N }, λ, and r λ = 4r. In fact, for anỹ
Next, we show the error bound (3.13). By Lemma 5.9, it follows from (5.42) and |λ| ≤ r + |ζ| that
and therefore
Considering the case |l| ≥ 2N , we have
Combining (5.45), (5.46) and (5.47), we obtain the error bound (3.13).
Concluding Remarks
We have considered the convergence rates and the explicit error bounds of Hill's method, which is a numerical method for computing the spectra of self-adjoint differential operators S p in (1.1) with periodic coefficient functionsf j . On the assumption (Assumptions 3a and 3b) that the computed eigenvalue λ N is close to the exact one λ, it is shown in Theorems 3.4 and 3.5 that the convergence rate of the computed eigenvalue is all order polynomial in the case off j being C ∞ as shown in (3.8) and (3.10), and exponential in the case off j being analytic as shown in (3.9) and (3.11). In addition, even if the exact eigenvalue λ is unknown, it is shown in Theorems 3.4, 3.5 and 3.6 that, if the condition (3.12) is satisfied, we can obtain the convergence rate using (3.8)-(3.11) and the explicit error bound using (3.13). There are some cases in which the condition (3.12) can be checked using Gershgorin's theorem. These theorems are proved using the Dunford integrals P λ (S µ p,N ) in (5.1) and P λ (S µ p ) in the proof of Theorem 3.6, which project an eigenvector to the corresponding eigenspace. This integral is suitable for proving these theorems, because the boundary of the neighborhood of an eigenvalue can be directly used as the contour of the integral. Numerical examples using Hill's operator (4.1) support these theoretical results.
As described in Remark 5.1, self-adjointness of the operator S µ p enables us to estimate the norm of the resolvent as shown in (5.8), and to project an eigenvector to the corresponding eigenspace using the Dunford integral. For the case of non-self-adjoint operators, we have developed some other approaches, which will be reported somewhere else soon.
A Proofs of Lemmas 5.3, 5.4, and 5.5
First, we prove Lemma 5.3.
Proof of Lemma 5.3. We set f p ≡ 1 for simplicity. Let e m (m = 0, ±1, ±2, . . .) be the Fourier bases defined as
and let (f j ) m (j = 0, 1, . . . , p, m = 0, ±1, ±2, . . .) denote the Fourier coefficients of f j (j = 0, 1, . . . , p), i.e. (f j ) m = (f j , e m ) 2 . Then it is a standard fact that under Assumption 2a, for j = 0, 1, . . . , p, m = 0, ±1, ±2, . . . and any positive integer q, there exists a positive real constant C j,q depending only on f j and q such that
We estimate the norm of
and q = p + 1 in (A.1), for j = 0, 1, . . . , p, m = 0, ±1, ±2, . . . and n with |n| ≤ N , we have
Combining (A.2) and (A.3) we have
whereC j,p+1 (j = 0, 1, . . . , p) are bounded constants defined as
Hence it follows from (A.4) that
Thus we obtain the conclusion. Noting the periodicity φ(z + L) = φ(z), by Cauchy's integral theorem we havê
where sign(n) is the sign of n. This expression implies (A.6). Therefore we have (I −P N )φ guarantees the periodicity of w also by the same criterion as (B.3).
Finally, since the all arguments above hold true for any ε with 0 < ε < d, we obtain the conclusion.
