Abstract-This paper proposes a bit-interleaved coded multilevel modulation for non-orthogonal cooperative transmissions. The proposed system encodes and interleaves multiple layers together, using one encoder and one interleaver, in order to average the performance of multiple layers with unequal error probabilities. The multiple layers are mapped by hierarchical symbol mapping. To improve the performance of the proposed system, the relay transmits the layers with a different hierarchical mapping pattern from the source, which is optimally derived for minimizing mean square error. To mitigate error propagation from the relay, we propose a power scaling scheme based on the error performance of the layers. The detected signals at the relay are scaled before being transmitted to the destination. A corresponding destination structure is also presented, where multiple layers can be decoupled by an iterative equalization with improved soft information. To estimate the performance of the proposed system, we develop a density evolution technique, and show that the predicted performances are consistent with simulated performances. Simulation results indicate that by using the optimal mapping pattern, power scaling, and iterative equalization with improved soft information, the proposed technique achieves both cooperative diversity and coding gains, and thus outperforms conventional cooperative schemes.
I. INTRODUCTION
R ECENTLY, there has been considerable interest in the use of single-carrier frequency-domain equalization (SC-FDE) to deal with the detrimental effects of wireless multipath fading [1] . SC-FDE has a similar structure and performance to orthogonal frequency division multiplexing (OFDM). The SC-FDE provides better cell coverage and longer terminal talk time than OFDM, because its transmit sequence has lower peak-to-average power ratio (PAPR) [1] - [3] .
Multiple-input multiple-output (MIMO) systems are considered as one of the most promising technologies for high speed wireless communications, since the use of multiple antennas provides considerable performance gains over singleantenna systems [4] . The gains of MIMO systems can be categorized into two types. One is space-time block code and space-time trellis code based on transmit diversity [5] . The other includes a MIMO technique with spatial multiplexing, called Bell Labs layered space-time (BLAST) system [6] , [7] , which achieves a high throughput of wireless links by transmitting independent data streams on the different transmit branches simultaneously. The space-time bit-interleaved coded modulation (STBICM) proposed in [8] , [9] can obtain the spatial diversity and multiplexing gains, by encoding all of the bits going to different transmit antennas and using an iterative detection and decoding scheme. Unfortunately, the use of multiple antennas at a mobile terminal is restricted, due to the limitation of size and complexity of the mobile equipment. Cooperative wireless networks overcome these problems without the additional complexity of multiple antennas, where distributed MIMO systems are formed using virtual antennas located at cooperating nodes [10] - [12] . However, since the half-duplex relays transmit the received signals from the source in two time slots, a multiplexing loss is introduced. In [13] , a non-orthogonal relay scheme is proposed in order to recover the multiplexing loss. In the protocol, so called Nabar Protocol I, the source continues to transmit data, while the relay receives and transmits the data from the source in turn. Since half of the data transmitted from the source is not relayed and experiences only the direct channel, the performance of the non-orthogonal relay scheme is limited by the non-relayed data stream.
High-order modulations such as 16 and 64-QAM can be used to increase the data transmission rate. For high-order modulations, a minimum mean square error (MMSE) detector with BICM has been proposed in [14] , [15] . This scheme requires symbol-to-bit soft demapping in equalization of highorder modulations, resulting in a high complexity. Based on multistage decoding, multilevel coding (MLC) technique was originally proposed by Imai [16] . In [17] , [18] , multilevel BICM (MLBICM) for MIMO single-carrier systems with bitlevel cancellation has been proposed. An iterative detection and decoding method in MLBICM can detect and decode the multiple coded layers in parallel without the inter-decoder information exchange of multistage decoders, which simplifies the receiver structure. However, since multiple layers have different minimum distances (unequal error probability), the performance of MLBICM is dominated by errors at the layer with the smallest minimum distance, which degrades its performance [19] . In this paper, we propose a bit-interleaved coded transmission with multilevel modulation (BICMLM) based on STBICM and MLBICM, to improve the performance of the non-orthogonal relay scheme with high-order modulation. In the proposed system, multiple layers are encoded and interleaved together using one encoder and one interleaver, and then they are mapped by hierarchical symbol mapping. The proposed system allows the strong layers to help the weak ones and averages the unbalanced performances of the layers caused by the non-orthogonal relaying and hierarchical symbol mapping. As a relaying protocol for the proposed system, we employ demodulate-and-forward (DMF) mode, since the relay only receives half of the coded sequence. A corresponding receiver structure with iterative equalization is proposed for the detection of the layers. We make the following observations for the proposed system:
• DMF suffers from error propagation when there are errors at the relay. To mitigate the error propagation, we propose a link-adaptive DMF scheme for the proposed system with a non-orthogonal relay scheme. The proposed linkadaptive scheme performs a power scaling at the relay, depending on the error performance of multiple layers. The proposed system with the power scaling is immune to error propagation.
• To improve the performance of the proposed system, the relay transmits the data with a different mapping pattern from the source. Since the proposed multilevel modulation constructs high-order constellations through a complex linear combination of independent constellations (BPSK/QPSK), the hierarchical symbol mappings of the source and the relay are formulated in a matrix form. We derive an optimal mapping pattern to minimize the MSE.
• In the single-channel coding system, the detector cannot use reliable data decisions, and thus the residual interference between the layers degrades its performance. In order to solve this problem, we presented an iterative frequency-domain equalization with improved soft information [19] . This equalization method is applied to the proposed system with the non-orthogonal relay scheme. The equalizer combines the equalizer output and the a priori information from a decoder, which enhances the reliability of estimates of multiple layers.
• To evaluate the performance of the proposed system, we develop a signal-to-noise power ratio (SNR) density evolution technique. The density evolution technique is a semi-analytic method for the performance evaluation of iterative decoding such as turbo coding [20] , [21] . By simulating the two local processors (i.e., equalizer and decoder parts in the proposed system) individually, we can efficiently predict the performance of the proposed system.
• Simulation results show that the proposed BICMLM achieves both cooperative diversity and coding gains, and outperforms conventional cooperative schemes. The rest of this paper is organized as follows. In Section II, we briefly explain the non-orthogonal cooperative system model and protocol. Section III presents the proposed cooperative transmission. In Section IV, the iterative equalization with improved soft information is described. Section V presents an SNR density evolution technique. In Section VI, simulation results are given, and the paper is concluded in Section VII.
Notation: F is the normalized × discrete Fourier transform (DFT) matrix with ( , )th entry II. SYSTEM MODEL AND PROTOCOL We consider SC block transmission and the non-orthogonal cooperative protocol in [13] . The protocol is shown in Table I . All terminals are equipped with a single antenna and are assumed to operate in half-duplex mode, i.e., cannot transmit and receive simultaneously. The underlying links are assumed to experience multi-path fading channel. One frame of the protocol consists of two time
, denote the th transmit sequences in the time and frequency domains respectively, where is the size of transmit block. A copy of the tail of block called cyclic prefix (CP) is appended at the head of x . In order to avoid the inter-block interference (IBI), we assume that the length of CP is longer than max( , ), making the channel matrix circulant.
denotes the length of channel impulse response (CIR) for the transmitting terminal to receiving terminal . In this paper, the subscripts S, R, and D stand for the source, relay, and destination terminals, respectively.
In the first time slot, the source broadcasts the sequence x 1 to the relay and destination. At the relay and destination, after the removal of CP, the received sequences can be expressed as
where
is an × circulant channel matrix between the terminals and with the first column 
. h is assumed to be independent zero-mean complex Gaussian with ∑
=0
(|ℎ ( )| 2 )=1. n and n ,1 are the complex additive white Gaussian noise (AWGN) vectors with each entry having zero-mean and variance 0 , and represents the average energy available at the receiving terminal . The path loss and shadowing effects in the − channel are included in for simplicity. In the second time slot, the source and relay transmit x 2 and x 1 , respectively. x 1 is the transmit block at the relaying node. At the destination, the received signal is given by
where n ,2 is a zero-mean complex AWGN vector with variance 0 .
In the conventional technique [13] , x 1 and x 2 are 2 -QAM sequences. The relay decodes-and-forwards the signal received from the source, i.e., x 1 is generated from the same information as x 1 . It is noted that the two SC blocks are transmitted from the source to the destination within two time slots, and thus the protocol guarantees the multiplexing factor of 1. We can observe that the sequence x 2 is not relayed and experiences only the direct channel H , resulting in a performance degradation. Figure 1 shows the source structure of the proposed system for the cooperative transmission. In the proposed multilevel modulation, there are layers, each of which corresponds to a QPSK sequence. The symbol mapping constructs a 2 -QAM constellation by weighting and adding the QPSK signals.
III. PROPOSED BIT-INTERLEAVED CODED MULTILEVEL MODULATION

A. Multilevel Modulation
All the information bits are encoded and interleaved together, with one forward error correction (FEC) encoder and one random interleaver. The interleaved bits are demultiplexed into multiple layers,
Each layer's sequence is mapped to a QPSK sequence, because each layer transmits the signals over the in-phase and quadrature channels. The QPSK symbol of th layer at the th symbol is obtained as
where ( )∈{+1, −1}, = 0, 1, ⋅ ⋅ ⋅ , 2 −1, are the coded bits of th layer, and the symbol alphabet
Hierarchical symbol mapping is used to construct the 2 -QAM signal which is expressed as
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. In (4), the weighting coefficients satisfy the conditions,
For instance, the weighting vector w is given by
The 16-QAM constellation of hierarchical symbol mapping is illustrated in Fig. 2 . The blocks x , = 1, 2, are transmitted over multi-path fading channels.
B. Demodulate-and-Forward (DMF) Mode
The relay receives only the transmit sequence x 1 from the source (not x 2 ), and cannot decode the information bits due to the single-channel coding. Thus, we consider the DMF transmission where the signal received from the source is demodulated and retransmitted. To ensure simple implementation of the relay, we consider the non-iterative frequencydomain equalization. We transform the received vector r at the relay to the frequency domain by applying DFT, i.e., multiplying by the F matrix. The DFT can be efficiently calculated by fast Fourier transform (FFT) algorithm. The frequency-domain received signal at the relay is given by
where Λ = FH F −1 is a diagonal matrix whose ( , )th entry Λ ( ) is equal to the th DFT coefficient of h . The equalized signalX 1 is obtained asX 1 =
[G ] R , where G is an ×1 equalizer vector at the relay. According to the MMSE criterion, the coefficients of the MMSE equalizer are given by
The equalized signalX 1 is transformed back to the time domain by applying an inverse DFT (IDFT), i.e.,x 1 = F −1X
1 . According to the maximum likelihood (ML) principle, the estimatesẑ
] and ∈ , = 1, 2, ⋅ ⋅ ⋅ , 2 . Then, the detected vectorŝ is remapped by hierarchical symbol mapping. In order to improve the performance at the destination, the relay employs a different weighting pattern,
, from the source. The remapped signal x 1 at the relay is expressed as
),
To mitigate the error propagation caused by detection errors at the relay, the transmit vector x 1 at the relay is scaled with √ . The received signals in (1) and (2) are rewritten as
C. Optimal Weighting Pattern w
Considering the relay error, optimization of the weighting pattern is intractable because an objective function for w does not have a closed form solution and an exhaustive search method has high computational complexity. In this subsection, we derive the optimal weighting pattern w for the improved performance when there is no relay error, i.e., = 1,ẑ 1 = z 1 . Then, with this pattern, the power scaling will be computed for the mitigation of error propagation effect caused by the relay error in the next subsection.
From (10) and (11), the effective input-output relation is expressed as
where H is the equivalent 2 × channel matrix. At the front end of the destination, -point DFTs are performed on the received vector r in (12) . Then, the frequency-domain received vector is obtained as follows
F . The th subcarrier elements of R in (13) can be rewritten as
We derive the weighting pattern w minimizing MSE when linear detection methods such as zero forcing (ZF) and MMSE are applied. The MSE at the detector is given by
In (16), the equality holds when the MMSE detection method is used, i.e.,ŝ=(H ) ( 0 I 2 +H (H ) ) −1 r . Since MMSE detection becomes ZF detection when SNR goes to infinity, we focus on MMSE detection for simplicity. By using the matrix inversion lemma, the MSE in (16) can be represented as
. (18) This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
The equivalent problem minimizing the MSE in (18) can be written as
By applying Jensen's inequality [23] , we can derive a tight lower-bound as
Using Sylvester's determinant theorem, in (21) can be represented as
Since w w = w w = 1 and {|Λ ( )
, the equivalent problem of (20) can be written as max
= max
The determinant in (23) has a maximum value, as long as the weighting coefficients satisfy the following condition:
For instance, the weighting coefficients for =4 are obtained as 1 =− 2 and 2 = 1 .
D. Power Scaling Factor
We model the symbol estimatesˆ( ), =1, 2, ⋅ ⋅ ⋅ , /2, at the output of equalizer as followŝ
The corresponding frequency-domain sample can then be written aŝ
With the joint probability density function (PDF) of ( ) andˆ( ), the correlation coefficients are computed as
where is the bit error probability (BEP) of th layer ( ). Since the error terms are uncorrelated with the transmit symbols, we have
The received signal of (11) including the error propagation caused by the relay error can be represented in the frequency domain as
where Λ = FH F −1 is a diagonal matrix whose ( , )th entry Λ ( ) is equal to the th DFT coefficient of h , and Z is the frequency domain representation of z . In (29),
As shown in (29), the noise enhancement occurs due to the relay error D. To mitigate this error propagation, we set the scaling factor to satisfy the following condition:
From (27), (28), and (30), the scaling factor is obtained as
where 0 < < 1 is a constant. If > 1, is set to one. For simplicity, we compute the BEPs of the layers when
=4. An extension for more layers can be similarly performed. At the relay, the SNR, , of the equalizer outputˆ1( ) is = 2 /( − 2 ), where
) is the mean of equalizer output. The detected signals (ŝ 1 ,ŝ 2 ) have different minimum distances. The demodulation process is described with respect to 1 ( ) as follows (see Fig. 2 )
The BEP of 1 ( ) is computed as
Considering the decision boundaries for 2 ( ), we have
The BEP of 2 ( ) is obtained as
The signaling overhead is required for the power scaling factor which depends on the channel conditions at the links, − and − . The relay estimates the channel between the source and the relay, and then the SNR ( ) of the equalizer output is fed forward to the destination. After the destination computes the scaling factor , the value is fed back to the relay. We can define the spectral efficiency with signaling overheads as follows:
where is an FEC code rate. In (34), , 1 , and 2 are the channel variation factor, the feedforward factor for the SNR of the equalizer output at the relay, and the feedback factor for the power scaling , respectively. Since ≫ ( 1 + 2 ) for large , the signaling overhead for the power scaling is very small. For instance, we assume that the channels vary every four data blocks ( = 1 4 ), and 6 bits and 4 bits are needed for the feedforward and feedback factors, respectively. When = 256, = 1 2 , and = 4, the spectral efficiency is =1.9902, which is quite close to that in the system without the signaling overhead ( =2).
IV. ITERATIVE EQUALIZATION FOR PROPOSED COOPERATIVE MULTILEVEL MODULATION
In the single-channel coding scheme which encodes and interleaves all the layers in a block, decoding cannot be done until all the layers are processed. Thus, the equalization cannot use reliable data decisions, and the residual interference between the layers causes a performance degradation. In order to overcome this problem, we derive an iterative frequencydomain equalization with improved soft information for the proposed multilevel modulation.
Iterative equalization and detection are performed at the destination. The destination block diagram of the proposed technique is shown in Fig. 1 . The detection order of multiple layers is determined to adopt the successive detection. At the th detection stage, the extrinsic information of layers, ( ), = 1, 2, ⋅ ⋅ ⋅ , − 1, has already been computed by the equalizer. Thus, the extrinsic information is fed back and added to the soft output channel decoder's extrinsic information to enhance the estimation of transmit symbols. The improved soft information can then be computed as follows
where ( ( )) and ( ( )) are the a priori and extrinsic log likelihood ratio (LLR) computed by the decoder and equalizer, respectively. Here, the superscript of represents the equalizer. The subscripts and represent the input and output of the equalizer, respectively. To perform ILI cancellation and MMSE equalization, the mean and variance of coded symbols { ( )} −1
are required. These are functions of a priori LLRs { ( ( ))}
) from the MAP decoder as follows
and for 0 ≤ < ,
Considering the error propagation from the relay, the frequency-domain received vector R in (13) 
The per-tone MMSE equalizer for each iteration computes the frequency-domain estimateŜ by minimizing the MSE {| ( )−ˆ( )| 2 } [22] . The estimate vectorŜ is obtained
Under the MMSE criterion, the 2 × 1 equalizer vector G
) ⊗ I is the covariance matrix of D. In (41), the average variance is obtained as
From (40) and (41), the 2×1 frequency-domain per-tone equalizer vector G ( ) and the frequency-domain estimatê ( ) at the th subcarrier can be expressed as
where (2 )
where is the mean of |ˆ( )|. The extrinsic LLRs are deinterleaved and fed to the MAP decoder. The MAP decoder computes the extrinsic information for the coded bits. The a priori information ( ( )) is used in the ILI canceller and the per-tone MMSE equalizer.
V. PERFORMANCE OF THE PROPOSED SYSTEM
We describe an analysis tool called SNR density evolution to evaluate the performance of the proposed system. In the SNR density evolution, the SNR transfer function of the equalizer is generated analytically online (rather than presimulated) at a low cost for each channel realization during the evolution process. As shown in Fig. 3 , we use the SNR input and SNR output to characterize the equalizer or decoder. The interleaving and deinterleaving processes allow us to decouple the equalizer and the decoder, which can be analyzed separately. It can be assumed that the extrinsic information from the decoder is Gaussian distributed, by simulating the decoder and computing histograms of the extrinsic information [20] . Thus, is computed from an equivalent AWGN channel with output, = + , i.e.,
where is a QPSK symbol, is AWGN with variance 2 , and is the SNR of the equivalent channel that generates . For simplicity, we only consider the LLR from the real value { } in this section. By conditioning on
(1 + ), we get ∼ (2 , 4 ), and thus the variance in (36) is obtained as
This (⋅) is obtained by generating LLRs with specified SNRs. We formulate the equalizer output as followŝ
where (g , ) is the -point circular right-shift vector g and g = F −1 G . In (48), the first term is the desired signal, and the rest are the noise components including the intersymbol and inter-layer interferences, and AWGN. The noise component can be considered as Gaussian noise. From (48), the SNR, , , of equalizer outputˆ( ) is calculated as
In (45), the extrinsic LLR of the equalizer is rewritten as
From (35), the improved soft information is obtained as
Therefore, conditioning on = 0 , ∼ (2 +2 , , 4 + 4 , ), and thus the variance˜in (37) is given bỹ
In order to obtain the average performance of multiple layers which are coded together, we translate the SNR values, , , = 1, 2, ⋅ ⋅ ⋅ , , of multiple layers to an effective SNR value, based on mutual information. The mutual information is given by [23] 
The effective SNR is obtained as
The block error rate (BLER) performance and the SNR are calculated based on the a priori LLRs from the MAP decoder, and thus BLER and are functions of the SNR , i.e.,
In general, there are no closed form expressions for ℎ 1 (⋅) and ℎ 2 (⋅), so they are generated by simulating the decoder on the AWGN channel with specified SNRs. Combining (46), (49), (52), and (54), we get the following update rule for the th iteration.
Repeating (56), we can track the evolution of SNR for each iteration. For the initial iteration, the a priori information from the decoder is not available, and we get¯= 1. At the final iteration, SNR converges and we can estimate the performance by using (55).
VI. SIMULATION RESULTS
We consider a coded SC-FDE system with a block size of =256, and 5MHz bandwidth. We use a 1/2-rate convolutional code with generator = (15, 17) in octal notation and constraint length of 4, which is specified in [24] . A random interleaver is employed. A fixed relay scenario for the uplink transmission is assumed. All the underlying links experience frequency-selective channels, which are modeled as the 6-tap typical urban (TU) channel [25] with 5 maximum delay spread. We assume that the − and − links are balanced, i.e., perfect power control. In the simulations, the conventional cooperative technique represents the transmission protocol described in Section II. BICM and STBICM [8] , [9] are applied to the conventional cooperative protocol. BICM separately encodes and interleaves the two layers of the source, while STBICM encodes and interleaves the layers together with one encoder and one interleaver. BICM and STBICM use the standard Gray-mapped 16-QAM and 64-QAM. In BICM and STBICM, the decode-and-forward (DF) and DMF modes are employed, respectively. For fair comparisons, all systems use iterative equalization and decoding scheme, and five iterations are taken to guarantee convergence. We consider
, where is the average energy at the link − . Figure 4 compares the analytical results from the SNR density evolution approach and the simulation results of the BLER performance of the proposed BICMLM system with or without the optimal weighting pattern and the improved soft information (
. BICMLM without optimal w uses w =w at the relay, and BICMLM without I-SI detects the layers in parallel. Direct transmission means a non-cooperative SC-FDE system.
proposed system. The number of layers is =4. It is shown that the simulation and analysis results are quite close for different iteration numbers. Figure 5 shows the effect of the optimal weighting pattern w and the improved soft information on the performance of the proposed BICMLM system. The system without the optimal weighting pattern uses w =w at the relay, and the system without the improved soft information detects the layers in parallel. The system with perfect feedback (known interference) is included as a lower bound for the proposed system. We observe that the optimal weighting pattern and the improved soft information significantly enhance the performance of BICMLM, due to the improvement in the reliability of the estimates. It is shown that the proposed system with the optimal weighting pattern and the improved soft information approaches the lower bound. Figure 6 shows the performance of the proposed system with or without the power scaling for 10, 20dB) . We use =0.1 in (31). It is shown that the proposed system using in =20 provides better performance than that with low (= 0, 10), because the detection error at the relay rarely occurs in high values. It is also shown that the power scaling for low cases significantly mitigates the error propagation to the destination. Figure 7 shows the performance of BICM and the proposed BICMLM for = 4. We observe that the performance of the conventional system with BICM is represented by two performance curves. Compared with the direct transmission, the performance of the first layer is obtained not only from the cooperative diversity, but also from the power gain. The second layer experiences only the direct channel between the source and the destination, and has a similar performance to the direct transmission. In BICM, the average performance over both layers is dominated by errors at the non-relayed layer (layer 2). The proposed BICMLM averages the performance of four layers with unequal error probabilities, thus achieving the coding gain. The cooperative diversity is also obtained by an FEC coding for the proposed system, because the encoded sequence is transmitted through the two different channels (direct and relay channels). The proposed system achieves both coding and diversity gains, and outperforms BICM. With the help of the optimal weighting and the improved soft information, the performance of the proposed system is even better than that of the first layer of BICM. In Fig. 7 , the conventional system with STBICM is also compared with the proposed system. STBICM improves the performance of the conventional system by using the singlechannel coding. However, STBICM is still dominated by errors at the non-relayed layer.
The first and second layers of the conventional system have different received signal powers, i.e., the received signal power of the first layer is 3 dB higher than that of the second layer. The performance of the conventional system can be improved by increasing the signal power of the second layer, at the expense of decreasing the first layer's power. In Fig. 8 , we depict the performance of the conventional system when the two layers have the same received signal energies, i.e., 1 + = 2 , where 1 and 2 are the received signal energies through − in the first and the second time slots, respectively. The second layer, which limits the performance of the conventional system, has the increased signal power. It is observed that its performance is slightly improved but is still worse than the performance of the proposed system. This is because the balanced power increases the interference between the layers. Figure 9 shows the performance of BICM, STBICM, and the proposed system for different number of iterations. Before the first iteration, the proposed system has the worst performance, due to the residual interference between the layers. However, by employing the iterative equalization with the improved soft information, the interference diminishes as the number of iterations increases. In Fig. 10 , the performance of BICM, STBICM, and the proposed system for high data rate transmissions is compared. We use two cases: { , }={ is an FEC code rate. It is shown that the proposed system outperforms the conventional systems, for the high data rate transmissions. In the simulations, we assumed perfect channel state information. Highly accurate channel estimation for the cooperative SC-FDE transmissions can be done using the frequency domain multiplexed pilot technique in [26] . Table II compares the computational complexities (the number of real multiplications) of BICM/STBICM and the proposed system per iteration for each block. The interference cancellation, equalization, FFT/IFFT, and soft demapping are considered for the complexity comparison. Any overhead due to initialization (one-time computation for all iterations), e.g., to compute Λ ( ), ∀ , is neglected. The FFT is carried out with a radix-2 algorithm, requiring 2 2 real multiplications. The proposed system needs approximately 1.1 and 2.87 times less real multiplications, compared with BICM/STBICM, for =4 and =6, respectively. Note that the difference in computational complexity becomes larger, as the number of layers increases. 
VII. CONCLUSIONS
This paper proposes a bit-interleaved coded transmission with multilevel modulation for the non-orthogonal cooperative protocol. The proposed system encodes and interleaves multiple layers together using one encoder and one interleaver, which can average the performance of multiple layers with unequal error probabilities. In order to improve the performance of the proposed system, an optimal weighting pattern has been derived. To ensure immunity from the error propagation caused by the detection error at the relay, we have presented a power scaling scheme based on the error performance of multiple layers. We have also proposed an iterative frequency-domain equalization with improved soft information to decouple the multiple layers, which provides reliable estimates of multiple layers. To estimate the performance, we develop the SNR density evolution technique, and the predicted performances are consistent with simulated performances. Simulation results show that the proposed system outperforms conventional cooperative schemes.
