Self-Organizing Network of Automated Guided Vehicles in a Warehouse by Erill Roig, Jordi
Faculty of Engineering and Architecture
Department of Information Technology
Self-Organizing Network of
Automated Guided Vehicles in a Warehouse
by
Jordi ERILL ROIG
Promotor: Prof. Dr. Ir. I. MOERMAN and Prof. Dr. Ir. J. HOEBEKE
Thesis Supervisor: Ir. D. NAUDTS
Thesis submitted to obtain the academic degree in
Computer Science Engineering
Academic Year 2014–2015
Foreword
This thesis is written as completion to the Academic Degree in Computer Science Engineer-
ing, during the stay as an exchange student in Universiteit Gent, Belgium. This degree was
started in Universitat Politecnica de Catalunya, Spain.
In February 2013, when I was starting the third course on Computer Science Engineering, I
had to take a decision about which speciality I may follow from that moment until the end of the
degree. Among all the possibilities, the one which inspired more affinity to me was Information
Technology, and it was my final choice. Since that moment, I realised the computer science field
which most interested me. In one of the coursed subjects, called Internet Protocols, conducted
by Prof. Jose M. Barcelo, I got introduced to the ad hoc networks. From that moment on,
I started to do research on my own on this field which was unknown for me. In June 2014
I performed some research on the Vehicular Ad hoc NETworks (VANET) field, a subtype of
mobile ad hoc networks applied to vehicular environment. The research done during the elapsed
time from June until September of that year brought me an essential knowledge about VANET
characteristics as well as network simulation platforms which allowed MANET simulation. At
my arrival to Gent, my thesis promotor, I. Moerman, proposed me a thesis topic which brought
me the possibility to utilize the MANET concepts learnt as well as the knowledge obtained on
Network Simulator 2 platform. The opportunity to investigate the feasibility of the potential
applcation of the ad hoc netwoks in an automatic guided vehicles environment, which probably
will be the way that future warehouses will be managed, made me no hesitate a single second
to accept it. During my stay in Universiteit Gent I also followed the course of Mobile and
Broadband Access Networks, which gave me more knowledge about wireless technology, and its
course material has allowed to write a more detailed thesis book regarding on the thesis theory.
Thanks to my thesis co-promotor and my thesis supervisor, J. Hoebeke and D. Naudts, whose
valuable insights and directions gave me needful guidance to complete the research and write
this thesis.
Jordi Erill Roig, May 2015
Admission to loan
“The author gives permission to make this thesis available for consultation and copying parts
of the dissertation for personal use.
Any other use is subject to the restrictions of copyright, in particular with regard to the obliga-
tion to explicitly mention the source to get citing results from this thesis.”
Jordi Erill Roig, May 2015
Self-Organizing Network of
Automated Guided Vehicles in a Warehouse
by
Jordi ERILL ROIG
Thesis submitted to obtain the academic degree in
Computer Science Engineering
Academic Year 2014–2015
Promotor: Prof. Dr. Ir. I. MOERMAN and Prof. Dr. Ir. J. HOEBEKE
Thesis Supervisor: Ir. D. NAUDTS
Faculteit of Engineering and Architecture
Universiteit Gent
Department of Information Technology
Keywords
MANET, Network Simulator 2, AGVs, mobility model, warehouse, ad hoc networks, automated
guided vehicles, proactive, reactive, routing protocols, AODV, DSDV, OLSR
CONTENTS i
Contents
1 Introduction 1
1.1 Problem Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Thesis Disposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 General Concepts 3
2.1 Wireless LAN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1.2 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1.3 IEEE 802.11b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.4 Medium Access Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Directed Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.2 Shortest Path Length Algorithm (SPL) . . . . . . . . . . . . . . . . . . . 13
3 State of the Art in Mobile Ad hoc Networks protocols 15
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 MANET Characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.3 Ad hoc Routing Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3.1 Routing in MANET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3.2 Ad hoc On Demand Distance Vector Rouintg Protocol (AODV) . . . . . 18
3.3.3 Destination Sequenced Distance Vector Routing (DSDV) . . . . . . . . . 20
3.3.4 Optimized Link State Routing (OLSR) . . . . . . . . . . . . . . . . . . . 21
3.4 Broadcasting Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.4.1 Simple Flooding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4.2 Probabilistic Flooding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
CONTENTS ii
3.4.3 Area-based Flooding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.4.4 Counter-based Flooding . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.4.5 Multi-Point Relay Flooding . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.5 Metrics to analyse in MANET . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.5.1 Packet Delivery Ratio (PDR) . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.5.2 End to End Delay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.5.3 Normalised Routing Load (NRL) . . . . . . . . . . . . . . . . . . . . . . . 25
3.5.4 Average Path Length (APL) . . . . . . . . . . . . . . . . . . . . . . . . . 26
4 Mobility Model 27
4.1 Existing Mobility Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.1.1 Random Walk Mobility Model . . . . . . . . . . . . . . . . . . . . . . . . 28
4.1.2 Random Waypoint Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.1.3 Gauss-Markov Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2 Design of the new mobility model . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2.1 Creation of the Warehouse Layouts . . . . . . . . . . . . . . . . . . . . . . 31
4.2.2 Mobility Model within the scenarios . . . . . . . . . . . . . . . . . . . . . 33
5 Simulation Environment 44
5.1 Machine Specifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.2 Simulation Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.2.1 Network Simulator 2 (Ns2) . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.2.2 MObility model generator for Vehicular Environment (MOVE) . . . . . . 52
5.2.3 Eclipse IDE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2.4 Simulation of Urban Mobility (SUMO) . . . . . . . . . . . . . . . . . . . . 53
5.2.5 AWK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.3 Changes on Ns2 source code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.3.1 Realistic 802.11b Channel . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.3.2 New Broadcasting Agent . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.3.3 New Unicast Agent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3.4 Changes on TCP Agent code . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3.5 Support for Access Point modality . . . . . . . . . . . . . . . . . . . . . . 61
5.3.6 Adding Optimised Link State Routing Ptocol (OLSR) . . . . . . . . . . . 61
CONTENTS iii
5.3.7 Capture effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6 Simulation Stage: Design and Implementation 64
6.1 Simulation Network Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.1.1 Mobile nodes Network Components . . . . . . . . . . . . . . . . . . . . . 65
6.1.2 802.11b Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . . 66
6.1.3 Network Parameters to test . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.2 Packet Traffic within the Network . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.2.1 Orders Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.2.2 Traffic Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.2.3 Vehicles Integrity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.3 First Scenario: 100x100m Warehouse . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.3.1 Network Topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.3.2 Channel Error Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.3.3 Results of the Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.4 Second Scenario: 500x500m Warehouse . . . . . . . . . . . . . . . . . . . . . . . 87
6.4.1 Network Topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.4.2 Channel Error Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.4.3 OLSR parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.4.4 Results of the Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
7 Conclusion 104
7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.2 Future Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
A AWK SCRIPT 109
B Ns2 Source Code Modifications 116
B.1 Broadcast Agent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
B.1.1 PERIODIC BROADCAST . . . . . . . . . . . . . . . . . . . . . . . . . . 118
B.2 NEW UDP UNICAST AGENT . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
B.3 TCP code mofifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
INTRODUCTION 1
Chapter 1
Introduction
1.1 Problem Description
Nowadays society is walking towards a progressive automatization of the several industrial and
manufacturing sectors, in which new characters and mechanisms participate to create the new
productive model of the future. In this context, automatic guided vehicle systems are fully
automatic transport systems using unmanned vehicles (AGVs), which sagely transport all kinds
of products without human intervention within production, logistic, warehouse and distribution
environments: the clear way to reduce costs and to increase efficiency and profitability. They
are typically used where high volumes of repetitive mevements of material is required, but where
little or no human decision making skill is required to perform the movement. One of the benefits
of this so called autonomous guidance system is that the vehicle can now make decisions about
how to route itself based on real time feedback of traffic and obstruction information. Each
vehicle can then autonomous determine the most efficient path through the process to complete
its mission. In this context, a constant flow of information is needed among the AGVs, which,
due to their mobility, must be transmitted by means of wireless links created between vehicles.
These wireless links create a network of vehicles participating in the AGVs system, whose
management is typically centralised using an available wireless infrastructure which involves the
presence of wireless Access Points distributed among the senario. Some issues involving the
use of this network architecture include that APs may not always be present or operative, the
cost they introduce in the network implementation, as well as they may not have capacity to
manage a high amount of constant network traffic. This raises the question of whether is this
the best network architecture that achieves the maximum performance from AGVs networks.
1.2 Thesis Disposition 2
This thesis is intended to investigate the feasibility of applying a different type of network
architecture to these type of networks, as it is the ad hoc architecture, that would lead into an
ad hoc self-organizing network of AGVs in which no centralised management is needed, but this
is performed by all the vehicles within the network.
1.2 Thesis Disposition
The thesis disposition consists mainly in two different parts. The first part is more related
to background research needed to implement the simulations performed in the second part.
The first part involves Chapter 2, in which general theory concepts needed to understand the
simulations about graph theory and Wireless LANs are explained, Chapter 3 referring to a
State of the art in MANET, and the first part of the Chapter 4, where some theory about
mobility models is detailed. The second part is more related to practical work done once the
aforementioned theory is known. Second part of Chapter 4 explains the mobility model created
to perform the MANET simulations. Chapter 5 gives details about the simulation environment,
which involves all the programs used to perform MANET simulations. Finally, in Chapter 6
analysis of the simulation results is presented and discussed, which leads to the final conclusions
and future research needed to improve simulations realism detailed in Chapter 7. The appendices
contain part of the Network Simulator 2 source code modified, which involves Otcl and c++ code,
as well as the script used to analyse the simulations traces. Biblography shows the references
used to get the necessary background to perform this thesis.
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Chapter 2
General Concepts
2.1 Wireless LAN
2.1.1 Introduction
A Wireless Local Area Network (WLAN) is a wireless communication system which interconnects
two or more devices by means of different radiofrequency technologies within a limited area,
called network. It is an alternative to the wide-known wired networks or also can be an extension
of them. WLAN allows the users to move within its radio range without losing connection. This
type of networks has been becoming more important during this century, and it is widely used
in many fields, such as warehouses or manufacture buildings, in which real time information is
transmitted typically to a central station.
2.1.2 Architecture
In the design process of a WLAN, two different approaches are possible. The two main archi-
tectures used in WLAN differ in whether a fixed infrastructure is used to centralize the network
management or instead a distributed management among wireless stations is performed. In this
thesis, both approaches are tested in the simulation step.
• Infraestructure-based wireless network: where certain stations, called Access Points
(AP), perform the network management allowing the interconnection among wireless sta-
tions within the same network. AP controls the medium access and also allows the commu-
nication with other wired/wireless networks it may be connected with. Communications,
therefore, only take place directly between the access point and the nodes, and not directly
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Figure 2.1: WLAN Fixed Infraestructure Mode [1]
between nodes. However, it acts as a typical router when a node pretend to communicate
with another or wants to connect with a server ubicated in another wired network.
As the transmission range of an AP is limited, many APs can be diposed in the same
network to manage the network resources jointly. In this scenario, APs may communicate
among themselves to allow communication between stations ubicated in different places.
The stations and the AP which are in the same transmission range form a Basic Service
Set (BSS). Each BSS is differentiated with a certain ID, e.g. BSS1, BSS2, etc. BSSs can be
connected via a Distribution System (DS). DS use the APs to interconnect different BSS
and to form a single network, extending the wireless coverage area. This network is called
Extended Service Set (ESS). Typically each network receives a different identification,
which is called Extended Service Set ID (ESSID).
Use of this approach is simpler, since the management of the network resources is done by
specialized stations and this avoid complexity in the other nodes.
• Ad hoc wireless network: 802.11 allows the use of a different mode: ad hoc, which
enables the establishment of ad hoc networks. In this approach a distributed management
is done among nodes within the same network. There no exist, therefore, any central
station such as the AP in the previous case. Communication between nodes is possible
only if they are within the same transmission range (Single-hop). Communications between
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Figure 2.2: WLAN Ad hoc Architecture [2]
nodes that are not in the same radio coverage are also possible by means of intermediate
nodes which perform routing functionalities (Multi-hop).
In these wireless networks, more complexity is added to nodes implementation in order to
be able to perform tasks such as medium access, routing, or priority mechanisms. How-
ever, it provides a fast recovery for any unexpected network topological change, that for
example in the case of the previous approach may affect negatively to the network perfor-
mance; e.g. if one AP does not work anymore it would have important consequences on
the network, causing disconnection of the nodes of the same AP’s BSS.
A subtype of ad hoc networks are Mobile Ad hoc Networks (MANET), in which wireless
nodes move arbritrarily within the scenario. This kind of ad hoc network is discussed in
next chapter and performed in the simulation step.
2.1.3 IEEE 802.11b
IEEE 802.11 refers to a family of specifications for WLAN technology. 802.11 defines the basic
specifications of the physical layer and shared medium access[3].
There are several specifications in 802.11 family, which refers to working groups. This thesis
is focused on the 802.11b specfication. In July 1999, IEEE created the 802.11b specification, in
which a theoretical data rate of 11 Mbps is possible, comparable to the traditional Ethernet.
However due to the occupied space of the codification of the CSMA/CA protocol, in practice
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the maximum data rate is about 5.9Mbps for TCP traffic and 7.1Mbps for UDP traffic. 802.11b
works in the same radio frequency than traditional 802.11 (2.4 GHz). Since it is a non-regulated
frequency, interferences may appear with devices such as microwaves, mobile phones and other
devices working in the same frequency. Yet, if the 802.11b instalations are at a reasonable dis-
tance of these elements, interferences are easily avoidable.
Some of the advantages of using this technology are:
• Low cost, good signal range and difficult to obstruct.
• Many installed systems, available worldwide, free ISM-band.
Some of the disadvantages are:
• Low maximum data rate, support of a low number of users at a certain time, interferences
can occur with 2.4Ghz band devices, e.g. microwaves, Bluetooth devices, babies monitor
or wireless phones.
• 802.11b products are not compatible with 802.11a devices, since the latter ones operate in
a different radio frequency (5Ghz).
Some of the main characteritics of 802.11b are shown in Table 2.1.
Standard Characteristics 802.11b
ISM band 2.4Ghz
PHY module HR-DSSS (High Rate Direct Sequence Spread Spectrum)
Bandwidth 11Mbps, 5.5Mbps, 2Mbps, 1Mbps
Security WEP (Wireless Equivalency Protocol), SSID
Optimal operation range 50m indoor, 100m outdoor
Table 2.1: 802.11b Characteristics
The standard provides 13 different 22Mhz bandwidth channels in Europe (11 in US). How-
ever, there are only 3 non-overlapping channels, which are the channels 1, 7 and 13 in Europe
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(1, 6 and 11 in US).
Figure 2.3: 802.11b Channels [3]
Modulation Techniques
Depending on the modulation scheme used, different data rates are possible in 802.11b specifi-
cation. It can handle rates up to 11Mbps. The various modes of the modulator are Differential
Binary Phase Shift Keying (DBPSK) for 1Mbps, Differential Quaternary Phase Shift Keying
(DQPSK) for 2Mbps, and Complementary Code Keying (CCK) for 5.5Mbps and 11Mbps. The
major functional blocks of the transmitter include a network processor interface, DPSK modu-
lator, high rate modulator, a data scrambler and a spreader. The use of CCK scheme results in
a shorter chipping sequence (8 bits bersus 11 bits in Barker code) which means less spreading
to obtain higher data rate but more susceptible to narrowband interference, resulting in shorter
radio transmission range [4].
It is important to remark that, due to many factors, such as interferences (between wireless
technologies), noise caused by the environment or at the receiver side, propagation characteris-
tics (obstructed scenario, distance between transmitter and receiver, etc), or the shared medium,
these data rates are never achieved. Instead, in practice lower data rates are experienced. These
are therefore the theoretical data rates of this standard. Aforementioned factors may cause a
variation on the transmitted signal at its reception by the receiver. The quality of the signal is
typically measured with a parameter called Signal to Noise Ratio (SNR), which determines the
quality of the received signal against the noise it has experienced during the transmission. Each
modulation scheme requires a minimum SNR value to correctly demodulate the received signal.
Figure 2.4 shows the PHY frame using HR-DSSS. The preamble, which can be configured
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using the short or long version, is always transmitted as the DBPSK waveform while the PLCP
header can be configured to be either DBPSK or DQPSK, and data packets (PSDU) can be
configured for DBPSK, DQPSK or CCK. PSDU includes the respective headers and application
payload of MAC, network and transport layers. The preamble is used by the receiver to achieve
initial PN synchronization while the header includes the necessary data fields of the communica-
tions protocol to establish the physical layer link. The transmitter generates the synchronization
preamble and header and knows when to make the DBPSK to DQPSK or CCK switchover, as
required [4].
Figure 2.4: 802.11b PHY frame format [9]
The utilization of this technology implies transmissions over a shared medium as it is the air,
i.e., many users may ’fight’ to gain access to the medium and transmit their data. This leads to
the need of implementing a mechanism which is able to solve this issue.
2.1.4 Medium Access Control
DFWMAX-DCF Carrier Sense Multiple Access with Collission Avoidance (CSMA/CA)
Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) is the standard method
used by the wireless stations in order to access to the shared medium. It is a random access
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scheme with carrier sense and collision avoidance through random backoff. The CSMA/CA
mechanism is the following:
If a node wants to transmit data to another, it starts sensing the channel during DIFS.
In case the medium is idle during the duration of this time, the node may start transmitting
data. Otherwise, the node has to wait again for DIFS and also a random backoff time defined
from 0 to the contention window (CW) value [0, CW]. After waiting for DIFS, therefore, the
node chooses a random backoff time during which it continues sensing the medium. In case the
medium becomes busy during the random backoff time, the node will not have to choose again
in the next cycle a new random backoff time value, but it stops its backoff timer, waits for the
channel to be idle again for DIFS and starts the counter again. This method, called back-off
timer, provides more fairness to the CSMA/CA mechanism since the node does not have to
choose a new random value. For unicast frames, once the receiver gets the packet, it has to wait
for SIFS and then send an acknowledgement frame (ACK) back to the transmitter to inform
about the correct packet reception. If no ACK is received by the transmitter, a retransmission
is triggered, but this time the transmitter has to start again the medium access mechanism
explained above. A maximum number of retransmissions is established, when it is reached the
application layer is informed about the transmission failure [5].
Figure 2.5: CSMA/CA Contention Mechanism in wireless transmission [5]
It is clear that a high contention window could lead to unnecessary delays when nodes density
is low, and on the other side, a low contention window value would introduce some collisions in
a dense network. The mechanism therefore needs to adapt to the size of the network and the
number of stations that pretend to transmit at the same time. This is done by the exponential
back-off algorithm, in which the contention window starts with a specific size, called CWmin,
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and each time a collision occurs, it is doubled up to a maximum called CWmax. CWmin and
CWmax values needs to be adapted properly depending on the network topology in order to
achieve the best performance from the network.
Some of the typical contention window values for different PHY radio interfaces [5] are
shown below: This mechanism brings out the possibility of transmitting data avoiding possible
collisions. However, its utilization leads to a significant decrease on the transmission data rates.
• FHSS (802.11): CWmin= 15 and CWmax = 1023
• DSSS/HR-DSSS (802.11/802.11b): CWmin = 15, 31, 63, 127 and CWmax = 1023
• OFDM (802.11a) and HT (802.11n): CWmin= 15 and CWmax = 1023
• ERP (802.11g): CWmin= 15 or 31 and CWmax = 1023
The key characteristic of wireless transmission is spatial locality[6], i.e. only receivers within
the transmission range of a station can receive its packets. The locality of transmission implies
that collisions are location dependent, and that contention for the medium is spatial. In partic-
ular, during a packet transmission, the receiver may perceive a collision though the transmitter
may perceive a clean transmission if it monitors the channel for collisions because of the pres-
ence of a ‘hidden station’, i.e. a station that is within the range of the receiver but not the
sender. Since the transmitter and the hidden station have no way of directly communicating,
the presence of a hidden station is a serious problem in wireless medium access. Similar to the
hidden station problem is the exposed station problem, as described below.
• Hidden Terminal Problem
Figure 2.6 illustrates the hidden terminal problem. Suppose that node A wants to transmit
to node B located at a distance x from A. By only sensing the medium, node A will not be
able to hear transmissions by any node (C) in the dashed area denoted by A(x), and will
start transmitting, leading to collisions at node B. This is the well known hidden terminal
problem, where the hidden nodes are located in the area A(x)[7].
• Exposed Terminal Problem
While hidden terminals may cause collisions, the next effect only causes unnecessary
delay[9]. The exposed node problem occurs when a node is prevented from sending packets
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Figure 2.6: Hidden Terminal Problem
to other nodes due to a neighboring transmitter[8]. Consider the example shown in Figure
2.7, an example of nodes labeled A, B, C, and D, where the two receivers are out of range
of each other, yet the two transmitters in the middle are in range of each other. Here, if
a transmission between A and B is taking place, node C is prevented from transmitting
to D as it concludes after carrier sense that it will interfere with the transmission by its
neighbor node B. However note that node D could still receive the transmission of C with-
out interference because it is out of range from B.
Figure 2.7: Exposed Terminal Problem
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DFWMAC-DCF with RTS/CTS
To deal with the aforementioned problems, the standard 802.11 includes an optional mechanism
by means of two new control packets: Ready To Send (RTS) and Clear To Send (CTS). In this
mechanism, shown in the Figure 2.8, a node that pretends to transmit data has to wait for DIFS
(plus a random back-off time in case the medium is not idle) before sending a RTS packet to
the receiver. This packet contains the destination node ID as well as the time the transmission
will take (including the the ack transmission), i.e. the packet informs about when the medium
will be idle again. Every node which receives this packet has to update its Network Allocator
Vector (NAV) taking into account the duration field. The value included in NAV infroms the
node about the earliest point it may try to access to the shared medium.
Figure 2.8: RTS/CTS mechanism in a wireless transmission [5]
Once the receiver node receives the RTS packet, it has to wait for SIFS after returning a
CTS frame to the transmitter. This frame contains again the duration field which determines
the duration of the rest of the transmission. All the stations receiving this frame will update
their NAVs according to this vaue. At the reception of the CTS, the sending node may start
the transmission of the actual data after waiting for SIFS. Finally, when the receiver receives
the data, it waits for SIFS and acknowledges the data transmission by means of an ACK frame.
Although this mechanism solves the hidden terminal and exposed terminal problems, it may
introduce packet overhead which leads to a higher utilization of the network bandwidth. At the
same time, it causes an augment of the delay of the transmissions which may not be negligibles
in a scenario which requires the latency time to be as minimum as possible.
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2.2 Directed Graphs
2.2.1 Overview
In order to be able to create a valid mobility model, some background of graph theory is needed
and applied afterwards for its implementation. This section gives an overview of a specific type
of graphs, called directed weighted graphs, and pays special attention to the Shortest Path
Length problem.
A directed graph D = (V,A) consists of a vertex set V and an arc set A. Every arc a =
(u,v) is an ordered pair of vertices u,v. The order of a digraph is the number of vertices and the
size of a digraph is the number of arcs. A digraph D with order p and size q is called a (p,q)-
digraph[10]. If a = (u,v) is an arc of the digraph D, then a is incident from u and incident to
v, u is the tail of a, and v is its head. The from-incidence (to-incidence) of a vertex is the set of
arcs incident from (to) it. The out-degree (in-degree) of a vertex is the number of arcs incident
from (to) it. If a = (u,v) is an arc of the digraph D, then u is adjacent to v and v is adjacent
from u. The from- adjacency (to-adjacency) of a vertex is the set of vertices adjacent from (to)
it.
A graph G=(V,E) is weighted if there exists a mapping c(E 7→ IR) from the edge set E to the
real numbers. c(e) is the weight of edge e. A Weighted Directed Graph is threfore a Directed
Graph with a weight attached to each edge of the graph.
A common operation on weighted directed graphs is the shortest-path computation: the
determination of the path(s) from two nodes A and B such that the sum of the weights of the
vertices on the path is minimal.
2.2.2 Shortest Path Length Algorithm (SPL)
One of the most important issues when building a valid mobility model is the algorithm the
nodes use to move from one position of the map to another, i.e. the path they go through to
reach the destination. Normally it is implemented using the idea that the chosen path is the
fastest way to reach a destination, and this is achieved by means of the shortest path length.
The basic idea is that the distance between two vertices u,v is equal to the length of the
shortest u,v -path. This path can be achieved utilizing a well-known algorithm, which is used
in this thesis to build a realistic mobility model, called Dijkstra’s algorithm. It is important to
highlight that Dijkstra can only be used with positive weights.
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Figure 2.9: Dijkstra Algorithm Code
In Dijkstra algorithm implementation[11], shown in Figure 2.9, the following steps are taken:
Given a source vertex s in a weighted directed graph G = (V,E) where all edges are nonnegative,
DA finds the path with lowest cost (shortest path) between s and every other vertex in G.
Dijkstra Algorithm maintains the vertices of the graph V in two disjoint and complementary
sets of vertices S ⊆ V and Q ⊆ V. S, initialized by φ (line 2), includes all vertices whose shortest
path from s has been determined. Q is a priority queue initialized by all x ∈ V (Line 4). Q is
keyed by dist[x], which is the length of the currently shortest known path from s to x ∈ Q. dist[]
is initialized (Lines 1-2) such that for x ∈ V \s, dist[x]=∞ while dist[s] = 0 . S is initialized by
φ. At every cycle, DA extracts the vertex u ∈ Q with the minimal dist[] ∈ Q. Then, for each
neighbor v of u it sets dist[v] = min(dist[v], dist[u] + w(u,v)) (this is called the relax operation).
u is then added to S. DA maintains an invariant that whenever u is chosen from Q then it must
be that dist[u] =δ(u), where δ(x) is the shortest path from s to x. The proof is by induction.
Initially this is true for s. Then, every time u is chosen, since it was the node with the minimal
dist[] in Q it follows that dist[u] must be equal to δ(u), otherwise, a contradiction is reached.
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Chapter 3
State of the Art in Mobile Ad hoc
Networks protocols
3.1 Introduction
A mobile ad hoc network (MANET) is an autonomous system of mobile nodes connected by
wireless links. In a MANET, it is assumed that the nodes are free to move randomly while being
able to communicate with each other, often over multi-hop links, without the help of a fixed
network infrastructure. Due to the mobility of the nodes, the network topology may change
unpredictably leading to changes of wireless link status between nodes. The movement of a
node out of, or into, the communication range of other nodes changes not only its neighbor
relationships with those other nodes, but also all routes based on the relationships. Signaling
overhead traffic for maintenance of routes for a MANET is proportional to the rate of such link
changes. Thus the performance of a MANET is closely related to the efficiency of the routing
protocol in adapting to changes in the network topology and the link status[12].
3.2 MANET Characteristics
The main MANET characteristics[13] are the following:
• Autonomous nodes: Every node behaves as an autonomous node which may adopt the
role of a transmitter, receiver or a router. This enables connections between nodes that are
not directly within each others range by means of intermediate nodes that act as routers
(multi-hop routing).
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• Distributed network: There no exists any central station which deals with the man-
agement and control of the network, all the nodes within the network are equal and the
network management is therefore distributed among the nodes.
• Dynamic network topology: As there is not any fixed infraestructure and the nodes are
mobile, the network topology may be highly dynamic rather than typical static networks.
MANET networks must adapt rapidly to: the topological changes produced by the nodes,
the different movement patterns and the propagation conditions of the environment.
• Variable link capacities, bandwidth constrained: the wireless links in an ad hoc
network have limited bandwidth, the available capacity can greatly vary due to interfer-
ence coming from outside the network or from other MANET nodes. For example, one
transmission might interfere with another and nodes might overhear the transmissions of
other nodes.
• Asymmetric links: Links in MANET cannot be assumed to be always bidirectional. Im-
portant issues such as different antenna characteristics, different transmit power or different
propagation makes the unidirectional links posible. Due to the existence of asymmetric
links, routing information collected for one direction is of almost no use for the other
direction (unless the link is bidirectional).
• Redundant links: Depending on the number of nodes in the ad hoc network and their
topology, the network can be very dense with a lot of redundant links. Redundancy can
be beneficial in order to survive link faiures, but is normally introduced in a controlled
way. In ad hoc networks nobody controls redundancy, so there might be many redundant
links up to the extreme of a completely meshed topology. This redundancy can cause
a large computational overhead for routing table updates, rapidly result in congestion,
create problems when packets have to be broadcasted in the network, etc.
• Limited physical security: The use of a shared medium for all communication implies
that an ad hoc network has very limited physical security, making it very vulnerable for
eavesdropping or various attack such as e.g. the injection of malicious control packets into
the network.
• Energy-constrained devices: Devices that form an ad hoc network are often energy
constrained (i.e. battery powered) and can have a great diversity in their capabilities.
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3.3 Ad hoc Routing Protocols
3.3.1 Routing in MANET
Taking into account the network characteristics recently explained, typical routing protocols
designed for static networks with fixed infraestructure do not work in Mobile Ad hoc Networks.
Routing protocols for MANet must adapt rapidly to the constant network topological changes
produced by the arbritrary movement of the nodes in order to achieve valid routes for the com-
munication among nodes. A high amount of routing protocols for this type of networks have
been already proposed, each of them may be more or less appropriated for each type of scenario.
These routing protocols can be divided in three groups depending on the route discovery method
they use:
• Reactive routing protocols: routes are only established on demand, i.e. when a node
wants to communicate with another it starts a route discovery mechanism to achieve a
valid route towards the destination. Once the route is established, nodes participating in
the transmission will take care about the route maintenance. One advantage of this type
of protocol is that, unlike proactive protocols, they do not need too much signaling, which
reduces the network overhead and optimize the use of nodes batteries. However, the route
establishment time is higher, since the route discovery has to be triggered and must be
successful in order to start transmitting data.
As stated before, a high amount of reactive routing protocols have been proposed, the main
difference of those remains mainly in how they implement the route discovery mechanism
and its optimizations. Among most known reactive routing protocols are: Ad hoc On De-
mand Distance Vector Routing (AODV), Dynamic Source Routing (DSR), Cluster-Based
Routing Protocol (CBRP) or Temporally Ordered Routing Algorithm (TORA).
• Proactive Routing Protocols: their main objective is to maintain all the nodes routing
tables constantly updated so that each node is able to communicate with another at any
time. The information contained in routing tables must be updated periodically and also
when a change occurs in the network topology. These constant updates causes a high
amount of signaling packets, i.e. overhead, which may have an influence on the network
bandwidth, throughput and energy consumption. The most important advantage of using
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these protocols is the low latency of transmitted packets. The principal drawback appears
when the networks are dense and the nodes have a high mobility, since in these cases
overhead grows really fast and routing tables may become too large.
Several proactive protocols have been proposed, the main difference among them is the
number of tables, the routing information contained and how likely they are updated.
Examples of this type of protocol are Destination-Sequenced Distance Vector (DSDV),
Distance Routing Effect Algorithm for Mobility (DREAM), Optimised Link State Routing
(OLSR), Source-Tree Adaptative Routing (STAR) or Wireless Routing Protocol (WRP).
• Hybrid Protocols: consists on routing protocols that combines the characteristics of
both aforementioned protocols in order to take advantage of the benefits of both. In gen-
eral, its behaviour is based on group nodes in clusters or zones, so that when one node
needs to discover routes towards another from its zone it triggers a proactive route dis-
covery method, while if the node is not within the transmitter zone a reactive method is
used. Examples include Zone Routing Protocol (ZRP), Zone-based Hierarchical link State
(ZHLS) or Scalable Location Update Routing Protocol (SLURP).
3.3.2 Ad hoc On Demand Distance Vector Rouintg Protocol (AODV)
AODV is one of the most important and well-known MANET routing protocols. It is a distance
vector protocol in which every node knows who are their neighbors and the costs to reach them.
A node stores in its routing table: node id destinatons, the cost to reach them (in number of
hops) and the next hop. Although these attributes are common in all distance vector routing
protocols, AODV needs another attributes, such as a sequence number for every destination (in
order to detect when an entry needs to be changed), a time to live for every entry, some routing
flags, the interface and a list of active neighbors (including the nodes that are currently using the
active route). Every hop has a cost of one in order to built the routing table using a Bellman-
Ford algorithm. AODV supports unicast, multicast and broadast without any further protocol.
It is a reactive protocol, this means that it only gathers routing information when needed, and
periodical updates are not required. This is a great advantage in theory since it avoids intro-
ducing packet overhead in the network when it is not necessary. However, the latency time can
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be a problem when using this protocol since it does not have always its routing table updated.
Therefore, a good routing discovery mechanism is needed to avoid high delays in packet delivery.
Three control messages are utilized in this protocol:
• Route Request (RREQ)
• Route Reply (RREP)
• Route Error (RERR)
Route Discovery
The route discovery procedure of AODV is the following: When a node wants to send traffic
to another node and it does not have a routing entry to that destination, it broadcasts a Route
Request (RREQ) packet. This packet contains the destination IP address, the source IP address,
the last sequence number of the last packet received from the destination and a hop count. At
the reception of this packet, each node that receives the RREQ creates a reverse route to the
sender. In case one of these nodes knew a route to the desired destination and the sequence
number associated with the entry was higher than the one appearing in the RREQ packet, this
node would response with a Route Reply (RREP) packet taking advantage of the reverse routes
recently established. This RREP will contain the destination IP address and the new sequence
number associated, the source IP address, a time to live to avoid loops, and a hop count. If the
node does not know a route to the destination, it increments the hop count and rebroadcasts
the RREQ.
A node receiving the RREP will check whether the destination sequence number of the packet is
higher than the one in its own routing table and whether the hop count included in the packet
is lower than the one associated with the entry. If it is the case, the node will update that entry
of its routing table, establishing a route to the destination. Otherwise, it will just drop the
packet. When the source node receives the RREP, it is be able to start emitting traffic to the
destination node.
Route Maintenance
In case there was a break in a link and the route was not any longer reachable, the node
that realizes of this situation can try to repair locally the route: it broadcasts a RREQ (only
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towards the broken link side) to find a new route to the destination. If this route discovery is
successful, the node will update its routing table. Otherwise, the node will send a Route Error
(RERR) packet to the previous node of the unreachable route. When this packet arrives to the
source node, that node will have to start again the Route Discovery mechanism to find another
valid route to the destination.
3.3.3 Destination Sequenced Distance Vector Routing (DSDV)
Destination Sequenced Distance Vector (DSDV), adapted from the traditional Routing Internet
Protocol (RIP), is a table-driven routing protocol for mobile ad hoc networks based on the dis-
tance vector algorithm. DSDV adds a new field in the traditional distance vector routing table
called sequence number to distinguish between an old entry and a recent entry in the routing
table. This field shows the freshness of a route and guarantee loop-freedom. The other fields
in the routing table are the typical all distance vector protocols uses: Destination address, next
hop and number of hops.
Unlike the aforementioned routing protocol, DSDV is a proactive routing protocol in which
every node broadcasts periodically its routing table. This broadcast can be also triggered by
a topology change. Every node receiving the broadcast updates its routing table with the
information contained in the received packet. A route is considered better than another if its
sequence number is higher or, in case of tie, the number of hops is lower. The advertisement of
routes which may have not stabilized yet is delayed in order to reduce the number of rebroadcasts
of possible routes entries that normally arrive with the same sequence number.
When a link breakage occurs, the node that realizes of that situation floods the network with
an actualization of that entry with a higher sequence number and a distance Infinity.
The main target of DSDV is to have all routing tables constantly updated, so that any node
can communicate with another at any time without introducing more packet overhead. As it
works on a mobile environment, the entries in the routing tables may change rapidly over time,
so the advertisement must be made often enough to ensure that every node can communicate
with the other nodes within the network. However, an excess of routing advertisements could
lead to a congested network and the performance would decrease. It is therefore very important
to correctly set this sensitive attribute and adapt it to the network characteristics to achieve the
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best performance.
3.3.4 Optimized Link State Routing (OLSR)
Optimized Link State Routing (OLSR) [14] is a proactive routing protocol for mobile ad hoc
networks. The protocol inherits the stability of a link state algorithm and has the advantage
of having routes immediately available when needed due to its proactive nature. OLSR is an
optimization over the classical link state protocol, tailored for mobile ad hoc networks.
OLSR minimizes the overhead from flooding of control trafic by using only selected nodes,
called MPRs (Multi-Point Relays), to retransmit control messages. This technique significantly
reduces the number of retransmissions required to flood a message to all nodes in the network.
Secondly, OLSR requires only partial link state to be flooded in order to provide shortest path
routes. The minimal set of link state information required is, that all nodes, selected as MPRs,
must declare the links to their MPR selectors.
OLSR may optimize the reactivity to topological changes by reducing the maximum time
interval for periodic control message transmission. Furthermore, as OLSR continuously main-
tains routes to all destinations in the network, the protocol is benficial for traffic patterns where
a large subset of nodes are communicating with another large subset of nodes, and where the
[source,destination] pairs are changing over time. The protocol is particularly suited for large
and dense networks, as the MPRs optimization works well in this context. The larger and more
dense a network, the more optimization can be achieved as compared to the classic link state
algorithm.
3.4 Broadcasting Techniques
Network-wide broadcasting [15] aims at distributing messages from the source node to all other
nodes in the network. Broadcasting is a major communication primitive required by many ap-
plications and protocols in MANETs. Broadcast protocols are a fundamental building block
to realize principal middleware functionalities such as replication, group management and con-
sensus. Furthermore, broadcasting is frequently used to discover and advertise resources. A
simple example of resource discovery is the route discovery in many reactive routing protocols.
Broadcasting is also frequently used to distribute content to all network participants, such as
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alarm signals or announcements. In highly dynamic scenarios, broadcasting serves as a robust
way of realizing other communication primitives, such as multicast.
The most straightforward solution for broadcasting is when nodes forward a received message
to all their neighbors using local broadcasts. Eventually, all nodes within the network should
receive the message. This primitive strategy is like a flood and therefore, is called plain flooding
(also called simple flooding, pure flooding, or blind flooding). Even though flooding might lead
to an unnecessary message overhead, it should provide a robust basic strategy for broadcasting
in networks with an unknown or changing topology. Due to its simplicity, localized nature,
and topology transparency, flooding is widely used in MANETs as a basic scheme for many
broadcast protocols. However, the characteristics of MANETs still prohibit a flooding process
from reaching every node. If the density of nodes is too high, the radio transmission will block
out messages, since too many nodes are repeating their incoming messages. This problem is
referred to as broadcast storms[17]. It describes three major problems that in particular occur if
plain flooding is used to realize broadcasting in crowded MANETs: redundancy, collisions and
contention.
Redundancy takes place if message forwarding is useless because it only reaches nodes that
already have received the message. In order to send a broadcast message, a mobile node only
needs to assess a clear channel before transmitting. Therefore, collision (e.g. due to a hidden
node) may occur frequently. Without further measures, a mobile node is not able to know
whether a message was successfully received by its neighbors. Contention occurs if the sender
has messages in its MAC buffer but it could not send them. Depending on the buffer strategy
and its parameters, messages may be deleted from the queue, if the channel is blocked by other
neighbors.
In order to relieve the broadcast storm problem, strategies to restrict forwarding to a subset
of nodes have to be developed.
3.4.1 Simple Flooding
In this method, also called blind flooding, a source node of a MANET disseminates a message
to all its neighbors, each of these neighbors will check if they have seen this message before , if
3.4 Broadcasting Techniques 23
yes the message will be dropped, if not the message will be redisseminated at once to all their
neighbors. The process goes on until all nodes have the message. Although this method is very
reliable for a MANET with low density nodes and high mobility but it is very harmful and un-
productive as it causes severe network congestion and quickly exhaust the battery power. Blind
flooding ensures the coverage; the broadcast packet is guaranteed to be received by every node in
the network, providing there is no packet loss caused by collision in the MAC layer and there is
no high-speed movement of nodes during the broadcast process. However, due to the broadcast
nature of wireless communication media, redundant transmissions in blind flooding may cause
the broadcast storm problem, in which redundant packets cause contention and collision[16].
In order to improve the performance of this broadcasting technique some alternatives has
been developed to reduce the redundancy by inhibiting some nodes from rebroadcasting.
3.4.2 Probabilistic Flooding
Probabilistic Flooding[17] is similar to the previous technique, but in this case each node that
receives a broadcast message only rebroadcasts it with a certain probability ’p’. This technique
introduces less overhead in the network and allows having a less number of collisions than in the
previous case. It is specially effective in dense networks where many nodes may share the same
neighbors, preventing of redundant messages and waste of resources. However, if it is applied
on a sparse network, depending on how low is the probability set it is very likely that not all
the nodes receive the message. For the latter networks, therefore, a high probability of retrans-
mission must be set to prevent disconnection of some nodes. Note that when the retransmission
probability is 1, the scheme is exactly the same as blind flooding, and when the retransmission
probability is 0, only the neighbors receve the messages.
3.4.3 Area-based Flooding
• Distance-based scheme: a node rebroadcasts a message only if its distance from the trans-
mitter is d <D, where D is a constant that must be established depending on the network
topology.
• Location-based scheme: a node receiving a broadcast message compares its location with
the transmitter location (which appears in the packet header), and calculates the addi-
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tional coverage that can be provided assuming all nodes have omnidirectional coverage.
A node rebroadcasts a message only if the additional coverage a <A, where A is a constant.
3.4.4 Counter-based Flooding
A node broadcasts a message only if it overheard the message for c <C times, where C is a
constant. Tipically, C is recommended to be set to 3 or 4.
3.4.5 Multi-Point Relay Flooding
Instead of pure flooding where all nodes retransmit all packets, with Multipoint Relays (MPR)
packets are forwarded only by the nodes MPRs in order to reduce the number of transmissions
that are needed to successfully deliver the packets[18]. A MPR set is a subset of a nodes one-hop
neighbors, such that together this subset is able to reach all the two-hop neighbors. In order
to calculate the MPR set, the node must have link state information about all one-hop and
two-hop neighors. The smaller the set is, the more efficient the mechanism will be.
Method:
• A source node s broadcasts a message m
• Each node n receiving m rebroadcasts it only in the following situations:
1. n is a multi-point relay of the previous hop of the message
2. m was not previously received by n
This broadcasting technique is utilized by Optimized Link State Routing Protocol (OLSR).
Figure 3.1: Blind Flooding vs Multi-Point Relay Flooding[19]
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3.5 Metrics to analyse in MANET
In the simulation results analysis step, in which network performance is dissect, a good choice
of the utilized metrics is precised. This section gives an overview of the metrics used to analyse
the performance of the different MANET simulations.
3.5.1 Packet Delivery Ratio (PDR)
Packet Delivery Ratio is the percentage of packets that have been successfully transmitted from
the source to the destination. It is the ratio between the generated data packets and the received
data packets. PDR is a good indicator to analyse which routing protocol introduces more packet
losses. The higher the PDR is, the better the network performance is.
3.5.2 End to End Delay
End to end delay is the average time that takes packets to travel from a source node to a desti-
nation node. Since this time includes the time that lasts the route discovery method used, it is
very important to measure a routing protocol performance in networks. For the special case of
the automated guided vehicles in a warehouse, end to end delay needs to be the lower possible
in order to deliver the orders as soon as possible as well as to allow faster communication among
nodes. The lower delay, the better the network performance is.
3.5.3 Normalised Routing Load (NRL)
Normalised Routing Load denotes the degree of packet overhead that a routing protocol gen-
erates in the network. NRL is the ratio between the control packets generated by the routing
protocol and the data packets generated by the nodes application layer. Basically it measures
the routing information necessary to transmit the actual data within the network. This param-
eter is important in order to determine the performance of a network using different types of
routing protocols, reactive or proactive, and see whether it has a good impact on the network
or not.
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3.5.4 Average Path Length (APL)
Average Path Length of a network is the average number of hops that packets have to perform
to reach their destination. This metric underscores the efficiency of a routing protocol, since
the intermediate nodes are chosen in route discovery mechanisms implemented by them. A
high APL may lead to higher packet delivery delays, while a low APL may lead to propagation
problems due to the distance or interferences.
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Chapter 4
Mobility Model
Mobility models are used to simulate and evaluate the performance of mobile wireless systems
and the algorithms and protocols at the basis of them. The definition of realistic mobility
models is one of the most critical and, at the same time, difficult aspects of the simulation of
applications and systems designed for mobile environments[20].
In [21] it is shown that a mobility model has a large effect on the performance evaluation
of an ad hoc network protocol. In other words, it is shown how the performance results of
an ad hoc network protocol significantly change when the mobility model in the simulation is
changed. The results presented prove the importance of choosing an appropriate mobility model
(or models) for a given performance evaluation.
In first section of this chapter a survey of some of the current existing mobility models is
presented. In the second section a new mobility model is proposed and described, which will be
afterwards applied to the automated guided vehicles simulations.
4.1 Existing Mobility Models
There are essentially two possible types of mobility patterns that can be used to evaluate mobile
network protocols and algorithms by means of simulations: traces and synthetic models [21].
Traces are those mobility patterns that are observed in real life systems. Traces provide accurate
information, specially when they involve a large number of participants and an appropriately
long observation period. However, new network environments (e.g. ad hoc networks ) are not
easily modeled if traces have not yet been created. In this type of situation it is necessary to use
synthetic models. Synthetic models attempt to realistically represent the behaviors of mobile
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nodes without the use of traces.
In the following subsections, different synthetic mobility models, that have been proposed
for (or used in) the performance evaluation of an ad hoc network protocol, are presented. The
first two models presented are the two most common mobility models used by researchers.
4.1.1 Random Walk Mobility Model
Since many entities in nature move in extremely unpredictable ways, the Random Walk Mobility
Model was developed to mimic this erratic movement [22]. In this mobility model, a mobile node
moves from its current location to a new location by randomly choosing a direction and speed
in which to travel. The new speed and direction are both chosen from pre-defined ranges,
[speedmin; speedmax] and [0; 2pi] respectively. Each movement in the Random Walk Mobility
Model occurs in either a constant time in terval t or a constant distance traveled d, at the end
of which a new direction and speed are calculated. If a mobile node which moves according to
this model reaches a simulation boundary, it bounces off the simulation border with an angle
determined by the incoming direction. The mobile node then continues along this new path.
The Random Walk Mobility Model involves a memoryless mobility pattern because it retains
no knowledge concerning its past locations and speed values [21]. The current speed and direction
of a mobile node is independent of its past speed and direction[24]. This characteristic can
generate unrealistic movements such as sudden stops and sharp turns. It cannot be
considered as a suitable model to simulate wireless environments, since mobile nodes
movements do not present the continuous changes of direction that characterize this
mobility model.
4.1.2 Random Waypoint Model
The Random Waypoint Model[21] is considered to be an extension of the Random Walk model.
It includes pause times between changes in direction and/or speed. A mobile node starts at a
certain location and remains for a certain period of time, i.e., a pause time. Once this time
expires, the mobile node chooses a random destination in the simulation area and a speed that
is uniformly distributed between [minspeed,maxspeed]. The mobile node then travels toward
the newly chosen destination at the selected speed. Upon arrival, the mobile node pauses for a
specified time period before starting the process again. Note that the movement pattern of a
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mobile node using the Random Waypoint model is similar to the Random Walk model if pause
time is zero.
Again in this case, the realism of the model in terms of geographical movement is
far from being realistic. First of all, the initial placement of the nodes in the network does
not mirror any real-world situation[20]. Mobile nodes are initially distributed randomly around
the simulation area. This initial random distribution of mobile nodes is not representative of
the manner in which nodes distribute themselves when moving[24]. The model also suffers
from the fact that nodes concentrate in the middle of the area if a bounded area is considered.
An additional problem is related to the stationarity of the model (i.e., the variance of the
characteristics of the model over time). This model suffers from the fact that the transient (i.e.,
non-stationary) regime may last for a very long time. Finally, in [23], it has been shown that
the model also exhibits speed decay over time.
4.1.3 Gauss-Markov Model
The Gauss-Markov mobility model was designed to adapt to different levels of randomness via
one tuning parameter[25]. Initially, nodes are placed at random locations in the network. The
movement of a node is independent of the other nodes. At first, each node is assigned a current
speed and direction. At fixed intervals of time, n, movement occurs by updating the speed and
direction of each mobile node. Specifically, the value of speed and direction at the nth instance
is calculated based upon the vaue of speed and direction at the (n− 1)st instance and a random
value by means of the folling equations:
sn = αsn−1 + (1− α)s¯+
√
(1− α)sxn−1 (4.1)
dn = αdn−1 + (1− α)d¯+
√
(1− α)dxn−1 (4.2)
The parameter α, (0 <= α <= 1) is used to incoporate the degree of randomness while
calculating the speed and direction of movement for a time period. The degree of randomness
decreases as the value of α is increased from 0 to 1 [26]. When α is closer to 0, the degree
of randomness is high, which may result in sharper turns. Note that when α is 0, the model
is similar to the Random Walk Mobility Model, and the model become memoryless. When α
is closer to 1, speed and direction during the previous time are given more importance (i.e.,
the model is more temporally dependent) and the node prefers moving in a closer speed and
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direction to what it has been using so far. Thus, the movement of a node gets more linear
as the value of α approaches unity. The terms sxn−1 and dxn−1 are random variables chosen
independently by each node from a Gaussian distribution with mean 0 and standard deviation
1.
If (xn−1, yn−1) are the coordinates of a node during the beggining of time period n− 1, then
the coordinates (xn, yn) of the node at the end of the time period, n, are given the equations
shown below. The node, therefore, moves from (xn−1, yn−1) to (xn, yn) during time period
[n− 1, n] with speed st and in direction dn.
xn = xn−1 + sn−1 cos dn−1 (4.3)
yn = yn−1 + sn−1 sin dn−1 (4.4)
The Gauss-Markov mobility model can eliminate the sudden stops and sharp turns encoun-
tered in the Random Walk mobility model by allowing past velocities and directions to influence
future velocities and directions. However, it cannot be applied to the field of study of this
thesis, since it do not approximate the behaviour of the automated guided vehicles
within a warehouse scenario, in which nodes initial positions are frequently visited and nodes
movements do not respond to random behaviour but controlled trips among the scenario are
performed. It is therefore necessary to create a new mobility model which fits the
required characteristics of automated guided vehicles in a warehouse.
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4.2 Design of the new mobility model
The level of detail of various mobility models commonly employed nowadays in networking re-
search is not sufficient to reproduce realistic vehicular traffic traces. In order to extract valuable
information from the simulations, mobility patterns need to be accurate and realistic concerning
to the scenario. Otherwise, the results obtained may not be reliable and the work done and
spent time would be in vain.
For the task of creating a self-organizing network of automated guided vehicles, the new
mobility model needs to control the movement of a certain amount of automated vehicles in a
warehouse layout, so that vehicles can perform the task of picking up orders and deliver them
avoiding any kind of collision and do it as rapidly as possible.
Specifically, the new mobility model has to model the following situation: At first, there are
several vehicles disposed at certain positions ubicated at peripheral streets within a warehouse
layout. These are called nodes initial positions. Besides, there exists another node, called central
station, which consists on a static node that holds a centralised database which contains several
orders. Each order informs about the site to pick up an object and also the site where it has to
be delivered within the warehouse. The central station sends the orders to nodes which are not
busy, i.e., nodes that are not picking up an order, so that these nodes take care and perform
this task. The central station must do this process until the database is empty and no orders
are required to be performed. When a vehicle receives an order, it notifies the other vehicles
that it will perform the next order, then picks it up at a certain location, delivers it to another
site, and finally it returns to its initial position. During this process, vehicles have to reach the
different destinations using the shortest paths and avoiding collisions with other vehicles.
4.2.1 Creation of the Warehouse Layouts
First stage of the creation of the new mobility model is the definition of the scenario. This
section details the creation of the warehouse physical layouts.
The first scenario consists on a small warehouse with proportions of 100 x 100 meters in
which 16 rectangular blocks are disposed as shown in Figure 4.1. All streets are unidirectional,
and have one lane except for the case of peripheral streets, which have 2 lanes. The maximum
speed allowed for the vehicles is set to 6 m/s, which is about 20 km/h. Since vehicles initial
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(a) Overall warehouse view
(b) Unirectional streets
Figure 4.1: Layout of Small Warehouse Scenario
positions are within the peripheral streets, these contain 2 lanes in order to avoid obstructions
that static vehicles may cause.
For the second scenario (Figure 4.2), a 500 × 500 meters warehouse is created. It contains
120 rectangular blocks of 25 × 75 meters each one. Here the maximum speed is set to 5.5m/s,
which is also near to 20km/h. Also as in the previous case, all streets have one lane, except the
peripheral lanes situated at the top and at the bottom of the scenario. These lanes, as will be
stated afterwards, refer to the vehicles initial positions and the destinations of the orders, i.e.,
the locations where vehicles have to deliver the orders, respectively.
Both scenarios have been created by means of the Map Editor tool that provides the Mobility
Model generator for Vehicular Environment (MOVE) application, and the resulting map can be
visualized as can be seen in the previous figures by means of the Simulation of Urban MObility
(SUMO) program. Each lane connecting two intersections has a unique identifier, e.g., edge1,
edge2, etc; MOVE therefore treats these lanes as edges.
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(a) Overall warehouse view
(b) Warehouse intersections
Figure 4.2: Layout of Big Warehouse Scenario
4.2.2 Mobility Model within the scenarios
For the creation of the new mobility model, two tools have to be jointly used: a new Java ap-
plication and MOVE (which is described further in next chapter). The created Java application
generates all the trips of the vehicles within the warehouse scenarios. This application provides
MOVE with a file in which all these trips appear in a MOVE’s readable format. Each trip
consisting on:
• a departure time t, at which the trip will start
• a vehicle ID vehicleX, regarding the specific vehicle that will perform it,
• a list of edges of the warehouse layout computed using SPL algorithm that the vehicleX
will visit to perform the trip.
With this file together with the generated map, MOVE generates a file which contains all
the movements of the vehicles in a Network Simulator 2’s readable format.
In order to correctly create the different trips within the simulation, the new Java application
needs to know how is the map distributed. This task has been done emulating the map with a
Graph Java object. The vertices of the new graph are in fact the ’edges’ of the created layout.
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Each vertex of the graph identifies therefore a lane that interconnects two intersections of the
warehouse (See Figure 4.3).
First Version of the Java application
In the design of an application that generates the movement patterns of the vehicles within the
scenario, a first approach was realised which is only applied on the small scenario. This first
version consisted on the following:
A directed non-weighted graph is created to emulate the created map and simulate the
trips among its vertices. A certain amount of vehicles is distributed randomly among different
ubications at peripheral vertices of the graph (i.e., peripheral streets of the warehouse).
At first, n orders are generated, each one consisting on a random time at which the order
is emitted, the exact location to pick up the order, and finally the exact location to deliver
this order. Each order, therefore, involves three trips: from vehicle’s starting position to order’s
destination, from the order’s destination to the order’s delivery site, and from the order’s delivery
site to the vehicle’s initial position. The site where the vehicles have to pick up the orders as
well as the site to deliver them can be any of the vertices of the graph, i.e., any side of the
warehouse slots.
Since it is not possible to know exactly how much time a trip will last, mainly due
to the traffic that vehicles may encounter as well as the accelerations/decelerations they perform,
an approximation has to be done in order to set the departure times of the different trips. In
this first implementation, to simplify, it is assumed that each trip lasts 100 seconds. A vehicle
receiving an order at a certain time t, therefore, involves setting a trip at time t, the second trip
at time t+ 100, and the third trip at time t+ 200. Each trip consists on a list of vertices to visit
from a source vertex to a destination vertex (in the warehouse layout these vertices are in fact
called edges). This list is computed by means of the Dijkstra’s SPL algorithm, which is applied
to the graph. These trips therefore are performed via the shortest paths and at a variable speed
between [0, 20]km/h, taking into account that vehicles may slow down at each intersection in
order not to collide with other vehicles and that vehicles have an acceleration of 0.8m/s and a
deceleration of 3.5m/s. If no traffic is encountered by a vehicle, it will keep accelerating until it
reaches the maximum speed allowed by the scenario.
Intersection management task is ensured by the MOVE application once it is given the file
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with all the trips that have to be performed in the simulation. When a vehicle arrives at an
intersection and there is another vehicle that is crossing or has arrived before, it may slow down
or even stop and yield to this vehicle. The end of the simulation will coincide with the end of
the last trip computed.
Dicussion:
When analyzing this mobility model, some drawbacks have been encountered and discussed:
This version of the application only allows to generate a simulation with less or equal orders than
vehicles, i.e., many vehicles may not have the opportunity to pick up an order. It also has the
drawback that each vehicle only can perform one order during all the simulation time. It does
not approximate the intended centralised database in which the content of a queue of orders is
distributed among vehicles as soon as these are available, but vehicles are chosen randomly to
pick up the orders at a randomly generated time. Besides, the computed times for the second
and third order trips are far from being accurate according to the actual time the vehicles spend
to perform these trips. Typically, the picked orders have to be delivered at a certain location
situated at the peripheral streets of the warehouse, so that they can be treated accodingly, and
this is something that does not happen in the current implementation and would need to be
optimized. Finally, the fact that the application is working with a non-weighted graph makes
the computed SPL routes unrealistic according to the rectangular scenario slots, since it treats
them as squares. From all this it is concluded that changes on the current implementation of the
mobility model are needed in order to make it more realistic and suit better the real scenario.
Next model shown in the next section is intended to solve all of these problems and optimize
the application to achieve a better realism in the automated vehicles behaviour.
Final Mobility Model version
In this section the final mobility model applied to both scenarios, small and big, is detailed.
Since both scenarios have different physical layouts, different mobility parameters need to be
applied to each one according to their peculiarities.
First of all, for the small scenario, a directed weighted graph is created with the weights
shown in Figure 4.3, in which an example of a portion of the created graph is shown. Note that
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Figure 4.3: Example of a portion of the created graph emulating the small warehouse scenario
this is only a portion of the created graph, the actual graph emulating the overall warehouse has a
higher number of vertices (the same that the real scenario). The small scenario was created with
slot sizes of 25x20m. However, to simulate an environment more similar to a typical warehouse
layout, the weights applied to each edge are intended to simulate slots with higher heights than
25m. In this case, according to the weights of the edges shown in Figure 4.3, the size of the
slots would be theoretically 80× 20m, since the cost to reach a vertex located vertically at the
same street is 4, and the cost to reach a vertex located horizontally in the same street is 1 (i.e.,
theoretical height = 20× 4 = 80m).
The physical layout of the big scenario is more accurate than the previous one in terms of
typical warehouse slots size. As stated before, the slot proportions are 25 × 75meters. This
leads to create a weighted graph with clear weights on its edges. If the cost of reaching a vertex
located horizontally at the same street is 1, the cost of reaching a vertex vertically in the same
street is therefore 3 ( by the rule of three, 25 → 1 : 75 → x ⇒ x = 3). Using the same
mechanism it is concluded that the cost of reaching a vertex ubicated at a perpendicular street
is 2.
All these weights are afterwards used by the Java application in order to find the shortest
paths of the different trips generated.
The mobility model has to simulate the behaviour stated in the introduction of this section.
In both scenarios, a central station has in its centralized database a stack of orders, each order
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referring to the destination that the assigned vehicle has to reach to pick up an object and the
destination where the object must be delivered. These orders are generated ramdomly at the
beggining of the Java application.
For the small scenario implementation, the central station starts emitting one order every 5
seconds to non-busy vehicles. When all vehicles have been assigned an order, the central station
has to wait until one vehicle becomes free and then it may assign to it the next order of the
queue. The orders locations for the case of the small scenario can be any of the vertices of the
graph, i.e., any side of any slot within the warehouse, while the orders delivery locations can
be any vertex ubicated at the peripheral streets of the warehouse. Vehicles initial positions are
assigned ramdomly at the beggining and can be any of the vertices situated at the peripheral
streets.
For the case of the big scenario, the central station sends at first one order every two seconds,
instead of five. This parameter is changed to facilitate the vehicles movement the sooner possible
and avoid the problem of having disconnected nodes within a big scenario that may not have
any other in its transmission range; i.e., to increase the nodes density within an scenario which
is significantly bigger than the previous one. The central station keeps assigning orders until
the queue is empty and no orders are required to be picked up. The orders locations in this
case can also be any of the vertices of the graph, i.e., any side of any slot within the warehouse,
while the order’s delivery locations can be any vertex within the peripheral street ubicated
at the bottom of the scenario. Vehicles initial positions are assigned ramdomly at the beggin-
ing and can be any of the vertices within the peripheral street ubicated at the top of the scenario.
In this version of the mobility model, the number of vehicles as well as the number of orders
in the queue that holds the Central Station can be adapted for each simulation. As will be seen
further in Chapter 6, all the simulations have been performed using a higher number of orders
than the number of vehicles, so that each vehicle performs more than one order and a more
accurate analysis of the results can be performed.
When a vehicle receives an order from the central station, it alerts the others vehicles partici-
pating in the warehouse that it will perform the next order, and then starts the route towards the
required destination. This route is performed using the shortest path by means of the Dijkstra’s
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algorithm applied to the weighted directed graph, taking into account the method explained in
Section 2.2.2 of Chapter 2. When the vehicle reaches the order’s destination, it waits for 10
seconds to simulate that it is picking up the order. Then, it starts a new route towards the
site where the order has to be delivered, also using the SPL algorithm. Once it reaches the
destination, it remains static again during 10 seconds to simulate the order delivery process.
After that, the vehicle alerts the central station that it has already performed the order and it
is available to receive another order. In case the vehicle does not receive a new assignment, it
may return to its initial position and wait for a new order.
These trips therefore are performed via the shortest paths and at a variable speed between
[0,maxspeed]m/s, taking into account that vehicles may slow down at each intersection in order
not to collide with other vehicles and that vehicles have an acceleration of 0.8m/s and a de-
celeration of 3.5m/s. If no traffic is encountered by a vehicle, it will keep accelerating until it
reaches the maximum speed allowed by the scenario. Intersection management task, as in the
previous implementation, is ensured by the MOVE application once it is given the file with all
the trips that have to be performed in the simulation. When a vehicle arrives at an intersection
and there is another vehicle that is crossing or has arrived before, it may slow down or even stop
and yield to this vehicle.
From the first Java application version implementation, it is known that it is not possible
to know beforehand at which time exactly vehicles reach their destinations. In order to set the
different departure times of each trip, a prevision has to be implemented regarding the time
vehicles spend to perform a trip. For this mobility model implementation, a more accurate
method is performed in order to predict the time a trip lasts within the scenario. This method
takes into account the number of hops the vehicle may perform to reach the destination. It
assumes that vehicles spend a certain amount of time t to go from one vertex of the scenario to
another (establishes a fixed time for a one-hop distance within the graph). Since both scenarios
have different proportions, different parameters have to be applied to them. Besides, depending
on the number of vehicles within the simulation, heavy traffic can take place at intersections
and, therefore, the time to go from one vertex to another increases. Note that one vertex of the
graph refers to any side of any slot within the real warehouse scenario.
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Number of vehicles One-hop time
20 7 seconds
50 10 seconds
100 15 seconds
Table 4.1: One-hop times for small warehouse mobility model
Number of vehicles One-hop time
50 17 seconds
100 20 seconds
150 25 seconds
Table 4.2: One-hop times for big warehouse mobility model
The parameters shown in Table 4.1 have been set for the small warehouse scenario according
to different vehicles traffic the simulation may have.
For the case of the second scenario implementation, a more accurate calculation of the
one-hop time has been done. Assuming that, in the big warehouse scenario, the maximum
one-hop distance is 75 meters, and a vehicle may circulate at a maximum speed of 5.5 m/s, the
minimum time to realise this trip at a maximum speed is: tmin =
75m
5.5m/s = 13, 63s. As vehicles
do not circulate always at maximum speed, this value needs to be modelled and an upward
approximation has to be applied to it. Traffic at intersections increases as vehicles participating
in the simulation increase, leading to higher delays in on one-hop trips. Besides, when a vehicle
starts moving after being static it spends a certain amount of time to achieve an acceptable
speed, since vehicles acceleration is set to 0.8m/s. All this results in the one-hop time values
shown in the Table 4.2 for each traffic density.
Equation 4.5 computes the time of a trip within the scenario.
timetrip = lengthtrip × timeone−hop (4.5)
where the lengthtrip is the total number of hops from source vertex to destination vertex,
and timeone−hop the time to perform a one-hop distance, which is different for each scenario and
traffic density as shown in previous tables.
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Figure 4.4: Simulation snapshot: vehicles performing orders within big warehouse scenario
Example:
Below a detailed example of a vehicle performing an order is shown:
It is important to remark, in order to understand the example and as stated above, that the
vertices of the graph are identified as edges in the warehouse layouts created with MOVE. This
is due to the MOVE implementation, that treats the edges as vertices, each trip being a list of
edges (though they are actually vertices). In the Java application, trips are generated within
vertices of the created graph, and after the generation of all the trips, the application re-names
all the vertices integrating the different trips changing the word ’vertex’ by the word ’edge’. In
this example lanes identifiers are given in MOVE’s format (identifying the lanes as edges).
In this simulated example, a vehicle, with id: vehicle0.0, performs an order within the big
warehouse scenario where there are 50 vehicles in total. First of all, it remains at its initial
position, which randomly is assigned to be the edge164, situated at the top of the warehouse.
At time = 5seconds, the central station sends to this vehicle an order that needs to be picked
up. The order consists on two destinations: the first indicating the exact location to pick up
the order, and the second the site to deliver this order. The vehicle, using Dijkstra’s algorithm,
computes the shortest path to reach the destination edge, which is edge111. (This destination
is identified in the graph as the vertex111. The use of Dijkstra’s algorithm to compute the path
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Figure 4.5: SPL example: Path to reach the order location
from vertex164 to vertex111 results in a list of vertices which refers to the shortest path from
vertex164 to vertex111 within the graph. The java application then changes the identifiers of
the vertices within the list, changing the word ’vertex’ to the word ’edge’ of each element so that
MOVE can generate appropiately the trip according to the actual warehouse lanes identifiers).
Once it is computed, the vehicle starts its route through vertices selected in SPL step. Figure
4.5 shows the computed path the vehicle has to go over. As the computed SPL from source to
destination consists on 15 hops, the total time the vehicle takes to perform this trip is:
timetrip1 = 15hops× 17sec/hop = 255sec (4.6)
As soon as the vehicle reaches the first destination, i.e., after 5sec+ 255sec = 260sec (where
5sec is the exact time when vehicle0.0 starts its first trip), it picks up the order (this is simulated
by remaining in that position during 10 seconds), and then, it recomputes a SPL to reach the
destination where it has to deliver the order, i.e., edge10. The site to deliver the order is one of
the edges situated at the street at the bottom of the warehouse. The exact path that the vehicle
follows is shown in Figure 4.6. As the vehicle arrives to the order destination site at 260sec, and it
waits there during 10sec, the departure time to perform the next trip is 260sec+10sec = 270sec.
This trip, according to the computed SPL from the edge111 to the edge10, has 6 hops. The
second trip, therefore, lasts:
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Figure 4.6: SPL example: Path to reach the order’s delivery site
timetrip2 = 6hops× 17sec/hop = 102sec (4.7)
Once the vehicle reaches the destination, i.e., at 270sec + 102sec = 372sec, it waits for 10
seconds (again to simulate the order delivery), alerts the central station it has already performed
the assigned order, and then it starts a trip back, shown in Figure 4.7, towards its initial position,
i.e., edge164, at time 372sec+ 10 = 382sec.
In order to reach its initial position, the vehicle computes again the shortest path to reach
it with the Dijkstra’s algorithm. This path has 17 hops and lasts:
timetrip3 = 17hops× 17sec/hop = 289sec (4.8)
Finally, the vehicle reaches its initial location at time: 382sec+ 289sec = 671sec
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Figure 4.7: SPL example: Returning to vehicle’s initial position
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Chapter 5
Simulation Environment
This chapter describes the software used to implement the simulations of this project. These
simulation tools have allowed to create a new mobility model (described in the previous chapter),
two new warehouse layouts as well as the network traffic taking place within the scenarios.
Following subsections give an overview of the simulation environment where simulations have
been executed , giving special focus to Network Simulator 2 platform, in which changes on its
source code have been applied and are shown in the second section of this chapter.
5.1 Machine Specifications
With regard to the hardware used to carry out the simulations, a machine with a powerful
processor and a large RAM is needed so that it can execute the high amount of instructions
that simulations require in the shorter time possible. It is important to remark that the average
time all the simulations performed require to finish their execution is between four and seven
hours, in the worst-case being the execution time around 12 hours.
Simulations are performed in a Virtual Machine with Linux OpenSuSe OS running inside it.
In order to be able to perform a high number of simulations using different simulation parameters
in the shorter time possible, three CPUs are assigned to the VM. This has been achieved by
enabling the hardware virtualization of the machine. Furthermore, some simulations output
traces may have a total size up to a hundred of giga-bytes. The machine needs therefore to have
high capacity in its hard disk in order to keep all the simulation output traces, so that they can
be afterwards analysed.
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Processor Intel(R) Core(TM) i5.323M CPU @ 2.60GHz
RAM 8GB
System type 64bits OS, x64 processor
Operating System Linux OpenSuse 12.3 (VM)
Hard Disk 500GB
Table 5.1: First Machine Specifications
Processor Intel(R) Core(TM) i7-4510U CPU @ 2.00GHz
RAM 8GB
System type 64bits OS, x64 processor
Operating System Linux OpenSuse 12.3 (VM)
Hard Disk 1TB
Table 5.2: Second Machine Specifications
Two different machines have been used with the aforementioned requirenments to execute
the simulations. Tables 5.1 and 5.2 show the machines specifications.
5.2 Simulation Tools
5.2.1 Network Simulator 2 (Ns2)
Network Simulator 2 (Ns2) is the network simulation platform used to carry out the execution of
the simulations. Ns2 is a discrete event simulator targeted at networking research. Ns provides
substantial support for simulation of TCP/UDP, routing, and multicast protocols over wired and
wireless networks (local and satellite)[27]. Different versions of Ns2 have been implemented
since its creation. Simulations carried out in this thesis are done using Network Simulator 2.28
version for the simulations performed in an infrastructure mode, and in Network Simulator 2.29
version for simulations where an ad hoc network is performed.
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The core of Ns2 is written in C++, but the C++ simulation objects are linked to shadow
objects in OTcl and variables can be linked between both language realms[27]. Simulation scripts
are written in the OTcl language, an extension of the Tcl scripting language. This simulation
script is the input of the the Ns2 simulation, which typically generates two different files: a NAM
file and a trace file. The first one allows viewing the simulation by means of a Ns2 extension
called Network Animator (NAM). The latter is a trace file where all the network traffic that
takes place during the simulation is specified in a concrete format.
All Ns2 mobile nodes contain at least the following components:
• an address or id, monotonically increasing by 1 (from initial value 0) accross the simulation
namespace as nodes are created.
• a list of neighbors
• a list of agents attached to it
• a node type identifier
• a routing module
The network stack for a wireless mobile node in Ns2 consists on a link layer(LL), an ARP
module connected to LL, an interface priority queue(IFq), a mac layer(MAC), a network inter-
face(netIF), all connected to the channel. These network components are created and plumbed
together in OTcl. Figure 5.1 shows the architecture of a mobile node in Ns2.
The function of the multiplexers is to distribute incoming packets to the correct agent or
outgoing link. One mobile node may have several agents(applications) running at the
same time. However, in Ns2 only one network interface is allowed for each node. It
is therefore important that the network components of a mobile node handles the
resources correctly and efficiently in order to avoid packet discards.
Following subsections describe network components in a Ns2s mobile node:
Routing Agent: A routing agent tells the node how a packet should be transmitted (e.g.,
who is the next hop node). It works with routing protocol responsible for propagating routing
information throughout the networks.
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Figure 5.1: Ns2 mobile node architecture
Link Layer (LL): The LL used by mobilenode has an ARP module connected to it which
resolves all IP to hardware (Mac) address conversions. Normally for all outgoing (into the chan-
nel) packets, the packets are handed down to the LL by the Routing Agent. The LL hands
down packets to the interface queue. For all incoming packets (out of the channel), the mac
layer hands up packets to the LL which is then handed off at the node entry point[28].
ARP: The Address Resolution Protocol module receives queries from Link layer. If ARP has
the hardware address for destination, it writes it into the mac header of the packet. Otherwise
it broadcasts an ARP query, and caches the packet temporarily. For each unknown des- tination
hardware address, there is a buffer for a single packet. Incase ad- ditional packets to the same
destination is sent to ARP, the earlier buffered packet is dropped. Once the hardware address
of a packets next hop is known, the packet is inserted into the interface queue[28].
In the simulations, to keep simplicity and focus on routing protocols task, the
default mapping between MAC and IP addresses is one-to-one, which means that
IP addresses are re-used at the MAC layer, i.e. no ARP query needs to be triggered.
5.2 Simulation Tools 48
Interface Queue: The PriQueue used is implemented as a priority queue which gives pri-
ority to routing protocol packets, inserting them at the head of the queue. It supports running
a filter over all packets in the queue and removes those with a specified destination address[28].
Medium Access Control (MAC): MAC simulates the medium access protocols that are
necessary in the shared medium environment such as the wireless and local area networks. Since
the sending and receiving mechanisms are tightly coupled in most types of MAC layers, it is
essential for the MAC object to be duplex. On the sending side, the MAC object is responsible
for adding the MAC header and transmitting the packet onto the channel. On the receiving
side, the MAC object asynchronously receives packets from the classifier of the physical layer.
After MAC protocol processing, it passes the data packet to the link layer.
It contains a method that implements carrier sense and backoff mechanisms for CSMA/CA
method. This method detects when the channel becomes idle by means of the Channel object. If
the channel is busy, the MAC schedules the next carrier sense at the moment the channel turns
idle. Once the channel is idle, it initiates the contention period. At the end of the contention
period, the method backs off a random number of slots, then transmits if the channel remains
idle until the end of the backoff period.
Network Interface: The Network Interface layer serves as a hardware interface which is
used by mobilenode to access the channel. This interface subject to collisions and the radio
propagation model receives packets transmitted by other node interfaces to the channel. The
interface stamps each transmitted packet with the meta-data related to the transmitting inter-
face like the transmission power, wavelength etc. This meta-data in packet header is used by the
propagation model in receiving network interface to determine if the packet has minimum power
to be received and/or captured and/or detected (carrier sense) by the receiving node. The model
approximates the DSSS radio interface (Lucent WaveLan direct-sequence spread-spectrum)[28].
Radio Propagation Model: In ns-2, three propagation models[29] are available to to pre-
dict the signal power received by the receiver. The signal strength is used to determine whether
the frame is transmitted successfully.
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Ns2 mainly uses thresholds to determine whether one frame is received correctly by the
receiver. Ns2 sets one signal strength threshold (CSThresh ) to determine whether one frame
is detected by the receiver. If the signal strength of the frame is less than CSThresh , this frame
is discarded in PHY module and will not be visible to MAC layer. Ns2 has another threshold
(RXThresh ) for the signal strength of one frame received by the receiver. If one frame is
received and the received signal strength is stronger than RXThresh , the frame is received
correctly. Otherwise, the fame is tagged as corrupted and the MAC layer will discard it.
When multi-frames are received simultaneously by one mobile node, it calculates the ratio
of the strongest frame’s signal strength to the signal strength sum of other frames. Ns2 has one
threshold (CPThresh ) for this ratio. If it is larger than CPThresh , the frame will be received
correctly and other frames are ignored. Otherwise, all frames are collided and discarded.
1. Free Space Propagation The free space propagation model assumes the ideal propaga-
tion con- dition that there is only one clear line-of-sight path between the trans- mitter
and receiver. H. T. Friis presented the following equation to calculate the received signal
power in free space at distance d from the transmitter.
Pr(d) =
PtGtGrλ
2
(4pi)2d2L
(5.1)
where Pt is the transmitted signal power. Gt and Gr are the antenna gains of the trans-
mitter and the receiver respectively. L(L ≥ 1) is the system loss, and λ is the wavelength.
It is common to select Gt = Gr = 1 and L = 1 in ns simulations.
The free space model basically represents the communication range as a circle around the
transmitter. If a receiver is within the circle, it receives all packets. Otherwise, it loses all
packets.
2. Two Ray Ground Reflection Propagation
A single line-of-sight path between two mobile nodes is seldom the only means of propa-
gation. The two-ray ground reflection model considers both the direct path and a ground
reflection path. It is shown that this model gives more accurate prediction at a long
distance than the free space model. The received power at distance d is predicted by
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Pr(d) =
PtGtGrht
2hr
2
d4L
(5.2)
where ht and hr are the heights of the transmit and receive antennas respectively. Note
that the original equation in [30] assumes L = 1. To be consistent with the free space
model, L is added here.
The above equation shows a faster power loss than in Free Space Model as distance in-
creases. However, The two-ray model does not give a good result for a short distance due
to the oscillation caused by the constructive and destructive combination of the two rays.
Instead, the free space model is still used when d is small.
Therefore, a cross-over distance dc is calculated in this model. When d < dc, Eqn. 5.1 is
used. When d > dc, Eqn. 5.2 is used. At the cross-over distance, Eqns. 5.1 and 5.2 give
the same result. So dc can be calculated as:
dc = (4pihthr) /λ (5.3)
3. Shadowing Propagation
The free space model and the two-ray model predict the received power as a deterministic
function of distance. They both represent the communication range as an ideal circle.
In reality, the received power at certain distance is a random variable due to multipath
propagation effects, which is also known as fading effects. In fact, the above two models
predicts the mean received power at distance d. A more general and widely-used model
is called the shadowing model. The shadowing model consists of two parts. The first one
is known as path loss model, which also predicts the mean received power at distance d,
denoted by Pr(d). It uses a close-in distance d0 as a reference. Pr(d) is computed relative
to Pr(d0) as follows.
Pr(d0)
Pr(d)
=
(
d
d0
)β
(5.4)
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Environment β
Free space 2
Shadowed urban area 2.7 to 5
Table 5.3: β in Outdoor Environments
Environment β
Line of sight 1.6 to 1.8
Obstructed 4 to 6
Table 5.4: β in Indoor Environment
β is called the path loss exponent, and is usually empirically determined by field measure-
ment. From Free Space Model equation it is known that β = 2 for free space propagation.
Tables 5.3 and 5.4 gives some typical values of β. Larger values correspond to more ob-
structions and hence faster decrease in average received power as distance becomes larger.
Pr(d0) can be computed from Eqn. 5.1.
The path loss is usually measured in dB. So from Eqn. 5.4:
[
Pr(d)
Pr(d0)
]
dB
= −10β log
(
d
d0
)
(5.5)
The second part of the shadowing model reflects the variation of the received power at
certain distance. It is a log-normal random variable, that is, it is of Gaussian distribution
if measured in dB. The overall shadowing model is represented by:
[
Pr(d)
Pr(d0)
]
dB
= −10β log
(
d
d0
)
+XdB (5.6)
where XdB is a Gaussian random variable with zero mean and standard deviation σdB.
σdB is called the shadowing deviation, and is also determined by field measurement. Table
5.5 shows some typical values of σdB. Eqn. 5.6 is also known as a log-normal shadowing
model.
The shadowing model extends the ideal circle model to a richer statistic model: nodes can
only probabilistically communicate when near the edge of the communication range.
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Environment σdB
Outdoor 4 to 12
Office, hard partition 7
Office, soft partition 9.6
Factory, line of sight 3 to 6
Factory, obstructed 6.8
Table 5.5: Typical values of σdB
5.2.2 MObility model generator for Vehicular Environment (MOVE)
MOVE is a java tool that allows users to rapidly generate realistic mobility models for VANET
simulations. MOVE is built on top of an open source micro-traffic simulator SUMO. The
output of MOVE is a realistic mobility model and can be immediately used by popular network
simulators such as ns-2 and qualnet.
In MOVE, creating mobility patterns is only possible in two different ways: by setting man-
nually all the trips of all the vehicles or by defining random movement patterns within the
scenario. The latter one can be implemented by setting different probabilities of turning to dif-
ferent directions at each junction (e.g. 0.5 to turn left, 0.2 to turn right and 0.3 to go straight).
This approximates the model to the well-known Manhattan mobility model.
Note that for this thesis, this software is only used to create the topology of the scenarios,
i.e., the physical layout of the warehouses. However, as stated in the previous chapter, it has
a scarce protagonism in the creation of the mobility model, only performing the intersection
management task.
5.2.3 Eclipse IDE
In computer programming, Eclipse is an integrated development environment (IDE). It contains
a base workspace and an extensible plug-in system for customizing the environment[31]. Written
mostly in Java, Eclipse can be used to develop applications. By means of various plug-ins, Eclipse
may also be used to develop applications in other programming languages: Ada, ABAP, C, C++,
COBOL, Fortran, Haskell, JavaScript, Lasso, Lua, Natural, Perl, PHP, Prolog, Python, R, Ruby
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(including Ruby on Rails framework), Scala, Clojure, Groovy, Scheme, and Erlang.
By means of this IDE, four different java applications have been implemented which generate
a realistic mobility model (explained in Chapter 4) as well as the network traffic (explained in
detail in next chapter) within two warehouse scenarios.
5.2.4 Simulation of Urban Mobility (SUMO)
SUMO is a free and open traffic simulation suite which is available since 2001. SUMO allows
modelling of intermodal traffic systems including road vehicles, public transport and pedestrians.
Included with SUMO is a wealth of supporting tools which handle tasks such as route finding,
visualization, network import and emission calculation. SUMO can be enhanced with custom
models and provides various APIs to remotely control the simulation. It is mainly developed by
employees of the Institute of Transportation Systems at the German Aerospace Center[32].
This tool is mainly used in this thesis to visualize and verify the movement patterns of the
automatic guided vehicles in the warehouse scenarios.
5.2.5 AWK
Awk is an extremely versatile programming language for working on files. It is an excellent filter
and report writer. Many UNIX utilities generates rows and columns of information. AWK is
an excellent tool for processing these rows and columns, and is easier to use AWK than most
conventional programming languages. It can be considered to be a pseudo-C interpretor, as it
understands the same arithmatic operators as C. AWK also has string manipulation functions,
so it can search for particular strings and modify the output. It is therefore very useful to anal-
yse the output traces that Ns2 generates for each simulation and provide relevant results of them.
A script using this programming language has been implemented which allows to obtain
valuable network information of the simulation output traces and reach conclusions from them.
This script is shown in Appendix A.
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5.3 Changes on Ns2 source code
In order to add realism to Ns2 simulations, as well as add different mechanisms that are pretended
to take place in them, new modules have been added to Ns2 source code. Following subsections
describe the changes applied on Ns2 c++ code as well as on tcl simulation scripts.
5.3.1 Realistic 802.11b Channel
In environments such as the one simulated, it is very likely that wireless transmission errors oc-
cur due to a bad channel quality. This bad channel quality is usually due to many factors, such
as fading (mainly produced by intermediate obstacles), distance between sender and receiver,
or noise generated by the receiver. As stated in the previous section of Propagation Models,
Ns2 can simulate transmission problems caused by distance and environment noise. However,
it does not take into account the noise produced at the receiver side, i.e., the noise introduced
when using a certain modulation scheme to carry out wireless transmissions. For that, a new
error model, developed by PhD Maco Fiore and its working group [33], has been added to the
Network Simulator 2 code.
This model allows to compute the SNR (Signal to Noise Ratio) and BER (Bit Error Rate)
of a wireless frame received, and determine whether or not the frame may be discarded due to
the noise introduced by using a specific modulation scheme. This model is given the different
receiver noise floor values for each different modulation scheme, together with a table giving
the theoretical relationship between BER and SNR for each modulation scheme in 802.11b,
which is shown in Table 5.6. The values of this table can be visualized in Figure 5.2, where the
different values are displayed showing the SNR vs BER curves for the IEEE 802.11b PHY modes.
There are different receiver sensivities for different data rates used. The sensivity of a
receiver is an equivalent to the receiver noise floor plus the minimum acceptable
Signal to Noise Ratio(SNR) at the receiver[38] for a specific modulation scheme. This
equality is shown in eq.5.7. The type of modulation and coding used in the system determines
the SNR if the standard Bit Error Rate(BER) is met. Each modulation scheme therefore, has
associated a certain noise.
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Figure 5.2: IEEE 802.11b BER vs. SNR [34]
RecSensivitymodShemeX = Receiver Noise F loormodSchemeX + SNRminmodSchemeX (5.7)
The different receiver sensivity for each data rate can be computed by means of a Ns2 tool
named Threshold. The input of this application is: the propagation model used (with its differ-
ent parameters), the antenna’s transmitting power, the frequency band, and finally the distance
to be covered. The output is the receiver sensivity in Watts (W). Receiver sensivities for each
data rate can be therefore computed taking into account the potential coverage a transmission
may reach using each specific data rate when transmitting in an environment with the propa-
gation conditions specified (using Shadowing Model).
Once the different receiver sensivity values are known, receiver noise floor values can be
computed. Receiver sensivity for a specific data rate is, by definition, the received signal power
with which BER is less than a desired value, in this case 1×10−5. To compute the receiver noise
floor for a specific data rate , it is necessary to look for the associated SNR value which gives a
BER of 1 × 10−5 within SNR vs BER table. This SNR value is the minimum acceptable SNR
value for that specific modulation scheme in order to demodulate correctly a received frame. To
calculate the receiver noise floor associated to each different modulation scheme, only rests to
substract each minimum SNR value to the receiver sensivity of the modulation schemes (from
Eq. 5.7). These calculations are carried out in dB.
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When using high data rates for data transmissions, high values of SNR of the received
frames are needed to correctly demodulate the signals. The use CCK modulation method in
wireless transmissions leads to a faster attenuation of the signal strength as the distance between
sender and receiver increases, which is exacerbated with the fading introduced by intermediate
obstacles.
On the other hand, the use of low data rates (BPSK and QPSK), allows the received frames
having lower SNR values, since the signal sent is more spread over the spectrum than when
using CCK scheme, which makes them more resistant to fading. Besides, the use of less bits per
symbol (1 for BPSK and 2 for QPSK), makes easier the task of demodulating with relatively
low values of SNR.
For example, if a node receives a frame which has been transmitted using CCK11 scheme,
according to Table 5.6, SNR should be higher than 12 dB to be considered and compute its
FER. If this value is lower, the frame will be discarded since the transmission has introduced
too much noise according to the modulation scheme CCK11.
With these attributes, the error model is able to compute the Frame Error Rate (FER) of
each wireless frame received by one node taking place during the simulation. FER value will
decide whether or not the frame has to be discarded.
Figure 5.3 gives the relashionship between SNR and the throughput obtained using different
IEEE 802.11b PHY modes.
Figure 5.3: IEEE 802.11b SNR vs. Throughput
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SNR (dB) BPSK (1Mbps) QPSK (2Mbps) CCK5.5 (5.5Mbps) CCK11 (11Mbps)
1 1.2× 10−5 5× 10−3 8× 10−2 1× 10−1
2 1× 10−6 1.2× 10−3 4× 10−2 1× 10−1
3 6× 10−8 2.1× 10−4 1.8× 10−2 1× 10−1
4 7× 10−9 3× 10−5 7× 10−3 5× 10−2
5 2.3× 10−10 2.1× 10−6 1.2× 10−3 1.3× 10−2
6 2.3× 10−10 1.5× 10−7 3× 10−4 5.2× 10−3
7 2.3× 10−10 1× 10−8 6× 10−5 2× 10−3
8 2.3× 10−10 1.2× 10−9 1.3× 10−5 7× 10−4
9 2.3× 10−10 1.2× 10−9 2.7× 10−6 2.1× 10−4
10 2.3× 10−10 1.2× 10−9 5× 10−7 6× 10−5
11 2.3× 10−10 1.2× 10−9 7× 10−8 2.1× 10−5
12 2.3× 10−10 1.2× 10−9 1.2× 10−8 7× 10−6
13 2.3× 10−10 1.2× 10−9 1.7× 10−9 1.7× 10−6
14 2.3× 10−10 1.2× 10−9 1.7× 10−9 5× 10−7
15 2.3× 10−10 1.2× 10−9 1.7× 10−9 2× 10−7
16 2.3× 10−10 1.2× 10−9 1.7× 10−9 5.1× 10−8
17 2.3× 10−10 1.2× 10−9 1.7× 10−9 1.6× 10−8
18 2.3× 10−10 1.2× 10−9 1.7× 10−9 6× 10−9
19 2.3× 10−10 1.2× 10−9 1.7× 10−9 2× 10−9
Table 5.6: Theoretical Relationship between BER and SNR and Modulation Scheme
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SNR calculation
When a node receives a wireless frame, it computes its SNR by means of the following phormula:
SNRframe = 10log(
Rx Power
Noise
) (5.8)
where Rx Power is the frame signal strength at the receiver. It is calculated by propagation
model.
Noise is the noise associated to the modulation scheme used in the transmission.
During a transmission interferences may occur, i.e., when other frames arrive to the receiver
when it is receiving the frame. In this case, the error model computes the SNR of the frame
with this phormula:
SNRframe = 10log(
Rx Powerframe
Noise+
∑10
i=1Rx Powerframei
) (5.9)
where Rx Powerframei is the signal strength of other frames at the receiver.
FER calculation
Once SNR and modulation method are known, BER is derived theoretically using the previous
table.
Because preamble, PLCP header, data of one 802.11b frame may be transmitted with dif-
ferent modulation scheme, and different modulation schemes have different receiver noise floor,
calculation of their respective SNR and BER should be done separately. After that, FER is
computed according to the frame length and a decision about discarding or not the frame is
taken by the error model.
In Ns2, it is not PHY module, but MAC module which knows the interference caused by
other frames. SNR is therefore calculated in MAC module.
To sum up, the receive procedure of a wireless frame is the described in the following lines:
1. PHY module: If the frame signal strength is less than CSThresh, the frame is discarded
immediately.
Else if the signal strength is less than RxThresh, the frame is tagged as corrupted and sent
to MAC module.
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Else the frame is sent to MAC module.
2. MAC module: If other frames arrive when the frame is receiving, the signal of other frames
is added to noise.
Calculate SNR and BER of the frame.
Calculate FER of the frame according to frame length.
Judge whether the frame should be corrupted. If it is the case, the frame is tagged as
corrupted.
If the frame is tagged as corrupted, the frame will be discarded afterwards.
Otherwise the frame is received correctly.
5.3.2 New Broadcasting Agent
In order to allow broadcast traffic among vehicles, a new broadcasting agent has been added to
Ns2 source code. This new agent allows nodes sending broadcast traffic using a probabilistic
broadcast scheme such as the one explained in Chapter 3. When the new broadcast agent is
attached to a node, a probability has to be assigned previously. This probability defines the
probability that the broadcast traffic sent by this node is rebroadcasted by other nodes at its
reception. An assigned probability p = 0 leads to a broadcast traffic reaching only nodes within
transmitter’s transmission range. While with p = 1 it is ensured that all nodes receives the
broadcast message (except for those which are disconnected from the network), but with the
drawback of having a heavy packet overhead which may lead to a decrease on the network per-
formance. The agent script, implemented with Otcl language, is attached on Appendix B.
In order to allow periodic broadcast among nodes, changes on Ns2’s c++ source code have
also been applied. This code implementation allows the broadcasting agent to call a new method
to start sending periodic broadcast traffic with a specified interval.
The broadcast agent can therefore send periodic broadcast traffic as well as send a single
broadcast message, both with a defined probability of rebroadcasting p. In order to differentiate
both type of messages, different packet sizes have been assigned to each mode.
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Changes on Ns2 source code are shown in Appendix B.
5.3.3 New Unicast Agent
A new unicast agent has been created which allows to send periodic CBR UDP traffic to a
certain destination. This packet traffic is intended to simulate the advertisements vehicles send
towards the central station to inform they are operative. A vehicle having this agent attached
will emit one CBR packet periodically towards a destination (CS) with a fixed interval of 5
seconds. This has been achieved by modifying the current Agent/CBR implementation that
provides Ns2 in its source code. This modifications only involves changing code at Otcl level,
and not c++. Code modified is shown in Appendix B.
5.3.4 Changes on TCP Agent code
In the current Ns2 version, TCP implementation allows nodes to start sending TCP traffic at
a certain time and stop the TCP session at another time. During the time the TCP session
lasts, the transmitter sends TCP traffic with a certain rate. This traffic is acknowledged by the
receiver to confirm the correct reception of packets.
However, with the current implementation it is not possible to only send x packets during
a TCP session. Changes on Ns2’s TCP source code has therefore been applied so that vehicles
may send the exact number of packets the simulation requires.
These packets aim to be in the simulation step the orders sent by the central station to
vehicles, as well as the confirmations the vehicles send to Central station to alert they have
already performed the order and they are available to receive another order.
The main reason that orders delivery method has been implemented using TCP traffic is
the reliability TCP guarantees in packet delivery mechanism, which avoids losing packets of this
type and also implements a mechanism to avoid network congestion.
Changes on Ns2 TCP code are shown in Appdendix B.
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5.3.5 Support for Access Point modality
Network simulator 2 does not provide support to create Access Point nodes within a simulation.
In order to be able to simulate the fixed infrastructure network architecture, a Ns2 node which
plays the role of Access Point has been created. This node performs the routing tasks to allow
connectivity among nodes within the network. All the packet traffic taking place within the
network will go through the Access Point, which has the task to redirect it to the corresponding
destination.
The node performing the Access Point task is actually an static node with a determined as-
sociated address. This address is set to all the other nodes to be their BSS ID. Traffic generated
by all nodes within the network will be directed to the node with that address (the AP), which
will deliver the messages to the appropriated destinations.
There is only one AP within the scenario, and its transmission range covers all the simulation
area, i.e., it can reaches any node within the network. The AP is ubicated at the center of the
scenario to achieve it.
In order to add this functionality, the following code has been added to the tcl simulation
script.
In the simulation script example which contains the fragment of code shown above, node
with address mac (51) would perform the task of AP.
5.3.6 Adding Optimised Link State Routing Ptocol (OLSR)
As basic network simulator 2 does not provide with a OLSR routing protocol, an OLSR im-
plementation created by PhD Francisco J. Ros [35] has been added to Ns2 source code. This
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implementation allows the use of OLSR routing protocol as well as setting different OLSR pa-
rameters:
• willingness : set the willingness for forwarding data packets on behalf of other nodes.
Nodes willingness is set based on the power-status of the node. This parameter plays an
important role when calculating MPRs of nodes. Nodes with a willingness of 0 are never
selected as MPRs, while nodes announcing a willingness of 7 will always be selected as
MPRs.
• hello ival : set the interval of HELLO messages triggered by nodes
• tc ival : set the interval of TC messages triggered by nodes. The TC message is the actual
link state announcement in OLSR. Within core OLSR functionality terms, a TC consists
of all MPR selectors of the local node. This information is kept in the MPR selector set.
If a node has no MPR selectors, it does not need to send TC messages. TC message
generation can also be triggered by changes in the MPR selector set.
• mid val : set the interval of MID messages transmission. This has no actual effect in the
simulation, since multiple interfaces are not supported.
5.3.7 Capture effect
The Ns2 default distribution has implemented a physical layer capability referred to as capture
effect [36]: if a node is receiving a data packet p1 and during its reception another packet p2
reaches the station, the radio interface is able to continue decoding successfully the first packet if
its reception power pow(p1) is stronger than the reception power of the second packet pow(p2) by
at least a factor called capture threshold CPThr , i.e., pow(p1) ≥ CPThr ×pow(p2). However,
newer wireless chipsets allow further capturing [37]: if a radio interface is synchronized to a
packet p1 and during its duration a second packet p2 arrives, the station is able to resynchronize
and decode this second packet under the following two conditions:
• The receiving power of the second packet is at least higher by the factor capture threshold
than the receiving power of the first packet, i.e., p2 ≥ CPThr × pow(p1).
• The second packet does not reach the receiver between 4µs and 10µs after the detection
of the first packet in order to properly resynchronize.
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Using the old chipset only the first of both packets could be captured. The extended chipset
capability can be activated and deactivated setting a variable in the tcl simulation script:
• Mac/802 11 set newchipset false: deactivation of new chipset feature (default).
• Mac/802 11 set newchipset true: activation of new chipset feature.
Finally, packet discard is traced as the result of the capture effect (to differentiate it from
collisions) in the trace files.
SIMULATION STAGE: DESIGN AND IMPLEMENTATION 64
Chapter 6
Simulation Stage: Design and
Implementation
In the process of designing a network for a specific scenario, simulation is an essential step.
It brings out the possibility to discover in which conditions the network is able to achieve the
higher possible performance, without having to do it in a physical space, which would lead to a
higher delay on physical layout set up, expenditure of resources, or not to mention the economic
field. However, network simulation involves the fact that values and digits are computed with
approximations of real network behaviour. It is therefore necessary to set simulation parameters
as much accurate as possible, mapping its behaviour to the real world’s in the closest possible
way.
This chapter describes the simulations carried out in order to simulate the described network
of automated guided vehicles within a warehouse scenario. First section refers to the general
simulation network parameters utilized in the simulations. While the two following sections
describe the simulations done in two different warehouse scenarios. This chapter also is intended
to analyse the results obtained from the simulations, leading to a final discussion from which
fruitful conclusions are extracted about which is the best network configuration to achieve its
maximum performance.
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6.1 Simulation Network Parameters
6.1.1 Mobile nodes Network Components
Table 6.1 shows the network components each node utilizes to carry out wireless transmissions
within the simulation.
Routing Agent AODV/DSDV/OLSR/DumbAgent(AP )
Link Layer LL
Interface Queue Queue/DropTail/PriQueue
Interface Queue Length 50packets
MAC 802.11
Network Interface WirelessPhy
Propagation Model Shadowing
Channel WirelessChannel
Frequency Band 2.4Ghz
Antenna model Antenna/OmniAntenna
Antenna Transmitting Power 100mW
Table 6.1: Network Components of Ns2 Mobile Nodes
Shadowing Propagation Model
The propagation model chosen to carry out the simulations is the aforementioned Shadowing
model. As stated in Chapter 5, the overall shadowing model is represented by:
[
Pr(d)
Pr(d0)
]
dB
= −10β log
(
d
d0
)
+XdB (6.1)
whereβ is the path loss exponent and is empirically determined by field measurement. XdB
is a Gaussian random variable with zero mean and standard deviation σdB. σdB is called the
shadowing deviation, and is also obtained by measurement.
According to Table 5.3 and Table 5.4 presented in previous chapter, in which shadowing
parameters empirically determined by field measurement are shown, following shadowing pa-
rameters have been set:
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$Propagation/Shadowing set pathlossExp 4 ; #path loss exponent
$Propagation/Shadowing set std db 6.8 ; #shadowing deviation (in db)
The selected shadowing parameters simulate an obstructed environment within a factory
building.
6.1.2 802.11b Simulation Parameters
Automated guided vehicles use the IEEE 802.11b specification to carry out wireless transmis-
sions. This specification is simulated using the parameters shown in Table 6.2.
Parameter IEEE 802.11b
Mode Fixed Infrastructure / Ad hoc
Slot Time 20µs
SIFS 10µs
Preamble Length 144bits
Short Preamble Length 72bits
Preamble Data Rate 1Mbps
PLCP Header Length 48bits
PLCP Data Rate 1Mbps
Short PLCP Data Rate 2Mbps
Short Retry Limit 15
Long Retry Limit 10
CWmin 31/63
CWmax 1023
Table 6.2: 802.11b Simulation Network Parameters
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6.1.3 Network Parameters to test
In order to achieve the maximum performance from the network it is required to find the
appropriate network parameters. This search involves testing key network parameters whose
values have a decisive impact on the final network performance.
A list of network parameters tested in the simulation stage is presented together with the
possible values they may get in the simulations:
WLAN Architecture
The design of a wireless network can be carried out with two architectures: Fixed Infrastructure
based and Ad hoc. Typically, warehouse wireless installations have been performed with the
help of a fixed infrastructure. However, wireless technology evolution has brought the possibility
of developing a network with no centralised management, i.e., ad hoc. While the fact of using
a fixed infrastructure to control the network resources allows a less complexity implementation,
the use of an ad hoc network may lead to a more efficient and faster way to manage the network
resources in order to achieve the main objective: improve the productivity of a warehouse. These
two WLAN architectures are tested in order to discover which one manages better the network
in this specific scenario.
Number of nodes / Number of orders
The number of nodes participating in the simulated network can play an important role. A
high number of nodes within the network may lead to a high packet overhead which could be
unnecessary and decrease the network quality. However, due to the high network density, high
data rates may be utilized in wireless transmissions. Besides, the problem of having disconnected
nodes would be avoided. On the other hand, a low number of nodes could introduce this latter
problem. A low nodes density makes nodes communication difficult using high data rates.
However, the overhead of control packets would not interfere on network performance.
In both scenarios, simulations with different number of nodes and orders have been per-
formed, as will be seen further in next sections.
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Ad hoc Routing Protocol
Final performance of an ad hoc network is very supedited to the routing protocol used, which
plays an essential role. Far from the low complexity which involves the use of one or several
access pints to manage packet traffic, ad hoc routing protocols may manage network resources
in a distributed and dynamic way among all the nodes trying to have the best impact possible
in the network. As there are different possible ways to manage the packet traffic within an ad
hoc network, some of them are tested by using three routing protocols which perform different
routing mechanisms.
• Routing protocols tested: AODV, DSDV and OLSR.
Data Rate
In the Ns2 simulations, different data rates are assigned to different types of packets and different
parts of the packets. Ns2 control packets are sent at a different rate than the actual data packets.
This rate, called basic rate, is set to 1 Mbps in the simulations, i.e., it uses BPSK modulation
scheme with long PPDU format. This data rate is utilized when sending the preamble and
PLCP header of a frame, as well as the following control packets:
• ACK, RTS/CTS and Broadcast traffic.
Payload data of a frame, on the other hand, may be sent at different rates up to 11Mbps.
In simulations performed, the different data rates allowed by 802.11b are tested to visualize the
modulation scheme’s impact on the network performance. Network’s data rate may be any of
the following:
• 1, 2, 5.5, 11 Mbps
Depending on which data rate is used, nodes transmission range will be higher or lower. The
utilization of high data rates leads to faster data transmissions, i.e., to lower end to end delay
values. However, it could have a negative impact on the area that nodes can cover, leading to a
decrease on the number of nodes a node may reach at one hop. On the other hand, utilization of
lower data rates bring the possibility to extend nodes transmission range and increase therefore
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the number of neighbors of each node, leading to a decrease on the average number of hops the
transmission may take. Its main drawback is the obvious increase on the transmission latencies
it may cause.
Broadcast Periodicity
As will be seen further in next section, nodes in movement broadcasts periodically its posi-
tion informing about their position within the scenario. The interval between broadcasts has
definetely an impact on the network performance. A low interval value leads to high packet
overhead over the simulation time, while a high interval value can mitigate this issue. In order
to investigate the capacity that the network has to handle this traffic and the impact it has on
the final network performance, two different interval values are tested.
• Broadcast Interval: 1 second, 5 seconds
RTS/CTS mechanism
It is known that CSMA/CA with RTS/CTS mechanism improves the network performance when
using a fixed infrastructure. However, this parameter is intended to be tested in ad hoc mode
to figure out whether its utilization has a positive impact on the network or not. In simulations,
RTS/CTS is turned on/off with transmissions involving packets with size ≥ 900bytes. Only in
TCP transmissions therefore would take place this mechanism in case RTS/CTS is turned on.
Minimum Contention Window (CWmin)
CSMA/CA’s minimum contention window is another key parameter that is worth testing in the
simulations. Its value may have a decisive impact on the network depending on the network
size. When the network size is low and the CW is high, nodes may experiment too much delays
in their transmissions; while when the network size is high and the CWmin is low, there may
appear packet collisions within the network.
• CWmin: 31, 63
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6.2 Packet Traffic within the Network
In order to guarantee that the network of automated guided vehicles will be self-organizing
and self-sufficient, there must be a constant amount of information flowing among participants
within the network. First of all, a system which guarantee the correct performance on the
decision making of assigning orders to vehicles efficiently needs to be implemented. At the
same time, the network needs to implement a method to allow communication among vehicles
participating in the network in the fastest possible way in order to solve important issues such
as vehicle traffic management, especially at intersections, avoiding any type of collision. This
network has been modelled to be the most secure and safe possible, as well as efficient managing
its resources. All this requires the network to generate the packet traffic described in following
subsections.
6.2.1 Orders Management
The task of the automated guided vehicles is to pick up objects situated at a certain location
within the warehouse and deliver them to the warehouse’s delivery site, which is situated within
one of its peripheral streets. The node in charge of assigning these orders is called Central
Station (CS), which is a static node situated at a certain location of the warehouse. CS must
handle a database of orders, which come from the outside of the network, and assign them to
the different vehicles participating in the network. This centralised database consists on a stack
of orders, each order containing two specified destinations: one for the object’s location and the
other for the object delivery location.
While the stack of orders is not empty, CS assigns orders to nodes as soon as they are
available to perform an order. In the simulation, the CS assigns an order by sending TCP
packets to nodes. When a node receives a TCP packet from the CS, it acknowledges the order
by means of an ACK packet confirming it has received the order. As soon as the ACK is
sent, the node sends out a Broadcast message informing all nodes within the network it is
peforming next order. This broadcast is performed by means of the new broadcast agent created,
which uses a probabilistic scheme in which nodes rebroadcast the message with probability p.
As this message may be heard by all nodes within the network, this probability has been set
to p = 0.5. This way it is very likely that all nodes participating in the network receive this
message.
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Then, the node starts its trip towards the destination. Once the node has performed the
order, it sends a TCP packet to the CS confirming that it has already delivered the order at
the specified location and it is available to receive another order. The node will return to its
initial position if no order is assigned to it by the CS and remain there until it receives a new
order.
In the analysis of the simulation results, TCP performance is one of the most important
parameters to decide whether the simulated scenario is efficient or not. Important issues that
affect the final network performance include end to end delay for TCP orders as well as the
number of TCP retransmissions performed. These are essential values in order to ensure that
the automated mechanisms perform well.
6.2.2 Traffic Management
In order to perform traffic management within the scenario, vehicles may send periodic beacons
alerting about their positions. These beacons are used to avoid collisions between vehicles. This
traffic is emulated in the simulations by using periodic broadcast traffic. When vehicles are
in movement, they start sending periodically broadcast traffic by means of the new broadcast
agent created. In this case, as the main objective of the broadcast message is to avoid potential
collisions with nodes which are close to the transmitter, the agent’s probability of rebroadcasting
is set to p = 0. This way only transmitter’s one-hop nodes receive the message.
Broadcast periodicity is another parameter that needs to be set accurately. A low interval
value ensures all nodes are informed constantly within short period of time about neighbors
nodes locations, increasing the safety within the scenario. However, this could introduce a high
packet overhead, leading to a possible decrease on the network performance. A high interval
value would solve this issue, but with a negative impact on the traffic management mechanism,
putting at risk nodes integrity. Broadcast periodicity must be therefore set accurately in such a
way these two issues are in harmony and does not interfere with the final network performance.
6.2.3 Vehicles Integrity
The Central Station handles an updated list of the nodes which are participating at any time
in the network, so that it can assign orders to them. In order to maintain this list updated,
vehicles send periodic traffic to Central Station alerting that they are operative. This traffic is
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sent by means of UDP’s Constant Bit Rate (CBR) application. Each node has attached
a CBR application which starts sending CBR packets as soon as the simulation starts with a
certain periodicity. This periodicity is set by default in the simulations to 5 seconds.
Each node within the network will therefore send one CBR packet to Central Station each 5
seconds until the simulation ends.
6.3 First Scenario: 100x100m Warehouse
6.3.1 Network Topology
The scenario consists on a 100x100m warehouse in which a certain number of nodes create a
network to manage the warehouse resources and to accomplish orders coming from the outside
of the warehouse. These orders are sent from the outside of the network to a Central Station,
situated in one of the peripheral warehouse streets. This network is able to work on an ad hoc
mode or on an infrastructure mode. For this latter, an Access Point has been ubicated at the
center of the warehouse scenario so that it can cover all the simulated area with its transmission
range. Specifically, Figure 6.1 shows AP and CS ubications within the scenario.
Figure 6.1: Small Warehouse Layout
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For this scenario, simulations have been performed with different number of vehicles. For
each different vehicles density, a certain number of orders have to be performed. In order to
ensure each scenario behaviour, the number of orders to perform is always higher than the
number of vehicles participating in the network. Specifically, using the values shown below, it
is ensured that each vehicle performs in average 2 orders within the simulation time.
• 20 nodes → 50 orders
• 50 nodes → 100 orders
• 100 nodes → 200 orders
6.3.2 Channel Error Model
According to the method explained in Section 5.3.1, in order to simulate a realistic 802.11b
channel within the network and simulate wireless transmission error due to bad channel quality,
receiver noise parameters have to be set according to each modulation scheme’s receiver sensivity.
These receiver sensivities are computed according to the distance a transmission may cover
using each specific data rate, taking into account the shadowing propagation conditions of the
environment. These values are computed by means of the Ns2’s Threshold tool. In Table 6.3
receiver sensivities for each modulation scheme are shown.
Modulation Scheme Data Rate Transmission Range Receiver Sensivity [dB]
CCK11 up to 11Mbps 25m -87
CCK55 up to 5.5Mbps 35m -93
QPSK up to 2Mbps 45m -97
BPSK up to 1Mbps 60m -102
Table 6.3: Receiver sensivities for each modulation scheme in small warehouse
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RecSensivitymodShemeX = Receiver Noise F loormodSchemeX + SNRminmodSchemeX (6.2)
To compute receiver noise floor values for the different data rates, it is necessary to search
within the SNR/BER Table 5.6, for each modulation scheme, the associated SNR value which
gives a BER of 1 × 10−5 (which is the minimum SNR value the received signal must have to
correctly demodulate it), and then substract it to the modulation scheme’s receiver sensivity
(Eq. 6.2). These calculations are carried out in dB, and not in W. According to the SNR/BER
table, these are the minimum SNR for each modulation scheme:
• CCK11: SNR ≥ 12dB
• CCK55: SNR ≥ 9dB
• QPSK: SNR ≥ 5dB
• BPSK: SNR ≥ 3dB
With this, receiver noise floors for each modulation scheme are listed in Table 6.4.
Modulation Scheme Receiver Noise Floor[dB] Receiver Noise Floor [W]
CCK11 -99 1.26× 10−13
CCK55 -102 6.31× 10−14
QPSK -102 6.31× 10−14
BPSK -105 3.16× 10−14
Table 6.4: Receiver noise floor for each modulation scheme in small warehouse
Ns2 sets one signal strength threshold (CSThresh ) to determine whether one frame is
detected by the receiver. If the signal strength of the frame is less than CSThresh , this frame
is discarded in PHY module and will not be visible to MAC layer. Ns2 has another threshold
(RXThresh ) for the signal strength of one frame received by the receiver. If one frame is
received and the received signal strength is stronger than RXThresh , the frame is sent to
MAC layer, where the explained error model will be applied. Otherwise, the fame is tagged as
corrupted and the MAC layer will discard it.
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CSThresh is used in PHY module to define the carrier sense range. It should be therefore
identical to the receiver’s noise floor of BPSK. Because 802.11b channel uses BPSK to transmit
preamble of one frame, RXThresh of PHY module should be calculated from the receiver
sensivity of BPSK. RXThresh should be therefore a little less than receiver sensivity of BPSK
and larger than CSThresh .
According to this analysis nodes threshold values are set as following:
• CSThresh = ReceiverNoiseF loorBPSK = −105dB = 3.16× 10−14W
• RXThresh = ReceiverSensivityBPSK − 1 = −103dB = 5× 10−14W
In order to clarify the explained method, an example which involves a packet reception is
given below.
One node receives a frame with a signal strength has been attenuated due to the fading
produced by the propagation media, and its power is of PowrecFrame = 8× 10−13. As this value
is higher than CSThresh and RXThresh the PHY module will send the received frame to
the MAC module. There, the error model is applied in order to compute SNR of the frame. If
the transmission has been performed using CCK11 modulation scheme, in which receiver noise
floor is −99dB = 1.259× 10−13W , SNR is comuted as following:
SNRframe = 10log(
8× 10−13
1.259× 10−13 ) = 8 (6.3)
The error model computes then the BER associated to this SNR value by means of the
SNR/BER table. The BER value for a SNR = 8 using CCK11 is 7× 10−4. As this value does
not accomplish the minimum required of BER ≤ 1× 10−5, this frame will be discarded.
In order to see the influence a modulation scheme has in data transmission, now the same
transmission is simulated using CCK55. In this case, the associated noise floor value is−102dB =
6.31× 10−14, and the SNR of a received frame with a signal strength of 8× 10−13 is:
SNRframe = 10log(
8× 10−13
6.31× 10−14 ) = 11 (6.4)
BER associated to the computed SNR for CCK55 is 7 × 10−8, which is clearly less than
1× 10−5. In that case the FER will be computed according to frame length and the frame will
not be discarded.
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The computed receiver floor noises for each modulation scheme and the specified table giving
the relationship between BER and SNR are included to the simulation script to simulate the
realistic channel error model created.
6.3.3 Results of the Simulations
At this point, simulations in small warehouse scenario have been performed and are intended
to be analysed from now on. This analysis aims to determine the network performance using
different parameters and network architectures, which will lead to some conclusions and recom-
mendations about which network setup gives the best results in the automated vehicles network.
The success in the network performance for each simulation not only depends on one metric,
but it depends on several which have to maintain an harmony between them in order to provide
a balance between vehicles safety and productivity.
The most important metric to analyse is the effciency of the orders management. Orders
delivery is a key parameter since its performance is directly proportional to the warehouse pro-
ductivity. Two metrics are utilized to determine the grade of success in orders management
by the network: Packet Delivery Ratio and end to end delay. The first one gives the relation-
ship between the number of TCP transmissions (including retransmissions) needed to correctly
transmit all the TCP packets and the number of ACKs received. The PDR value for the TCP
analysis is not the same than in the case of UDP analysis, in which packets may be lost without
retransmissions. Instead, TCP ensures all packets will arrive to their destinations due to its flow
control mechanism.
TCP Orders Performance
As can be seen in Figure 6.2, when data rate is set to 11Mbps, which is the higher rate vehicles
may transmit data, PDR of TCP orders is below 50% of accuracy in all the situations. This
means that each TCP packet needs to be retransmitted at least one time in average so that the
receiver receives the packet correctly. It is important to remark that the use of this data rate
leads to smaller vehicles transmission ranges and therefore some nodes may become isolated,
which in this case leads high packet loss ratios. Ad hoc routing protocols perform better in this
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situation, basically because they are able to connect with all the vehicles within their transmis-
sion range and not only with the AP. For the fixed infrastructure setup, AP location does not
ensure the packet transmission succcess, since it cannot reach all the warehouse largeness due
to its small transmission range using high data rate. The impact of the vehicles density can also
be analysed. Lower PDR values are obtained when a low traffic density is simulated because of
the problem recently explained of isolated nodes within the network: in this case, transmissions
performed in an ad hoc network have more odds to success without being retransmitted than in
infrastructure mode. The PDR values of ad hoc routing protocols stabilize when traffic density
is higher or equal 50 vehicles. The noise introduced in wireless transmissions when using CCK11
modulation scheme, which is probably caused by the obstructed scenario as well as interferences,
leads to low SNR values of the received signals that CCK11 scheme cannot handle and leads to
packet discards, which introduce more retransmissions.
This poor CCK11 performance is evidenced in end to end delay analysis, shown in Figure 6.3.
High end to end delay values are obtained when using the infrastructure mode probably due to
the fact that transmission success is achieved only when nodes are close enough to the AP, and
this involves a certain amount of time vehicles spend in moving from one location to another.
Specially critical is the situation where 50 and 100 vehicles take part in the network, where the
AP has to handle a lot of packet traffic, leading to high amounts of packets in AP queue which
introduce more delay. Looking at ad hoc routing protocols performance, DSDV introduce lower
E2E delays basically due to its proactive nature. DSDV always tries to maintain nodes routing
tables updated and does not need to trigger any route discovery method. In contrast, AODV
needs to trigger route discovery methods in order to obtain a valid route towards destinations.
This explains the gap between E2E values of both protocols using different traffic densities.
It has been proved the poor performance of the network when using the highest data rate to
transmit data. This performance may lead to a low productivity of the warehouse, since many
orders may not be performed at the desired times due to delays caused by retransmissions. In
order to increase the network performance, lower data rates are now tested. The same Figure
6.2 shows the PDR of TCP packets when using 5.5Mbps and 2Mbps compared to 11Mbps
configuration. TCP peformance drastically increases, and now the TCP PDR values are near
100% of accuracy. In fact, infrastructure mode shows an accuracy of 100% of packet delivery
success, while ad hoc routing protocols are not far from that, reaching rates of around 99% of
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Figure 6.2: TCP Transmissions vs Acknowledges in Small Warehouse
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Figure 6.3: End to End Delay of TCP Traffic in Small Warehouse
TCP accuracy. Also end to end delay values are lower now for all network architectures, and all
of them have really similar latencies, whose differences are around 10ms and may be neglected.
The subfigures showing end to end delays with 5.5Mbps and 2Mbps also denote a slight increase
when increasing traffic density. This is due to larger APL values and also the delays that packets
suffer in vehicles queues. This latter aspect is important, since the quantity of packets in nodes
queues is directly proportional to the quantity of vehicles in this type of network.
Unicast UDP Performance: Vehicles Integrity
Orders performance has to be in harmony with vehicles integrty as well as safety within the
warehouse. This can be measured by means of UDP traffic performance. As a refresh, this
periodic traffic is sent towards the central station by all vehicles participating in the network
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to inform they are operative. Again, two metrics are used to analyse in this case UDP traffic:
packet delivery ratio (which measures UDP packet loss ratio) and end to end delay of UDP
generated packets. This type of traffic is crutial, since Central Station will take decisions on
who is performing the next order taking into account the list of vehicles which have advised they
are operative since last time Central Station checked it.
Figure 6.4 displays different UDP Packet Delivery Ratio values obtained when different data
rates are used. As in TCP analysis, it can be seen that network performance decreases when
the highest data rate is utilized for wireless transmissions, and this performance is improved
by decreasing the data rate. This time, though, not all network architectures show an almost
perfect accuracy. When infrastucture mode is used, the AP’s capacity of manage the packet
traffic of the network dramatically decreases inverselly to the nodes network density. The AP
therefore is not able to handle the high amount of UDP periodic packets sent by all vehicles
during the simulation. This would be a huge inconvenient and have several consequences on
final vehicles behaviour within warehouse. On the other hand, the use of an ad hoc network
guarantees a perfect performance in UDP packet deliveries. Both AODV and DSDV routing
protocols are able to absorb the high amount of packet traffic generated by the network without
losing efficiency.
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Figure 6.4: Packet Delivery Ratio (PDR) of UDP Unicast Traffic in Small Warehouse Scenario
End to End delays values of UDP packets are shown in Figure 6.5. Infrastructure mode net-
work introduces higher latencies on packet delivery than ad hoc routing protocols AODV and
DSDV. As in the previous case, this is probably due to the time packets spend in the AP queue.
6.3 First Scenario: 100x100m Warehouse 80
20 50 100
200
400
600
800
1,000
1,200
1,400
# nodes
m
s
Data Rate : 11Mbps
20 50 100
200
400
600
800
1,000
1,200
1,400
# nodes
m
s
Data Rate: 5.5Mbps
20 50 100
200
400
600
800
1,000
1,200
1,400
# nodes
m
s
Data Rate: 2Mbps
AODV DSDV AP
Figure 6.5: End to End Delay of UDP Unicast Traffic in Small Warehouse Scenario
Ad hoc architecture brings out the possibility of balance load of the packet traffic among all
nodes participating in the network, difficulting the appearance of network bottlenecks. Again,
the end to end delay values increase proportionally to the vehicles density, mainly due to medium
access mechanisms nodes perform and larger nodes queues. The first concerning to the number
of nodes fighting to gain access to the shared medium to carry out wireless transmissions. Both
AODV and DSDV routing protocols have a similar behaviour with negligible differences when
vehicles density is 100 vehicles. It is therefore concluded that ad hoc network mode manages
better this type of traffic than fixed infrastructure mode network.
Routing Protocol Overhead
In order to dissect the overhead introduced by each routing protocol, Normalised Routing Load
metric is used. The plotted values do not include any physical layer framing or MAC layer
overhead. Only takes into account the packet overhead at the IP level. Before start analysing it
is important to say that DSDV implementation generates periodic updates which contain nodes
routing tables each 5 seconds from IP level. These updates can also be triggered by network
topology changes. NRL measures the routing load generated by a routing protocol in a network
in a discrete manner. It is the relationship between the number of routing packets generated
and the number of data packets generated, giving the routing protocol load needed in order to
correctly send all data packets.
6.3 First Scenario: 100x100m Warehouse 81
20 50 100
0
2
4
6
8
10
12
# nodes
N
R
L
Data Rate : 11Mbps
20 50 100
0
2
4
6
8
10
12
# nodes
N
R
L
Data Rate: 5.5Mbps
20 50 100
0
2
4
6
8
10
12
# nodes
N
R
L
Data Rate: 2Mbps
AODV DSDV AP
Figure 6.6: Normalized Routing Load (NRL) in Small Warehouse
Figure 6.6 shows different NRL values obtained using different data rates and traffic densities
within the network. Surprisingly, it points to higher NRL introduced by the reactive routing pro-
tocol AODV than DSDV approach. This is mainly due to the network need of sending constantly
unicast traffic in order to correctly manage the warehouse, which leads to the need of AODV
to constantly trigger route discovery mechanisms to find routes towards destinations. This can
be specially advertised when using 11Mbps data rate, where as stated above, low PDR values
were achieved, leading to an increase on the number of route discovery mechanisms performed.
On the other hand, DSDV exhibits a more uniform behaviour when using different data rates.
A change on its behaviour is noticed when traffic density is set to 100 vehicles, where higher
routing load is introduced mainly due to the higher quantity of topological changes produced
by nodes movement. This uniform behaviour denotes the nature of proactive routing protocols
that are mainly dependent on periodic broadcasts. The byte overhead, on the other hand, would
increase as mobility increases. The reason for this is that the amount of information sent in
each update message is larger as the amount of link changes increases.
Increasing Broadcast Traffic Load
One of the main characteristics of automated guided vehicles networks is the constant flow of
information among nodes participating in the network. In this context, vehicles safety is subject
to the interval time vehicles broadcast its position in order to avoid collisions within the scenario.
For the previous analysed approach, vehicles broadcast their positions every 5 seconds, which
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as has been seen, is a value which the network is able to manage correctly with almost no losing
performance. Now, a lower broadcast interval will be tested to investigate its impact on the
network. The broadcast interval is now set to 1 second. This new configuration would
ensure more the vehicles safety within the scenario.
TCP Traffic Performance
Figure 6.7 shows the PDR of TCP traffic when using both broadcast intervals together with the
WLAN type used and the ad hoc routing protocol used. The plotted values denote that while
ad hoc routing protocols AODV and DSDV are able to absorb well the several broadcasts oc-
curring during the simulations without losing performance respect with the previous approach,
infrastructure mode network dramatically decreases its performance when traffic density is high.
In that context, the AP collapses and is not able to manage the traffic within the network, indi-
cating the incapacity of this network architecture to correctly handle all the traffic the network
requires to perform in an efficient and safe way.
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Figure 6.7: TCP PDR (TCP Transmissions vs Acknowledges) in Small Warehouse with different
broadcast loads
This is also visible in the TCP End to End Delay analysis, shown in Figure 6.8, where packet
transmission latencies shoot up to really high values. For the case of ad hoc routing protocols,
figure shows an slight increase of their end to end delay values, which is logically produced by
the packet overhead that periodic broacast introduces in the network.
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Figure 6.8: End to End Delay of TCP Traffic in Small Warehouse with different broadcast loads
Unicast UDP Performance: Vehicles Integrity
With regard to UDP traffic, Figure 6.9 confirms the thoughts recently explained about TCP
behaviour when using a small broadcast interval. UDP PDR drastically decreases inversely pro-
portional to vehicles density within the network when using fixed infrastructure to control the
network resources. Similar is the case of end to end delay values, shown in Figure 6.10. In this
case, the use of the highest data rate leads to a huge increase on the end to end delay when using
the highest data rate in fixed infrastructure network. This huge value mitigates the visual effect
that causes the end to end delay values using the same network architecture with different data
rates. However, these values are still really far from the ad hoc approach performance, reaching
values of a thousand of miliseconds.
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Figure 6.9: PDR of UDP Unicast Traffic in Small Warehouse Scenario with different broadcast
loads
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Figure 6.10: End to End Delay of UDP Unicast Traffic in Small Warehouse Scenario with
different broadcast loads
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Figure 6.11: (APL) in Small Warehouse Scenario
The final metric that rests to be tested in this scenario is the average path length (APL) of
the transmitted packets within the network. This metric denotes the efficiency of the routing
protocol method used to discover routes towards destination. In the infrastructure mode, using
the aforementioned network layout, two hops are always performed in all wireless transissions,
i.e., from source to AP and from AP to destination. For the ad hoc architecture, this is supedited
to the routing protocol used. As shown in Figure 6.11, DSDV performs a more efficient route
discovery mechanism, since the average number of hops of all transmissions is near 1. This
is mainly because vehicles constantly have their routing tables updated and optimized, which
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ensures the shortest path choice. On the other hand, AODV needs to trigger a mechanism if it
does not have the destination in its routing table, which as can be seen, leads to less optimized
paths towards destinations.
6.3.4 Discussion
The results of the simulations in small warehouse scenario evidences that the choice of the data
rate used to carry out the wireless transmissions is a key factor which has a decisive impact on
final network performance. This is due to the propagation conditions of the obstructed scenario,
as well as the noise introduced in wireless transmmissions. Ad hoc routing protocols are able to
handle the high and constant packet demand that the packet traffic model requires. They do
not loose performance when vehicles density increases. On the other hand, it has been shown
the incapacity of the infrastructure network to handle this periodic traffic when the vehicles
density is high. In this situation a high amount of packets being lost, which would have a really
negative effect on the final warehouse behaviour. This assertion is ensured even more when
testing a low interval of broadcasting, which would not be strange in these type of networks,
where the infrastructure network performance decays drastically since the AP is not able to
manage the high packet demand of the network. It is also shown that DSDV routing protocol
introduces in general lower end to end delay values than AODV routing protocol, mainly due
to its proactive nature that in this scenario allows to create more optimized paths to the des-
tinations, something that could be decisive in order to achieve the target of getting the more
efficient and faster behaviour of automated guided vehicles. Ad hoc routing protocols do not
loose performance when broadcast traffic is increased. Besides, the routing load introduced by
ad hoc routing protocols does not interfere with the correct network performance.
One possible improvement of the current implementation is to add more Access Points in the
scenario in order to balance more the network load. However, this would introduce more com-
plexity in network configuration and higher end to end delays would be experienced due to the
different mechanisms APs would need to perform to manage jointly the network. Besides, AP
transmission range is able to reach all warehouse extension, so the use of more APs may lead
to redundance. It is therefore concluded that infrastructure mode network is not able to handle
network resources with the maximum performance, something that the use of ad hoc network
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does in a fast and efficient way.
It has already been proved that ad hoc networks have better performance than infrastucture
networks in a small warehouse scenario, bringing the possibility of improving the productivity
of a warehouse using this approach. However, the scenario proportions do not allow to see
many differences between both ad hoc routing protocols tested, both having a similar behaviour
with the only difference of experiencing a bit lower end to end delays in DSDV approach. The
efficiency of the routing protocol cannot be discussed in a deep way, as the APL anaysis shows
really low average transmission length values. In order to ensure routing protocol performance
and be able to estimate the multi-hop performance in these type of networks, simulations in a
bigger scenario have to be done and analysed. This way, some conclusions would be extracted
about the impact routing protocol mechanisms have on the network.
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6.4 Second Scenario: 500x500m Warehouse
6.4.1 Network Topology
The scenario consists on a 500x500m warehouse in which a certain number of nodes create a
network to manage the warehouse resources and to accomplish orders coming from the outside of
the warehouse. These orders are delivered to a Central Station, situated at the ubication shown
in Figure 6.12. The CS is in charge of assigning these orders to the different nodes participating
in the network.
Figure 6.12: Big Warehouse Layout
For this scenario, simulations have been performed with different number of vehicles. For
each different vehicles density, a certain number of orders have to be performed. As in the
previous scenario, in order to ensure each scenario behaviour, the number of orders to perform
is always higher than the number of vehicles participating in the network. Specifically, using
the values shown below, it is ensured that each vehicle performs in average 4 orders within the
simulation time.
• 50 nodes → 200 orders
• 100 nodes → 400 orders
• 150 nodes → 600 orders
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6.4.2 Channel Error Model
As in the previous case of small warehouse scenario, a realistic 802.11b channel is simulated
within the network. Noise parameters have to be set therefore accordingly to each modula-
tion scheme’s receiver sensivity. For this scenario, in order to mitigate the effect that the huge
proportions of the scenario may have on wireless transmissions, nodes transmission range is
increased for each modulation scheme.
In Table 6.5, receiver sensivities for each modulation scheme are shown together with their max-
imum scope.
Modulation Scheme Data Rate Transmission Range Receiver Sensivity [dB]
CCK11 up to 11Mbps 60m -102.36
CCK55 up to 5.5Mbps 75m -106.23
QPSK up to 2Mbps 90m -109.4
BPSK up to 1Mbps 100m -113
Table 6.5: Receiver sensivities for each modulation scheme in big warehouse
Receiver sensivities values are computed by means of the Ns2’sThreshold tool, while receiver
noise floors, shown in Table 6.6, are calculated with the same method explained in Section 5.3.1.
Modulation Scheme Receiver Noise Floor
CCK11 -114.36dB (3.66× 10−15 W)
CCK55 -115.23dB (2.99× 10−15 W)
QPSK -114.4dB (3.63× 10−15 W)
BPSK -115dB (3.16× 10−15 W)
Table 6.6: Receiver noise floors for each modulation scheme in big warehouse
Again, according to the analysis done in Section 6.3.2, nodes threshold values are set as
following:
• CSThresh = ReceiverNoiseF loorBPSK = −115dB = 3.16× 10−15W
• RXThresh = ReceiverSensivityBPSK − 1 = −114dB = 5× 10−15W
6.4 Second Scenario: 500x500m Warehouse 89
An example of a running simulation is shown in Figure 6.13, in which data rate has been set
to 2Mbps and the traffic density to 150 nodes. As can be seen, packets transmitted at 2Mbps
which have a SNR less than 5dB are discarded by the MAC level. On the other hand, control
packets such as RTS/CTS or ACK, which are transmitted at 1Mbps, may have a minimum SNR
of 2dB in order not to be discarded.
Figure 6.13: Snapshot of a running simulation using 2Mbps in big warehouse scenario
Another example of a simulation which has already been executed and is visualized by means
of NAM tool is shown in Figure 6.14.
Figure 6.14: Snapshot of a simulation visualized with NAM
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6.4.3 OLSR parameters
For this scenario, a new ad hoc routing protocol is tested as it is Optimised Link State Routing
Protocol (OLSR). These are the parameters with which OLSR simulations have been performed:
Agent/OLSR set willingness 3
Agent/OLSR set hello ival 5
Agent/OLSR set tc ival 10
6.4.4 Results of the Simulations
At this point, simulations with the parameters explained above have been performed, and from
now on, an exhaustive analysis of the results obtained will be done in order to reach a final
conclusion about which is the best network approach for this scenario.
This analysis involves the use of the same metrics utilized for the analysis of the previous
simulated scenario. However, this time different network parameters are tested too see the
impact they have on network final performance.
TCP Traffic Performance
As in the previous TCP traffic analysis, two metrics have been used: packet delivery ratio (which
is the quotient between the number of acknowledges received and the number of TCP transmis-
sions) and the average end to end delay (time packets last to go from source to destination on
average).
Figure 6.15 shows the PDR of TCP packets when using three different ad hoc routing pro-
tocols together with different traffic density. Although AODV achieves the better results when
traffic density is low, this performance decreases as the traffic density increases. Due to its
reactive nature, AODV has to trigger a mechanism for route discovery. As the packet demand
in this network is really high, many mechanisms of this type have to be triggered by nodes,
leading to possible network congestion due to an excess of packet overhead. When the number
of vehicles is set to 150, the routing protocol collapses and it is not able to manage the demand
of all vehicles within the scenario. The decrease on the data rate utilized for transmissions does
not change significantly this dynamic and keeps having a similar behaviour with low data rates.
The constant changes on network topology that introduce having high traffic density complicate
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the task of searching routes on demand, instead of having them updated at its routing table.
On the other hand, the two proactive protocols tested, DSDV and OLSR, present a better and
more stabilized behaviour with regard to the traffic density tested. The constant updates sent
by proactive vehicles are beneficial for dense networks, in which proactive protocols get better
results (when testing 150 vehicles). The decrease on the data rate results in a certain improve-
ment on PDR values, probably because disconnection of vehicles is more difficult to occur when
lower data rates are tested, i.e., higher transmissions ranges are experienced, giving importance
to the modulation scheme used, which tolerate different SNR values and lead to less or more
packet discards. Looking at the differences between both proactive protocols, it is shown that
OLSR exhibits better PDR values in all situations, highlighting its proved ability to manage
high dense networks. The gap between both PDR values is due to the mechanisms they perform
in order to maintain the nodes routing tables updated and how the traffic is flooded into the
network. In this aspect, OLSR performs a more efficient flooding technique involving muti-point
relay selected nodes, which prevents of having a congested network.
50 100 150
10
20
30
40
50
60
# nodes
%
Data Rate : 11Mbps
50 100 150
10
20
30
40
50
60
# nodes
%
Data Rate: 5.5Mbps
50 100 150
10
20
30
40
50
60
# nodes
%
Data Rate: 2Mbps
50 100 150
10
20
30
40
50
60
# nodes
%
Data Rate: 1Mbps
AODV DSDV OLSR
Figure 6.15: TCP PDR (TCP Retransmissions vs Acknowledges) in Big Warehouse
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End to end delay values experienced by TCP transmissions, shown in Figure 6.16, evidence
that the AODV route discovery method introduce too much delay in its transmissions compared
to the proactive routing protocols. This gap between AODV and both proactive routing proto-
cols, which is about 400 ms, remains constant with the increase of the network density, reaching
to a maximum gap at the higher traffic density, in which a steep slope is experienced by AODV
compared to the other routing protocols. Both DSDV and OLSR proactive routing protocols
exhibit almost identical end to end values when low and medium traffic is experienced. However,
when the network is very dense, OLSR performs better resuts.
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Figure 6.16: End to End Delay of TCP Traffic in Big Warehouse
Deactivating RTS/CTS mechanism
As explained in previous sections, RTS/CTS mechanism is utilized when TCP traffic is trans-
mitted. The high mobility of the network as well as the need of having low transmission latencies
lead to the question of whether this mechanism is indeed needed for this type of network. Figure
6.17 shows the TCP PDR when RTS/CTS mechanism is turned off compared to the previous
approach. Results evidence that the use of this mechanism in this type of networks is redundant
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and even decrease the final performance of the network. Higher PDR values are achieved when
deactivating this parameter, this means that less retransmissions are needed to be triggered
to ensure TCP transmissions. On the other hand, similar end to end values are advertised, as
shown in Figure 6.18, exhibiting a bit lower values when rts/cts is deactivated. These differences
may be obviated, though. From now on, therefore, RTS/CTS mechanism will be turned off in
ad hoc simulations that rest to be tested.
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Figure 6.17: TCP Transmissions vs Acknowledges with RTS/CTS mechanism turned ON/OFF
in Big Warehouse
50 100 150
200
400
600
800
1,000
1,200
1,400
# nodes
m
s
Data Rate : 11Mbps
50 100 150
200
400
600
800
1,000
1,200
1,400
# nodes
m
s
Data Rate: 5.5Mbps
50 100 150
200
400
600
800
1,000
1,200
1,400
# nodes
m
s
Data Rate: 2Mbps
AODVrts DSDVrts OLSRrts AODVnorts DSDVnorts OLSRnorts
Figure 6.18: End to End Delay of TCP Traffic with RTS/CTS mechanism turned ON/OFF in
Big Warehouse
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UDP Performance
As in the previous scenario, periodic unicast traffic is analysed in order to see the feasibility
of ad hoc networks applied to this scenario. This traffic gives an idea about the capacity the
network has to absorb and manage the constant flow of data needed to manage these networks.
Figure 6.19 shows the ratio of UDP packets delivered with success using different data rates.
Unlike the TCP traffic, in which data rate decrease only supposed an small improvement on TCP
PDR, here it is evidenced that the data rate selected is a decisive parameter. The figure shows
a trend to obtain high PDR values when data rate is decreased, this can be seen by looking the
points disposition of each plot compared with the others. With regard to the differences intro-
duced by utilizing a specific routing protocol, AODV exhibits again a very irregular behaviour
with regard to the traffic density performed. Again, it is proved the incapacity of this reactive
routing protocol of ensuring the packet delivery in a dense network. However, this protocol is
the one which exhibits the best results when the network density is low. On the other hand,
proactive routing protocols confirm the aforementioned thesis which states that traffic density
does not have a negative impact on their final performance. Again, it is shown that OLSR
performs better results than DSDV in all simulations tested.
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Figure 6.19: Packet Delivery Ratio (PDR) of UDP Unicast Traffic in Big Warehouse Scenario
Figure 6.20 displays the end to end delays that UDP transmissions experience. Here it is
important to highlight the good performance AODV exhibits in the low traffic density case,
proving that the previous statement was not a coincidence. Also the DSDV performance is
remarkable, since it is the routing protocol which exhibits lower end to end delays values on
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their periodic transmissions. However, UDP the end to end delay values do not have a decisive
impact on the final warehouse productivity, as it is the case of end to end delay values of TCP
traffic. This leads to say that OLSR still has a very acceptable performance which is in general
better than DSDV approach.
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Figure 6.20: End to End Delay of UDP Unicast Traffic in Big Warehouse Scenario
Average Path Length
One of the main reasons of performing simulations in a bigger scenario is the desire to better
appreciate the impact of multi-hop routing when different ad hoc routing protocols are tested.
Although this was something that could not be appreciated at an acceptable level in the previous
scenario, in this scenario can be advertised and analysed as shows Figure 6.21, in which different
APL values are plotted with the different network parameters used. It can be appreciated that
when using 11Mbps data rate the number of hops is higher when performing reactive routing
mechanisms. This is mainly due to the short transmission range of nodes when using this
scheme. It is also confirmed the inefficiency of using AODV in high traffic density scenarios,
which leads to too high APL values introduced by AODV route discovery mechanisms. The
nature of this reactive protocol of discover the routes on demand leads to a less optimized
paths towards destinations in this scenario. Proactive routing protocols display more optimised
paths toward destinations, since they are generating constant routing traffic in order to maintain
routing tables updated at any time. Besides, they have the possibility of having different routes
towards a certain destination, which would solve a potential problem introduced by broken links
produced by nodes mobility.
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Figure 6.21: Average Path Length (APL) in Big Warehouse Scenario
Normalised Routing Load
Normalised routing load measures as in the previous scenario the load introduced by control
packets generated by routing protocols. Figure 6.22 displays the NRL introduced by each rout-
ing protocol. AODV NRL values exhibits the route discovery mechanisms failures this protocol
experiences in this scenario. Here it is evidenced that reactive approach cannot be used in this
scenario. In theory, the main advantage that reactive protocols have is the low routing load
they introduce in the network. However, in this case, due to the need of constantly send traffic
and have valid routes, this routing load becomes necessary and crutial to be able to manage the
constant packet traffic as fast as possible. The reactive route discovery mechanism introduces
the opposite effect expected, and the failures of route discoveries lead to generate even more of
these mechanisms.
OLSR and DSDV exhibit a constant amount of routing load even when traffic density increases.
In this case, the generation of control packets is not related to data packets generated, but it is
constant and equal for every node within the network. Thus, the normalised routing load each
node experiences is almost the same during all the simulation (with small variatons produced by
topology changes). This constant flow of routing information allows proactive protocols perform
better as has been shown in the previous analysis. Another reason why proactive protocols
perform better is the mobility patterns of the automated guided vehicles. Vehicles move at a
maximum speed of 5.5m/s, which is almost never achieved due to scenario conditions. Besides,
the vehicles behaviour include the feature of staying static while the picking order process as
well as the order delivery process, and finally when the node is waiting for a new order. Changes
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in nodes routing tables can be perfectly absorbed by proactive mechanisms since the nodes mo-
bility occurs in a slow way. Finally, the fact that packets destinations are in most cases the same
(Central Station), allows proactive mechanism to better optimise the routes.
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Figure 6.22: Normalized Routing Load (NRL) in Big Warehouse
Increasing Broadcast Traffic Load
As in the previous scenario, an increase of the broadcast traffic is tested in order to ensure
whether the different routing protocols can handle network resources correctly with high amount
of information flowing through the network.
Figures 6.23 and 6.24 display TCP preformance when using different broadcast intervals.
Specifically, an interval of 1 second is tested against the interval of 5 seconds tested in the
previous approach. As can be observed, ad hoc routing protocols do not experience many
differences in PDR when broadcasting is intensified. Instead, broadcast traffic is absorbed well
by the network and almost no performance is lost. DSDV is the routing protocol which handles
better this broadcast periodicity, as it exhibits the same performance in both intervals. End to
end delay values experience an increase due to the higher number of packets in nodes queues. In
this case, OLSR has a better performance, showing negligible end to end delay values differences
when using both broadcast intervals.
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Figure 6.23: TCP PDR (TCP Transmissions vs Acknowledges) with different broadcast loads
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Figure 6.24: End to End Delay of TCP Orders in Big Warehouse with different broadcast loads
UDP performance
The same behaviour is observed for the case of UDP traffic. As in the TCP analysis, no
remarkable differences are advertised in routing protocols performance with respect to their
previous approach using 5-second interval. Figure 6.25 and 6.26 displays this behaviour. For
the case of end to end delays, like in TCP traffic, a slight increase on its values is experienced.
However, this is negligible taking into account the high amount of broadcast data flowing through
the network. In general, the size of the network does not affect to the increase of the broadcast
traffic generated by vehicles.
6.4 Second Scenario: 500x500m Warehouse 99
50 100 150
20
30
40
50
60
70
80
# nodes
%
Data Rate : 11Mbps
50 100 150
20
30
40
50
60
70
80
# nodes
%
Data Rate: 5.5Mbps
50 100 150
20
30
40
50
60
70
80
# nodes
%
Data Rate: 2Mbps
AODV5sec DSDV5sec OLSR5sec AODV1sec DSDV1sec OLSR1sec
Figure 6.25: Packet Delivery Ratio (PDR) of UDP Unicast Traffic in Big Warehouse Scenario
with different broadcast loads
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Figure 6.26: End to End Delay of UDP Unicast Traffic in Big Warehouse Scenario with different
broadcast loads
Adapting the minimum CW value
The last network parameter tested in the simulations is the minimum contention window value.
The value assigned to the CWmin so far was 31. In the contetion period, therefore, a vehicle
which wanted to send data had to wait for a random time between 0 and 31 slot times. Now, this
value is set to 63 in order to try to avoid a higher number of collisions and to see whether this
new configuration has a positive impact on network wireless transmissions. Thus, the vehicles
will choose a random number which will have more odds to not coincide with the others.
As can be seen in Figures 6.27 and 6.29, PDRs for different types of traffic do not improve their
values performed in previous approach. Instead, similar values are obtained with negligible
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differences among them. In end to end delay analysis, Figures 6.28 and 6.30 denote a slight
increase on end to end delay values in contrast to the previous approach. This is due to the
higher contention periods vehicles select randomly in order to avoid packet collisions.
The high number of vehicles within the scenario makes the task of selecting the correct con-
tention window value less important. By changing this parameter it is not ensured to reach
better network performance in this scenario. If the minimum contention window is too high, it
would lead to unnecessary delays on wireless transmissions which may have a negative impact
on vehicles behaviour. On the other hand, a low minimum contention window value could lead
to more collisions since the quantity of nodes is in general higher than the minimum contention
window value. A final conclusion is reached which involves setting a reasonable low minimum
contention window value which ensures the fast packet delivery, and if collisions occur, the mech-
anism automatically adapts to the network demand.
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Figure 6.27: TCP PDR (TCP Retransmissions vs Acknowledges) in Big Warehouse using dif-
ferent CWmin values
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Figure 6.28: End to End Delay of TCP Traffic in Big Warehouse using different CWmin values
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Figure 6.29: Packet Delivery Ratio (PDR) of UDP Unicast Traffic in Big Warehouse Scenario
using different CWmin values
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Figure 6.30: End to End Delay of UDP Unicast Traffic in Big Warehouse Scenario using different
CWmin values
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6.4.5 Discussion
From the analysis of the results recently done, some conclusions can be reached. First of all,
the fact that the implemented network requires of a constant amount of information flowing
through the network seems to benefit the proactive routing protocols nature, since routes towards
destinations are constantly updated. As stated in the analysis, during the simulations several
topological changes occur due to the constant movement of the nodes. However, these topological
changes do not occur rapidly as vehicles speeds are not elevated, and in some situations they
may be static during a certain amount of time. This leads in reality to a low number of updates
triggered due to topological changes generated by proactive routing protocols. Besides, a high
amount of packet traffic has the same destination, the Central Station, which is exploited by
proactive routing protocols that have paths towards destination more optimised. In simulations
performed with a low traffic density AODV exhibits the best performance in respect of packet
delivery ratios. Higher PDR values are achieved, but with higher end to end delay values due
to its high average path length values. With this traffic density, problems such as the nodes
disconnection appear, and it is something that in this case handles better the reactive protocol.
On the other hand, proactive routing protocols perform better results in medium and high
traffic densities. The routing load introduced by them does not affect negatively on the network.
Both proactive routing protocols DSDV and OLSR exhibit a good performance for all traffic
densities, paying special attention to the high density, since the network management becomes
more difficult as the number of nodes increase. In this aspect, OLSR exhibits better results than
DSDV in general, and specially in high dense networks, since it balances the broadcast load of
the control packets using the MPRs nodes.
As the results obtained are not the best, specially compared to the results obtained from the
previous scenario, some networks parameters have been tested to improve its performance. It
has been proved that by deactivating RTS/CTS option of CSMA/CA, ad hoc routing protocols
obtain better results in general. This leads to say that this mechanism in this type of network is
redundant. Another key parameter has been modelled as it is the minimum contention window,
which has been increased because the number of the nodes participating in the network may
lead to some collisions. The results showed that by changing this parameter, an improvement on
the network performance is not advertised. It is important to highlight that some simulations
using higher CW values have been tested, but worse performance was achieved and therefore
these have not been finally included in the thesis.
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The final results of the network performance obtained having applied different network pa-
rameters do not seem to be the optimal for this scenario. This is probably due to the huge
proportions of the scenario (500 × 500m), which make difficult the propagation conditions and
lead to the disconnection of some nodes from the network during a certain time. The insertion
of static nodes among the scenario may mitigate this latter problem and improve the packet
delivery ratio values. These nodes would behave exactly the same way that automated guided
vehicles but being static. Remark that these are not intended to be Access Points, but they
may implement ad hoc routing mechanisms and allow multi-hop traffic.
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Chapter 7
Conclusion
7.1 Conclusions
The level of detail of various mobility models commonly employed nowadays in networking re-
search is not sufficient to reproduce realistic vehicular traffic traces. In order to extract valuable
information from the simulations, mobility patterns need to be accurate and realistic concern-
ing to the scenario. The new mobility model created has allowed to carry out simulations in
which realistic movements are performed by automated guided vehicles within two warehouse
scenarios.
In order to simulate a network that manages the AGVs behaviour, a new packet traffic model
has been created according to the management this scenario requires to carry out the different
tasks. In order to guarantee that the network of automated guided vehicles is self-organizing
there is a constant amount of information flowing among participants within the network. The
created system guarantees the correct performance on the decision making of orders allocations
to vehicles. At the same time, the network implements a method that allows communication
among vehicles participating in the network based on real time feedback of traffic and obstruction
information. The new network model has been integrated to the Network Simulator 2 platform,
whose source code has been modified accordingly. Specific shadowing propagation conditions
concerning the obstructed simulated scenario together with a realistic 802.11b channel are used
to increase the realism of the simulations.
Simulations using the new mobility model and packet traffic model have been performed us-
ing the Network Simulator 2 platform in a new warehouse scenario of 100 × 100m proportions,
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where two different network architectures have been tested in order to discover which network
approach is the best choice to manage the network in an efficient and fast way. Results show that
the use of a network controlled by a fixed infrastructure cannot be used to handle appropriately
network resources in this scenario. The analysis evidences the incapacity of the Access Point to
absorb the high packet demand of the network, specially when vehicles density is normal and
high. On the other hand, the ad hoc approach has been tested by means of two different rout-
ing protocols, AODV and DSDV, which implement different route discovery mechanisms. The
analysis of the results exhibits that ad hoc routing protocols can perfectly manage the network
resources in this scenario for every traffic density tested. The high packet load that the network
generates is balanced among all nodes participating in the network, avoiding bottlenecks pro-
duced in queues. The difficult propagation conditions can be mitigated by changing the data
rate, i.e., modulation scheme, used to perform wireless transmissions in this obstructed scenario.
By adapting the data rate, a perfect network performance is obtained using the ad hoc approach.
In the previous scenario, simulations do not allow to extract the enough information to de-
termine which is the best ad hoc routing protocol choice, both ad hoc approaches having an
almost perfect performance and exhibiting very small differences between them. A bigger sce-
nario of 500 x 500m is therefore created with this target. This time, simulations are performed
by using three different routing protocols: AODV, DSDV and OLSR. Although results show
a theoretical better performance of AODV (regarding to packet delivery ratios) when vehicles
density is low, high end to end delays are experienced due to the route discovery mechanism
it performs, which, in addition, produces non-optimised paths that include more intermediate
nodes in wireless transmissions. In this case, proactive routing protocols introduce lower end
to end delay values due to the more efficient mechanism they perform to constantly find routes
towards nodes. It has been proved that control packet traffic generated by proactive routing
protocols do not interere in the final network performance, but it is improved. The topological
changes slowness makes the proactive routing protocols working in a more efficient way. The
different network load tested on the network have also proved that ad hoc routing protocols
are able to control high network load without losing performance. In particular, the routing
protocol which offers the best features is OLSR, which is able to balance the broadcast load in a
more efficient way than DSDV. This makes OLSR appropriate to manage the network resources
in a highly dense network.
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It has also been proved that the vehicles density has an impact on the end to end delays
of the wireless transmissions, showing an upward trend as the number of vehicles simulated
increases. This is mainly due to two reasons: first, all nodes have to manage a high amount
of packet traffic, since the quantity of packets in nodes queues is directly proportional to the
quantity of vehicles in this type of network,i.e., packets spend more time in nodes queues when
vehicles density is high. The second reason is the fact that radio access is always realised via
a shared medium, i.e., different competitors have to ’fight’ for the same medium. The more
vehicles participate in the network, the more nodes are fighting to gain access to the medium,
leading to higher contention periods, which cause higher end to end delays. By testing different
network parameters, such as minimum contention window or rts/cts mechanism, it is concluded
that these parameters need to be modelled taking into account each scenario characteristics to
achieve the maximum performance. By deactivating the RTS/CTS mechanism a higher perfor-
mance is observed, which leads to say that this mechanism in this type of network is redundant.
By changing the minimum contention window it is not ensured that the network performance
increases. High CWmin tested lead to higher end to end delay values without improving the
PDRs values. It is concluded that a relatively low CWmin has to be set, such as 31, and then
the contention mechanism adapts this value according to the network demand.
The huge proportions of this second scenario as well as the the several obstructions disposed
within it, tightening the propagation conditions, are the presumable reasons of the packet loss
ratio encountered in the analysis of results. In this context, the problem of having disconnected
nodes within the network appears. This issue can be mitigated by decreasing the data rate
employed, i.e.,the modulation scheme used, but it is not completely solved for this scenario.
Since the proportions of the big warehouse scenario probably do not map the typical warehouse
proportions in real life, future research may be directed towards an intermediate approach re-
garding to warehouse proportions.
From both scenario analysis it is therefore concluded that the use of ad hoc networks in
automated guided vehicles within a warehouse scenario is feasible and even improve the perfor-
mance presented by infrastructure mode approach. In this context, the use of proactive routing
protocols leads to a higher network performance, and, depending on the vehicles density, a
7.1 Conclusions 107
small improvement can be experienced by selecting one specific proactive routing protocol in
particular, i.e., in a highly dense network the use of OLSR routing protocol.
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7.2 Future Research
Although the shadowing propagation model applied has allowed to simulate a scenario where
obstructions disposed within the scenario vary the strength of the received signals in a realistic
way, future research may be directed towards applying another additional model which takes into
account the movement of the vehicles. That would introduce even more realism to the wireless
transmissions occuring in the simulations. Besides, as stated before, a similar study focused on
a warehouse with intermediate proportions would be worth to be done. Also the use of a more
recent 802.11 specification, in which QoS is taken into account, could lead to the achievement
of better results. However, this is something quite difficult due to Network Simulator 2 current
implementation.
For the ad hoc approach, in order to mitigate the effect of the huge proportions of the second
warehouse scenario on the wireless transmissions, some type of additional support can be added
in order to achieve the packet delivery ratios obtained in the first simulated scenario. This
support would not be the already tested Access Point, but it would consist on static wireless
nodes supporting ad hoc routing functionalities to avoid the problem of having disconnected
nodes within the network. For the infrastructure based network approach, it would be interesting
to test a scenario with several APs disposed within the warehouse at different locations, in order
to test if the performance of the infrastructure based network improves with respect to the
approach tested.
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Appendix A
AWK SCRIPT
BEGIN {
ap = 0
generatedTCPPackets = 0
receivedTCPPackets = 0
generatedCBRPackets = 0
receivedCBRPackets
ackPackets = 0;
startTime = 0
stopTime = 0
num1 = 275;
num2 = 276;
forwardedPackets = 0
lastTCP = 0
lastCBR = 0
last = 0;
if(ap){
num1 = 255;
num2 = 256;
}
}
{
# TCP PERFORMANCE
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if ($4 == ”AGT” && $1 == ”s” && $8 ≥ 1000) {
time = $2
if (time < startTime) {
startTime = time;
}
generatedTCPPackets++;
seqno = $6 ;
start time[$6 ] = $2 ;
hop count[$6 ] = 0;
}
if ($4 == ”AGT” && $1 == ”r” && $8 ≥ 1000) {
pkt size = $8
if (time > stopTime) {
stopTime = time;
}
if($6 > lastTCP ) lastTCP = $6
# Rip off the header
hdr size = pkt size % 1000;
pkt size -= hdr size;
# Store received packet’s size
recvdSize += pkt size;
print $3 ”recv tcp ” $6 ” at ” $2 ;
receivedTCPPackets++;
end time[$6] = $2;
++hop count[$6];
if($6 > last) last = $6;
}
if($7 == ”ack” && $4 == ”AGT” && $1 == ”s”){
++generatedACKPackets;
hop count[$6] = 0;
delayAck[$6] = $2;
print $3 ” sending ack ” $6 ” at ” $2 ;
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}
if(($1 ==”r”) && ($7 == ”ack”) && ($4 ==”AGT”)){
ackPackets++;
++hop count[$6];
print $3 ”ack ” $6 ” at ” $2 ;
if($6 > last) last = $6;
end delayAck[$6] = $2;
}
if($1 == ”f” && $4 == ”RTR”){
++forwardedPackets;
++hop count[$6];
}
# UDP PERFORMANCE
if($4 == ”AGT” && $1 == ”s” && $7 == ”cbr”) {
generatedCBRPackets++;
start timecbr[$6] = $2;
hop count[$6] = 0;
} if(($4 == ”AGT”) && ($1 == ”r”) && $7 == ”cbr”) {
receivedCBRPackets++;
end timecbr[$6] = $2;
++hop count[$6];
if($6 > lastCBR ) lastCBR = $6
if($6 > last) last = $6;
}
#ROUTING PROTOCOL / BROADCAST
if($7 == ”message” && $1 == ”s” && $4 == ”AGT”){
if($8 == 255 ‖ ‖ $8 == 256) brdcstLoad++;
time = $2;
}
if($7 == ”message” && $1 == ”s” && $4 == ”RTR” ){
if(($8 < num1) ‖‖ ($8 >num2)){
dsdvLoad++;
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routingP = ”DSDV”;
}
}
# Routing Load
if($7 == ”AODV” && $1 == ”s” && $4 == ”RTR”){
++aodvLoad;
routingP = ”AODV”;
}
if($7 == ”OLSR” && $1 == ”s” && $4 == ”RTR”){
++olsrLoad;
routingP = ”OLSR”;
}
}
END {
print ”\ \ n”
print ” NETWORK STATISTICS ”
print ”\ \ n”
mean hops = 0
j = 0
count = 0
for(i=0; i≤ last; i++) {
if(hop count[i] > 0){
if(end time[i] > 0 ‖‖ end timecbr[i] > 0 ‖‖ end delayAck[i] > 0){
mean hops = mean hops + hop count[i];
++j;
}
}
if(end time[i] > 0) {
num = end time[i] - start time[i];
if(num < 7){
count++;
delay[i] = num;
AWK SCRIPT 113
}
}
else
{
delay[i] = -1;
}
}
n to delay = 0;
for(i=0; i≤ last; i++) {
if(delay[i] > 0) {
n to n delay = n to n delay + delay[i];
}
}
n to n delaytcp = n to n delay;
if(count != 0){
n to n delay = n to n delay/count;
}
print ”%%% TCP STATISTICS (ORDERS) %%%”
print ” Accuracy : ” ackPackets/generatedTCPPackets;
print ” Total TCP Packets Generated : ” generatedTCPPackets;
print ” Total TCP Packets Received : ” receivedTCPPackets;
print ” Total ACKnowledged Packets : ” ackPackets;
print ” Actual TCP packets received: ” count;
print ”Number of TCP Retransmissions = ” generatedTCPPackets - ackPackets;
print ” because of not receiving ACK :” receivedTCPPackets - ackPackets;
print ” because of not receiving the tcp packet :” generatedTCPPackets - receivedTCPPackets;
print ”Average End to End delay: ” n to n delay*1000 ” ms”;
print ”Average Path Length : ” mean hops/j;
print ”%%%%%%%%%%%% THROUGHPUT %%%%%%%%%%%%%”
printf(”Average Throughput[kbps] = \ %.2f\ \tt StartTime=%.2f\ \ tStopTime=%.2f\ \ n”,(recvdSize/(stopTime-startTime))*(8/1000),startTime,stopTime);
cbrcount = 0;
hopsCBR = 0;
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for(i=0; i≤ last; i++) {
if(end timecbr[i] > 0) {
delaycbr[i] = end timecbr[i] - start timecbr[i];
++cbrcount;
}
else
{
delaycbr[i] = -1;
}
}
n to n delaycbr = 0;
for(i=0; i ≤ last; i++) {
if(delaycbr[i] > 0) {
n to n delaycbr = n to n delaycbr + delaycbr[i];
}
}
print ”\ \ n”;
print ”\ \ n”;
print ”%%% CBR STATISTICS (UNICAST FROM NODES TO CENTRAL STATION) %%%”
print ” Total CBR Packets Generated : ” generatedCBRPackets;
print ” Total CBR Packets Received : ” receivedCBRPackets;
print ” Total CBR Packets Dropped : ” generatedCBRPackets - receivedCBRPackets;
print ” Packet Delivery Ratio (PDR) :” (receivedCBRPackets/generatedCBRPackets)*100 ” %”
print ” Average End to End Delay : ” (n to n delaycbr/cbrcount)*1000 ”ms”;
print ”\ \ n”;
print ”%%%%%%%%%%%%% BROADCASTING %%%%%%%%%%%%%”
print ”Broadcasting Load = ” brdcstLoad ;
print ”\ \ n”;
print ”### TRAFFIC CBR & TCP ###”
print ” Total End to End Delay :
” ((n to n delaytcp + n to n delaycbr)/(cbrcount + count))*1000 ”ms”;
print ”\ \ n”
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print ”%%%%%%%%%%%%% ROUTING PROTOCOL %%%%%%%%%%%%%”
if(routingP == ””) routingP = ”DumbAgent (Access Point Modality)”
if(routingP == ”AODV”) routingLoad = aodvLoad;
if(routingP == ”DSDV”) routingLoad = dsdvLoad;
if(routingP == ”OLSR”) routingLoad = olsrLoad;
print ”Routing Protocol : ” routingP;
print routingP ” Load = ” routingLoad
if(routingLoad != 0){
print ”Normalised Routing Load = ” routingLoad/(generatedCBRPackets +
generatedTCPPackets+ackPackets);
}
else print ”Normalised Routing Load = ” 0;
}
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Appendix B
Ns2 Source Code Modifications
B.1 Broadcast Agent
Class Agent/MessagePassing/ProbBdcstAgent -superclass Agent/MessagePassing
Agent/MessagePassing/ProbBdcstAgent instproc init {} {
$self instvar prob
$self instvar seqno
$self instvar flag
$self next
set seqno 0
set flag 0
$self instvar agent addr
set prob 1
$self set pkttype 13
$self set packetSize 256
} Agent/MessagePassing/ProbBdcstAgent instproc setprob {prob} {
$self instvar prob
set prob $prob
}
Agent/MessagePassing/ProbBdcstAgent instproc setseed {seed} {
$self instvar seed
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set seed $seed
expr srand($seed )
}
Agent/MessagePassing/ProbBdcstAgent instproc send {} {
$self instvar seqno
$self instvar agent addr
set msg ”pbcast:$agent addr :$agent addr :$seqno :”
set flag 1
$self sendto 256 $msg -1 90
} Agent/MessagePassing/ProbBdcstAgent instproc send1 {} {
$self instvar seqno
$self instvar agent addr
set msg ”pbcast:$agent addr :$agent addr :$seqno :”
set flag 1
$self sendto 255 $msg -1 90
}
Agent/MessagePassing/ProbBdcstAgent instproc recv { flg port len p } {
# receiver function
$self instvar agent addr
$self instvar flag
$self instvar prob
set L [split $p :]
set src [lindex $L 2]
set seqno [lindex $L 3]
if {$flag == 1} { return }
set flag 1
set coin [expr rand()]
if {$coin $≥ $prob } { return }
set msg ”pbcast:$agent addr :$src :$seqno :”
$self sendto 256 $msg -1 90
}
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B.1.1 PERIODIC BROADCAST
Changes on ns2/common/messpass.h
#include ”timer-handler.h”
class MessagePassingAgent;
// Sender uses this timer to
// schedule next bdcst packet transmission time
class SendTimer : public TimerHandler {
public:
SendTimer(MessagePassingAgent* t) : TimerHandler(), t (t) {}
inline virtual void expire(Event*);
protected:
MessagePassingAgent* t ;
};
private:
SendTimer snd timer ; // SendTimer
Changes on ns2/common/messpass.cc
#include ”timer-handler.h”
static class MessagePassingAgentClass : public TclClass {
public:
MessagePassingAgentClass() : TclClass(”Agent/MessagePassing”) {}
TclObject* create(int, const char*const*) {
return (new MessagePassingAgent());
}
} class message passing agent;
MessagePassingAgent::MessagePassingAgent() : Agent(PT MESSAGE), seqno (-1), snd timer (this), interval (5.0), periodic (true)
{
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bind(”packetSize ”, &size );
}
MessagePassingAgent::MessagePassingAgent(packet t type) : Agent(type), snd timer (this)
{
bind(”packetSize ”, &size );
}
// When snd timer expires call MmApp:send mm pkt()
void SendTimer::expire(Event*)
{
t ->send bdcast pkt();
}
void MessagePassingAgent::send bdcast pkt()
{
ns addr t dst;
dst.addr = -1;
dst.port = 90;
sendto(256, NULL, 0, dst);
}
void MessagePassingAgent::sendto(int nbytes, AppData *data, const char* flags, ns addr t dst)
{
Packet *p;
if (nbytes == -1) {
printf(”Error: packet size for MessagePassingAgent should not be -1 n”);
return;
}
// check packet size (we don’t fragment packets)
if (nbytes > size ) {
printf(”Error: packet greater than maximum MessagePassingAgent packet size n”);
return;
}
double local time = Scheduler::instance().clock();
p = allocpkt();
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hdr ip* iph = hdr ip::access(p);
iph->daddr() = dst.addr ;
iph->dport() = dst.port ;
hdr cmn::access(p)->size() = nbytes;
hdr rtp* rh = hdr rtp::access(p);
rh->flags() = 0;
rh->seqno() = ++seqno ;
hdr cmn::access(p)->timestamp() = (u int32 t)(SAMPLERATE*local time);
p->setdata(data);
target ->recv(p);
idle();
// Reschedule the send pkt timer (units in seconds)
double next time ;
if(nbytes == 255)
next time = -1;
else next time = 5.0;
if(next time > 0) snd timer .resched(next time );
}
B.2 NEW UDP UNICAST AGENT
In /ns2/tcl/lib/ns-source.tcl file:
Agent/CBR instproc init {} {
$self next
$self instvar trafgen interval random packetSize maxpkts
# The following used to be in ns-default.tcl
set packetSize 210
set random 0
set maxpkts 268435456
set interval 5.0
set trafgen [new Application/Traffic/CBR]
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$trafgen attach-agent $self
# Convert packetSize and interval to trafgen rate
$trafgen set rate [expr $packetSize * 8.0/ $interval ]
$trafgen set random [$self set random ]
$trafgen set maxpkts [$self set maxpkts ]
$trafgen set packetSize [$self set packetSize ]
# The line below is needed for backward compat with v1 test scripts
if [Simulator set nsv1flag] == 0 {
puts ”using backward compatible Agent/CBR; use Application/Traffic/CBR instead”
}
}
Agent/CBR instproc done {} { }
Agent/CBR instproc start {} {
$self instvar trafgen
$trafgen start
}
Agent/CBR instproc stop {} {
$self instvar trafgen
$trafgen stop
}
B.3 TCP code mofifications
In /ns2/tcl/lib/ns-source.tcl file:
Class Application/FTP -superclass Application
Application/FTP instproc init {} {
$self next
}
Application/FTP instproc start {} {
$[$self agent] advance 1$
}
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# Causes TCP to send no more new data.
Application/FTP instproc stop {} {
$[$self agent] advance 0$
$[$self agent] close$
}
Application/FTP instproc send {nbytes} {
$[$self agent] send $nbytes$
}
# For sending packets. Sends $pktcnt packets.
Application/FTP instproc produce { pktcnt } {
$[$self agent] advance $pktcnt$
}
# For sending packets. Sends $pktcnt more packets.
Application/FTP instproc producemore { pktcnt } {
$[$self agent] advanceby $pktcnt$
}
Changes on ns2/tcp/tcp.cc file:
void TcpAgent::recv newack helper(Packet *pkt) {
//hdr tcp *tcph = hdr tcp::access(pkt);
newack(pkt);
if (qs window && highest ack ≥ qs window ) {
// All segments in the QS window have been acknowledged.
// We can exit the Quick-Start phase.
qs window = 0;
if (!ect ‖‖ !hdr flags::access(pkt)-> ecnecho() ‖‖
(old ecn && ecn burst )) {
/* If ”old ecn”, this is not the first ACK carrying ECN-Echo
* after a period of ACKs without ECN-Echo.
* Therefore, open the congestion window. */
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/* if control option is set, and the sender is not
window limited, then do not increase the window size */
if (!control increase ‖‖
(control increase && (network limited() == 1)))
opencwnd();
if (ect ) { if (!hdr flags::access(pkt)->ecnecho())
ecn backoff = 0;
if (!ecn burst && hdr flags::access(pkt)->ecnecho())
ecn burst = TRUE;
else if (ecn burst && ! hdr flags::access(pkt)->ecnecho())
ecn burst = FALSE;
}
if (!ect && hdr flags::access(pkt)->ecnecho() &&
!hdr flags::access(pkt)->cong action())
ect = 1;
/* if the connection is done, call finish() */
highest ack = curseq -1;
if ((highest ack ≥ curseq -1) && !closed ) {
closed = 1;
cancel rtx timer();
finish();
}
if (QOption && curseq == highest ack +1) {
cancel rtx timer();
}
if (frto == 1) {
/*
* New ack after RTO. If F-RTO is enabled, try to transmit new
* previously unsent segments.
* If there are no new data or receiver window limits the
* transmission, revert to traditional recovery.
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*/
if (recover + 1 ≥ highest ack + wnd ||
recover + 1 ≥ curseq ) {
frto = 0;
else if (highest ack == recover ) {
/*
* F-RTO step 2a) RTO retransmission fixes whole
* window ≥ cancel F-RTO
*/
frto = 0;
} else {
t seqno = recover + 1;
frto = 2;
}
} else if (frto == 2) {
/*
* Second new ack after RTO. If F-RTO is enabled, RTO can be
* declared spurious
*/
spurious timeout();
}
}
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