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NON-ASSOCIATIVE FROBENIUS ALGEBRAS FOR SIMPLY
LACED CHEVALLEY GROUPS
TOM DE MEDTS AND MICHIEL VAN COUWENBERGHE
Abstract. We provide an explicit construction for a class of commutative,
non-associative algebras for each of the simple Chevalley groups of simply laced
type. Moreover, we equip these algebra with an associating bilinear form,
which turns them into Frobenius algebras. This class includes a 3876-dimen-
sional algebra on which the Chevalley group of type E8 acts by automorphisms.
We also prove that these algebras admit the structure of (axial) decomposition
algebras.
Introduction
In 1982, Robert R. Griess constructed the largest sporadic simple group as the
automorphism group of a commutative non-associative algebra, the Griess alge-
bra [Gri82]. In 1985, John Conway gave a different construction of the Griess alge-
bra and observed that it has a peculiar feature [Con85]. It is generated by idempo-
tents whose action by multiplication gives rise to a decomposition of the algebra that
obeys a certain fusion law with respect to the multiplication. Alexander A. Ivanov
axiomatized this property in his definition of Majorana algebras [Iva09]. Only
recently, the definition has been further generalized to the definition of an axial al-
gebra [HRS15] by Jonathan I. Hall, Felix Rehren and Sergey Shpectorov. A further
generalization, called (axial) decomposition algebras, was given by Tom De Medts,
Simon F. Peacock, S. Shpectorov and Michiel Van Couwenberghe [DMPSVC20].
The subject has received a lot of attention recently and there is an ongoing search
for axial decomposition algebras admitting a given (simple) group as automorphism
group.
Completely unrelated to this, Skip Garibaldi and Robert M. Guralnick observed1
that there exists a 3875-dimensional, commutative, non-associative, Frobenius alge-
bra on which the simple algebraic group of type E8 acts by automorphisms [GG15].
To the best of our knowledge, however, no explicit construction of this algebra was
known.
Our paper aims to connect both worlds and shed light on the structure of this
3875-dimensional algebra. On the one hand, we will give an explicit construction
of this algebra. On the other hand, we will be able to give it the structure of an
axial decomposition algebra. Furthermore, this algebra fits into a larger class of
algebras: the construction can be applied to any simple group of Lie type of type
ADE and each of these algebras will have the structure of a decomposition algebra.
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Organization of the paper. We start in Section 1 by defining a commutative
product on the symmetric square of a simple Lie algebra of simply laced type. This
definition arises very naturally from the definition of the Lie bracket and will be
the starting point for the construction of our algebra.
In Section 2, we will give an explicit, albeit impractical, construction of our
algebra. The underlying module of the algebra will be a subrepresentation of the
symmetric square of the Lie algebra. We will define a product on it by embedding it
into the symmetric square, using the product from Section 1 and projecting it back
onto our subrepresentation. We have postponed a technical character computation
to Appendix A.
In Sections 3 and 4, we provide an explicit multiplication rule for our algebra.
We start in Section 3 by constructing a very small subalgebra which we use in
Section 4 to define the full algebra.
The algebra turns out to be unital, a fact that we prove in Section 5.
A very brief introduction into the realm of (axial) decomposition algebras is given
in Section 6. Sections 7 and 8 explain how to make our algebra into a decomposition
algebra. Once again, we do this for the small subalgebra first and then extend our
results to the full algebra.
Since the algebra for E8 has been our main algebra of interest, we give it some
more attention in Section 9. We prove that the algebra is, in fact, an axial decom-
position algebra. In particular, we prove the following, cf. Theorem 9.7.
Theorem. There exist a one-parameter family of non-associative, commutative,
unital 3876-dimensional algebras (A,⊙) on which the complex Chevalley group of
type E8 acts by automorphisms. Each of these contains a set Ω of idempotents.
For each idempotent e ∈ Ω, there exists a decomposition A =⊕1≤i≤6 Aei of A as a
vector space. Moreover, a⊙ e = λia when a ∈ Aei for λ1 = 1, λ2 = 0, λ3 = 43c1− 16 ,
λ4 = λ5 =
1
2 and λ6 = c1 where c1 ∈ C depends on the parameter. The linear map
defined by
τe(a) :=
{
a if a ∈⊕1≤i≤4Aei ,
−a if a ∈ Ae5 ⊕Ae6,
defines an automorphism of (A,⊙). These automorphism τe for e ∈ Ω generate the
complex Chevalley group of type E8.
Acknowledgment. The authors are grateful to Sergey Shpectorov from the Uni-
versity of Birmingham for his suggestions during one of his visits at Ghent Univer-
sity. He provided the main idea for the construction in Section 2.
1. A product on the symmetric square
Throughout, we will use the word “algebra” to mean a vector space equipped
with a bilinear product. We do not assume this product to be associative nor our
algebra to be unital. However, most of our algebras come equipped with a special
bilinear form which turns them into Frobenius algebras.
Definition 1.1. (i) A Frobenius algebra is a triple (V, θ, η) where V is a vector
space over a field k,
θ : V × V → V : (v, w) 7→ v ∗ w
is a bilinear product and
η : V × V → k : (v, w) 7→ 〈v, w〉
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is a non-degenerate symmetric bilinear form such that
v1 ∗ v2 = v2 ∗ v1 and 〈v1 ∗ v2, v3〉 = 〈v1, v2 ∗ v3〉 (1)
for all v1, v2, v3 ∈ V . The bilinear form η is called the Frobenius form for the
algebra.
(ii) Let G be a group or a Lie algebra. We say that a Frobenius algebra (V, θ, η)
is a Frobenius algebra for G if V is a linear G-representation and both θ and
η are G-equivariant, i.e. morphisms of G-representations.
(iii) Let (Vi, θi, ηi) be Frobenius algebras for i ∈ {1, 2}. We say that a linear
map ϕ : V1 → V2 is a morphism of Frobenius algebras if θ2(ϕ(v), ϕ(w)) =
ϕ(θ1(v, w)) and η2(ϕ(v), ϕ(w)) = η1(v, w) for all v, w ∈ V1. If both Frobenius
algebras are Frobenius algebras for a group or a Lie algebra G, then we
say that ϕ is a morphism of Frobenius algebras for G if, in addition, ϕ is
G-equivariant.
Example 1.2. (i) Let V be a finite-dimensional vector space over a field k with
characteristic char(k) 6= 2. Then we can equip the vector space End(V ) also
with the Jordan product defined by
f • g := 1
2
(fg + gf)
for all f, g ∈ End(V ). This defines a Jordan algebra (End(V ), •). Let
tr : End(V )→ k denote the trace map. Then the bilinear form
B : End(V )× End(V ) : fg 7→ tr(fg),
is a Frobenius form for this algebra, i.e. (End(V ), •, B) is a Frobenius algebra.
This follows from the well-known identity tr(fgh) = tr(ghf) for all f, g, h ∈
End(V ). The proof of the non-degeneracy of this form is an easy exercise,
see for example [Lam99, Example 16.57, p. 443].
(ii) Suppose that, in addition, V itself is equipped with a non-degenerate bilin-
ear form κ and that char(k) 6= 2. Then we call an operator f ∈ End(V )
symmetric if κ(f(a), b) = κ(a, f(b)) for all a, b ∈ V and antisymmetric if
κ(f(a), b) = −κ(a, f(b)) for all a, b ∈ V . Let S (resp. A) be the subspace
of End(V ) consisting of all symmetric (resp. antisymmetric) operators; then
End(V ) = S ⊕ A as vector spaces. Then S is a subalgebra of the Jor-
dan algebra (End(V ), •). Moreover B(S,A) = 0. Hence the restriction of
B to S is non-degenerate. Therefore (S, •, B) is a Frobenius subalgebra of
(End(V ), •, B).
We introduce some terminology and notation about Lie algebras that we will use
throughout this paper. The relevant definitions can be found in [Hum72].
Definition 1.3. (i) Let L be a complex simple Lie algebra of simply laced type,
i.e., of type An, Dn or En. To avoid some technicalities that appear when
working with low rank, we assume that n ≥ 3, n ≥ 4 or n ∈ {6, 7, 8} when
L is of type An, Dn or En respectively. Consider a Cartan subalgebra H of
L and the set of roots Φ ⊆ H∗ relative to H. For each root α ∈ Φ, denote
its coroot by hα ∈ H. Denote the weight lattice by Λ. Let ∆ be a base for Φ
and denote the set of positive roots with respect to ∆ by Φ+. To each root
α ∈ Φ we associate the reflection
sα : H → H : h 7→ h− α(h)hα
across the root α. The group W generated by these reflections is called the
Weyl group of Φ.
4 T. DE MEDTS AND M. VAN COUWENBERGHE
(ii) Let {hα | α ∈ ∆} ∪ {eα | α ∈ Φ} be a Chevalley basis for L with respect to
H and ∆ [Hum72, § 25]. For α, β ∈ Φ for which α + β ∈ Φ, define cα,β ∈ C
such that [eα, eβ] = cα,βeα+β. Then
[hα, hβ] = 0,
[hα, eβ] = β(hα)eβ,
[eα, e−α] = hα
[eα, eβ] = cα,βeα+β if α+ β ∈ Φ,
[eα, eβ] = 0 if α+ β /∈ Φ,
for all α, β ∈ Φ.
(iii) For ℓ ∈ L let
adℓ : L → L : l 7→ [ℓ, l].
The requirement that L is simple and of simply laced type is equivalent to
the fact that W acts transitively on Φ. Therefore t := tr(adhα adhα) does not
depend on the choice of α ∈ Φ. Define
κ(ℓ1, ℓ2) = 2t
−1 tr(adℓ1 adℓ2)
for all ℓ1, ℓ2 ∈ L. Then κ is a rescaling of the Killing form of L such that
κ(hα, hα) = 2 for all α ∈ Φ; in particular, κ is non-degenerate. We will
simply refer to κ as the Killing form. This allows us to identify H∗ with
H. Then α ∈ H∗ corresponds to hα under this identification. In particular,
α(hβ) = κ(α, hβ) = κ(α, β) and thus, since Φ is simply laced,
κ(α, β) =

−2 if α = −β,
−1 if α+ β ∈ Φ,
1 if α− β ∈ Φ,
2 if α = β,
0 otherwise.
Also note that
κ(e−α, eα) =
1
2
κ(e−α, [eα, hα]) =
1
2
κ([e−α, eα], hα) =
1
2
κ(hα, hα) = 1.
(iv) The structure constants cα,β for α, β ∈ Φ with α+β ∈ Φ satisfy the following
identities (see [Car72, Theorem 4.1.2]):
(i) cα,β = −cβ,α,
(ii) cα,β = −c−α,−β,
(iii)
cα,β
κ(γ,γ) =
cβ,γ
κ(α,α) =
cγ,α
κ(β,β) for all α, β, γ ∈ Φ such that α+ β + γ = 0.
Since we assume that Φ is simply laced, we also have cα,β = ±1.
(v) Let S2(L) be the symmetric square of L considered as a representation for
L. This means that S2(L) is the quotient of the L-representation L ⊗ L by
the subrepresentation 〈ℓ1 ⊗ ℓ2 − ℓ2 ⊗ ℓ1 | ℓ1, ℓ2 ∈ L〉. We denote the image
of ℓ1⊗ ℓ2 under the natural projection onto S2(L) be ℓ1ℓ2. We can also view
S2(L) as a subrepresentation of L⊗ L by considering the section defined by
σ : S2(L)→ L⊗L : ℓ1ℓ2 7→ 1
2
(ℓ1 ⊗ ℓ2 + ℓ2 ⊗ ℓ1)
Denote the action of L on S2(L) by · :
ℓ · ℓ1ℓ2 = [ℓ, ℓ1]ℓ2 + ℓ1[ℓ, ℓ2]
for all ℓ, ℓ1, ℓ2 ∈ L.
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We define a product and bilinear form on the symmetric square S2(L) starting
from the Lie bracket defined on L and the Killing form κ. Recall that a product •
on an L-module A is called L-equivariant if
ℓ · (a • b) = (ℓ · a) • b+ a • (ℓ · b)
for all a, b ∈ A and all ℓ ∈ L, and that a bilinear form B : A × A → C is called
L-equivariant if
B(ℓ · a, b) +B(a, ℓ · b) = 0
for all a, b ∈ A and all ℓ ∈ L. Notice that the Killing form κ : L × L → C is
L-equivariant (with respect to the adjoint action).
Definition 1.4. The non-degeneracy of the Killing form κ allows us to identify L
with its dual L∗. Hence we can identify L ⊗ L with L ⊗ L∗ ∼= Hom(L,L) via the
isomorphism defined by
ζ′ : L⊗ L → Hom(L,L) : ℓ1 ⊗ ℓ2 7→ [ℓ′ 7→ κ(ℓ2, ℓ′)ℓ1] .
Consider the L-equivariant section from Definition 1.3 (v):
σ : S2(L)→ L⊗L : ℓ1ℓ2 7→ 1
2
(ℓ1 ⊗ ℓ2 + ℓ2 ⊗ ℓ1).
Let ζ := ζ′◦σ. Then ζ is injective and its image consists of the symmetric operators.
These are the operators f ∈ Hom(L,L) for which κ(f(a), b) = κ(a, f(b)) for all
a, b ∈ L. We use the construction from Example 1.2 (ii) to turn S2(L) into a
Frobenius algebra. Under the above correspondence, the maps • and B are defined
by
• : S2(L) × S2(L)→ S2(L)
(ℓ1ℓ2, ℓ3ℓ4) 7→ 1
4
(κ(ℓ1, ℓ3)ℓ2ℓ4 + κ(ℓ1, ℓ4)ℓ2ℓ3 + κ(ℓ2, ℓ3)ℓ1ℓ4 + κ(ℓ2, ℓ4)ℓ1ℓ3) ,
B : S2(L) × S2(L)→ C
(ℓ1ℓ2, ℓ3ℓ4) 7→ 1
2
(κ(ℓ1, ℓ3)κ(ℓ2, ℓ4) + κ(ℓ1, ℓ4)κ(ℓ2, ℓ3)) .
Proposition 1.5. Consider the bilinear maps • and B from Definition 1.4. Then
(S2(L), •, B) is a Frobenius algebra for L.
Proof. The L-equivariance follows immediately from the L-equivariance of κ. Now,
this follows immediately from the construction and Example 1.2 (ii). 
The following fact will be used throughout the following sections. Recall that,
by definition, an element a ∈ S2(L) is a weight vector with weight w ∈ H∗ if
h · a = w(h)a for all h ∈ H.
Lemma 1.6. Let a, b ∈ S2(L) be weight vectors (with respect to the Cartan subal-
gebra H of L) with respective weights wa, wb ∈ H∗. Then
(i) a • b is a weight vector with weight wa + wb,
(ii) B(a, b) = 0 unless wa + wb = 0.
Proof. (i) For all h ∈ H we have
h · (a • b) = (h · a) • b + a • (h · b) = (wa + wb)(h)(a • b)
because the product • is L-equivariant.
(ii) Let h ∈ H such that (wa + wb)(h) 6= 0. Because B is L-equivariant, we have
wa(h)B(a, b) = B(h · a, b) = −B(a, h · b) = −wb(h)B(a, b). This implies that
B(a, b) = 0. 
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2. Constructing the algebra
We will use the algebra from Proposition 1.5 to build a Frobenius algebra of
smaller dimension for L. The highest occurring weight in S2(L), as an L-repre-
sentation, is the double of a root. Its weight space is one-dimensional. We will
explicitly determine a generating set of the subrepresentation V generated by this
weight space in Proposition 2.7 below. Next, we will define an algebra product on
the complement A of V in S2(L) with respect to B. The algebra product on A will
be the composition of the algebra product from Proposition 1.5 and the projection
onto A. We are grateful to Sergey Shpectorov for providing the central idea of this
construction.
Definition 2.1. Let V denote the subrepresentation of S2(L) generated by eωeω,
where ω is the highest root with respect to the base ∆.
It will be fairly straightforward to find elements that lie in V . However, in order
to determine whether they span V as a vector space, we will first have to determine
the multiplicity of each weight in V , a task requiring some work. We will use
the terminology of (formal) characters to describe these multiplicities; see [Hum72,
§ 22.5].
Definition 2.2. Let Λ be the weight lattice of Φ and consider the group ring Z[Λ].
To avoid confusion, we denote the basis element of Z[Λ] corresponding to a weight
λ ∈ Λ by eλ (so in particular, e0 = 1 and eλeµ = eλ+µ for all λ, µ ∈ Λ). Let V be a
representation for L. For each weight λ ∈ Λ, we denote its weight-λ-space by Vλ:
Vλ := {v ∈ V | h · v = λ(h)v for all h ∈ H}.
Write mλ := dim(Vλ). Let Π be the set of weights λ ∈ Λ for which mλ 6= 0. Then
we define the formal character chV of V as
chV =
∑
λ∈Π
mλe
λ ∈ Z[Λ].
We introduce some notation to describe the weights and multiplicities of S2(L)
and V .
Definition 2.3. (i) For −2 ≤ i ≤ 2 let Λi := {α + β | α, β ∈ Φ, κ(α, β) = i}.
This means that Λi contains those weight vectors that can be represented as
the sum of two roots α, β ∈ Φ such that κ(α, β) = i.
(ii) For λ ∈ ⋃2i=−2 Λi, let Nλ := {{α, β} | α, β ∈ Φ, α + β = λ} and nλ = |Nλ|.
Simply put, nλ is the number of ways to write λ as the sum of two roots.
The elements of Λi for −2 ≤ i ≤ 2 are the weights of S2(L) as an L-representa-
tion, cf. Proposition 2.5. We prove a few easy statements about these weights.
Lemma 2.4. (i) For each λ ∈ Λi, we have κ(λ, λ) = 4 + 2i. In particular, the
sets Λi are disjoint.
(ii) Λ−2 = {0} and Λ−1 = Φ.
(iii) If α+ β ∈ Λi for α, β ∈ Φ, then κ(α, β) = i.
(iv) Let α ∈ Φ and λ ∈ Λi. Then α + β = λ for some β ∈ Φ if and only if
κ(α, λ) = 2 + i.
Proof. (i) For λ ∈ Λi, we can write λ = α + β where α, β ∈ Φ and κ(α, β) = i.
Thus κ(λ, λ) = κ(α+ β, α+ β) = 4 + 2i.
(ii) We have κ(α, β) = −2 for α, β ∈ Φ if and only if α = −β. Therefore
Λ−2 = {0}. Also Λ−1 = Φ because α + β ∈ Φ for α, β ∈ Φ if and only if
κ(α, β) = −1.
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(iii) By (i) we know that 4 + 2i = κ(α+ β, α+ β) = 4 + 2κ(α, β) from which the
assertion follows.
(iv) This is obvious by (ii) for i ∈ {−2,−1}. Suppose that i ∈ {0, 1, 2}. If
λ = α+β for some β ∈ Φ, then κ(α, β) = 0 and κ(λ, α) = 2 by (i). Conversely,
suppose that κ(λ, α) = 2. Write λ = α′+β′ for some α′, β′ ∈ Φ. Because Φ is
simply laced we have either α ∈ {α′, β′} or i = 0 and κ(α′, α) = κ(β′, β) = 1.
In the first case the condition is obviously satisfied. In the second case we
have that α′ − α is a root and κ(α′ − α, β) = −1. So λ − α = (α′ − α) + β′
is a root. 
Proposition 2.5. The character of S2(L) is given by
chS2(L) =
(
n(n+ 1)
2
+ n0
)
+
∑
λ∈Λ−1
(nλ + n)e
λ +
∑
λ∈Λ0
nλe
λ +
∑
λ∈Λ1∪Λ2
eλ.
Proof. If
∑
λmλe
λ is the character of a representation, then its symmetric square
has character 12
∑
λ,µmλmµe
λ+µ + 12
∑
λmλe
2λ; see [FH91, Exercise 23.39]. Since
the character of L as L-representation is given by
n+
∑
α∈Φ
eα,
the statement follows from Definition 2.3. It is also possible to verify this more
explicitly. The Chevalley basis of L is a basis of weight vectors of L with respect
to H. Now, if b1, . . . , bn is a basis of weight vectors of L as L-representation, then
bibj for i ≤ j is a basis of weight vectors for S2(L) from which the character can
be computed. 
We are now ready to specify the formal character of V .
Proposition 2.6. The character of V is given by
chV = n0 +
∑
λ∈Λ−1
(nλ + 1)e
λ +
∑
λ∈Λ0
(nλ − 1)eλ +
∑
λ∈Λ1∪Λ2
eλ.
Proof. The character can be computed using Freudenthal’s formula [Hum72, § 22.3].
We refer to Proposition A.2 for the details. 
Next, we compute certain elements of V and we use the character of V to verify
that these elements, in fact, span V as a vector space.
Proposition 2.7. Let
Γ0 := {2eαe−α − hαhα | α ∈ Φ},
Γ1 := {eαhα | α ∈ Φ},
Γ2 := {2eαeβ + cα,βeα+β(hβ − hα) | α, β ∈ Φ, κ(α, β) = −1},
Γ3 := {eαeβ + cα,−γ
cβ,−δ
eγeδ | α, β, γ, δ ∈ Φ, κ(α, β) = 0, {γ, δ} ∈ Nα+β \ {{α, β}}},
Γ4 := {eαeβ | α, β ∈ Φ, κ(α, β) = 1},
Γ5 := {eαeα | α ∈ Φ}.
Then Γ0 ∪ Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4 ∪ Γ5 spans V as a vector space.
Proof. The Weyl group W acts transitively on Φ and eωeω ∈ V . Therefore Γ5 ⊆ V .
For any α ∈ Φ, we have e−α · eαeα = −2eαhα, thus Γ1 ⊆ V . Hence eα · e−αh−α =
2eαe−α − hαhα ∈ V for any α ∈ Φ, which shows that Γ0 ⊆ V . Now let α, β ∈ Φ.
Suppose that κ(α, β) = 1. Then α − β ∈ Φ and eα−β · eβeβ = 2cα−β,βeαeβ ∈ V .
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Therefore Γ4 ⊆ V . Suppose next that κ(α, β) = −1 such that α+β is a root. Then
eβ · eαhα + eα · eβhβ = 2eαeβ + cα,βeα+β(hβ − hα) ∈ V . Hence Γ2 ⊆ V .
Finally, let α, β, γ, δ ∈ Φ such that κ(α, β) = 0 and {γ, δ} ∈ Nα+β \ {{α, β}}.
Then α, β, γ, δ generate a root subsystem of type A3, κ(γ, δ) = 0 and κ(α, γ) =
κ(α, δ) = κ(β, γ) = κ(β, δ) = 1. Now eδ · (2eγ−αeα + cγ−α,αeγ(hα − hγ−α)) =
2cδ,γ−αeαeβ − 2cγ−α,αeγeδ. Using the identities from Definition 1.3 (iv), we see
that cδ,γ−α = −cβ,−δ and cγ−α,α = cα,−γ . This amounts to Γ3 ⊆ V .
In order to prove that Γ := Γ0 ∪ Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4 ∪ Γ5 spans V , it suffices to
check that the elements of weight λ in Γ span Vλ, the weight-λ-space of V . The
dimension dim(Vλ) of Vλ can be derived from Proposition 2.6.
The elements of Γ of weight 0 are precisely those contained in Γ0. Obviously
dim(〈Γ0〉) = |Φ|2 = n0 and therefore 〈Γ0〉 = V0.
Let α ∈ Φ. The elements of Γ of weight α are eαhα and the elements 2eβeγ +
cβ,γ(hγ − hβ) where {β, γ} ∈ Nα. Since these elements are linearly independent,
they span a subspace of dimension nα +1, which is the dimension of Vα by Propo-
sition 2.6.
For λ ∈ Λ0, the elements of Γ of weight λ are those of the form eαeβ + cα,−γcβ,−δ eγeδ
where {α, β} and {γ, δ} are two different elements of Nλ. Hence they span a
subspace of dimension at least nλ− 1 and at most nλ. Since they are all contained
in V , they span Vλ, a subspace of dimension nλ − 1 by Proposition 2.6.
Finally, let λ ∈ Λ1 ∪ Λ2. Then all elements of S2(L) of weight λ are contained
in 〈Γ4 ∪ Γ5〉. Therefore Vλ ≤ 〈Γ〉. 
As we observed in the previous proof, the elements of Γ3 of weight λ ∈ Λ0 are
linearly dependent. We introduce some notation to describe this linear dependence;
this will be useful later.
Definition 2.8. (i) Recall from Definition 2.3 that
Λ0 = {α+ β | α, β ∈ Φ, κ(α, β) = 0}.
For each λ ∈ Λ0, fix elements αλ, βλ ∈ Φ such that αλ + βλ = λ. Note that
it immediately follows that κ(αλ, βλ) = 0 from Lemma 2.4 (iii).
(ii) For all α, β ∈ Φ such that κ(α, β) = 0 (and therefore α+ β ∈ Λ0) we write
fα,β :=
{
1 if {α, β} = {αλ, βλ},
− cα,−αλ
cβ,−βλ
otherwise.
Notice that fα,β ∈ {±1}.
Proposition 2.9. Let α, β ∈ Φ such that κ(α, β) = 0 and let λ := α + β ∈ Λ0.
Then
(i) fα,β = fβ,α and,
(ii) f−α,−β = fα,βf−αλ,−βλ.
(iii) Let Γ3 be as in Proposition 2.7. The subspace of V spanned by Γ3 is equal to
the subspace of V spanned by
{eαλeβλ − fα,βeαeβ | λ ∈ Λ0;α, β ∈ Φ;α+ β = λ}.
Proof. The elements of Γi for 0 ≤ i ≤ 5 are all weight vectors. Those with weight
λ are contained in Γ3. Thus the weight-λ-space of V is contained in the span of
Γ3. By Proposition 2.6, this weight space has dimension nλ− 1. Thus the elements
eαeβ+
cα,−γ
cβ,−δ
eγeδ for α, β, γ, δ ∈ Φ with α+β = γ+ δ = λ and {α, β} 6= {γ, δ} must
be linearly dependent. In particular eαeβ /∈ V for all α, β ∈ Φ where κ(α, β) = 0.
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(i) This is obvious if {α, β} = {αλ, βλ}. Assume that {α, β} 6= {αλ, βλ}. Since
eαeβ = eβeα it follows from the argument above that the elements eαeβ +
cα,−αλ
cβ,−βλ
eαλeβλ and eβeα+
cβ,−αλ
cα,−βλ
eαλeβλ must be linearly dependent. Therefore
cα,−αλ
cβ,−βλ
=
cβ,−αλ
cα,−βλ
and thus fα,β = fβ,α.
(ii) Since
e−αe−β +
c−α,αλ
c−β,βλ
e−αλe−βλ ∈ Γ3,
e−αλe−βλ − f−αλ,−βλeα−λeβ−λ ∈ Γ3,
e−αe−β − f−α,−βeα−λeβ−λ ∈ Γ3,
these elements must be linearly dependent. Thus
f−α,−β = −c−α,αλ
c−β,βλ
f−αλ,−βλ .
The assertion follows because c−α,αλ = −cα,−αλ and c−β,βλ = −cβ,−βλ (see
Definition 1.3 (iv)) and therefore
−c−α,αλ
c−β,βλ
= −cα,−αλ
cβ,−βλ
= fα,β.
(iii) This follows immediately because the elements of Γ3 of weight λ span a
subspace of dimension nλ − 1. 
Next, we want to take a complement of V in S2(L) with respect to the bilinear
form B. In order for this complement to be well-defined, we need B to be non-
degenerate on V .
Proposition 2.10. The restriction of B to V × V is non-degenerate.
Proof. Since B is L-equivariant, the radical {v ∈ V | B(v, w) for all w ∈ V} of
B ↾V×V is a subrepresentation of V . However, V is irreducible as it is a highest
weight representation. Since B ↾V×V is non-zero (e.g., B(eαeα, e−αe−α) = 1), we
conclude that the radical of B ↾V×V is trivial. 
The previous proposition allows us to define an orthogonal complement of V with
respect to the bilinear form B. This will be the underlying representation of our
algebra.
Definition 2.11. (i) Let A be the orthogonal complement of V in S2(L) with
respect to the L-equivariant bilinear form B:
A := {v ∈ S2(L) | B(v, w) = 0 for all w ∈ V}.
(ii) Denote the orthogonal projection of S2(L) onto A by π. For each v ∈ S2(L),
we will also denote π(v) by v.
The character of A follows easily from the characters of S2(L) and V .
Proposition 2.12. The character of A as a representation for L is given by
chA =
n(n+ 1)
2
+
∑
α∈Φ
(n− 1)eα +
∑
λ∈Λ0
eλ
where n is the rank of Φ.
Proof. Since S2(L) = A⊕V , we have chA = chS2(L)− chV . The characters of S2(L)
and V follow from Propositions 2.5 and 2.6. 
Using Proposition 2.7 we can explicitly describe the weight spaces of A.
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Proposition 2.13. The weights of A are 0, the roots α ∈ Φ = Λ−1 and the sums
of orthogonal roots λ ∈ Λ0. Any weight vector can be uniquely written as
(i) a for a ∈ S2(H) ≤ S2(L) if the weight vector has weight 0;
(ii) eαh for h ∈ α⊥ := {h ∈ H | κ(α, h) = 0} if the weight vector has weight
α ∈ Φ (also note that eαhα = 0);
(iii) ceαλeβλ for c ∈ C when the weight vector has weight λ ∈ Λ0.
Proof. Recall that V is the orthogonal complement of A in S2(L) with respect to
the bilinear form B. The statement follows from the description of the generating
set of V from Propositions 2.7 and 2.9. 
The projection π from Definition 2.11 can be computed explicitly. In fact, in
what follows, we will only need formula (2), but for completeness, we also provide
formulas (3) and (4).
Lemma 2.14. Let λ ∈ Λ0. Then
eαλeβλ =
1
nλ
 ∑
α+β=λ
fα,βeαeβ
 , (2)
where the sum runs over all sets {α, β} where α, β ∈ Φ such that α + β = λ, or
equivalently, over all elements {α, β} ∈ Nλ. Also
eαλhβλ =
1
nλ
(
eαλhβλ +
∑
(cβ,−αλeα−βλeβ + cα,−αλeβ−βλeα)
)
, (3)
hαλhβλ =
1
nλ
(
hαλhβλ +
∑
(eαe−α + eβe−β − eαλ−αeα−αλ − eαλ−βeβ−αλ)
)
,
(4)
where each sum runs over all {α, β} ∈ Nλ with {α, β} 6= {αλ, βλ}.
Proof. It is immediately verified that
B
v, 1
nλ
( ∑
α+β=λ
fα,βeαeβ
) = 0
for all v ∈ Γ0 ∪ · · · ∪ Γ5. Since
1
nλ
 ∑
α+β=λ
fα,βeαeβ
− eαλeβλ = − 1nλ
 ∑
α+β=λ
(eαλeβλ − fα,βeαeβ)
 ∈ V ,
we have (2).
Recall the definition of fα,β from Definition 2.8 and remember that fα,β = fβ,α
by Proposition 2.9. Using these, we have, since the projection π is L-equivariant,
eαλhβλ = e−βλ · (−eαλeβλ)
=
1
nλ
(
eαλhβλ −
∑
(fβ,αc−βλ,αeα−βλeβ + fα,βc−βλ,βeβ−βλeα)
)
=
1
nλ
(
eαλhβλ +
∑
(cβ,−αλeα−βλeβ + cα,−αλeβ−βλeα)
)
where each sum runs over the sets {α, β} with α, β ∈ Φ, α + β = λ and {α, β} 6=
{αλ, βλ}. Similarly, we have
hαλhβλ = e−αλ · (−eαλhβλ)
=
1
nλ
(
hαλhβλ −
∑
(eαe−α + eβe−β − eαλ−αeα−αλ − eαλ−βeβ−αλ)
)
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where we have used that
cβ,−αλc−αλ,β = cα,−αλc−αλ,α = −1,
and
cβ,−αλc−αλ,α−βλ = cα,−αλc−αλ,β−βλ = 1,
from Definition 1.3 (iv). 
We finish this section by defining a suitable product ∗ and bilinear form B for A
such that (A, ∗,B) is a Frobenius algebra for L.
Proposition 2.15. Consider the linear maps
∗ : A×A → A : (v, w) 7→ v • w,
B : A×A → C : (v, w) 7→ B(v, w).
Then (A, ∗,B) is a Frobenius algebra for L.
Proof. The maps ∗ and B are L-equivariant as a composition of L-equivariant maps.
The Frobenius property (1) follows from Proposition 1.5 and because B(v, w) =
B(v, w) if w ∈ A. 
3. The zero weight subalgebra
Consider the zero weight space A0 of A with respect to a fixed Cartan subalgebra
H of L. Since the product ∗ and bilinear form B are L-equivariant,A0 is a Frobenius
subalgebra of A. In this section, we describe this subalgebra explicitly. In order
to keep a clear distinction with the construction of the previous chapter, we will
denote vector spaces occuring in this new construction by gothic letters. First, we
will use the isomorphism ζ : S2(L) → Hom(L,L) from Definition 1.4 to describe
the zero weight space of S2(L) as a space of homomorphisms.
Definition 3.1. Recall the notation eα and hα for α ∈ Φ from Definition 1.3. Then
the zero weight subspace of S2(L) is spanned by the elements hαhβ and eαe−α for
α, β ∈ Φ.
(i) Let J be the subspace of Hom(L,L) spanned by the endomorphisms jα :=
ζ(hαhα) for α ∈ Φ. Explicitly, the endomorphism jα is defined by
jα : L → L : ℓ 7→ κ(ℓ, hα)hα.
Since h−α = −hα, we have jα = j−α. Note that jα(eβ) = 0 and jα(L) ⊆ H for
all α, β ∈ Φ. Therefore we can, and will, view J as a subspace of Hom(H,H).
(ii) Let Z be the subspace of Hom(L,L) spanned by the endomorphisms zα :=
ζ(eαe−α) for α ∈ Φ. We have
zα : L → L : ℓ 7→ 1
2
(κ(ℓ, eα)e−α + κ(ℓ, e−α)eα) .
Also zα = z−α.
(iii) Define S0 := J+ Z. Then S0 = J⊕ Z as vector spaces.
(iv) Consider the Jordan product • and bilinear form B on Hom(L,L) and on
Hom(H,H) as defined in Example 1.2 (i). This turns these vector spaces into
Frobenius algebras.
We will prove that S0 is a Frobenius subalgebra of Hom(L,L). In fact, we
have S0 = J ⊕ Z as Frobenius algebras. In particular, J is a subalgebra of
Hom(H,H). This subalgebras has already been studied by T. De Medts and
F. Rehren in [DMR17] in a different context.
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Proposition 3.2. The subspace J is a Frobenius subalgebra of Hom(H,H). More
precisely,
jα • jβ =

2jα if α = ±β,
0 if κ(α, β) = 0,
1
2 (jα + jβ − jsβ(α)) if κ(α, β) = ±1,
and
B(jα, jβ) = κ(α, β)
2
,
for all α, β ∈ Φ. It has dimension n(n+1)2 and hence consists of all endomorphisms
f : H → H for which κ(f(a), b) = κ(a, f(b)) for all a, b ∈ H. The Frobenius algebra
J is isomorphic to the Frobenius algebra from Example 1.2 (ii) for V = H.
Proof. The multiplication follows from [DMR17, Lemma 3.2]. However, this can
also be calculated using the explicit description of these homomorphisms from Defi-
nition 3.1. The dimension follows from [DMR17, Lemma 3.3]. The endomorphisms
jα satisfy the condition that κ(jα(a), b) = κ(a, jα(b)) for all a, b ∈ H. Since the
subspace of all such homomorphisms has dimension n(n+1)/2, this subspace must
be equal to J. So, in fact, J is precisely the Frobenius algebra from Example 1.2 (ii)
for V = H. 
Also Z and S0 are Frobenius subalgebras of Hom(L,L).
Proposition 3.3. The subspace Z is a Frobenius subalgebra of Hom(L,L). We
have
zα • zβ =
{
1
2zα if zα = zβ ,
0 otherwise,
and
B(zα, zβ) =
{
1
2 if zα = zβ ,
0 otherwise,
for all α, β ∈ Φ. The subspace Z has dimension |Φ|2 .
Proof. Notice that κ(eα, e−α) = 1 and κ(eα, eβ) = 0 for all β 6= −α. The assertion
now follows from an explicit calculation. 
Proposition 3.4. The subspace S0 is a Frobenius subalgebra of Hom(L,L). In
fact S0 = J⊕Z as Frobenius algebras. This means that S0 = J⊕Z as vector spaces
and
a • b = 0 and B(a, b) = 0
for all a ∈ J and all b ∈ Z.
Proof. Since the composition ab of the L-endomorphisms a and b is zero, we also
have a • b = 12 (ab+ ba) = 0 and B(a, b) = tr(ab) = 0. 
Note that the zero weight space S2(L)0 of S2(L) is a Frobenius subalgebra of
S2(L) because • and B are L-equivariant. It is isomorphic to S0 as a Frobenius
algebra.
Proposition 3.5. Let ζ be as in Definition 1.4 and let S2(L)0 be the zero weight
subspace of S2(L) with respect to H. Then ζ induces an isomorphism
ζS : S
2(L)0 → S0 : a 7→ ζ(a)
of Frobenius algebras.
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Proof. Of course, S0 must be contained in the image of S
2(L)0 under ζ. However,
since both have the same dimension, S0 must actually be equal to this image.
Notice that this implies that ζ(hαhβ) ∈ S0 for all α, β ∈ Φ. Now it follows
immediately from the construction of the product and bilinear form on S2(L) (see
Definition 1.4) that this is an isomorphism of Frobenius algebras. 
Next, we describe the zero weight space A0 of A. Recall that A is defined as
the orthogonal complement of the L-invariant subspace V with respect to B. Since
B is L-equivariant, the zero weight space A0 of A is the orthogonal complement
of the zero weight space V0 of V in S2(L)0. By Proposition 2.7, we know that the
space V0 is spanned by the elements 2eαe−α − hαhα. Therefore, we introduce the
following definition.
Definition 3.6. (i) For each α ∈ Φ, let vα := ζ(2eαe−α − hαhα) = 2zα − jα
and let V be the subspace of S0 spanned by these vα. Then the restriction
of B to V×V is non-degenerate since B(vα, vα) = 6. Let A0 be the orthog-
onal complement of V in S0 with respect to B and let π : S0 → A0 be the
orthogonal projection.
(ii) Define the following product and bilinear form on A0:
a ⋄ b := π(a • b) and BA(a, b) := B(a, b)
for all a, b ∈ A0.
Proposition 3.7. (i) The triple (A0, ⋄, BA) is a Frobenius algebra.
(ii) The isomorphism ζ from Definition 1.4 induces an isomorphism
A0 → A0 : a 7→ ζ(a)
of Frobenius algebras.
Proof. This is obvious from Definition 3.6 and Proposition 3.5 since the subspace
V0 corresponds to 〈vα | α ∈ Φ〉 under ζ. 
Remark 3.8. Before we continue, let us give a summary of the notation and the
obtained results on the connection between the different algebras. The goal of this
section is to get a better understanding of the zero weight space A0 with respect
to H of the L-module from Definition 2.11. Recall that A is the complement (with
respect to B) of the L-module V inside the symmetric square S2(L) of the adjoint
module of L. By Lemma 1.6, the zero weight space A0 is the complement of the
zero weight space V0 of V inside the zero weight space S2(L)0 of S2(L). So our first
step is to obtain a better understanding of S2(L)0. We can decompose S2(L)0 as
〈hαhβ | α, β ∈ Φ〉 ⊕ 〈eαe−α | α ∈ Φ〉.
The first component of this decomposition can be identified with the symmetric
square S2(H) of the Cartan subalgebra H. Now we consider the monomorphism
ζ : S2(L) → Hom(L,L). Under this monomorphism the product • and bilinear
form B of S2(L) correspond, by definition, to the Jordan product and trace form
on Hom(L,L). From the results above, we have that ζ induces an isomorphism
between the following structures:
ζ : (S2(H), •, B) ∼−→ (J, •, B),
ζ : (〈eαe−α | α ∈ Φ〉, •, B) ∼−→ (Z, •, B),
ζ : (S2(L)0, •, B)
∼−→ (S0, •, B),
ζ : V0 ∼−→ V,
ζ : (A0, ∗,B) ∼−→ (A0, ⋄, BA).
14 T. DE MEDTS AND M. VAN COUWENBERGHE
It turns out that J is isomorphic to A0 as vector spaces. It will be convenient in
the next section to identify both, as the elements of J can be viewed as endomor-
phisms of H.
Proposition 3.9. The restriction πJ of π to J is an isomorphism of vector spaces.
Proof. Note that for each α ∈ Φ, we have π(jα) = 2π(zα). Thus, since π is
surjective, its restriction to J is surjective as well. Since J and A0 have the same
dimension, the restriction of π to J must be an isomorphism onto A0. 
Definition 3.10. In the next section we will identify A0 with J using the isomor-
phism πJ from Proposition 3.9. In particular, we can transfer the product ⋄ and
the bilinear form BA to J:
a ⋄ b := π−1J (πJ (a) ⋄ πJ (b)),
BA(a, b) := BA(πJ (a), πJ (b)),
for all a, b ∈ J. From Proposition 3.7 it follows that (J, ⋄, BA) is isomorphic to
(A0, ∗,B) as Frobenius algebras. This will be the starting point of the next section.
Remark 3.11. In the spirit of Remark 3.8 we now have that πJ
−1 ◦ ζ induces an
isomorphism between (A0, ∗,B) and (J, ⋄, BA).
The Weyl group of L acts naturally on the zero weight space of S2(L). Since
this zero weight space is isomorphic to S(Φ) by Proposition 3.5, also S(Φ) carries
the structure of a representation of the Weyl group of L.
Definition 3.12. Consider the natural action of the Weyl group of L on the zero
weight space S2(L)0 of S2(L). Due to Proposition 3.5, we can transfer this action
to S0:
w · s := ζ−1S (w · ζS(s))
for all s ∈ S0 and w ∈ W . Notice that the product • and bilinear form B are
W -equivariant. Therefore (S0, •, B) is a Frobenius algebra for W . It is readily
verified that w · jα = jw·α, w ·zα = zw·α and w ·vα = vw·α for all α ∈ Φ and w ∈ W .
In the remainder of this section, we prove that the projection π isW -equivariant.
Therefore its image, A0, is W -invariant. This fact will be used in Section 7 to give
A0 the structure of an axial decomposition algebra. This also allows to compute the
projection π efficiently, as we will illustrate below. (This is, however, not essential
for the rest of our results.)
Definition 3.13. (i) Consider the transitive action of W on the set X = {jα |
α ∈ Φ+}. Let O0, O1, . . . , Od be the orbits of W on X ×X , where O0 is the
diagonal O0 := {(x, x) | x ∈ X}. Define the following intersection parameters
for 0 ≤ i, j, k ≤ d:
pkij := |{y ∈ X | (x, y) ∈ Oi and (y, z) ∈ Oj}|
where (x, z) is any element of Ok. Note that this does not depend on the
choice of (x, z). (In fact, (X, {Oi}0≤i≤d) is an association scheme; see,
e.g., [BI84, §2.2].)
(ii) For each α ∈ Φ, we can write π(jα) uniquely as
jα +
∑
β∈Φ+
µ(jα,jβ)zβ
for certain constants µ(jα,jβ) ∈ C.
Proposition 3.14. The projection π : S0 → A0 is W -equivariant. In particular
µx = µy for all x, y ∈ Oi, 0 ≤ i ≤ d.
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Proof. Because w · vα = vw·α for all α ∈ Φ and all w ∈ W , the subspace V of
S0 is W -invariant. Since the bilinear form B is W -equivariant, the orthogonal
complement A0 of V as well as the orthogonal projection π : S0 → A0 with respect
to B is W -equivariant. Thus on the one hand we have
π(w · jα) = jw·α +
∑
β∈Φ+
µ(jw·α,jβ)vβ
while on the other hand
π(w · jα) = w · π(jα) = jw·α +
∑
β∈Φ+
µ(jα,jβ)vw·β.
Since the elements of {jw·α} ∪ {vβ | β ∈ Φ+} are linearly independent, we have
µ(jα,jβ) = µ(jw·α,jw·β) for all w ∈ Φ. 
Definition 3.15. Let 1 ≤ i ≤ d. By Proposition 3.14 we can define µi := µx
for any x ∈ Oi. Since the bilinear form B is W -equivariant, we can also write
bi := B(jα, jβ) for any (jα, jβ) ∈ Oi.
The following proposition allows us the compute the constants µi and hence the
projection π by solving a system of d+ 1 linear equations.
Proposition 3.16. For all 0 ≤ k ≤ d we have∑
0≤i,j≤d
pkijbjµi = bk − 2µk.
Moreover, these equations uniquely determine the constants µi.
Proof. We have that
π(jα) = jα +
∑
0≤i≤d
∑
β∈Φ+
(jα,jβ)∈Oi
µivβ
if and only if
B(π(jα), vγ) = B(jα, vγ) +
∑
0≤i≤d
∑
β∈Φ+
(jα,jβ)∈Oi
µiB(vβ , vγ) = 0
for all γ ∈ Φ+. If (jα, jγ) ∈ Ok then we have, by Propositions 3.4 and 3.5,
B(π(jα), vγ) = −bk +
∑
0≤i,j≤d
∑
(jα,jβ)∈Oi
(jβ ,jγ)∈Oj
µiB(jβ , jγ) + 4µkB(zγ , zγ),
= −bk +
∑
0≤i,j≤d
pkijµibj + 2µk.
This proves the statement. 
4. Extending the product
The goal of this section is to explicitly describe the algebra A from Section 2.
More precisely, we will write the product of any two elements of A in terms of
the product on the zero weight subalgebra A0 studied in Section 3. It suffices to
describe the product of any two weight vectors of A. These weight vectors are
described in Proposition 2.13.
We will use the action of the Lie algebra L on A to accomplish this goal. There-
fore it will be essential to get a good description of this action. Since L is generated
by the elements eα for α ∈ Φ, it suffices to describe the action of eα on each of
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the weight-λ-spaces. This action will of course depend on the W -orbit of (α, λ).
Inevitably, we need to distinguish between each of those orbits which makes the
following proposition look daunting at first sight. However, in each of the cases,
the action is very natural.
Proposition 4.1. Let α ∈ Φ. Recall Definition 1.3 and the linear homomorphism
ζ from Definition 1.4. The linear action of eα on A is uniquely determined as
follows.
eα · h1h2 = −eα(κ(α, h1)h2 + κ(α, h2)h1),
= −2eα(ζ(h1h2)(α))
eα · eβh = hαh if β = −α,
eα · eβh = cα,βeα+β(h+ κ(h, α)hβ) if κ(α, β) = −1,
eα · eβh = −κ(α, h)eαeβ if κ(α, β) = 0,
eα · eβh = 0 if κ(α, β) ≥ 1,
eα · eαλeβλ = fλ+α,−αeλ+αhα if κ(α, λ) = −2, i.e. λ+ α ∈ Φ,
eα · eαλeβλ = cα,αλeα+αλeβλ if κ(α, αλ) = −1 and κ(α, βλ) = 0,
eα · eαλeβλ = cα,βλeαλeα+βλ if κ(α, αλ) = 0 and κ(α, βλ) = −1,
eα · eαλeβλ = 0 if κ(α, λ) ≥ 0,
where h1, h2 ∈ H, h ∈ β⊥, α, β ∈ Φ and λ ∈ Λ0.
Proof. First of all, note that this enumeration exhausts all possible weight vectors
of A. Indeed, because the root system Φ is simply laced, we have for any root
β ∈ Φ that κ(α, β) ∈ {−2,−1, 0, 1, 2} and for any weight λ ∈ Λ0 that κ(α, λ) ∈
{−2,−1, 0, 1, 2}. Moreover, if κ(α, β) = −2 then α = −β and if κ(α, λ) = −2,
then λ+ α ∈ Φ by Lemma 2.4 (iv). The form of these weight vectors follows from
Proposition 2.13.
The statements follow from explicit calculations using the rules from Defini-
tion 1.3 and the description of the generating set for V from Proposition 2.7. We
will do these calculations for the case when α, β ∈ Φ such that κ(α, β) = −1. The
other cases are proven analogously. Let h ∈ H. By Proposition 2.7 it follows that
eβhβ = 0. Thus eβh = eβ(h+ κ(h, α)hβ). Now we have
eα · eβh = eα · eβ(h+ κ(h, α)hβ),
= [eα, eβ](h+ κ(h, α)hβ) + eβ[eα, h+ κ(h, α)hβ ],
= cα,βeα+β(h+ κ(h, α)hβ) + 0,
because the projection S2(L)→ A : v 7→ v is L-equivariant. 
The next step is to write the product of any zero weight vector and an arbitrary
weight vector in terms of products between zero weight vectors. The following
lemma will be crucial.
Lemma 4.2. Let τ be an automorphism of the Lie algebra L. Then τ induces an
automorphism of the Frobenius algebra (A, ∗,B) via
τ
(
ℓ1ℓ2
)
:= τ(ℓ1)τ(ℓ2),
for all ℓ1, ℓ2 ∈ L.
Proof. Since ∗ and B are L-equivariant, this is of course true if τ is an inner auto-
morphism of the Lie algebra L. By [Hum72, § 16.5] we can assume that τ leaves the
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Cartan subalgebra H and a fixed Borel subalgebra containing H invariant, in other
words, that it is a graph automorphism. Thus τ acts on the set of highest weights
of the irreducible subrepresentations of S2(L). Since V is the only subrepresen-
tation of S2(L) having the double of a root as its highest weight, τ stabilizes the
subrepresentation V globally. Thus τ commutes with the projection π : S2(L)→ A
from Definition 2.11. Therefore, by the definition of ∗ and B (see Proposition 2.15),
τ must preserve ∗ and B. 
Remark 4.3. Note that any automorphism of the root system Φ, i.e., any isometry
τ of H such that τ(Φ) = Φ, extends to an automorphism of the Lie algebra L via
the isomorphism theorem [Hum72, § 14.2].
The L-module contains three different types of weights: the zero weight, the roots
α ∈ Φ and the sums of two orthogonal roots λ ∈ Λ0. In Section 3 we described the
product of two vectors of weight zero. We determine the product of a zero weight
vector and a vector of weight α ∈ Φ in Proposition 4.4. The computation of the
product of a zero weight vector and a vector of weight λ ∈ Λ0 is the subject of
Proposition 4.5.
Proposition 4.4. Let v, w ∈ A be weight vectors of respective weights 0 and α ∈ Φ.
Then
(i) eα · e−α · w = 2w,
(ii) (eα · v) ∗ (e−α · w) = 0 and therefore
2v ∗ w = eα · (v ∗ (e−α · w)),
(iii) B(v, w) = 0.
Proof. (i) By Proposition 2.13, we can write w = eαh for some h ∈ H with
κ(α, h) = 0. By Proposition 4.1 we have
eα · e−α · w = eα · e−α · eαh,
= eα · −hαh,
= 2eαh,
= 2w.
(ii) Recall that sα is the reflection about the hyperplane orthogonal to α. Now
−sα : H → H : h 7→ −hsα is an automorphism of the root system Φ. By the
isomorphism theorem [Hum72, § 14.2] there exists an extension τ : L → L of
−sα which is an automorphism of the Lie algebra L and such that τ(eα) =
eα. By Lemma 4.2, the automorphism τ induces an automorphism of the
Frobenius algebra (A, ∗,B).
Due to Proposition 2.13 we can write any weight vector x ∈ A of weight
α as x = eαh′ for some h
′ ∈ H with κ(α, h′) = 0. Thus we have τ(x) =
τ(eα)τ(h′) = −eαh′ = −x for any weight vector x ∈ A of weight α. Now
eα · v is a weight vector with weight α and thus τ(eα · v) = −eα · v. As we
illustrated in part (i) we can write e−α · w as −hαh for some h ∈ H with
κ(α, h) = 0. Thus
τ(e−α · w) = τ
(
hαh
)
= −hαh = −e−α · w.
Because ∗ is L-equivariant, the product (eα · v) ∗ (e−α ·w) is a weight vector
of weight α. As a result
τ((eα · v) ∗ (e−α · w)) = −(eα · v) ∗ (e−α · w).
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On the other hand, because τ is an automorphism of (A, ∗,B), we have
τ((eα · v) ∗ (e−α · w)) = τ(eα · v) ∗ τ(e−α · w),
= (eα · v) ∗ (e−α · w).
We conclude that (eα · v) ∗ (e−α · w) = 0. It follows that
2v ∗ w = v ∗ (eα · e−α · w)
= eα · (v ∗ (e−α · w))− (eα · v) ∗ (e−α · w),
= eα · (v ∗ (e−α · w)),
by (i) and the L-equivariance of ∗.
(iii) This follows from the fact that B is L-equivariant and Lemma 1.6. 
In a similar fashion, we will now express the product of a zero weight vector and
a vector of weight λ ∈ Λ0 in terms of products of zero weight vectors.
Proposition 4.5. Let v, w ∈ A be weight vectors of respective weights 0 and λ ∈ Λ0.
Recall from Definition 2.3 that nλ is the number of ways to write λ as the sum of
two (orthogonal) roots. Write
ǫλ :=
1
2nλ
∑
α∈Φ
κ(α,λ)=2
eαe−α.
Then
(i) eαλ · e−αλ · w = 2w,
(ii) v ∗ w = B(v, ǫλ)w,
(iii) B(v, w) = 0.
Proof. (i) By Proposition 2.13 we can write w = ceαλeβλ for some c ∈ C. As a
result of Proposition 4.1 we have
eαλ · e−αλ · w = ceαλ · e−αλ · eαλeβλ ,
= −ceαλ · hαλeβλ ,
= 2ceαλeβλ ,
= 2w.
(ii) Note that by Proposition 2.13 it suffices to prove this for w = eαλeβλ . Since
∗ is L-equivariant, the product v ∗w is a weight vector of weight λ. Because
the weight-λ-space of A is only 1-dimensional, v ∗w must be a scalar multiple
of w. If a ∈ A such that B(w, a) 6= 0, then this scalar multiple must be
B(v ∗ w, a)
B(w, a) .
We claim that we can take a = eα−λeβ−λ . Recall the definition of B from
Proposition 2.15 and Definition 1.4. We have
B(w, a) = B(eαλeβλ , eα−λeβ−λ)
=
1
n2λ
B
 ∑
α+β=λ
fα,βeαeβ,
∑
α+β=−λ
fα,βeαeβ

=
1
n2λ
∑
α+β=λ
fα,βf−α,−βB(eαeβ, e−αe−β)
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=
f−αλ,−βλ
2n2λ
∑
α+β=λ
f2α,β
=
f−αλ,−βλ
2n2λ
∑
α+β=λ
1
=
f−αλ,−βλ
2nλ
by Lemma 2.14, Proposition 2.9 (ii) and because nλ = n−λ.
The triple (A, ∗,B) is a Frobenius algebra, so we have B(v ∗ w, a) =
B(v, w ∗ a). We compute w ∗ a explicitly using the definition of ∗ and •
from Proposition 2.15 and Definition 1.4. We have
w ∗ a = eαλeβλ ∗ eα−λ,β−λ ,
=
1
n2λ
 ∑
α+β=λ
fα,βeαeβ
 •
 ∑
α+β=−λ
fα,βeαeβ
,
=
1
n2λ
∑
α+β=λ
fα,βf−α,−β(eαeβ • e−αe−β),
=
f−αλ,−βλ
4n2λ
∑
α+β=λ
(eαe−α + eβe−β),
once again by Lemma 2.14, Proposition 2.9 (ii) and because nλ = n−λ. By
Lemma 2.4 (iv) we know that w ∗ a = f−αλ,−βλ
nλ
ǫλ. As a result, we have
v ∗ w = B(v, w ∗ a)B(w, a) w,
= B(v, ǫλ)w.
(iii) This follows from Lemma 1.6. 
We are now ready to “build” the Frobenius algebra (A, ∗,B). As a first step, we
describe its underlying vector space.
Definition 4.6. Let L, H and Φ be as in Definition 1.3. Let A be the direct sum
of the following spaces:
• the space J from Definition 3.1;
• for each α ∈ Φ, a copy Hα of the subspace α⊥ := {h ∈ H | κ(h, α) = 0}
of H;
• a vector space with basis {xλ | λ ∈ Λ0} indexed by the set Λ0.
For each h ∈ H, we will denote its orthogonal projection onto Hα by [h]α.
Proposition 4.7. Let A be as in Definition 2.11. For each λ ∈ Λ0, choose roots
αλ, βλ ∈ Φ such that αλ + βλ = λ. Let θ be the linear map defined by
θ : A→ A :

jα 7→ hαhα
[h]α 7→ eαh
xλ 7→ eαλeβλ
for all α ∈ Φ, h ∈ H and λ ∈ Λ0. Then θ is an isomorphism of vector spaces.
Proof. The restriction of θ to J is the composition of the isomorphism from Propo-
sition 3.9 and the inverse of the isomorphism from Proposition 3.7 (ii). Since also
eαhα = 0 by Proposition 2.13, the linear map θ is well-defined. By Proposition 2.13
it follows that θ is an isomorphism. 
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Now we translate the action of L on A to A using this isomorphism. We also
define bilinear maps J× A→ A based on Propositions 4.4 and 4.5.
Definition 4.8. (i) Transfer the action of L on A to A via the isomorphism θ
from Proposition 4.7:
ℓ · v := θ−1(ℓ · θ(v)).
Note that is is possible to write this action down explicitly using Proposi-
tion 4.1.
(ii) For λ ∈ Λ0, let eλ := θ−1(ǫλ), i.e.
eλ :=
1
4nλ
∑
α∈Φ
κ(α,λ)=2
jα.
(iii) Consider the Frobenius algebra (J, ⋄, BA) from Definition 3.10. Note that for
h ∈ α⊥ we have e−α · [h]α = −θ−1
(
hαh
) ∈ J and also eλ ∈ J. Now define
bilinear maps
∗ : J× A→ A,
B : J× A→ C,
such that θ(v ∗ w) = θ(v) ∗ θ(w) for all v ∈ J and w ∈ A. More precisely, by
Definition 3.10 and Propositions 4.4 and 4.5 let
v ∗ w := v ⋄ w if w ∈ J,
v ∗ w := eα · (v ⋄ (e−α · w)) if w = [h]α for some h ∈ α⊥ and α ∈ Φ,
v ∗ w := BA(v, eλ)w if w = cxλ for some c ∈ C and λ ∈ Λ0.
We prove that we can uniquely extend the maps ∗ and B to A× A.
Theorem 4.9. Let L be a simple complex Lie algebra with root system Φ of type
An (n ≥ 3), Dn (n ≥ 4) or En (n ∈ {6, 7, 8}). Let A be as in Definition 4.6
equipped with the L-action from Definition 4.8. The maps ∗ and B from Defini-
tion 4.8 uniquely extend to A × A such that (A, ∗,B) is a Frobenius algebra for
L. Moreover the isomorphism θ from Proposition 4.7 induces an isomorphism of
Frobenius algebras for L with the Frobenius algebra (A, ∗,B) from Proposition 2.15.
Proof. The extensions of ∗ and B must be L-equivariant. Let α ∈ Φ, h ∈ α⊥ and
v ∈ A. By definition of the action of L on A and Proposition 4.4 (i), we have
eα · e−α · [h]α = [2h]α. Because ∗ and B must be L-equivariant, we have
[h]α ∗ w =
1
2
eα · ((e−α · [h]α) ∗ w)−
1
2
(e−α · [h]α) ∗ (eα · w)
and
B([h]α, w) =
1
2
B(e−α · [h]α, eα · w).
Since e−α · [h]α ∈ J, this uniquely extends ∗ and B to
(
J⊕⊕α∈ΦHα) × A with
Hα as in Definition 4.6. Analogously, we can extend ∗ and B to A × A by using
Proposition 4.5 (i) which implies that eαλ · e−αλ · xλ = 2xλ.
Now consider the Frobenius algebra (A, ∗,B) from Proposition 2.15 and the
isomorphism θ : A→ A from Proposition 4.7. Then also the bilinear maps
A× A→ A : (v, w) 7→ θ−1(θ(v) ∗ θ(w))
A× A→ C : (v, w) 7→ B(θ(v), θ(w))
are L-equivariant extensions of ∗ and B. Therefore (A, ∗,B) must be a Frobenius
algebra isomorphic via θ with (A, ∗,B). 
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Remark 4.10. (i) The proof of Theorem 4.9 is constructive. It allows us to
define the product recursively starting from the Frobenius algebra (J, ⋄, BA)
and some structure constants, namely the constants cα,β , of the Lie algebra.
This is much more efficient than the construction of Section 2 where we start
with the symmetric square of the Lie algebra.
(ii) From this explicit construction, it follows that we can pick a basis for A in such
a way that the structure constants for the algebra (A, ∗, B) are integers. This
allows to define this algebra over an arbitrary field by extension of scalars.
5. The story of the unit
Let (A, ∗,B) be the Frobenius algebra from Proposition 2.15. We prove that this
algebra is unital, which means that there exists an element 1 ∈ A, called a unit,
such that 1 ∗ a = a ∗ 1 = a for all a ∈ A(Φ).
From Definition 1.4, we know that S2(L) corresponds to the symmetric operators
L → L via ζ. From the definition of the product • it will be immediately obvious
that the identity operator id : L → L : ℓ 7→ ℓ corresponds to a unit for the algebra
(S2(L), •).
Definition 5.1. Let ζ be as in Definition 1.4. Since the identity operator id is a
symmetric operator, it is contained in the image of ζ and we can define
CL := ζ
−1(id).
More explicitly, let {b1, b2, . . . , bm} be a basis of L and let {b∗1, b∗2, . . . , b∗m} be the
basis of L dual to this basis with respect to the Killing form κ. Then
CL :=
∑
1≤i≤m
bib
∗
i .
Note that CL is the Casimir element of L [Hum72, § 6.2]. Observe that
B(CL, ℓ1ℓ2) =
1
2
∑
1≤i≤m
κ(bi, ℓ1)κ(b
∗
i , ℓ2) +
1
2
∑
1≤i≤m
κ(bi, ℓ2)κ(b
∗
i , ℓ1)
= κ(ℓ1, ℓ2).
for all ℓ1, ℓ2 ∈ L and B as in Definition 1.4. Since B is non-degenerate by Proposi-
tion 2.10, this also uniquely defines CL.
Proposition 5.2. For all a ∈ S2(L) we have CL • a = a.
Proof. For any ℓ1, ℓ2 ∈ L, we have
CL • ℓ1ℓ2 = 1
4
(∑
i
κ(bi, ℓ1)b
∗
i ℓ2 +
∑
i
κ(b∗i , ℓ1)biℓ2
+
∑
i
κ(bi, ℓ2)b
∗
i ℓ1 +
∑
i
κ(b∗i , ℓ2)biℓ1
)
,
= ℓ1ℓ2. 
Next, we proof that CL ∈ A and that CL is also a unit for (A, ∗).
Proposition 5.3. (i) We have ℓ · CL = 0 for all ℓ ∈ L.
(ii) We have CL ∈ A and CL ∗ a = a for all a ∈ A.
Proof. (i) For any ℓ, ℓ1, ℓ2 ∈ L we have
B(ℓ · CL, ℓ1ℓ2) = B(CL, ℓ · ℓ1ℓ2)
= B(CL, [ℓ, ℓ1]ℓ2 + ℓ1[ℓ, ℓ2])
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= κ([ℓ, ℓ1], ℓ2) + κ(ℓ1, [ℓ, ℓ2])
= 0
because B and κ are L-equivariant. By Proposition 2.10, the bilinear form
B is non-degenerate and thus ℓ · CL = 0 for all ℓ ∈ L.
(ii) For any α ∈ Φ, we have B(CL, eαeα) = κ(eα, eα) = 0. Recall that V is the L-
representation generated by the elements eαeα. By (i), we have B(CL, v) = 0
for all v ∈ V and thus CL ∈ A.
It follows from the definition of ∗ (see Proposition 2.15) and Proposition 5.2
that CL ∗ a = a for all a ∈ A. 
We transfer the unit CL from the algebra (A, ∗) to the algebra (A, ∗) via the
isomorphism θ from Theorem 4.9.
Definition 5.4. Recall A from Definition 4.6 and the isomorphism θ from Theo-
rem 4.9. Write
1 = θ−1(CL).
Theorem 5.5. Let (A, ∗,B) be as in Theorem 4.9 and 1 as in Definition 5.4. Then
1 is a unit for the algebra (A, ∗).
Proof. This follows immediately from Definition 5.4, Proposition 5.3, and Theo-
rem 4.9. 
Note that by Proposition 5.3 (i) the element 1 is contained in the zero weight
space of A, this is J. We can write down 1 explicitly as a linear combination of the
generating set {jα | α ∈ Φ+} for J. First, we prove the following lemma.
Lemma 5.6. Let β ∈ Φ and let r be the number of positive roots α ∈ Φ+ such that
κ(β, α) = ±1. Then ∑
α∈Φ+
jα =
4 + r
2
idH
where idH : H → H : h 7→ h.
Proof. Since Φ is irreducible and simply laced, the value of r is independent of the
choice of β. It follows from Proposition 3.2 that
B
( ∑
α∈Φ+
jα, jβ
)
= 4 + r = B
(4 + r
2
idH, jβ
)
for all β ∈ Φ+. Because B is non-degenerate on J by Proposition 3.2, we have
indeed
∑
α∈Φ+ jα =
4+r
2 idH. 
Remark 5.7. Note that r = 2nα for all α ∈ Φ where nα is as in Definition 2.3
because Φ is simply laced.
Proposition 5.8. We have
1 =
6 + r
2
idH .
Proof. Let v1, . . . , vn be an orthonormal basis for the Cartan subalgebra H of L
with respect to the Killing form κ. Then {v1, . . . , vn} ∪ {eα | α ∈ Φ} is a basis for
L. Note that for the dual basis, we have v∗i = vi for all i and e∗α = e−α for all
α ∈ Φ. Therefore we can write CL as
CL =
∑
i
vivi +
∑
α∈Φ
eαe−α.
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By Lemma 5.6∑
i
vivi = ζ
−1(idH) =
2
4 + r
∑
α∈Φ+
ζ−1(jα) =
2
4 + r
∑
α∈Φ+
hαhα.
Recall the projection π : S2(L) → A : v 7→ v from Definition 2.11. By Proposi-
tion 2.7 we have 2eαe−α = hαhα. As a result∑
α∈Φ
eαe−α =
∑
α∈Φ+
hαhα.
We have CL ∈ A by Proposition 5.3 (ii), so CL = CL. Thus
CL =
(
2
4 + r
+ 1
) ∑
α∈Φ+
hαhα =
6 + r
4 + r
θ
( ∑
α∈Φ+
jα
)
.
The statement now follows from Lemma 5.6. 
6. Decomposition algebras
In the following sections, we will give our algebra (A, ∗) the structure of a de-
composition algebra. Decomposition algebras have only recently been introduced
in [DMPSVC20] as a generalization of axial algebras. We repeat the definition
here. The main idea is that the algebra decomposes (as a vector space) into many
decompositions A =
⊕
x∈X Ax, each of which is indexed by the same set X . The
parts Ax of each of these decompositions multiply according to a fixed fusion law.
More precisely, the fusion law will tell us when AxAy has a non-zero component in
Az for x, y, z ∈ X .
Definition 6.1 ([DMPSVC20, § 2]). (i) A fusion law is a pair (X,⊛) where X
is a set and ⊛ is a map X ×X → 2X , where 2X denotes the power set of X .
(ii) An element 1 ∈ X is called a unit for the fusion law (X,⊛) if 1 ⊛ x ⊆ {x}
and x⊛ 1 ⊆ {x} for all x ∈ X .
(iii) Let (X,⊛) and (Y,⊛) be fusion laws. The product of these fusions laws is
the fusion law (X × Y,⊛) given by the rule
(x1, y1)⊛ (x2, y2) = {(x, y) | x ∈ x1 ⊛ x2, y ∈ y1 ⊛ y2}
for all x1, x2 ∈ X and y1, y2 ∈ Y .
An important class of fusion laws comes from abelian groups.
Definition 6.2 ([DMPSVC20, Definitions 2.10 and 3.1]). Let G be an abelian
group.
(i) Let
⊛ : G×G 7→ 2G : (g, h) 7→ {gh}.
Then we call (G,⊛) the group fusion law of G.
(ii) Suppose that (X,⊛) is an arbitrary fusion law. A G-grading of (X,⊛) is a
map ξ : X 7→ G such that
ξ(x⊛ y) ⊆ ξ(x)⊛ ξ(y),
for all x, y ∈ X .
We are ready to formulate the definition of a decomposition algebra.
Definition 6.3 ([DMPSVC20, § 4]). Let k be a field and F = (X,⊛) be a fusion
law.
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(i) An F -decomposition of a k-algebra A (not assumed to be commutative, as-
sociative or unital) is a direct sum decomposition A =
⊕
x∈X Ax (as a vector
space) indexed by the set X such that AxAy ⊆
⊕
z∈x⊛y Az . For the sake of
readability, we will denote
⊕
z∈Z Az by AZ for any Z ⊆ X .
(ii) An F -decomposition algebra is a triple (A, I,Ω) where A is a k-algebra, I is
an index set and Ω is a tuple of decompositions A =
⊕
Aix indexed by the
set I.
There is a close connection between decomposition algebras with a graded fusion
law and groups. We refer to [DMPSVC20, § 6] for more details.
Definition 6.4. Let G be an abelian group and let (X,⊛) be a G-graded fusion
law with grading map ξ. Let (A, I,Ω) be an (X,⊛)-decomposition algebra over a
field k. For each linear character χ ∈ Hom(G, k×) and each i ∈ I, we define an
automorphism of A as follows:
τi,χ : A→ A : a 7→ χ(ξ(x))a for all x ∈ X and all a ∈ Aix.
Since A =
⊕
xA
i
x, this determines τi,χ, and the fact that this map is an automor-
phism of A follows from the fusion law and its G-grading. The subgroup of Aut(A)
generated by all τi,χ for i ∈ I and all χ ∈ Hom(G, k×) is called the Miyamoto group
of the decomposition algebra (with respect to the grading ξ).
The definition of decomposition algebras originates from the theory of axial
algebras. These are decomposition algebras where the decomposition are given
by eigenspace decompositions of operators of the form
ada : A→ A : b 7→ ab
for certain elements a ∈ A, called axes. Axial decomposition algebras fulfill the role
of axial algebras within the framework of decomposition algebras. They are more
general than axial algebras since we only demand that these operators ada act as
a scalar on each part of the decomposition, allowing the possibility that some of
these scalars coincide.
Definition 6.5 ([DMPSVC20, §5]). Let F = (X,⊛) be a fusion law with a distin-
guished unit 1 ∈ X .
(i) Let
⊕
x∈X Ax be an F -decomposition of a k-algebra A. We call a nonzero
element a ∈ A1 an axis for this decomposition if there exist scalars νx for
each x ∈ X such that
ab = νxb
for all b ∈ Ax. The map ν : X 7→ k : x 7→ νx is called the evaluation map of
the axis.
(ii) An axial decomposition algebra with evaluation map ν : X 7→ k : x 7→ νx
is a quadruple (A, I,Ω, e) such that (A, I,Ω) is a decomposition algebra and
e : I → A is a map such that for each i ∈ I, ei := e(i) is an axis for the
decomposition A =
⊕
x∈X A
i
x with evaluation map ν.
We end this section by providing a procedure to obtain a decomposition algebra
out of an algebra on which a group or Lie algebra acts by automorphisms.
Lemma 6.6. Let G be a finite group or complex semisimple Lie algebra. Let A be
an algebra for G, i.e., a complex G-representation equipped with a G-equivariant
bilinear product. Let A =
⊕
x∈X Ax be the decomposition of A into G-isotypic
components. This means that for each x ∈ X we have Ax = nWx 6= 0 for some
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n ∈ N \ {0} and some irreducible G-representation Wx and Wx ≇ Wy for x 6= y.
Define
⊛ : X ×X → 2X : (x, y) 7→ {z ∈ X | HomG(Wx ⊗Wy,Wz) 6= 0}
where HomG stands for the space of homomorphisms of G-representations. Then⊕
x∈X Ax is an (X,⊛)-decomposition of A.
Proof. The case where G is a group follows from [DMPSVC20, Theorem 7.4]. The
case where G is a complex semi-simple Lie algebra is proven analogously. 
Remark 6.7. Determining whether HomG(Wx ⊗Wy ,Wz) 6= 0 can be done using
character theory. If G is a finite group and χx, χy and χz are the respective charac-
ters ofWx, Wy and Wz then HomG(Wx⊗Wy,Wz) 6= 0 if and only if 〈χxχy, χz〉 6= 0
where 〈 , 〉 denotes the inner product on the space of class functions of G. A similar
argument works of G is a semisimple complex Lie algebra where we have to use
formal characters [Hum72, §22.5]. For a group or semisimple Lie algebra G, we
write Irr(G) for its set of irreducible characters.
We will use this lemma to obtain a “global decomposition” and a class of “local
decompositions” for our algebra.
Definition 6.8. Let G be a finite group or a complex semisimple Lie algebra. Let
I be an index set and (Hi | i ∈ I) an I-tuple of conjugate subgroups or conjugate
semisimple subalgebras respectively. Let A be an algebra for G.
(i) Apply Lemma 6.6 to the group G and the algebra A to obtain a decompo-
sition A =
⊕
x∈Xg
Ax of the algebra A. Its components are the G-isotypic
components of A as G-representation. We call this decomposition the global
decomposition of A with respect to G. Denote the fusion law by (Xg,⊛).
(The subscript “g” stands for “global”. In Sections 7 and 8 we will denote
elements of Xg by letters.)
(ii) Apply Lemma 6.6 to each Hi to obtain a decomposition A =
⊕
x∈Xl
Aix for
each i ∈ I. Note that these decompositions are all conjugate since we assume
the Hi’s to be conjugate. Therefore, we can index these these decomposition
by the same index set Xl. We call these decompositions the local decompo-
sitions of A with respect to (Hi | i ∈ I). Also the corresponding fusion law
(Xl,⊛) does not depend on i ∈ I. (The subscript “l” stands for “local”. In
Sections 7 and 8 we will denote elements of Xl by numbers.)
We combine the global decomposition with each of the local decompositions to
obtain a new decomposition which is a “refinement” of both.
Lemma 6.9. Consider the situation of Definition 6.8. For each x ∈ Xg, y ∈ Xl
and i ∈ I let Aix,y = Ax∩Aiy. Let F be the direct product of the fusion laws (Xg,⊛)
and (Xl,⊛). Then A =
⊕
x,y A
i
x,y is a F-decomposition of A for each i ∈ I.
Proof. Because each Hi is a subgroup or semisimple subalgebra of G, we have
that
⊕
y A
i
x,y must be the decomposition of Ax into Hi-isotypic components. This
proves that A =
⊕
x,y A
i
x,y is a decomposition of A. Since A =
⊕
x∈Xg
Ax is an
(Xg,⊛)-decomposition of A and A =
⊕
x∈Xl
Aix is an (Xl,⊛)-decomposition of A,
this decomposition is an F -decomposition. 
7. Decompositions of the zero weight subalgebra
The goal of this section is to give the algebra (J, ⋄) the structure of a decom-
position algebra. We will describe the general procedure and give the explicit
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decomposition for each of the possible types (An, Dn or En) afterwards. From now
on we will only consider the product ⋄ on the space J so will simply omit it from
our notation.
7.1. The general procedure. Note that J is the zero weight space of A as L-
representation. Therefore, the Weyl group W of L acts by automorphisms on
the algebra J; see Definition 3.12. We can use the ideas and terminology from
Definition 6.8 to obtain a decomposition algebra.
Definition 7.1. (i) For each α ∈ Φ+ let CW (sα) be the centralizer in W of the
reflection sα. Since Φ is irreducible and simply laced, these subgroups are
conjugate inside W .
(ii) Let
⊕
x∈X0g
Jx be the global decomposition of J with respect to W , cf. Def-
inition 6.8. Denote its global fusion law by (X0g ,⊛). Let
⊕
x∈X0
l
Jαx be the
local decompositions of J with respect to (CW (sα) | α ∈ Φ+). Write (X0l ,⊛)
for the corresponding fusion law.
(iii) As in Lemma 6.9 let Jαx,y := Jx ∩ Jαy for x ∈ X0g and y ∈ X0l . Let F0 be
the direct product of the fusion laws (X0g ,⊛) and (X
0
l ,⊛). Write Ω0 for
the Φ+-tuple of F0-decompositions
⊕
x,y J
α
x,y. Then (J,Φ
+,Ω0) is an F0-
decomposition algebra.
We prove that CW (sα) is a reflection subgroup of W , this is, a subgroup gener-
ated by reflections. This makes it easier to determine the local decompositions and
their fusion law.
Proposition 7.2. For each α ∈ Φ+, the centralizer CW (sα) is a reflection subgroup
of W . It is generated by the reflections sβ for which κ(α, β) = 0 or β = ±α. Its
Dynkin diagram can be obtained by removing the neighbors of the extending node
from the extended Dynkin diagram of Φ.
Proof. Recall that the extending node of the Dynkin diagram corresponds to the
negative of the highest root [Bou02, Chapter VI, § 3]. Since W acts transitively on
Φ, it suffices to prove this when α is the highest root of Φ. For w ∈ W , we have
wsα = sα if and only if w fixes the hyperplane orthogonal to α. This means that w
must map α to ±α. From [Hum72, § 10.3, Lemma B] it follows that those w that
fix α must be a product of reflections sβ with κ(α, β) = 0. Since sα(α) = −α, this
proves the statement. 
Remark 7.3. The following table gives the type of the subsystem
{±α} ∪ {β ∈ Φ | κ(α, β) = 0}
for each of the possible types of Φ.
W CW (sα)
An(n ≥ 3) A1 ×An−2
Dn(n ≥ 4) D2 ×Dn−2
E6 A1 ×A5
E7 A1 ×D6
E8 A1 × E7
Here we use the convention that D2 ∼= A1 ×A1 and D3 ∼= A3.
The fusion law F0 is Z/2Z-graded and the corresponding Miyamoto group of the
F0-decomposition algebra from Definition 7.1 is isomorphic to W . First we prove
that the fusion law (X0l ,⊛) is Z/2Z-graded.
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Lemma 7.4. The fusion law (X0l ,⊛) has a non-trivial Z/2Z-grading ξ : X
0
l →
Z/2Z. Let χ be the non-trivial linear C-character of Z/2Z. The Miyamoto map
τα,χ of (J,Φ
+,Ω0) is precisely the element sα in its action on J.
Proof. This follows from [DMPSVC20, Example 7.3]. 
This Z/2Z-grading induces a Z/2Z-grading of the fusion law F0.
Definition 7.5. The Z/2Z-grading ξ of (X0l ,⊛) from Lemma 7.4 induces a Z/2Z-
grading of F0:
ξ : F0 → Z/2Z : (x, y) 7→ ξ(y).
Proposition 7.6. Let (J,Φ+,Ω0) be the F0-decomposition algebra from Defini-
tion 7.1. The Miyamoto group with respect to the grading of F0 from Definition 7.5
is the Weyl group W in its action on J.
Proof. This follows from the definitions and Lemma 7.4. 
Remark 7.7. There are two ways to refine the decomposition and fusion law.
(i) Of course, many of the intersections Jαx,y = Jx ∩ Jαy for x ∈ X0g and y ∈ X0l
are trivial. Therefore, we can omit them from our fusion law.
(ii) Instead of considering the global decomposition with respect to W , we can
consider the global decomposition with respect to the automorphism group
Aut(Φ) of the root system Φ. If the Dynkin diagram of Φ admits a non-
trivial graph automorphism, then this group is possibly larger than W but
still acts by automorphisms on J. This leads to another global decomposition⊕
x∈Xa
Jx with fusion law (X
0
a ,⊛). Let J
α
x,y,z := Jx ∩ Jy ∩ Jαz for x ∈ X0a ,
y ∈ X0g and z ∈ X0l . Then
⊕
x,y,z J
α
x,y,z will be a decomposition of J whose
fusion law is the direct product of (X0a ,⊛), (X
0
g ,⊛) and (X
0
l ,⊛).
It would be cumbersome to include all the computations that were needed to
obtain the explicit decompositions. Instead, we will only present the results, hoping
that the reader can fill in the details if necessary. First, we give a construction for
the simply laced root systems.
Example 7.8. (i) Consider a Euclidean space E of dimension n + 1 and pick
an orthonormal basis b0, b1, . . . , bn for E. Then
Φ = {bi − bj | 0 ≤ i, j ≤ n, i 6= j〉}
is a root system in the subspace consisting of the vectors
∑n
i=0 λibi for which∑n
i=0 λi = 0. The following vectors form a base for Φ.
b0 − b1 b1 − b2 bn−2 − bn−1 bn−1 − bn
With respect to this base, we have Φ+ = {bi − bj | 0 ≤ i < j ≤ n}. This
root system is of type An. The action of its Weyl group can be extended
to E such that it permutes the basis elements {b0, . . . , bn}. This defines an
isomorphism with the symmetric group Sn+1 on n+ 1 elements.
(ii) Let b1, . . . , bn be an orthonormal basis for a Euclidean space of dimension n.
Then
Φ = {±bi ± bj | 1 ≤ i, j ≤ n, i 6= j}
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forms a root system of typeDn. A base for Φ is given by the following vectors.
b1 − b2 b2 − b3 b3 − b4
bn−1 − bn
bn−1 + bn
bn−2 − bn−1
We have Φ+ = {bi ± bj | 1 ≤ i < j ≤ n}.
Consider the subgroup Wn of GL(E) generated by the the elements θ for
which there exists a permutation π of {1, . . . , n} such that θ(bi) = ±bπ(i) for
all 1 ≤ i ≤ n. Then Wn is a split extension of Sn by an elementary abelian
2-group of order 2n. The Weyl group of Φ is an index 2 subgroup of Wn. It
consists of those elements of Wn that have determinant one. We denote this
group by W ′n. It is an extension of Sn by an elementary abelian 2-group of
order 2n−1.
(iii) Let E be a Euclidean space of dimension 8 and {b1, . . . , bn} an orthonormal
basis for E. Then
Φ = {±bi ± bj | 1 ≤ i, j ≤ 8} ∩ { 12
∑8
i=1 ǫibi | ǫi = ±1,
∏8
i=1 ǫi = −1}
is a root system of type E8. Consider the roots:
α1 :=
1
2 (−b1 − b2 − b3 − b4 − b5 + b6 + b7 + b8),
α2 :=
1
2 (−b1 − b2 − b3 + b4 + b5 + b6 + b7 + b8).
Then following roots form a base for Φ.
α1
b5 + b6
b5 − b6 b4 − b5 b3 − b4 b2 − b3 b1 − b2 −b1 − b8
The roots contained in the subspace of vectors
∑8
i=1 λibi satisfying λ7 = λ8
form a root system of type E7. We have the following base for this root
system.
α1
b5 + b6
b5 − b6 b4 − b5 b3 − b4 b2 − b3 b1 − b2
Next, we consider the roots contained in the subspace of vectors
∑8
i=1 λibi
satisfying λ7 = λ8 and
∑6
i=1 λi = 0. They form a root system of type E6. A
base for this root system is given by the following roots.
b1 − b2
α2
b2 − b3 b3 − b4 b4 − b5 b5 − b6
The necessary information about the character theory of Weyl groups can be
found in [GP00]. The irreducible characters of Weyl groups of type An and Dn can
be described using compositions and partitions.
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Definition 7.9. A composition of a positive integer n is an ordered sequence λ =
(λ1, . . . , λr) such that |λ| :=
∑r
i=1 λi = n. A partition of a positive integer n
is an unordered sequence λ = [λ1, . . . , λr] such that |λ| :=
∑r
i=1 λi = n. For a
composition λ we write [λ] for its corresponding partition. For each partition we
define a corresponding integer a(λ), called the a-invariant of λ, by the formula
a(λ) :=
∑
1≤i<j≤r
min{λi, λj}.
If we order the sequence λ such that λ1 ≥ λ2 ≥ · · · ≥ λr then a(λ) =
∑r
i=1(i−1)λi.
Let us now describe the characters of the Weyl group of type An, which is
isomorphic to the symmetric group on n + 1 elements; see Example 7.8 (i). Note
that we use the notation IndGH(χ) and Res
G
H(χ) for induced, respectively restricted,
characters for groups H ≤ G.
Definition 7.10. Let λ = (λ1, . . . , λr) be a composition of n + 1. We denote by
Sλ the subgroup of Sn+1 that permutes amongst themselves the first λ1 numbers,
the next λ2 numbers and so on. Denote by 1λ the trivial character of Sλ. Then we
can index the irreducible characters of Sn+1 by the partitions of n + 1. We write
χµ for the character corresponding to the partition µ. This can be done in such a
way that
Ind
Sn+1
Sλ
(1λ) = χ[λ] + a linear combination of χµ with a(µ) < a([λ]).
See [GP00, Theorem 5.4.7, p. 158] for a proof of this fact.
The characters of the Weyl group of type Dn can be described in a similar
manner. Recall the definitions of the groups Wn and W
′
n from Example 7.8 (ii).
Definition 7.11. The irreducible characters of Wn can be indexed by pairs (λ, µ)
of partitions such that |λ| + |µ| = n. We allow that |λ| = n or |µ| = n and in
that case we write ∅ for the other partition. We write χ(λ,µ) for the character of
Wn corresponding to the partition (λ, µ). If λ 6= µ then the restriction χ′(λ,µ) :=
ResWnW ′n χ(λ,µ) is an irreducible character of W
′
n. We have χ
′
(λ,µ) = χ
′
(µ,λ). If λ = µ,
then ResWnW ′n χ(λ,λ) is the sum of two distinct irreducible characters for W
′
n. We
will denote these by χ(λ,+) and χ(λ,−). These characters exhibit all irreducible
characters of W ′n.
Next, we illustrate how we can compute the representation fusion law for these
groups. We will do this for the Weyl group of type An or, equivalently, the sym-
metric group on n + 1 elements. In order to determine the representation fusion
law of a group G, it suffices, by Remark 6.7, to decide whether 〈χ1χ2, χ3〉 = 0 for
χ1, χ2, χ3 ∈ Irr(G). To this end, we can use the following lemma.
Lemma 7.12. Let λ be a composition of n+ 1 and ψ, ψ′ ∈ Irr(Sn+1). Then
〈χ[λ]ψ, ψ′〉 = 〈IndSn+1Sλ Res
Sn+1
Sλ
ψ, ψ′〉 − 〈(IndSn+1Sλ 1λ − χ[λ])ψ, ψ′〉.
Proof. We have
χ[λ]ψ = (Ind
Sn+1
Sλ
1λ)ψ − (IndSn+1Sλ 1λ − χ[λ])ψ,
= Ind
Sn+1
Sλ
Res
Sn+1
Sλ
ψ − (IndSn+1Sλ 1λ − χ[λ])ψ.
This proves the statement. 
We can compute the irreducible constituents of Ind
Sn+1
Sλ
Res
Sn+1
Sλ
ψ and Ind
Sn+1
Sλ
1λ
using the Littlewood–Richardson rule; see [GP00, § 6.1]. Re
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corresponding to the irreducible consituents of Ind
Sn+1
Sλ
1λ − χ[λ] have a-invariant
less than a([λ]). Therefore we can use induction on the a-invariant of [λ] to compute
〈χ[λ]ψ, ψ′〉.
Determining the representation fusion law for W ′n is a bit more cumbersome but
the same technique applies. The necessary background can be found in [GP00, § 5.5,
§ 5.6 and § 6.1].
We are now ready to give local and global decompositions of (J, ⋄) and their
fusion law. Note that this does only depend on the structure of J as a representation
for the Weyl group W .
For each of the possible types, we will give the following information:
(i) some more notation about the root system that allows to describe the de-
compositions;
(ii) the global decomposition
⊕
x∈X0g
Jx (elements of X
0
g will be denoted by let-
ters);
(iii) the characters and dimensions of the W -representations Jx for x ∈ X0g ;
(iv) the global fusion law (X0g ,⊛);
(v) the elements of the full decomposition
⊕
x∈F J
α
x with respect to a root α;
from this the local decomposition
⊕
i∈X0
l
Jαi can be derived (elements of X
0
l
will be denoted by numbers);
(vi) the characters and dimensions of the CW (sα)-representations J
α
i for i ∈ X0l ;
(vii) the local fusion law (X0l ,⊛).
7.2. Type An.
(i) We use the description of the root system of type An from Example 7.8 (i).
Denote the orthogonal projection onto 〈Φ〉 = 〈bi− bj | 0 ≤ i, j ≤ n〉 of a basis
vector bi by b
′
i. We identify J with S
2(H) = S2(〈Φ〉) using Proposition 3.5.
We will give the full decomposition
⊕
x∈F J
α
x with respect to the root α :=
b0−bn. This is the highest root with respect to the base from Example 7.8 (i).
We use the isomorphisms W ∼= Sn+1 and CW (sα) ∼= S2 × Sn−1 to describe
the characters.
(ii)
Ja := 〈
n∑
i=0
b′ib
′
i〉
Jb := 〈b′ib′i − b′jb′j | 0 ≤ i, j ≤ n〉
Jc := 〈(bi − bj)(bk − bl) | 0 ≤ i, j, k, l ≤ n, {i, j} ∩ {k, l} = ∅〉
(iii)
Component Character Dimension
Ja χ[n+1] 1
Jb χ[n,1] n
Jc χ[n−1,2]
n2−n−2
2
Table 1. Characters and dimensions for the global decom-
position of J for type An.
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(iv)
⊛ a b c
a a b c
b b a, b, c b, c‡
c c b, c‡ a, b‡, c
Table 2. The fusion law (X0g ,⊛) for type An. Entries
marked with ‡ should be left out for n = 3.
(v)
Jαa,1 := 〈
n∑
i=0
b′ib
′
i〉
Jαb,1 := 〈(n+ 1)(b′0b′0 + b′nb′n)− 2
n∑
k=0
b′kb
′
k〉
Jαb,2 := 〈b′kb′k − b′lb′l | 1 ≤ k, l ≤ n− 1〉
Jαb,4 := 〈b′0b′0 − b′nb′n〉
Jαc,1 := 〈nb′0b′0 + nb′nb′n + n(n− 1)b′0b′n −
n∑
k=0
b′kb
′
k〉
Jαc,2 := 〈((n− 1)(b′0 + b′n) + 2(b′k + b′l))(b′k − b′l) | 1 ≤ k, l ≤ n− 1〉
Jαc,3 := 〈(b′k1 − b′l1)(b′k2 − b′l2) | 1 ≤ k1, k2, l1, l2 ≤ n− 1,{k1, l1} ∩ {k2, l2} = ∅〉
Jαc,5 := 〈(b′0 − b′n)(b′k − b′l) | 1 ≤ k, l ≤ n− 1〉
(vi)
Component Character Dimension
Jα1 3 · χ[2] × χ[n−1] 3 · 1
Jα2 2 · χ[2] × χ[n−2,1] 2 · (n− 2)
Jα3 χ[2] × χ[n−3,2] n
2−5n−4
2
Jα4 χ[1,1] × χ[n−1] 1
Jα5 χ[1,1] × χ[n−2,1] n− 2
Table 3. Characters and dimensions for the local decom-
position of J for type An.
(vii)
⊛ 1 2 3† 4 5
1 1 2 3† 4 5
2 2 1, 2‡, 3† 2†, 3† 5 4, 5‡
3† 3† 2†, 3† 1†, 2†, 3† ∅ 5†
4 4 5 ∅ 1 2
5 5 4, 5‡ 5† 2 1, 2‡, 3†
Table 4. The fusion law (X0l ,⊛) for type An. Entries
marked with ‡ should be left out for n = 3 and those marked
with † should be left out for n ∈ {3, 4}.
7.3. Type Dn.
(i) The root system of type Dn is described in Example 7.8 (ii). Once again, we
identify J with S2(H) = S2(〈Φ〉) using the isomorphism from Proposition 3.5.
Local decompositions will be given with respect to the root α := b1 + b2, the
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highest root with respect to the base from Example 7.8 (ii). We use the
isomorphismsW ∼= W ′n and CW (sα) ∼= W ′2×W ′n−2 to describe the characters
of W and CW (sα). For the global decomposition, we make a distinction
between n = 4 and n > 4. For the local decomposition, we restrict to
n > 6. The given decomposition remain decomposition for n ∈ {4, 5, 6} but
the components are not isotypic.
(ii) n = 4
Ja := 〈
4∑
i=1
bibi〉
Jb := 〈bibi − bjbj | 1 ≤ i, j ≤ 4〉
Jc := 〈bibj + bkbl | {i, j, k, l} = {1, 2, 3, 4}〉
Jd := 〈bibj − bkbl | {i, j, k, l} = {1, 2, 3, 4}〉
n > 4
Ja := 〈
n+1∑
i=1
bibi〉
Jb := 〈bibi − bjbj | 1 ≤ i < j ≤ n〉
Jc := 〈bibj | 1 ≤ i < j ≤ n〉
(iii) n = 4
Component Character Dimension
Ja χ
′
([4],∅) 1
Jb χ
′
([3,1],∅) 3
Jc χ([2],+) 3
Jd χ([2],−) 3
Table 5. Characters and dimensions for the global decom-
position of J for type D4.
n > 4
Component Character Dimension
Ja χ
′
([n],∅) 1
Jb χ
′
([n−1,1],∅) n− 1
Jc χ
′
([n−2],[2])
n(n−1)
2
Table 6. Characters and dimensions for the global decom-
position of J for type Dn (n > 4).
(iv) n = 4
⊛ a b c d
a a b c d
b b a, b d c
c c d a, c b
d d c b a, d
Table 7. The fusion law (X0g ,⊛) for type D4.
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n > 4
⊛ a b c
a a b c
b b a, b c
c c c a, b, c
Table 8. The fusion law (X0g ,⊛) for type Dn (n > 4).
(v) n > 6
Jαa,1 := 〈
n+1∑
i=1
bibi〉
Jαb,1 := 〈n(b1b1 + b2b2)− 2
n∑
k=1
bkbk〉
Jαb,2 := 〈bkbk − blbl | 3 ≤ k, l ≤ n〉
Jαb,6 := 〈b1b1 − b2b2〉
Jαc,1 := 〈b1b2〉
Jαc,3 := 〈bkbl | 3 ≤ k < l ≤ n〉
Jαc,4 := 〈(b1 + b2)bk | 3 ≤ k ≤ n〉
Jαc,5 := 〈(b1 − b2)bk | 3 ≤ k ≤ n〉
(vi) n > 6
Component Character Dimension
J1 3 · χ′([2],∅) × χ′([n−2],∅) 3 · 1
J2 χ
′
([2],∅) × χ′([n−3,1],∅) n− 3
J3 χ
′
([2],∅) × χ′([n−4],[2]) n
2−5n+6
2
J4 χ([1],+) × χ′([n−3],[1]) n− 2
J5 χ([1],−) × χ′([n−3],[1]) n− 2
J6 χ
′
([1,1],∅) × χ′([n−2],∅) 1
Table 9. Characters and dimensions for the local decom-
position of J for type Dn (n > 6).
(vii) n > 6
⊛ 1 2 3 4 5 6
1 1 2 3 4 5 6
2 2 1, 2 3 4 5
3 3 3 1, 2, 3 4 5
4 4 4 4 1, 2, 3 6 5
5 5 5 5 6 1, 2, 3 4
6 6 5 4 1
Table 10. The fusion law (X0l ,⊛) for type Dn (n > 6).
Remark 7.13. Observe that the local decomposition with respect to α = b1 + b2
is the same as the one with respect to b1 − b2 up to the order of the terms. This
is due to the fact that the centralizers of their corresponding reflections are equal.
As a result, the local fusion law is Z/2Z× Z/2Z-graded.
7.4. Type En.
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(i) We use the description and notation for the root systems of type En from
Example 7.8 (iii). As usual, we identify J with S2(H). Local decompositions
will be given with respect to the highest root corresponding to the base from
Example 7.8 (iii). Those are the roots b7+b8, b7+b8 and b7−b8 for n = 6, 7, 8
respectively. The characters of the Weyl groups are given in the notation
from [GP00, Table C.4 to C.6]. Also recall the Frobenius form BA for J from
Definition 3.10.
(ii)
Ja := 〈id ∈ J〉
Jb := 〈v ∈ J | BA(v, id) = 0〉
(iii) n = 6
Component Character Dimension
Ja 1p 1
Jb 20p 20
Table 11. Characters and dimensions for the global decom-
position of J for type E6.
n = 7
Component Character Dimension
Ja 1a 1
Jb 27a 27
Table 12. Characters and dimensions for the global decom-
position of J for type E7.
n = 8
Component Character Dimension
Ja 1x 1
Jb 35x 35
Table 13. Characters and dimensions for the global decom-
position of J for type E8.
(iv)
⊛ a b
a a b
b b a, b
Table 14. The fusion law (X0g ,⊛) for type En.
(v) n = 6
Jαa,1 := 〈
8∑
i=1
bibi〉
Jαb,1 := 〈(b7 + b8)(b7 + b8)−
1
3
8∑
i=1
bibi〉
Jαb,2 := 〈b′ib′i − b′jb′j | 1 ≤ i < j ≤ 6〉
Jαb,3 := 〈(bi − bj)(bk − bl) | 1 ≤ i, j, k, l ≤ 6, {i, j} ∩ {k, l} = ∅〉
Jαb,5 := 〈(b7 + b8)(bi − bj) | 1 ≤ i < j ≤ 6〉
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n = 7
Jαa,1 := 〈id ∈ J〉
Jαb,1 := 〈(b7 + b8)(b7 + b8)−
2
7
8∑
i=1
bibi〉
Jαb,2 := 〈bibi − bjbj | 1 ≤ i < j ≤ 6〉
Jαb,3 := 〈bibj | 1 ≤ i < j ≤ 6〉
Jαb,5 := 〈(b7 + b8)bi | 1 ≤ i ≤ 6〉
n = 8
Jαa,1 := 〈id ∈ J〉
Jαb,1 := 〈αα−
1
4
8∑
i=1
bibi〉
Jαb,3 := 〈vw −
κ(v, w)
7
8∑
i=1
bibi +
κ(v, w)
14
αα | v, w ∈ α⊥〉
Jαb,5 := 〈αv | v ∈ α⊥〉
(vi) n = 6
Component Character Dimension
Jα1 2 · χ[2] × χ[6] 2 · 1
Jα2 χ[2] × χ[5,1] 5
Jα3 χ[2] × χ[4,2] 9
Jα5 χ[1,1] × χ[5,1] 5
Table 15. Characters and dimensions for the local decom-
position of J for type E6.
n = 7
Component Character Dimension
Jα1 2 · χ[2] × χ([6],∅) 2 · 1
Jα2 χ[2] × χ([5,1],∅) 5
Jα3 χ[2] × χ([4],[2]) 15
Jα5 χ[1,1] × χ([5],[1]) 6
Table 16. Characters and dimensions for the local decom-
position of J for type E7.
n = 8
Component Character Dimension
Jα1 2 · χ[2] × 1a 2 · 1
Jα3 χ[2] × 27a 27
Jα5 χ[1,1] × 7′a 7
Table 17. Characters and dimensions for the local decom-
position of J for type E8.
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(vii) n = 6
⊛ 1 2 3 5
1 1 2 3 5
2 2 1, 2, 3 2, 3 5
3 3 2, 3 1, 2, 3 5
5 5 5 5 1, 2, 3
Table 18. The fusion law (X0l ,⊛) for type E6.
n = 7
⊛ 1 2 3 5
1 1 2 3 5
2 2 1, 2 3 5
3 3 3 1, 2, 3 5
5 5 5 5 1, 2, 3
Table 19. The fusion law (X0l ,⊛) for type E7.
n = 8
⊛ 1 3 5
1 1 3 5
5 3 1, 3 5
5 5 5 1, 3
Table 20. The fusion law (X0l ,⊛) for type E8.
8. A decomposition of the algebra
In this section we will give the whole algebra (A, ∗) the structure of a de-
composition algebra. Once again, we apply the techniques from Definition 6.8
and Lemma 6.9. This time, we will use the fact that (A, ∗) is an algebra for L.
As for the decompositions of the zero weight subalgebra, we will first illustrate the
general procedure and give the results for each of the possible types afterwards.
8.1. The general procedure. In order to use Definition 6.8, we look for a class
of conjugate subalgebras of L to obtain local decompositions. Recall the notation
for a Chevalley basis from Definition 1.3. Since we used the reflection subgroups
CW (sα) = NW (〈sα〉) to obtain local decompositions of J in Section 7, a natural
candidate are the subalgebras of the form NL(〈hα, eα, e−α〉).
Definition 8.1. Let I be the class of subalgebras of L conjugate to the subalgebra
〈hα, eα, e−α〉 for some α ∈ Φ. Note that i ∼= sl2(C) for each i ∈ I.
Proposition 8.2. Let α ∈ Φ. Consider the subalgebra i = 〈〈eα, e−α〉〉 of L. Then
NL(i) = H ⊕ 〈eβ | β ∈ {±α} ∪ {β ∈ Φ | κ(α, β) = 0}〉.
In particular NL(i) is reductive for each i ∈ I.
Proof. Let H be the Cartan subalgebra from Definition 1.3. Clearly we have H ≤
NL(i). Thus H normalizes NL(i). As a result, the subalgebra NL(i) must be a
direct sum of common eigenspaces of the adjoint action of H. This means that
NL(i) is of the form
H⊕ 〈eβ | β ∈ S〉
for some S ⊆ Φ. The first assertion follows because eβ ∈ NL(i) for β ∈ Φ if and only
if β ∈ {±α} ∪ {β ∈ Φ | κ(α, β) = 0}. Now NL(i) is reductive by [Bou05, § VIII.3
Proposition 2]. Since all elements i ∈ I are conjugate, the same is true for the
subalgebras NL(i). 
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Definition 8.3. Let I be as in Definition 8.1. For each i ∈ I, let
Li := [NL(i), NL(i)].
By Proposition 8.2 and [Bou89, Chapter I, § 6.3, Proposition 5] the subalgebra Li
is semisimple. For example, we have
L〈〈eαe−α〉〉 = 〈〈eβ | β ∈ {±α} ∪ {β ∈ Φ | κ(α, β) = 0}〉〉.
Since all elements i ∈ I are conjugate, so are all Li for i ∈ I.
Remark 8.4. The type of L〈〈eα,e−α〉〉 is given by Remark 7.3. Note that the Weyl
group of L〈〈eα,e−α〉〉 is precisely CW (sα) by Proposition 7.2.
Definition 8.5. (i) Let
⊕
x∈Xg
Ax be the global decomposition of A with re-
spect to L. Denote its fusion law by (Xg,⊛). Let
⊕
x∈Xl
Aix be the local
decomposition of A with respect to (Li | i ∈ I). Let (Xl,⊛) the correspond-
ing fusion law.
(ii) For each x ∈ Xg and y ∈ Xl, let Aix,y := Ax ∩Aiy as in Lemma 6.9. Let F be
the direct product of the fusion laws (Xg,⊛) and (Xl,⊛). Then we know by
Lemma 6.9 that
⊕
x,y A
i
x,y is an F -decomposition of A. Let Ω be the I-tuple
of these decompositions. Then (A, I,Ω) is an F -decomposition algebra.
As in Section 7 we will define a Z/2Z-grading of the fusion law F and determine
the corresponding Miyamoto group of the F -decomposition algebra (A, I,Ω). In
Section 7 we obtained the Z/2Z-grading from Lemma 7.4 implicitly by restriction
to the central subgroup 〈sα〉 ≤ CW (〈sα〉). Similarly, we will obtain a Z/2Z-grading
by restricting to i ≤ Li.
Definition 8.6. (i) Let i ∈ I. Recall that i ∼= sl2(C). Let h ∈ i be one of
the two coroots with respect to some Cartan subalgebra of i. Write V for
the standard representation of i. Then the eigenvalues for the action of the
element h on V are 1 and −1. Therefore the eigenvalues of the adjoint action
of h on V ⊗n are odd (respectively even) integers if n is odd (respectively even).
Since any irreducible representation of i is some subrepresentation of V ⊗n for
some n ∈ N, this divides the irreducible representations into two parts. The
irreducible representations of i for which the eigenvalues of the action of h
are odd (respectively even), are called odd (respectively even) representations.
Also note that the tensor product of two odd (or two even) representations
is a direct sum of even representations and that the tensor product of an
odd and an even representation is a direct sum of odd representations. See
also [FH91, §11.8 p. 150].
(ii) Obviously, i is an ideal of Li. Therefore, the Li-representationsAix for x ∈ Xl,
restricted to i, are isomorphic to nWx for some irreducible representationWx
of i and some n ∈ N. Now define
ξ : Xl → Z/2Z : x 7→
{
0 if Wx is even,
1 if Wx is odd.
Lemma 8.7. The map ξ induces a non-trivial Z/2Z-grading of the fusion law
(Xl,⊛).
Proof. The tensor product of two odd (or two even) representations is a direct sum
of even representations and the tensor product of an odd and an even represen-
tation is a direct sum of odd representations. Since (Xl,⊛) is the representation
fusion law on Xl, it follows that ξ defines a grading of (Xl,⊛). To prove that
this grading is non-trivial it suffices to show that the A has an odd irreducible
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〈〈eα, e−α〉〉-subrepresentation. Equivalently, we need to show that one of the co-
roots of 〈〈eα, e−α〉〉, e.g. hα, has an eigenvector in A with an odd eigenvalue. Since
e.g. hα · [h]β = [h]β for any roots α, β ∈ Φ with κ(α, β) = 1 and any h ∈ H, it
follows that the grading is non-trivial. 
This grading induces a non-trivial grading of F .
Definition 8.8. The Z/2Z-grading ξ of (Xl,⊛) induces a Z/2Z-grading of F :
ξ : Xg ×Xl → Z/2Z : (x, y) 7→ ξ(y).
Now we determine the corresponding Miyamoto group of the F -decomposition
algebra (A(Φ), I,Ω). It turns out that this Miyamoto group is isomorphic to the
group of inner automorphism (this is, the adjoint Chevalley group) of L. We repeat
some terminology about inner automorphisms. We refer to [Ste68] for more details.
Definition 8.9. Let L be an arbitrary complex, semisimple Lie algebra. Let ρ :
L→ gl(V ) be a representation of L. Suppose that ℓ ∈ L such that ρ(ℓ) is nilpotent
which means that ρ(ℓ)
k
= 0 for some k ∈ N \ {0}. Let
exp(ρ(ℓ)) :=
k−1∑
i=0
ρ(ℓ)i
i!
.
Then exp(ρ(ℓ)) acts as an automorphism by conjugation on the Lie algebra ρ(L).
We call the subgroup of GL(V ) generated by these automorphisms for all possible
choices of ℓ the Chevalley group of (L, ρ) and denote it by Int(L, ρ). The isomor-
phism class of Int(L, ρ) only depends on the lattice Λ(ρ) spanned by the weights
of ρ. If Λ(ρ) is equal to the weight lattice of L, then we call Int(L, ρ) the fundamen-
tal Chevalley group of L and denote it by ÎntL. For any representation ρ of L there
exists an epimorphism ÎntL → Int(L, ρ) such that the kernel is contained in the
center of ÎntL. Any representation ρ of L can therefore be viewed as a representa-
tion for Înt(L). On the other hand, if Λ(ρ) is equal to the root lattice of L, then
IntL := Int(L, ρ) is called the adjoint Chevalley group of L. For any representation
ρ of L, there exist an epimorphism Int(L, ρ) → IntL with kernel contained in the
center of Int(L, ρ). If L is simple, then so is IntL.
The following example explains how the grading coming from odd and even
representations of sl2(C) gives rise to involutions.
Example 8.10. Consider a Lie algebra i ∼= sl2(C) together with its standard
2-dimensional representation ρ. Then Înt i = Int(i, ρ) ∼= SL2(C) while Int i ∼=
PSL2(C). Denote the unique non-trivial element in the center of Înt i by σi. Then
σi acts trivially on the representation ρ of i (viewed as a representation for Înt i) if
and only if the weight lattice Λ(ρ) is equal to the root lattice of i. More precisely,
σi acts as 1 (respectively −1) on the even (respectively odd) representations of i.
Now we are ready to determine the Miyamoto group of (A, I,Ω).
Theorem 8.11. Let Φ be an irreducible simply laced root system. Consider the
F-decomposition algebra (A, I,Ω) from Definition 8.5. The Miyamoto group of this
algebra corresponding to the Z/2Z-grading of F from Definition 8.8 is Int(L,A),
the adjoint Chevalley group of type Φ.
Proof. From the definition of the Z/2Z-grading of F (Definitions 8.6 and 8.8) and
Example 8.10, it follows that the action of τi,χ (with χ the non-trivial character of
Z/2Z) corresponds to the action of σi. This action is non-trivial by Lemma 8.7.
Since the index set I is closed under the action of IntL, the elements {σi | i ∈ I}
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form a conjugacy class of involutions of Int(L,A). Since the weights of A are
contained in the root lattice L, we have that Int(L,A) is isomorphic to the adjoint
Chevalley group of type Φ and therefore simple. So the group generated by the
Miyamoto maps must be isomorphic to it. 
Remark 8.12. Note that we have never used any information about the algebra
product ∗ on A. Indeed, the technique that we used here is applicable to any
algebra on which the Lie algebra L acts (non-trivially) by derivations, for example
the Lie algebra itself. It will be possible to give the algebra the structure of a
decomposition algebra with a Z/2Z-graded fusion law. If this grading is non-trivial
then the corresponding Miyamoto group will be a Chevalley group of type Φ (but
not necessarily adjoint).
Let us now give an overview of some of the techniques that we used to explicitly
obtain the local and global decompositions.
In Section 7, we described the decompositions of the zero weight space of A. We
can use the results from [Bro95, Corollary 1] and [Ree98] to extend these decom-
positions of J to decompositions in A. They introduce the terminology of small
modules which means that the double of a root is not a weight of the module. More
precisely, they prove that, if V is a small module for a semisimple Lie algebra L,
then its zero weight space is (almost always) irreducible as a representation for
the Weyl group of L. Note that A is small as a module for L or Li. If V is now
an irreducible subrepresentation of J for W (resp. CW (sα)), then it follows from
these results that the L-module (resp. L〈〈eα,e−α〉〉-module) generated by V is also
irreducible. Moreover, we can determine the highest weight of this module from
the character of V . This already helps to get a lot of components of the global and
local decompositions of A.
The representation fusion laws for L and Li can be determined using the results
from [FH91, § 25.3].
For each of the types An, Dn and En, we will continue to use the notation
introduced in the corresponding subsection of Section 7. In particular, we recall
the index sets X0g and X
0
l for the local and global decomposition. The global
decomposition can then be given as follows. For each x ∈ X0g we let Ax be the
L-submodule generated by Jx. From the discussion above, it follows that each
Ax is an isotypic component of the L-modules. In fact, these are all the isotypic
components of A as L-module. Therefore we can take X0g = Xg. We will give the
following additional information about the decompositions of A.
(i) For each isotypic component Ax for x ∈ X0g , we will give its highest weight
and dimension. We say that Ax has highest weight n ·w if Ax is the isotypic
component corresponding to the dominant weight w and the weight w has
multiplicity n in Ax. The weight w is given with respect to the basis of fun-
damental weights. We have ordered this basis with respect to the numbering
of the nodes of the Dynkin diagram from Fig. 1.
(ii) We give the global fusion law (Xg,⊛).
(iii) The full decomposition
⊕
(x,i)∈F A
i
x,i with respect to i := 〈〈eα, e−α〉〉 is given,
where α is the highest root as in Section 7. For (x, i) ∈ X0g ×X0l we let Ai(x,i)
be the Li-submodule generated by Jα(x,i). We extend X0l to Xl and give Ai(x,i)
for each x ∈ Xg and i ∈ Xl \X0l for which Ai(x,i) 6= 0.
(iv) We give the highest weight and dimension of each of the components of the
local decomposition
⊕
i∈Xl
Aii.
(v) Lastly, the local fusion law (Xl,⊛) is given.
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An
1 2 n− 1 n
Dn
1 2 n− 3
n− 1
n
n− 2
E6
1
2
3 4 5 6
E7
1
2
3 4 5 6 7
E8
1
2
3 4 5 6 7 8
Figure 1. Dynkin diagrams of the irreducible simply laced root
systems.
8.2. Type An. We restrict to the case where n > 3 for the global decomposition
and fusion law and to n > 5 for the local decomposition and fusion law.
(i)
Component Highest weight Dimension
Aa (0, 0, . . . , 0) 1
Ab (1, 0, . . . , 0, 1) n(n+ 2)
Ac (0, 1, 0, . . . , 0, 1, 0)
(n+2)(n+1)2(n−2)
4
Table 21. Highest weights and dimensions for the global
decomposition of A for type An (n > 3).
(ii)
⊛ a b c
a a b c
b b a, b, c b, c
c c b, c a, b, c
Table 22. The fusion law (Xg,⊛) for type An (n > 3).
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(iii)
Aib,8 := 〈[b′1 + b′i]b1−bi , [b′n+1 + b′i]bn+1−bi | 1 ≤ i ≤ n− 1〉
Aib,9 := 〈[b′1 + b′i]bi−b1 , [b′n+1 + b′i]bi−bn+1 | 1 ≤ i ≤ n− 1〉
Aic,6 := 〈xb1+bn+1−bi−bj | 1 ≤ i < j ≤ n− 1〉
Aic,7 := 〈xbi+bj−b1+bn+1 | 1 ≤ i < j ≤ n− 1〉
Aic,8 := 〈[b′1]bn+1−bi , [b′n+1]b1−bi | 1 ≤ i ≤ n− 1}〉
Aic,9 := 〈[b′1]bi−bn+1 , [b′n+1]bi−b1 | 1 ≤ i ≤ n− 1}〉
Aic,10 := 〈[b′i]b1−bj , [b′i]bn+1−bj , xb1+bi−bj−bk , xbn+1+bi−bj−bk |
1 ≤ i, j, k ≤ n− 1, |{i, j, k}| = 3〉
Aic,11 := 〈[b′i]bj−b1 , [b′i]bj−bn+1 , xbj+bk−b1−bi , xbj+bk−bn+1−bi |
1 ≤ i, j, k ≤ n− 1, |{i, j, k}| = 3〉
(iv)
Component Highest weight Dimension
Ai1 3 · (0; 0, . . . , 0) 3 · 1
Ai2 2 · (0; 1, 0, . . . , 0, 1) 2 · n(n− 2)
Ai3 (0; 0, 1, 0, . . . , 0, 1, 0)
n(n−1)2(n−4)
2
Ai4 (2; 0, . . . , 0) 3
Ai5 (2; 1, 0, . . . , 0, 1) 3n(n− 2)
Ai6 (0; 0, . . . , 0, 1, 0)
(n−1)(n−2)
2
Ai7 (0; 0, 1, 0, . . . , 0)
(n−1)(n−2)
2
Ai8 2 · (1; 0, . . . , 0, 1) 2 · 2(n− 1)
Ai9 2 · (1; 1, 0, . . . , 0) 2 · 2(n− 1)
Ai10 (1; 1, 0, . . . , 0, 1, 0) n(n− 1)(n− 3)
Ai11 (1; 0, 1, 0, . . . , 0, 1) n(n− 1)(n− 3)
Table 23. Highest weights and dimensions for the local de-
composition of A for type An (n > 5).
(v)
⊛ 1 2 3 4 5 6 7 8 9 10 11
1 1 2 3 4 5 6 7 8 9 10 11
2 2 1, 2, 3 2, 3 5 4, 5 6 7 8, 10 9, 11 8, 10 9, 11
3 3 2, 3 1, 2, 3 5 6 7 10 11 8, 10 9, 11
4 4 5 1, 4 2, 5 8 9 10 11
5 5 4, 5 5 2, 5 1, 2, 3, 4, 5 8, 10 9, 11 8, 10 9, 11
6 6 6 6 7‡ 1, 2, 3 8, 10 8, 10
7 7 7 7 1, 2, 3 6‡ 9, 11 9, 11
8 8 8, 10 10 8 8, 10 9, 11 6 1, 2, 4, 5 6 2, 3, 5
9 9 9, 11 11 9 9, 11 8, 10 1, 2, 4, 5 7 2, 3, 5 7
10 10 8, 10 8, 10 10 8, 10 9, 11 6 2, 3, 5 6 1, 2, 3, 4, 5
11 11 9, 11 9, 11 11 9, 11 8, 10 2, 3, 5 7 1, 2, 3, 4, 5 7
Table 24. The fusion law (Xl,⊛) for type An (n > 5).
Entries marked with ‡ should be left out for n 6= 7.
8.3. Type Dn. We restrict to the case where n > 5 for the global decomposition
and fusion law and to n > 7 for the local decomposition and fusion law.
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(i)
Component Highest weight Dimension
Aa (0, 0, . . . , 0) 1
Ab (2, 0, . . . , 0, 0) (2n− 1)(n+ 1)
Ac (0, 0, 0, 1, 0, . . . , 0)
(2n−3)(2n−1)(n−1)n
6
Table 25. Highest weights and dimensions for the global
decomposition of A for type Dn (n > 5).
(ii)
⊛ a b c
a a b c
b b a, b c
c c c a, b, c
Table 26. The fusion law (Xg,⊛) for type Dn (n > 5).
(iii)
Aib,7 := 〈[b1]±b1±bi , [b2]±b2±bi | 3 ≤ i ≤ n〉
Aic,7 := 〈[b2]±b1±bi , [b1]±b2±bi | 3 ≤ i ≤ n〉
Aic,8 := 〈[bk]±b1±bi , [bk]±b2±bi , x±b1±bi±bk±bl , x±b2±bi±bk±bl |
3 ≤ i, j, k ≤ n, |{i, j, k}| = 3〉
(iv)
Component Highest weight Dimension
Ai1 3 · (0; 0; 0, . . . , 0) 3 · 1
Ai2 (0; 0; 2, 0, . . . , 0) (2n− 5)(n− 1)
Ai3 (0; 0; 0, 0, 0, 1, 0, . . . , 0)
(2n−7)(2n−5)(n−3)(n−2)
6
Ai4 (2; 0; 0, 1, 0, . . . , 0) 3(2n− 5)(n− 2)
Ai5 (0; 2; 0, 1, 0, . . . , 0) 3(2n− 5)(n− 2)
Ai6 (2; 2; 0, . . . , 0) 9
Ai7 2 · (1; 1; 1, 0, . . . , 0) 2 · 8(n− 2)
Ai8 (1; 1; 0, 0, 1, 0, . . . , 0)
8(2n−5)(n−3)(n−2)
3
Table 27. Highest weights and dimensions for the local de-
composition of A for type Dn (n > 7).
(v)
⊛ 1 2 3 4 5 6 7 8
1 1 2 3 4 5 6 7 8
2 2 1, 2 3 4 5 7 8
3 3 3 1, 2, 3 4 5 8 7, 8
4 4 4 4 1, 2, 3, 4 6 5 7, 8 7, 8
5 5 5 5 6 1, 2, 3, 5 4 7, 8 7, 8
6 6 5 4 1, 6 7 8
7 7 7 8 7, 8 7, 8 7 1, 2, 4, 5, 6 3, 4, 5
8 8 8 7, 8 7, 8 7, 8 8 3, 4, 5 1, 2, 3, 4, 5, 6
Table 28. The fusion law (Xl,⊛) for type Dn (n > 7).
8.4. Type En.
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(i) n = 6
Component Highest weight Dimension
Aa (0, 0, 0, 0, 0, 0) 1
Ab (1, 0, 0, 0, 0, 1) 650
Table 29. Highest weights and dimensions for the global
decomposition of A for type E6.
n = 7
Component Highest weight Dimension
Aa (0, 0, 0, 0, 0, 0, 0) 1
Ab (0, 0, 0, 0, 0, 1, 0) 1539
Table 30. Highest weights and dimensions for the global
decomposition of A for type E7.
n = 8
Component Highest weight Dimension
Aa (0, 0, 0, 0, 0, 0, 0, 0) 1
Ab (1, 0, 0, 0, 0, 0, 0, 0) 3875
Table 31. Highest weights and dimensions for the global
decomposition of A for type E8.
(ii)
⊛ a b
a a b
b b a, b
Table 32. The fusion law (Xg,⊛) for type En.
(iii) n = 6
Let S = {β ∈ Φ | κ(α, β) = ±1}.
Aib,12 := 〈[b7 + b8]β | β ∈ S〉
Aib,13 := 〈[bi − bj ]β , xβ+bi−bj | 1 ≤ i < j ≤ 6, β ∈ S,
κ(bi + bj , β) = 1, κ(bi − bj , β) = 0〉
Aib,14 := 〈[bi − bj ]β , xβ+bi−bj | 1 ≤ i < j ≤ 6, β ∈ S,
κ(bi + bj, β) = −1, κ(bi − bj , β) = 0〉
n = 7
Also here we let S = {β ∈ Φ | κ(α, β) = ±1}.
Aib,9 := 〈[b7 + b8]β | β ∈ S〉
Aib,10 := 〈[γ]β , xβ+γ | γ = ±bi ± bj for 1 ≤ i < j ≤ 6, κ(γ, β) = 0〉
n = 8
Aib,6 := 〈[α]β | β ∈ Φ, κ(α, β) = ±1〉
Aib,7 := 〈[γ]β , xβ+γ | γ, β ∈ Φ, κ(α, β) = ±1, κ(γ, α) = κ(γ, β) = 0〉
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(iv) n = 6
Component Highest weight Dimension
Ai1 2 · (0; 0, 0, 0, 0, 0) 2 · 1
Ai2 (0; 1, 0, 0, 0, 1) 35
Ai3 (0; 0, 1, 0, 1, 0) 189
Ai5 (2; 1, 0, 0, 0, 1) 105
Ai12 (1; 0, 0, 1, 0, 0) 40
Ai13 (1; 1, 1, 0, 0, 0) 140
Ai14 (1; 0, 0, 0, 1, 1) 140
Table 33. Highest weights and dimensions for the local de-
composition of A for type E6.
n = 7
Component Highest weight Dimension
Ai1 2 · (0; 0, 0, 0, 0, 0, 0) 2 · 1
Ai2 (0; 2, 0, 0, 0, 0, 0) 77
Ai3 (0; 0, 0, 0, 1, 0, 0) 495
Ai5 (2; 0, 1, 0, 0, 0, 0) 198
Ai9 (1; 0, 0, 0, 0, 1, 0) 64
Ai10 (1; 1, 0, 0, 0, 0, 1) 704
Table 34. Highest weights and dimensions for the local de-
composition of A for type E7.
n = 8
Component Highest weight Dimension
Ai1 2 · (0; 0, 0, 0, 0, 0, 0, 0) 2 · 1
Ai3 (0; 0, 0, 0, 0, 0, 1, 0) 1539
Ai5 (2; 1, 0, 0, 0, 0, 0, 0) 399
Ai6 (1; 0, 0, 0, 0, 0, 0, 1) 112
Ai7 (1; 0, 1, 0, 0, 0, 0, 0) 1824
Table 35. Highest weights and dimensions for the local de-
composition of A for type E8.
(v) n = 6
⊛ 1 2 3 5 12 13 14
1 1 2 3 5 12 13 14
2 2 1, 2, 3 2, 3 5 12, 13, 14 12, 13 12, 14
3 3 2, 3 1, 2, 3 5 12, 13, 14 12, 13, 14 12, 13, 14
5 5 5 5 1, 2, 3, 5 12, 13, 14 12, 13 12, 14
12 12 12, 13, 14 12, 13, 14 12, 13, 14 1, 2, 3, 5 2, 3, 5 2, 3, 5
13 13 12, 13 12, 13, 14 12, 13 2, 3, 5 3 1, 2, 3, 5
14 14 12, 14 12, 13, 14 12, 14 2, 3, 5 1, 2, 3, 5 3
Table 36. The fusion law (Xl,⊛) for type E6.
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n = 7
⊛ 1 2 3 5 9 10
1 1 2 3 5 9 10
2 2 1, 2 3 5 10 9, 10
3 3 3 1, 2, 3 5 9, 10 9, 10
5 5 5 5 1, 2, 3, 5 9, 10 9, 10
9 9 10 9, 10 9, 10 1, 3, 5 2, 3, 5
10 10 9, 10 9, 10 9, 10 2, 3, 5 1, 2, 3, 5
Table 37. The fusion law (Xl,⊛) for type E7.
n = 8
⊛ 1 3 5 6 7
1 1 3 5 6 7
3 3 1, 3 5 6, 7 6, 7
5 5 5 1, 3, 5 6, 7 6, 7
6 6 6, 7 6, 7 1, 3, 5 3, 5
7 7 6, 7 6, 7 3, 5 1, 3, 5
Table 38. The fusion law (Xl,⊛) for type E8.
9. An algebra for E8
In this section, we direct some more attention to the case where Φ is of type
E8 since this was the original algebra of interest. We prove that A belongs to a
one-parameter family of algebras. Each of these can be given the structure of an
axial decomposition algebra.
Definition 9.1. Let A, equipped with the L-equivariant bilinear product ∗ and
bilinear form B, be as in Section 4. Let 1 be the unit for (A, ∗) constructed in
Section 5 and A′ the orthogonal complement of 〈1〉 with respect to B. Consider a
parameter p ∈ C. Define the following product and bilinear form on A that depends
on the parameter p:
(c11+ a1)⊙ (c21+ a2) := (c1c2 + pB(a1, a2))1+ c1a2 + c2a1 + a1 ∗ a2
Bp(c11+ a1, c21+ a2) := c1c2B(1,1) + B(a1, a2)(1 + pB(1,1))
for all c1, c2 ∈ C and a, b ∈ A′. Note that we retrieve the original product ∗ and
bilinear form B if we put p = 0.
The important properties of ∗ and B from Proposition 2.15 still hold for this new
product and bilinear form.
Proposition 9.2. The triple (A,⊙,Bp) is a Frobenius algebra for L for any choice
of the parameter p ∈ C with 1 + p dim(L) 6= 0.
Proof. The L-equivariance of ⊙ follows from the definition of ⊙ and Proposi-
tion 2.15. Also from Proposition 2.15 we have
B((c11+ a1)⊙ (c21+ a2), (c31+ a3))
= c1c2c3B(1,1) + (1 + pB(1, 1))(c1B(a2, a3)
+ c2B(a1, a3) + c3B(a1, a2) + B(a1 ∗ a2, a3))
= B((cπ(1)1+ aπ(1))⊙ (cπ(2)1+ aπ(2)), (cπ(3)1+ aπ(3))).
for all c1, c2, c3 ∈ C, a1, a2, a3 ∈ A′ and any permutation π of {1, 2, 3}. The non-
degeneracy of Bp follows from the non-degeneracy of B if 1+pB(1,1) 6= 0. From the
construction of the unit in Section 5 it follows that B(1,1) = tr(idL) = dim(L). 
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Next, we show that also the structure as a decomposition algebra from Defini-
tion 8.5 transfers to this new algebra product.
Proposition 9.3. Let I, Ω and F be as in Definition 8.5. Then (A, I,Ω) is an
F-decomposition algebra for the algebra product ⊙ on A.
Proof. Let Xg, Xl, Li, Ax, Aiy and Aix,y for x ∈ Xg, y ∈ Xl and i ∈ I be as
in Definition 8.5. Let eg ∈ Xg (resp. el ∈ Xl) be the element corresponding to
the trivial L-module (resp. Li-module). Then Aeg = Aieg ,el = 〈1〉 (as can be seen
from Section 8.4). Note that (eg, el) is a unit for the fusion law F and since 1
is still a unit for the algebra (A,⊙) we have indeed Aieg ,el ⊙ Ax,y ⊆ Ax,y for all
(x, y) ∈ Xg ×Xl. Also, since B is L-equivariant, we have B(Aieg ,el , Aix,y) = 0 for all
(x, y) ∈ Xg × Xl \ {(eg, el)}. Thus, for all x1, x2 ∈ Xg and y1, y2 ∈ Xl such that
(x1, y1) 6= (eg, el) 6= (x2, y2):
Aix1,y2 ⊙Aix2,y2 ⊆ Aix1,y1 ∗Aix2,y2 + 〈1〉
⊆ Ai(x1,y1)⊛(x2,y2) + B(Aix1,y1 , Aix2,y2)〈1〉.
Suppose that B(Aix1,y1 , Aix2,y2) 6= 0, then there exists an L-equivariant map Ax1 ⊗
Ax2 → 〈1〉 and an Li-equivariant map Aiy1 ⊗ Aiy2 → 〈1〉. By definition of F this
means that (eg, el) ∈ (x1, y1)⊛ (x2, y2). Therefore
Ai(i1,j1)⊛(i2,j2) + B(Aii1,j1 , Aii2,j2)〈1〉 ⊆ Ai(i1,j1)⊛(i2,j2). 
In the remainder of this section we restrict to the case where Φ is of type E8. The
decomposition
⊕
x,iA
i
x,i is given in Section 8.4. Note that there are only six non-
zero components in this decomposition, namely Aia,1, A
i
b,1, A
i
b,3, A
i
b,5, A
i
b,6 and A
i
b,7
of respective dimensions 1, 1, 1539, 399, 112 and 1824. Each of these is irreducible
as an Li-representation. The corresponding sublaw of F on these components is
given in Table 39. (To preserve space we have denoted (x, i) by xi.)
⊛ a1 b1 b3 b5 b6 b7
a1 a1 b1 b3 b5 b6 b7
b1 b1 a1, b1 b3 b5 b6 b7
b3 b3 b3 a1, b1, b3 b5 b6, b7 b6, b7
b5 b5 b5 b5 a1, b1, b3, b5 b6, b7 b6, b7
b6 b6 b6 b6, b7 b6, b7 a1, b1, b3, b5 b3, b5
b7 b7 b7 b6, b7 b6, b7 b3, b5 a1, b1, b3, b5
Table 39. The fusion law for type E8.
We want to look for an axis for this decomposition on which Li acts trivially.
Such an axis must be contained in Ai1 = A
i
a,1 ⊕ Aib,1. Therefore, we need to know
the action of Ai1 on A by multiplication. Consider a Chevalley basis of L as in
Definition 1.3 and take i := 〈〈eα, e−α〉〉 for some root α ∈ Φ+ as before. Let aα
be the projection with respect to B of jα onto Ab,1. Then Ai1 = 〈1, aα〉 and
B(1, aα) = 0. Since 1 is a unit for (A,⊙), it suffices to describe
adaα : A→ A : a 7→ aα ⊙ a.
Note that Li fixes aα and hence adaα is an isomorphism of Li-representations. Since
each Lα-isotypic component Aii is irreducible if i 6= 1, the operator adaα must act
as a scalar on each Aii for i 6= 1, by Schur’s lemma.
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Proposition 9.4. The linear map adaα is defined by
1 7→ aα,
aα 7→
(
1
496 +
1
2p
)
1+ 998aα,
a 7→ − 3196a if a ∈ Aib,3,
a 7→ 9196a if a ∈ Aib,5,
a 7→ 9196a if a ∈ Aib,6,
a 7→ 0 if a ∈ Aib,7.
Proof. Since Li acts trivially on 〈aα〉, it follows by Schur’s lemma that adaα must
act as a scalar on each Li-isotypic component that is irreducible. More precisely,
if Aix,y is irreducible (this is true for (x, y) ∈ {(b, 3), (b, 5), (b, 6), (b, 7)}), then for
a ∈ Aix,y we have aα ⊙ a = λa for some λ ∈ C that does not depend on the choice
of a ∈ Aix,y. So it suffices to compute aα⊙ a for any a ∈ Aix,y \ {0} to determine λ.
We can get such an element a from the explicit description of the decomposition
from Section 8.4. Thus we only have to compute a few products together with
the product aα ⊙ aα. We have computed these products using a computer but the
computation (although lengthy) can be done by hand. 
If ei is an axis, then we must have ei ⊙ ei ∈ 〈ei〉. Therefore, we search for
idempotents or nilpotents in Ai1.
Proposition 9.5. (i) If p 6= − 61474431 , then the subalgebra (Ai1,⊙) of (A,⊙) is
generated by two primitive, orthogonal idempotents.
(ii) If p = − 61474431 , then the subalgebra (Ai1,⊙) of (A,⊙) is generated by 1 and a
nilpotent element.
Proof. An arbitrary element of Ai1 is of the form c11 + c2aα for c1, c2 ∈ C. From
Proposition 9.4 it follows that
(c11+ c2aα)
2
=
(
c21 +
(
1
496
+
1
2
p
)
c22
)
1+
(
2c1c2 +
9
98
c22
)
aα.
Expressing that this element is an idempotent amounts to solving a system of two
non-linear equations. A small calculation shows that we have 4 solutions (including
the trivial solutions c1 = c2 = 0 and c1 = 1, c2 = 0) if p 6= − 61474431 . If not, then we
only have the two trivial solutions but then 1− 1969 aα is nilpotent. 
From now on we will always assume that p 6= − 61474431 .
Definition 9.6. Let ei be one of the idempotents from Proposition 9.5 (i). Then
1− ei is the other idempotent. Write ei = c11+ c2aα where aα ∈ A′. Explicitly we
have
c1 =
1
2
± 9
√
62
4
√
74431p+ 2456
,
c2 =
49
√
62
4
√
74431p+ 2456
.
Because we assume p 6= − 61474431 , we have c1 6= 12 . Therefore, we can distinguish
between the two idempotents by computing B(ei,1) = c1B(1,1). Now we pick ei
for each i ∈ I such that B(ei,1) is constant for all i ∈ I. Also let Aie := 〈ei〉 and
Aie′ := 〈1− ei〉.
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Theorem 9.7. Let Φ be an irreducible root system of type E8, (A,⊙) the algebra
parametrized by p from Definition 9.1 and c1 as in Definition 9.6. Let I be as in
Definition 8.5. For each i ∈ I let ei, Aie and Aie′ be as in Definition 9.6 and Ai3,
Ai5, A
i
6 and A
i
7 as in Section 8.4.
(i) The decomposition Aie ⊕Aie′ ⊕Ai3 ⊕Ai5 ⊕Ai6 ⊕Ai7 is an F ′-decomposition of
(A,⊙) where F ′ is the fusion law from Table 40. The element e is a unit for
F ′.
(ii) Let Ω be the tuple of decompositions from (i) indexed by I. Then the quadruple
(A, I,Ω, i 7→ ei) is an axial decomposition algebra with evaluation map
e 7→ 1
e′ 7→ 0
3 7→ 43 c1 − 16
5 7→ 12
6 7→ 12
7 7→ c1
(iii) The algebra (A,⊙) is generated by the idempotents ei for i ∈ I if c1 6= 0.
If c1 = 0, then these idempotents generate the subalgebra A
′ with A′ as in
Definition 9.1.
Proof. Part (i) and (ii) follow immediately from the calculations in Section 8.4
and Propositions 9.4 and 9.5. Since the elements i ∈ I are conjugate for the
action of L, also the idempotents ei must be conjugate. Hence they span a L-
invariant subspace of A. Assume that c1 6= 0. From the global decomposition
(Table 31) we know that A only has two proper L-invariant subspaces, namely 〈1〉
and its orthogonal complement with respect to B. Since L acts non-trivial on the
idempotents ei and B(1, ei) = c1B(1,1) 6= 0 it follows that A is spanned by the
elements ei. In particular the algebra (A,⊙) is generated by them. If c1 = 0, then
p = − 1248 and B(1, ei) = 0. Moreover, if a, b ∈ A′, then Bp(a⊙ b,1) = Bp(a, b) = 0
by definition of Bp. Therefore A′ is a subalgebra of (A,⊙). Since A′ is irreducible
as L-module, it must be spanned, and therefore generated, by the idempotents ei
for i ∈ I. 
⊛ e e′ 3 5 6 7
e e 3 5 6 7
e′ e′ 3 5 6 7
3 3 3 e, e′, 3 5 6, 7 6, 7
5 5 5 5 e, e′, 3, 5 6, 7 6, 7
6 6 6 6, 7 6, 7 e, e′, 3, 5 3, 5
7 7 7 6, 7 6, 7 3, 5 e, e′, 3, 5
Table 40. The fusion law F ′.
Remark 9.8. (i) Because the global decomposition for types An and Dn con-
tains three terms (see Section 8), it is possible to write down an L-equivariant
product, as in Definition 9.1, with two degrees of freedom instead of one. If
we write Aa = 〈1〉, Ab and Ac for the components of the global decomposi-
tion, then these subspace are orthogonal with respect to the Frobenius form
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B. We can define a new product on A with two parameters p1 and p2 such
that
a⊙ b = a ∗ b+ p1B(ab, bb)1+ p2B(ac, bc)1
where ax (resp. bx) is the projection of a (resp. b) onto Ax for x ∈ {b, c}.
(ii) If Φ is of type An, Dn, E6 or E7, we can also try to find idempotents ei in
the subalgebra Ai1. However, in Proposition 9.4 we used Schur’s lemma to
derive the adjoint action of the elements of Aia. Note that this is no longer
possible for the terms of the local decomposition that are not irreducible
Li-representations. This would lead to further difficulties when trying to
establish the diagonalizability of the adjoint action of such an idempotent ei.
Appendix A. The character computation of V
In this section we prove Proposition 2.6, which gives the character of V as an
L-representation. We use Freudenthal’s formula [Hum72, §22.3] to compute this
character in a combinatorial way. Although this character is essential in Propo-
sition 2.7, the computation is quite technical. We use the notation from Defini-
tion 1.3. Recall the definition of Λi for −2 ≤ i ≤ 2 and nλ for λ ∈ Λi from
Definition 2.3. In addition to Lemma 2.4 we prove a few more combinatorial prop-
erties about the weights λ ∈ Λi.
Lemma A.1. (i) n0 =
|Φ|
2 and nλ = 1 for λ ∈ Λ1 ∪ Λ2.
(ii) Suppose ω ∈ Φ is the highest root of Φ and λ ∈ ⋃0≤i≤2 Λi is dominant. Then
λ = ω + ψ for some ψ ∈ Φ+.
(iii) If λ ∈ Λk and λ + iα ∈ Λj for i ≥ 1, α ∈ Φ and −2 ≤ j, k ≤ 2, then
j = i2 + iκ(λ, α) + k.
(iv) Let λ ∈ Λ be dominant and ω ∈ Φ the highest root. Suppose f ∈ W such
that f(λ) = λ and f(2ω − λ) = λ − 2ω. Then ∑α∈Φ+ κ(2ω − λ, α) =∑
α∈Φ+
κ(λ,α)=0
κ(2ω, α).
(v) Suppose α, β ∈ Φ such that κ(α, β) = 0. The number of roots γ ∈ Φ+ such
that κ(α, γ) = −κ(β, γ) = ±1 is 2(nα+β − 1).
(vi) For each λ ∈ Λ0, we have nλ > 1.
Proof. (i) Of course n0 =
|Φ|
2 because α + β = 0 for α, β ∈ Φ if and only
if α = −β. Let λ ∈ Λ1 ∪ Λ2. Suppose λ = α + β = α′ + β′ for some
α, β, α′, β′ ∈ Φ for which κ(α, β) > 0. Then κ(α′, α + β) ≥ 3. Since Φ
is simply laced, κ(α′, α) = 2 or κ(α′, β) = 2 and thus α′ = α or β′ = β.
Therefore nλ = 1.
(ii) Let λ ∈ ⋃0≤i≤2 Λi be dominant and write λ = α + β for some α, β ∈ Φ.
Suppose that α is maximal with respect to the partial order 4 induced by
the base ∆. If α 6= ω, then there exists a root γ ∈ Φ+ for which κ(α, γ) = −1.
Since λ is dominant and γ ∈ Φ+, we have κ(β, γ) = 1. Therefore, both α+ γ
and β− γ are roots and λ = (α+ γ)+ (β− γ). This contradicts the fact that
α was maximal. Thus λ = ω + ψ for some ψ ∈ Φ. Because κ(λ, ψ) > 1, the
root ψ must be positive.
(iii) Suppose λ + iα ∈ Λj for some i ≥ 1, α ∈ Φ+ and −2 ≤ j ≤ 2. Then, by
Lemma 2.4 (i), 4 + 2j = κ(λ + iα, λ + iα) = 4 + 2k + 2iκ(λ, α) + 2i2. Thus
j = i2 + iκ(λ, α) + k.
(iv) If α ∈ Φ+ such that κ(λ, α) > 0 then also κ(λ, f(α)) > 0. Because λ is
dominant, f(α) must be positive. Now κ(2ω − λ, α+ f(α)) = 0.
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(v) If γ ∈ Φ+ such that κ(α, γ) = −κ(β, γ) = ±1 then {sγ(α), sγ(β)} ∈ Nα+β .
Conversely, if {γ, δ} ∈ Nα+β \ {{α, β}}, then precisely two of the four roots
±(γ−α) and ±(γ−β) are positive and they satisfy the necessary requirement.
(vi) Suppose that λ = ω + ψ for some ω, ψ ∈ Φ. We claim that there exists a
root β ∈ Φ such that κ(ω, β) = ±1 and κ(ψ, β) = ±1. If not, then every root
would be orthogonal to either ω or ψ, which contradicts the irreducibility of
Φ. Now ω, ψ and β form a root subsystem of Φ of type A3 and inside this
subsystem, we can find another way to write λ as the sum of two orthogonal
roots. 
We are ready to prove Proposition 2.6.
Proposition A.2. The character of V is given by
chV = n0 +
∑
λ∈Λ−1
(nλ + 1)e
λ +
∑
λ∈Λ0
(nλ − 1)eλ +
∑
λ∈Λ1∪Λ2
eλ.
Proof. Let mλ be the dimension of the weight-λ-space of V . Write ρ for the half-
sum of all positive roots, this is, ρ = 12
∑
α∈Φ+ α and ω for the highest root of Φ.
According to Freudenthal’s formula [Hum72, §22.3]:
(κ(2ω + ρ, 2ω + ρ)− κ(λ+ ρ, λ+ ρ))mλ = 2
∑
α∈Φ+
∑
i≥1
κ(λ+ iα, α)mλ+iα. (5)
We can rewrite the left hand side as(
κ(2ω, 2ω)− κ(λ, λ) +
∑
α∈Φ+
κ(2ω − λ, α)
)
mλ.
We compute the values of mλ inductively.
Claim 1: mλ = 1 for all λ ∈ Λ2. Since V is isomorphic to the highest weight rep-
resentation of L of highest weight 2ω, we have m2ω = 1. Because Φ is irreducible
and simply laced, W acts transitively on Φ. Therefore m2α = 1 for all α ∈ Φ, or
mλ = 1 for all λ ∈ Λ2.
Claim 2: mλ = 1 for all λ ∈ Λ1. Now, let λ ∈ Λ1 be dominant. Suppose λ + iα ∈
Λj for some α ∈ Φ+ and i ≥ 1. Because λ is dominant κ(λ, α) ≥ 0 and, by
Lemma A.1 (iii), this is only possible if j = 2, i = 1 and κ(λ, α) = 0. Thus
λ+α = 2β for some β ∈ Φ and κ(β, α) = 1. Thus β−α is a root. Because nλ = 1,
β+(β−α) is the unique way to write λ as the sum of two roots. By Lemma A.1 (ii)
β = ω and α = 2ω − λ ∈ Φ+. Thus there exists precisely one α ∈ Φ+ for which
λ+ α ∈ Λ2. From equation (5) we have(
κ(2ω, 2ω)− κ(λ, λ) +
∑
α∈Φ+
κ(2ω − λ, α)
)
mλ = 2κ(2ω, λ− 2ω) = 4
In order to calculate the left hand side we write λ = ω+ψ for some ψ ∈ Φ+. Then
2ω−λ = ω−ψ is a positive root. Apply Lemma A.1 (iv) with f = sω−ψ. If α ∈ Φ+
and κ(λ, α) = 0 then {sα(ω), sα(ψ)} ∈ Nλ. Because nλ = 1 either κ(ω, α) = 1 or
α = ω − ψ. Thus we haveκ(2ω, 2ω)− κ(λ, λ) + ∑
α∈Φ+
κ(λ,α)=0
κ(2ω, α)
mλ = 4,
(8− 6 + κ(2ω, ω − ψ))mλ = 4.
Hence mλ = 1 for all λ ∈ Λ1.
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Claim 3: mλ = nλ − 1 for all λ ∈ Λ0. Consider a dominant weight λ ∈ Λ0. If λ +
iα ∈ Λj for some i ≥ 1, α ∈ Φ+ and −2 ≤ j ≤ 2 then, by Lemma A.1 (iii), we have
i = 1, j ≥ 1 and κ(λ, α) = j − 1. If j = 2 then κ(λ, α) = 1 and κ(α, λ + α) = 3
which is impossible since λ+α has to be the double of a root. The only remaining
case is where j = 1 and κ(λ, α) = 0. Since λ+α ∈ Λ1, λ+α can be written uniquely
as the sum of two roots β and γ. Of course α 6= β and α 6= γ because otherwise λ
would be a root. Thus κ(α, β) = κ(α, γ) = 1 and (β−α)+γ and β+(γ−α) are two
ways to write λ as the sum of two roots. Conversely, if λ = δ + ε with δ, ε ∈ Φ and
α ∈ Φ+ such that κ(δ, α) = −κ(ε, α) = ±1, then λ + α ∈ Λ1. Lemma A.1 (v) and
a double counting argument gives us the number of α ∈ Φ+ for which λ+ α ∈ Λ1:
nλ(nλ − 1). The right hand side of (5) becomes 4nλ(nλ − 1).
As far as the left hand side goes, we write λ = ω + ψ for some ψ ∈ Φ+ using
Lemma A.1 (iii). By Lemma A.1 (vi) we can find {ω′, ψ′} ∈ Nω+ψ \ {{ω, ψ}}. Let
β1 := ω − ω′ and β2 := ω − ψ′. Then β1, β2 ∈ Φ and κ(ω, β1) = κ(ω, β2) = 1 and
κ(ψ, β1) = κ(ψ, β2) = −1. Apply Lemma A.1 (iv) with f = sβ1sβ2 . The left hand
side of (5) reduces to 4 + ∑
α∈Φ+
κ(λ,α)=0
κ(2ω, α)
mλ.
The number of α ∈ Φ+ for which κ(ω, α) = 1 and κ(λ, α) = 0 is, because ω is
dominant, equal to 2(nλ − 1) by Lemma A.1 (v). Also κ(ω, α) > 0 since ω is
dominant and κ(ω, α) = 2 if and only if α = ω (but then κ(λ, α) = 2 6= 0). Thus∑
α∈Φ+
κ(λ,α)=0
κ(2ω, α) = 4(nλ − 1).
We conclude, by (5), that 4nλmλ = 4nλ(nλ − 1) and thus mλ = nλ − 1 for all
λ ∈ Λ0.
Claim 4: mλ = nλ + 1 for all λ ∈ Λ−1. The only dominant weight in Λ−1 = Φ is
ω. Now, by Lemma A.1 (iii), if ω + iα ∈ Λj for i ≥ 1 and α ∈ Φ+ then i = 1 and
κ(ω, α) = j. Obviously, the converse is also true. Hence, for the right hand side
of (5):
2
∑
α∈Φ+
κ(ω+α, α)mω+α = 2
∑
α∈Φ+
κ(ω,α)=0
2 · (nω+α − 1)+ 2
∑
α∈Φ+
κ(ω,α)=1
3 · 1+ 2
∑
α∈Φ+
κ(ω,α)=2
4 · 1
Let α ∈ Φ+ such that κ(ω, α) = 0. Let β ∈ Φ+ such that κ(β, ω) = 1 and
κ(β, α) = −1. Since ω is dominant, there are precisely 2(nα+ω− 1) choices for β by
Lemma A.1 (v). Then {β, ω−β} and {α+β, ω−α+β} are two different elements
of Nω. Conversely, let {γ, δ} and {ε, ζ} be two different elements of Nω. Then
κ(γ, ε) = 1 or κ(γ, ζ) = 1. Without loss of generality, assume that κ(γ, ε) = 1.
Also assume that γ − ε is positive (otherwise take ε− γ). Since κ(ω, ε) = 1 and ω
is dominant, the root ε must be positive. Thus α := γ − ε ∈ Φ+ and β := ε ∈ Φ+
are positive roots for which κ(ω, α) = 0, κ(ω, β) = 1 and κ(α, β) = −1. The same
reasoning applies when γ is replaced by δ but leads to the same α and β. This
double counting argument gives us∑
α∈Φ+
κ(ω,α)=0
2 · (nω+α − 1) = nω(nω − 1).
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Now consider α ∈ Φ+ such that κ(ω, α) = 1. Then {α, ω−α} ∈ Nω. Conversely,
if {β, γ} ∈ Nω then κ(ω, β) = κ(ω, γ) = 1. Thus∑
α∈Φ+
κ(ω,α)=1
1 = nω · 2. (6)
The only root α ∈ Φ+ such that κ(ω, α) = 2, is ω itself.
So the right hand side of (5) equals
2nω(nω − 1) + 12nω + 8 = 2n2ω + 10nω + 8 = 2(nω + 1)(nω + 4).
As far as the left hand side goes, we have(
κ(2ω, 2ω)− κ(ω, ω) +
∑
α∈Φ+
κ(ω, α)
)
mω =
8− 2 + ∑
α∈Φ+
κ(ω,α)=1
1 + 2
mω.
Using (6), we conclude
(2nω + 8)mω = 2(nω + 1)(nω + 4).
Hence mλ = nλ + 1 for all λ ∈ Λ−1.
Claim 5: m0 = n0. Finally, we compute m0, once again using (5). By (6), the left
hand side equals 4(nω + 3)m0. Obviously 0 + iα ∈ Λj for i ≥ 0 and α ∈ Φ+ if and
only if i = 1 and j = −1 or i = 2 and j = 2. Because W acts transitively on Φ, we
have nα = nω for all α ∈ Φ. The right hand side becomes
2
∑
α∈Φ+
2 · (nα + 1) + 2
∑
α∈Φ+
4 · 1 = 4
∑
α∈Φ+
nα + 12
∑
α∈Φ+
1,
=
|Φ|
2
· (4nω + 12)
Hence m0 =
|Φ|
2 = n0. 
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