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УДК 519.217 
Н. А. ЧИКИНА, И. В. АНТОНОВА 
ПРОГНОЗИРОВАНИЕ ВРЕМЕННЫХ РЯДОВ МЕТОДОМ СКРЫТЫХ МАРКОВСКИХ МОДЕЛЕЙ 
Рассмотрен нестандартный метод анализа и прогнозирования медико-социальных временных рядов – метод скрытых моделей Маркова 
(СММ). Приведены основные теоретические положения математического аппарата цепей Маркова и СММ, проанализированы ограничения 
применения метода прогнозирования на основе Марковской модели временного ряда, его преимущества и недостатки. Проверка на стацио-
нарность временных рядов проводилась с помощью расширенного теста Дики – Фуллера. Рассмотрена процедура построения скрытой Мар-
ковской модели ряда первых разностей и методика получения прогнозного значения. Построена 3 3×  – модель СММ для первых разностей 
временного ряда. Скрытые состояния модели получены в результате процедуры кластерного анализа, построен алфавит для их идентифика-
ции. 
Ключевые слова: прогнозирование, временной ряд, стохастические процессы, метод скрытых моделей Маркова, цепи Маркова, ди-
намические байесовские сети. 
Н. О. ЧІКІНА, І. В. АНТОНОВА 
ПРОГНОЗУВАННЯ ЧАСОВИХ РЯДІВ МЕТОДОМ ПРИХОВАНИХ МОДЕЛЕЙ МАРКОВА 
Розглянуто нестандартний метод аналізу і прогнозування медико-соціальних часових рядів – метод прихованих моделей Маркова (ПММ). 
Наведено основні теоретичні положення математичного апарату ланцюгів Маркова і ПММ, проаналізовані обмеження застосування методу 
прогнозування на основі Марківської моделі часового ряду, його переваги та недоліки. Перевірка на стаціонарність часових рядів проводи-
лась за допомогою розширеного тесту Дикі – Фуллера. Розглянута процедура побудови прихованої Марківської моделі ряду перших різниць 
і методика отримання прогнозного значення. Побудована 3 3×  – модель ПММ для перших різниць часового ряду. Приховані стани моделі 
отримані в результаті застосування кластерного аналізу, побудований  алфавіт для їх ідентифікації. 
Ключові слова: прогнозування, часовий ряд, стохастичні процеси, метод прихованих моделей Маркова, ланцюги Маркова, динамічні 
байєсовські мережі. 
N. А. CHIKINA, I. V. ANTONOVA 
TIME SERIES FORECASTING BY THE METHOD OF HIDDEN MARKOV MODELS 
A non-standard method for analyzing and forecasting medical and social time series, namely the Hidden Markov Models method (HMM), is consid-
ered. The basic theoretical principles of mathematical apparatus of Markov chains and HMM are presented, the application limitations of forecasting 
method based on the Markov model of time series, its advantages and disadvantages are analyzed. The time series were tested for stationarity using the 
Augmented Dickey – Fuller test. The procedure of constructing the Hidden Markov Model for the time series of the first differences and the method 
for obtaining the predicted value are considered. A 3 3×  – HMM model for the time series of the first differences is built. The hidden states of the 
model are obtained as a result of the Cluster Analysis procedure, an alphabet is constructed for their identification. 
Key words: forecasting, time series, stochastic processes, the Hidden Markov Models method, Markov chains, dynamic Bayesian networks. 
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Введение. Временной ряд { }nx  можно рассматривать как последовательность регистрируемых сигналов, 
которые порождаются некоторым случайным процессом. Измерения ( )1, 2, ...,nx n N= , как правило, подверже-
ны шуму, который затрудняет описание процесса, не позволяет получить достоверную информацию об источ-
нике сигналов. Для таких стохастических процессов не существует точных математических моделей, что зна-
чительно затрудняет анализ и прогнозирование соответствующих временных рядов. Универсальным аппаратом 
описания подобного рода стохастических процессов является математический аппарат скрытых моделей Мар-
кова (СММ). СММ близки к хорошо известным цепям Маркова. Модели на базе цепей Маркова относятся к 
структурным моделям, в которых зависимость будущего от прошлого задается в виде некоторой структуры и 
правил перехода по ней. 
Отличие этих двух теорий состоит в том, что СММ рассматривают изучаемый случайный процесс как сме-
ну неизвестных фактических состояний некоторой системы Ω , а значения ( )1, 2, ...,nx n N=  временного ряда 
как ее выходные значения. 
 
Анализ последних исследований. Наиболее широкое применение СММ нашли при распознавании речи и 
анализе изображений [1 – 3]. Однако есть и ряд публикаций, в которых моделируются финансовые ряды с целью 
построения решающих правил торговли на финансовых рынках [4 – 5]. 
В настоящих исследованиях аппарат СММ рассматривается применительно к анализу и прогнозированию 
медико-социальных временных рядов. Медико-социальные ряды отличаются от финансовых не только количест-
вом измерений, но и частотой измерений в единицу времени, что делает медико-социальные ряды существенно 
инерционными.  
Теория СММ не является новой. Первые публикации по этой теме появились еще в 60 – 70-х годах про-
шлого века. Но тогда широкого развития эта теория не получила ввиду сложности вычислительной части иссле-
дований. Поэтому практические аспекты применения метода СММ к прогнозированию временных рядов прора-
ботаны недостаточно. 
В настоящее время развивается новый подход к моделированию временных рядов, учитывающий структу-
ру корреляции данных. Это динамические байесовские сети [6 – 7], которые применительно к задаче прогнози-
рования временных рядов выступают в форме СММ. 
Учитывая сказанное выше, актуальной задачей является разработка основ моделирования с целью прогно-
зирования медико-социальных временных рядов с использованием математического аппарата СММ. 
 
Постановка задачи. Рассмотрим некоторую динамическую систему Ω , которая в произвольный момент 
времени t  может находиться в одном из возможных состояний 1 2, , ..., NS S S . В дискретные моменты времени 
система меняет состояние (возможно, переходя в то же состояние). В этом случае соответствующий случайный 
процесс представляет собой последовательность событий вида ( ){ }iS t S=  ( )1, , 1, 2, ...i N t= =  (в момент вре-
мени t  система находится в состоянии iS ). Переходы из состояния в состояние происходят под действием слу-
чайных факторов. Известно, что в природе не существует абсолютно не случайных (детерминированных) про-
цессов. При этом случайность может доминировать, а может быть такой, которой можно пренебречь. Состояния 
системы ( )1,iS i N=  в случае одномерного временного ряда характеризуются одним числом. Наиболее важной 
характеристикой этой цепи событий являются вероятности состояний системы: ( ) ( ){ }i ip t P S t S= = . Распреде-
ление этих вероятностей – одномерный закон распределения случайного процесса с дискретными состояниями и 
дискретным временем. Такой процесс называется Марковской цепью [8].  
Полное вероятностное описание системы Ω  предполагает задание текущего состояния ( )S t  и всех преды-
дущих. В случае Марковского случайного процесса вероятность каждого из состояний ( )1S t +  системы в буду-
щем зависит лишь от ее состояния ( )S t  в настоящем, и не зависит от того, когда и как она пришла в это состоя-
ние. Другими словами, вероятностное описание такой системы требует знания текущего и предыдущего состоя-
ний системы, то есть сводится к виду: 
( ) ( ) ( ){ } ( ) ( ){ }1 , 1 , ... 1j i k j iP S t S S t S S t S P S t S S t S+ = = − = = + = = .                              (1) 
Далее рассмотрим процессы, при которых правая часть равенства (1) не зависит от t , то есть не зависят от 
t  вероятности перехода (переходные вероятности) из состояния iS  в состояние jS : 
( ) ( ){ }1ij j ia P S t S S t S= + = = ,                                                               (2) 
при этом 0ija ≥  и 
1
1
M
ij
j
a
=
=∑ . В этом случае цепи Маркова называются однородными. Принципиальным в наших 
исследованиях является наличие стационарного режима в цепи Маркова, то есть такого ее состояния, при кото-
ром система Ω  продолжает переходить из состояния iS  в состояние jS , но вероятности этих состояний не за-
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висят от t : ( )i ip t p= . Для существования стационарного режима в цепи Маркова ее однородность является не-
обходимым условием. 
В случае стационарного режима в однородной Марковской цепи достаточно просто решаются задачи про-
гнозирования возможных состояний системы Ω  в таких формулировках: 
− какова вероятность того, что в следующие k  дней последовательность смены состояний будет иметь за-
ранее заданный вид? 
− какова вероятность того, что система останется в состоянии iS  k  дней? 
− каково наиболее вероятное число повторений одного и того же состояния в течении k  дней и др. 
В случае временного ряда { }nx , 1,n N= , зададим ( ){ }ix t S=  ( ), 1,i t N=  как состояние iS  системы Ω  в 
момент времени t . При этом равенство (2) для переходных вероятностей примет вид:  
( ) ( ){ }1ij j ia P x t S x t S= + = = .                                                                 (3) 
В основе построения СММ временного ряда лежит основной принцип теории цепей Маркова, но при усло-
вии, что фактические (скрытые) состояния ( )1,iQ i К=  системы Ω  и их количество не известны, а имеются 
лишь выходные данные ( )1,nx n N= . Скрытая Марковская цепь также представляет собой некоторую последо-
вательность состояний ( )1,iQ i К=  в дискретные моменты времени. Переход из состояния iQ  в состояние jQ  
происходит также случайно с вероятностью ija  (3). 
 
Математическая модель. В случае временного ряда { }nx , 1,n N= , построение СММ с целью прогноза 
его состояний требует задания таких элементов модели [9]: 
1. K  − количество состояний системы в модели; { }1 2, , ..., KQ Q Q Q=  − множество состояний; tq  − со-
стояние системы в момент времени t , 1,t N= . 
2. M  − количество символов алфавита наблюдаемой последовательности состояний; { }1 2, , ..., MV V V V=  − 
алфавит возможных символов. 
3. ijA a=  − матрица вероятностей перехода, где { }1ij t j t ia P q Q q Q+= = =  ( ), 1, , 1,i j K t N= = . 
4. ( )iB b m=  − матрица вероятностей появления символов ( )1,mV m M=  алфавита V  в состоянии 
( )1,iQ i K= , то есть ( ) { }i m t ib m P V q Q= =  − вероятность того, что система, находящаяся в состоянии 
iQ  в момент времени t , выдаст символ mV . 
5. { }1 2, , ..., Kpi pi pi pi=  − распределение вероятностей начального состояния, где { }1i iP q Qpi = = , то есть 
ipi  − вероятность того, что в начальный момент времени ( )1t =  система находилась в состоянии 
( )1,iQ i K= . 
Совокупность введенных в пп. 1 – 5 величин ( N , K , A , B , pi ) определяет СММ. 
 
Результаты исследований. В настоящих исследованиях построение СММ выполнялось для временного 
ряда, впервые рассмотренного авторами в работе [10]. 
Проверка на стационарность этого ряда дала отрицательный результат. Расчеты были выполнены в среде 
пакета «Gretl» – кросс-платформенного программного пакета для эконометрического анализа [11]. Пакет 
«Gretl» является программным обеспечением специализированной библиотеки, в которой реализованы числен-
ные методы для анализа данных, в том числе, анализа временных рядов. 
Проверку на стационарность проводили с помощью расширенного теста Дики – Фуллера (ADF-теста) с 
константой без тренда, или так называемого теста на единичный корень, основанного на оценке значения 
t − критерия Стъюдента для параметра ( )1 1a −  в уравнении авторегрессионной модели с распределенным ла-
гом [12]: 
( )0 1 1 1
1
1
k
t t i t i t
i
х a a х a х ε
− + −
=
∆ = + − + ∆ +∑ , 
где ( )0,ia i k=  – коэффициенты модели, ( )0,t iх i k−∆ =  – первые разности, k  – порядок авторегрессионной 
модели, tε  – белый шум. Наличие в модели первых разностей t iх −∆ , то есть слагаемых, учитывающих значение 
переменной в предыдущие моменты времени, позволяет тестировать наличие единичного корня в моделях выше 
первого порядка (в отличие от стандартного теста Дики – Фуллера). 
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По результатам теста для исходного временного ряда нулевая гипотеза о наличии единичного корня не от-
вергается, поскольку полученный уровень значимости 0,2562 0,05p = > . Следовательно, ряд не является ста-
ционарным. В случае временного ряда первых разностей 1t t tх х х+∆ = − , 1, 1t N= − , оказалось, что гипотеза о на-
личии единичного корня отвергается, поскольку полученный уровень значимости 0,001013 0,05p = < , что по-
зволяет сделать вывод о стационарности ряда первых разностей. Поэтому построение СММ проводилось для 
временного ряда первых разностей  
{ } , 1, 1nx n N∆ = − .                                                                       (4) 
На рис. 1 приведены графики исходного временного ряда и ряда (4) его первых разностей. 
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Рис. 1 – Ряд 1 – исходный ряд { }, 1,nx n N= , ряд 2 – ряд первых разностей { }, 1, 1nx n N∆ = − . 
 
Для определения скрытых ( )1,iQ i K=  состояний модели Маркова временного ряда (4) первых разностей 
наблюдаемой последовательности состояний был проведен кластерный анализ значений этого ряда. 
Кластерный анализ проводился на основе иерархической процедуры (Hierarchical Cluster Analysis), в кото-
рой в качестве методов объединения в кластеры элементов nx∆  временного ряда (4) применялся метод Between-
groups linkage (все вычисления проводились с помощью ППП SPSS version 23). 
Для выбора оптимального числа кластеров была проведена процедура кластеризации по методу K-Means 
Cluster Analysis. Как определить оптимальное число кластеров? Очевидно, при уменьшении числа кластеров 
увеличивается расстояние внутри кластеров, а, значит, и усредненное внутрикластерное расстояние. Этот пока-
затель делает резкий скачок при переходе от 3-кластерной структуры к 2-кластерной, что говорит в пользу 3-
кластерной структуры данных. 
Аналогичный результат можно получить при изучении динамики показателя «Coefficients» в процедуре Hi-
erarchical Cluster Analysis (ППП SPSS version 23). Для определения оптимального числа кластеров воспользуем-
ся критерием оптимальности, в соответствии с которым на шаге процедуры, где мера расстояния между класте-
рами увеличивается скачкообразно, процесс объединения в новые кластеры следует остановить, поскольку на 
следующем шаге были бы объединены кластеры, находящиеся на относительно большем расстоянии друг от 
друга. В нашем случае этот скачок произошел на шаге 53. Так как 1 56N − = , то оптимальное число кластеров, 
а, значит, и фактических (скрытых) состояний ( )1,iQ i K=  в модели Маркова временного ряда (4) 3K = .  
На рис. 2 схематично показана суть метода СММ, когда каждому скрытому состоянию iQ  соответствует 
множество iX  реализаций nx∆  ( )1, , 1, 2, 3in N i= =  временного ряда (4). При этом очевидно, 
1 2 3 1N N N N+ + = − . 
 
1X 2X
1Q 2Q 3Q
3X
 
 
Рис. 2 – Обобщенная схема СММ для случая трех скрытых состояний. 
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В таблице приведены основные результаты кластерного анализа. 
 
Таблица – Характеристики кластеров ( 3K = ) 
 
Кластер Количество элементов в кластере Центр кластера 
Расстояния между  
кластерами, ijd  
1 46 −0,90 
2 8 7,42 
3 2 −11,20 
12 8,32d =  
13 10,30d =  
23 18,62d =  
 
Анализ графика временного ряда первых разностей, построенного по результатам кластерного анализа 
(представлен на рис. 3), дает возможность остановиться на построении 3 3×  – модели СММ, где количество 
символов алфавита V  также равно 3 , то есть { }1 2 3, ,V V V V= . Для создания алфавита V  в случае трех скрытых 
состояний системы воспользуемся следующей традиционной терминологией: 
1V  − «флэт», 2V  − «рост», 3V  − «падение». 
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Рис. 3 – Результаты кластерного анализа временного ряда первых разностей. 
 
Для определения начального распределения связей между состояниями ( )1, 2, 3iQ i =  модели цепи Марко-
ва примем гипотезу о зависимости возможностей переходов между состояниями модели от соответствующих 
расстояний между ними. Используя данные об евклидовых расстояниях между центрами кластеров в таблице, 
определим возможности переходов между состояниями и их направления: 
Шаг 1. Устанавливаем возможность перехода для пары состояний, если их центры находятся на минималь-
ном расстоянии или превышают его не более чем на заданный процент. На практике обычно выбирают 50 %-й 
порог. 
Шаг 2. Направление переходов между состояниями определяется в соответствии с близостью к начальному 
состоянию 1Q : переход i jQ Q→  возможен, если число переходов 1 jQ Q→  больше числа переходов 1 iQ Q→ . 
Если направление не определяется однозначно, то допускаются оба варианта направления: i jQ Q . 
Следует заметить, что в построенной по таким правилам модели цепи Маркова допускаются косвенные и 
статистически незначимые связи. Поэтому следует провести уточнение схемы, например, с использованием 
статистики Пирсона [13]. 
Наличие начального распределения связей дает возможность для скрытых состояний ( )1, 2, 3iQ i =  соста-
вить матрицу переходных вероятностей 
ijA a= , где { }1t tij j ia P q Q q Q+= = = , ( )1, , , 1, 2, 3t N i j= = ; tq  − со-
стояние системы в момент времени t . Матрица 
ijA a=  и граф модели Маркова представлены на рис. 4. Рас-
пределение вероятностей начального состояния − { }1 2 3, ,pi pi pi pi=  − в случае ряда (4) имеет вид: { }1, 0, 0pi = . 
Построение алфавита V  проведем по результатам кластерного анализа, который дает возможность сфор-
мировать матрицу ( )iB b m=  вероятностей появления символов ( )1, 2, 3mV m =  алфавита V  в состоянии 
( )1, 2, 3iQ i = . В нашем случае (СММ 3 3× ) это будет единичная матрица. 
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Рис. 4 – а – матрица переходных вероятностей; б – граф скрытой модели Маркова. 
 
Построенная СММ для ряда (4) первых разностей опирается на два предположения, обусловленные ста-
ционарностью этого ряда. Во-первых, текущее состояние модели tq  зависит лишь от предыдущего состояния 
1tq − . И, во-вторых, вероятность появления некоторого наблюдения ( 1)o t +  в следующий момент времени зави-
сит только от текущего состояния системы tq  и не зависит от предыдущих состояний. 
Из рис. 3 видно, что 56 1tq q Q= = . Тогда наиболее вероятным состоянием ( 1)o t +  системы будет такой про-
гнозный результат: 
{ }57 5611 1 1 89a P q Q q Q= = = = . 
Вероятность наблюдения цепочки состояний: 1 1 2:О Q Q Q→ →  вычисляется таким образом: 
( ) { }59 2 58 1 57 1 8 8 1 64, 0,0889 9 9 729р O P q Q q Q q Q= = = = = ⋅ ⋅ = ≈ . 
 
Выводы. Рассматривалась возможность построения скрытой модели Маркова и прогнозирования состоя-
ний медико-социальных систем по соответствующим временным рядам. Для ряда первых разностей построена 
3 3×  – модель СММ с тремя фактическими (скрытыми) состояниями и алфавитом V  размерности 3. Определе-
ны способы и формулы для прогнозирования состояния системы в будущем при условии стационарности соот-
ветствующего временного ряда. 
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