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The class of deterministic two-way finite automata augmented by reversal-bounded 
counters operating on inputs over a one-letter alphabet is studied. It is shown that every 
machine in this class can effectively be reduced to an equivalent (ordinary) finite automaton. 
Thus, all questions about finite automata that are decidable are also decidable when 
asked about machines in this class. Applications to some number-theoretic problems are 
given. 
1. INTRODUCTION: 
It is well known that the class of deterministic two-way finite automata augmented by 
a single counter has an undecidable emptiness problem1 [6]. The result holds even if 
the input alphabet is restricted to one letter. The emptiness problem is also undecidable 
for deterministic two-way finite automata augmented by two counters which are reversal 
bounded, even if the input is restricted to come from a bounded language L C uf ... uf 
(n -4 1, each ai a letter) [3]. On the other hand, for deterministic two-way multicounter 
machines whose input and counters are reversal bounded, the emptiness, infiniteness, 
disjointness, containment, universe, and equivalence problems (called F-problems in 
[3]) are decidable. 
In this paper, we show that every deterministic two-way multicounter machine with 
a one-letter input alphabet whose counters are reversal bounded can effectively be reduced 
to an equivalent (ordinary) finite automaton. Thus, the F-problems are decidable for 
such machines. The result can be used to show the decidability of some number-theoretic 
problems. For example, consider a system of nonlinear Diophantine equations of the 
form n: .-l~ := C?(X), where A is an m x n rational matrix and 7 = (yr ,...,y,J and 
G(X) = (a,(x),..., urn(x)) are column vectors, each ul(x) -= Ye or ]Y~(x)],~ ri(zc) being 
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i Let C be a class of machines. The emptiness, infiniteness, disjointness, containment, universe, 
and equivalence problems are the problems of deciding for arbitrary machines M, and M2 in C 
whether T(M,) (the language accepted by Ml) is empty, infinite, T(M,) CT T(M,) = I”,  T(M,) C 
T(M,), T(M,) is the set of all finite-length strings, and T(M,) -= T(M,), respectively. 
* ~XJ is the greatest integer QX. 
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a rational function of x with rational coefficients. The set of nonnegative integral solutions 
to D is S(D) = {(rr ,..., yn , 4 I y1 ,..., yn , x are nonnegative integers satisfying system 
D}. In [Z], it is shown that the problem of determining for a given system D whether 
S(D) # o is decidable. Here, we give another proof by showing that the set L(D) = 
(15 1 there exist yr ,.,., y,, , x such that (yl ,..., yn , x) is in S(D)j3 can be accepted by a 
deterministic two-way multicounter machine whose counters are reversal bounded; 
hence L(D) is regular. We also show that the problem of determining whether S(D) is 
finite or infinite is decidable. 
Throughout the paper, unless otherwise noted, a k-counts machine will mean a deter- 
ministic two-way finite automaton over a one-letter alphabet (provided with end markers, 
e and $) augmented by k counters. Thus an input to the machine will be of the form 
$I”$ for some nonnegative integer x. Without loss of generality, we assume that the 
counters can only hold nonnegative integers and can be incremented or decremented by 
at most 1 in every move. The machine is prevented from falling off the end markers. We 
assume that the machine only accepts when the input head is on the right end marker and 
it has no next move when it is in an accepting state. 
Let M be a k-counter machine and let n be a nonnegative integer. If in every computa- 
tion of M the count in each counter alternately increases and decreases at most n times, 
then M is said to have reversal-bounded counters. We denote by C(k, n) the class of such 
machines. Formal definitions can be found in [3]. 
EXAMPLE 1. We describe the operation of a machine M in C(2, 1) that accepts an 
input of length x if and only if the system of equations 
6x - Yl = 0, 
XIX~ + 51~,/21 - 3~~ = 0, 
holds for some positive integers X, yr , and yZ .4 
Given the input elZ$, M’s computation is divided into three phases (note that M has 
two counters): 
3 Phase 1. M makes a left to right sweep of the input and checks that x is positive and 
divisible by 3, storing the positive integer quotient in counter 1. If x is positive and 
divisible by 3, phase 2 is entered; otherwise, M rejects the input and halts. 
Phase 2. When this phase is entered, counter 1 contains yr and M’s input head is 
on the right end marker. M now makes alternate sweeps over the input. For each sweep, 
counter 1 is decremented by 1. If the sweep is from right to left, counter 2 is incremented 
by x. If the sweep is from left to right, counter 2 is incremented by 5. When counter 1 
reaches the zero value, phase 3 is entered. 
Phase 3. By now, counter 2 contains some positive integer m. M then checks that m 
is divisible by 3. This can be done simply by entering a loop that decrements counter 2 
s 1"is 1 -.- 1 (x times). 
4 rxl is the least integer >x. 
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by value 3 each time the loop is entered. If m is divisible by 3, M accepts the input and 
halts. Otherwise, M rejects the input and halts. 
EXAMPLE 2. Let p(z) = +a+ + ..a + a,x + a, be a polynomial with rational 
coefficients. We shall construct a 2-counter machine M which when given input elx$, 
calculates and stores in one of the two counters the value \ABS($(X))].” Moreover, 
M accepts 1” if and only if p(x) is a nonnegative integer. 
Clearly, p(x) can be written as p(x) = q( x )/ c, where q(x) is a polynomial with integral 
coefficients and c is a positive integer. Let q(x) = b,x” + ... -t b,x + b, . Then 
q(x) = (... (b,x + b,_,)x + *** + b,)x + b, . M operates as follows given input clz$. 
M makes a left to right sweep of the input, storing the absolute value of b,x in one of 
the counters. The sign of c&x is recorded in the finite-state control. Proceeding inductively, 
assume that M has computed and stored in one of the two counters, say counter 1, the 
absolute value of (... (b,x + b,_,)x + **. + bk_i+l)~ with the sign recorded in the finite- 
state control. M now examines !J,_~ and updates counter 1 to contain the absolute value of 
(... (b,x f b&x + .*. + b,_,+l)x + b,_, , changing the recorded sign if necessary. 
Xow M makes alternate sweeps of the input. For each sweep, M decrements counter 1 
by 1 and increments counter 2 by X. When counter 1 becomes zero, counter 2 will contain 
the absolute value of ((e.. (b,x + b,_,)x + ... + b,_,+l)x + b,_,)x. The process is 
repeated until the absolute value of q(x) has been computed and stored in one of the 
counters, say counter 1, and its sign recorded in the finite-state control. At this time 
counter 2 will have zero value. M then enters a loop which increments counter 2 by 1 
for every c decrements of counter 1. When counter 1 becomes zero, counter 2 will contain 
[ABS(p(x))l. M can also remember if p(x) is an integer and its sign. M accepts the 
input if p(x) is a nonnegative integer. It is obvious that M’s counters are reversal bounded. 
For convenience in later proofs, we shall use the following easily proved lemma. 
(See, e.g., [l, 31.) 
LEMMA 1. Let M’ be in C(k’, n). Then we can effectively construct a machine M in 
C(k, 1) fov some k >, k’ with the following properties: 
(1) T(M) = T(M’). 
(2) Acceptance is by accepting state with all counters having value 0. 
(3) In any computation, each counter makes exactly one reversal. 
(4) In any computation, each counter stores a value of at least 2 before reversing. 
(5) In every step in any computation, at most one counter changes value. 
(6) There is a counter which becomes zero when the machine enters an accepting state. 
Convention. For the rest of this section and the next section we shall, without loss 
of generality, consider only machines satisfying the properties of Lemma 1. Let the class 
of such machines be denoted by C(k). (Recall that machines in C(k) process only inputs 
of the form $la$.) 
5 ABS(x) denotes the absolute value of x. 
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Let M be in C(k). C onsider any computation of M. The status of a counter of Mat any 
given instant of the computation is defined by a 2-tuple (r, o): T = 0 if the counter has 
not made a reversal and r = 1 otherwise; e, = 0 or 1 depending on whether the counter 
has a zero or nonzero value. A CTCS (change in counter status) occurs when any of the 
following holds: 
(1) A counter with a zero value becomes positive. 
(2) A counter makes a reversal. 
(3) A counter with a positive value becomes zero. 
Since M satisfies Lemma 1, in any computation each counter of M progresses through 
the CICSs (l), (2), (3) in this order. For convenience, we shall assume that the initial 
configuration of M is an immediate result of a CICS. The same is true of the accepting 
configuration, by (6) of Lemma 1. Hence, each accepting computation has exactly 
3K + 1 CICSs. We shall also assume, without loss of generality, that Muses disjoint sets 
of states for different periods of computations between CICSs. 
2. THE CLASS C(k) 
In this section, we show that every machine in C(K) can effectively be reduced to an 
equivalent finite automaton. In the reduction, input head positions and counter contents 
are represented by polynomials with rational coefficients. A polynomial akxk + -mm +
a,x + a, with rational coefficients a, , aI ,..., ak (negative, zero, positive) will be written 
as ptak ,..., a.,,). The indeterminate x is assumed to range over the nonnegative integers. 
We begin with the following lemma. The lemma says that the quotient (i.e., integral 
part) and remainder of the ratio of two polynomials evaluated on a given x are also re- 
presentable as the values of two polynomials in a nice way. 
LEMMA 2. Letp(a, ,..., a,) and p(b, , b,) be two polynomials which are not identically 0. 
We can Jind two polynomials p(ck , . . . . c,,) and p(d, , d,) such that for a given x, 
and 
L peak j-ay %) = p c P(b, 1 44 I ( 
c ) 
k ,*.., 0 
peak ,..., ao) - p(ck ,..., co> . P(b, , 4,) = f@, > 4. 
(i) The rational coeficients c1 ,..., ck are uniquely determined by a,, ,..., ak , b, , b, . 
(ii) The rational coejicient c, is uniquely determined by a,, ,..., ak , b, , b, , and by x 
ifx<x,,orbyxmodni,l <i<k,6ifx>x0. x,, and the ni’s are positive integers which 
are uniquely determined by a,, ,..., ak , 6, , b, . 
(iii) The rational coe@-ients d,, and dI are uniquely determined by a, , a, , b, , b, , co , cl . 
g Let x and y ge integers with y positive. Let r be the remainder of ABS(x) divided by y. Then 
xmody = r if Y = Oorx > 0 
=y-r if v>Oandx<O. 
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Proof. The coefficients cr ,... , ck can be determined by 
polynomials. By this algorithm, we have 
p(a, 9.*-T a,) E 
p(b, , bd 
=c,xk++..+c,x+c;,+ b,x+b,j , (1) 
where the rational coefficients ci , c1 ,..., ck , and E are uniquely determined by a,, ,..., 
ap , 4, , b, . 
To determine c0 let m, and ni , 1 < i < K, be integer constants such that ci = mi/ni , 
n, ‘-- 0 and gcd(mi , ni) = 1. (If mi = 0, take ni = I .) Then, for 1 < i < k, we have 
(2) 
where li = (mixi) mod n, . 
From Eqs. (I) and (2), we obtain 
L “2b;*;$) ] =: lCkX” + .‘. + crx I 
E 
+ Co + b,x + b,, I 
E 
+ ” + b,x + b,, 
= CkXk + “. + clx + co , 
where co = cy + l/3 + E/(b,x + b,)J, OL = -C,“=, li/ni , and /I = ch + zf=, Z,/ni . The 
value of co depends on the case. 
Case 1. E = 0. Then co = 01+ @J. 
Case 2. 6, = 0. Then co = OL + l/3 + E/b,j. 
Case 3. 6, f 0, E # 0, Eb, > 0. Then there exists x1 > 0 such that for x > x1, 
i/3 + E/(b,x -t b,)] = l/3]. So, for x 3 x1 , co = 01 + l/31. 
Case4. b,#O,EIfO,Eb,<O,~’ IS an integer. Then there exists x2 > 0 such that 
for x > x2 , l/3 + E/(b,x + b,)J = /3 - 1. So, for x 2 x2 , co = CK + /3 - 1. 
Case 5. b, # 0, E # 0, Eb, < 0, /3 is not an integer. Then there exists x3 > 0 such 
that for x 3 xg , LB + -Wv + bo)l = LPI. So, for x 3 x3 , co = 01 + LB]. 
Let x0 = max{x, , xa , xa). Now, x0 depends only on a, ,..., a, , b, , and b, . Thus, 
for x < x0 , the value of co depends only on a, ,..., aA , b, , b, , and x. On the other hand, 
571/19/2-3 
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for x 3 x0, c,, depends only on ci , E, b, , b, , the ni’s and the &‘s. Thus, for x 3 x,, , 
c,, depends only on a, ,..., a,, b, , b, , and x mod ni , 1 < i < k. 
To determine d,, and dI notice that in Eq. (l), the coefficients c1 ,..., cK are uniquely 
determined by the division algorithm. Thus, we have p(a, ,.. ., a,,) - p(c, ,..., c,,) . 
p(b, , b,) = p(a, - c,zJ,, - c,_,b, ,.. ., a2 - c&,, - cIb, , a, - clb, - cob, , a,, - c,,b,) = 
P(O,..., 0, a, - clb, - cob, , a, - cob,-,) = p(d, , d,,), where dI = a, - cIb, - cobI and 
d0 = a, - cob,, . 1 
We will also need the following easily verified lemma. 
LEMMA 3. Let p(a, ,..., a,) be a given polynomial. There exists x0 3 0 such that for 
every x Z x0 , P(a, ,..., a,) evaluated at x is negative, zero, orpositive if and only $~(a,,..., a,) 
evaluated at x0 is negative, zero, OY positive, respectively. 
Proof. If ak = uk_l = ... = a, = 0 then choose x0 = 0. Now suppose al # 0 for 
1 <l<k and a,,, = ... = uk = 0. Let b = max{ABS(bJ, ABS(cJ 1 ai = bi/ci # 0, 
bi , ci integers, 0 < i < k}. Then 
ABS(a,xk + ... + a,x + a,) > (l/b)x” - lb&-’ 
= (x - lb2)xz-l/b 
>o for x > lb2. 
Choose x0 = lb2 + 1. 1 
We now prove a lemma which says that we can transform any machine M in C(k) into 
an equivalent machine M’ in C(2k) having desirable properties. 
LEMMA 4. Let M be in C(k). We can construct another machine M’ in C(2k) having 
the following properties: 
(a) T(M’) = T(M). 
(b) M’ can only make input reversals on the end markers. 
(c) M’ halts on any input $I”$. 
Proof. Let M have s states. M’ will have in its finite-state control two buffers called L 
and R. Each buffer holds a string of length s. Initially, L = R = b ..* b (s times), where b 
represents blank. At any time during the computation, at least one buffer is completely 
blank. The strings that can be in L are of the form b a.. b, b .** be, b .** be1 ... 1, 11 ... 1. 
Similarly, the strings that can be in R are of the form b ~1. b, $b -1. b, 1 ... l$b ... b, 
11 *** 1. We now describe the operation of M’ given input $I*$. Initially both M and M’ 
are on the left end marker and L = R = b .** 6. 
(1) M’ simulates the computation of M. Whenever the input head is moved one 
position to the right, the string in L is shifted by one position to the left and the symbol 
which was under the input head just before the move is stored in the rightmost position 
ofL. Thus, L will successively take the forms b *.= b, b a.. be, b ... bel, **a. Note that if M 
moves its input head to the right by at least s + 1 positions (without reversing), the buffer 
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will contain 1 ... 1 (s times) and it will remain like this as long as M’ does not reverse 
ts input head. 
(2) When the right end marker is encountered, L is reset to b ... b and now process 
(1) just described is repeated with R playing the role of L, “left” being replaced by 
“right”, b ... &, b ... &l, ... being replaced by $b ... b, 1 $b ... b, .... 
(3) Suppose that during a left to right simulation of M by M’, M reverses its input 
head on a symbol which is not an end marker. In this case, M’ does not move its input 
head but simulates the computation on the string stored in L, starting on the symbol 
which corresponds to the symbol under the input head of M. Two cases arise: 
Case 1. While simulating M, M’ tries to leave buffer L from the right. 
In this case, M’ goes on with the computation as described in (1). 
Case 2. While simulating 1M, M’ tries to leave buffer L from the left. 
This is only possible if buffer L contains 1 ... 1 and a counter of M became zero within 
the last s moves of the input head of M’. In this case M’ moves its input head to the right 
end marker. In order to remember its present position, a new counter, say c, is used. 
When M’ reaches the right end marker, it makes a reversal and moves its input head to 
the desired position by using the value stored earlier in counter c. L is then reset to b ... b, 
R is set to 1 ... 1 and M’ goes on with the computation as described in (2). 
(4) The case in a right to left simulation of M by M’ when M reverses on a symbol 
which is not an end marker is handled as in (3). 
(5) Suppose that during the simulation of M by M’, M enters an infinite loop. This 
can only happen if M enters a state Zoop of the form shown in Fig. 1 (the input head of 
q is the first /qs 
instance of a 
repeated state 
FIG. 1. A state loop in which the input head makes alternate sweeps over the input and a state 
is repeated on an end marker. 
M makes alternate sweeps over the input and a state is repeated on an end marker) or of 
the form shown in Fig. 2 (the input head of M remains stationary on an input position 
and a state is repeated). Moreover, during the state loop none of the counters is decre- 
mented. Clearly M’ can detect such a situation. If such is the case, then M’ halts in a 
nonaccepting state. 
152 GURARI AND IBARRA 
c $ 
FIG. 2. Three possible state loops. For each one, the input head remains stationary on an 
input position and a state is repeated. 
At most K new counters are needed to simulate reversals of M on non end markers. 
Hence M’ can be constructed to be in C(2K). 1 
In the next lemma, we assume that &I satisfies the properties stated in Lemma 4. 
LEMMA 5. Let M be in C(k). Assume that during the computation of M on input elx$, 
M makes a sweep from one end marker to the other without a counter making a CICS. Then 
during such a sweep, the change in the value of any counter can be represented by a polynomial 
of the form p(a, , a,,) = a,x + a, . The coeficients a, and a, can effectively be determined 
from the specification of M and the states of M when it started and completed the sweep. 
Proof. Let M have s states. Assume without loss of generality that the machine 
starts on the left end marker and the input is of length x. The case x < s is easily handled. 
So assume x > s. 
Since x > s, during the sweep there will be a repeated state cycle. See Fig. 3. In the 
Cl i$ 
FIG. 3. A sweep of $I=$ from the left end marker to the right end marker. 
figure - represents a sequence of states such that only the first and last states in the 
sequence are the same, and cc- represents a sequence of states before the start of the 
earliest first state cycle occurring in M’s sweep across 1”. Let lI , 1, , and l3 be the number 
of symbols (of the input) read before the start of the first cycle, during the cycle, and 
during the uncompleted part of the cycle, respectively. Consider a specific counter. 
Let b, , b, , and b, be the value by which the counter is changed during the periods just 
described. Assume for convenience that b, includes the change incurred over the left 
end marker. (Each bi can be negative, zero, or positive.) Clearly 1, + i . 1, + l3 = x for 
some i 3 1. Hence i = (x - (II + Z,))/Z, . Th us, the change in the counter value is given 
by 
h + i . b, + b, = b, + ( x - (k + &) ) b, + b, = $ x + b, + b, _ b, (9) 
= Ha, , 4, 
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where a, = bz/Zz and u,, = 6, + b, - b2((Zl + 1,)/Z,). The values of 2, , Z2 , b, , and b, 
depend only on the specification of M and the state M was in when the sweep started. 
(Recall that disjoint sets of states are used for different periods of computations between 
CICSs.) Za and b, depend on the above parameters and the state of M when the sweep is 
completed. 1 
We are now ready to prove the main result of the paper. 
THEOREM 1. Let M be in C(k). Then we can efectively construct a two-way nondeter- 
ministicfinite automaton M’ such that T(M’) = T(M). Hence, T(M) is a regular set [7]. 
Proof. Without loss of generality assume that M satisfies the properties of Lemma 4. 
Consider an accepting computation of M on any input of the form clz$. Recall that in 
an accepting computation M has exactly 3k + 1 CICS’s and M uses disjoint sets of 
states for different periods of computations between CICSs. Let M have s states. We now 
describe the computation of M’ on the input el”$. 
The computation of M’ consists of constructing the configuration that M enters 
immediately after each CICS. M’ enters an accepting state if and only if an accepting 
configuration of M is reached. Each configuration is described by: 
( 1) a state of M, 
(2) a polynomial which represents the position of the input head of M and is of 
the form p(aJ or ~(a,, a,), and 
(3) k polynomials, where each polynomial represents the value of a counter of M 
and is of the form p(b, ,..., b,). (We shall see that m ,( k.) 
The coefficients in the above polynomials are chosen from a finite set R of rational 
constants, where R itself can effectively be found from the specification of M and does 
not depend on X. R is, of course, stored in the finite control of M’. Note that, by Lemma 3, 
AZ’ can determine the status of each counter (i.e., zero or positive) from the polynomial 
representations of the counter values. 
To construct the configuration that M is in immediately after the first CICS (i.e., the 
initial configuration of M), M’ need only record the following information: 
(a) the initial state of M, 
(b) the polynomial p(O) representing the input head position over the left end 
marker, and 
(c) k polynomials of the form p(O) representing the 0 value in the counters of M. 
‘I’o construct the configuration corresponding to the t + 1st CICS given the configura- 
tion at the tth CICS, M’ guesses which of the subcases of A or B below applies, verifies 
that the choice is correct, and then actually constructs the new configuration corresponding 
to the subcase chosen. 
A. Immediately after the tth CTCS, the input head is on an end marker. 
Assume that M is in state, say, q immediately after the tth CICS occurs. We distinguish 
between 3 subcases. 
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A. I. The t + 1st CICS is caused by a counter making a rewersal or by a counter changing 
value from xero to positive. 
During the period of computation between the tth CICS and the t + 1st CICS, 
M can make at most 2s - 1 reversals on the end markers before the occurrence of the 
t + 1st CICS. This is because the input head of M cannot enter a state loop (see Figs. 
1 and 2): By Lemma 4, M cannot enter an infinite loop. If M enters a state loop then the 
only way for M to get out of it is for a counter to change value from positive to zero. 
This contradicts the assumption in A. 1. 
In addition, immediately after the t + 1st CICS, the input head of M must be within s 
symbols from the last end marker it encountered. Otherwise, M will enter a state cycle 
(see Fig. 3) which will force its input head to reach the other end marker. 
For%this subcase M’ guesses: 
(i) the number of sweeps, say, r, that the input head of M makes on the end 
markers during the period of computation between the tth and the t + 1st CICS; 
(ii) the states, say, qr ,..., q,. that M is in when it completes its ith, 1 < i < r, 
sweep over the input during the period of computation between the tth and the t + 1st 
CICS; 
(iii) the distance, say, p(b) of the input head of M from the end marker last en- 
countered before the t + 1st CICS occurs; 
(iv) the state, say, q’, that M is in when the t + 1st CICS occurs. 
By Lemma 5, during each sweep between the end markers, the change in value for 
each of the counters can be represented by a polynomial of the form p(al , a,). For the 
uncompleted sweep, the corresponding change in value for each of the counters is given 
by a polynomial of the form p(ah) (b ecause the input head immediately after the t + 1st 
CICS must be within s positions from an end marker). Moreover, the rational coefficients 
a, , a, , and aA can be uniquely determined from the description of M and the states q, 
q1 >..., QT , q. 
Adding now the polynomial associated with the value of a given counter corresponding 
to the instance immediately after the tth CICS to the polynomials associated with the 
changes that took place during the computation resulting in the t + 1st CICS gives the 
new value of the counter represented in polynomial form. Clearly, if the old value was 
represented by a polynomial of degree > 1, then the new polynomial representation has 
the same degree. If, however, the old value had degree = 0, then the new representation 
may be of degree 0 or 1. 
By Lemma 3, M’ can verify that the changes to the polynomials associated with the 
values of the counters are valid. Also, by Lemma 6 below, M’ can simulate the computa- 
tion of M when disregarding the changes in the counters. Thus, M’ can verify that the 
choices made in (i)-(iv), are correct. 
In the remaining cases we only give the ideas for updating the input head position and 
counter values. In fact, for the most part, the updating of the head position is straightfor- 
ward and is omitted. In each case, the implementation in M’ (i.e., the nondeterministic 
choices, the verification, etc.) is similar to that of subcase A.1 and is, therefore, omitted. 
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A.2. The t + 1st CICS is caused by a counter changing value from positive to zero. 
However, during the computation, no state loop of the form shown in Fig. 1 or Fig. 2 
occurred. 
In the period between the tth CICS and the t + 1st CICS, the input head of M may 
make r reversals on the end markers, where r < 2s - 1. Also, immediately after the 
tth CICS, the counter which caused the t + 1st CICS held a value which was represented 
by a polynomial of the form p(d, , d,,), i.e., the degree < 1. (If the degree > 2, there exists 
x0 such that for every x > x0, the counter cannot become zero without M entering a 
state loop. Hence, if the degree > 2 then M’ must first check that x < x0. If so, M’ can 
compute and represent the counter value by a polynomial of the form p(d,). If x 2 x,, , 
then subcase A.2 is inappropriate.) 
Let us assume that r = 0. If Y > 0, we can update the description of the machine in 
a way similar to what we did for subcase A.1. Also, we may assume that immediately 
after the t + 1st CICS, the input head is more than s symbols away from the end marker 
it last encountered. (Otherwise, we can use the technique of subcase A.1 to update the 
description of the machine.) This implies that a state cycle is repeated before the occurrence 
of the t + 1st CICS. See Fig. 4. 
c I I$ 
FIGURE 4 
Let I, , 1, and Za be the input lengths read before the start of the first cycle, during the 
cycle, and during the uncompleted part of the cycle, respectively. Let bj, , bj, , and bj, 
be the corresponding values by which the jth counter, 1 < j < K, is changed during the 
said periods. Again, assume that bj, includes the change incurred over the end marker. 
Let u, 1 < u < k, be the counter which caused the occurrence of the t + 1st CICS. 
Then -(b,, + i . b,, + b,,) = p(d, , dO) and immediately after the t + 1st CICS, the 
input head position is represented by the polynomial 
The change in value of counter j is represented by the polynomial 
bj, + i . bj, + bj, = p (- p , bj, + bj, - do + ki9* bjs). (*) 
The values of the counters are updated by adding the polynomials of the form (*). 
As in subcase A.l, the constants Ii , I, , I3 , bj, , b,, , and bj, , 1 < j < k, can be uniquely 
determined from q, q’ and the description of M. 
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A.3. The t + 1st CICS is caused by a counter changing value from psoitive to zero. 
Also, the computation enters a state loop of the form shown in Fig. 1 or FQ. 2. 
Before the machine enters a state loop, the input head can make at most 2s - 1 reversals 
on the end markers. Moreover, if the state loop does not occur on an end marker (see Fig. 2) 
it must happen within s positions from an end marker. So the description of the configura- 
tion can be updated (in a way similar to what we did in subcase A.l) to the instant in 
which the first state loop is entered. 
During the state loop, counter i, 1 < i < k, is changed by a value of the formp(b, , ci): 
A state loop of the form shown in Fig. 1 involves no more than 2s - 1 reversals on the 
end markers. By Lemma 5 the change in the value of the counter is of the form p(b, , ci). 
If the state loop is of the form shown in Fig. 2, the counter is only changed by a constant. 
In this case bi = 0. 
Let counter/, 1 < j < K, be the counter which caused the t + 1st CICS. Assume that 
before entering the first state loop counter j held the value p(a, ,..., a,,). Then there are 
exactly [p(a,, ,..., a.Jp(d, , d,,)J state loops, where p(d, , d,) = -p(bj , q), during which 
counter i, 1 < i < k, is changed by a value represented by the function &(a, ,..., a,J/ 
P(d, > 44 . p(b, > 4. BY using the results of Lemma 2, we can update the information 
associated with the configuration at the instant immediately after counter j reaches the 
value 
Then the computation continues in a way similar to that considered in subcase A.2. 
So the values of the counters and input head position immediately after the t + 1st CICS 
can be appropriately updated. Note that the highest degree polynomial representing the 
value of some counter immediately after the t + 1st CICS can be at most one degre 
higher than the highest degree polynomial representing the value of some counter 
immediately after the tth CICS. 
B. Immediately after the tth CICS, the input head is not on the end marker. 
This case has four subcases. However, since the techniques needed to handle the 
subcases are similar to those of A, we will only mention the subcases and point out the 
similarities. 
B. 1. An end marker is encountered before the t + 1st CICS takes place. 
See Fig. 5 and subcase A.2. 
In the following, we assume that the t + 1st CICS takes place without the input head 
encountering an end marker. 
B.2. The t + 1st CICS is caused by a counter making a reversal or by a counter changing 
value from zero to positive. 
In this case, the input head can make at most s moves and cannot enter a state cycle 
or a state loop. 
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FIGURE 5 
B.3. The t + 1st CICS is caused by a counter changing value from positive to zero 
without entering a state loop (see Figs. 1 and 2). See Fig. 6 and subcase A.2. 
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FIGURE 6 
B.4. The t + 1st CICS is caused by a counter changing value from positive to zero. 
Also, the computation enters a state loop of the form shown in Fig. 2. 
See Fig. 7 and subcase A.3. 
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FIGURE 7 
$ 
During the period of computation described by any of the subcases ,4.1, A.2, B. 1, B.2, 
and B.3 the change in the value of any counter is at most linear in the input length. If 
subcase B.4 is responsible for the t + 1st CICS, then the highest degree polynomial 
representing the value of a counter immediately after the t + 1st CICS cannot exceed 
that of the tth CICS. However, for subcase A.3, the degree can increase by at most one. 
Now subcase A.3 can be entered in at most k times. Since there are only k counters, the 
polynomials representing the counter values can have a maximum degree of k. 1 
LEMMA 6. Let M be a two-way nondeterministic jinite automaton operating on input 
cl”$ (see Fig. 8). Let 0 < lI , l2 < x + 1 be positions on the input. Suppose that I, := 
(u;x + b,)/c, and I, = (a,~ + b2)/c2, where a 1 , b, , cl , a2 , b, , c2 are integers recorded in 
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the finite-state control of M. The-n M can eflectively simulate any computation which requires 
the input head to move from position l1 to position l2 without reversing. 
FIGURE 8 
Proof. Assume that 1, < 1, . (The case when l2 < l1 can be treated similarly.) Let 
ax + b a22 + b, a,x + b, pzz - 
C 
, 
C2 Cl 
where a, b, c are integers with c > 0, and consider the following cases. 
Casel. a<Oandb>O. 
Then either a = 0 or a < 0 and x < b. In this case, M can compute (ax + b)/c in its 
finite-state control while making a pass over the input string. Then M uses the result for 
the simulation. 
Case 2. a > 0 and b > 0. 
In this case M uses a counter with maximum value c in its finite-state control and 
proceeds as follows: 
(i) M makes a sweep of the input, say from left to right, while incrementing the 
counter by 1 for each right move of the input head. 
(ii) When the counter becomes full, M simulates “a” moves, resets the counter to 
zero and continues the computation. 
(iii) If the counter contains r when the right end marker is encountered then M 
computes the value (r + b)/c (in its finite-state control) and simulates these many moves. 
Case 3. a > 0 and b < 0. 
Let x1 be the least positive integer such that (axI + b) 2 0. Then x > xi and 
(ax + b)lc = (4~ - xi) + (ax1 + b))lc. M computes xi (in its finite-state control), 
replaces b by the value ax, + b, moves xi positions to the right of the left end marker, 
and proceeds as in case 2. 
Case 4. a < 0 and b < 0. 
This case is not possible. 1 
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3. AN APPLICATION 
Theorem I can be used to show the decidability of some number-theoretic problems. 
AS an example, consider a system of nonlinear Diophantine equations of the form D: 
-4j -= 6(x), where A is an m x n rational matrix and 7 = (yl ,...,yJ and 6(x) = 
(44,..., 0J.z)) are column vectors, each ai = ri(x) or [ri(x)J, ri(x) being a rational 
function of DC with rational coefficients. Let S(D) = {(yl ,..., yn , x) 1 y1 ,..., yn , x are 
nonnegative integers satisfying system D}. In [2], it is shown that the problem of deter- 
mining whether S(D) # or is decidable. We shall give another proof of this result using 
Theorem I. We shall also see that the infiniteness problem for S(D) is decidable. 
Let us first consider the special case of linear Diophantine equations: D: -49 =- b, 
where .4 is an integral matrix and 6 is an integral vector. We shall give an algorithm to 
determine if S(Z)) # JZ based on the following theorem of [2]. (See also [5].) 
THEOREM 2. Let D: A7 = 6 be a system of linear Diophantine equations, where A is 
an r x n integral matrix, 7 = (yl ,..., yJ and b = (6, ,..., b,), each 6, an integer. Let 
n i> r and r be the rank of A. Denote by A the maximum of the absolute values of all Y :< r 
subdeterminants of A. If the system has a nonnegative integral solution, then it has a non- 
negative integral solution (j$ ,..., jn) such that for some set of indices L = Cl1 ,. .., I,.] C 
Cl,...) n;, jlC <. il for each k $L. Moreover, the submatrix formed by columns I1 ,..., I, ?f .4 
is nonsingular (i.e., it has rank r). 
WC now describe an algorithm to determine if S(D) +- o for a linear system D: 
AT b, where A is an m x n integral matrix and 6 = (b, ,..., b,) is an integral vector. 
m’rite the system n as 
gl aijYj = bi , i = 1, 2 ,..., m. (1) 
Step 1. Diagonalize the system of equations. By interchanging equations, if necessary, 
let the first r x’ m equations be the largest set of independent equations. Thus (1) can 
be written as 
;I a,ijyj = bj , i := 1, 2 ,..., r, 
(2) 
;I aijyj = b, , i = r + I ,..., m. (3) 
Let R be the matrix formed by the coefficients aij in (2). 
Step 2. Choose a new set of indices L = {I1 ,..., Z,} C { 1, 2 ,..., n]. If no new set 
exists, then there is no nonnegative integral solution to (1); stop. 
Step 3. Determine the determinant of the submatrix of B formed by the columns 
in I;. Let A be the absolute value of this determinant. If A = 0 go back to step 2. 
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Step 4. Determine if for some integral values 0 < qk < d for the variables yk , 
K $ L, the system of equations (derived from (2)) 
& am = bi - zL aik_h , i = I, 2 ,..., r, (4) 
yields nonnegative integral values jJi for the variables yi , j EL (using Cramer’s rule). 
If the answer is no, go back to step 2. 
Step 5. Check if the equations in (3) are consistent with the values g1 ,..., $n . If they 
are, J$ ,..., $lE form a nonnegative integral solution to the original system (1); otherwise, 
no nonnegative integral solution exists. Stop. 
We will also need the following lemma. 
LEMMA 7. Let h be a positive integer and let Y(X) = p(x)/q(x) = s(x) + t(x)/q(x), 
where p(x), q(x), s(x), and t(x) are polynomials with rational coeficients such that t(x) # 0 
and 0 < degree (t(x)) < degree (q(x)). 
(a) We can effectiwelyfind an x1 >, 0 such that ifkr(x) is an integer, then 0 < x < x1 . 
(b) We can effectively find an x2 > 0 such that for x 3 x2 : 
if to > 0 or if s(x) is not an integer 
4(x,) 
= his - l] otherwise. 
Proof. Let c be the smallest positive integer such that KS(X) = u(x)/c for some poly- 
nomial U(X) with integral coefficients. Then let x1 be the least nonnegative integer such 
that ABS(Kt(x,)/q(x,)) < l/c. Take xs as the least integer greater than or equal to x1 such 
that t(x)/q(x) is negative, zero, or positive if and only if t(xJ/q(xJ is negative, zero, or 
positive, respectively. 1 
THEOREM 3. It is decidable to determine for a given system D: A7 = 6(x), where A is 
an m x n rational matrix, jj = (yl ,..., y& and C(x) = (ul(x) ,..., a,(x)), each ui(x) = 
ri(x) or Lri(x)J, ri(x) a rational function of x with rational coe$cients, whether the set S(D) 
is empty, Jinite, or infinite. 
Proof. First, transform the system into an equivalent system D: (hA)ji = KG(x) = 
(Ku,(x),..., b,(x)), where K is the least positive integer such that KA is an integral matrix. 
We shall construct a deterministic two-way multicounter machine M whose counters 
are reversal bounded accepting the set L(D) = (1” 1 there exist nonnegative integers 
y1 ,...> yn > x such that (RA)y = E(x)}. We describe the operation of M briefly, omitting 
the details. Mwith input elx$ first computes and stores in m counters the values ku,(x),..., 
h,(x) which must be integers if 1” is in L(D). To do this, let yi(x) = si(x) + ti(x)/qi(x), 
where So, t,(x), qi(x) are polynomials with rational coefficients. If ti(x) = 0, then 
KY,(X) = KS,(X) or K[ri(x)J = K[si(x)J can be computed using a finite number of reversal- 
SIMPLE COUNTER MACHINES 161 
bounded counters (refer to Example 2). If ti(x) # 0 and 0 < degree (t,(x)) < degree 
(Q~(x)) then Izr,(~) can have an integral value for only a finite number of values of X, by 
Lemma 7(a). In this case, KY,(X) can be found by table look-up. Also, by Lemma 7(b), 
k[~~(x)J = k[sJx)j or K[s$(x) - l] which, g a ain, can be computed using a finite number 
of reversals. When M has computed 6 = (&r(x),..., Ku~(x)), M then determines 
if the system (KA)y = 6 has a nonnegative integral solution. Steps 1 through 5 
of the algorithm described earlier can be carried out by Musing only a finite number of 
reversal-bounded counters. M halts in an accepting state if and only if a nonnegative 
integral solution exists. 
NowL(D) = m if and only if S(D) = 0. It follows from Theorem 1 that the emptiness 
problem for D is decidable. If L(D) is infinite, which is decidable, then S(D) is infinite. 
If L(D) is finite, then the members of L(D) can be effectively found since L(D) is a regular 
set. Let x1 , x2 ,..., x1, be the members of L(D). Now consider the systems of equations 
Di : (kA)J = a, ) hi = (lq(Xi),..., kc~~(xJ), i = 1, 2,..., p. The set D(,Si) is an effectively 
computable semilinear set [4, 81. Hence, it is decidable if S(Di) is finite or infinite. Since 
S(D) is infinite if and only if S(DJ is infinite for some 1 ,( i <p, it follows that the 
infiniteness problem for D is decidable. 1 
4. CONCLUSION 
Let L be a language accepted by a deterministic two-way multicounter machine M 
whose counters are reversal bounded. We have shown that if L _C a* then L is regular. 
In fact, a finite automaton M’ accepting L can effectively be constructed from M. We 
believe that this result also holds for the case when M is nondeterministic, but we have 
no proof at this time. The proof technique described in the paper does not generalize 
to the nondeterministic case. If L C afu$ (a, , a2 distinct symbols) then L may not even 
be context-free. For example, the language (cz~~“~ j k, m >, l} can be accepted by a 
deterministic two-way one-counter machine whose counter makes exactly one reversal 
We do not know if the regularity of L C a* holds (for deterministic or nondeterministic 
cases) when the reversal-bounded counters are replaced by reversal-bounded pushdown 
stores. However, it is easy to show (using the undecidability of the Post correspondence 
problem) that even if a language L C a* accepted by a nondeterministic such machine is 
regular, the construction of a finite automaton accepting L cannot be effective. 
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