Here, the index i M runs over all possible measurement outcomes, p i M (U) is the probability for the measurement outcome i M , S [ρ A (U, i M )] is von Neumann entanglement entropy of A for a given measurement outcome i M in a particular realization U of RUC, and overline denotes averaging over the RUC U. By using weak measurement formalism, we can rewrite this quantity in a simpler form by extending the Hilbert space to include the subspace M for ancilla qudits. That is, it exactly equals the conditional entropy:
We present a theory of the entanglement transition tuned by measurement strength in qudit chains evolved by random unitary circuits and subject to either weak or random projective measurements. The transition can be understood as a nonanalytic change in the amount of information extracted by the measurements about the initial state of the system, quantified by the Fisher information. To compute the von Neumann entanglement entropy S and the Fisher information F, we apply a replica method based on a sequence of quantitiesS (n) and F (n) that depend on the n-th moments of density matrices and reduce to S and F in the limit n → 1. These quantities with n ≥ 2 are mapped to free energies of a classical spin model with n! internal states in two dimensions with specific boundary conditions. In particular,S (n) is the excess free energy of a domain wall terminating on the top boundary, and F (n) is related to the magnetization on the bottom boundary. Phase transitions occur as the spin models undergo ordering transitions in the bulk. Taking the limit of large local Hilbert space dimension q followed by the replica limit n → 1, we obtain the critical measurement probability pc = 1/2 and identify the transition as a bond percolation in the 2D square lattice in this limit. Finally, we show there is no phase transition if the measurements are allowed in an arbitrary nonlocal basis, thereby highlighting the relation between the phase transition and information scrambling. We establish an explicit connection between the entanglement phase transition and the purification dynamics of a mixed state evolution and discuss implications of our results to experimental observations of the transition and simulability of quantum dynamics.
I. INTRODUCTION
Quantum states with high degree of entanglement cannot be efficiently emulated by classical computers and may serve as a resource for quantum science [1] . A natural way to generate such states is to evolve a quantum system under generic unitary dynamics, which gives rise to extensive entanglement entropy for any subsystems [2] [3] [4] [5] [6] . However, in realistic situations, the dynamics is also subject to nonunitary evolution owing to local measurements of system degrees of freedom (qudits), performed either by an observer or spuriously by environment. Local measurements generally destroy entanglement within a quantum system as they project the measured qudits onto a definite state, disentangled from the rest. This naturally raises a question: how robust is entanglement generation by unitary evolution against measurements?
Recent works presented numerical results as well as general arguments suggesting that volume-law entanglement in steady states may persist if the rate of measurements is sufficiently small, while frequent enough measurements above a critical rate drive a transition to steady states with area-law entanglement entropy [7] [8] [9] [10] [11] [12] [13] . Despite this progress, an analytic framework to describe the phase transition is still lacking. Such a framework is needed in order to understand universal properties of the two distinct dynamical phases and the nature of the transition between them. Does the phase transition belong to a known universality class? How does the transition affects physical properties that are more accessible and * YB and SC contributed equally to this work.
relevant to experiments than entanglement entropy such as probability distributions of certain measurement outcomes? These questions are particularly important in the context of current experimental efforts to demonstrate computational advantages of quantum devices over classical computers. In such efforts, quantum systems are interrogated both by a controlled measurement device and by an uncontrolled environment, and the entanglement transition may imply a change in the complexity of the quantum dynamics they attempt to simulate.
In this paper, we address the above questions by developing a theoretical framework, in which an ensemble of quantum circuits with measurements are exactly mapped to a series of classical statistical mechanics models. Our construction generalizes previous works on emergent classical spin models in random tensor networks and random unitary circuits (RUC) [4, [14] [15] [16] [17] [18] . In particular, mapping to a statistical mechanics model has allowed to analyze entanglement phase transitions in random-tensor networks, which as we will see, are similar to the measurement induced entanglement transition in quantum circuits [16] . In the framework of random unitary circuits, such mappings allowed to understand the universal features of entanglement growth and operator spreading in a generic unitary time evolution [2] [3] [4] [5] [6] . The essential difficulties in generalizing the existing approach to include measurements are related to the nonlinearity of the process; one needs to normalize a many-body wavefunction after each projective measurement. Furthermore, it is challenging to consider a typical behavior averaged over different measurement outcomes, since their probabilities are not independent of each other and depend on the state history. In order to address these challenges, we find that it is conceptually simpler to consider quantum circuits in which every qudit is subject to weak measurement at every time step, instead of ones with a set of randomly distributed strong projective measurements. The weak measurements are implemented by coupling the system qudits to a set of ancilla qudits that are subsequently measured by strong projective measurements as illustrated in Fig. 1 . The strength of measurement is tuned by the strength of the coupling between the system and the ancilla qudits. Later, we show that the case of random projective measurements can be implemented as a special case of this circuit. Hence, our results pertain to random projective measurements studied in Refs. [7] [8] [9] [10] [11] , while they also generalize to the case of constant weak measurement. Our main results are insensitive to this detail.
II. OVERVIEW
Before proceeding, we provide a brief overview of the main ideas and results of this paper. First, we present a simple expression of the subsystem entanglement entropy averaged over different measurement outcomes, which is the quantity considered in previous works [7] [8] [9] [10] [11] . We show how this quantity can be mapped to the excess free energy originating from a domain wall in a classical spin model, generalizing the analytic approaches introduced in Refs. [4, [14] [15] [16] [17] [18] , and explain the new insights and results obtained from this mapping.
Next, we identify another signature, or an "order parameter," of the same transition, that is more relevant for experiments. The new quantity offers an alternative interpretation of the phase transition: a sharp change in the amount of information that can be extracted by the measurements about the initial state of the system (see Fig. 2 ). The phase transition is also seen in the Fisher information, quantifying the amount of information that the measurements carry about the initial state of the system.
A. Replica method: conditional entropy
One of the main quantities considered in previous works is the entanglement entropy of a subsystem A, averaged over measurement outcomes and realizations of the RUC:
from which the von Neumann conditional entropỹ S(A|M ) is recovered in the limit n → 1. It is important to note thatS (n) (A|M ) is not itself an average conditional (Rényi) entropy, but it recovers its meaning only in the replica limit. Note also that the n-th moments of the replicated density matrices are averaged over U now inside the logarithms. We will showS (n) (A|M ) can be interpreted in terms of free energies of classical spin models in two dimension. The two dimensions arise from the time, which in our convention flows from bottom to top, and the space dimension on the original qudit chain. Each classical "spin" degree of freedom arises from a random unitary gate and may take as its value any one of the n! elements of the permutation group P n . For example, the case n = 2 corresponds to Ising spins, where an up/down spin maps to a trivial/swap element. Increasing the measurement strength weakens the couplings between the spins, leading to a transition from a ferromagnetic to a paramagnetic phase at a critical measurement strength.
The generalized entropyS (n) (A|M ) corresponds to the difference between free energies that result from different top boundary conditions. These boundary conditions are arranged such thatS (n) (A|M ) describes the excess free energy associated with a domain wall that runs in the bulk and connects the two edges of the subsystem A at the top boundary. The domain wall free energy scales with the length of A in the ferromagnetic phase, which is therefore identified with the volume-law phase, whereas the free energy is of order one in the paramagnetic phase, identified with the area-law phase. We note that entanglement phase transitions in random tensor networks were similarly interpreted in Ref. [16] as a change of domain wall free energies in an emergent statistical mechanics model. The classical spin model description allows to infer crucial information about the transition. First, we obtain an analytic approximation for the critical measurement strength (or the measurement probability in the case of random projective measurements). The spin model description greatly simplifies in the limit of a large local Hilbert space dimension q for a qudit, where our model maps to the n!-state standard Potts model on the square lattice. On this lattice, we can obtain the critical coupling strength analytically as a function of n and q using the Kramers-Wannier duality. Taking the replica limit n → 1, we find a critical measurement probability p c = 1/2. We note that the value of p c predicted in this large-q approximation becomes independent of q in the replica limit n → 1, the framework itself only holds for large q. For a small local Hilbert space dimension q = 2, we perform exact numerical simulations for up to N = 30 qubits and obtain p c = 0.26 ± 0.02. Furthermore, the mapping to an n!-state Potts model allows to infer the universality class of the entanglement transition in the limit q → ∞. Specifically, the partition function of the Q-state standard Potts model approaches that of bond percolation in the physical limit Q → 1. This is similar to the prediction made in Ref. [8] that the special Rényi-0 entropy undergoes a percolation transition. However, in our case, note that the bond percolation transition in the von Neumann entanglement entropy is limited to the case of infinite q.
B. Alternative signature of the transition
It is important to find the signatures of the phase transition that are more accessible and relevant for experiments than the conditional entanglement entropy. In particular, measuring the conditional entanglement entropy is extremely challenging, as it requires postselecting a particular combination of measurement outcomes with occurrence probability exponentially small in system sizes (both in space and time). Furthermore, for each measurement outcome, estimating entanglement entropy for the quantum state necessitates additional exponentially many repetitions of an experiment [19, 20] . Consequently, the operational meaning of the conditional entanglement entropy is a priori not clear from an experimental point of view. A quantity with transparent physical meaning is therefore needed.
The quantum circuit we consider involves measurements. Hence, it is natural to seek the signatures of the transition in the probability distribution (or histogram) of measurement outcomes. Indeed, we show that there is a sharp transition in the amount of information these measurements contain on the initial state of the system, quantified by the Fisher information. The Fisher information can be derived from a closely related quantity, the Kullback-Leibler (KL) divergence (also known as the relative entropy). Given the two distributions P 0 (x) and P θ (x) of measurement outcomes obtained for two close initial states of the system, the KL divergence averaged over RUC is
Here, θ parameterizes the distance between two initial states. The variable x runs over all possible ancilla measurement outcomes. The Fisher information is given by the second order derivative:
Note that the first order derivative vanishes due to the positivity of the KL divergence and the fact that it vanishes for θ = 0. Using the replica method, we recover the KL divergence and the Fisher information in the limit n → 1 from a series of auxilliary functions:
Note thatρ M,θ denotes the diagonal density matrix of ancilla qudits composed of the probability distribution P θ (x). We show that D (n) maps to the excess free energy associated with applying a field on the bottom boundary in the same classical spin model derived forS (n) . F (n) is proportional to the probability of finding a certain subset of spin values (out of the n! possibilities) on the bottom boundary sites. Hence, the Fisher information undergoes the same transition as the entanglement entropy. Above the critical measurement rate, F reaches a maximal value, reflecting the fact that the measurement device can obtain, over a long enough measurement time, maximal classical information on the initial state. Below p c , the value of F starts to deviate from its maximum, reflecting incomplete information on the initial state [see Fig. 2(d) ]. The transition in information flow can be understood in terms of the natural quantum error correction implemented by the unitary components of the quantum circuit [10] . In the volume-law phase, information scrambling by the unitary evolution hides information in nonlocal degrees of freedom, thus protecting it from being revealed by local measurements. The error correction becomes ineffective if the measurement rate exceeds a threshold, or if the measurements are capable of decoding nonlocal correlations, as we show in this work.
The rest of this paper is organized in the following order. In Sec. III, we introduce our RUC model with weak measurements and elaborate on the generalized quan-titiesS (n) and F (n) as well as their relations to the von Neumann entropy and the Fisher information. In Sec. IV, we derive the mapping between RUC with weak measurements and a series of classical statistical mechanics models with various boundary conditions. Sec. V is dedicated to discuss the nature of the phase transition for different n. We analytically compute the critical/threshold measurement strength in the large q limit and identify the universality class of the phase transition. Then, in Sec. VI, we slightly digress from our main topic and discuss the absence of the phase transition in the presence of measurements on ancilla qudits in an arbitrary nonlocal basis. Finally, we conclude with discussions and outlook in Sec. VII.
III. RANDOM UNITARY CIRCUITS WITH WEAK MEASUREMENTS
We consider an 1D array of N qudits undergoing random unitary circuit evolution and weak measurements. The unitary circuit consists of independent Haar random q 2 × q 2 unitary gates acting on the nearest neighboring qudits, each with local Hilbert space dimension q. While not very important for our results, we assume a periodic boundary condition for concreteness. The depth of the circuit T corresponds to the discrete time of our model. We are generally interested in the regime N, T 1. The layout of the unitary gates is illustrated in Fig. 1 .
After each layer of unitary gates, every qudit is weakly measured. For each weak measurement, an ancilla qudit with local Hilbert space dimension q is newly introduced and coupled to the system qudit via an entangling unitary gateR α . While a specific choice of q orR α is not very important for most of our results, we focus on a particular example, where an ancilla has q = q + 1 internal states (enumerated by |i m with i ∈ {0, 1, . . . , q}), and the couplingR α takes the form of a controlled rotation:
Here,P i = |i s i| s is the projector onto one of the system qudit states |i s (enumerated with i ∈ {1, 2, . . . , q}), α ∈ [0, π/2] is a tunable parameter that controls the strength of the weak measurement, andX i = |i m 0| m + |0 m i| m is a generalized Pauli matrix that rotates the quantum state of an ancilla between |0 m and |i m . We assume that every ancilla qudit is initially prepared in |0 m . Figure 1 shows diagrammatic representations of weak measurements.
The entangling gateR α correlates the quantum state of a system qudit with that of an ancilla qudit. For example, after applyingR α with α = π/2, the ancilla qudit state becomes |i m if and only if the system qudit is in |i s . Therefore, any strong, projective measurements of the ancilla qudit in the computational basis |i m reveals the quantum state of the system qudit. When α < π/2, the correlation between the system and ancilla qudit becomes weaker, thereby a projective measurement of the ancilla constitutes a weak measurement of the system qudit.
The weak measurement strictly generalizes projective measurements. In fact, it can be easily shown that the weak measurement with our choice ofR α (followed by a projection in the computational basis) is equivalent to a probabilistic, projective measurement. While the measurement of |i m with i = 0 necessarily implies the system qudit in |i s , the ancilla in |0 m for any α < π/2 reveals no information about the system qudit. Therefore, the measurement of |0 m state corresponds to not performing a projective measurement. This relation between weak and projective measurements can be made precise by explicitly computing the density matrix of a system-ancilla qudit pair after applyingR α followed by projective measurements of the ancilla in the computational basis:
where N φ [ρ] = i |i m i| m ρ |i m i| m is the dephasing channel acting on ancilla that corresponds to the measurement in the computational basis, ρ in is the density matrix of the system qudit before the weak measurement, and p = sin 2 α. We find that the resultant quantum channel is equivalent to that of performing a projective measurement with the probability p. Furthermore, by tracing over system degrees of freedom, one can obtain the probability distribution of different measurement outcomes (including whether or not the measurement has been performed) from the diagonal components of the ancilla density matrix. When more than one system/ancilla qudits are considered, one can in principle apply a (potentially nonlocal) unitary among the ancilla qudits before performing projective measurements. Such a procedure amounts to probabilistically measuring multi-qudit correlations of physical degrees of freedom. In our work, we first focus on the simple local measurements in computational basis in Secs. IV, V, until we lift this condition later in Sec. VI.
A. Entanglement entropy within the system One of the central quantities of interest is entanglement entropy within the system. More specifically, we are interested in the entanglement between two complementary subsystems A and B, averaged over all possible measurement outcomes from the collection of ancilla qudit M . Given a particular set of unitary gates U, and measurement outcomes i M , the system remains in a pure state after time evolution, and the von Neumann entropy S[ρ] ≡ − tr [ρ log ρ] of a subsystem characterizes the amount of entanglement. Here, we consider its average behavior:
where · and · denote the averaging over U and over measurements i M , respectively; ρ X (U, i M ) is the normalized reduced density matrix of the subsystem X for a given pair of U and i M ; and p i M (U) is the probability associated with a particular outcome i M for a given U. For a system of N qudits with RUC of depth T , the measurement outcome i M from a set of ancilla qudits is enumerated by a string of q outcomes of length N T , i.e., i M ∈ (Z q ) ⊗N T , which encodes both different positioning of projective measurements and their outcomes. Here and below, we simplify our notations by omitting the explicit dependence of ρ A and p i M on U whenever unambiguous, using S X to denote S[ρ X ] for any subsystem X, and adapting a bold symbol for any indices running over exponentially many possibilities, e.g. basis states |i M , |j A or |k B for subsystems M , A, or B, respectively.
One of the nice properties of the weak measurement formalism is that it allows to rewrite the average over measurements S A in a simple form that only depends on the global density matrix of the system-environment combined without any averaging. Consider the global density matrixρ ABM in an extended Hilbert space that results from the RUC with given U and a set of couplingŝ R α followed by the dephasing N φ without projecting onto any particular outcome,
where |Ψ(U, i M ) is a normalized pure state of the system for a given pair U and i M . Then, S A is exactly the conditional entropy of A on M :
whereS X indicates that the corresponding entropy is computed from a reduced density matrixρ X in the extended Hilbert space, i.e.,S X ≡ S[ρ X ]. We note thatρ X is diagonal in the measurement basis of the ancilla qudits. This relation is valid for any U (before averaging) and can be easily derived from explicit expressions:
where we use ρ A,i M to denote ρ A (U, i M ). We note that Eq. (11) holds only when von Neumann (or Shannon) entropy is used as the entropy measure, and the reduced density matrixρ AM is block-diagonal in the basis |i M . In our case, the latter is satisfied owing to the dephasing channel N φ , which enforces the measurement in the computational basis. Equation (11) greatly simplifies our problem since the conditional entropyS(A|M ) can be evaluated without explicitly computing entanglement entropies for different measurement outcomes. However, exact computation of S(A|M ) for any given U is still a formidable task. For this reason, we introduce a series of closely related quantities, the n-th conditional entropies, that are more accessible for analytic calculation and recoverS(A|M ) averaged over U in the limit n → 1. For any n ≥ 1, these objects are defined as
withS
WhileS (n) (A|M ) quantifies the amount of the entanglement between subsystems A and B, it does not correspond to the Rényi conditional entropy. Instead, this object measures the n-th moment of the entanglement spectrum, weighted by the n-th power of the measurement outcome probability: change in the behavior ofS (n) (A|M ) signifies a qualitative change in the entanglement spectrum in its n-th moment. It is also worth noting that analytically evaluating S (n) (A|M ) is much easier thanS(A|M ) as the average over U is taken inside the logarithm andS (n) (A|M ) only depends on the n-th moment of the system-ancilla density matrix. Crucially, the average von Neumann conditional entropy is recovered in the limit n → 1
This follows from the analytic relation tr[ρ log ρ] = lim n→1 (n − 1) −1 log tr ρ n . In Sec. IV, we show that both S (n) AM andS (n) M (with n ≥ 2) exactly map to the free energies of classical spin models with n! internal states with different boundary conditions (up to a constant factor n − 1), which reduce to the n!-state standard Potts models in the limit q → ∞. We investigate their behaviors in various parameter regimes and show their implications to the average conditional entropyS(A|M ) in the interesting physical limit n → 1.
B. Kullback-Leibler divergence and Fisher information from measurement outcomes
We now introduce another signature of the phase transition in the quantum circuit, which is motivated by the interpretation given in Ref. [10] . There, it was argued that the entanglement phase transition can be understood from the perspective of quantum error correction: in the volume-law phase, the scrambling of information by the unitary gates protects quantum correlations from sparse local measurements, thereby providing a natural error correction mechanism. At higher rate of measurement, this mechanism fails, and information encoded in the circuit is no longer protected from measurements. Thus, we expect that there is a sharp difference across the phase transition in the amount of information that can be gained from local measurements about the state of the system.
Here, we utilize the Fisher information [21] as a measure of how much information about a system flows into the ancilla degrees of freedom. Fisher information characterizes how much information a set of observables carry about an unknown parameter, and it can be derived from the closely related Kullback-Leibler (KL) divergence. For example, consider an observable X drawn from a probability distribution P (x; θ) that depends on an unknown parameter θ. If θ is perturbed away from its original value θ 0 (without loss of generality, we set θ 0 = 0), the probability distribution for X also changes. Then, one can quantify the amount of the information about θ carried in X by measuring how distinct the new distribution P θ = P (x; θ) is from its original P 0 = P (x; 0), using the KL divergence
The Fisher information is defined as the second order derivative
The KL divergence cannot be negative and vanishes if and only if P 0 = P θ , which implies that the first order derivative generally vanishes at θ = 0. In our model, we are interested in the Fisher information carried by a set of measurement outcomes i M about the initial quantum state of the system. For simplicity, we assume that the system is initialized in either one of two nearby product states, |Ψ 0 = |ψ 0 ⊗N and |Ψ θ = δU (θ) |ψ 0 ⊗N with local perturbation δU (θ). The parameter θ characterizes the strength of the perturbation. For concreteness (and without loss of generality), we consider the perturbation δU (θ) = e −iX1θ with θ 1 applied to a qudit at position x 0 , whereX 1 is the generalized Pauli matrix in Eq. (8) .
Consider two systems with initial states |Ψ 0 and |Ψ θ that evolve with identical circuits. We examine the KL divergence averaged over U:
whereρ M,θ is the reduced density matrix of ancilla qudits for a given U and the initial state |Ψ θ . Note that ρ M,θ is a diagonal matrix, whose elements denote the probabilities for different outcomes p θ,i M . A few remarks are in order. First, D KL (P 0 ||P θ ) is only a function of the local perturbation strength θ and time T due to the averaging over random unitary gates. Hence, we simplify our notation by using D KL (θ, T ) below. Second, when θ = 0, the two initial states coincide, so D KL (0, T ) = 0 at all time. However, for any θ = 0, one expects that D KL (θ, T ) would generally grow over time as two initial states should be better distinguished by more accumulated measurement outcomes. Indeed, it can be shown that D KL (θ, T ) is a nondecreasing function in time, using the monotonicity of relative entropy [22] [23] [24] . Interestingly, we will show in Sec. IV that in our model D KL (θ, T ) cannot grow indefinitely, but rather approaches a finite saturation value; a nonanalytic change in the saturation value at long time signifies the phase transition. Finally, we note that the Fisher information can be directly extracted by computing the second order derivative in θ.
Similar to the case of the average von Neumann entropy, direct calculations of D KL (θ, T ) is a formidable task. Once again, we use the replica method and introduce closely related quantities, the n-th divergence and the n-th Fisher information, based on the n-th moment ofρ M,θ :
The KL divergence and the Fisher information can be obtained via the analytic relations:
We will show that D (n) also maps to the difference of free energies of the same classical spin models as those for S (n) with two different bottom boundary conditions, and F (n) is proportional to the density of spins coupled to a boundary field (closely related to boundary magnetization) at the bottom boundary.
IV. MAPPING TO SPIN MODELS
In this section, we develop a mapping between the RUC with weak measurements and a series of classical spin models. Within this mapping, the generalized quan-titiesS (n) and D (n) for integer n ≥ 2 are related to free energies of 2D classical spin models. The distinction between the two is only in the boundary conditions imposed on the top and bottom, while the bulk spin model remains the same. This implies that the two quantities detect the same phase transition.
Our mapping builds on earlier works in which the n-th moment of a density matrix evolved by a random unitary circuit is mapped to the partition function of a classical spin model with n! states [2, 17, 18] . Similar emergent classical spin models have been also studied in random tensor networks [14] [15] [16] . Our mapping generalizes these works by incorporating projective measurements of ancilla qudits.
An essential building block for calculating both the generalized entropiesS (n) in Eq. (14) and the generalized KL divergences D (n) in Eq. (22) is the n-th moment of a density matrix:
Here,ρ AM,i is the reduced density matrix of the ancilla qudits M together with a subsystem A obtained from the evolution of an initial state |Ψ i of the system. The form of the quantity in Eq. (25) is sufficiently general to cover the calculation of bothS (n) and D (n) . In the former, we take all |Ψ i to be identical. In the latter, we take the subsystem A to be an empty set, while theρ AM,i are evolved from the initial state |Ψ 0 or |Ψ θ as dictated by Eq. (22) . 
TABLE I. Dictionary of the mapping between RUC with weak measurements and classical spin models. On the left column, S (n) , D (n) , and F (n) are generalized entropy, the divergence of probability distributions, and Fisher information that identify the phase transition, respectively. On the right column, Z (n) and F (n) denote the partition function and the free energy of a classical spin model under a certain boundary condition specified by their subscripts. m ↓ 1 denotes the probability that a spin at position r = (x0, 1) belongs to the down-type (see the main text).
The essence of our mapping is the identification of the n-th moment with a classical partition function
where Z (n)
AM is the partition function of a classical spin model with n! internal states:
Here, σ r is a classical variable at r = (x, t) that may take n! different values, W ({σ r }) is the Boltzmann weight given the spin configuration {σ r }. Depending on the choice of the n-th moment µ (n) AM , the partition function Z (n) AM is evaluated with different boundary conditions. The top boundary condition of the spin model is determined by the choice of subsystem A. The bottom boundary condition depends on initial states of the density matrices. For example, whenρ AM,i have the same initial states, i.e., |Ψ i = |Ψ j for any i, j, the spin model has an open boundary condition at the bottom. Wheñ ρ AM,i have the distinct initial states, the spin model exhibits a boundary "magnetic" field at the bottom boundary. Using this mapping,S (n) and D (n) are mapped to the free energy cost of exciting a domain wall at the top boundary and applying a magnetic field at the bottom boundary, respectively. A dictionary of the mapping is provided in Tab. I.
Before we present any technical details, we provide the outline of the mapping. Our mapping consists of two steps. In the first step, we consider the n-th moment that involves n copies of density matrixρ AM,i . We note that the n copies of the density matrix is an n-th order monomial of random unitary gate U and its conjugate U † .
By averaging over the unitary gates, we rewrite µ (n) AM as a sum of terms labelled by two emergent spin variables σ and τ , each living on one of the two honeycomb sub-lattices:
where W ({σ r , τ r }) is the weight associated with a given spin configuration {σ r , τ r }. We perform this calculation by utilizing a tensor network representation of µ (n) AM and present an explicit expression for W . At this point, the weight W ({σ r , τ r }) is not always positive, and the r.h.s. of Eq. (28) cannot be interpreted as the partition function of a spin model. In the second step of the mapping, we resolve the negative weight in two different cases. In the case of n = 2, the negative weight W ({σ r , τ r }) can be removed by integrating out τ variables (or alternatively σ variables). The resultant expression can be interpreted as the partition function of a 2D classical Ising model on a triangular lattice. In the case of n ≥ 3, integrating out τ variables is not sufficient, and we further consider the limit of large Hilbert space dimension q. For a sufficiently large but finite q, the weights in Eq. (28) become positive, and µ (n) AM can be interpreted as the partition function of a spin model with n! internal states on a 2D triangular lattice. In the limit q → ∞, this model further reduces to the n!-state standard Potts model on a square lattice.
In what follows, we provide the details of the above procedure, starting from the simplest exampleS (n) with n = 2. Its modification for D (n) and the generalization for n ≥ 3 are straightforward and will be discussed in detail later in this section.
A. Mapping between purity and partition function of classical Ising model
Here, we explicitly show that the average purity µ (2) AM = trρ 2 AM for a subsystem AM maps to the partition of a 2D classical Ising model under a certain boundary condition. We will pay close attention to how the partition function of the classical Ising model depends on various parameters of the original model such as the local Hilbert space dimension q of the system qudits and the measurement strength α ∈ [0, π/2]. We first discuss the mapping ofS (2) and elaborate on how the boundary conditions for the spin model depend on the choice of the subsystem A. Once the relationship between the purity and the partition function is established, we will discuss how the boundary conditions are modified for the calculation of D (2) . Recall that we choose A to be the empty set when computing D (2) . Generalization of the mapping toS (n) and D (n) for n ≥ 2 is deferred to Secs. IV B and IV C.
The first step of our derivation is to rewrite the second moment (purity) using the swap technique:
where Tr represents tracing over a 2-fold replicated Hilbert space for ABM , C (2) X = i X ,i X |i X ⊗|i X i X |⊗ i X | is an operator that swaps the quantum states of the subspace X between two copies, and I (2) is the identity operator. Each copy of the quantum stateρ ABM is generated from an initial product state |Ψ 0 = |ψ 0 ⊗N by evolving it under identical RUC and weak measurements (i.e., applying the coupling unitariesR α followed by dephasing of every ancilla qudit). Eq. (29) rewrites a nonlinear function of the density matrix (on the left hand side) as a linear expectation value of an operator in an extended Hilbert space (on the right hand side). In turn, this allows the tensor network (TN) representation of µ (2) AM [see Fig. 3 (a)]. Notice that the tensors are contracted across the two different copies for the subsystems A and M , reflecting the swap operators, while they are connected within each copy for the subsystem B. For reasons that will become clear below, we call the operators O
M the top boundary operator. Our next step is to perform averaging over random unitary gates. Owing to their statistical independence, we can average unitary gates separately. In our diagrammatic representation, a tensor corresponding to each gate U appears exactly four times: U and U † applied to the bra and ket vectors of the system in two copies. We rearrange the TN such that four identical tensors are placed together [see Figs. 3(b) and 4(a)] and consider their joint tensor T (2) defined as
where each index on the right hand side represents a pair of input or output qudits and therefore runs over d = q 2 possible quantum states. Specifically, a ≡ (a 1 , a 2 ) ≡ (a 1, , a 1,r , a 2, , a 2,r ). Figure 3 (b) inset shows the diagrammatic representation of Eq. (30) . For Haar random unitary gates, the average of T (2) can be exactly computed using a property of unitary 2design:
where σ, τ ∈ {±1} are classical Ising variables,
is a coefficient called the Weingarten function [25] , and σ andτ are tensors associated with the variables σ and τ defined asξ
The diagrammatic representations of Eqs. (31) and (33) are given in Fig. 4(d) and (e). Equation (31) plays the central role in our mapping; practically, it implies that, AM ]. (a) Two copies of the initial states |Ψ0 Ψ0| are evolved under a RUC with weak measurements, before jointly contracted (or traced out). The asterisk ( * ) indicates the complex conjugate for the corresponding tensor. Notice the different connectivities for contracting the subsystems A, B, and M (blue and orange lines). (b) The network can be rearranged in such a way that the top boundary contractions are simplified and that the identical unitary tensors are brought together. Inset: four copies of a random unitary gate U ⊗ U * ⊗ U ⊗ U * forms a tensor T (2) . The combination of the coupling unitaryRα, dephasing gates N φ , and the contraction of the ancilla qudits is denoted by M (2) . after averaging, each unitary gate in our TN can be replaced by a sum of simpler tensors labelled by the Ising variables σ, τ ∈ {±1}. The corresponding tensorsσ,τ with σ, τ ∈ {±1} in Eq. (33) describe different ways to pair up indices associated with bra/ket vectors. Now, it remains to contract these tensors on the entire network [ Fig. 4(b) ]. In particular, we need to incorporate the effects of weak measurements by contracting tensors associated with ancilla qudits M (2) 
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where we recall that q and α denote the local Hilbert space dimension and the measurement strength, respectively. The dependence of w (2) d (σ, τ ) on α distinguishes our spin model from the previous result described in Refs. [2, 17, 18] , which is recovered when α = 0.
By applying Eq. (31) to every gate and Eq. (34) to the contraction of the diagonally neighboring tensors, we obtain an expression for the purity
that indeed looks like the partition function of an Ising spin model. The sum is on all the configurations of the pairs (σ r , τ r ) of Ising variables arising from the unitary gates at r = (x, t) in two dimension. The weights w (2) (σ r , τ r ) are functions of nearest neighbor spin variables at r, r in the network given by w (2) = w (2) d or w
(2) g depending on the orientation of the bond, i.e., the Weingarten function w At the top boundary, closed diagrams arise from contractingτ tensors according to their appropriate boundary conditions: qudit indices are connected across two copies in the subsystem A and within each copy in the subsystem B. According to Eq. (33), these contractions are equivalent to introducing of a set of additionalσ tensors at t = T + 1 with fixed values σ x,T +1 = −1 for x ∈ A and +1 for x ∈ B 
In fact, this equivalence is natural since a contraction withσ represents evaluating the expectation value of an identity I (2) (σ = 1) or swap C (2) (σ = −1) operator for any state in a 2-fold replicated Hilbert space:
and similarly forτ . At the bottom boundary,σ variables are contracted with tensors representing the initial state of the system. Here, both copies are initialized in the same product state |Ψ 0 = |ψ 0 ⊗N . In such a case, tensor contractions lead to unity, independent of the Ising variable since tr I (2) Combining these results, we obtain an intermediate expression
where the summation runs over all possible assignment of bulk Ising variables while the product with prime runs over every neighboring pairs on a honeycomb lattice including the extra boundary spins at t = T + 1 with fixed σ x,T +1 values. We emphasize that the boundary conditions are implicit and depend on the the choice of the subsystem A [ Fig. 4(b) ]. While the above expression already resembles the partition function of a classical Ising model on a honeycomb lattice, there is still a problem that the Weingarten function contributes negative weights. This sign problem can be fixed by explicitly integrating out all τ variables, which leads to a model defined on a triangular lattice
where σ 1 , σ 2 , σ 3 denotes a lower-facing triangle with three neighboring vertices σ 1 , σ 2 , σ 3 (in clockwise order starting from top left), andw (2) is a three-body weight that is nonnegative for arbitrary choice of q and α. The explicit expression ofw (2) is given in Appendix A 2. Apparently, the right hand side of Eq. (39) is a partition function of a classical Ising spin model on the 2D triangular lattice [ Fig. 4(c) ].
Crucially, except for boundary contributions, the model given by Eq. (39) preserves the Ising Z 2 symmetry associated with the global transformation σ → −σ since both w (2) g (σ, τ ) and w (2) d (σ, τ ) only depend on the relative sign of two arguments. Consequently, the bulk three-body weight decomposes into pairwise contributionsw (2) 
The couplings, tuned by the measurement strength, are ferromagnetic J d ≤ 0 along diagonal bonds and antiferromagnetic J h ≥ 0 along horizontal bonds (Appendix A 3). It is interesting to note that this classical Ising model with anisotropic pairwise interaction on the triangular lattice is exactly solvable [26, 27] . In our case, J h +J d ≤ 0, hence there is a ferromagnetic-paramagnetic phase transition at a critical value of those parameters tuned by the measurement strength. A large value of q 1 and weak measurement α 1 correspond to the low temperature limit of the spin model resulting in the ferromagnetic phase. In the limit of vanishing measurement strength α = 0, the model reduces to the previous result discussed in Ref. [2] . On the other hand, the limit of strong measurement α → π/2 maps to high temperature, giving rise to the paramagnetic phase. We will elaborate on this phase transition in Sec. V.
Having established the mapping in Eq. (39), the second conditional entropy in Eq. (16) can be expressed asS (2) 
X with X = AM, M is the free energy of the spin model. In the case of Z
AM , the Ising symmetry is explicitly broken on the top boundary; the spin variables on the top boundary (t = T + 1) are pinned to σ = −1 and +1 in subsystem A and B, respectively. Z (2) M corresponds to the special case when the subsystem A is an empty set. Therefore, the second conditional entropy is given by the excess free energy of an Ising domain wall terminating on the edges of region A on the top boundary.
Finally, we discuss the important modification of our mapping that allows to analyze the second KL divergence D (2) . Calculation of this object involves comparing two probability distributions (diagonal density matrices) ρ M,0 andρ M,θ obtained from the evolution of two distinct initial states with the same quantum circuit. This requires the computation of
This equation is related to Eq. (29) when the subsystem A is an empty set. The average of µ 
In terms of the Ising spin model description, the extra weight appears as a "magnetic field" term on the pertubed site
Here, h = − log cos θ with cos θ ≡ | ψ 0 | δU (θ) |ψ 0 |. We also note that the top boundary boundary condition is σ x,T +1 = +1 everywhere owing to the trivial choice of A.
The generalization of this result for any pair of inhomogeneous product states, e.g. |Ψ = ⊗ k |ψ k is straightforward. In the Ising model, the second KL divergence
M,θ is identified as the free energy cost of applying a boundary magnetic field on the perturbed site. The corresponding second Fisher information is given by
where σ x0,1 is the magnetization at r = (x 0 , 1). The boundary magnetization σ x0,1 exhibits distinct behaviors in the two phases of the Ising model. In the ferromagnetic phase (weak or sparse measurements), the top boundary condition (σ = +1) induces a nonvanishing magnetization on the bottom boundary so that σ x0,1 > 0 and F (2) < 1. In the paramagnetic phase (relatively strong or frequent measurements), the bottom boundary magnetization vanishes in the thermodynamic limit T → ∞. We conclude that the second Fisher information F (2) is less than unity in the volume-law phase, increases continuously with measurement strength, and saturates, in a nonanalytic way, to F (2) = 1 at and beyond the critical point.
B. Generalization to the n-th moment
We now generalize the mapping discussed in the previous section to arbitrary n ≥ 2. To this end, consider a generic n-th moment µ (n) AM that involves n copies of density matrices:
All density matricesρ AM,i are obtained from the same RUC with weak measurements, but starting from a potentially different initial state of the system |Ψ i . Similar to the swap trick in Sec. IV A, µ
AM can be written as
where
is the identity operator and C (n)
X is a cyclic permutation of n copies of the Hilbert space of subsystem X:
where i k (k = 1, 2, · · ·, n) enumerates quantum states of X in the k-th copy. Below we omit the subscript and simply use I (n) and C (n) to denote the identity and cyclic permutation operators acting on n copies of an appropriate subsystem. The cyclic permutation C (n) generalizes the swap operation C (2) between two copies. The TN representations of the boundary contractions with C (n) and I (n) are shown in Fig. 5(a) and (b), respectively.
We now average µ AM is an n-th order monomial of U and U † , the joint tensor T (n) takes the form
where we used the composite indices, e.g. a ≡ (a 1 , a 2 , · · · , a n ), for multiple copies. For unitary gates drawn from the Haar measure, the average T (n) can be written as where the emergent spin degrees of freedom σ and τ can be any of the n! members of the permutation group defined over n elements, P n . The tensorσ describes different ways (permutations) to contract indiceŝ
The coefficient w
is the Weingarten function for unitary group U (q 2 ) that only depends on στ −1 . An exact expression for w (n) g is known [25, [28] [29] [30] [31] [32] , and in the limit of a large q [25] , it reduces to
Analogous to the case of n = 2, the application of Eq. (48) to every gate in the RUC leads to an intermediate "spin model" defined on a honeycomb lattice:
where the weight W ({σ r , τ r }) can be evaluated by decomposing the tensor network into smaller diagrams. In the bulk, closed diagrams associated with diagonally neighboring spin pairs take the value (see Appendix A 1)
where #cycle(ξ) denotes the number of cycles in the cyclic representation of a permutation ξ ∈ P n 2 . The top boundary contractions are equivalent to introducing an additional layer of tensorsσ at time T + 1. The values of the variables σ x,T +1 are fixed according to the top boundary operator. For example, µ Integrating out τ variables leads to a spin model on a triangular lattice:
Unlike the case of n = 2, the three-body weightw (n) may still be negative for a certain q and α. Nevertheless, we find that for any given n, there exists a finite range of (q, α) for which the weight is nonnegative. More specifically, we introduce κ = q n−1 cot 2n (α) and show that the weights are all positive provided q 2 > n and
The proof is given in Appendix A 4. For a given n, the inequality is generally satisfied when fixing κ and considering a large q regime, where the right hand side can be arbitrarily small. Our spin model exhibits the P n × P n symmetrythe system is invariant under the transformation σ → ξ 1 • σ • ξ 2 for any pair (ξ 1 , ξ 2 ) ∈ P n × P n . This can be already seen from w (n) g and w (n) d , which only depends on the conjugacy class of στ −1 . At a sufficiently high temperature, e.g. π/2 − α 1, the model is in the disordered (paramagnetic) phase. As the effective temperature is lowered by varying q and α, the system may spontaneously breaks the symmetry and undergoes a transition into a ferromagnetic phase. In the limit q → ∞, the ordering transition can be quantitatively investigated as the symmetry of the spin model extends to the Potts symmetry P n! for n ≥ 3, for which the ordering transition has been well studied. Crucially, the phase transition point lies within the validity regime of our mapping in Eq. (54).
C.S (n) and D (n) in spin model descriptions
We now present the explicit spin model description of our generalized quantities,S (n) and D (n) (see Tab. I for a summary of results). We also discuss their qualitative behaviors in the two different phases.
The n-th generalized conditional entropy
The n-th generalized conditional entropyS (n) in Eq. (14) can be rewritten in a more suggestive form:
where F (n)
X is the free energy of the classical spin model with the appropriate boundary condition for subsystem X. Specifically, in the first term F (n) AM , the top boundary variables are fixed to one of the two distinct elements of P n -a cyclic permutation for spins positioned inside subsystem A and an identity element for those in B. In the second term, all variables on the top boundary are uniformly set to the identity element. Therefore,S (n) corresponds to the excess free energy associated with a domain wall teminating on the top boundary at the interfaces between regions A and B (up to a constant factor, n − 1).
The free energy cost for having a domain wall is qualitatively different in the two phases of the spin model. In the ferromagnetic phase, the excitation of a domain wall requires an energy proportional to its length. Pinning inhomogeneous boundary conditions results in two ordered domains of spin variables, whose interface scales with the linear size of a subsystem. In this phase,S (n) thus also grows linearly with the subsystem size, corresponding to the volume-law entangling phase. In contrast, domain wall excitations are condensed in the paramagnetic phase and do not cost extensive free energies. Hence, in-homogeneous boundary conditions lead to a free energy change of at most order one, leading to the area-law scaling ofS (n) .
It is interesting to note the close relation between the statistical mechanics interpretation of the entanglement entropy of the time evolving state in the circuit to holographic entanglement entropy encoded in a random tensor network. In Ref. [16] , the latter was similarly mapped to the free energy of a domain wall in a classical spin model. The entanglement phase transition in both cases corresponds to a ferromagnetic transition affecting a change in the scaling of the domain wall free energy.
The n-th generalized KL divergence and Fisher information
The n-th generalized KL divergence D (n) can be rewritten as
n−1 M,θ . Similar to the case ofS (n) , D (n) also corresponds to the free energy difference in spin models with two distinct boundary conditions. In this case, however, the boundary conditions are identical at the top and only distinguished at the bottom, originating from the different initial states of the n density matrices. More specifically, in order to compute F (n) M,θ , we consider the system initialized in |Ψ 0 for the first copy (or equivalently any one of the n copies) and in |Ψ θ for the rest. Following our derivation in the preceding section, this leads to nontrivial weights W bottom associated with the contractions ofσ at the site being perturbed: for any σ ∈ P n that permutes the first copy to itself, the weight is trivial unity, and otherwise it contributes a factor | ψ 0 | δU (θ) |ψ 0 | 2 = cos 2 θ to W bottom . Among total n! permutations of P n , (n − 1)! elements belong to the former case (up-type) and the remaining n! − (n − 1)! elements constitute the latter case (downtype). Hence, the bottom boundary weights can be interpreted as an effect of a boundary "magnetic field" that distinguishes the down-type spin variables from the uptype ones at site x 0 . D (n) corresponds to the free energy cost of applying the boundary field at site x 0 up to a constant prefactor.
The qualitative behaviors of D (n) in two different phases of the spin model can be intuitively understood by the n-th Fisher information:
where m ↓ x0,1 is the probability that the spin at (x 0 , 1) belongs to a down-type in the spin model with open bottom boundary conditions 3 . Owing to the translation symmetry of our model (after averaging over U) and top boundary conditions, m ↓ x0,1 is independent of x 0 , hence we use a simpler notation m ↓ 1 in the rest of the paper. For a relatively short evolution time T (i.e., the temporal dimension of the spin system is short), the density of down-type spins, m ↓ 1 , is smaller than its naïve statistical average:
due to the effect of the symmetry breaking top boundary conditions at t = T + 1 (see Monte Carlo results in Appendix E). This memory of the top boundary conditions persists in the ferromagnetic phase even in the long time limit, so lim T →∞ m ↓ 1 < 1 − 1/n due to the long range order. On the the other hand, in the paramagnetic phase. the state of the bottom boundary becomes uncorrelated with the top boundary; the number of down-type spins saturates to its simple statistical average 1 − 1/n. Therefore, through Eq. (57), the bulk phase transition of the spin model manifests as a nonanalytic change in the long time limit of the n-th Fisher information at the critical point, which reaches its fully saturated value F (n) = 2/n only in the paramagnetic phase. In the replica limit n → 1, we get the saturation value F = 2 (see Fig. 2 ).
The saturation of the Fisher information to its maximal value in the paramagnetic phase (or equivalently area-law phase) indicates that the measurement device (ancilla qudits) obtains all the information about the initial state, accessible from a set of local measurements. In contrast, the saturation to a value less than its maximum in the volume-law phase implies that some information cannot be extracted even after infinitely many measurements, owing to the effective quantum error correcting properties of scrambling dynamics [10] . We note that in the special limit n → 1, the nondecreasing nature of D (1) as a function of T can be independently derived from the monotonicity of the relative entropy [22] [23] [24] .
V. PHASE TRANSITIONS
In this section, we provide detailed analysis on the nature of the phase transitions in our models. The phase transition points in our spin models are analytically solvable in two cases: (i) n = 2 with an arbitrary choice q, and (ii) n ≥ 2 in the limit q → ∞. The former case is discussed in Sec. V A, where we utilize that the emergent 2D Ising model on a triangular lattice is exactly solvable [26, 27] . The phase transition is described by conformal field theory (CFT) with known critical exponents. The latter case is elaborated in Sec. V B, where we show that our spin model further reduces to the n!-state standard Potts model on a square lattice in the large q limit. The phase transition of such models can be exactly computed using the Kramers-Wannier duality [33, 34] and belongs the first order phase transition for n ≥ 3. Then, we perform the analytic continuation in order to identify the universality class and extrapolate the phase transition point for the n = 1 case in Sec. V C. In this limit, our model reduces to a bond percolation problem; the phase transition is described by CFT with well known critical exponents. In order to study the phase transition for small local Hilbert space dimensions, we perform exact numerical simulations up to N = 30 qubits (q = 2) and extract the critical point. We also present simulation results for the entanglement phase transition in Rényi-k entropies in Sec. V D, which suggests that the phase transition point may not depend on the Rényi order k.
A. Classical Ising model (n = 2 with an arbitrary q) When n = 2, the average purity is mapped to the partition function of 2D classical Ising model on a triangular lattice with appropriate boundary conditions. The bulk Hamiltonian of such system in the unit of the effective temperature is
where r, r d/h represents a pair of diagonally/horizontally neighboring sites, and J d (J h ) is the corresponding Ising coupling strength that depends on q and α. Exact expressions for J d and J h are provided in Appendix A 3. In our model, it can be shown that J d ≤ 0 is ferromagnetic, J h ≥ 0 is antiferromagnetic, and they satisfy J d + J h ≤ 0 for arbitrary q and α. This model is exactly solvable and exhibits a paramagnetic-to-ferromagnetic phase transition when J d and J h satisfy [26, 27] :
From this condition, the critical measurement strength α
(2) c can be computed for an arbitrary q
The universality of this phase transition is described by the Ising CFT with the critical exponents ν = 1 and β = 1/8.
In the case n ≥ 3, our interpretation of different n-th moments as partition functions of classical spin models is valid only for a finite range of (q, α). A sufficient condition for the validity is provided in Eq. (54), which can be satisfied by a finite q for any given n. In this section, we consider a limiting case 1/q → 0, where our spin model description becomes valid for every n and is further simplified, allowing to extract exact phase transition points. We believe this analysis should provide insights to the phase transitions even when 1/q = 0, where we expect small modifications to the critical measurement probability arising from corrections in powers of 1/q. We begin our analysis by pointing out that, in the limit q → ∞, the phase transition in the spin model occurs close to α (n) c ∼ π/2 (or p (n) c ∼ 1), i.e., the measurement strength is near its maximum. This can be easily checked by estimating the couplings in the spin model as a function of q and α (see Appendix A 3 for an example of n = 2). Therefore, we consider the limit q → ∞ together with α → π/2 while keeping κ = q n−1 cot 2n (α) fixed. We will see that our model exhibits the phase transition point at κ (n) c = √ n!, which is consistent with our limit as well as the validity criterion in Eq. (54) . An important consequence of the limit 1/q → 0 with a fixed κ is the emergence of the Potts symmetry P n! . More specifically, both weights w (n) d and w (n) g become dramatically simplified from Eqs. (50) and (52):
which is invariant under any permutations of n! elements in P n , hence the symmetry group is P n! . By integrating out τ variables, we obtain the three-body weight and its corresponding effective Hamiltonian for spin variables on a triangular lattice:
FIG. 6. Our spin models reduce to the standard Potts models on a square lattice in the limit q → ∞, α → π/2 while keeping κ = q n−1 cot 2n (α) fixed (see the main text). The phase transition occurs at κ
where J = − ln(κ + 1) < 0 is a ferromagnetic coupling between diagonally neighboring sites, and the couplings between horizontally neighboring sites vanish. Thus, our model simplifies to the standard Potts model defined on a square lattice ( Fig. 6 ), for which the phase transition point as a function of J (in units of effective temperature) has been well studied [33, 34] . The transition point of the standard Potts model is exactly solvable using the Kramers-Wannier duality [33, 34] , which gives J c = − log(1 + √ n!), or equivalently κ 
for weak and projective measurements formalisms, respectively. In the case n = 2, this critical point agrees with the exact solution in Eq. (61) in the large q limit. It is well known that the n!-state Potts model exhibits a first order phase transition for n ≥ 3 [35, 36] .
C. Bond Percolation (n → 1 and q → ∞)
Our exact results when q → ∞ in the preceding section allow to perform the analytic continuation to study an important limiting case n → 1, where our generalized quantitiesS (n) and F (n) approach the averaged von Neumann entanglement entropy and the Fisher information in measurement outcomes, respectively. Here, we compute the critical point and identify the universality of class of the phase transition.
In the limit q → ∞, we have seen that our model reduces to the n!-state standard Potts model on a 2D square lattice with the coupling J = − ln(κ + 1). Taking another limit n → 1, the standard Potts model becomes equivalent to a bond percolation problem [37] [38] [39] , where each bond of a square lattice is "activated" with the probability
The 
Thus, the universality class of the phase transition for q → ∞ belongs to that of a bond percolation transition in the 2D square lattice. At the critical point, the 2D model can be described by CFT with critical exponents ν = 4/3 and β = 5/36 [40] [41] [42] . A few remarks are in order. First, while the percolation model has been discussed in Ref. [8] , we emphasize that the origin of the model in the present work is different. In Ref. [8] , the model has been adapted primarily to explain the phase transition in the Rényi-0 entropy, relying on simple geometric properties of tensor network representations of many-body wave functions. In particular, the probability of projective measurement in RUC has been directly identified with the activation probability in the percolation problem. In this paper, however, the percolation problem arises from the analytic continuation of emergent effective spin models that we obtain only after averaging over unitary gates and weak measurements. More importantly, we predict a percolation transition in the von Neumann entanglement entropy only in the limit q → ∞ (i.e.large local dimension).
As discussed in Ref. [16] , the 1/q corrections give rise to a reduction of the Potts symmetry (P n! → P n × P n ) and constitute relevant perturbations at the percolation fixed point. It is an interesting direction for future research to characterize the critical point in a system of qudits with a finite number of internal states and in particular qubits with q = 2. Second, in the previous studies [7, 9, 10] , the critical point and critical exponents of the entanglement phase transition in the Clifford circuit are also obtained from numerics. However, the critical point and the universality extracted from analytic continuation here may not be applied to the Clifford circuit owing to the fact that the Clifford group does not form a unitary t-design for t ≥ 4 [43] . Thus, Eq. (66) is not valid for the phase transition in the Clifford circuit when n ≥ 4. Finally, we note that, in a strict sense, our analytic continuation is valid only when q → ∞ since our analytic expressions for α (n) c (or p (n) c ) are exact only in this limit. Surprisingly, we find that the resultant critical point does not depend on q in its leading order. A careful quantitative study of potential 1/q corrections may be an interesting future direction.
D. Exact Numerical Simulations
In order to see the behavior of the phase transition with a small value of q, we perform exact numerical simulations of RUC with projective measurements for q = 2 (qubits). We are able to obtain exact results for up to N = 30 spins by using a customized algorithm that leverages tensor representations of many-body wave functions, (see Appendix F 1 for details). Based on finite size scaling analysis for 10 ≤ N ≤ 30, we extract p c = 0.26 ± 0.02 for von Neumann entropy, consistent with previous numerical results up to N = 24 qubits [8] (Fig. 8) . The extracted critical point seems to deviate from our analytic prediction for q → ∞ limit in Eq. (68) , which indicates that a significant 1/q correction is present. We note that the replica limit introduced in the preceding sections is tailored for von Neumann entropy. For many practical applications, it is also important to understand the behaviors of Rényi entropies of order k = 1. In particular, it is well known that quantum states in 1D with area-law Rényi-k entanglement entropy with k < 1 can be efficiently simulated by using matrix product state representations [44, 45] . Therefore, the entanglement phase transition in Rényi-k entropy with k < 1 is directly related to the classical simulability of quantum dynamics.
With this motivation in mind, we numerically study the phase transitions in Rényi-k entropy for various k ranging from 0.2 to 5 and extract critical measurement probabilities. The results are summarized in Fig. 9 . Interestingly, p c does not exhibit a strong dependence on the order k. This suggests that phase transitions for different Rényi entropies (k > 0) occur simultaneously and that the dynamics in the area-law phase for von Neumann entropy already implies its simulability using a classical algorithm.
VI. ABSENCE OF PHASE TRANSITION FOR UNRESTRICTED MEASUREMENTS
In previous sections, we focused on the RUC with simple weak measurements, in which the ancilla qudits are measured only in their local computational basis. In this section, we lift this constraint, allowing measurements of any complete set of observables (positive-operator valued measure), which could be arbitrarily nonlocal. Thus, we must now consider the full quantum density matrix of the ancilla qudits ρ M without applying the dephasing channel, i.e., without projecting to its diagonal elements in the computational basis. With the full density matrix in hand, we can in principle apply, for example, an arbitrary unitary V to the entire set of N T ancilla qudits before projecting them in the computational basis. By appropriately choosing V , this setup allows to extract more information about the system including nonlocal correlations (both in space and time) hidden among multiple system qudits. We show that there is no phase transition in the presence of such unrestricted (fully quantum) measurements.
The absence of phase transition under these conditions can be understood from two complementary perspectives. The first perspective is based on the insights of Ref. [10] , namely that the volume-law phase remains stable against sufficiently sparse measurements owing to the natural error correction achieved by the information scrambling of unitary gates. The scrambling transforms information into a highly nonlocal form, protecting the information from local measurements. However, if the measurements are also arbitrarily nonlocal, then information is no longer protected. The scrambling becomes meaningless, and the volume-law phase immediately destabilizes.
Another perspective on the problem is afforded by considering the entanglement entropy between the system and ancilla qudits. Through the coupling gatesR α , the entanglement entropy generally grows linearly in time as S[ρ S ] ∼ pN T log q and is expected to saturate to its maximal possible value N log q, after a time T * ∼ 1/p. In this situation, as we show in section VI B below, the system qudits reach a steady state (at time T T * ), which retains no information about their initial state . Therefore, given the unitarity of the combined system, all the information must have gone into the ancilla qudits [46] . For this reason, we expect no phase transition: the ancilla qudits will eventually attain the full information about the initial state of the system, regardless of the measurement strength.
It is interesting to see how the presence of unrestricted measurements modifies the mapping to the classical spin models. Below, we show that removing the constraint imposed by the dephasing channel results in classical spin models that do not respect the permutation symmetry nor the Potts symmetry when q → ∞, and consequently do not exhibit an ordering phase transition.
A. Dynamics of quantum relative entropy of ancilla qudits
To characterize the amount of information stored in the full density matrix of the measurement device (ancilla qudits), we generalize the classical KL divergence to the quantum relative entropy
Here, there is no dephasing of the ancilla qubits. From the quantum relative entropy, one can readily compute the Kubo-Mori-Bogoliubov (KMB) quantum Fisher information defined as
which is an attainable upper bound to the (conventional) Fisher information, optimized over all possible choices of positive-operator valued measure [24, [47] [48] [49] [50] (see Appendix G for a review). Thus, D Q is an appropriate quantum generalization of D KL . In order to analyze these quantities in the classical spin model description, we again use the replica method. To this end, we introduce the n-th quantum relative entropy and the corresponding n-th KMB Fisher information:
which reduce to D Q and F KMB , respectively, in the limit n → 1. The mapping to classical spin models described in Sec. IV generalizes to this case in a straightforward way. The n-th moment ν (n) M = tr[ρ M,1 ρ M,2 · · · ρ M,n ] is mapped to the partition function of a modified classical spin model after averaging over unitaries. As before, in the limit θ 2 1, the leading order contribution to D (n) Q can be interpreted as the density of down-type spins in the bottom layer m ↓ 1 up to a constant prefactor. The only modification to our spin model originates from the absence of the dephasing channels N φ , which modifies the two-body Boltzmann weight w (n) d (σ, τ ). Crucially, this modification breaks the permutation symmetry (see Appendix B). For this reason, the ferromagnetic to paramagnetic phase transition cannot exist.
In order to further develop the intuition, we focus on the second quantum relative entropy D (2) Q as a specific example, and explicitly demonstrate the absence of the phase transition verified with numerical simulations. Similar to the discussion in Sec. IV A, the second moment ν (2) M is mapped to the partition function of classical Ising model on a triangular lattice (see Appendix B for detailed derivations). In this case, the down-type spin is identified with a spin with σ = −1, hence m − 1 = m ↓ 1 . Crucially, the Ising symmetry is explicitly broken: the three-body weightsv (2) (σ 1 , σ 2 , σ 3 ) are larger when the majority of spins are σ = −1 (rather than σ = +1), i.e.,v (2) (2) (−, +, +) andv (2) (−, −, −) >v (2) (+, +, +) for an arbitrary α > 0. These imbalances in weights prefer spin variables σ = −1 over σ = +1. Furthermore, v (2) (−, −, +) = 0 independent of α whilev (2) (+, +, −) > 0. This implies that if σ = −1 at every position at a certain time t * , then all the spins at t < t * must also be in the state σ = −1. This constraint originates from the unitarity of the dynamics [4] (see also Appendix C). Therefore, we expect m − 1 to saturate to unity in the limit T → ∞. Numerics provided in Fig. 10 verifies this statement. Figure 10 presents the Monte-Carlo simulation of m − 1 as a function of time T . m − 1 grows with time and eventually saturates to unity at a sufficiently long time for various measurement strengths α from 0.05 to 0.4. In the inset, we obtain a collapse of data points for various measurement strengths when m − 1 is plotted as a function of rescaled time T α 2 . The quadratic scaling agrees with the intuition that the increase of D Q can be generalized to n ≥ 2. As discussed in Appendix B, in the spin model description of D (n) Q , the cyclic permutation is preferred in the spin configuration. Moreover, the threebody weightv (n) (C (n) , C (n) , σ 3 ) = 0 for any σ 3 = C (n) , where C (n) is the cyclic permutation [ Fig. 5(a) ]. Therefore, one layer of σ = C (n) at a certain time t * will force all the spins at time t < t * to take the value C (n) . For a sufficiently large T , spins in the bottom layer are all polarized to σ = C (n) , and m ↓ 1 = 1 since C (n) belongs to the down-type. Consequently, there cannot be a phase transition in D (n) Q for any integer n ≥ 2 and nor for D Q (or F KMB ).
B. Dynamics of the system qudits
In the preceding section, we have shown the absence of a phase transition based on the amount of information accessible to ancilla qudits when the measurement basis is unrestricted and potentially nonlocal. Here, we explore the complementary perspective by considering the reduced density matrix of the system qudits. We will see that the system density matrix evolves to a steady state independent of its initial state for any α > 0. This observation, together with results in preceding sections, provides a clear intuitive understanding regarding the flow of quantum information: all information about the initial state of the system is transferred to ancilla qudits at a sufficiently long time for α > 0. Furthermore, we point out that the presence or the absence of the phase transition cannot be unambiguously answered by the reduced density matrix of the system alone because it does not depend on the choice of measurement basis for ancilla qudits. One of the most important implications of our results in this section is that the phase transition is inherent to the data collected on individual quantum trajectories of the system, and it goes away when the quantum state of the system is averaged over those trajectories.
We consider the quantum relative entropyD Q ≡ tr ρ S,0 (log ρ S,0 − log ρ S,θ ) between the reduced density matrices of the system originating from two close initial states |Ψ 0 and |Ψ θ .D Q can be similarly analyzed using the spin model description, and we show this quantity always decays to zero in the limit T → ∞. As before, we define the replicated objectsD (n) Q ≡ (log tr ρ S,0 ρ n−1 S,θ − log tr ρ n S,0 )/(1−n), which is proportional to the number of down-type spins in the bottom layer. An important modification arises from the top boundary conditions: the additional spin degrees of freedom for the system take the value C (n) (i.e., σ x,T +1 = C (n) ) everywhere, while n copies of ancilla qudits are contracted by the identity operator I (n) (in contrast to C (n) for D Q ). This leads to modified Boltzmann weights. Instead of favoring C (n) , the spin model now favors I (n) in the bulk for an arbitrary α > 0. Consequently, all the spins at the bottom boundary are polarized to I (n) , leading to a vanishing density of down-type spins as T → ∞ for any integer n ≥ 2. From the analytic continuation, we conclude that D Q vanishes as well.
The vanishingD Q implies that the density matrix of system qudits evolves to an identical steady state regardless of its initial state. In fact, one can show that the steady state is maximally mixed by considering one of the initial states replaced by the maximally mixed state: the bottom boundary condition is modified in a nonperturbative way, but our argument above still holds. From the information theoretical perspective, the system loses the quantum information of its initial state. Since the system and ancilla qudits combined undergo a closed unitary time evolution, one can conclude that the full quantum information about the initial state is recoverable from the ancilla qudits [46] . Finally, we note that the spin model descriptions of D Q andD Q are identical up to the exchange of C (n) and I (n) in boundary conditions. As a result, the saturation of D Q and the decay ofD Q occur exactly on the same time scale T * .
VII. DISCUSSION AND OUTLOOK
A. Relation to purification phase transition
Recently, Ref. [13] has pointed out that the entanglement phase transition occurs concurrently with the change in the purification dynamics of an initially mixed state. More specifically, Ref. [13] considers the entropy of an initially maximally mixed state undergoing RUC with projective measurements: when p > p c the quantum trajectories of the system density matrix rapidly approach pure states, while for p < p c the system remains in a mixed state with a finite entropy density for an exponentially long time in its system size. Based on numerical simulations of 1D qubit chains evolved under Clifford gates and projective measurements, it has been observed that the critical measurement probability of the purification phase transition equals that of the entanglement phase transition with high accuracy [13] .
Using our mapping to a series of spin models, we can show that the purification phase transition is indeed identical to the entanglement phase transition for Haar random unitary circuits with projective or weak measurements. As a measure of the purity, we consider the von Neuman entropy of the full system. To this end, we consider the series of generalized conditional entropies S (n) mix (A|M ), with A now identified with the entire system and the subscript 'mix' indicates that the initial state is maximally mixed. As before, the special features ofS (n) mix (A|M ) are enacted through bottom and top boundary conditions. For the spins in the bottom layer, contraction with the maximally mixed initial state ρ ⊗n max = ( 1 q n I (n) ) ⊗N can be accounted by introducing additional spins at t = 0 with fixed value σ x,0 = I (n) (identity permutation). In this case, since the subsystem A covers the entire system (we are calculating the entropy of the whole system), the top boundary conditions are (e,f) Purification of a mixed state evolution (or equivalently the average entropy of the system in steady states) is related to the excess free energy of a domain wall running across the entire system (red solid line). also homogenous. Similar to the discussion in Sec. IV C, the conditional entropy now corresponds to the difference between a configuration with all top spins fixed to C (n) (cyclic permutation) and one with all of them in the I (n) (identity permutation), while the bottom boundary condition is uniformly I (n) . In the paramagnetic (area-law) phase, such free energy cost is of order unity independent of the system size. This implies a purified phase. In the ferromagnetic (volume-law) phase, the excess free energy of a domain wall traversing the the entire system scales as ∼ N . This corresponds to the mixed phase with total entropy proportional to volume. The spin model descriptions of the subsystem entanglement entropy, the Fisher information, and the steady state entropy for a mixed initial state are summarized in Fig. 11 for n = 2.
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There are several potential experimental platforms to investigate the phase transition, including superconducting quantum circuits, trapped ions and neutral atoms, and ultracold atomic systems [51] [52] [53] [54] [55] [56] . For theoretical convenience, we have focused on the entanglement phase transition in a circuit of random unitary gates. However, we expect that this is not crucial and a system undergoing a chaotic hamiltonian evolution with measurements would also exhibit a similar phase transition. In experiments, the projective measurements can be directly implemented when quantum nondemolition (QND) measurements are possible. Alternatively, one can introduce a set of ancilla qudits coupled to a system, postponing all measurements to the end of each experimental run of quantum dynamics.
For experimental observations of the phase transition, the biggest challenge in our view lies in identifying realistic observables that detect the phase transition. As we discussed in the introduction, the direct measurement of the (conditional) entanglement entropy is extremely challenging, as it requires a large number of experimental repetitions that scales exponentially with the value of the entropy. This exponential overhead is fundamental, limited by the complexity of estimating an entropy [19, 20] . Furthermore, for quantum dynamics with projective measurements, there are additional multiplicative overhead scaling exponentially with ∼ pN T , associated with the post-selection of different measurement outcomes. This is because the entanglement entropy needs to be evaluated for individual trajectory of an open system dynamics, and, in order to accumulate sufficient statistics for a single trajectory, experiments need to be repeated over at least ∼ q pN T times 4 .
The transition in the KL divergence introduced in Sec. III B can partially alleviate the exponential overhead since its detection only requires a number of samples sufficient to discriminate two probability distributions without any post-selections and/or entanglement measurements. While precisely computing the KL divergence in general still requires exponentially many samples, we note that one can utilize other empirical methods such as Kolmogorov-Smirnov test [57] or evaluating an estimator for cross entropy [58] . It remains open if our phase transition can be faithfully identified by any local observables, or by interferometric methods.
Another important consideration is the effect of imperfections in experiments. Common sources of the imperfections include imprecise implementations of unitary evolutions, and dephasing or depolarization induced by uncontrolled noise. In general, these types of errors can be formulated as a quantum channel. Following the discussion in Sec. VI and Appendix B, it is straightforward to see that an uncontrolled quantum channel generally leads to an explicit breaking of the permutation symmetry in the spin model description and hinders the observation of a sharp phase transition. More specifically, for a system of N qudits evolved for T time steps, the effects of explicit symmetry breaking perturbations (experimental imperfections) become significant when ηN T O(N ), where η is the effective strength of perturbations for a single qudit per time step obtained in the spin model description. Under this condition, the strength of symmetry breaking perturbations arising from experimental imperfections exceeds that of boundary conditions discussed in Sec. IV.
Finally, we note that the effects of experimental imperfections can be relatively more significant near the phase transition point. In particular, the susceptibility to symmetry breaking perturbations is significantly enhanced near the phase transition in our spin model descriptions with n = 2 or n → 1. This feature suggests a novel approach to characterize the amount of experimental imperfections by studying the phase transition or the lack thereof in quantum systems of finite sizes.
C. Implications to the simulability of open system dynamics
Quantum dynamics with area-law scaling entanglement entropy can be often simulated using classical computers. In particular, many-body wave functions of 1D systems can be efficiently represented by MPS. Therefore, the entanglement phase transition described in this work may be also interpreted as a phase transition in the simulability of an open system dynamics. Such interpretation, however, requires additional considerations. For simulations of quantum dynamics, it is necessary that expectation values of observables can be approximated within a given accuracy using an MPS with the bond dimension that scales polynomially in the system size. While this is guaranteed from area-law scaling Rényi-k entropies with k < 1 [44, 45] , it is not necessarily the case for quantum states with area-law scaling von Neumann or Rényi entropies with k ≥ 1. This is because, under certain circumstances (see Ref. [45] for examples), small Schmidt coefficients in the tail of an entanglement spectrum contribute significantly to evaluating an observable. In many physical quantum states, however, the entanglement spectra often follow well-known distributions, such as the Boltzmann distribution [59] [60] [61] [62] [63] [64] , and an area-law scaling von Neumann or Rényi-k entropy with k > 1 already provides pragmatic criteria for classical simulability. Our numerical simulation results in Sec. V D suggest that the phase transition in von Neumann entropy is indeed accompanied by transitions in Rényi-k entropies with k > 0. More quantitative analysis of the entanglement spectra of quantum states resulting from chaotic dynamics and projective measurements would be an interesting future direction.
We emphasize that while the area-law scaling entanglement is a sufficient condition for efficient simulations, it is not necessary. In particular, we have seen in Sec. VI that the phase transition (or its existence) sensitively depends on the type of information extracted by the measurements. By choosing a different measurement basis (nonlocal or quasilocal), it may be possible to modify the effective phase transition point such that quantum states in typical trajectories exhibit area-law scaling of entanglement even for p less than its critical value based on naïve local projections. Thus, our result does not rule out the possibility that the volume-law phase can also be efficiently simulated by appropriately sampling different trajectories.
D. Outlook
Our work opens several new directions. We proposed the KL divergence as a new measure to detect the entanglement phase transition. One intriguing future direction is to find local observables that faithfully and efficiently detect the phase transition. In case such observables do not exist, designing an interferometric method to detect the phase transition or providing a fundamental complexity bound on the hardness of observing the transition would be interesting.
Another intriguing direction is to establish quantitative connections between quantum chaos and the entanglement phase transition. The analyses in Sec. VI and Ref. [10] indicate that the stability of the volume-law entangling phase is intimately related to the effective quantum error corrections arising from information scrambling, which is a generic feature of chaotic many-body dynamics. Quantifying the rate of information scrambling, for instance, by the critical probability or the rate of quasilocal projective measurements may provide new insight to quantum chaos from the perspective of information theory. Indeed, it was previously demonstrated that noninteracting particles or nonscrambling dynamics of Bell pairs cannot exhibit stable volume-law entangled phases, i.e., p c = 0 [11, 65] . It remains open whether or not the phase transition can occur in nontrivial integrable systems such as Bethe ansatz solvable models or strongly disordered systems in many-body localized phases [63, 64, 66] . Alternatively, one may characterize quantum chaos from the Kolmogorov-Sinai en-tropy [67, 68] of measurement outcomes, which has been widely used as a diagnostic of chaotic dynamics in classical settings.
Finally, our mapping technique in Sec. IV may provide a promising framework to analyze recently proposed quantum supremacy test protocols [58, 69] . We expect that, using classical spin model descriptions, one can efficiently evaluate the average discrepancy between sampling distributions from an ideal RUC and from its experimental realization as a function of the degree of various imperfections. Such analysis would provide an estimate to the maximum amount of imperfections that are tolerable to demonstrate quantum supremacy under reasonable conditions [69] , or allow to characterize near-term quantum devices [51] [52] [53] [54] [55] .
Note -A related work appeared on the arXiv [70] in parallel to ours. This work uses a different replica scheme to map quantum circuits with projective measurements to statistical mechanics models, which leads to results consistent with ours.
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where N sq is the total number of sites on the square lattice, the Potts model contains Q = n! local degrees of freedom.
In the high temperature limit, |J| 1, we can perform the high temperature expansion of the partition function:
where we recall that κ = e −J − 1, the small parameter r ≡ κ/(Q + κ) and s(σ i , σ j ) ≡ δ σiσj − 1/Q. A duality is observed in the low and high temperature expansion. This connects the partition function at high and low temperature through the relation e J = r:
where κ andκ parameterize the high and low temperature expansion. The phase transition point, where the free energy exhibits a singular behavior, satisfies the selfdual relationκ = κ. Hence, the transition point κ c is given by
At Q = 2, the result reduces to the well-known Kramers-Wannier duality in 2D classical Ising model on a square lattice.
Appendix E: Monte-Carlo simulation of the transition in F (2) We present the numeric simulation of the phase transition using the Monte-Carlo algorithm. Here, we focus on the case of n = 2, where the second divergence and Fisher information have an Ising spin model description. In the spin model description, the second Fisher information F (2) is given by the density of σ = −1 spins at the bottom through the relation F (2) = 2 m − 1 . In Fig. 13 , we show m − 1 as a function of time for various measurement strengths α computed from Monte-Carlo simulations. m − 1 generally grows at early time, indicating that the measurement device gains more information about the initial state. As T is further increased, m − 1 eventually saturates to a value determined by α and q. When α > α (2) c , m − 1 saturates to 1/2, which implies the equal numbers of σ = ±1 spins at the bottom, corresponding to the paramagnetic phase. In contrast, when α < α (2) c , the saturation value of m − 1 is less than 1/2, implying long range correlations between spin variables at top and bottom boundaries. This phase corresponds to the ferromagnetic phase. Figure 14 shows the phase diagram of the transition in the second Fisher information F (2) as a function of α and q. Two distinct phases are seen in the color-coded background representing m − 1 . Large α and small q correspond to the high temperature limit in the classical Ising model and lead to the paramagnetic phase. On the contrary, small α and large q correspond to the low temperature limit and lead to the ferromagnetic phase. We find that the phase boundary between two phases matches with the exact solution of critical point in classical Ising model in Eq. (61) as expected.
Here, we review the connection between the KMB Fisher information and measurements in an optimal nonlocal basis. The most general form of projective measurement can be characterized by the positive-operator valued measure (POVM) Π [1] , which consists of a complete set of observables {Π i } that need not be mutually orthogonal. For a given Π, the measurement outcome i is drawn from a probability distribution p Π i ≡ tr ρΠ i . Hence, analogous to local projective measurements, we can compute the KL divergence
where p Π θ,i = tr[ρ θ Π i ] is the measurement probability distribution when the system is initialized in |Ψ θ . We note that our original simple local measurements in the main text correspond to a special choice of Π that consists of a set of (q ) N T projectors in the computational basis of ancilla qudits. The amount of information carried in the measurement outcomes is quantified by the Fisher information
Most importantly, the KMB Fisher information F KMB provides an attainable upper bound to F Π [24, [47] [48] [49] [50] :
where Π is optimized over all possible POVM. In our work, we compute F KMB averaged over unitary gates U, and the optimal Π for each U may not be the same.
