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METRIC AND ARITHMETIC PROPERTIES OF
MEDIANT-ROSEN MAPS
COR KRAAIKAMP, HITOSHI NAKADA, AND THOMAS A. SCHMIDT
Abstract. We define maps which induce mediant convergents of Rosen con-
tinued fractions and discuss arithmetic and metric properties of mediant con-
vergents. In particular, we show equality of the ergodic theoretic Lenstra con-
stant with the arithmetic Legendre constant for each of these maps. This value
is sufficiently small that the mediant Rosen convergents directly determine the
Hurwitz constant of Diophantine approximation of the underlying Fuchsian
group. We thus succeed in giving a continued fractions based verification of
these Hurwitz values.
1. Introduction
Ergodic properties of a number theoretic transformation can in certain circum-
stances be studied by way of transformations which induce it. In the classical
setting of the simple continued fraction (SCF) expansion S. Ito [7] studied maps
corresponding to the mediant convergents for exactly this purpose. Motivated by
this classical setting, we call any such inducing transformation a mediant map. In
this paper we give mediant maps for the Rosen continued fraction maps, allow-
ing us to extend the work of [16] and [3]. We discuss some arithmetic and metric
properties of mediant convergents arising from these maps, in particular using tech-
niques of [17] to show that the Legendre constant—determining membership in the
sequence of approximations of a real number—is equal to the ergodic theoretic
Lenstra constant.
One motivation for this work comes from Diophantine approximation in terms of
the Rosen fractions. Diophantine approximation by simple continued fractions has
of course a rich history. In particular, for the regular continued fraction expansion
we have the following classical Borel result (cf. [4]): if x has SCF-expansion x =
[0; a1, a2, . . . ], and convergents Pn/Qn, n ≥ 0, and if the approximation coefficients
ϑn = ϑn(x), n ≥ 0, are defined by
ϑn = ϑn(x) = Q2n
∣∣∣∣x− PnQn
∣∣∣∣ , n ≥ 0,
then for every n ≥ 1 and every irrational x we have
min(ϑn−1, ϑn, ϑn+1) < 1/
√
5,
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and the constant 1/
√
5 is sharp. Borel’s result, together with the yet older Legendre
result — if p, q ∈ Z, q > 0, gcd(p, q) = 1, and
∣∣∣x− pq ∣∣∣ < 1/2q2 then p/q is a SCF-
convergent to x — implies the classical Hurwitz result: for every irrational x there
are infinitely many rationals p/q, such that∣∣∣∣x− pq
∣∣∣∣ < 1√5q2 .
A geometric aspect of such Diophantine approximation is expressible in terms of
the Mo¨bius action of the modular group PSL(2,Z). In the middle of the last century,
this was generalized to approximation by the orbit of infinity under a reasonably
large class of Fuchsian groups, see the discussion on pp. 334–336 of [11]. Some
thirty years after Rosen [20] introduced his continued fractions to study elements
of the Hecke triangle groups (a family of Fuchsian groups including the modular
group), Lehner [12, 13] used these continued fractions to begin the study of the
quality of approximation by the orbit of infinity under each of the Hecke groups.
His goal was to use the Rosen fractions to determine the analog of the Hurwitz
constant for this approximation.
These Hurwitz constants were finally determined by Haas and Series [6], using
techniques of hyperbolic geometry. Let Gk denote the Hecke group of index k ≥ 3,
generated by z 7→ −1/z and z 7→ z + λk with λk = 2 cospi/k. The Gk-rationals,
denoted Gk(∞), is the orbit of infinity under this group; a real number is called a
Gk-irrational if it is not in this orbit.
Theorem 1. (Haas and Series) For x ∈ R \Gk(∞), let
µk(x) = inf{h ;
∣∣∣x− a
c
∣∣∣ < h
c2
has infinitely many solutions
a
c
∈ Gk(∞)},
and set C(k) = sup{µk(x) ; x ∈ R \Gk(∞)} . Then
C(k) =

1/2 if k is even;
1
2
√
(1− λk/2)2 + 1
if k is odd.
A main goal of this paper is to give a new proof of this result using continued
fraction methods and thus to complete Lehner’s program. (Since k = 3 is the index
of the classical case, we will restrict our considerations to k ≥ 4 throughout.) One
could imagine that a continued fractions proof proceeds by way of analogs of Borel
and Legendre results. Indeed, [10] gives a Borel-type result:
Theorem 2. [10] For x ∈ R \ Gk(∞) and (pn/qn)n≥1 the corresponding Rosen
convergents of x, one has that
θn(x) := q2n
∣∣∣∣x− pnqn
∣∣∣∣ < C(k) infinitely often,
and the constant C(k) is optimal.
Furthermore, due to results of Nakada [16], a Legendre-result exists for the Rosen
fractions. Unfortunately, this analog of the Legendre constant is strictly less than
C(k), so Theorem 2 does not immediately imply Theorem 1. That is, these two
results do not rule out the existence of some constant D, with D < C(k), such that
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for some Gk-irrational x there exist infinitely many Gk-rationals a/c, which are not
Rosen convergents of x, but do satisfy∣∣∣x− a
c
∣∣∣ < D
c2
.
To address this difficulty, we introduce the mediant Rosen maps (see Section 3).
For each k, there is an `k > 0 such that (i) for any Gk-irrational x and any finite
Gk-rational a/c, ∣∣∣x − a
c
∣∣∣ < `k
c2
implies a/c is either a Rosen convergent pn/qn for some n ≥ 0, or a mediant Rosen
convergent un,l/vn,l of x; and, (ii) for any C > `k, there exist x and a/c such that∣∣∣x − a
c
∣∣∣ < C
c2
and a/c is neither a Rosen convergent nor a mediant Rosen convergent. We call
`k > 0 the Legendre constant for mediant Rosen convergents (of index k).
We turn to ergodic theory to determine the value of this Legendre constant of
Diophantine approximation. In the setting of the simple continued fraction map,
H.W. Lenstra, Jr., conjectured the value of the endpoint of linearity in the average
value of small approximation coefficients (for almost every x); this conjecture was
confirmed by Bosma et al [2]. In Section 6 we define an analogous value, Lk, the
Lenstra constant for the mediant Rosen map (of index k). (Haas [5] has recently
shown that Lenstra constants of continued fraction type maps are related to uni-
versal behavior of geodesic excursions into cusps of hyperbolic surfaces.) Nakada
[17] has proved that whenever a continued fraction map has a Legendre constant,
then it also has a Lenstra constant, and if the map is ergodic with respect to a
finite invariant measure, then these two are equal. (In the SCF case, the Legendre
and Lenstra constants both equal 1/2 .) We show that each Rosen mediant map
is ergodic with respect to an infinite invariant measure and hence cannot directly
invoke the result of [17]. Instead, we use explicit planar extensions and the ratio
ergodic theorem (see for example [1]) to prove the equality of the two constants
and to determine their common value by actually evaluating the ergodic theoretic
Lenstra constant.
Theorem 3. Fix k ≥ 4, and let `k and Lk be the Legendre and Lenstra constants
for the Rosen mediant maps. Furthermore, when k is even then let R equal 1,
otherwise let R be the positive root of x2 + (2− λk)x− 1. Then for k > 4
`k = Lk = λ−R .
Also, `4 = L4 =
√
2/2. In particular, in all cases we have
`k > C(k) .
Therefore, any Gk-rational a/c satisfying∣∣∣x− a
c
∣∣∣ < C(k)
c2
,
which is not a Rosen convergent must be a mediant convergent of x. Our next result
gives a witness to the optimality of C(k); we use Θn(x) to denote the coefficients of
approximation for the Rosen median maps, in direct analogy to the θn above (see
Equation (10) below for a definition).
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0.2 0.80.60.4−0.2−0.4−0.6−0.8
Figure 1. Graph of Tk(x), k=5
Theorem 4. Fix k ≥ 4. Let C(k) and R be as above. Then τ0 = R − λ is such
that for any C < C(k)
Θn(τ0) < C, for at most finitely many n ≥ 0 .
We note that Theorems 2, 3 and 4 give a continued fraction proof of Theorem 1.
1.1. Outline. In the next section, we introduce the mediant algorithm. In Sec-
tion 3, we give the underlying mediant maps. Section 4 is devoted to the con-
struction of planar natural extensions for these, and to the study of their basic
ergodic properties. Section 5 provides the proof of Theorem 4. Definitions of the
Legendre and Lenstra constants for the mediant maps appear in Section 6, where
their equality is proven. In Section 7, we evaluate the Lenstra constants.
1.2. Thanks. We thank the referee for a careful reading and sound advice for
improving the presentation of these results: in particular for insisting on clarifying
material which lead us to include Subsection 4.3.
2. Mediants of Rosen Fractions
Throughout this paper, λk = 2 cos pik and Ik = [−λ/2, λ/2 ) for k ≥ 3. For a fixed
integer k ≥ 3, the Rosen continued fraction map is defined by
Tk(x) =
{∣∣ 1
x
∣∣ − λb∣∣ 1λx ∣∣+ 12c x 6= 0;
0 x = 0
for x ∈ Ik; here and below, we omit the index “k” whenever it is clear from context.
We define
εn(x) = sgn(Tn−1x) and rn(x) = r(Tn−1x)
with
ε(x) = sgn(x) and r(x) =
⌊ ∣∣∣∣ 1λx
∣∣∣∣+ 12
⌋
.
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Then, as Rosen showed in [20], we have the Rosen continued fraction expansion of
x as follows
x =
ε1(x)
λr1(x)
+
ε2(x)
λr2(x)
+ · · ·+ εn(x)
λrn(x)
+ · · · ,
which is denoted by x = [ ε1(x) : r1(x), ε2(x) : r2(x), . . . , εn(x) : rn(x), . . .] . Here
the expansion terminates at a finite term if and only if x is a parabolic point of
Gk, thus if and only if x is a Gk-rational (see [20]). As usual we can define the
convergents pn/qn of x ∈ Ik by(
p−1 p0
q−1 q1
)
=
(
1 0
0 1
)
and (
pn−1 pn
qn−1 qn
)
=
(
0 ε1
1 λr1
)(
0 ε2
1 λr2
)
· · ·
(
0 εn
1 λrn
)
for n ≥ 1. From this definition it is easy to see that |pn−1qn − qn−1pn| = 1, and
that we have the well-known recurrence relations
p−1 = 1; p0 = 0; pn = λrnpn−1 + εnpn−2, n ≥ 1
q−1 = 0; q0 = 1; qn = λrnqn−1 + εnqn−2, n ≥ 1.
It also follows that(
pn−1 qn−1
pn qn
)
=
(
0 1
εn λrn
)(
0 1
εn−1 λrn−1
)
· · ·
(
0 1
ε1 λr1
)
,
giving
(1)
pn
qn
=
ε1
λr1
+
ε2
λr2
+ · · ·+ εn
λrn
and
(2)
qn−1
qn
=
1
λrn
+
εn
λrn−1
+ · · ·+ ε2
λr1
.
Since Hecke groups are discontinuous groups, the (parabolic) value pn/qn uniquely
determines qn up to sign; we can and do assume qn to be positive.
From the definition of pn/qn, we have
pn+1
qn+1
=
rn+1λpn + εn+1pn−1
rn+1λqn + εn+1qn−1
.
If rn+1 > 1, then—following [7] in the SCF-case—we can interpolate between pn/qn
and pn+1/qn+1 by
(3)
un,l
vn,l
=
lλpn + εn+1pn−1
lλqn + εn+1qn−1
, 1 ≤ l < rn+1,
and call un,l/vn,l the l-th mediant convergent of x (of level n); note that such a
mediant does not exist in case rn+1 = 1. In the next section, we define a map which
induces mediant convergents of Rosen continued fractions.
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3. Mediant Maps and Convergents
3.1. Full Mediant Map. For each fixed k, put J = Jk = [−λ/2, 2λ ).
For ease of notation, we let
(
a b
c d
)
(x) denote
ax+ b
cx+ d
. This allows us to show a
“factorization” of the map Tk, leading to our definition of the Rosen mediant maps.
The following is trivially verified.
Lemma 1. The Rosen map Tk can be expressed in the following manner.
Tk(x) =

(
λ 1
−1 0
)
(x), x ∈ [−λ2 ,− 23λ );(
tλ 1
−1 0
)
(x), x ∈ [− 2(2t−1)λ ,− 2(2t+1)λ ), t ∈ N≥2;(−tλ 1
1 0
)
(x), x ∈ ( 2(2t+1)λ , 2(2t−1)λ ], t ∈ N≥2;(−λ 1
1 0
)
(x), x ∈ ( 23λ , λ2 ).
Definition 1. We define the following matrices.
U− =
(
0 −1
1 λ
)
; U+ =
(
0 1
1 λ
)
; V− =
(−1 0
λ 1
)
; V+ =
(
1 0
λ 1
)
.
The inverses of these are of course:
U−1− =
(
λ 1
−1 0
)
; U−1+ =
(−λ 1
1 0
)
; V −1− =
(−1 0
λ 1
)
,
and
V −1+ =
(
1 0
−λ 1
)
.
The next lemma is verified by direct computation.
Lemma 2. The following equalities hold:(
tλ 1
−1 0
)
= U−1+ · V −(t−2)+ · V −1− and
(−tλ 1
1 0
)
= U−1+ · V −(t−1)+ .
Definition 2. The Rosen mediant map is
Sk(x) =

U−1− (x), x ∈ [−λ2 ,− 23λ ) ;
V −1− (x), x ∈ [− 23λ , 0) ;
V −1+ (x), x ∈ (0, 23λ ] ;
U−1+ (x), x ∈ ( 23λ , 2λ ) .
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2/λ−λ/2
−λ/2
2/(3 λ) λ/2−2/(3 λ)
2/λ
λ/2
−2/(3 λ)
Figure 2. Graph of Sk(x), k=5
In the case of k = 3, T3 is the classical nearest integer continued fraction map,
and S3 is the mediant map as defined by R. Natsui in [18]. In the sequel we always
assume that k ≥ 4. Here also, we suppress the index k when discussing these maps.
Direct calculation also shows the following.
Lemma 3. Viewed as a linear fractional transformation, the matrix V −1− is a mono-
tonic decreasing bijective map from
(
− 2(2l−1)λ ,− 2(2l+1)λ
)
to
(
2
(2l−1)λ ,
2
(2l−3)λ
)
. Sim-
ilarly, the linear fractional transformation V −1+ is a monotonic increasing bijective
map from
(
2
(2l+1)λ ,
2
(2l−1)λ
)
to
(
2
(2l−1)λ ,
2
(2l−3)λ
)
.
Finally, we have that T (x) is induced by S(x).
Lemma 4. For each x ∈ Ik, let `(x) be defined as follows.
`(x) := min
{
` ≥ 0 : S`(x) ∈ [−λ
2
,− 2
3λ
) ∪ ( 2
3λ
,
2
λ
)
}
.
Then for each x ∈ Ik, one has the following equality:
S`(x)+1(x) = T (x).
Proof. This follows from our definitions and of Lemmas of this section. 
8 COR KRAAIKAMP, HITOSHI NAKADA, AND THOMAS A. SCHMIDT
3.2. Mediant Convergents. For x ∈ Ik and i ∈ N, we let
Mi =

U− if Si−1(x) ∈ [−λ2 ,− 23λ );
U+ if Si−1(x) ∈ ( 23λ , 2λ );
V− if Si−1(x) ∈ [− 23λ , 0);
V+ if Si−1(x) ∈ (0, 23λ ];
Id if Si−1(x) = 0.
for i ≥ 1, where as usual Id denotes the identity.
Then we have a sequence of matrices from x which is denoted by
(4) x ∼ M1M2 · · ·Mj · · ·
Of course, the mediant map acts as a shift on each such sequence.
Definition 3. Fix x ∈ Ik and consider the above sequence of Mi. Let k1, k2, . . .
be the increasing sequence of indices for which Mki ∈ {U− , U+ }.
The following lemma records the fact that the sequence of Rosen convergents
pn/qn of x ∈ Ik is a subsequence of the sequence un,l/vn,vl, n ≥ 1, of mediant
convergents of x.
Lemma 5. For each x ∈ Ik, consider the corresponding sequence of Equation (4).
Then, for each km as above, one has the following equality.
M1M2 · · ·Mkm =
(
pm−1 pm
qm−1 qm
)
.
Furthermore, km+1 = km + rm+1 where (εm : rm) is the m-th coefficient of the
Rosen continued fraction expansion of x.
Definition 4. Let x, m and km be as above. For each integer l with 0 < l < rm+1,
we define  um,l = l · λ · pm + εm+1pm−1 ;
vm,l = l · λ · qm + εm+1qm−1 ,
and call
um,l
vm,l
an l-th mediant convergent of x.
We have the following result.
Proposition 1. With notation as above, we have
M1 · · ·Mkm · · ·Mkm+l =
(
um,l pm
vm,l qm
)
for 1 ≤ l < rm+1.
By this proposition, we see that the sequence (M1 · · ·Mi(∞) : i ≥ 1) is
u0,1
v0,1
,
u0,2
v0,2
, · · · , u0,r1−1
v0,r1−1
,
p0
q0
,
u1,1
v1,1
,
u1,2
v1,2
, · · · , u1,r2−1
v1,r2−1
,
p1
q1
, · · ·
· · · , un,1
vn,1
,
un,2
vn,2
, · · · , un,rn+1−1
v1,rn+1−1
,
pn
qn
, · · ·
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It is easy to see that
x =
(
um,l pm
vm,l qm
)
(Sn(x)) ,
for n = km + l. We put xn = Sn(x). It follows that
(5)
∣∣∣∣x − um,lvm,l
∣∣∣∣ = ∣∣∣∣um,lxn + pmvm,lxn + qm − um,lvm,l
∣∣∣∣ = 1v2m,l(xn − (− qmvm,l ) ) ,
where − qmvm,l = (M1 · · ·Mn)−1(∞). We recall that (M1 · · ·Mn)−1 is the linear
fractional transformation which defines Sn. It also follows that
(6)
∣∣∣∣x− pm−1qm−1
∣∣∣∣ = 1q2m−1(xkm − (− qmqm−1 ))
where −qm/qm−1 = (M1 · · ·Mkm)−1(∞). Consequently, the distribution of(
(M1 · · ·Mn)−1(x) − (M1 · · ·Mn)−1(∞) : n ≥ 1
)
determines the distribution of the error (after normalization by the square of the
denominator) of the principal and the mediant convergents.
If k = 3, since λ3 = 1, it is easy to see that(
um,1
vm,1
)
=
(
um−1,rm−1
vm−1,rm−1
)
when εm+1 = −1. This equality never holds for k ≥ 4. Indeed, since λk > 1 for
k ≥ 4, we have—due to (3),
vm,1 = λqm − qm−1 > qm − λqm−1 = vm−1,rm−1.
This implies that all values in {
um,l
vm,l
,
pm
qm
}
m≥0
are different from each other.
4. Natural extensions
Since the work of [14], planar natural extensions of continued fractions maps have
provided a significant tool in the study of ergodic properties of number theoretic
transformations. In this section we construct planar natural extensions of the Rosen
mediant maps.
In [19], Rohlin introduced and studied the concept of natural extension of a
dynamical system. A natural extension of (J,B, µ, T ) is an invertible dynamical
system (Ω,BΩ, ρ, Tˆ ), which contains (J,B, µ, T ) as a factor, such that the Borel σ-
algebra BΩ of Ω is the smallest Tˆ -invariant σ-algebra that contains pi−1(B), where pi
is the factor map. A natural extension is unique up to isomorphism. With notation
defined below, we have the following result.
Theorem 5. For k ≥ 4, the dynamical system (Ω∗, B¯, ν, Sˆ) is the natural extension
of the dynamical system (Jk,B, µk, S).
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There are various ways to verify that a planar system is the natural extension
of a given interval map; one way is to follow the proof from [15], where the second
author shows that the two-dimensional regions he finds are indeed the natural
extensions of his α-expansions. His proof closely follows [19]. Here, however, we
turn to F. Schweiger’s [22] formalization of the ideas of [14] to verify that we have
found the natural extension.
In our construction, we rely on [3]. However, we proceed slightly differently.
There the explicit natural extension map is
(7) T (x, y) =
(
T (x),
1
λb| 1λx |+ 12c+ sgn(x)y
)
,
which is locally of the form given by
M =
(
a b
c d
)
sending (x, y) to
(
ax+ b
cx+ d
,
dy − c
−by + a
)
;
an elementary calculation thus shows that this map has invariant measure dx dy(1+xy)2 ,
up to normalizing constants. Here, we use the more natural action directly related
to hyperbolic geometry:
(x, y) 7→
(
ax+ b
cx+ d
,
ay + b
cy + d
)
.
These maps are conjugate, using (x, y) 7→ (x,−1/y), thus there is no loss in pro-
ceeding in our manner. The invariant measure for our map is well known to be
dx dy
(x−y)2 . The domain Ω of T is defined (depending on parity) in Theorem 3.1 and
Theorem 3.2 of [3]; up to measure zero, T ( Ω ) = Ω . We let
(8) Ω0 = {(x, y) : (x,−1/y) ∈ Ω}
and hence Ω0 is an isomorphic copy of the region of the natural extension of the
Rosen map T .
The parity of the index k is significant, as in particular displayed by the orbit of
±λ2 under S, we thus discuss the even index case and the odd index case separately.
4.1. Planar system in the even index case: k = 2`. We recall some notations
from [3]. Let
φ0 = −λ2 , φj = T
j
(
−λ
2
)
, 0 ≤ j ≤ `− 1, and φ`−1 = 0,
and
L1 =
1
λ+ 1
, Lj =
1
λ− Lj−1 , 2 ≤ j ≤ `− 1, and 1 =
1
λ− L`−1 .
It is in terms of these various φi and Li that [3] define the domain Ω.
Now, for 1 ≤ j ≤ `− 1, let
Jj = [φj−1, φj)
J` = [0, λ2 )
J`+1 = [λ2 ,
2
λ )
and

K¯j = [−∞, − 1Lj ]
K¯` = [−∞, 0 ]
K¯`+1 = [−1, 0],
and let K ′j = K¯j for 1 ≤ j ≤ `− 1 as well as K ′` = [−∞,−1]. Solving, we find
Ω0 =
⋃`
j=1
(
Jj ×K ′j
)
.
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We define the region (of the natural extension for the mediant map)
Ω∗ =
`+1⋃
j=1
(
Jj × K¯j
)
,
see Figure 3. The map Sˆ : Ω∗ → Ω∗ is given by
Sˆ(x, y) =
(
M−11 (x), M
−1
1 (y)
)
,
where M1 = M1(x) as in Equation (4). In particular, the projection onto the first
coordinate is indeed M−11 (x) = S(x) .
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Figure 3. The region Ω∗ and its image under Sˆ, here k = 8. Note
that Ω0 lies below y = −1 .
Proposition 2. The map Sˆ is surjective from Ω∗ onto itself and is injective off of
the boundaries of Jj × K¯j, 1 ≤ j ≤ l+ 1. Moreover, dx dy|x−y|2 is an invariant measure
for Sˆ.
Proof. We must simply check that, up to measure zero niceties, the map Sˆ(x, y)
does indeed act bijectively on Ω∗. This is a matter of elementary calculations,
which we now outline.
• x ∈ [−λ2 , − 23λ ); On this interval, S(x) = − 1x − λ. Recall that the φi are
in fact the orbit of φ0 = −λ2 under iteration of this map; in particular,
φ`−1 = 0. Then Sˆ sends ∪`−1i=1 [φi−1, φi) × [−∞, − 1Li ] to ∪
`−1
i=1 [φi, φi+1) ×
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[−λq, −1/Li+1 ]. Also [φ`−1, − 23λ ) × [−∞,− 1L`−1 ] is now sent to [0, λ2 ) ×
[−λ,−1].
• x ∈ [− 23λ , 0); On this interval, Sˆ(x, y) =
(
−x
λx+1 ,
−y
λy+1
)
for (x, y) ∈ Ω∗.
Since L`−1 = λ− 1, we easily find that Sˆ sends [− 23λ , 0)× [−∞, − 1Ll−1 ] to
[0, 2λ )× [−1, − 1λ ].
• x ∈ [0, 23λ ); On this interval, Sˆ(x, y) =
(
x
1−λx ,
y
1−λy
)
for (x, y) ∈ Ω∗. One
immediately finds that [0, 23λ )× [−∞, 0] is sent to [0, 2λ )× [− 1λ , 0].
• x ∈ [ 23λ , λ2 ); On this interval, Sˆ(x, y) = ( 1x − λ, 1y − λ) for (x, y) ∈ Ω∗. One
finds that [ 23λ ,
λ
2 )× [−∞, 0) is sent to [φ1, λ2 )× [−∞, −λ].
• x ∈ [ λ2 , 2λ ); On this interval, also Sˆ(x, y) = ( 1x − λ, 1y − λ) for (x, y) ∈ Ω∗.
Hence [ 23λ ,
λ
2 )× [−1, 0] is sent to [−λ2 , φ1)× [−∞, −λ− 1].
Consequently, we see that Sˆ is bijective except for failing to be injective on the
(measure zero) boundaries. The invariance of the measure holds since Sˆ is locally
of the form (x, y) 7→ (Ax,Ay) with A a fractional linear transformation. 
Remark. Note that ∫∫
Ω∗
dxdy
|x− y|2 =∞ .
4.2. Planar system in the odd index case, k = 2` + 3. We recycle notation,
now using φj and Lj as follows (all necessary calculations are in [3]):
φ0 = −λ2 , and φj = T
j
(
−λ
2
)
, 0 ≤ j ≤ 2`+ 1.
We recall that
−λ2 ≤ φj < − 23λ for j ∈ {0, 1, . . . , `− 1} ∪ {`+ 1, . . . , 2`}
− 23λ < φ` < − 25λ
φ2`+1 = 0.
Also we put, with R the positive root of R2 + (2− λ)R− 1 = 0,
L2` = λ− 1/R
L2`+1 = λ−R
L1 = 12λ−L2`
L2 = 12λ−L2`+1
Lj = 1λ−Lj−2 , 2 < j ≤ 2`+ 2 ,
which are well-defined (see Subsection 3.2 of [3]). Then we define
Ω∗ =
2`+4⋃
j=1
Jj × K¯j :
METRIC AND ARITHMETIC PROPERTIES OF MEDIANT-ROSEN MAPS 13
where 
J2j = [φ`+j , φj), 1 ≤ j ≤ `
J2j−1 = [φj−1, φj+l), 1 ≤ j ≤ `+ 1
J2`+2 = [0, λ2 ),
J2`+3 = [λ2 , 1)
J2`+4 = [1, 2λ ),
1 = − φ`λφ`+1 , and 
K¯j = [−∞, − 1Lj ], 1 ≤ j ≤ 2`+ 1
K¯2`+2 = [−∞, 0, ],
K¯2`+3 = [− 1λ−L2`+1 , 0] = [− 1R , 0]
K¯2`+4 = [− 1λ−L2` , 0] = [−R, 0];
see Figure 4.
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Figure 4. The region Ω∗ and its image under Sˆ, here k = 9. Here,
Ω0 lies below y = −1/R .
Proposition 3. The map Sˆ(x, y) =
(
M−11 (x), M
−1
1 (y)
)
of Ω∗ is bijective off of the
boundaries of Jj × K¯j, 1 ≤ j ≤ 2l + 2. Moreover, dx dy|x−y|2 is an invariant measure
for Sˆ.
Proof. The invariance of the measure has already been remarked upon. The first
part of the assertion follows as in Proposition 2:
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• x ∈ [−λ2 , − 23λ ); Here, Sˆ(x, y) =
(
− 1x − λ, − 1y − λ
)
. Thus, the corre-
sponding image of Ω∗ is fibred below [φ1, λ2 ), with y values in [−λ, − 1Lj ]
for S(x) negative, with the appropriate value of Lj , and y ∈ [−λ, − 1R ] for
S(x) non-negative.
• x ∈ [− 23λ , 0); Here Sˆ(x, y) =
(
−x
λx+1 ,
−y
λy+1
)
for (x, y) ∈ Ω∗. Thus [− 23λ , 0)×
[−∞, − 1L2`+1 ] is sent to [0, 2λ )× [− 1λ−L2`+1 , − 1λ ].
• x ∈ [0, 23λ ); For these values of x, Sˆ(x, y) =
(
x
1−λx ,
y
1−λy
)
for (x, y) ∈ Ω∗.
Thus [0, 23λ )× [−∞, 0] is sent to [0, 2λ )× [− 1λ , 0].
• x ∈ [ 23λ , λ2 ); Here Sˆ(x, y) = ( 1x − λ, 1y − λ) for (x, y) ∈ Ω∗. Thus [ 23λ , λ2 )×
[−∞, 0) is sent to [φ1, λ2 )× [−∞, −λ].
• x ∈ [λ2 , α); Here again Sˆ(x, y) = ( 1x − λ, 1y − λ) for (x, y) ∈ Ω∗. Then
[ 23λ , α) × [− 1R , 0] is sent to [φ`+1, φ1) × [−∞, −R − λ] = [φ`+1, φ1) ×
[−∞, − 1L2 ].
• x ∈ [α, 2λ ); Once again, Sˆ(x, y) = ( 1x − λ, 1y − λ) for (x, y) ∈ Ω∗ and
[α, 2λ )× [− 1λ−L2` , 0] is sent to [−λ2 , φ`+1)× [−∞, −λ− 1L1 ].
Combining the above, we get the first part of the assertion of the proposition. 
4.3. Proof of Theorem 5: Planar System is Natural Extension. We first
recall some terminology and notation from [22]. Let B be a set, and T : B → B be
a map. The pair (B, T ) is called a fibred system if the following three conditions
are satisfied:
(a) There is a finite or countable set I (called the digit set);
(b) There is a map k : B → I. Then the sets B(i) = k−1(i) form a partition of
B;
(c) The restriction of T to any B(i) is an injective map;
see [22], Definition 1.1.1. From our definition of the Rosen mediant map, see Def-
inition 2, we naturally have B = Jk = [−λ/2, 2/λ], T = S, I = {i, ii, iii, iv}, and
B(i) = [−λ2 ,− 23λ ), B(ii) = [− 23λ , 0), B(iii) = [0, 23λ ), and B(iv) = [ 23λ , 2λ ); see also
Figures 3 and 4.
The pair (B#, T#) is called a dual fibred system (or backward algorithm) with
respect to (B, T ) if the following condition holds: (k1, k2, . . . , kn) is an admissi-
ble block of digits for T if and only if (kn, . . . , k2, k1) is admissible for T#; see
Definition 21.1.1 in [22]. Furthermore,
D(x) := {y ∈ B# | y ∈ B#(k1, k2, . . . , kN ) if and only if
T−N (x) ∩B(kN , . . . , k2, k1) 6= ∅, for all N ≥ 1};
see Definition 21.1.7 from [22]. The local inverse of the map T : B(k) → B is de-
noted by V (k). Schweiger obtained the following theorem; see [22], Theorem 21.2.1.
Theorem 6 (Schweiger). Consider the following dynamical system (B¯, T¯ ), with
B¯ = {(x, y);x ∈ B, y ∈ D(x)}, and where T¯ : B¯ → B¯ is defined by
T¯ (x, y) =
(
T (x), V #(k(x))(y)
)
.
If T¯ is measurable, then (B¯, T¯ ) equipped with the obvious product σ-algebra is an in-
vertible dynamical system. Furthermore, if K is a non-negative measurable function
METRIC AND ARITHMETIC PROPERTIES OF MEDIANT-ROSEN MAPS 15
such that
K(Tx, y) |T ′(x) | = K(x, T#y) | (T#)′y |
then K is an invariant density for this system. The dynamical system (B¯, T¯ ) is the
natural extension of (B, T ).
In our setting we have by construction that B¯ = Ω∗. So to apply Schweiger’s
Theorem, we need to find a backward algorithm (B#, T#), such that
(9) V #(k(x))(y) = M−11 (y).
Thus, on each B#(κ) we have that T# is given by the inverse of the matrix giving
the Rosen mediant map on the corresponding B(κ). Comparing with Definition 2,
this map must be
T#(y) =

−1
y + λ
, y ∈ B#(i) ;
−y
λy + 1
, y ∈ B#(ii) ;
y
λy + 1
, y ∈ B#(iii) ;
1
y + λ
, y ∈ B#(iv) .
Using the proofs of Propositions 2 and 3, we solve to find the partition of B# =
(−∞, 0] (recall that R = 1 in the even index case):
B#(i) = [−λ,−1/R), B#(ii) = [−1/R,− 1λ ), B#(iii) = [− 1λ , 0),
and B#(iv) = (−∞,−λ); again, see Figures 3 and 4. An easy calculation shows
that V #(k(y)) satisfies (9).
We find that (B#, T#) is the dual fibred system with respect to (Jk, S). We
already saw that an invariant measure is given by dx dy|x−y|2 is an invariant measure for
Sˆ, note that this is compatible with the requirements on K in Schweiger’s theorem.
Thus it follows that (Ω∗, B¯, ν, Sˆ) is the natural extension of the dynamical system
(Jk,B, µk, S). 
Remark. Note that one could use the above method to verify that the system given
in [3] is indeed the natural extension of the Rosen map. With this, as suggested by
the referee, one can use the relationship between S and T to show that Sˆ is indeed
the map giving the natural extension of S.
4.4. Ergodicity. We denote by µˆ the measure defined by 1(x−y)2 as its density
function with respect to Lebesgue measure and by µ its marginal distribution on
the first coordinate.
Theorem 7. The dynamical system (Ω∗, Sˆ, µˆ) is ergodic, and its entropy h(Sˆ, µˆ)
is equal to (k−2)pi
2
2k .
Proof. An easy calculation shows that
Sˆkm(x, y) =
(
(M1 · · ·Mkm)−1(x), (M1 · · ·Mkm)−1(y)
)
16 COR KRAAIKAMP, HITOSHI NAKADA, AND THOMAS A. SCHMIDT
and
(M1 · · ·Mkm)−1(x) = Tm(x).
Thus, Sˆkm is the induced transformation SˆΩ0 of Sˆ to Ω0, and is conjugate to T by
the isomorphism (x, y) → (x,−1/y). Since T is ergodic (again, see [3]), so is SˆΩ0 .
In turn, this implies the ergodicity of Sˆ.
The entropy h(Sˆ, µˆ) of (Sˆ, µˆ) is given by the entropy of its induced transforma-
tion on the region Ω0, as
h(Sˆ, µˆ) = h(SˆΩ0 , µˆΩ0) · µˆ(Ω0),
where µˆΩ0 is the restricted normalized measure of µˆ to Ω0; see [9]. Since (SˆΩ0 , µˆΩ0)
is a natural extension of the Rosen map, and its entropy is
C · (k − 2)pi
2
2k
,
where C is the normalizing constant of the invariant measure, i.e.,
C−1 =
∫∫
Ω0
dxdy
|x− y|2 ,
(see [17]), the result follows. 
The following result is an immediate consequence of Theorem 7.
Corollary 1. The dynamical system (S, µ) is ergodic, and its entropy h(S, µ) is
equal to (k−2)pi
2
2k .
Remark. The density function with respect to Lebesgue measure f of the measure
µ is given by
f(x) =
∫
{y : (x,y)∈Ω∗}
dy
(x− y)2
which diverges at x = 0.
Corollary 2. For a.e. x ∈ Ik,
{
vm,l
∣∣∣x − um,lvm,l ∣∣∣ : 1 ≤ l ≤ rm − 1,m ≥ 1} is un-
bounded.
Proof. From the ergodicity of Sˆ, for a.e. (x, y) ∈ Ω∗, its forward Sˆ-orbit is dense
in Ω∗. It follows that distance between the second coordinates of Sˆn(x, y) and
Sˆn(x,−∞) tends to 0. Thus we see that the forward Sˆ-orbit of (x,−∞) is also
dense in Ω∗. By Fubini’s theorem, this holds for a.e. x ∈ Ik. Because
Sˆn(x,−∞) =
(
Sn(x),− qm
vm,s
)
for n = km + s and by (4), we have the assertion. 
5. Proof of Theorem 4 — exhibiting a witness
In this section, we use continued fraction methods to prove Theorem 1. That is,
we display the witness mentioned in the Introduction. For each k > 3, we call our
witness τ0; this value is suggested by the geometry of our planar natural extension.
Let
(10) Θ
(
x,
a
c
)
= c2
∣∣∣x − a
c
∣∣∣
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for
(
a ·
c ·
)
∈ Gk. Hereafter, when we write a/c we assume that there exists a
matrix
(
a ·
c ·
)
∈ Gk. In case a/c is equal to the nth mediant convergent of x —
with indexing as for Equation (5) —, we write Θn(x) instead of Θ (x, a/c).
The approach in both the even and odd index cases is quite similar, the odd case
is –as usual with the Gk– a little bit more complicated. We give full detail of the
even case, and outline the odd case.
5.1. Even index case: k = 2`. One of the main ingredients of the aforementioned
Borel-type result from [10] is the fact that if we set
τ0 := [ (−1 : 1)`−2, (−1 : 2) ] = 1− λ = −L`−1, η0 := L1 = 1
λ+ 1
(here the bar indicates periodicity), the sequence
(τi, ηi) := T i(τ0, η0), for i ≥ 0,
is purely periodic, with period-length `−1. Here T : Ω→ Ω is the natural extension
map from [3], see Equation (7). Note that τ`−2 = −1λ+1 = −L1, η`−2 = λ−1 = L`−1,
and that T (τ`−2, η`−2) = (τ0, η0). Furthermore, in [3] it was shown that if
(tn, vn) = T n(x, 0), for x ∈ [−λ/2, λ/2), and n ≥ 0,
one has that
θn−1(x) =
vn
1 + tnvn
, and θn(x) =
|tn|
1 + tnvn
, n ≥ 1.
Due to this
θ(τi, ηi) :=
ηi
1 + τiηi
≥ C(k) = 1
2
for i ≥ 0 (with equality if i ≡ 0 (mod ` − 1) or i ≡ ` − 2 (mod ` − 1)), and since
θi−1+n(`−1)(τ0) ↑ θ(τi, ηi), as n→∞, it follows that for any C < C(k) = 1/2,
θn(τ0) < C, for at most finitely many n ≥ 0.
Recall that Ω0 is an isomorphic copy of Ω; for i = 0, 1, . . . , ` − 2, the points
(τi, ηi) ∈ Ω correspond to the points (τi,Ki+1) ∈ Ω0. Since the isomorphic copy of
the system (Ω0, T ) is induced from (Ω∗, Sˆ), the Sˆ-orbit of (τ0,K1) has cardinality
at least ` − 1. In fact, this Sˆ-orbit is also purely periodic, but is of cardinality `:
since τi < −2/3λ, for i = 0, 1, . . . , `− 3, and τ`−2 > −2/3λ, we have that
Sˆ(τ`−2,K`−1) = Sˆ
( −1
λ+ 1
,
1
λ− 1
)
= (1,−1),
and
Sˆ(1,−1) =
(
1
1
− λ, 1−1 − λ
)
= (1− λ,−1− λ) = (τ0,K1) .
Setting
(Tn, Vn) = Sˆn(τ0,−∞), n ≥ 0,
it follows from (6), and the fact that (an isomorphic copy of) T is an induced
transformation of Sˆ, that (θn(τ0))n≥0 is a subsequence of (Θn(τ0))n≥0. In fact
the only points in the latter sequence which are not in the former are among the
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Figure 5. The sequence (τi,Ki+1)i≥0 in Ω0 for k = 9.
numbers Θ(1, y), with −1 < y < 0. For these numbers we have that Θ(1, y) =
1
1−y > Θ(1,−1) = 12 . Consequently, we find for any C < C(k) = 1/2,
Θn(τ0) < C, for at most finitely many n ≥ 0.
5.2. Odd index case: k = 2` + 3. Analogous to the even index case, we set τ0
equal to the “left-top height” of Ω, and η0 equal to the lowest “height” of Ω, i.e.,
τ0 := −L2`+1 = R− λ, η0 := L1 = 1
λ+ 1R
,
and we set
(τi, ηi) := T i(τ0, η0), for i ≥ 0.
Again the sequence (τi, ηi)i≥0 is purely periodic, with period-length 2`; see [10].
Contrary to the even case, this sequence is more “complicated,” with a kind of
“double loop.” On Ω0 the sequence corresponding with (τi, ηi)i≥0 is the (purely
periodic) sequence (τi,Ki+1)i≥0; see Figure 5.
As in the even case, S¯ “picks up” a few extra points in the orbit of (τ0,K1),
since both τ` = −L1 and τ2` = −L2 are larger than − 23λ . Similar to the even case,
we find for any C < C(k) = 1/(2
√
(1− λk/2)2 + 1),
Θn(τ0) < C, for at most finitely many n ≥ 0.
6. Equality of Legendre and Lenstra constants
We define each of the Legendre and Lenstra constants for the Rosen mediant
maps and show their equality.
6.1. Definitions. Fix an index k, and suppose that there exists `k > 0 such that
(i) for any Gk-irrational x and any finite Gk-rational a/c,∣∣∣x − a
c
∣∣∣ < `k
c2
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implies a/c is either a Rosen convergent pn/qn for some n ≥ 0, or a mediant Rosen
convergent un,l/vn,l of x; and, (ii) for any C > `k, there exist x and a/c such that∣∣∣x − a
c
∣∣∣ < C
c2
and a/c is neither a Rosen convergent nor a mediant Rosen convergent. Then we
call `k > 0 the Legendre constant for mediant Rosen convergents (of index k). The
Legendre constant certainly exists for any index k ≥ 4 because the Legendre con-
stant for the Rosen continued fractions exists (see [21]), and the mediant Legendre
constant is certainly larger than or equal to it.
We again fix an index k, and now suppose that there exists Lk > 0 such that
both: for any 0 < t1, t2 < Lk,
(11) lim
N→∞
]{1 ≤ n ≤ N : Θ(M1M2 · · ·Mn(∞), x) < t1}
]{1 ≤ n ≤ N : Θ(M1M2 · · ·Mn(∞), x) < t2} =
t1
t2
holds for a.e. x ∈ J ; and, for any 0 < t2 < Lk < t1,
(12) lim
N→∞
]{1 ≤ n ≤ N : Θ(M1M2 · · ·Mn(∞), x) < t1}
]{1 ≤ n ≤ N : Θ(M1M2 · · ·Mn(∞), x) < t2} <
t1
t2
for a.e. x ∈ J. We call Lk the Lenstra constant for the mediant Rosen convergents
(of index k).
6.2. Legendre constant bounded above by Lenstra constant. The following
is a direct consequence of the corollary of Section 2 in [17].
Theorem 8. Fix any t0 > 0, then for any t > 0 we have
(13) lim
Q→∞
#{ac ∈ Gk(∞) : Θ(ac , x) < t, 0 < c ≤ Q}
#{ac ∈ Gk(∞) : Θ(ac , x) < t0, 0 < c ≤ Q}
=
t
t0
for a.e. x. Here we recall that Gk(∞) is the set of parabolic points of the Hecke
group Gk .
From this, we have the following result.
Proposition 4. The Legendre constant is less than or equal to the Lenstra constant,
i.e., `k ≤ Lk.
Proof. Let
(14) C(n, x, t) = #{j : 1 ≤ j ≤ n, Θ(M1 · · ·Mj(∞), x) < t}.
If t is smaller than `k, then we have
lim
N→∞
#{ac ∈ Gk(∞) : Θ(ac , x) < t, 0 < c ≤ qN}
#{ac ∈ Gk(∞) : Θ(ac , x) < t0, 0 < c ≤ qN}
= lim
n→∞
C(n, x, t)
C(n, x, t0)
,
for almost every x ∈ I. But this implies that for each such t and for each of these x,
the limit as N tends to infinity of the average of the counting function, C(n, x, t)/N ,
is a linear function in t. That is, Lk ≥ `k. 
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6.3. Harder Inequality. The idea of the following proof is to begin with an x0
which is fairly well approximated by some Gk-rational not arising as a mediant
map convergent. We then identify, in terms of the Rosen fraction expansion of this
x0, a whole cylinder set of x all of which are fairly well approximated by such Gk-
rationals. There is then a deficit in the numerator of the fraction of the fundamental
Equation (13). This then gives the desired inequality. We fix t0 > 0 sufficiently
small so that it is smaller than the Legendre constant associated to Rosen continued
fractions.
Proposition 5. Let C(n, x, t) be defined as in (14). For t > `k and a.e. x ∈ Ik,
one has
lim
n→∞
C(n, x, t)
C(n, x, t0)
<
t
t0
.
In particular, one has Lk ≤ `k.
Proof. Fix t such that t > `k. Then there exist x0 ∈ I and pq ∈ Gk(∞) such that
Θ
(
x0,
p
q
)
< t , with
p
q
unequal to any mediant convergent .
Consider the Rosen fraction expansions:
x0 = [ ε1 : c1, ε2 : c2, · · · , εn : cn, · · · ] ,
and
p
q
= [ ε′1 : d1, ε
′
2 : d2, · · · , ε′l : dl] .
Since pq is not a mediant convergent, at least one of the following does not hold:
εj = ε′j for 1 ≤ j ≤ l ; cj = dj for 1 ≤ j ≤ l − 1 ; and, 1 ≤ dl ≤ cl − 1 .
We can choose a large integer L such that∣∣∣∣ y − pq
∣∣∣∣ < tq2 ( equivalently, such that Θ
(
y,
p
q
)
< t )
holds whenever
y = [ ε1 : c1, ε2 : c2, · · · , εL : cL, ε′′L+1 : c′′L+1, ε′′L+2 : c′′L+2, · · · ] .
We consider all such y. Now suppose that
z =
η1
a1
+
η2
a2
+ · · ·+ ηN
aN + y
and
P
Q
=
η1
a1
+
η2
a2
+ · · ·+ ηN
aN
+
p
q
.
For any such pair (z, PQ ) we have ∣∣∣∣z − PQ
∣∣∣∣ < tQ2
if aN is large enough, where the choice of aN depends only on x0, p/q, and L. One
checks that P/Q is not a mediant convergent of z (and thus in particular not a
Rosen convergent). Fix some such aN and denote it by a and ηN by η.
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Let C be the cylinder set of all x such that the initial segment of the Rosen
expansion of x matches these:
C := {x ∈ I : x = [ η : a, ε1 : c1, ε2 : c2, . . . εL : cL, . . . ] } .
By the above discussion, whenever Tn(x) ∈ C there exists a Gk-rational PQ such
that ∣∣∣∣x− PQ
∣∣∣∣ < tQ2 and qn−c ≤ Q < qn+c ,
where c is a constant independent of n. Since the Rosen map is ergodic with respect
to the invariant probability measure given in [3], the Ergodic Theorem applies and
shows that for a.e. x ∈ Ik, we have
lim
N→∞
#{n ≤ N : Tn(x) ∈ C}
N
= δ ,
where δ is the measure of C with respect to the invariant ergodic measure. In
particular, this limit is positive.
Now let ΞN (x) be the number of PQ ∈ Gk(∞) such that∣∣∣∣x− PQ
∣∣∣∣ < tQ2 , Q < qN ,
and P/Q is neither convergent nor mediant convergent of x. From the above, we
conclude that
lim inf
N→∞
ΞN
C0(N, x, t)
> 0
for a.e. x ∈ Ik, where C0(N, x, t) = #{1 ≤ n ≤ N : Θ (M1 · · ·Mkn(∞), x) < t}.
Now,
lim sup
n→∞
C(n, x, t)
C(n, x, t0)
≤ lim sup
N→∞
#{ac ∈ Gk(∞) : Θ(x, ac ) < t, 0 < c ≤ qn} − ΞN (x)
#{ac ∈ Gk(∞) : Θ(x, ac ) < t0, 0 < c ≤ qN}
=
t
t0
− lim inf
N→∞
ΞN (x)
#{ac ∈ Gk(∞) : Θ(x, ac ) < t0, 0 < c ≤ qN}
≤ t
t0
− lim inf
N→∞
C0(N, x, t)
C0(N, x, t0)
≤ t
t0
− δ < t
t0
.
Consequently, the Lenstra constant of the mediant map cannot be larger than its
Legendre constant. 
We have thus demonstrated the equality of the Legendre and Lenstra constants
for the mediant convergents.
7. Evaluating the Lenstra constant
In this section, we determine the exact value of the Lenstra constant, and hence
of the Legendre also, for the mediant and the principal Rosen convergents. Note
that for the principal Rosen convergents, the value of the Lenstra constant was
stated—without proof—in Corollary 4.1 of [3].
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7.1. Reduction to Geometry of Natural Extension. First we consider the
natural extension Tˆ of the Rosen continued fraction map T , defined as follows: the
region of the natural extension Ω0 is given by (8), and for (x, y) ∈ Ω0, we define
Tˆ (x, y) =
((−r(x)λ sgn(x)
1 0
)
(x),
(−r(x)λ sgn(x)
1 0
)
(y)
)
.
This is bijective on Ω0 a.e., and the absolutely continuous invariant probability
measure is given by
C · dxdy|x− y|2
where C is the normalizing constant (see [3] for the exact value of C in both even
and odd cases).
For (x, y) ∈ Ω0, we set (xn, yn) = Tˆn(x, y). In all that follows, we can extend to
the setting of y = −∞. In this case, (6) implies that θn−1(x) = 1/(xn − yn). (The
similarity of the denominator of this last with the denominator in the expression
for our invariant measure facilitates the following ergodic theoretic approach.)
As we observed in Section 4.4, the measure is ergodic. By the individual ergodic
theorem and the standard approximation method (see say Chapter 4 in [8]), we
have
(15) lim
N→∞
1
N
]{n : 1 ≤ n ≤ N, xn − yn > t} = C
∫∫
{(x,y)∈Ω0:x−y>t}
dxdy
|x− y|2
for any t > 0 (a.e. (x, y) ∈ Ω0). Elementary calculus applies to show that the right
hand side is equal to Cλ · 1t if t is sufficiently large. By a simple calculation, we
see that |yn − y′n| → 0 as n → ∞ whenever (x, y), (x, y′) ∈ Ω0. This implies that
if (15) holds for (x, y), then it holds for (x, y′) too. Thus we get (15) for a.e. x ∈ Ik
and any y such that (x, y) ∈ Ω0; from this, we also have that the property holds
also for these values of x and with y = −∞. Therefore, we have
(16) lim
N→∞
1
N
]{n : 1 ≤ n ≤ N, θn(x) < c} = C · c
if c is sufficiently small (a.e. x). Thus the Lenstra constant for the Rosen fractions
is the infimum of those t > 0, for which
(17)
∫∫
{(x,y)∈Ω0:x−y>t}
dxdy
|x− y|2 =
λ
t
holds. It is easily seen, compare with Figures 3 and 4, that this can be determined
by the infimum t0 of those t > 0, for which the points on the line segment
(18) y = x+ t, x ∈ Ik,
are all in Ω0.
Now for the mediant Rosen convergents, analogous arguments apply. We use the
ratio ergodic theorem, see say Ch. 3 of [1], instead of the individual ergodic theorem,
and we obtain the completely analogous conclusion, i.e., Lk is the infimum t1 of t
such that
(19)
∫∫
{(x,y)∈Ω∗:x−y>t}
dx dy
|x− y|2 =
λ
t
holds. We consider the even and the odd indices cases separately.
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7.2. Even index case: k = 2`. First we show that the Lenstra constant for the
Rosen convergent is λλ+2 , confirming Corollary 4.1 of [3].
To find t0 with property (18), it is enough to check the lines of slope 1 passing
through the interior corners of Ω0. The associated equations are{
y = x− ( 1Lj + φj) 1 ≤ j ≤ `− 1
y = x− (1− λ2 ).
From these, we see that t0 = max{ 1Lj + φj (1 ≤ j ≤ `− 1), 1− λ2 }. Since
Lj =
1
λ− Lj−1 and φj = −
1
φj−1
− λ,
it follows that
1
Lj
+ φj =
1
Lj−1
+ φj−1
|φj−1/Lj−1|
for 2 ≤ j ≤ ` − 1. Because (1/Lj)`−1j=0 and (|φj |)`−1j=0 are monotonically decreasing
sequences, the maximum is either 1L1 + φ1,
1
L`−1
+ φ`−1, or 1 − λ/2. Now recall
that φ`−1 = 0 and L`−1 = λ − 1 and λ ≥
√
2. These yield the estimate λ+2λ =
1
L1
+ φ1 ≥ 1L`−1 + φ`−1. Note that it is easy to show that λ+2λ = 1L1 + φ1 > 1− λ2 .
Consequently, we have that t0 = 1L1 + φ1 =
λ+2
λ . And, the result holds.
The result for the mediant Rosen convergents is the following.
Proposition 6. The Lenstra constant for the mediant Rosen convergent is λ − 1
when the index is even and not equal to 4. If k = 4, then the Lenstra constant is
equal to
√
2/2.
Proof. It is obvious that the measure dx dy|x−y|2 is invariant under the translation
(x, y) 7→ (x+ z, y + z) for any real number z. We translate the set Jl+1 × K¯l+1 by
−λ. Then the image is [φ0, φ1) × [− 1L1 ,− 1L1 + 1) = [φ0, φ1) × [−λ − 1, −λ) and
we see that −λ < − 1L2 = −λ+ 1λ+R . This shows that for the mediant case, we can
get t1 by max{−λ + φ1, 1Lj + φj , (2 ≤ j ≤ ` − 1), λ2 }. Similarly to the above, the
maximum is given by either λ + φ1, 1L2 + φ2,
1
L`−1
+ φ`−1 = 1λ−1 , or
λ
2 . Thus we
get t1 = 1λ−1 when ` ≥ 3; see Figure 6. If l = 2, a simple calculation shows that
t1 =
√
2 + 1. 
7.3. Odd index case: k = 2`+ 3. Here also we first confirm Corollary 4.1 of [3]:
the Lenstra constant of the Rosen convergents equals RR+1 .
The idea of the calculation is the same as the even case. Considering the slope
1 lines through the corners of Ω0, we find that
t0 = max
{
1
L2j
+ φj (1 ≤ j ≤ `), 1
L2j−1
+ φ`+j , (1 ≤ j ≤ `+ 1), 1
R
+
λ
2
}
.
Since
φj+1 = − 1
φj
− λ for 0 ≤ j < `, `+ 1 ≤ j < 2`+ 1
and
Lj+2 =
1
λj − Lj for 1 ≤ j ≤ 2`− 1,
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Figure 6. The translation of the set Jl+1 × K¯l+1 by −λ. Here k = 8.
we have
φj+1 +
1
L2(j+1)
=
φj + 1L2j
−φj · 1L2j
and φ`+j+1 +
1
L2j+)
=
φ`+j + 1L2j−1
−φl+j · 1L2j−1
for 1 ≤ j ≤ `− 1. Moreover, φ`+1(= 1− λ) = − 1φl − 2λ and L1 = 12λ−L` implies
φ` +
1
L2`
=
φ` + 1L2`
−φ` · 1L2
.
Again, (|φj | : 1 ≤ j ≤ `+ 1), (|φ`+j | : 1 ≤ j ≤ `+ 1), and
(
1
Lj
: 1 ≤ j ≤ 2`− 1
)
are decreasing sequences. So the above maximum is equal to
max
{
φ1 +
1
L2
, φ`+1 +
1
L1
, φ2`+1 +
1
L2`+1
,
1
R
+
λ
2
}
= max
{
2
λ
+R,
R+ 1
R
,
1
λ−R,
1
R
+
λ
2
}
.
Due to the facts that R2 + (2 − λ)R − 1 = 0 and λ/2 < R < 1, we see that the
maximum is equal to R+1R , and the result follows.
For the mediant Rosen convergents, we have the following.
Proposition 7. In case of odd index k, the Lenstra constant for the mediant Rosen
convergents is λ−R.
Proof. We translate (J2`+3 × K¯2`+3) ∪ (J2`+4 × K¯2`+4) by −λ; see Figure 7. Then
its image is
[−λ
2
, φ`+1)× [− 1
R
− λ, −λ) ∪ [φ`+1, 2
λ
− λ)× [−R− λ, −λ)
This just fits on
J1× Kˆ1 ∪J2× Kˆ2 = [−λ2 , φ`+1)× [−∞, −
1
R
−λ)∪ [φ`+1, 2
λ
−λ)× [−∞, −R−λ),
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Figure 7. The translation of the set (J2l+3 × K¯2l+3) ∪ (J2l+4 ×
K¯2l+4) by −λ. Here k = 9.
(note that φ`+1 = 1 − λ). Now we find that the maximum t0 in the above is
cancelled by this justification and have the new value φ1 + λ = 2λ because −λ <
− 1L3 = −λ+ 1λ+ 1R . Then we have
t1 = max
{
2
λ
,
1
L2j
+ φj (2 ≤ j ≤ `), 1
L2j−1
+ φ`+j (2 ≤ j ≤ `+ 1), λ2
}
.
This is the same as
max
{
2
λ
,
1
L4
+ φ2,
1
L2`
+ φ`,
1
L3
+ φ`+2,
1
L2`+1
+ φ2`+1,
λ
2
}
.
One has the following relations,
1
L4
+ φ2 = 1λ− 2λ
− 1λ+R
1
L2`
+ φ` = RλR−1 − 1λ+1
1
L3
+ φ`+2 = 1λ−1 − RλR+1
1
L2`+1
+ φ2`+1 = 1λ−R .
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Here 1L4 + φ2 and
1
L2`
+ φ` do not appear in the above when k = 5. After some
calculation, we see the maximum is 1λ−R . In order to see that this is indeed the
case, note that we obviously have that λ/2 < 2/λ, and that
2
λ
<
1
λ−R
follows from λ/2 < R. Since R2 + (2− λ)R− 1 = 0 and λ ≥ 1+
√
5
2 , we have
1
λ− 1 −
R
λR+ 1
≤ 1
λ−R .
We see
1
λ− 2λ
− 1
λ+R
<
1
λ−R ,
when k > 5. Here we used the fact that λ2 > 4 − R2 for k > 5, which has to be
checked somehow. Because λ and R is increasing as k increases, it is sufficient to
prove it for k = 7.
Finally we show that
R
λR− 1 −
1
λ+ 1
<
1
λ− 2λ
− 1
λ+R
.
for k ≥ 7. This inequality is equivalent to
1
λ− 1R
+
1
λ+R
<
λ
λ2 − 2 +
1
λ+ 1
.
Since R− 1/R = λ− 2, this is equivalent to
3λ− 1
λ2 + (λ− 2)λ− 1 <
2λ2 + λ− 2
λ3 + λ2 − 2λ− 2 .
Note that both denominators are positive (for λ >
√
3). The last inequality follows
from
λ4 − 3λ3 + 5λ− 2 > 0 for λ >
√
3 .

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