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MATHEMATICS 
HINREICHENDE BEDINGUNGEN FUR ANALYTISCHE, 
HARMONISCHE UND SUBHARMONISCHE FUNKTIONEN. VIII 
VON 
L. R. J. WESTERMANN 
(Communicated by Prof. J. RIDDER at the meeting of January 26, 1963) 
Dem in diesem Teil zu beweisenden Satz E lassen wir einen Hilfssatz 
-vorangehen, und auBerdem drei Definitionen, welche im weiteren einige 
Formulierungen kurz fassen lassen. 
§ 36. Hilfssatz 11. f(x) sei eine stetige Funktion definiert im 
abgeschlossenen Intervall [a, b] (in R<1>), und {rn} eine gegen 0 konver-
gierende Folge von positiven Zahlen (n= 1, 2, ... ). Ist fiir jedes x E (a, b)-E, 
wobei E eine Teilmenge von (a, b) vom MaB Null 78), und fiir a<x+rn~b 
(102) Jf(x+rn)-f(x)J ~ M·rn, mit Meine Konstante ~ 0 (n=1, 2, ... ), 
;SO ist fiir X1, X2 E [a, b] 
Beweis. Der Fall X1=X2 ist trivial; nehmen wir darum etwa x1<x2 
an, und 0<s<2(x2-Xl), so wird zuerst die Existenz von zwei Punkten 
.X1, £2 mit X1 <i1 <x1 +s, x2-s<i2<x2 bewiesen, fiir die 
{103) 
gilt. 
Es gibt eine natiirliche Zahl no mit rn0 < s/2, und eine zugehorige groBte 
gauze Zahl an0 ~ 0, derartig daB x2-Xl-s<an0 ·rn0 <x2-XI-B/2 ist; 
iJ(x; no) sei nun die Folge von Punkten co(x)=x, cl(x)=x+rn0 , c2(x)= 
= x+2rn0 , ••• , Can,(x)=x+an0 ·rn0 • Die Menge E ist vom MaB Null; des-
halb gibt es einen Punkt £1 mit x1 <x1 <x1 +s/2 und jedem Punkte von 
iJ(xl; no) E (a, b)-E, wobei dann auch x2-s < £2- Can,(x1)<x2. Wegen 
(102) erhalt man 
ano ano 
;Jf(x2)-f(xi)J ~! lf{cJ(xi)}-f{cJ-l(xi)}l ~! M-JcJ(xi)-cJ-l(xi)l = 
i~l i~l 
womit (103) bewiesen ist. 
Aus der Stetigkeit von f(x) auf [a, b] schlieBt man nun einfach zu 
Jf(x2)- f(xl)J ~M ·JX2-x1j. 
78 ) Fiir den Beweis von Satz E geniigt schon Abzahlbarkeit von E. 
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Bemerkung 1. Hilfssatz 11 behalt seine Giiltigkeit, wenn statt (102) 
gegeben ist: fiir x E (a, b)-E und a;;;;,x-rn<b gilt 
lf(x-rn)- f(x)/ ;;;;;, M ·rn. 
Bemerkung 2. Unter den Bedingungen des Hilfssatzes 11 oder 
denen der Bemerkung 1 geniigt f(x) auf [a, b] mit M einer Lipschitz-
bedingung, und hat somit in fast allen Punkten von [a, b] eine Ableitung 
df "t ldfl < M dxm1 dx= · 
In den nachfolgenden Definitionen 1, 2 und 3 sei B ein beschrankter 
Bereich C R<2>, xOy ein positiv orientiertes rechtwinkliges Achsensystem, 
-+ 
~(x, y) ein in B definierter Vektor mit stetigen Komponenten ~(x, y), 
O(x, y) parallel zur x- bzw. y-Achse und mit Komponenten ~x(x, y), 
:O,y(x, y) in bezug auf ein positiv orientiertes, im allgemeinen schief-
winkliges Koordinatensystem XOY. 
-+ 
Definition 1. ~(x, y) hat in B die Eigenschaft K' in bezug auf XOY, 
falls fiir jeden Punkt (x, y) _(X, Y') E B-E, mitE C BundE abzahlbar, 
bei {rn<J>} (j = 1, 2, 3, 4; n= 1, 2, ... ) vier fest gewahlte abnehmende Null-
folgen, die acht nachfolgenden endlichen Grenzwerte existieren, und in 
der angegebenen Ordnung paarweise gleich sind: 
(a) )
D m (- -)-r ~x(X+rn<1>,Y)-~x(X,Y). S'<X+l 'fiX X, y - lm r (1) ' 
n~oo n 
D m (- -) _ 1. ~x(X -rn<2>, Y')- ~x(X, Y) S'<X-l 1-'X X, y - Im (2) ' 
n-->-00 -rn 
(b) 
und, analog bei Anwendung von {rn<3>} und {rn<4>} bei der Bildung von 
Differenzen in Y, 
(c) 
(d) 
Ds:<Y+> ~x(x, y); Ds:<Y-> ~x(x, y), 
Ds:<Y+l :O,y(x, y); Dg:<Y-l :O,y(x, y). 
Der gemeinsame Wert der Grenzwerte (a), bzw. (b), bzw. (c), bzw. (d) 
soli geschrieben werden: 
Ds:<x> ~x(x,y), bzw. Ds:<x> :O,y(x,y), bzw. Dg:<Yl ~x(x,y), bzw. Dg:(Y) :O,y(x,y). 
Die Vektoren m.h(x, y) und m.h(x, y) sollen in jedem Punkte (x, y) E B-E 
die Komponenten Dg:<Xl ~x(x, y), Dg:<Xl :O,y(x, y) bzw. die Komponenten 
Dg:<Y> ~x(x, y), Ds:<Y> Qy(x, y) parallel zur X- und Y-Achse haben. 
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--+ 
Definition 2. ~(x, y) soil in B die Eigenschaft K' in bezug auf 
XOY haben, mit Punktfolgen {rnU>} (j = l, 2, 3, 4) und zugehoriger abzahl-
barer Menge E. 
0 sei eine offene Teilmenge von B. Ist F(xo, yo) die zu einem Punkte 
(x0 , yo) (Xo, Yo) E 0-E gehOrende groBte offene Kreisflache C 0 mit 
Mittelpunkt (xo, yo) und Radius e(xo, Yo) 79), so soil W(x, y; x0, y0) eine 
m, 0 und (xo, yo) zugeordnete in jedem Punkte (x, y) E B definierte (end-
liche) Funktion sein mit: a) W(x, y; xo, yo) auf B halbstetig nach oben; 
(3) W(xo, yo; xo, Yo)=Max {lm.h(xo, yo)l, l~2(xo, Yo)l}, mit ~i(xo, yo)(j= l, 2) 
wie in Def. l; y) bei F'(xo, yo) die offene Kreisscheibe urn (x0 , y0) mit 
Radius !e(xo, yo) ist in jedem Punkte (x, y) = (Xo+rn<1>, Yo), (Xo-rn<2>, Yo), 
(Xo, Yo+rn<3>), oder (Xo, Yo-rn<4>) E F'(xo, Yo), und in jedem Punkte 
--+ --+ 
( ) B r '( ) W( . ) _ l~(x, y)-~(xo, yo)l 80) x, y E - xo, Yo x, y, xo, Yo - -"( . ) . 
u x, y, xo, Yo 
--+ 
Definition 3. Ein Vektor ~(x, y), welcher in B die Eigenschaft K' 
in bezug auf XOY hat, besitzt in einer offenen Teilmenge 0 ~ B die Eigen-
schaft L, falls es bei jedem Punkte (xo, Yo) E 0-E (E wie in Def. l) eine 
--+ 
(fiir diese 0 und E)~ nach Def. 2 zugeordnete, in jedem Punkte (x, y) E B 
definierte Funktion W(x, y; xo, yo) gibt, welche ihren Maximalwert auf 
jedem k-fach zusammenhangenden abgeschlossenen Bereiche Jj C 0 auf 
dem Rand D-D von D annimmt (k= l, 2, ... ). 
§ 37. Sat z E. Der beschrankte Bereich B (in R<2>) sei von endlich 
vielen paarweise fremden rektifizierbaren Jordan-Kurven 01, ... ,Om berandet 
(0 positiv orientierter Gesamtrand); xOy und XOY seien positiv orientierte 
Achsensysteme, rechtwinklig bzw. im allgemeinen schiefwinklig, wobei a 
der Winkel von positiver x-Achse nach positiver X-Achse und f3 der Winkel 
von positiver X-Achse nach positiver Y-Achse (beide in positivem Sinne 
gemessen), mit O~a<2:n und 0<f3<:n. 
V(x, y) sei ein im abgeschlossenen Bereiche lJ definierter Vektor mit 
79 ) Der Rand von T(xo, yo) enthaJt somit mindestens einen Punkt von 0- 0. 
so) DaB es solche Funktionen W gibt, zeigt folgendes Beispiel. 
v(xo, yo) sei die kleinste natiirliche Zahl mit (Xo + rn<1 >, Yo), (Xo - rn<2 >, Yo), 
(Xo, Yo + rn<3>), (Xo, Yo - rn<4 >) E T'(xo, yo) bei n ~ v(xo, yo). Auf dem positiven 
Halbstrahl durch (xo, yo) parallel zur X-Achse andere W (x, y; xo, yo) sich linear 
zwischen aufeinander folgenden Punkten der Menge {(Xo + -h>(xo, yo), Yo), jeder 
Punkt (Xo + rn<1 >, Yo) mit rn<l> < ie(xo, yo)}. Analoge Verabredungen lassen sich 
fiir die drei weiteren Halbstrahlen parallel zur X- und Y-Achse durch (x0, y0 ) treffen. 
Auf den Segmenten [(Xo + r~go.llo>+P' Yo), (Xo, Yo+ r~r~o.llo>+P)], [(Xo, Yo+ 
+ r~f~o.llo>+P), (Xo - r~Tk,,Y,>+P' Yo)], [(Xo - r~7k,, 11,>+P' Yo), (Xo, Yo - r~t~o.llo>+p)], 
[(Xo, Yo - r~t~o.llo>+P), (Xo + r~t1o.Yo>+P' Yo)] (p = 0, 1, 2, ... ) andere W sich ebenfalls 
linear. Es ist nun leicht in den weiteren Punkten von F'(xo, yo) W derartig festzu-
legen, daB sie in B halbstetig nach oben wird (in den von (xo, yo) verschiedenen 
Punkten sogar stetig), mit W(x, y; xo, yo) in (xo, yo) und auf B- T'(xo, yo) wie in 
Def. 2 angegeben. 
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stetigen Komponenten P(x, y), Q(x, y) parallel zur x- und y-Achse; der 
adjungierte Vektor fS(x, y), mit Komponenten ~(x, y) = Q(x, y) und O(x, y) = 
= -P(x, y) parallel zur x- und y-Achse, hat die Komponenten ~x(x, y) 
und 0y(x, y) in bezug auf XOY. 
V orausgesetzt wird : 
-1° fS(x, y) hat in B die Eigenschaft K' in bezug auf XOY (mit Aus-
nahmemenge E) ; 
2° f(x, y) ist eine uber B Lebesgue-integrierbare Funktion, fur die in 
fast allen Punkten (x, y) E B 
f(x, y) ~ D'ii<Xl ~x(x, y) + D'if<Yl 0y(x, y); 
3° bei 0 die (ofjene) Teilmenge von B, deren jeder Punkt (x, y) eine in 
B liegende Umgebung .Q(x, y) hat mit 
Hi f(x, y)da ~ JR<il Pdx+ Qdy, bei jedem Segment i C .Q(x, y), R(i) 
positiv orientierter Rand von i, 
..... 
hat fS(x, y) die Eigenschaft L in 0. 
Nun ist 
HB f(x, y)da ~Sa Pdx+Qdy. 
Satz E ist eine unmittelbare Folge des allgemeinen Theorems mit 
Bemerkung (Teil II, § 8) und des nachfolgenden Hilfssatzes 12. 
Hilfssatz 12. Unter den Bedingungen von Satz E ist fur jedes in 
B liegende abgeschlossene Parallelogramm 1 mit den Seiten parallel zur 
X- und Y-Achse, und mit positiv orientiertem Rand R(I) 81) 
(104) Hi f(x, y)da ~ JRw Pdx+Qdy. 
Beweisanfang. Wir setzen unter den Bedingungen von Satz E die 
Existenz eines gerichteten Parallelogramms 1 C B voraus mit 
(105) HI f(x, y)da > JRw Pdx + Qdy (R(I) positiv orientierter Rand von I). 
Die Teilmenge S von B der Punkte, welche in einer jeden Umgebung 
gerichtete Parallelogramme haben, fiir die es eine Relation wie (105) 
gibt, ist dann nicht leer und sogar perfekt in B. V C B sei ein gerichtetes 
Parallelogramm, das im Innern Punkte von S enthalt; es sei F = ( U · S). 
Es gibt eine ganze Zahl P>O, derart daB bei (X, Y) EF fiir aile ganzen 
p~PausrnCJ>~l/phervorgeht: (X+rn<I>, Y), (X-rn<2>, Y), (X, Y+rn<3>), 
(X, Y -rn<4>) E B. Ftir ein solches p sei Fp die Teilmenge von F, in deren 
Punkten (X, Y) man hat 
(l06)) J0y(X+r~1l, Y)-Oy(X, Y)J ~p·r~1l, JD,y(X, Y +r~3,)-0y(X, Y)J ~p·r~3l b~irn<i> ~ 1/p 
( l~x(X+r~ll, Y)-~x(X, Y)J ~p·r~1l, l~x(X, Y+ri,Sl)-~x(X, Y)J ~p·r~sll 
l l~x(X-r),2l, Y)-~x(X, Y)J ~p·r~2l, J~x(X, Y -r~4l)-~x(X, Y)J ~ p·r~4l (J=l, 2, 3,4). J0y(X-r),2l, Y)-Oy(X, Y)J ~p·r~2,, JD,y(X, Y-r~4,)-0y(X, Y)J ~p·r~4l 
81) Ein derartiges Parallelogranun werden wir im weiteren ein gerichtetes Paral-
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Nun ist F =! Fp+F-E. Wegen der Stetigkeit von ~x und Or auf 
p-P 
B sind die Mengen F p abgeschlossen, und liefert Anwendung des Theorems 
von BAIRE 18) die Existenz eines Stiickes II von F, bestimmt durch ein 
Interval! u mit u C U, und einer Zahl po mit 0 C II= (u·F) ~ Fp0• 
Bei VergroBerung von po bleiben die Relationen (106) mit p=po fiir 
die Punkte von II richtig; es ist dabei moglich po so groB zu wahlen daB 
die Existenz eines gerichteten Parallelogramms io C u gesichert wird mit 
io·II=/=0, Diameter io<1/po, und Distanz von io und R(u)>1/po; nun 
sei II*= (io·II). 
Weil m(x, y) auf B stetig ist, gibt es eine Konstante M~2p0, derart 
daB fiir jeden Punkt (xo, yo) E io gilt 
__.. __.. 
(107) l~(x, y)- ~(xo, Yo) I~ M · t5(x, y; xo, Yo) bei t5(x, y; xo, Yo)= 1/po. 
__.. 
§ 38. In dem hier folgenden Lemma mit Beweis sollen {J, 0, E, ~(x, y), 
io, p0, M und II* dieselbe Bedeutung wie in § 37 haben, wahrend 
__.. 
W(x, y; x0, y0 ) die in B gemaB Def. 2 (§ 36) fiir diese 0, E und ~ dem 
__.. 
Punkte (x0, y0) zugeordnete Funktion sein wird, mit der ~in 0 die Eigen-
schaft L hat. 
Lemma. Fiir jeden Punkt (xo,yo) Eio·(O-E) ist 
(108) M ) 
W(x, y; xo, yo)~ M1 bei t5(x, y; Xo, Yo)~ 1/po 
und M 1 =Min {cos {Jf2, sin fJ/2} · 
Beweis. Ist Co= C(xo, yo; 1/po) die offene Kreisscheibe mit Mittel-
punkt (xo, yo) und Radius 1/po, und F(xo, yo) die hier gemaB Def. 2 (§ 36) 
einzufiihrenden Kreisscheibe, so folgen, wegen II*=!= 0, Diameter io< 1/po, 
Distanz von io und R(u) > 1/po, und u C B, die Inklusionen 
(109) F(xo, yo) C Go C B. 
W(x, y; xo, yo) ist auf Go halbstetig nach oben und nimmt somit ihre 
obere Schranke auf Go in einem Punkte (x, y) EGo an, so daB 
(110) W(x, y; xo, yo)~ W(x, 'fj; xo, yo) fiir jeden Punkt (x, y) EGo. 
Bei (x, y) EGo-Co folgt (108) mit Def. 2 (§ 36), (107), (109) und (110). 
Im Fall (x, y) E Co wird zuerst gezeigt, daB es dann stets moglich ist 
einen Punkt E II·Co zu wahlen, in dem der Maximalwert angenommen 
wird. Bei (x, y) EII·Co ist dies klar; setzen wir darum (x, y) ¢II voraus, 
so gibt es einen groBten (x, y) enthaltenden Bereich G C O·Co mit 
G -G C II+ (Go -Co). Wegen Bedingung 3° (des Satzes E und) des Hilfs-
satzes 12 nimmt W(x, y; xo, yo) ihren Maximalwert auf jedem k-fach 
lelogramm nennen; ein offenes bzw. abgeschlossenes Rechteck mit den Seiten parallel 
zur x- und y-Achse wird wie iiblich mit Intervall bzw. Segment bezeichnet. 
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zusammenhangenden abgeschlossenen Teilbereiche 15 C 0 in einem Punkte 
von 15-D an; dadurch wird W(x, y; xo, yo) auch ihren Maximalwert auf 
Gin einem Punkte von G-G C II+ (Oo-Oo) annehmen 82). Es gibt somit 
einen Punkt E II· Go, in dem der Maximal wert angenommen wird, und 
den wir wieder durch (x, y) andeuten. 
Fiir einen derartigen Punkt (x, y) = (X, Y') E II laBt sich nun beweisen: 
W(x, y; xo, yo) ~ M1. 
..... 
M. d B . h A ..... (X, Y) -_~(X, Y)-~(Xo, Yo) It er ezeiC nung 
<5(X, Y; Xo, Yo) fiir (X, Y)# 
-:/= (Xo, Yo), folgt bei geniigend groBen n-Werten 
(lll) 
l -+_ - ..... __ l 
----a) [A(X +rn<I>, Y) -A(X, Y)] = ---==------==----
rn <5(X +rn<1>, Y; Xo, Yo) 
·t A ..... ( <I>)_ -~(Xo, Yo)+~(X, Y) ~(X, Y)-~(Xo, Yo) 
IDI 1 rn - - · 
rn<1> <5(X, Y; Xo, Yo) 
• <5(X +rn<~~<~; Xo, Yo)= [ij(X, Y)-ij(Xo, Yo)]. 
[ l <5(X +rn<1>, Y; Xo, Yo)] 
• rn <1> - rn<1> · <5(X, Y; Xo, Yo) = 
= A(X Y). [-<5(X+rn<1>, Y; Xo, Yo)+<5(X, Y; Xo, Yo)] 
' rn(1) . 
~ 
I I 
Bei IX<1> = [OX, (X, Y), (X0, Yo)] 61) konvergiert der letzte Quotient 
zwischen eckigen Klammern fiir n-+ oo gegen cos IX(1), und das rechte Glied 
von (Ill) gegen 
.... __ l -- .... __ 
B1(X, Y) = ·Pli.h(X, Y)+A(X, Y)·costX<1>]. 
<5(X, Y; Xo, Yo) 
Wir diirfen somit schreiben 
(ll2a) ~ A(X +rn<1>, Y) = A(X, Y) + B1~X, Y) · rn<1> + ;(rn<1>). rn<1>, 
( mit e1(rn<1>) -+ Nullvektor fiir n -+ oo. 
82) Man wende hier folgenden Satz an: f (x, y) sei endlich und halbstetig nach 
oben auf einem beschrii.nkten abgeschlossenen Bereiche G. Nimmt f(x, y) ihren 
Maximalwert auf jedem k-fach zusammenhiingenden abgeschlossenen Teilbereich 
15 C G in einem Punkte von 15- D an (k = 1, 2, ... ), so ist 
Maxf(x, y) auf G =Max f(x, y) auf G- G. 
Der Beweis ist analog mit dem in Fu/3n. 41. 
(112b) 
(112c) 
(112d) 
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In analoger Weise folgt: 
A(.X -rn<2l, Y)=A(.X, Y)+B1(X, Y)· -rn<2>+;;(rn<2>)·rn<2l, ~ --.. 
- _ _ --.. _ _ --.. _ _ --.. mit lei(rn<il)l -+ 0 fiir 
~(~, ~ +rn<3>)=~(~, ~)+~2(~, ~)·rn<3>+ea(.:n<3>)·rn<3>, n-+ = (j = 2, 3, 4), 
A(X, Y -rn<4>)=A(X, Y)+B2(X, Y)· -rn<4>+t:4(rn<4>)·rn<4l, 
wobei B1(X, Y) wie oben, und 
-- I --.. -- --B2(X, Y) = · [7!iMX, Y)+A(X, Y) ·cos cx<2>], 
b(X, Y; Xo, Yo) ~r1 =-""------,1 
mit cx<2> = [OY, (X, Y), (Xo, Yo)]. 
Da nun cx<l>-cx<2> _ {J (mod 2n) ist, folgt fiir mindestens einen der 
Werte j =I, 2: 
Ieos cx<ill;;:;;; m- Min {cos~' sin~} 83). 
Wir betrachten etwa den Fall 
(113) Ieos cx<lll ;;:;;; m. 
Aus (x, y) = (X, Y) E II folgt, mit Def. 2, y (§ 36), IA(X, Y)l = 
I~(X, Y)-~(Xo, Yo)l 
b(X, Y; Xo, Yo) 
unmittelbar aus (110). 
W(x, y; xo, yo). Bei IA(X, Y)l = 0 folgt (I08) 
Bei IA(X, Y)l #0 bleiben zwei Moglichkeiten: a) lh(X, Y) ist ein Null-
vektor; b) B1(X, Y) ist kein Nullvektor, und steht dann senkrecht auf 
A(X, Y). Zum Beweise dieser Behauptung setzen wir voraus IB1(X, Y)l # 0, 
B1(X, Y) nicht senkrecht auf A(X, Y); sodann gilt 
entweder A(X, Y) · B1(X, Y) > 0 oder A(X, Y') · B1(X, Y) < 0. 
Wir betrachten nur den ersten dieser analogen Faile; nun ist 
83) Aus .xCll - .xC2l """'{3 (mod 2n) folgt jedesmal fiir mindestens einen f-Wert 
1 oder 2, bei {3 = ~ I cos .xCJ>I ;;:;;; t y'2, bei ~ < {3 < n I cos .xCJ>I ;;:;;; cos~· und bei 
0 < {3 < ~ I cos .xU> I ~ sin ~, also allgemein 
I cos .xCJ>I ~ m"""' Min {cos~· sin~}. 
(116) 
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Fiir n geniigend groB ist: 
(115) 1-+( (1))1 1 A(.X, Y)·B1(X, Y) (X"+ (1) Y-) c d e1 Tn < 2 · , Tn , E o, un 
[A(X, Y)l rn(1) < !e(xo, yo) bei e(xo, Yo) wie 
in Def. 2 (§ 36). 
(112a) mit (114) und (115) liefert: 
[A(X +rn(1), Y)l ~ [A(X, Y) + B1(X, Y). Tn(l)l - r71(rn(1>)i. rn(1) > 
> [A(X, Y)l + A(X, __:). B1(X, Y). rn(1) -
!A(X, Y)l 
-!. A(X, __:). B1(X, Y). rn(1) > [A(X, Y)[. 
[A(X, Y)l 
Mit (115) und (X, Y) E II folgt (X +rn(1), Y) E Co- F'(xo, yo), wodurch 
wir mit 
IA-+(·X- Y-)l _ [m(X, Y)- m(Xo, Yo)l _ W(- -. ) d , - - x, y, xo, yo un 
<5(X, Y; Xo, Yo) __.. _ - __ 
!A(X +rn(1>, Y)l = W(x, y; xo, Yo), 
wobei (x, y) = (X +rn(1), Y), zu einem Widerspruch mit (110) gelangen. 
Damit ist bekannt, daB a oder b zutrifft. 
Im ersten Fall folgt IID:h(X, Y) +A(X, Y) ·cos £X(1>1 = 0, also mit (113), 
Definition von mh(X, Y) (siehe Def. I(§ 36)), (106) fur p =po, und 2p0 ;;;.M, 
-- 1 __,. -- 1 M 
W(x, y; xo, yo)= !A(X, Y)l = 1 ( 1 >r·l~llh{X, Y)l;;;.- · 2po;;;.- = M1. cos £X m m 
Der Fall b, d.h. 
-+ -- 1 -->- -- --B1(X, Y) = · [ID:.h(X, Y)+A(X, Y)·cos £X(1)] 
<5(X, Y; Xo, Yo) 
und A(X, Y) senkrecht, mit IB1(X, Y)l =1- 0, liefert wie man leicht einsieht, 
[A(X, Y)·cos £X(1>f<lmh(X, Y)f, und, genau wie im Fall a, gilt auch hier 
W(x, 'f}; xo, yo)= [A(X, Y)l;;;. M1. 
Wegen (110) folgt nun (108), und damit ist das Lemma bewiesen. 
§ 39. BeweisschluB des Hilfssatzes 12. Die Relationen 
-->- -->-
I~(X +rn(1>, Y)- ~(X, Y)l;;;. M1·rn(1>, 
-+ -+ 
I~(X, Y +rn(3))- ~(X, Y)l ;£ M1·rn(3) 
-+ ..... 
I~(X -rn(2>, Y)- ~(X, Y)l ;;;. M1·rn(2>, 
-->- -->-
I~{X, Y -rn(4>)- ~(X, Y)l;;;. M1·rn(4> 
23 Series A 
fiir (X, Y) E io - E 
und 
rn(J) ;£ _!_{j= 1, ... , 4) 
Po 
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sind Folgerungen von: 1° den Ungleichheitsrelationen (106) mit p=po< 
< fM1, insoweit (X, Y) E II*; 2° der Definition 2 von W(x, y; x0, y0) 
(§ 36) zusammen mit (108), insoweit es Punkte (X, Y) E io · (0 -E) betrifft. 
Es ist deutlich, daB die Relationen ( 116) unter den gleichen Bedingungen 
~ 
auch richtig sind bei Ersetzung von 58 durch '.lSx und durch Qy. 
Setzen wir io= [X1~X ~X2; Y1~ Y ~ Y2]. Fur jedes X' mit X1~X' ~X2 
ist die Menge von Punkten (X', Y) E E·io vom linearen MaB Null und 
ebenso fur jedes Y' mit Y1 ~ Y' ~ Y2 die Menge von Punkten (X, Y') EE·io. 
Hilfssatz ll (§ 36) ist fur aile Segmente, welche Linien parallel zur X-
und Y-Achse mit io gemeinsam haben, auf \lSx und Oy anzuwenden; 
'.lSx und 0y genugen somit auf diesen Segmenten einer Lipschitzbedingung 
mit der Konstante M1 (vergl. Bemerkung 2 zum Hilfssatze ll (§ 36)), 
d B ()\lSx ()\lSx ()Qy ()Qy f t "b II f- . t' 'tAb I t so a ()X , ()Y , ()X , ()Y as u era au to ex1s wren mi sou -
wert ~ Mt, und auBerdem noch gilt 
oder 
JR(i,l- 0y dX + \lSx dY = ji; J~; [~~ + ()()7] dX dY ~ Ji: J~: f(x,y) dXdY 
(R(io) positiv orientierter Rand von i 0); 
die letzte Ungleichung folgt mit Bedingung 2° von (Satz E und) Hilfs-
satz 12. Nun folgt etwa mit (2) und (4) aus Teil I, und mit \lS=Q, 0= -P: 
1 I 
---,-----{3 SR(') Pdx + Qdy ~ ---,-----{3 ss~ f(x, y) da. 
Sill to Sill '' 
Da diese Ungleichung ebenfalls gilt fur jedes gerichtete Teilparallelo-
gramm von io, gelangen wir zu einem Widerspruch mit der Annahme 
S·io=I=O von § 37. 
(To be continued) 
