Abstract. Effective temperatures for 420 stars with spectral types between A0 and K3, and luminosity classes between II and V, selected for a flux calibration of the Infrared Space Observatory, ISO, have been determined using the Infrared Flux Method (IRFM). The determinations are based on narrow and wide band photometric data obtained for this purpose, and take into account previously published narrow-band measures of temperature. Regression coefficients are given for relations between the determined temperatures and the photometric parameters (B2−V 1), (b−y) and (B−V ), corrected for interstellar extinction through use of Hipparcos parallaxes. A correction for the effect of metallicity on the determination of integrated flux is proposed. The importance of a knowledge of metallicity in the representation of derived temperatures for Class V, IV and III stars by empirical functions is discussed and formulae given. An estimate is given for the probable error of each temperature determination.
Introduction
The purpose of the investigation is the determination of accurate (one per cent) temperatures for selected stars for use in a flux calibration for ISO, as described by van der Bliek et al. (1992) using the Infrared Flux Method. The method and its applications have been discussed in detail by Blackwell et al. (1980 Blackwell et al. ( , 1990 , Blackwell & Lynas-Gray (1994) , Saxner & Hammarbäck (1985) , Bell & Gustafsson (1989) , Smalley (1993) , Glushneva et al. (1993) and Alonso et al. (1995) . Because of known limitations of the IRFM, the range of stars is restricted to Send offprint requests to: D.E. Blackwell
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those with temperatures between 10000 K and 4200 K, and surface gravities between log g = 4.5 and 1.0.
The method is based on the measurement of two stellar quantities: the absolute monochromatic continuum flux density, F (λ), at a chosen wavelength λ in the near infrared, and the absolute integrated flux F . The ratio of these two quantities is related to the stellar temperature T through the equation
where ψ(T, g, λ, A) gives the monochromatic flux from the star as a function of effective temperature, the surface gravity, the wavelength at which the monochromatic flux is determined, and the atomic abundances. The method is applied by calculating the right-hand side of the equation as a function of temperature for a chosen value of λ on the Rayleigh-Jeans tail, and for selected values of log g and A, using a range of model stellar atmospheres. This procedure gives a calibration relating temperatures to measured values of R. Later calibrations, for example those of Blackwell & Lynas-Gray (1994) have been made using more recent models by Kurucz (1991 Kurucz ( , 1992 . Other calibrations have been published by Alonso et al. (1996a) for dwarf and subdwarf stars, and by Mégessier (1994) . The accuracy of flux calculations using model atmospheres has been considered by van der Bliek et al. (1996) , whilst Mégessier (1994) has assessed the influence of the model atmosphere on derivations of temperature. The dependence of the IRFM on stellar metallicity has been discussed by Mégessier (1994) and by Smalley (1993) . However, an accurate correction for metallicity cannot always be made for the present program stars because of a lack of precise measurements of [Fe/H] . In addition, even the solar iron abundance is now uncertain to the extent of 0.12 dex following the work of, for example, Holweger et al. (1991 Holweger et al. ( , 1995 and Blackwell et al. (1995) . Most of the basic [Fe/H] values adopted for the stars in this paper have been taken from the survey of measurements by Cayrel de Strobel et al. (1992) , supplemented by those given by Edvardsson et al. (1993) . Where there are no direct measures, Schuster & Nissen (1989) and Carney (1979) have suggested methods of deriving [Fe/H] depending on stellar photometry, but the results are probably uncertain to 0.6 dex. In these circumstances, we have assumed a mean value of [Fe/H] = −0.1 dex for stars for which there are no direct measures of [Fe/H] , a value which corresponds to the mean measured value of [Fe/H] for all of the stars in this program. For the majority of stars, these procedures should give results with a mean temperature error of less than 0.5 per cent through uncertainty in metallicity.
The IRFM requires values of interstellar extinction so that corrections can be made to observed infrared and integrated fluxes. Blackwell & Lynas-Gray (1994) give a table showing the effect of interstellar extinction on the determination of temperature. In the present work, individual extinction values have been obtained using parallaxes measured by the Hipparcos satellite (ESA 1997) . The Hipparcos parallaxes for the more distant stars have been of the utmost importance, for they have enabled the the IRFM to be greatly extended in its range of application. Following previous work we assume an average interstellar extinction of A V = 0.8 mag/kpc, with Allen's (1955) wavelength dependence, but also consider the results of the complex mapping of extinction made by Arenou et al. (1992) .
Application of the IRFM to ISO calibration stars

Use of published narrow band infrared magnitudes
Two studies (I and II) of stellar temperatures and angular diameters determined using the IRFM with narrow band filters have recently been published (Blackwell et al. 1990) and Blackwell & Lynas-Gray (1994) . The second of these two studies (II) presents potentially more accurate results through the use of new Kurucz LTE line-blanketed model atmospheres instead of the MARCS code of Gustafsson et al. (1975) , which was used in study (I), for calibration of the method. However, the results given by these two studies differ only very slightly: the ratio of the temperatures T (II)/T (I) = 0.9995, and the standard deviation of the ratio σ = 0.0078. In view of the closeness of the results of these two studies, we incorporate them in our analysis of new data.
The database of magnitudes in the visible region
In the subsequent sections, values for the Geneva photometric quantities (B − V ) and (B2 − V 1) have been taken from Rufener (1988) . Those for (b − y) magnitudes have been taken chiefly from Heck (1977) , Olsen (1977 Olsen ( , 1983 Olsen ( , 1993 .
The database of infrared magnitudes
The temperatures discussed in this paper are based on stellar photometry in the J, H, K and L regions, obtained by van der Bliek et al. (1996) , hereafter ESO data, and by Dr. P. Hammersley (to be published) using the Carlos Sánchez telescope at the Observatorio del Teide, hereafter TCS data. Because of the limitations of the IRFM, we have restricted the range of stars to those with temperatures between 4200 K and 10000 K and surface gravities between log g = 1.0 and 4.5. The IRFM is unsuitable for hotter stars because they have a large and uncertain ultraviolet contribution to the integrated flux, and in addition, the interstellar extinction is less reliable in this region. Stars cooler than 4200 K have not been considered because infrared fluxes at longer (> 3.8 µm) wavelengths would be needed.
Absolute flux determinations
The filter profiles from the sources listed in Sects. 2.1 and 2.3 ranged from narrow to wide, so that several different calibrations were needed. All data were reduced by integration of the stellar flux distribution and atmospheric transmission profiles over the filter profiles to give a flux at a particular chosen wavelength. These fluxes were converted to absolute fluxes using Vega fluxes determined by , based on the very careful and thorough work by Cohen et al. (1992) . When all of the data had been used for the determination of temperature, it became clear that determinations using the wide J filters were less reliable because of the complexity of the filter profiles and the complication caused by some stellar and telluric absorption lines in that region. Accordingly, some of the J filter temperature determinations have either been given lower weight or have been rejected. Because of the difficulty of determining accurate monochromatic fluxes from the more complex filter profiles, we have tried, for checking purposes only, a completely different method based on the previously published narrow band determinations. There are stars that are common between this original study and the ISO calibration list. Believing that the results of the original study are of good accuracy because of the unique suitability of the narrow band filters, we can use these stars to determine filter factors that should be used in the ISO study -that is, for each star in common between the two lists, we can derive individual filter factors that equalise both narrow band pairs of temperatures. An average is then taken of all the factors found in this way to apply to the new data. Such factors will constrain the ISO temperatures to fit the scale of the original narrow band IRFM temperatures. This method has proved very useful for assessment purposes only, and its results confirm the more direct integrations used for the various wider band ESO and TCS data. Temperatures found using individual filters are consistent to within about one per cent. Final temperatures have been derived by averaging those found with available filters, excluding J filters whenever practicable. 
Determination of integrated flux
To determine integrated stellar fluxes for the ISO calibration stars, designated F LUX, the techniques described by Blackwell et al. (1990 have been followed. An interstellar extinction correction was applied as described above. The final results, expressed in units of 10 −9 Wm −2 , and corrected for interstellar extinction, are included in Table 1 .
We relate the measured integrated fluxes, to values of (B − V ) 0 , (B2 − V 1) 0 , (b − y) 0 and (V − K) 0 , both as a check and as a tool for deriving fluxes in other circumstances where only such photometric quantities are available. With this in mind, have shown that a reasonably smooth relation exists between the quantity F LUX 10 0.4V , denoted the reduced flux RF LU X, and polynomials in (B − V ) and (V − K), with all quantities corrected for interstellar extinction. In deriving such polynomial relations in the present work we have discarded the apparently anomalous results for five stars, HD 10700, HD 20794, HD 130163, HD 209100 and HD 216956. Table 1 (excepting those with a small value of [Fe/H] ). In the case of (V − K) 0 , only stars observed by Johnson et al. (1966) have been used. The table includes standard deviations for the differences between observed and calculated values of RF LU X. These are reasonably small, but as mentioned above, a closer relationship cannot be expected because of the probable presence of unresolved binaries and metallicity effects as yet unaccounted for. Separate polynomials are given for Classes V, IV and III. Use of the extinction model of Arenou et al. (1992) yields a small increase in dispersion over that found using A V = 0.8 mag/kpc. The effect of metallicity may be included in the calculation of RF LU X by multiplying the appropriate polynomial given in Table 2 by the factor (1 − (0.16 − 1.9[Fe/H])/100). The importance of metallicity has been stressed by Alonso et al. (1996a) . However, as the derived temperatures depend on the fourth root of the integrated flux, the effect is relatively small. Figure  1 shows the relation between RF LU X and (B − V ) 0 for Class III stars of small metallicity; the standard deviation about the regression line is 4.3 per cent. Table 1 lists the final temperatures (denoted T EMP ) derived for the chosen stars. The column S shows the source of infrared data as described in the Table 1 caption. Where data have been obtained at one observatory only, these final temperatures are the means of several determinations based on either J, K, L filters or J, H, K, L filters. Table  3 shows the dependence of determined temperatures on the three infrared filters used at the two observatories. In all cases, the agreeement between the stellar temperatures determined using the three filters is close to one per Table 1 . These estimates are based on considerations concerning the accuracy of absolute fluxes and the agreement between temperatures derived using the various filters, and on the relations between temperatures and various photometric indices discussed below. No account has been taken of uncertainties due to difficulties in the theoretical modelling of stellar atmospheres discussed for example by Mégessier (1994) . In addition, important stellar data such as metallicity may either be unavailable or inaccurate. Because of these considerations, the reliability of such estimates of absolute accuracy may be regarded as questionable, but we suggest that they give at least a useful indication of the relative accuracies of the determined stellar temperatures presented in Table  1 . Unfortunately, it is not possible to make a definitive comparison between temperatures determined using interferometrically measured angular diameters and integrated fluxes because such determinations are most often made using low temperature giant stars, and the IRFM technique (as presented in this paper) is not suited to such low temperature stars because infrared fluxes at longer wavelengths would be needed.
The determined temperatures
Tests for reliability of determined temperatures
It is important to attempt an assessment of the reliability of the determined temperatures and, in an initial test, we relate them to several photometric parameters that are sensitive to temperature. An advantage of this method is that it subsequently also makes available a large body of new stellar temperatures, of good accuracy, through the use of a database of the appropriate stellar parameters. The parameters used are (B2 − V 1) 0 , (b − y) 0 and (B − V ) 0 , taken from the literature and corrected for interstellar extinction as already described. A further potentially important quantity is (V − K) 0 , especially because, as pointed out by Carney et al. (1994) , this parameter is not greatly sensitive to metallicity. However, it is less useful because the present infrared data are based partly on three distinct systems for K, which can only be interchanged with difficulty, so tests must be confined to each of the three systems separately. Because it is likely that such temperature/colour relations depend slightly on stellar luminosity, we discuss in Sect. 5 the results for the two broad luminosity classes III and V separately, beginning with the published narrow band measures and the narrow band measures contained in the present new data base of infrared measures.
Use of narrow band data (NB)
Temperatures for luminosity class III stars
To assess the reliability of the ISO calibration temperatures, we compare the published temperatures (Blackwell et al. 1990; Blackwell & Lynas-Gray 1994) using narrow band data, with the temperatures found using TCS narrow band data , discussed in the present paper. The mean difference between the published and the completely independent temperatures presented here is 0.05 per cent with a standard deviation of 0.75 per cent. This is reasonably satisfactory, and we therefore consider it justifiable to take the average of the three (or occasionally two) temperature determinations for Class III stars, i.e. those published and the new NB temperatures, and relate them to photometric colours. The results are presented in Table 4 , which shows polynomial coefficients together with respective percentage standard deviations from the regression curve for (B2 − V 1), (b − y), (V − K) and (B −V ), all corrected for interstellar extinction. The table suggests that (B2 − V 1) may be considered a good indicator of temperature, as Hauck (1994) has emphasised, and that it is clearly useful for obtaining reliable photometric estimates of temperature. Figure 2 shows the close relation between temperature and (V − K) 0 .
Temperatures for luminosity class V stars using narrow band data
A comparison between the average of published temperatures (Blackwell et al. 1990; Blackwell & Lynas-Gray 1994) with the new ISO calibration star temperatures shows a mean difference of 0.43 per cent with a standard deviation of 1.06 per cent. This suggests that the two batches of data may be combined. The regression constants for the combined data are shown in Table 4 together with standard deviation values. The standard deviations are comparable Table 4 . Regression Coefficients A, B, C, D for relations between stellar temperature T and values of designated photometric parameters p: T = A + Bp + Cp 2 + Dp 3 ; σ is the corresponding percentage standard deviation in temperature and M the measurement code noted below Notes: 1 -Narrow Band Average 2 -Average of TCS and Narrow Band 3 -TCS only (6000 K ≤ T ≤ 9000 K) 4 -TCS only (4200 K ≤ T ≤ 6000 K) 5 -ESO only (4500 K ≤ T ≤ 7000 K) 6 -ESO only (4600 K ≤ T ≤ 6000 K).
with those for Class III stars presented in the same table. Figure 3 shows the good relation that exists between temperature and (V − K) 0 . There is no significant improvement in standard deviation for either class when the chosen temperature range is smaller. A comparison of polynomials for Class III and V star temperatures obtained using narrow band data shows a real difference between the derived temperatures for a given colour, of order 5 per cent.
Combination of temperature determinations
There are 8 stars with temperatures determined using both TCS data and published narrow band data. For these stars, the mean difference in determined temperatures is 0.33 per cent, with a standard deviation of 1.43 per cent. These differences may be regarded as satisfactory, and we have taken an average of the two sets of temperatures for these overlapping 8 stars, to be included in the total of Class III stars using TCS data. The regression relations between temperature and photometric parameters for all these stars, together with the standard deviations, are included in Table 4 .
Unlike the situation for Class III stars, there are few overlapping published data for Class V stars, so we use the TCS data alone. The regression relations between temperatures in the two ranges 6000 K to 9500 K, and 4200 K to 6000 K, and photometric parameters are included in Table  4 . Discounting the relation with (V −K) 0 , the most useful parameter for representation of temperature is (B2−V 1) 0 , with a standard deviation of 1.04 per cent.
Relations between photometric parameters and temperatures for all ESO stars of Class III and Class V are included in Table 4 .
Assessment of reliability of final results
Comparison of direct measures of temperature
Some assessment of reliability can be made by a direct comparison of temperatures determined independently using the three main sources of data; ESO, TCS and narrow band, to which may be added temperatures published using narrow band data. The relevant temperature ratios, ESO/TCS, TCS/Published NB are given in Table 5 , together with standard deviations and the number of stars in common. The inference from these comparisons is that the temperature scales given by the three independent sources of data (narrow band, TCS and ESO) for overlapping stars are not significantly different. 
Comparison of temperatures derived from photometric parameters
A further test of reliability is a comparison of the several relations that have been derived for temperature versus the photometric parameters, (B2 − V 1), (b − y), (B − V ) and (V − K), corrected for extinction. The result is that the average of the ESO, class V, temperatures for these parameters differs from the average of the TCS, Class V, temperatures by 0.28 per cent (σ = 0.72 per cent). For Class III stars, the averages differ by 1.31 per cent (σ = 0.79 per cent). As these comparisons have been made using pairs of star lists that have so few stars in common, it is not possible to comment on the significance or otherwise of any difference between temperatures derived from ESO and TCS data.
Final determinations of temperature and their relation to photometric indices
Now that it has been established that any differences between temperatures found using TCS, ESO, narrow band and narrow band published filters, are reasonably small, we combine together all of the various measured temperatures for each star to give the results listed in Table 1 . In this section we relate these temperatures to stellar photometry parameters. We have so far neglected the small additional effect of metallicity in these representations of temperatures and a small correction term for this will be discussed later in Sect. 9.
Use of photometric parameters in the visible region
For this purpose we divide the stars of Table 1 into the three luminosity classes V, IV and III, and consider them separately, beginning with class V. Further, because we wish to compute polynomial coefficients of good accuracy for use in deriving temperatures from a database of photometric parameters, we choose for this purpose only the measures from Table 1 that we judge on independent evidence to be the most reliable. This segregation is based on the extent of the agreement among measures using different filters, agreement with previous measures using the IRFM, and the existence of a complete MK spectral type. These stars have temperatures accurate to between 0.5 per cent and 0.8 per cent in Table 1 . Also, as our wish is to derive an accurate representation of stellar temperatures by a polynomial and a small correction factor for the effect of metallicity, we include at this stage only those stars with a measured metallicity that is less than 0.2 dex. In the following sections, we present separate regression analyses using data for the (B2 − V 1), (B − V ) and (b − y) photometric parameters, all corrected for interstellar extinction, for the three luminosity classes V, IV and III separately, and for the two temperature regions, T < 6000 K and T > 6000 K, where this is possible, and including the restrictions described above. Table 6 presents the polynomial coefficients for relations between temperature and the photometric quantities (B2 − V 1) 0 , (B − V ) 0 and (b − y) 0 , derived in the way described above for these classes of stars that have very small metallicities. Standard deviations in the percentage differences between measured and calculated temperatures are also given. These standard deviations may be taken as a guide to the reliability of temperature determinations for the selected stars, but it is likely that the deviations also include a small spread in the determinations of each photometric parameter, together with a real spread in stellar temperatures. Figure 3 shows a typical plot of temperature versus (V − K) 0 for class V stars, but the best parameter for all class V stars is apparently (b − y) 0 . For class Class III (V − K) 8305 −2036 224 1.38 4000 K < T < 9000 K IV stars, regression constants and standard deviations for class IV stars are given only for temperatures greater than 5000 K. The restrictions described above have reduced the number of available stars so much that a division into two temperature ranges is not practical. However, a plot of temperature against (B2 − V 1) 0 shows that a discussion of the whole range of temperature for these stars is reasonable, and all available stars have been used for the calculation of regression coefficients presented in Table 6 . The standard deviation of temperatures, of 0.91 per cent, is satisfactory. Regression constants for class III stars, using the above restrictions, are given for temperatures in the two ranges T < 6000 K and T > 6000 K. The quantity (V − K) 0 , where K is measured on the Johnson scale, is especially useful because it usually yields a standard deviation about the regression line that is smaller than those shown by other photometric parameters.
Polynomial relations for stars of class V, IV and III
The importance of metallicity for temperature determination
We have taken account of the the effect of metallicity on temperature determination for all of the stars in the present study for which direct measurements of [Fe/H] exist. Unfortunately, measures are available for only 35 per cent of the total number of stars in the programme, and this is reflected to some extent in the spread of the relations between temperature and photometric indices such as (B2−V 1) 0 . Figure 4 plots derived temperatures against 
10.
Comparisons with other temperature determinations Bell & Gustafsson (1989) have determined temperatures for 95 stars using both synthetic infrared colours and the IRFM, using the Johnson K-band. Mean temperatures found using these two methods are listed by these authors as "adopted" temperatures, which we suggest is the more significant for a comparison because they partly depend on a different technique. Table 7 shows a comparison between these "adopted" temperatures and the present IRFM temperatures for 33 stars. The mean difference T (Oxford-BG) is −0.41 per cent with a standard deviation of 1.95 per cent. The results of comparisons with the results obtained by other authors are summarised in Table 8 . Peterson & Carney (1979) 10 0.62 ± 2.13 * omitting discrepant temperature determination for HR 2085 ** omitting discrepant temperature determination for HR 5986.
Conclusions
We have been concerned here with the interpretation of data to give stellar temperatures that are as accurate as we can manage, and with an attempt at assessing their relative and absolute accuracies as reliably as possible. No account has been taken of inaccuracies in the original data, for we judge that the largest contributions to errors in the final temperatures originate in the theoretical interpretion of data. The derivation of monochromatic fluxes from observations made using wide wavelength bands is difficult and uncertain, and may introduce unacceptably large errors which depend on uncertain line strengths. Our judgement of the relative accuracies of the final temperatures is reasonably well based and may be regarded as reliable. However, the more difficult task is the assessment of final absolute probable errors. Some contributions to these errors are clear. For example, [Fe/H] values are not available for many stars in the observed list, and even the solar iron abundance is now regarded as uncertain (Blackwell et al. 1995) ; where no [Fe/H] value is available, we have given an accuracy of 0.9 per cent. A theoretically derived atmosphere is needed, and although these are now more reliable than formerly, some uncertainty about their use remains. An important and extensive investigation of the accuracy of model predictions has been made by van der Bliek et al. (1996) , following on the earlier work by Mégessier (1994) .
In the present paper we suggest that the wholly empirical use of plots of temperature against intrinsic photometric indices, e.g. (V −K) 0 and (b−y) 0 , provide useful evidence for relative accuracies, whilst comparisons with measures made by a variety of methods are useful for detecting gross errors.
