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Abstract This paper presents a computational vascular
fluid-structure interaction (FSI) methodology and its appli-
cation to patient-specific aneurysm models of the middle
cerebral artery bifurcation. A fully coupled fluid-structural
simulation approach is reviewed, and main aspects of mesh
generation in support of patient-specific vascular FSI analy-
ses are presented. Quantities of hemodynamic interest such
as wall shear stress and wall tension are studied to exam-
ine the relevance of FSI modeling as compared to the rigid
arterial wall assumption. We demonstrate the importance of
including the flexible wall modeling in vascular blood flow
simulations by performing a comparison study that involves
four patient-specific models of cerebral aneurysms varying
in shape and size.
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1 Introduction
In recent years patient-specific modeling of blood flow has
matured immensely with the emergence of better imaging,
modeling, mesh generation, computation and visualization
technologies. State-of-the-art vascular modeling involves
fully coupled fluid-structure simulations of large portions of
the human cardiovascular system. Simulations are done in
an effort to investigate hemodynamic factors influencing the
onset and progression of cardiovascular disease, to predict an
outcome of a surgical intervention, or to evaluate the effects
of electromechanical assist devices.
The concept of patient-specificic vascular modeling was
pioneered in [33]. A comprehensive set of computational
procedures and complex-geometry patient-specific simula-
tions were presented that went above and beyond the exist-
ing computational work on vascular blood flow. Over the next
decade numerous improvements to the vascular blood flow
simulation technology were proposed, such as the imposition
of physiologically-realistic outflow boundary conditions [15,
25,45], simulation of stenting technology in the context of
cerebral aneurysms [1] and coronary arteries [49], optimiza-
tion of cardiovascular geometries for surgical treatment [27],
and inclusion of the effects of wall elasticity [4,5,14,36,42–
44], and growth and remodeling [13] in the simulations.
In this article, we describe a collection of computational
procedures that allow for high-fidelity simulation of vas-
cular blood flow and flow-structure interaction of cerebral
aneurysms. In Sect. 2, we give an overview of mesh genera-
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Fig. 1 Dimension, reference
geometry and the constructed
mesh for models 1–4
tion techniques from medical imaging data that are adapted
to fluid-structure interaction (FSI) analysis. Our meshes con-
tain both the fluid and solid elements for an appropriate
discretization of the coupled problem, and boundary layer
fluid elements near the arterial wall to better capture the
boundary layer phenomena and accurately compute the wall
shear stress. In Sect. 3, we review the coupled problem with
the associated initial, boundary, and interface conditions,
and give an overview of the computational procedures and
details of extracting stresses from the computed solution
fields. In Sect. 4, we present our simulation results, focus-
ing on the comparison between the rigid and flexible wall
simulations. While the differences in the computed blood
flow speeds are not as significant (although clearly visible
in some cases), the wall shear stress was found to be consis-
tently overestimated in the rigid wall simulations, in one case
by as much as 30%, which is quite significant. In Sect. 5, we
draw conclusions and identify important future directions
that would enhance the current state of cerebral aneurysm
simulations.
2 Mesh generation for vascular fluid-structure
interaction
We have developed a comprehensive and robust finite ele-
ment meshing approach for patient-specific arterial geome-
tries coming from medical imaging data, with emphasis on
cerebral aneurysm configurations. The meshes contain both
the blood volume and solid arterial wall, and are compati-
ble at the fluid-solid interface. There are four main steps in
our approach: (i) Image segmentation and geometric model
construction; (ii) Tetrahedral mesh generation for the fluid
volume using the octree-based method; (iii) Mesh quality
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improvement, in which edge-contraction, pillowing, opti-
mization, geometric flow smoothing, and mesh cutting are
applied to the fluid mesh; and (iv) Mesh generation for the
blood vessel wall. Below we give a brief summary of our
meshing procedures. The reader is referred to [47] for
further details on the methodology. The unique feature of
our approach is that the meshes contain both the blood vol-
ume and solid arterial wall. This is in contrast to just the
fluid meshes, which preclude the analyst from using three-
dimensional solids to model the behavior of the arterial wall.
The fluid-solid meshes are also compatible at their interface,
which significantly simplifies analysis.
As a first step, the medical imaging data is loaded into
CustusX [11], where the aneurysm is identified and seg-
mented. A top-down octree-based subdivision and isocon-
touring method [46] is utilized to construct analysis-suitable
tetrahedral meshes for just the fluid volume. For each oc-
tree cell we calculate a minimizer point using a quadratic
error function, and then connect the minimizer points to
construct tetrahedral elements. The above techniques may
not produce sufficiently good quality meshes necessary for
high-fidelity finite element simulations. Therefore, several
post-processing techniques are adopted to improve the mesh
quality. These include edge contraction, optimization, pil-
lowing, smoothing, and mesh cutting. Edge contraction (i.e.,
removal of a mesh edge by collapsing its two endpoints) is
used to remove the non-manifold situations.
Mesh quality improvement will be limited if all the four
vertices of one tetrahedron lie on the model surface, or three
vertices of one triangle are on the surface but the triangle
is inside the volume. The pillowing technique can eliminate
these two situations. In optimization-based geometric flow
smoothing [48], the interior vertex is moved towards its cen-
ter of mass, and each boundary vertex is restricted to move
in its tangent plane.
Fig. 2 Zoom on the mesh of the inlet surface of Model 1. Solid and
boundary layer fluid mesh are shown
Table 1 Finite element mesh sizes for the aneurysm models
Model Fluid elements Solid elements Total elements Total nodes
1 271,889 82,236 354,125 64,033
2 94,957 41,940 136,897 25,123
3 646,943 72,262 719,205 125,879
4 258,540 79,890 338,430 60,938
Table 2 Inflow cross-sectional
areas for the aneurysm models
Model Inflow surface
area (cm2)
1 5.64 × 10−2
2 2.44 × 10−2
3 1.12 × 10−2
4 4.17 × 10−2
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Fig. 3 Area-averaged inflow velocity as a function of time during the
heart cycle
Mesh cutting is necessary to produce model inlets and out-
lets and allow imposition of physiologically realistic bound-
ary conditions in FSI simulation. We use a single plane to
cut each inlet or outlet branch to make sure all its vertices lie
in the same plane. Mesh cutting typically impairs the mesh
quality near the inlets and outlets, and necessitates further
quality improvement.
As a last step, the blood vessel wall is constructed by
extruding the surface mesh in an appropriately defined
wall-normal direction by a prescribed amount.
The meshing techniques described here are general and
apply to a large class of patient-specific vascular geome-
tries. In this paper, we applied our meshing techniques to
four patient-specific cerebral aneurysm models obtained
from imaging data. These models, shown in Fig. 1, are
employed in vascular FSI analysis presented later in the
article.
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Fig. 4 Contours of wall
displacement magnitude at
t = 0.08 s, nearly peak systole.
Wall displacement is taken
relative to the configuration in
low diastole
Remark We would also like to note that techniques with
comparable functionality for extracting surface meshes from
medical imaging and for mesh cutting were recently reported
in [31].
3 Vascular fluid-structure interaction simulation
3.1 Continuum modeling
The arterial wall is modeled as a full three-dimensional
large-deformation isotropic hyperelastic solid in the material
description. We use the second Piola–Kirchhoff stress, S,
and its conjugate, the Green–Lagrange strain, E, in the prin-
ciple of virtual work, which leads to the weak form of the
balance of linear momentum in the solid. The second Piola–
Kirchhoff stress is obtained as a derivative of a scalar elastic
potential, ψ , with respect to the Green–Lagrange strain as
S = ∂ψ(E)
∂E
, (1)
where
E = 1
2
(FT F − I), (2)
and F is the deformation gradient with respect to material
coordinates. The exact form of ψ employed here is given
in [4] and corresponds to a neo-Hookean model with addi-
tional penalty on the volumetric part of the deformation.
The model makes use of two material constants that can be
identified with the tissue bulk and shear moduli, which, in
turn, may be related to the material Young’s modulus and
Poisson’s ratio using classical formulas. The stress-strain
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Fig. 5 Relative wall
displacement between peak
systole and low diastole
behavior of the material model was analytically studied on
simple cases of uniaxial strain [4] and pure shear [26]. Stiff-
ening with deformation was observed in both cases, which is
a well-known characteristic of arterial tissue. In the compu-
tations presented in this paper, the density, Young’s modulus,
and Poisson’s ratio of the arterial wall are set to 1.0 g/cm3,
107 dyn/cm2, and 0.45, respectively, as in [22]. The arterial
wall thickness is taken to be approximately 0.018 cm. Given
S, the true or Cauchy stress, σ s , is obtained as (see, e.g. [17])
σ s = J−1 FSFT , (3)
where J = detF is the determinant of the deformation gra-
dient.
We would like to note that in the computations presented in
this article, the blood vessel configuration taken from image
data is employed to approximate the reference, zero-stress
configuration. However, in general, the vessel configuration
coming from image data is not stress-free, which needs to
be accounted for in the modeling. The reader is referred to
[32,37] for a method of obtaining an estimated zero pressure
geometry from patient-specific image data.
The blood flow is governed by the Navier–Stokes
equations of incompressible flow posed on a moving domain.
The Arbitrary Lagrangian–Eulerian (ALE) formulation is
used, which is a popular approach for vascular blood flow
applications [2,12,15,16]. Alternatively, one can apply the
space-time methodology [36,40], which leads to better time
accuracy. However, while a SSTFSI-SV technique proposed
in [35] is quite comparable in cost to the ALE approach, in
most cases the computational expense per time step is higher
for space-time formulation.
123
8 Comput Mech (2010) 46:3–16
Fig. 6 Blood flow velocity
streamlines of model 4 at
various times during the heart
cycle
The true or Cauchy stress for the incompressible
Newtonian fluid is given through a constitutive law that holds
on the spatial domain,
σ f = −p I + 2μD, (4)
where p is the fluid pressure, μ is the dynamic viscosity, and
D is the symmetric velocity gradient with respect to the spa-
tial variables. In the computations the density and dynamic
viscosity of the fluid are set to 1.0 g/cm3 and 0.04 g/(cm s),
respectively.
No-slip boundary conditions hold at the fluid-solid inter-
face. This means the fluid particles stick to the arterial wall.
Furthermore, the following traction compatibility condition
holds at the fluid-solid interface,
σ s ns + σ f n f = 0, (5)
where ns and n f are the unit outward normal vectors to the
fluid and solid subdomain boundary, respectively. This means
that the fluid and solid forces are in equilibrium at the fluid-
solid interface. Note that ns = −n f in Eq. (5).
The fluid subdomain motion is governed by the equations
of linear elasticity posed on a time-dependent “nearby” con-
figuration, and are subject to the displacement boundary con-
ditions coming from the motion of the arterial wall. This gives
a well-defined current configuration of the fluid domain that
conforms to the boundaries of the solid. In the discrete setting
this procedure ensures a smooth evolution of the computation
mesh of the fluid domain. The nearby configuration typically
corresponds to that of the previous time step in our compu-
tations (see, e.g., [4]).
3.2 Discretization and solution strategies
The meshes for both fluid and solid regions consist of lin-
ear tetrahedral elements with a compatible discretization at
the fluid-solid interface. The solid wall is meshed using two
layers of tetrahedral elements in the through-thickness direc-
tion. Boundary layer meshing is employed in the fluid region
to enhance the resolution of wall quantities, such as the shear
stress. Boundary-layer mesh refinement was also used in
[32] and [38]. The latter reference also included compara-
tive results from meshes with and without boundary layer
resolution. Figure 2 zooms on the inlet branch of Model
1 where one can clearly see the solid wall and the high-
quality boundary layer fluid mesh. The meshes for the
remaining three models are of similar quality. Mesh sizes
for all models are summarized in Table 1. It is felt that very
good mesh resolution is achieved in all cases.
The solid and fluid mesh motion equations are discretized
using the Galerkin approach. The fluid formulation makes
use of the recently proposed residual-based variational mul-
tiscale method [3]. The residual-based variational multiscale
methodology is built on the theory of stabilized and mul-
tiscale methods (see [9] for an early reference, [21] for a
comprehensive review, and [3,34] for specific expressions
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Fig. 7 Blood flow velocity
magnitude on interior cuts. Data
taken near peak systole
(t = 0.08 s)
employed in the definition of stabilization parameters). The
methodology applies equally well to laminar and turbulent
flows and is thus attractive for applications where the nature
of the flow solution is not known a priori. The time-depen-
dent discrete equations are solved using the generalized-α
time integrator proposed in [10] for the equations of struc-
tural mechanics, developed in [24] for fluid dynamics, and
further extended in [4] to fluid-structure interaction. A mono-
lithic solution strategy is adopted in which the increments of
the fluid, solid, and mesh motion variables are obtained by
means of a Newton–Raphson procedure in a simultaneous
fashion (see [4,5] for details). The effect of the mesh motion
on the fluid equations is omitted from the tangent matrix for
efficiency, as advocated in [6].
3.3 Boundary conditions
Pulsatile velocity is applied at the inlet branch. We aim to
simulate several cases whose inlet cross-sectional areas can
vary significantly from one model to another (see Table 2).
This variation is due to the use of patient-specific data, and
is quite natural in practice. For the four models considered in
this work, shown in Fig. 1, the ratio of the largest to smallest
inlet cross-sectional area exceeds a factor of five. In this case,
an attempt to impose the same volumetric flowrate as a func-
tion of time for all four models will result in the inflow veloc-
ity variation that is over a factor of five between the patients,
which is not physiological. Instead, we chose to impose the
same area-averaged inflow velocity for all models, which is
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Fig. 8 Blood flow velocity
magnitude on interior cuts. Data
taken near peak systole
(t = 0.08 s)
more realistic. Figure 3 shows the inlet velocity, adapted from
[41], as a function of time during the heart cycle used as an
inlet boundary condition for all models.
Remark A velocity profile mapping technique was described
in [32], which (i) Maps a preferred velocity profile given over
a circular cross-section to a non-circular cross-section; (ii)
Provides a velocity profile that always integrates to a given
flow-rate derived from the experimentally-observed velocity
profile, which shares roots with what we see in Fig. 3.
Resistance boundary conditions are set at the outlet
branches. They are posed such that physiological pressure
levels are attained in the simulations (see [6,45] for more
details). The solid wall is subjected to zero displacement at
the inlet and outlet planes, and zero traction boundary condi-
tion at the outer surface. We would like to note that specifying
only the zero normal component of the displacement at the
model inlets and outlets, as done in [32,37], leads to more
realistic global vessel wall displacement. However, the effect
of this boundary condition on the wall shear stress and wall
tension appears to be minor [39].
3.4 Extraction of derived quantities of hemodynamic
interest from simulation data
While blood flow velocities and arterial wall displacements
are directly defined at mesh nodes and are a simple matter to
extract and visualize, extracting the wall shear stress (WSS)
and the appropriately-defined wall tension (WT) quantities
involves computational procedures that warrant explanation,
which is what we do in this section.
The WSS at the fluid-solid interface, τ , is defined as a fluid
traction vector restricted to the tangent plane of the interface
surface, namely,
τ = σ f n f − (n f · σ f n f )n f . (6)
Note that, given the definition of σ f in Eq. (4), the pressure
does not contribute to the WSS. Also note that τ can be
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Fig. 9 Wall shear stress. Data
taken near peak systole
(t = 0.08 s)
computed using the definition of the Cauchy stress in the
solid domain, owing to the compatibility condition (5). In
the fully continuous setting both the fluid and solid defini-
tions will produce identical results. On the other hand, in the
discrete case, the answers will generally differ, although both
quantities are expected to converge to the same value under
mesh refinement. In this work, we adopt the definition that
uses the fluid stress, which allows for a direct comparison
with the rigid wall results.
The wall shear stress is computed as follows. We first
perform an L2-projection of the viscous stress tensor com-
ponents onto the original finite element space of linear
tetrahedral functions. This procedure, also employed in [23]
for improved consistency of low-order stabilized finite ele-
ment formulations of fluid flow phenomena, gives a conve-
nient nodal-based definition of the viscous stress tensor. We
then evaluate the traction vector using the reconstructed vis-
cous stress tensor on the fluid-solid boundary, compute the
WSS as in (6), and perform another L2-projection onto the
finite element space now spanned by the fluid-solid boundary
basis functions. The latter reconstruction gives a convenient
nodal definition of the WSS at the fluid-solid boundary that
can be easily rendered using any finite element plotting soft-
ware. The above procedure was suggested to us by Tezduyar
and Takizawa [39] and used in computing the WSS reported
in [32]. Other WSS postprocessing techniques, such as, for
example, based on conservation ideas (see, e.g., [8,19,20,
28]), may also be employed, but were not pursued here.
The wall tension is associated with aneurysm rupture and
merits a close investigation (see, e.g., [22]). Aneurysm walls
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Fig. 10 Wall shear stress. Data
taken near peak systole
(t = 0.08 s)
are typically very thin and the largest stresses act in the
in-plane directions. As a result, the natural quantity of interest
is the principal in-plane stress, which we take for a defini-
tion of wall tension. We compute the WT as follows. Given
the displacement field, we first compute the second Piola–
Kirchhoff stress tensor from Eq. (1) and transform it to the
Cauchy stress using Eq. (3). The Cauchy stress is then L2-
projected onto the space of the original tetrahedral finite ele-
ment functions defined on the current configuration of the
solid domain. As in the case of the fluid, this gives a con-
venient nodal definition of the Cauchy stress. The Cauchy
stress, that is now defined on the outer boundary of the solid
domain, is rotated to the local coordinate system on every
boundary element face as
σ s,l = RT σ s R. (7)
The rotation matrix R takes the form
R =
⎡
⎣
↑ ↑ ↑
ts1 t
s
2 n
s
↓ ↓ ↓
⎤
⎦ , (8)
where ns is the outward unit normal, and ts1 and t
s
2 are the
two orthogonal tangent vectors on the outer surface of the
solid.
Having rotated the stress tensor to the local coordinate
system we modify it by directly imposing zero traction
boundary conditions on the appropriate components of σ s,l ,
namely
σ
s,l
3i = σ s,li3 = 0 ∀i = 1, 2, 3. (9)
The eigenvalues of the resultant stress tensor can be com-
puted by solving an appropriate quadratic equation. The wall
tension is defined as the largest absolute eigenvalue, which
also corresponds to the first principal in-pane stress.
Remark It should be noted that in the fully-continuous
setting the zero normal stress boundary condition holds
point-wise. This obviates the need to employ (9). However,
in the discrete setting, the zero normal stress boundary con-
dition only holds weakly. As a result, the exact point-wise
satisfaction of this boundary condition is not guaranteed.
The above procedure overwrites the computed values of the
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Fig. 11 Wall tension near low
diastole (t = 0.0 s)
normal stress with their exact counterparts. This is often done
in structural computations to enhance the accuracy of the
computed stress fields (see, e.g., [18,30]).
4 Computational results
In this section, we present computational results for the four
models we analyzed.
Figure 4 shows contours of the aneurysm wall displace-
ment magnitude at peak systole, or highest inflow flowrate.
The displacement is relative to a configuration at low dias-
tole, or lowest flowrate. In Fig. 5 the models are superposed
in the configurations corresponding to low diastole and peak
systole for better visualization of the results. The relative dis-
placement predicted is in good agreement with the observed
movements during aneurysm surgery in the clinical practice
of one of the authors, and predicted in computations by other
researchers [36,43,44].
Figure 6 shows the blood flow velocity streamlines of
Model 4 at various times during the heart cycle. The flow
appears to be complex with several vortical features present,
yet not turbulent. (By turbulence here we mean flow with
a continuous cascade of temporal and spatial scales. See,
for example, Pope [29].) Figures 7 and 8 show a compar-
ison of blood flow speed at peak systole for the rigid and
flexible wall simulations. Both rigid and flexible wall sim-
ulations predict similar flow speed distribution in the blood
vessel. Among the cases considered, Model 4 shows the most
difference. It should also be noted that Model 4 exhibits
somewhat more complex flow features than the remaining
models.
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Fig. 12 Wall tension near peak
systole (t = 0.08 s)
Figures 9 and 10 show the wall shear stress at the
fluid-solid interface at the peak inflow flowrate. The wall
shear stress in the aneurysm dome tends to reach its maximum
near the region where the jet of blood coming from the inflow
impinges on the aneurysm wall. Comparisons of the wall
shear stress between the rigid and flexible wall cases are also
shown in Figs. 9 and 10. In all cases the rigid wall assump-
tion produces an over-estimate of the wall shear stress with
respect to the flexible wall computations. Furthermore, the
degree to which the wall shear stress is over-predicted is a
strong function of the patient-specific geometry. In the case of
Models 2 and 4, the percent error is relatively small (around
8%), while for Models 1 and 3 it is quite large (around 20%
for Model 1 and 30% for Model 3). In the former cases, the jet
of blood entering the aneurysm dome impinges on the wall
in the direction normal to its surface. In the latter cases, the
impingement occurs largely in the direction tangential to the
wall surface. Also note that, in the cases of normal impinge-
ment, the resultant wall shear stress is significantly higher
than in the cases of tangential impingement. We conclude that
the relative orientation of the inflow branch and the aneurysm
dome has a big influence on the wall shear stress distribution
as well the importance of incorporating the effects of wall
elasticity in the simulations. The authors feel that the differ-
ence of 30% in the wall shear stress prediction is significant
and, given the importance of this hemodynamic quantity of
interest, should not be overlooked in one’s modeling choices.
The wall tension results are shown in Figs. 11 and 12.
Figure 12 corresponds to the peak systole, while Fig. 11 cor-
responds to low diastole. The magnitude of the wall tension
varies through the heart cycle due to the time-dependent
nature of the flow. However, the relative wall tension
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distribution does not vary significantly during the heart cycle.
This is apparent from the figures. The wall tension also tends
to concentrate near the areas of high aneurysm surface
curvature. These observations suggest that the wall tension is
largely driven by the intramural pressure and not so much by
the viscous forces exerted on the arterial wall by the blood.
5 Conclusions
We presented a computational framework for the simulation
of vascular FSI using patient-specific models. The method-
ology was applied to four patient-specific models of cerebral
aneurysms to in part assess the relevance of including the
elastic wall modeling in the simulations. The results show
that the interaction between the blood flow and wall defor-
mation significantly alters the hemodynamic forces acting
on the arterial wall, with respect to the rigid wall case. The
rigid wall simulations consistently overestimated the wall
shear stress magnitude and, in one of the models, the gross
features of the wall shear stress distribution on the arterial
wall. Rigid versus flexible wall simulation results reinforce
the importance of using FSI in the patient-specific model-
ing of cerebral aneurysms. Further observations show that
the magnitude of the wall shear stress is a strong function of
the inlet branch orientation and the angle of impingement
of the blood on the arterial wall.
In the future, we plan to perform simulations of more
patient-specific models so as to enhance our understanding of
the underlying phenomena and their relationship to clinically
observed events. We plan to increase the length of the inlet
and outlet branches to minimize their effect on the computed
solution, and also include a variable arterial wall thickness
in the simulations. It is well known that the aneurysm wall is
significantly thinner than that of the connecting branch ves-
sels. The wall thickness is very hard or impossible to obtain
experimentally, so we plan to make use of the geometry data
(such as local branch radii, etc.) and clinical experience of one
of the co-authors to incorporate a reasonable wall thickness
of the aneurysm dome and the surrounding branch vessels
in the simulations. Steps in this direction were already taken
in [7], where a simple thickness reconstruction algorithm for
blood vessels was proposed and employed in patient-specific
simulations.
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