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APPLICATIONS OF OPERATOR SPACE THEORY TO NEST
ALGEBRA BIMODULES
G. K. ELEFTHERAKIS
Abstract. Recently, Blecher and Kashyap have generalized the notion of
W
∗-modules over von Neumann algebras to the setting where the opera-
tor algebras are σ−weakly closed algebras of operators on a Hilbert space.
They call these modules weak* rigged modules. We characterize the weak*
rigged modules over nest algebras. We prove that Y is a right weak* rigged
module over a nest algebra Alg(M) if and only if there exists a completely
isometric normal representation Φ of Y and a nest algebra Alg(N ) such
that Alg(N )Φ(Y )Alg(M) ⊂ Φ(Y ) while Φ(Y ) is implemented by a contin-
uous nest homomorphism from M onto N . We describe some properties
which are preserved by continuous CSL homomorphisms.
1. Introduction
C∗-modules are well known as a generalization of the notion of Hilbert
spaces introduced by Kaplansky [12]. They are very important tools for
the study of C∗-algebras. The dual version is the notion of W ∗-module. A
W ∗-module over a von Neumann algebra is a C∗-module which is a dual
Banach space and defines a separately weak* continuous inner product [4].
W ∗-modules were originally introduced by Paschke [14]. They possess fruit-
ful properties and appear in many versions such as weak* ternary rings of
operators (TROs).
The development of operator space theory makes the generalization ofW ∗-
modules possible even in the case of non-selfadjoint dual operator algebras.
In particular, Blecher and Kashyap provided a new characterization of W ∗-
modules which enabled the definition of an analogous notion for modules over
non-selfadjoint dual operator algebras [1]. They call these modules weak*
rigged modules.
In the present paper we characterize the weak* rigged modules over nest
algebras. We prove that a right dual operator module Y over a nest algebra
B is a nest algebra bimodule, i.e., there exists a nest algebra A such that
AY B ⊂ Y. Nest algebra bimodules are well constructed and described in [11]:
If Alg(N ),Alg(M) are nest algebras and Y is a weak* closed space satisfying
Alg(N )YAlg(M) ⊂ Y , there exists an order preserving left continuous map
1
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θ :M→N such that Y = Op(θ), where
(1.1) Op(θ) = {y : θ(M)⊥yM = 0 ∀M ∈ M}.
We prove that Y is a right weak* rigged module over Alg(M) if and only
if there exists a normal completely isometric representation Φ and a nest
algebra Alg(N ) such that Φ(Y ) = Op(θ) where θ : M → N is a left-right
continuous, therefore continuous, surjective nest homomorphism.
We outline the results of this paper: In Section 2 we fix a continuous
nest surjective homomorphism θ : M → N . We prove that Y = Op(θ),
(see (1.1)) is a right weak* rigged module over Alg(M). There also exists an
Alg(N )−Alg(M) module X such that Alg(N ) is isomorphic as an Alg(N )-
module to the space Y ⊗σhAlg(M) X which is the Alg(M) balanced normal
Haagerup tensor product of Y and X, [10]. Another result is that the algebra
Alg(N ) is isomorphic to the algebra of the left multipliers over Y,Ml(Y ).
In Section 3 we prove the converse: If Y is an abstract right weak* rigged
module over the nest algebra Alg(M), there exists a normal completely iso-
metric representation Φ of Y , a nest algebra Alg(N ), and a continuous sur-
jective nest homomorphism θ :M→N with Φ(Y ) = Op(θ).
In Section 4 we present some examples and counterexamples of right weak*
rigged modules over nest algebras. In the counterexamples we will see that
the continuity of the nest is important.
In Section 5, inspired by the nest algebra case, we define the notion of
a spatial embedding of a dual operator algebra A in another dual operator
algebra B. In case A and B are CSL algebras which correspond to CSLs
L1,L2, we prove that A is spatially embedded in B if and only if there exists a
continuous CSL homomorphism from L2 onto L1. Three natural consequences
are the following:
(i) Let K(Alg(L2)), (resp. K(Alg(L1))) be the subalgebra of Alg(L2) (resp.
Alg(L1) ) which contains its compact operators. Then
Alg(L2) = K(Alg(L2))
w∗
⇒ Alg(L1) = K(Alg(L1))
w∗
.
(ii) If Alg(L1) contains a non-zero compact operator (resp. finite rank
operator), then Alg(L2) also contains a non-zero compact operator (resp.
finite rank operator).
(iii) If L2 is a synthetic lattice, then L1 is also a synthetic lattice.
In the following paragraphs we describe the notions we use in this paper;
since we use extensively the basics of operator space theory, we refer the
reader to the monographs [4], [6], [15], and [16] for details.
Let H and K be Hilbert spaces and A ⊂ B(H) be an algebra. A subspace
X ⊂ B(K,H) is called a left module over A if AX ⊂ X. Similarly we can de-
fine right module over A. A left and right module over A is called a bimodule
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over A. An operator Y is an abstract left (right) operator module over an
abstract operator algebra A if there exists a completely contractive bilinear
map A× Y → Y (Y × A→ Y ). A left and right operator module over A is
called an operator bimodule over A.
Let A be a dual operator algebra and Y be a dual operator space. We
say that Y is a left (right) dual operator module if the above completely
contractive bilinear map is separately weak* continuous. A left and right
dual operator module over A is called a dual operator bimodule over A.
Two operator bimodules Y and Z over an operator algebra A are called
isomorphic as operator bimodules if there exists a completely isometric and
surjective A−bimodule map pi : Y → Z. This is then written Y ∼= Z. If A
is a dual operator algebra and Y and Z are dual operator A−bimodules, we
write Y ∼= Z if also pi is weak* (bi)continuous.
If Y is a dual right operator module over a dual operator algebra B and X
is a left dual operator module over B, we denote by Y ⊗σhB X the balanced
normal Haagerup tensor product of Y and X which linearizes the separately
weak* continuous completely bounded B−balanced bilinear maps [10]. If Y
(resp. X) is a left (resp. right) dual operator module over a dual operator
algebra A, then Y ⊗σhB X is also a left (resp. right) dual operator module over
A, [10].
The following is the definition of Morita equivalence used in this paper:
Definition 1.1. [1] The dual operator algebras B,A are called weakly*
Morita equivalent if there exist a B − A dual operator module X and
an A−B dual operator module Y such that B ∼= X ⊗σhA Y and A
∼= Y ⊗σhB X
as B and A dual operator bimodules respectively.
Fix n,m ∈ N. If X is an operator space, Mm,n(X) is the operator space
of m × n matrices with entries in X. Then Mn(X) = Mn,n(X), Cn(X) =
Mn,1(X), Rn(X) =M1,n(X).
IfX is a subspace of B(H,K), whereH andK are Hilbert spaces, we denote
by Rfin∞ (X) (resp. C
fin
∞ (X)) the space of operators (x1, x2, ...) : H
∞ → K
(resp. (x1, x2, ...)
T : H → K∞) such that xi ∈ X for all i and there exists
n0 ∈ N for which xn = 0 for all n ≥ n0.
In this paper we shall use the notion of the multiplier algebra Ml(Y ) of a
dual operator space Y [4, 4.5.1]. We recall thatMl(Y ) is a unital dual operator
algebra and Y is a left dual operator module over Ml(Y ). Every u ∈ Ml(Y )
is a weak* continuous map from Y into Y. A bounded net (ut)t ⊂ Ml(Y )
converges in the weak* topology to u ∈Ml(Y ) iff ut(y)
w∗
→ u(y) for all y ∈ Y.
We present the definition of right weak* rigged modules over dual oper-
ator algebras. Throughout this paper we shall use this definition or other
equivalent definitions from [2].
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Definition 1.2. Suppose that Y is a dual operator space and a right module
over a dual operator algebra B. Suppose that there exists a net of positive
integers (n(α)) and weak* continuous completely contractive B−module maps
φα : Y −→ Cn(α)(B), ψα : Cn(α)(B)→ Y,
with ψα(φα(y)) → y in the weak* topology on Y, for all y ∈ Y. Then we say
that Y is a right weak* rigged module over B.
If L is a set of projections of a Hilbert space H we denote by Alg(L) the
algebra
{x ∈ B(H) : N⊥xN = 0 ∀ N ∈ L}.
A nest N is a totally ordered set of projections of a Hilbert space H con-
taining the zero and identity operators which is closed under arbitrary in-
tersections and closed spans. The corresponding nest algebra is Alg(N ). If
N ∈ N , we denote by N− the projection onto the closed span of the union
∪M<N
M∈N
(M(H)). If N− < N we call the projection N ⊖N− an atom. If a nest
has no atoms, it is called a continuous nest. If the atoms span the identity
operator, the nest is called a totally atomic nest. An order preserving map
between two nests is called a nest homomorphism. If this map is injective
and surjective, it is called a nest isomorphism.
If N1 and N2 are nests acting on the Hilbert spaces H1, H2 respectively,
and if θ : N1 → N2 is a nest homomorphism, we denote by Op(θ) the space
of operators x ∈ B(H1, H2) satisfying θ(N)⊥xN = 0 for all N ∈ N1. Observe
thatOp(θ) is an Alg(N2)−Alg(N1) bimodule. If Y is a subspace of B(H1, H2),
the map sending every projection p of H1 to the projection of H2 generated
by the vectors of the form yp(ξ) : y ∈ Y, ξ ∈ H1 is denoted by Map(Y ).
Finally, if X is a normed space, we denote by Ball(X) the unit ball of X.
We recall the following results which will be used in this paper:
Theorem 1.1. [11] Let N1,N2 be nests, Y be a weak* closed Alg(N2) −
Alg(N1) bimodule, and θ be the restriction of Map(Y ) to N1. Then θ is left
continuous, θ(N1) ⊂ N2, and Y = Op(θ).
Theorem 1.2. [9] Let N1 and N2 be nests, B and A be the corresponding nest
algebras, θ : N1 → N2 be a nest isomorphism, and Y = Op(θ), X = Op(θ−1).
Then
(i) B = spanw*(XY ) and A = spanw*(Y X).
(ii) B and A are weakly* Morita equivalent. In particular, B ∼= X ⊗σhA Y
as dual operator B−modules, and A ∼= Y ⊗σhB X as dual operator A−modules.
The last theorem implies, [1, Theorem 3.3], the following:
Theorem 1.3. Let A,B,X, Y be as in Theorem 1.2. There exist nets (yt)t ⊂
Ball(Rfin∞ (Y )),(xt)t ⊂ Ball(C
fin
∞ (X)) such that ytxt
w∗
→ IA where IA is the
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identity of A, and nets (ui)i ⊂ Ball(Rfin∞ (X)),(wi)i ⊂ Ball(C
fin
∞ (Y )) such
that uiwi
w∗
→ IB where IB is the identity of B.
2. Continuous nest homomorphisms
Let N ,M be nests acting on the Hilbert spaces L,H respectively, A and
B be the corresponding nest algebras, and φ :M→ N be a nest homomor-
phism. We assume that N is generated as a nest by φ(M). Observe that if
φ is continuous, then φ(M) = N . We define the following spaces:
Y = Op(φ) = {y ∈ B(H,L) : φ(M)⊥yM = 0, ∀ M ∈ M}
X = {x ∈ B(L,H) :M⊥xφ(M) = 0, ∀ M ∈M}.
Observe that Y is an A− B bimodule and X is a B − A bimodule.
Theorem 2.1. If φ is continuous, then
(i) A = spanw*(Y X),
(ii) the space Y is a right weak* rigged module over B,
(iii) the algebra A is isomorphic as a dual A−operator module with Y ⊗σhB X,
(iv) the algebra A is isomorphic as a dual operator algebra with the algebra
Ml(Y ) of left multipliers over Y.
Proof
We define the nests
L1 =M
(2), L2 = {M ⊕ φ(M) :M ∈M}
and the corresponding nest algebras
Alg(L1) =
(
B B
B B
)
Alg(L2) =
(
B X
Y A
)
.
The map ψ : L1 → L2 : M ⊕M −→ M ⊕ φ(M) is a nest isomorphism. We
can easily check that
Yˆ = Op(ψ) =
(
B B
Y Y
)
and
Xˆ = Op(ψ−1) =
(
B X
B X
)
.
Theorem 1.2 implies that Alg(L2) = span
w*(Yˆ Xˆ). Therefore A = spanw*(Y X).
Using Theorem 1.3 we find nets
(yˆt)t ⊂ Ball(R
fin
∞ (Yˆ )), (xˆt)t ⊂ Ball(C
fin
∞ (Xˆ))
with the property yˆtxˆt
w∗
→ IAlg(L2).
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We may take
yˆt =
(
b1t b
2
t
y1t y
2
t
)
where b1t , b
2
t ∈ R
fin
∞ (B), y
1
t , y
2
t ∈ R
fin
∞ (Y ) and
xˆt =
(
c1t x
1
t
c2t x
2
t
)
where c1t , c
2
t ∈ C
fin
∞ (B), x
1
t , x
2
t ∈ C
fin
∞ (X).
Put
yt = (y
1
t , y
2
t ) ∈ R
fin
∞ (Y ), xt = (x
1
t , x
2
t )
T ∈ Cfin∞ (X).
Since yˆt and xˆt are contractions, yt and xt are also contractions. Clearly the
net
ytxt = y
1
tx
1
t + y
2
t x
2
t
converges to the identity of the algebra A.We deduce that Y is a right weak*
rigged module over B. (See the fourth description of the weak* rigged modules
in [2]).
Statements (iii) and (iv) follow from (ii) using the results of [2]. We include
a proof for completeness.
The map
Y ×X → A, (y, x)→ yx
is a complete contraction, weak* continuous, and an A−module map. So it
induces a map
ρ : Y ⊗σhB X → A
which is also a complete contraction, weak* continuous, and an A−module
map. We claim that ρ is 1− 1. Indeed, if y ∈ Y and x ∈ X , then
(y ⊗B x)ytxt = y ⊗B (xytxt) = (yxyt)⊗B xt = ρ(y ⊗B x)(yt ⊗B xt).
It follows that
wytxt = ρ(w)(yt ⊗B xt) ∀w ∈ Y ⊗
σh
B X.
Since (ytxt)t converges to the identity operator, ρ(w) = 0 implies w = 0.
If v1, v2, ..., vm ∈ X,w1, w2, ..., wm ∈ Y , we have∥∥∥∥∥
m∑
k=1
wk ⊗B (vkytxt)
∥∥∥∥∥ =
∥∥∥∥∥(
m∑
k=1
wkvkyt)⊗B xt
∥∥∥∥∥
≤
∥∥∥∥∥
m∑
k=1
wkvkyt
∥∥∥∥∥ ‖xt‖ ≤
∥∥∥∥∥
m∑
k=1
wkvk
∥∥∥∥∥
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Letting ytxt → IA, we have∥∥∥∥∥
m∑
k=1
wk ⊗B vk
∥∥∥∥∥ ≤
∥∥∥∥∥
m∑
k=1
wkvk
∥∥∥∥∥ .
We proved that the restriction of ρ to
Y ⊗hB X = span
‖·‖{y ⊗B x : y ∈ Y, x ∈ X}
is an isometry. Choose u ∈ Y ⊗σhB X and a net (uk)k in Y ⊗
h
B X converging
to u in the weak* topology. For any finite rank operators g, f ∈ Ball(A) we
have
ρ(fukg) = fρ(uk)g
‖·‖
−→ fρ(u)g = ρ(fug).
Since ρ is 1− 1, we conclude that fug ∈ Y ⊗hB X , and so
‖fug‖ = ‖ρ(fug)‖ = ‖fρ(u)g‖ ≤ ‖ρ(u)‖.
The identity of A is in the weak* closure of its finite rank contractions, [5].
Therefore ‖u‖ ≤ ‖ρ(u)‖. We proved that ρ is an isometry. Similarly we can
prove that it is a complete isometry.
It remains to prove statement (iv). Define σ : A→Ml(Y ) by
σ(a)(y) = ay ∀ a ∈ A, y ∈ Y
which is clearly contraction. Let u be inMl(Y ). Since u is a weak* continuous
B−module homomorphism,we have
lim
t
σ(u(yt)xt)(y) = lim
t
u(yt)xty = lim
t
u(ytxty) = u(y), ∀ y ∈ Y.
It follows that (σ(u(yt)xt))t converges in the weak* topology of Ml(Y ) to u.
So u ∈ σ(A)
w∗
. If a ∈ A,
‖aytxt‖ = ‖σ(a)(yt)xt‖ ≤ ‖σ(a)‖.
The equality ‖a‖ = ‖σ(a)‖ follows from the fact aytxt
w∗
−→ a. So σ is an
isometry. Similarly we can prove that it is a complete isometry. The Krein–
Smulian Theorem, [4, A.2.5], implies that
Ml(Y ) = σ(A)
w∗
= σ(A). 
Theorem 2.2. The following are equivalent:
(i) φ is continuous;
(ii) A = spanw*(Y X);
(iii) The identity of the Hilbert space L belongs to spanw*(Y X).
Proof Statement (i) implies (ii) by Theorem 2.1. Since nest algebras are
unital, (ii) implies (iii). Suppose that IL ∈ spanw*(Y X). There exist nets
(wt)t ⊂ Rfin∞ (Y ), (ut)t ⊂ C
fin
∞ (X) such that wtut
w∗
−→ IA. If (Mi)i is a de-
creasing net of projections in M converging in M, we may assume that the
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net (φ(Mi))i converges in N ∈ N . Clearly φ(M) ≤ N. We shall prove that
N ≤ φ(M).
N = lim
t
wtutN = lim
t
(lim
i
wtutφ(Mi)) = lim
t
(lim
i
wtM
∞
i utφ(Mi)).
Since (M∞i )i (resp. (φ(Mi))i) converges in the strong operator topology to
M∞ (resp. to N),
N = lim
t
wtM
∞utN = lim
t
φ(M)wtM
∞utN
=φ(M) lim
t
(wtM
∞utN)⇒ N ≤ φ(M).
We proved that φ(M) = N. Therefore φ is right continuous. The proof of the
fact φ is left continuous is similar. 
Let
∼
X be the space w∗CB(Y,B)B. This is the space of weak* continuous
completely bounded B−module maps from Y to B and it is, [1], a dual B−A
module under the actions
B×
∼
X−→
∼
X : (b, u)→ b · u, b · u(y) = bu(y) ∀y ∈ Y,
∼
X ×A −→
∼
X: (u, a)→ u · a, u · a(y) = u(ay) ∀y ∈ Y.
Theorem 2.3. Suppose that φ is continuous. Then:
(i) The map ι : X →
∼
X : ι(x)(y) = xy is a weak* continuous completely
isometric surjective map.
(ii) M⊥·
∼
X ·φ(M) = 0 or equivalently M⊥u(φ(M)y) = 0 for all M ∈
M, u ∈
∼
X, y ∈ Y.
Proof Clearly ι is a complete contraction. By Theorem 2.1 there exist
nets
(yt)t ⊂ Ball(R
fin
∞ (Y )), (xt)t ⊂ Ball(C
fin
∞ (X))
such that ytxt
w∗
→ IA. So for all x ∈ X we have
‖xytxt‖ = ‖ι(x)(yt)xt‖ ≤ ‖ι(x)‖.
Since w∗ − limt xytxt = x, we have ‖x‖ ≤ ‖ι(x)‖. Hence ι is an isometry.
Similarly, we can prove that ι is a complete isometry. If u ∈
∼
X for all y ∈ Y ,
u(ytxty) = u(yt)xty = u(yt)ι(xt)(y)
⇒u(y) = lim
t
u(yt)ι(xt)(y) = lim
t
ι(u(yt)xt)(y).
Thus
u = w∗ − lim
t
ι(u(ytxt)) ∈ ι(X)
w∗
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in the weak* topology of CB(Y,B). By the Krein–Smulian Theorem ι(X) =
∼
X
, so statement (i) holds. Since M⊥Xφ(M) = 0 for all M ∈ M, (i) implies
(ii). 
Theorem 2.5 describes how we can construct right weak* rigged modules
over nest algebras. We first need the following lemma:
Lemma 2.4. Let M,N be nests acting on Hilbert spaces H,L respectively,
and let B = Alg(M), A = Alg(N ) be the corresponding nest algebras. Sup-
pose that there exist spaces X0, Y0 such that:
(i) X0AY0 ⊂ B;
(ii) The identity of the Hilbert space L belongs to spanw*(Y0X0).
Then Y = spanw*(Y0B) is a right weak* rigged module over B.
Proof Clearly Y is a left B−module. We shall prove that it is a right
A−module:
(2.1) AY0B ⊂ span
w*(Y0X0)AY0B ⊂ span
w*(Y0X0AY0B).
Since X0AY0 ⊂ B, (2.1) implies that
AY0B ⊂ Y ⇒ AY ⊂ Y.
For every M ∈M, we write φ(M) for the projection onto Y0M(H). Theorem
1.1 implies that φ(M) ∈ N and Y = Op(φ).
Let X be the space
{x ∈ B(L,H) :M⊥xφ(M) = 0 ∀M ∈ M},
and Xˆ be the space spanw*(BX0A). If M ∈M,
M⊥BX0AY0M ⊂M
⊥BM = 0⇒M⊥BX0Aφ(M) = 0.
We proved that Xˆ ⊂ X. On the other hand,
spanw*(Y Xˆ) = spanw*(Y BX0A) ⊃ span
w*(Y0X0)A ⊃ A.
It follows that
spanw*(Y X) ⊃ A⇒ IL ∈ span
w*(Y X).
Theorems 2.1 and 2.2 imply that Y is a weak* rigged module over B. 
Theorem 2.5. Let M be a nest acting on the Hilbert space H and B =
Alg(M) be the corresponding nest algebra. Suppose that there exist spaces
X0 ⊂ B(L,H), Y0 ⊂ B(H,L) such that:
(i) X0Y0 ⊂ B;
(ii) The identity of the Hilbert space L belongs to spanw*(Y0X0).
It follows that the space Y = spanw*(Y0B) is a right weak* rigged module
over B.
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Proof We define the map
θ :M→ pr(B(L)), θ(M) = Y0M(H)
and the algebra
A = Alg(θ(M)) = {a : θ(M)⊥aθ(M) = 0, ∀M ∈ M}.
Since θ(M) is a totally ordered set of projections, A is a nest algebra. By
Lemma 2.4 it suffices to prove that X0AY0 ⊂ B.
For all M ∈M, x ∈ X0 we have
xθ(M)(H) ⊂ xY0M(H) ⊂ BM(H) ⊂M(H).
So M⊥X0θ(M) = 0 ∀ M ∈ M. It follows that
M⊥X0AY0M =M
⊥X0Aθ(M)Y0M
=M⊥X0θ(M)AY0M = 0, ∀ M ∈ M⇒ X0AY0 ⊂ B
The proof is complete. 
One consequence of our theory is the following proposition:
Proposition 2.6. Let M be a nest acting on an infinite dimensional separa-
ble Hilbert space H. We assume that M is not totally atomic. Then there ex-
ists a right weak* rigged module Y over Alg(M) such that Ml(Y ) ∼= Alg(N ),
where Ml(Y ) is the algebra of left multipliers of Y and N is the nest of
Volterra.
Proof Let p be the supremum of the atoms ofM. Our assumptions imply
that p < IH . So the nest
M|p(H)⊥ = {M |p(H)⊥ :M ∈M}
is a continuous nest acting on p(H)⊥. Also, the map
σ :M→M|p(H)⊥ :M →M |p(H)⊥
is a continuous nest homomorphism. All continuous nests are isomorphic
with the nest of Volterra, [5]. Therefore there exists a nest isomorphism
θ :M|p(H)⊥ → N . The map τ = θ◦σ :M→N is a continuous surjective nest
homomorphism. Put Y = Op(τ). Theorem 2.1 implies thatMl(Y ) ∼= Alg(N ).

3. Right weak* rigged modules over nest algebras
In this section we prove that a right weak* rigged module over a nest
algebra is also a left nest algebra module, hence a nest algebra bimodule. We
also prove that a right weak* rigged module over a nest algebra is Op(φ) for
some continuous nest homomorphism φ. We need the following lemma:
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Lemma 3.1. Let M be a nest acting on the Hilbert space H,and let B =
Alg(M) be the corresponding nest algebra and Y ⊂ B(H,L) be a weak* closed
space such that Y B ⊂ Y. We also assume that there exists a space X ⊂
B(L,H) such that XY ⊂ B and IL ∈ span
w*(Y X). Then Y is a nest algebra
bimodule, i.e., there exists a nest algebra A ⊂ B(L) such that AY ⊂ Y.
Proof Write θ :M→ pr(B(L)) for the map which sends M ∈ M to the
projection onto YM(H), and denote by A the algebra Alg(θ(M)), and put
Yˆ = Op(θ). Clearly Y ⊂ Yˆ . We denote by Xˆ the space
{x ∈ B(L,H) : M⊥xθ(M) = 0 ∀ M ∈ M}.
If x ∈ X and y ∈ Y , then since xy ∈ B we have for all M ∈M that
M⊥xyM = 0⇒ M⊥xθ(M) = 0⇒ x ∈ Xˆ.
We proved X ⊂ Xˆ. Also for all M ∈M
M⊥XˆYˆ M =M⊥Xˆθ(M)Yˆ M = 0⇒ XˆYˆ ⊂ B.
Since AYˆ ⊂ Yˆ , it suffices to prove Yˆ = Y. Indeed,
Yˆ ⊂ spanw*(Y X)Yˆ ⊂ spanw*(Y XYˆ )
⊂ spanw*(Y XˆYˆ ) ⊂ spanw*(Y B) ⊂ Y. 
Theorem 3.2. Let M be a nest acting on the Hilbert space H, let B =
Alg(M) be the corresponding nest algebra, and let Y be a right weak* rigged
module over B. Then there exists a Hilbert space K, a completely isometric
weak* continuous B−module map Φ : Y → B(H,K), and a nest algebra
A ⊂ B(K), such that AΦ(Y )B ⊂ Φ(Y ).
Proof We recall the following facts from [1]. The space K = Y ⊗σhB H with
its norm is a Hilbert space. The map Φ : Y → B(H,K) given by
Φ(y)(h) = y ⊗B h
is a completely isometric, weak* continuous B−module map. We recall the
space
∼
X= w∗CB(Y,B)B from Section 2. The map
Ψ :
∼
X→ B(K,H), Ψ(u)(y ⊗B h) = u(y)(h)
is also a complete isometry and weak* continuous. Finally
IK ∈ span
w*(Φ(Y )Ψ(
∼
X)).
We can easily check that
Ψ(
∼
X)Φ(Y ) ⊂ B
and
Φ(Y )B ⊂ Φ(Y ).
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So Φ(Y ) satisfies the assumptions of Lemma 3.1. Therefore Φ(Y ) is an A−B
bimodule for a nest algebra A acting on the Hilbert space K. 
Theorem 3.3. Let M be a nest acting on the Hilbert space H, let B =
Alg(M) be the corresponding nest algebra, and let Y be a right dual operator
B−module. Then the following are equivalent:
(i) The space Y is a weak* rigged module over B.
(ii) There exists a Hilbert space K, a completely isometric weak* continuous
B−module map Φ : Y → B(H,K), and a continuous nest homomorpism
θ :M→ pr(B(K)), such that Φ(Y ) = Op(θ).
Proof
(ii)⇒ (i):
By Theorem 2.1, Φ(Y ) is a right weak* rigged module over B. Since Φ :
Y → Φ(Y ) is a completely isometric weak* continuous B−module map, Y is
a right weak* rigged module over B.
(i)⇒ (ii):
Using Theorem 3.2, we may assume that Y ⊂ B(H,L) for a Hilbert space
L and there exists a nest N acting on L such that AY B ⊂ Y, where A =
Alg(N ).We recall the Hilbert space K, the space
∼
X and the maps Φ,Ψ from
the proof of Theorem 3.2.
There exist nets
(yt)t ⊂ R
fin
∞ (Y ), (ut)t ⊂ C
fin
∞ (
∼
X)
such that w∗ − limtΦ(yt)Ψ(ut) = IK .
We define the map
θ :M→ pr(B(K)) : θ(M) = Φ(Y )M(H)
which is left continuous, [11]. As in Theorem 2.2, we can prove that it is right
continuous.
Let φ be the restriction of Map(Y ) to M. By Theorem 1.1, φ(M) ⊂ N
and Y = Op(φ).
Put Ω = Op(θ). It suffices to prove that Ω = Φ(Y ). Let T be the operator
from K to L which sends y ⊗B h to y(h). Observe that TΦ(y) = y for all
y ∈ Y and Tθ(M)(K) ⊂ φ(M)(H) for all M ∈ M. If S ∈ Ω and M ∈ M,
then
TSM = Tθ(M)SM = φ(M)Tθ(M)SM = φ(M)TSM,
so TS ∈ Y. In the sequel, we can see that
Φ(TS) = lim
t
Φ(TΦ(yt)Ψ(ut)S) = lim
t
Φ(ytΨ(ut)S).
Since Ψ(u)S ∈ B for all u ∈
∼
X and Φ is a B−module map,
Φ(TS) = lim
t
Φ(yt)Ψ(ut)S = S.
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We proved Ω ⊂ Φ(Y ). On the other hand
Φ(y)M(h) = y ⊗B M(h)⇒ θ(M)
⊥Φ(y)M = 0, ∀M ∈M.
So Ω ⊃ Φ(Y ). 
Remark 3.4. Let H,L be Hilbert spaces, B ⊂ B(H) be a nest algebra,
and Y ⊂ B(H,L) be a right weak* rigged module over B. We also assume
that K,Φ, θ are as in the above theorem. Then there exists, see the proof,
a contraction T : K → L such that TΦ(y) = y for all y ∈ Y. Also we may
consider that θ = Map(Φ(Y )).
The following two propositions can be used to construct modules over nest
algebras which are not weak* rigged modules.
Proposition 3.5. LetM be a continuous nest acting on the Hilbert space H,
B be the corresponding nest algebra, and Y be a right weak* rigged module
over B. Then the algebra of left multipliers of Y , Ml(Y ), is isomorphic with
an algebra Alg(N ) where N is a continuous nest.
Proof From Theorem 3.3, there exists a weak* continuous completely iso-
metric B−module map Φ : Y → B(H,K), a nest algebra A = Alg(N ) ⊂
B(K), and a continuous surjective nest homomorphism θ : M → N , such
that Φ(Y ) = Op(θ). By Theorem 2.1, A ∼=Ml(Y ). Clearly N is a continuous
nest. 
Proposition 3.6. Let M (resp. N ) be a nest acting on the Hilbert space H
(resp. K), let B, (resp. A) be the corresponding nest algebra, and let Y be a
weak* closed A−B bimodule, such that Y (H) = K. We assume that M is a
continuous nest and N has at least one atom. Then Y is not a right weak*
rigged module over B.
Proof Let q be an atom of N . It follows that the space qB(K)q is a subset
of the algebra A. The space qY is a subspace of B(H, q(K)) and satisfies
B(q(K))qY B ⊂ qY.
So qY is a nest algebra bimodule over the algebras B(q(K)), corresponding
to the nest {0K , q}, and B. If
θ = Map(qY ) :M→ {0K , q}
by Theorem 1.1
qY = {y ∈ B(H, q(K)) : θ(M)⊥yM = 0, ∀M ∈ M}.
We define the projection
M0 = ∨{M ∈M : θ(M) = 0}.
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Since θ is left continouous, θ(M0) = 0. If M > M0, then θ(M) > 0. Thus
θ(M) = q. Therefore
qY = {y ∈ B(H, q(K)) : yM0 = 0} = B(H, q(K))M
⊥
0 .
Assume now that Y is a weak* rigged module over B. Using for example
Definition 1.2, we can verify that qY is a weak* rigged module over B. In this
case,
Ml(qY ) = B(q(K)) = Alg({0K , q}).
This contradicts Proposition 3.5. 
4. Examples
Example 4.1. If B = Alg(M) ⊂ B(H) is a nest algebra corresponding to
a finite nest M, A = Alg(N ) is a nest algebra, and Y is a weak* closed
B − A bimodule, then Y is a right weak* rigged module over B. Indeed, the
map φ : M → N sending every M ∈ M to the projection onto YM(H) is
continuous. Use now Theorems 1.1, 2.1.
Example 4.2. Let B = Alg(M), A = Alg(N ) be nest algebras and φ :M→
N be a nest isomorphism. Since φ is continuous, the space Y = Op(φ) is a
right weak* rigged module over B.
Example 4.3. Let H be an infinite dimensional separable Hilbert space and
Pn be a strictly increasing sequence of projections such that ∨nPn = IH . The
set M = {0H , Pn, n ∈ N, IH} is a nest. Suppose that A = Alg(N ) is another
nest algebra and Y is a weak* closed A − Alg(M) bimodule. Then Y is a
right weak* rigged module over Alg(M). Indeed, the map
φ = Map(Y ) :M→N
is continuous in every Pn and left continuous in IH , by Theorem 1.1. There-
fore φ is continuous.
Example 4.4. Let B be a nest algebra and s be an invertible operator. By
Theorem 2.5, Y = sB is a right weak* rigged module over B.
Example 4.5. Let {en : n ∈ N} be an orthonormal basis of the Hilbert
space H and pn be the projection onto the space generated by the vectors
{e1, e2, ..., en} for all n. Let M be the nest {0H , pn, IH , n ∈ N}, B be the
algebra Alg(M), and x, y be the shift operators given by
y(e1) = 0, y(en) = en−1, ∀n ≥ 2,
x(en) = en+1, ∀n ≥ 1.
Since xmym is the projection onto pm(H)
⊥ which belongs to B and ymxm = IH
for all m, Theorem 2.5 then implies that Y = ymB
w∗
is a right weak* rigged
module over B for all m.
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Example 4.6. Let B be a nest algebra and T be a ternary ring of operators
such that T ∗T ⊂ B. Since spanw*(T T ∗) is a unital algebra by Theorem 2.5
the space spanw*(T B) is a weak* rigged module over B. Modules of this type
are called projective weak* rigged modules and they have special properties
[3].
The next example is an example of a nest algebra bimodule which is not a
weak* rigged module.
Example 4.7. Let M be a continuous nest acting on H,B be the algebra
Alg(M), and Y = B(H,K) where K is another Hilbert space. The space Y is
a nest algebra bimodule over B(K) and B. But it is not a weak* rigged module
over B because M is a continuous nest and the nest {0K , IK} corresponding
to B(K) is totally atomic. (Use Proposition 3.6).
This example is also an example of an A − B bimodule Y where both A
and B are continuous nest algebras and Y is not a weak* rigged module over
B : Choose infinite dimensional Hilbert spaces K and H , and continuous
nest algebras B ⊂ B(K) and A ⊂ B(L). In the same way we can prove that
Y = B(H,K) is not a weak* rigged module over B.
Example 4.8. In Example 4.3, M is a totally atomic nest and Y is a right
weak* rigged module over Alg(M). As we can easily prove, Ml(Y ) is isomor-
phic to a nest algebra Alg(N ) where N is not a continuous nest. Here, we
prove that there is a totally atomic nest M and a right weak* rigged module
Y over B = Alg(M) such that Ml(Y ) ∼= Alg(Nv) where Nv is the nest of
Volterra:
There is a totally atomic nest M (the nest of Cantor) and an isomorphic
nest M2 which is not totally atomic, [5, Example 7.19]. Suppose that ρ :
M→M2 is the above nest isomorphism. Let τ :M2 → Nv be the surjective
continuous nest homomorphism described in Proposition 2.6. If Y = Op(τ◦ρ),
Theorem 2.1 implies that Ml(Y ) ∼= Alg(Nv).
5. Spatially embedding algebras
In this section we investigate a weaker definition than Definition 1.2. The
objects of the theory are the reflexive algebras and more specifically the CSL
algebras. A nest algebra is a special type of a CSL algebra. See [5] or in [17]
for the definition of reflexivity and the notions of CSL, the CSL algebra and
a reflexive algebra.
Definition 5.1. Let A (resp. B ) be a weak* closed algebra acting on H
(resp. K). We say that A is spatially embedded in B if there exist a
B − A bimodule X ⊂ B(H,K) and an A − B bimodule Y ⊂ B(K,H) such
that
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(i) XY ⊂ B,
(ii) A = spanw*(Y X).
Moreover, if B = spanw*(XY ), we call A and B spatially Morita equiv-
alent.
Remark 5.1. Let M and N be nests corresponding to the algebras B and
A and let φ : M → N be a continuous surjective nest homomorphism. It
follows that A is embedded spatially in B (see Theorem 2.2). On the other
hand, if B = Alg(M) is a nest algebra and Y is a right weak* rigged module
over B, there is a normal completely isometric representation Φ of Y and a
nest algebra A = Alg(N ) such that Φ(Y ) is an A − B bimodule and A is
spatially embedded in B (see Theorems 3.2 and 3.3). In this case there exists
a continuous nest homomorphism from M onto N .
Proposition 5.2. Let A,B,X, Y be as in Definition 5.1. Put
Ω2 =M2(B), Ω1 =
(
B X
Y A
)
.
The algebras Ω1 and Ω2 are spatially Morita equivalent.
Proof We define spaces
Yˆ =
(
B B
Y Y
)
, Xˆ =
(
B X
B X
)
.
We can easily check that Yˆ is an Ω1−Ω2 bimodule, Xˆ is an Ω2−Ω1 bimodule,
and
Ω2 = span
w*(XˆYˆ ), Ω1 = span
w*(Yˆ Xˆ). 
Corollary 5.3. Let A,B,X, Y be as in Definition 5.1. If B is a reflexive
algebra, then X, Y , and A are reflexive spaces.
Proof If B is reflexive, M2(B) is reflexive. It follows from [7, remark 4.2]
that the algebra Ω1 defined in Proposition 5.2 is reflexive. Therefore X, Y ,
and A are reflexive. 
In the rest of this section, if Z is a set of operators, then K(Z) denotes its
subset of compact operators, F(Z) denotes its subset of finite rank operators,
and R(Z) denotes its subset of rank one operators.
Theorem 5.4. Let A,B,X, Y be as in Definition 5.1.
(i) If B = K(B)
w∗
, then A = K(A)
w∗
.
(ii) If B = F(B)
w∗
, then A = F(A)
w∗
.
(iii) If B = spanw*(R(B)), then A = spanw*(R(A)).
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Proof Suppose that B = K(B)
w∗
. Since Y is a left B-module,
Y = spanw*(Y B) = spanw*(YK(B)) = K(Y )
w∗
.
Therefore
A = spanw*(Y X) = spanw*(K(Y )X) = K(A)
w∗
.
The proofs of (ii) and (iii) are similar. 
Theorem 5.5. Let A,B,X, Y be as in Definition 5.1. Assume that A is a
unital algebra.
(i) If s ∈ K(A) is a nonzero operator, then B contains a nonzero compact
operator.
(ii) If s ∈ F(A) is a nonzero operator, then B contains a nonzero finite
rank operator.
(iii) If s ∈ R(A), then B contains a rank one operator.
Proof Let s ∈ K(A) be a nonzero operator. There exist x0 ∈ X, y0 ∈ Y
such that x0sy0 6= 0. Indeed, if XsY = 0 then Y XsY X = 0. By assumption,
spanw*(Y X) contains the identity operator. So s = 0. This is a contradiction.
Observe that 0 6= x0sy0 ∈ K(B), so statement (i) holds. The proofs of
statements (ii), (iii) are similar. 
Theorem 5.6. Let L1,L2 be CSLs acting on the Hilbert spaces K,H re-
spectively and A,B be the corresponding CSL algebras. The following are
equivalent:
(i) A is embedded spatially in B.
(ii) There exists a continuous surjective lattice homomorphism φ : L2 →
L1.
Proof
(i)⇒(ii):
Suppose that there exist spaces X and Y satisfying (i) and (ii) of the defini-
tion 5.1. We define the spaces Xˆ, Yˆ and the algebras Ω1,Ω2 as in Proposition
5.2. In the sequel if C is a unital algebra, we denote by Lat(C) the lattice of
invariant projections of C. If σ = Map(Yˆ ), Theorem 4.1 in [7] implies that σ
is a lattice isomorphism from Lat(Ω2) onto Lat(Ω1).
If P ∈ L2 we denote by θ(P ) the projection onto Y P (H), which clearly
belongs to L1. We can easily check that
σ((P ⊕ P )) = P ⊕ θ(P )
for all P ∈ L2. So the map θ : L2 → L1 is a continuous CSL homomorphism.
It remains to show that θ is surjective. If Q ∈ L1, then AQ(K) = Q(K). The
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projection onto the closure of the linear span of the set
{Ω1
(
0 0
0 Q
)(
ξ
η
)
: ξ ∈ H, η ∈ K}
belongs to
Lat(Ω1) = {(P ⊕ θ(P )) : P ∈ L2}.
So it is equal to a projection R = (P0 ⊕ θ(P0)) for P0 ∈ L2.
Observe that R is the projection onto the space generated by the vectors
of the form(
0 xQ
0 aQ
)(
ξ
η
)
: ξ ∈ H, η ∈ K, x ∈ X, a ∈ A.
So θ(P0) is the projection onto AQ(K) which is Q. Therefore θ is surjective.
(ii)⇒ (i):
Let φ : L2 → L1 be a continuous surjective lattice homomorphism. We
define the CSLs
N2 = {P ⊕ P : P ∈ L2}, N1 = {P ⊕ φ(P ) : P ∈ L2}.
The map ρ : N2 → N1 sending every P⊕P to P⊕φ(P ) is a CSL isomorphism.
We define the spaces
Yˆ ={y ∈ B(K ⊕K,K ⊕H) : ρ(L)⊥yL = 0, ∀L ∈ N2},
Xˆ ={x ∈ B(K ⊕H,K ⊕K) : L⊥xρ(L) = 0, ∀L ∈ N2},
Y ={y ∈ B(K,H) : φ(P )⊥yP = 0, ∀P ∈ L2},
X ={x ∈ B(H,K) : P⊥xφ(P ) = 0, ∀P ∈ L2}.
We can easily verify that
Yˆ =
(
B B
Y Y
)
, Xˆ =
(
B X
B X
)
, Alg(N1) =
(
B X
Y A
)
.
By Theorem 4.3 in [7], we conclude that
Alg(N1) = span
w*(Yˆ Xˆ),
therefore A = spanw*(Y X). The proof is complete. 
There is no known lattice condition corresponding to the weak* density of
the compact operators in a CSL algebra. But comparing Theorems 5.4 and
5.6, we have the following corollary:
Corollary 5.7. Let L1,L2 be CSLs and φ : L2 → L1 be a continuous surjec-
tive lattice homomorphism.
(i)If Alg(L2) = K(Alg(L2))
w∗
, then Alg(L1) = K(Alg(L1))
w∗
.
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(ii)If Alg(L2) = F(Alg(L2))
w∗
, then Alg(L1) = F(Alg(L1))
w∗
.
Similarly Theorems 5.5 and 5.6 imply
Corollary 5.8. Let L1,L2 be CSLs and φ : L2 → L1 be a continuous surjec-
tive lattice homomorphism. If s ∈ Alg(L1) is, respetively, a nonzero compact
operator, a nonzero finite rank operator, a rank one operator, then Alg(L2)
contains, respectively, a nonzero compact operator, a nonzero finite rank op-
erator, a rank one operator.
If U is a reflexive and separably acting bimodule over maximal abelian self-
adjoint algebras (masa)s, there exists a smallest weak* closed masa bimodule
Umin whose reflexive hull is U. In the special case U = Umin, we call U syn-
thetic. A CSL L is called synthetic if the algebra Alg(L) is synthetic [5]. We
present the following relevant result:
Theorem 5.9. Let L1 and L2 be separably acting CSLs, corresponding to the
algebras B and A, and suppose φ : L2 → L1 is a continuous surjective lattice
homomorphism. If L2 is synthetic, then L1 is synthetic.
Proof We define the CSLs
N2 = {P ⊕ P : P ∈ L2}, N1 = {P ⊕ φ(P ) : P ∈ L2}.
The map
ρ : N2 → N1, P ⊕ P → P ⊕ φ(P )
is a CSL isomorphism. We have that
(5.1) Alg(N1) =
(
B Y
X A
)
,
where X and Y are defined as in Theorem 5.6. As in the proof of Theorem
4.7 in [7], we can prove that
(5.2) Alg(N1)min =
(
Bmin Ymin
Xmin Amin
)
.
If L2 is synthetic then N2 is synthetic. By Theorem 4.7 in [7], N1 is
synthetic, so by (5.1) and (5.2), A = Amin. 
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