puting Facility and the Computer Center at the University of California, Berkeley.
The numbers given here are generally of the three forms: 2° ± 1, 22" ± 2° 4 1, and 22n+1 ± 2"+1 -f-1, the latter trinomials occurring naturally in 23n =F 1 = (2B =F l)(22n ± 2n 4-1) and the Aurifeuillian factorization 24n+2 4-1 = (22n+1 -2n+I 4-l)(22n+1 4-2n+1 4-1). As is customary, we have not removed those algebraic factors of 2" -1 which would produce a quotient more complicated than a trinomial. (As usual, a prime factor of 2" -1 is called "algebraic" if it divides 2k -1 for some k < n. Otherwise it is called "primitive".) To distinguish the remaining algebraic factors from the primitive factors, we have given the latter in boldface.
The numbers we have investigated were chosen with an eye to their size, since in general nothing but frustration can be expected to come from an attack on a number of 25 or more digits, even with the speeds available in modern computers. In view of this, factorization (15) is somewhat remarkable.
In the eight factorizations (2), (6) , (7), (15) , (25), (36), (37), and (39), the new factors were discovered by expressing the composite cofactors as a difference of squares (by "cofactor" we mean the quotient that remains when the known factors are removed). By this means the cofactors were split into pieces that could be identified as primes by either searching for factors up to their square roots, or by testing them for primality. (This method was also used to produce the auxiliary factorizations in (29) and (33).) A brief discussion of the difference of squares method will be given in Section 2.
In the remaining factorizations the completeness was shown by testing their cofactors for primality. The primality tests which were used will be discussed in Section 3.
The paper concludes with a collection of results, which include among others the current status of the numbers (10p -l)/9, p prime, of the "original" Mersenne numbers, and of the complete factorizations of 2" ± 1.
2. Factorization by a Difference of Squares, (a) The problem of finding factors of a number N = 2k -\-1 is solved if we can express N as x2 -y2 in a nontrivial way (by trivial we mean 2k + I = (k + 1) -k ). The seven factorizations in (2), (6), (7), (15) , (29), (37), and (39) were obtained in this way by means of a computer program written by the first author.
This program is based on the familiar exclusion method of Gauss (see Uspensky and Heaslet [20] , Kraitchik [6] ) in which the Diophantine equation
is effectively replaced by the combinatorial problem of solving the set of simultaneous congruences y = x2 -N (modF) with various "exclusion" moduli E. The requirement that x2 -N be a quadratic residue for each E places a strong restriction on the values of x. In fact, since each congruence is solvable for only about half of the E values of x for each E, only one x value in 2s will generally survive the exclusion when s moduli are used.
By experiment it has been found for the IBM 7090 that 21 or 22 moduli are sufficient to sieve out all but a small number of x values, each of which must then be tried in (A). The speed of the sieving program is approximately 150,000 values per second, which is achieved by using 10 or 11 double moduli (such as E = 17-83) and by operating only at the word level. The method itself is most successful when N can be split into two factors that are close together, as in the auxiliary factorization in (29), where the factors 1061802263 and 1071160627 were discovered in less than a second ! The three factorizations in (25), (33), and (36) were obtained on the new delay-line sieve of D. H. Lehmer at the University of California, Berkeley. This electronic sieve, which became operative on December 1, 1965 , is the most recent in a series of remarkable sieving machines that have been built by Professor Lehmer and his associates over the last 40 years (see Lehmer [7] , [8] , [9] , and D. N. Lehmer [16] ). The speed of the sieve is 10 values per second, a factor of 7 over the speed of the sieving program on the 7090.
(b) When N has a special form, it is often possible to develop modular restrictions on x or y which limit them to a single residue class. These restrictions, when they are introduced as a change of variable, considerably reduce the magnitude of the problem when the sieving is carried out on the new variable. For instance, if N = 2 (mod 3), then the congruence 2 = x2 -y (mod 3) implies that 3 | x; for if x = ±1 (mod 3), then y = 2 (mod 3), which is impossible. Similarly, iî N = 1 (mod 3), then 3 | y.
In the present case where N is a primitive factor of 2" -1 (that is, N is a product of primitive prime factors), we can show that x belongs to a certain arithmetic sequence with a rather large difference. This follows from the known fact that all the factors of N are =1 (mod n). If N = (x -y)(x + y), we can put x -y = tn 4-1 and x + y = un + 1, which imply We observe in (D) that the modulus can be increased by a factor of 2 if (N -l)/n is odd. (This condition often holds, as in the factorizations (2), (7), (15), and (39).) If we rewrite (B) as (N -l)/n = tun -f-t + u, then since n is even, t -\-u is odd. Hence, tu is even, say 2m, and (C) becomes N = 2mn + 2x -1. Thus, x = f (A7" + 1) (mod n).
3. Primality Testing, (a) The main theorem we have used for primality testing is due to Lehmer [11] : Theorem 1. If there exists ana such that aN_1 = 1 (mod V), but alN~1Vq ^ 1 (mod N) for every prime divisor q of N -1, then N is prime.
Since this theorem requires a knowledge of the complete factorization of iV -1, as well as a successful choice of the base a for which all the hypotheses hold, a certain amount of auxiliary calculation is necessary before the primality test can be completed ( see Robinson [17] ).
Accompanying the factorizations below, in which Theorem 1 was used, are the complete factorization of N -1 and a primitive root a of N, to assist anyone who wishes to repeat our testing.
It is clear in some cases that the factorization of N -1 is materially assisted by the form of N (see Lehmer [11] ) as in (12), where N = (2104 4-l)/257 and N -1 = 28(296 -l)/257, which readily factors.
In many of the calculations, such as (17), the theorem had to be applied several times to the cofactors at various "levels" before a final decision could be made concerning the primality of the original cofactor (see Brillhart [1] ). In such cases the base used at each level is given in addition to the relevant factorization of one less than the cofactor under consideration.
It will be noted that the size of the bases used in testing (31) implies it was difficult to find a small primitive root for which the hypotheses of the theorem were all satisfied. It is of interest, then, to observe that the condition that the hypotheses hold for the same base can be relaxed to allow a change of base, if needed, for each prime factor of N -1. In fact, we now have the following theorem of the second author: if an a can be found for which a"-1 = 1 (mod N), but a(A"1)/9 fá 1 (mod N) for a particular q, then that q has been settled once and for all, regardless of what bases are used for the other q's.
To illustrate Theorem 2 we note that the primality of the cofactor in (12) can be decided with a = 3 for q = 3, 5, 13, 17, 97, 193, 241, 673, 65537, and 22253377; with a = 7 for q = 7; and with a = 11 for q = 2. However, in the list below we have taken the trouble to find a primitive root, rather than apply Theorem 2.
It should be pointed out that there is another theorem of Lehmer (p. 331 of [11]), which is generally superior to Theorem 2 in that it allows a change of base and requires that N -1 be factored only up to the point where its factored part exceeds its unfactored part. Since no advantage was gained from this theorem in the present investigation, where either the full factorization of N -1 was known, or not enough was known to apply this theorem, we have not used it here (see The advantage of this test, of course, is that it employs the factorization of ¿V 4-1, rather than N -1, so that in case the complete factorization of N -1 is not obtainable (or even the factorization to the square root oî N -1), we may still be able to factor N 4-1. In those cases mentioned above where the factorization of N 4-1 was used, we have given the value of Q at each level.
4. Miscellaneous Results. We begin this collection of results by pointing out that the factorizations (l)-(4), (7), (11), (14), (15) , (17), (20) , and (29) supplement the earlier paper of Brillhart [2] and complete the table there through p < 100. In this listing we have made no attempt to credit the previously known factors to their original discoverers; however, we would like to mention that the 7-digit factors in (34) and (39) are due to R. M. Merson, and were transmitted to us by K. R. Isemonger. Many of the factors, of course, can be found in Cunningham [3] .
We have verified the following two complete factorizations due respectively to D. H. Lehmer (1957, unpublished We have also examined the classical Mersenne numbers Mp = 2P -1, p primê 257, whose cofactors were of unknown character. The results of this investigation are given in Table 1 below. This table should be self-explanatory, except perhaps for the term "pseudoprime", which is used in the literature in several different ways.
In our usage, the term refers to an integer N > 2 which satisfies the congruence aN~l = l (mod N) for some base a, I < a < N -1. This definition is in contrast to several others in which a "pseudoprime" is taken to be some composite solution of this congruence (see Shanks [19] ).
We have found in practice that a number iV" with no particular form will generally turn out to be a prime if it is a pseudoprime for even a single base. This is due, no doubt, to the relative scarcity of composite pseudoprimes. A further indication of this scarcity is found in the fact that we have never encountered a composite pseudoprime in testing hundreds of numbers, even though infinitely many of them are known to exist (see Lehmer [14] , Robinson [17] ).
On the other hand, there are infinitely many numbers N with a special form, which we know are pseudoprimes for a particular base, but which we still cannot conclude are likely to be prime for this reason. A pertinent example of this is: a = 2 and N a primitive factor of 2" -1, in which case we know that N = kn + 1, and hence that 2N_1 = ST* = 1 (mod N). Thus, the term "pseudoprime" as used in Table 1 should be understood to refer to the base 3.
We conclude these results with a list of all the cases of complete factorizations of 2" ± 1 that we have seen (Table 2 ). This brings up to date similar lists in Lehmer [15] and Robinson [18] . The more recent factorizations will be found in 2" 4-1: n = 0-102, 104-118, 120, 122, 123, 126, 129, 130, 132, 134, 135, 138, 141, 142, 144, 146-148, 150, 154, 158, 162, 165, 166, 170, 174, 178, 182, 186, 190, 194, 195, 198, 201, 206, 210, 214, 222, 226, 230, 234, 246, 250, 270 . 5. Acknowledgments. We would like to express our gratitude to K. R. Isemonger for his assistance in the present work. We would also like to state our indebtedness to the Department of Mathematics at UCLA for sponsoring this investigation. 
