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We present results on disordered amorphous films which are expected to undergo a field-tuned
Superconductor-Insulator Transition. The addition of a parallel ground plane in proximity to the
film changes the character of the transition. Although the screening effects expected from “dirty-
boson” theories are not evident, there is evidence that the ground plane couples a certain type of
dissipation into the system, causing a dissipation-induced phase transition. The dissipation due to
the phase transition couples similarly into quantum phase transition systems such as superconductor-
insulator transitions and Josephson junction arrays.
PACS numbers: 74.20.-z, 74.76.-W, 73.40.Hm
Although quantum phase transitions (QPTs) have at-
tracted much attention in recent years, there are still dis-
crepancies between theoretical expectations and experi-
mental results. QPTs occur at zero temperature, where
quantum fluctuations are relevant and the system’s dy-
namics and thermodynamics are intertwined. A contin-
uous transition occurs as one parameter in the Hamilto-
nian of the quantum system is varied; then, quantum crit-
ical phenomena are expected to give rise to interesting,
universal physics [1]. Of particular interest is the two-
dimensional field-tuned superconductor-insulator transi-
tion (SIT), where effects of Coulomb repulsion, disorder
and dissipation are all expected to affect the QPT [2].
While this transition was long thought to be a paradigm
of the “dirty bosons” theory, recent experiments demon-
strating a low-temperature metallic state intervening in
the SIT and a coupling of the system to dissipation have
cast doubt on this model [3,4]. Similar results on other
QPT systems – especially those expected to be in the
same universality class, such as the quantum Hall liquid
to insulator transition – have suggested that the com-
mon simple one-parameter scaling analysis of QPTs, and
concurrent neglect of dissipation, is no longer sufficient
[5]. A better understanding of the role of dissipation is
needed, and can be achieved if dissipation can be changed
in a controlled way.
In this Letter, we present results on the effects of ca-
pacitively coupling a ground plane to an SIT system.
Resistance and magnetoresistance measurements taken
on thin films of Mo43Ge57 insulated by ∼ 160A˙ from a
thick gold film manifest two main results: 1)there is no
observed change in physics due to increased screening,
and 2) there is evidence of a dissipation-induced quantum
phase transition. The first of these results contradicts ex-
pected theories of the SIT, and is consistent with what
would be expected in a system where intrinsic dissipa-
tion already exists. The second result demonstrates the
extent to which dissipation can couple in to the system.
here we demonstrate the fundamental difference between
coupling to dissipation that involves charge exchange and
pure capacitive coupling. Similar results have been found
in Josephson junction arrays, which also undergo dissi-
pative phase transitions [6]. A strong parallel can thus
be made between thin films and arrays.
The samples used in this study are 30A˚ and 40A˚ films
of Mo43Ge57, grown by magnetron sputtering on SiN sub-
strates, with a Ge buffer layer and cap. The 30A˙ and
40A˙ films have sheet resistances at 4.2K of RN ∼1500
Ω/✷ and RN ∼800 Ω/✷, respectively; Tc’s of 0.5K and
1K; HC2’s of 1.4T and 1.9T. Previous studies have de-
termined the films to be amorphous and homogeneous
on all relevant length scales [7]. The “ground plane”
samples consisted of MoGe films patterned into 4-probe
structures, with the area between voltage taps covered
with an insulating layer (40A˚ Ge, 80A˚ AlOx, 40A˚ Ge),
then topped with a conducting ground plane (20A˚ Ti,
400A˚ Au). In order to directly compare samples with
and without a ground plane, each MoGe film contained
three patterns: one bare sample (RN = 1.55kΩ), one
sample with an insulating layer (RN = 1.5kΩ), and one
sample with an insulating layer covered by a metallic film
(RN = 1.49kΩ). In this way, we were able to determine
that the Ge/AlOx insulating layer did not affect the be-
havior of the film, and that any changes we saw were
only due to the gold ground plane. Also, measurements
of the ground plane and bare sample were normalized
to account for the slight differences in RN at 4K (due
to imprecision in patterning). The films were measured
in a dilution refrigerator using standard low-frequency
(fAC = 27.5Hz) lock-in techniques with an applied bias
of 1nA (well within the Ohmic regime).
Although, as mentioned previously, the dirty bosons
model is not adequate to fully account for our results,
it is still useful to use this model and its scaling expec-
tations [8] as a guideline for data analysis. This model
predicts a field-tuned, zero-temperature SIT, caused by
competition between quantum fluctuations of the phase
of the order parameter and long-range Coulomb repul-
sion. A true superconducting state is expected to exist
at T=0, when vortices are localized into a vortex-glass
phase and Cooper pairs are delocalized; above a criti-
cal field, vortices delocalize while Cooper pairs localize
into an insulating Bose-glass phase. This SIT is pre-
dicted to be continuous, with a correlation length that
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diverges as H approaches Hc as ξ = ξ0[(H −Hc)/Hc]
−ν
with ξ0 ∼ ξGL, the Ginzburg-Landau correlation length,
and ν ≥ 1. The characteristic frequency, Ω, of quantum
fluctuations should vanish near the transition as Ω ∼ ξ−z.
However, at finite temperatures, thermal energy cuts off
this frequency scale, leading to a temperature-dependent
crossover length LT ∼ 1/T
1/z. The dynamical expo-
nent, z, thus determines the energy relaxation of the
system, and is expected to have the value z = 1 in 2D
systems with long-range 1/r Coulomb interactions, and
z = d (where d is the dimension) in systems with neu-
tral or screened bosons [9,10]. Values of ν and z can
be extracted from expected scaling forms of the resis-
tance with temperature, R ∼ FT ([H −Hc]/T
1/zν), and
of the dynamical resistance with electric field, δV/δI ∼
FE([H − Hc]/E
1/(z+1)ν). Previous measurements of ν
and z for thin films have consistently found that ν ∼ 4/3
and z ∼ 1 [11,12]. The value of ν=4/3 is consistent with
that expected from classical percolation and thus adds
credence to other indications that the SIT is a percolative
transition [13]. The value of z=1 corresponds to what is
expected from theory for a system of charged bosons.
However, recent experiments showing that the expected
SIT is likely only a crossover to an unusual metallic state
have cast doubt on the dirty-bosons theory, as well as
on some of its assumptions regarding the critical expo-
nents [4,5,14]. For example, it remained unclear whether
a system already coupled to a bath of fermions could
have Coulomb interactions screened in such a way that
the dynamical exponent could change from z=1 to z=2.
The relationship between screening and dissipation was
unknown, as were the ways in which the sample coupled
to dissipation. These questions could be better answered
by studying the effect of a ground plane on SIT systems.
FIG. 1. Temperature independent “crossing point” for bare
and ground plane samples, at T=50,100,150, and 200mK. In-
set shows H=0 transition for the bare sample (solid line) and
the ground plane sample (dashed line). Top right shows the
experimental configuration: (a) MoGe sample, (b) Insulat-
ing-oxide layer, (c) Gold ground plane.
Fig. 1 shows the effect of a ground plane on the 30A˚
film near the critical regions. Although there is some
difference between the ground plane and bare samples,
measurements of Tc0, Rc, and Hc show that this differ-
ence is slight. As can be seen in the inset of Fig. 1, Tc0
of the ground plane sample is increased by ∼ 12mK, or
∼ 2.5%. Hc and Rc, evident in Fig. 1 at the tempera-
ture independent “crossing point” expected from theory,
have similar values with and without the ground plane
(1.24T, 1495Ω/✷ and 1.22T, 1480Ω/✷, respectively). Al-
though the difference in values near the critical region is
consistent with increased screening, it the differences are
small. In particular, neither the universal (e.g. critical
exponents) nor the non-universal (e.g. Rc and Hc) prop-
erties seem to change with the proximity of a ground
plane.
FIG. 2. Scaling curves for T=30,50,75,100,150,200mK. Up-
per graph shows fit for zν=4/3, lower graph shows fit for
zν=8/3.
Fig. 2 shows the scaling curves (resistance versus the
scaling parameter, [H −Hc]/T
1/zν) for the ground plane
sample for values of z = 1 and z = 2 (with ν = 4/3).
As is evident from the figure, the curves scale for z = 1
much better than they do for z = 2. The slight devia-
tions that are evident in the “z = 1” case appear at the
lowest temperatures, indicating the previously-observed
disruption of scaling at low temperatures [4]. To confirm
the best value of z, we developed a computer program to
independently fit the scaling curves, using crossing point,
zν, and data range as independent parameters; from this,
we determined a best fit for zν = 1.25. This is consis-
tent with data on dozens of films with different thickness,
with or without ground planes, which show that zν has
a value between 1.25 and 1.35. While in plane screening
exists at all length scales, out of plane screening affects
the transition only at length scales below the correlation
length; hence, a close ground plane is expected to change
the universality class (i.e. z = 1 changes into z = 2). To
observe this effect, the ground plane should be closer to
the SIT system than ∼ ξ0. Since ξ0 ∼ ξGL ∼ 250A˚, our
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ground plane distance of 160A˚ should have been sufficient
to see screening in a wide range around the critical field.
It is possible that we do not observe changes in physics
due to screening because there are already dissipation-
causing free fermions in the sample; then, the addition
of a nearby plane of fermions would not cause further
screening. In this case the value of the critical exponent,
z, would be independent of screening effects. It is also
possible that the mechanism of dissipation (dissipative
quantum tunnelling, for example) cuts off the correla-
tion length at short length scales. In this case, Coulomb
interactions could only be screened at a very short dis-
tance, d, where d≪ ξ.
Although the ground plane does not seem to affect the
film near the critical region of the SIT, it does have a
dramatic effect on the behavior of the system at low tem-
peratures. The main panel of Fig. 3 – data from a 30A˙
film with a ground plane 160A˙ – shows that samples with
a ground plane have lower resistances at low fields and
higher resistances at high fields than samples without a
ground plane. The inset is a magnification of the tran-
sition region. 40 A˚ thick samples with a ground plane
250 A˚ away from the sample show similar behavior. It
was previously found that bare samples exhibit a metallic
phase at low temperatures, with a levelling of resistance
evident as T→0 [4]. The addition of a ground plane seems
to inhibit resistance levelling, or to prevent the system
from entering the metallic phase.
FIG. 3. Resistance versus temperature curves for bare
(solid line) and ground plane (dashed line) samples. Main
figure shows 30A˙ sample at H=0.6,0.8,1.0,1.1,1.18,1.25, and
1.5 Tesla. Inset shows the vicinity of the SIT.
The effect shown in Fig. 3 is strongest below Hc, where
the proximity of a ground plane clearly promotes super-
conductivity. The lower resistance of the ground plane
sample at low temperatures is too large to be accounted
for by the same effects that caused Tc to change, or by
the slight difference inHc and Rc. Rather, the promotion
of superconductivity can be explained by assuming that
the capacitive coupling of the ground plane causes the
suppression of the quantum fluctuations that drive the
SIT and destroy superconductivity. A plausible model
involves dissipative coupling [15]. In this case the cou-
pling strength, α, is assumed to fit a Caldeira-Leggett
model of a dissipative quantum mechanical environment,
where α ∼ Rq/R and Rq = h/4e
2 [16]. It has been
proposed that a capacitively coupled ground plane adds
Ohmic dissipation to the system within a fluctuation
frequency range determined by the capacitance of the
ground plane and the capacitance of the sample [17]. Al-
ternatively, the added capacitance could couple to the in-
ertial term of the phase fluctuations, adding to its “mass”
[18], which would reduce the amplitude of the zero-point
fluctuations. In either case, quantum fluctuations are
suppressed and the system is pushed towards the super-
conducting state, restoring phase order.
A similar promotion of superconductivity due to a cou-
pling to dissipation was recently observed in arrays of
Josephson junctions. Josephson junctions are expected
to undergo an SIT as a function of the ratio of the Joseph-
son energy to the charging energy. A dissipation-induced
phase transition (DPT) was seen both when the shunt
resistance of junctions were explicitly changed [22] and
when the resistance of a capacitively coupled plane was
varied [6]. The observation of similar DPTs in both thin
films and Josephson junction arrays demonstrates that
dissipation enters into the two systems in a similar way.
The analogy between the two systems can help identify
the origin of the intervening metallic phase found in SIT
systems [4]. Because pure capacitive coupling tends to
pin a superconducting phase [19,15], we conclude that
particle exchange with the heat bath plays a key role in
the physics of the metallic phase. With the suppression
of quantum fluctuations, the motion of the excitations
responding to the external field is diffusive and classical,
with characteristics inherited from the heat bath (which
for the thin films is the background residual fermions,
and for arrays the shunts in an RSJ system). A combined
system of shunt and capacitive coupling therefore demon-
strates the competition between the tendency to pin the
superconducting phase and the tendency to produce a
metallic phase at low temperatures. This conclusion is
also backed by a recent theoretical analysis of a model
system of strongly fluctuating superconducting grains
embedded in a metallic background, recently proposed
by Feigelman and Larkin [20] and by Spivak et al. [21].
In their model, for weak enough inter-grain coupling, a
low temperature superconducting state is destroyed by
quantum fluctuations, yielding a metallic phase.
Our results on the “insulating side” of the transition
differ from those on arrays in that our ground plane also
seems to promote the insulating state. As can be seen in
Fig. 3, the ground plane sample has a higher resistance
than the bare sample at low temperatures, for H > Hc.
The effect is weaker than in the superconducting state,
and more difficult to analyze because of the weakness of
the insulator, and the proximity of Hc to Hc2. However,
the effect may point to a restoration of the weakly lo-
calized state in the presence of strong enough capacitive
coupling.
The fact that the ground plane promotes both the su-
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perconducting and insulating states, preventing a lev-
elling of resistance, suggests that the presence of the
ground plane works against the tendency to create a
metallic state, strengthening the influence of the zero-
temperature quantum critical SIT point to much lower
temperatures. In Fig. 4 we have marked where the
ground plane and bare sample resistances begin to di-
verge. Since this divergence is strongest away from the
apparent SIT quantum critical point (at Hc), and non-
existent atHc, this set of points tracks the region of influ-
ence of the quantum critical point. It is possible that the
ground plane manifests a transition between two distinct
metallic states in the bare sample (one in the insulating
and the other in the superconducting regime). To ver-
ify this observation a stronger insulator will be needed.
However, it is likely that the higher field flattening is a
direct consequence of the sample being only weakly lo-
calized, and the true high-field phase is an insulator.
FIG. 4. Location of the points at which the ground-plane
transitions diverge from the bare-sample transitions for the
30A˙ sample. Inset shows the vicinity of the SIT.
In conclusion, we have presented results demonstrating
that a ground plane capacitively coupled to a SIT sys-
tem which has inherent dissipation couples to the system
in a way that damps phase fluctuations and promotes
a pure SIT. This implies that the inherent dissipation
comes from particle exchange with the heat bath, which
is composed of residual fermions in the film, or of shunts
in an RSJ system. Phase fluctuations can be damped in
both the superconducting and insulating states, leading
to a promotion of either state.
We thank David Ephron whose thesis work moti-
vated parts of this study. We thank Steve Kivelson,
Mac Beasley and Seb Doniach for many useful discus-
sions. Work supported by NSF/DMR. NM thanks Lu-
cent CRFP Fellowship program for support. Samples
prepared at Stanford’s Center for Materials Research.
[1] For a review see, e.g., S.L. Sondhi, S.M. Girvin,, J.P.
Carini, and D. Shahar, Rev. Mod. Phys. 69, 315 (1997).
[2] For a review see, e.g., A. Goldman and N. Markovic,
Physics Today 51, 39 (1998).
[3] D. Ephron, A. Yazdani, A. Kapitulnik, and M.R. Beasley,
Phys. Rev. Lett. 76, 1529 (1996).
[4] N. Mason and A. Kapitulnik, Phys. Rev. Lett. 82, 5341
(1999).
[5] A. Kapitulnik, N. Mason, S.A. Kivelson, and S.
Chakravarty, Phys. Rev. B 63, 125322 (2001).
[6] A.J. Rimberg, T.R. Ho, C. Kurdak, J. Clarke, K.L.
Chapman, and A.C. Gossard, Phys. Rev. Lett. 78, 2632
(1997).
[7] J.M. Graybeal and M.R. Beasley, Phys. Rev. B 29, 4167
(1984); J.B. Kortright and A. Bienenstock, Phys. Rev. B
37, 2979 (1988).
[8] M.P.A. Fisher, Phys. Rev. Lett. 65, 923 (1990).
[9] D.S. Fisher and M.P.A. Fisher, Phys. Rev. Lett. 61, 1847
(1988).
[10] M.P.A. Fisher, G. Grinstein, and S.M. Girvin, Phys. Rev.
Lett. 64, 587 (1990).
[11] A. Yazdani and A. Kapitulnik, Phys. Rev. Lett. 74, 3037
(1995).
[12] A.F. Hebard and M.A. Paalanen, Phys. Rev. Lett 65,
927 (1990).
[13] E. Shimshoni, A. Auerbach and A. Kapitulnik, Phys.
Rev. Lett. 80, 3352 (1998).
[14] N. Mason and A. Kapitulnik, Phys. Rev. B 64, 60504
(2001).
[15] S. Chakravarty, G. Ingold, S. Kivelson, A. Luther, Phys.
Rev. Lett., 56, 2303 (1986); S. Chakravarty, G. Ingold,
S. Kivelson, G. Zimanyi, Phys. Rev. B 37, 3283 (1988).
[16] A.O. Caldeira and A.J. Leggett, Ann. Phys. (N.Y.)149,
374 (1983).
[17] K. Wagengblast, A. Otterlo, G. Schon, and G. Zimanyi,
Phys. Rev. Lett. 79, 2730 (1997).
[18] S. Doniach, private communication; see also D. Das and
S. Doniach, Phys. Rev. B 64, 134511 (2001).
[19] A. Schmid, Phys. Rev. Lett. 51 1506 (1983).
[20] M. V. Feigelman and A. I. Larkin, Chemical Physics 235,
107 (1998); cond-mat/9908075.
[21] B. Spivak, A. Zyuzin, M. Hruska, cond-mat/0004058.
[22] Y. Takahide, R. Yagi, A. Kanda, Y. Ootuka, and S.
Kobayashi, Phys. Rev. Lett. 85, 1974 (2000).
4
