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概要
人間とコンピュータのインタラクションのあり方は長年研究され，Human-Computer
Interaction(HCI) と呼ばれる一分野として体系的にまとめられる．人とコンピュータのイン
タラクションの単純なモデルとして入出力という概念が用いられ，情報のやりとりは入出力
装置を経由して行う．代表的な研究成果であるディスプレイ，マウス，GUIといった発明は，
現在に至るまで広く活用されている．当初は単純な機構であった入出力機器は，深度センサ，
ウェアラブルデバイス，3次元表示ディスプレイなど，様々な目的と仕組みの機器が登場して
いる．また，精度向上やコスト削減のため，同じ目的でありながら異なる物理量を計測する機
器も登場している．一方，コンピュータの世界はインターネット上に構築された情報空間に閉
じず，物理世界の影響を考慮した Cyber-Physical System(CPS) として研究が進められてき
た．組み込み機器の制御により，センサが物理量を計測し，アクチュエータが物理空間に影響
を及ぼすという，人間が直接的には介在しないフィードバックループを形成する．
このように発展したコンピュータの世界において，物理空間における影響は無視できない．
そこで，人間とコンピュータと物理のインタラクションを統合的に取り扱うために，Cyber-
Physical-Human Interaction(CPHI)という新たな概念を提唱する．本論文では，CPHIのパ
ターンとしてCyberization from Human (人間からのサイバー化)，Realization to Human (人
間への意識化)，Human-Physical Merging(人間と物理の情報融合)，Physical Augmentation
(物理的拡張)の 4項目を提案する．CPHIについて考察するため，SleepTyping，PICALA，
Augmented Typing，BluMoon，AOBAKOという 5つの研究を行い，CPHIにおける位置
づけを確認した．
本論文では，CPHI の概念をまとめ，物理現象を模倣するシミュレーションおよびエミュ
レーションを利用することでテストプラットフォームを構築することを提案した．物理現象の
模倣部をモジュラブルで入れ替え可能な設計としたため，模倣する物理モデルをより高精細な
ものに置き換えることによって要件に合わせた物理空間の模倣が可能である．物理モデルを可
換にする設計は，CPHI開発支援プラットフォームの設計の普遍的な考え方として役立つと考
える．
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1第 1章
序論
1.1 Human-Computer Interaction
1.1.1 ユーザインタフェース
現在，コンピュータは日常生活に欠かすことの出来ない存在である．今日我々が使用するコ
ンピュータは，無数の進化の上に成り立っている．コンピュータは，演算装置，制御装置，記
憶装置，入力装置，出力装置によって構成され，これらはコンピュータの五大要素と呼ばれる．
これは John von Neumann の報告書"First Draft of a Report on the EDVAC"[1] に起源を
持つ．コンピュータの発展の歴史とともに，人間とコンピュータのインタラクションのあり方
は長年研究され，Human-Computer Interaction(HCI)と呼ばれる一分野として体系的にまと
められる．人とコンピュータのインタラクションの単純なモデルとして入出力という概念が用
いられ，情報のやりとりは入出力装置を経由して行う．
入力装置と出力装置は，ユーザインタフェースとして進化してきた．現在我々が日常的
に使っているグラフィカルユーザインタフェース (Graphical User Interface:GUI) は，Ivan
Sutherland が提唱した Sketchpad[2](図 1.1) を起源に持つ．その後，Douglas Engelbart ら
が開発した oN-Line System(NLS)[3][4](図 1.2)では，ディスプレイやマウスなど現在普及し
ている入出力インタフェースを備える．Alan Kayが提唱した Dynabook[5](図 1.3)は，タッ
チパネルインタフェースを備えたパーソナルコンピュータのコンセプトを掲げた．
これらは後に商用製品にも影響を与える．GUIはMac OS[6]やWindows[7]，X Window
System[8]などによって次々と実装され，コンピュータインタフェースのスタンダードとなっ
た．また，コンピュータの入力装置としてはキーボードとマウスの組み合わせが最も一般
的なものになった．iPhone[9](図 1.4) と iPad[10] の発売によって，2010 年代にはタッチパ
ネルインタフェースも十分に普及している．その他にも，深度センサを用いた入力装置で
ある Kinect[11][12](図 1.5) や，コンシューマゲーム用ヘッドマウントディスプレイ (Head
Mounted Display:HMD)の PlayStation VR[13](図 1.6)など，様々な装置がコンピュータへ
の入出力に使われている．
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Figure 1.2: TX-2 OPERATING AREA— SKETCHPAD IN USE. On the display
can be seen part of a bridge similar to that of Figure 9.6. The Author is holding
the Light pen. The push buttons used to control specific drawing functions are
on the box in front of the Author. Part of the bank of toggle switches can be
seen behind the Author. The size and position of the part of the total picture
seen on the display is obtained through the four black knobs just above the
table. (Originally on page 11.)
図 1.1. Sketchp d．画像は文献 [2]より
引用．
図 1.2. oN-Line Systems．画像は文献
[4]より引用．
図 1.3. Dynabook のコンセプト図．画
像は文献 [14]より引用．
図 1.4. iPhone．画像はWebサイト [9]
より引用．
図 1.5. Kinect．画像は文献 [12]より引
用．
図 1.6. Playstation VR．画像は Web
サイト [13]より引用．
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1.1.2 感覚
人間には，周囲の状況を知覚する能力が備わる．特に視覚，聴覚，触覚，味覚，嗅覚は五感
とよばれる．五感は紀元前の Aristotelesによる分類を起源とする [15]が，人間の感覚はこれ
らに限らない．例えば，皮膚感覚には触覚以外にも痛覚や温度覚もある．これらの感覚は，感
覚器から神経を通じて脳に送られることで認識する．例えば，眼球の網膜に投影された像は，
視神経を通じて脳の後頭葉の視覚野へと送られる．
感覚によって得た情報は脳で処理されるが，これは必ずしも実際の物理量とは一致しない．
有名な例は錯視である．また，人間が刺激を知覚する量 (感覚量)は，実際の刺激量の対数に
比例する [16]．つまり，S を刺激量，P を感覚量とした時，
P = k logS (1.1)
で表される．ここで，k は定数である．これはWeber-Fechnerの法則と呼ばれる，精神物理
学の基本法則である．
人間は，感覚を単なる信号として扱うことにとどまらず，その存在や意味を獲得することが
できる．James Jerome Gibsonは，人間とモノの間にある関係性をアフォーダンスという概
念によって提唱した [17]．このアフォーダンスという単語は，後に，Donald Arthur Norman
によって，形状などの物理的性質によってモノの操作方法や特徴を示すことという意味が付与
された [18]．今日では，この意味の方がよく知られている．
1.2 Cyber Physical System
Cyber Physical System (CPS) は，物理空間とサイバー空間を統合的に取り扱う概念 [19]
で，米国の報告書 President’s Council of Advisors on Science and Technology (PCAST)[20]
によってはじめて提唱された [21]．CPS の技術要素は多岐にわたる．その中でもとりわけ重
要とされるものに，組込みシステム，リアルタイムシステム，分散システム，フィードバック
制御，無線ネットワークなどが挙げられる．CPS は文脈によって様々に解釈され，Internet
of Things (IoT) や Machine-to-Machine (M2M) という概念と対比されたり同一視されたり
することもあるが，CPSでは機器のみではなく物理空間自体にも焦点を当てていることが大
きな特徴である．
1.3 Cyber-Physical-Human Interaction
発展したコンピュータの世界において，物理空間における影響は無視できない．そこで，本
論文では，人間とコンピュータと物理のインタラクションを統合的に取り扱うための新しい概
念として Cyber-Physical-Human Interaction(CPHI)を提唱する．本論文で CPHIの概念を
まとめ，人間とコンピュータのインタラクションにおける物理空間の影響を考慮することによ
り，目的のインタラクションに対するセンサやアクチュエータの物理要件を定めたり，衝突，
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第２章
Cyber-Physical-Human Interaction
第１章
序論
第 I 部
Cyber-Physical-Human Interactionのインタフェース
第３章
人間の行動取得と解像度: SleepTyping
第４章
人間の感情の情報化と可視化による周囲への伝達: 
PICALA
第５章
物理空間への重畳演出による人間の感情への干渉: 
Augmented Typing
第 II 部
Cyber-Physical-Human Interactionのシステム開発
第６章
無線通信の仮想化: BluMoon
第７章
エミュレーションとその物理化による
テストプラットフォーム: AOBAKO
第８章
結論
図 1.7. 本論文の構成．
干渉，遮蔽といった物理的な問題をインタラクションの設計段階で発見したりすることができ
るようになる．
1.4 本論文の構成
本論文は，図 1.7に示すとおりの構成で記述する．第 2章では，本論文で提唱する CPHIの
詳細と関連研究を記述する．その後，研究事例を 2 部構成で記述する．第 I 部は CPHI のイ
ンタフェースに関する研究について記述する．第 3 章では，市販のシリコンキーボードを用
いた睡眠時姿勢センサ SleepTypingの事例を記述する．第 4章では，プレゼンテーションに
おいて聴講者のリアクションをリアルタイムに可視化するシステム PICALAの事例を記述す
る．第 5章では，キーボードのタイピング体験を光と音の効果によって拡張する Augmented
Typing の事例を記述する．第 II 部は Cyber-Physical-Human Interaction のシステム開発
に関する研究について記述する．第 6章では，ソフトウェアテストのための Bluetooth Low
Energy (BLE) エミュレータ BluMoonについて記述する．第 7章では，BLEを用いたアプ
リケーションのためのテストプラットフォーム AOBAKO について記述する．最後に，第 8
章では，これらの研究と本研究で提案する CPHI との関係性をまとめ，本研究の結論を記述
する．
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2.1 関連する概念
2.1.1 Cybernetics
機械や生物などの対象分野にかかわらず制御工学と通信工学の問題が統一的に扱いうるとい
う着想のもと，制御と通信の理論の全領域を示す学術分野がサイバネティックス (cybernetics)
と名付けられた．これは舵手を意味するギリシャ語から取られた．デジタルやコンピュータを
指す接頭語 cyberの語源にもなる．サイバネティックスに関わるあらゆる分野の研究者，例え
ば計算機科学者や物理学者，応用数学者，神経生理学など様々な分野の研究者を集めて議論さ
れ，この会議はサイバネティックス会議と呼ばれた．サイバネティックスに関する議論と知見
は Norbert Wiener によって"Cybernetics: or Control and Communication in the Animal
and the Machine"[22]としてまとめられた．
2.1.2 Ubiquitous Computing
Mark Weiserは，1991年に"The Computer for the 21st Century"[23]を発表した．この文
章では，生活のあらゆる場面にコンピュータが埋め込まれる 21世紀のコンピューティングの
姿が描かれ，タッチパネル式の情報端末，ウェアラブル型デバイスによる機器の自動操作，機
器同士の無線通信などの技術が予想された．このコンセプトは，「遍在する」という意味の単
語"ubiquitous"を用いてユビキタスコンピューティング (ubiquitous computing) と名付けら
れた．このコンセプトはコンピュータ技術の発展に大きな影響を与え，2019年の現在，コン
セプトが社会に着々と実装されつつある．
2.1.3 Context Aware
コンテキストアウェア (context aware)は，状況を考慮した，という意味の接頭語で，コンテ
キストアウェアアプリケーション (context aware application)やコンテキストアウェアシス
テム (context aware system)という形で用いられる．コンテキストアウェアの概念は Schilit
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support direct engagement 
with the digital world [1,2].
Graphical user interfaces repre-
sent information (bits) through pix-
els on bit-mapped displays. These 
graphical representations can 
be manipulated through generic 
remote controllers, such as mice, 
touchscreens, and keyboards. By 
decoupling representation (pix-
els) from control (input devices), 
GUIs provide the malleability to 
graphically mediate diverse digital 
information and operations. These 
graphical representations and 
“see, point, and click” interaction 
represented significant usability 
improvements over command 
user interfaces (their predeces-
sor), which required the user to 
“remember and type” characters.
However powerful, GUIs are 
inconsistent with our interactions 
with the rest of the physical world. 
Tangible interfaces take advantage 
of our haptic sense and our periph-
eral attention to make information 
directly manipulable and intui-
tively perceived through our fore-
ground and peripheral senses.
Tangible interfaces are at once 
an alternative and a complement 
to graphical interfaces, represent-
ing a new path to Mark Weiser’s 
vision of ubiquitous computing 
[3]. Weiser wrote of weaving digi-
tal technology into the fabric of 
physical environments and making 
computation invisible. Instead of 
melting pixels into the large and 
small screens of devices around 
us, tangible design seeks an amal-
gam of thoughtfully designed 
interfaces embodied in different 
materials and forms in the physi-
cal world—soft and hard, robust 
and fragile, wearable and archi-
tectural, transient and enduring.
Limitations of Tangibles
Although the tangible representa-
tion allows the physical embodi-
ment to be directly coupled to digi-
tal information, it has limited abil-
ity to represent change in many 
material or physical properties. 
Unlike with pixels on screens, it is 
difficult to change the form, posi-
tion, or properties (e.g., color, size, 
stiffness) of physical objects in real 
time. This constraint can make the 
physical state of TUIs inconsistent 
with underlying digital models.
Interactive surfaces is a prom-
ising approach to supporting 
collaborative design and simula-
tion to support a variety of spa-
tial applications (e.g., Urp [4], 
profiled on page 41). This genre 
of TUI is also called “tabletop 
TUI” or “tangible workbench.”
On an augmented workbench, 
discrete tangible objects are 
manipulated, and their movements 
are sensed by the workbench. 
Visual feedback is provided onto 
the surface of the workbench via 
video projection, maintaining 
ornm58  Figure 1. Iceberg metaphor—from (a) GUI (painted bits) to (b) TUI (tangible bits) to (c) Radical Atoms.
 GUI TUI RADICAL ATOMSPAINTEDBITS TANGIBLEBITS
a)  A graphical user interface only lets 
users see digital information through a 
screen, as if looking through the 
surface of the water. We interact with 
the forms below through remote 
controls such as a mouse, a keyboard, 
or a touchscreen.  
b)  A tangible user interface is like an iceberg: 
There is a portion of the digital that 
emerges beyond the surface of the water – 
into the physical realm – that acts as 
physical manifestations of computation, 
allowing us to directly interact with the "tip 
of the iceberg.”
c)  Radical Atoms is our vision for the future of 
interaction with hypothetical dynamic 
materials, in which all digital information has 
physical manifestation so that we can 
interact directly with it – as if the iceberg 
had risen from the depths to reveal its 
sunken mass.   
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図 2.1. ラディカル・アトムズのコンセプト．図は文献 [27]より引用．
and Theimer[24]で初めて登場し，その後，Dey[25]によって詳細にまとめられた．
Knappmeyer et al.のサーベイ論文 [26] では，コンテキストとは，エンティティとデジタル
世界との間の相互作用に関係する特徴を提供するあらゆる情報であると定義される．ここでの
エンティティとは，ユーザ，アプリケーション・サービス，デバイス，または空間的に結合さ
れたスマートな場所などを指す．さらに，コンテキストの要素として
• Spatial context：場所，建物など
• Temporal context：時間，曜日など
• Device context：画面サイズなど
• Network and communication context：ネットワーク遅延など
• Environmental context：物理環境．騒音，光の強さなど．
• Individuality and user profile context：ユーザの嗜好，関心，習慣などに関するコン
テキスト
• Activity context：現在どのタスクに関わっているのか，次に何をするのか
• Mental context：心の内部状態に関する情報．感情，気分，ストレス
• Interaction context：ユーザ間のインタラクション，ユーザとアプリケーションのイン
タラクションなど
の 9つの例を挙げている．ただし，これがコンテキストの全てではないとも述べている．
2.1.4 Radical Atoms
物理空間の制御も含めたコンピュータと人間のインタラクションの事例として，石井裕が発
表したラディカル・アトムズ (radical atoms)[27]がある．ラディカル・アトムズは，コンピュ
テーショナルに変形と再構成できる動的物質と人間とのインタラクションのためのビジョンで
ある．このコンセプトのもと，inForm[28] や Transform[29] といった動的再構成可能な物質
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によるインタフェース研究が進められた．石井は過去に情報を触れるユーザインタフェースに
落とし込むタンジブル・ビット (tangible bits)[30]というコンセプトを提案している．ラディ
カル・アトムズは，その発展形である (図 2.1)．
2.1.5 Human-in-the-Loop Cyber-Physical Systems
Schirner et al.[31]は，Human-in-the-Loop Cyber-Physical Systems (HiLCPS)(図 2.2)を
提唱した．HiLCPS では，ボディセンサや脳センサのような，今後発展するようなインタ
フェースを用いることを想定している．人間が脳波や筋電でサイバー空間の組込みシステムに
情報を送り，組込みシステムはロボットアームなどのアクチュエータやディスプレイなどによ
り物理空間中の物体の状態を変化させる．その物理空間の変化は，人間が読み取ることができ
る．このようなフィードバックループを形成する．
HiLCPSは，本論文で提唱する CPHIと同様に cyber，physical，humanを取り扱う概念で
ある．しかし，HiLCPSでは，人間の脳波や筋電を利用して humanから cyberへの情報伝達
することを想定しており，その経路における physical については着目していない．CPHI で
は，humanから cyberと，cyberから humanの双方向において physicalの振る舞いを考慮す
る．この点で，HiLCPSと CPHIは異なる概念である．これらの違いは図 2.4(a),(c)に示す．
2.1.6 Cyber-Physical Human Systems
Sowe et al.[32] は，Cyber-Physical System の中で人間もシステムの一部として取り扱う
Cyber-Physical Human Systems (CPHSs)を提唱した．この研究では，人間をシステムとし
て取り扱うために，人間を機能としてモデル化した (図 2.3)．このモデルには Human Service
Capability Description (HSDC)モデルという名前が付けられている．
CPHSsは，CPHIと同様に cyber，physical，humanを取り扱う．しかし，CPHSsはこれ
らをそれぞれシステムの要素として扱っている．一方で，CPHI は physical を経由したイン
タラクションに着目している．この点で，CPHSsは CPHIとは異なる概念である．これらの
違いは図 2.4(b),(c)に示す．
2.2 Cyber-Physical-Human Interactionの提案
人間は脳で，コンピュータは処理装置や記憶装置で，それぞれ情報を扱う．興味深いこと
に，人間とコンピュータのいずれも，電気信号を用いて情報伝達を行う．脳の情報を読み取
る方法の一つが，神経細胞の活動によって生じる電位変動を計測するというものである．こ
れは脳波あるいは脳電図 (electroencephalogram:EEG) と呼ばれる．EEG ような人間の脳
の情報を，コンピュータとのインタフェースに用いたものはブレインマシンインタフェース
(Brain-Machine Interface:BMI) と呼ばれる．究極の BMIとは，脳から直接コンピュータへ
情報を入力し，また，コンピュータからの出力を直接脳に注入するものであろう．しかしなが
ら，現状では，BMIで取り扱うことのできる情報は極めて限定的である．そのため，人間と
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図 2.2. Human-in-the-Loop Cyber-Physical Systemsの概念図．図は文献 [31]より引用．
図 2.3. Cyber-Physical Human Systems のHuman Service Capability Description モデル．
図は文献 [32]より引用．
コンピュータのインタフェースは，必ず何かしらの物理現象を通じたものになっている．
また，ネットワークでは，コンピュータ同士の通信のモデルとして OSI7階層モデルが広く
用いられている (図 2.5(a))．OSI7階層モデルでは，最下層のレイヤー 1は物理層と呼ばれる．
有線通信では電気信号，無線通信では電磁波の変化を介して遠隔のコンピュータ同士が通信を
行う．このように，情報伝達において必ず物理現象を通じたものになることは，コンピュータ
同士の通信からも伺うことができる．
本論文では，このような，人間とコンピュータが物理を介して相互作用を行う概念を Cyber-
Physical-Human Interaction (CPHI) として提唱する．CPHIでは，cyberと humanのイン
タラクションにおいて，インタラクション層と物理層の 2 層モデルを考える (図 2.5(b))．従
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来考えられてきた HCIはインタラクション層に着目しているが，CPHIでは実際に情報のや
り取りを行う物理層も含めて cyberと humanのインタラクションを考える．
本論文では，CPHIのパターンとして
• Cyberization from Human (人間からのサイバー化)
• Realization to Human (人間への意識化)
• Human-Physical Merging (人間と物理の情報融合)
• Physical Augmentation (物理的拡張)
の 4つを提案する．
2.2.1 Cyberization from Human
Cyberization from Human (人間からのサイバー化) は，人間の行動や思考をコンピュータ
が扱うことのできるデジタルデータへ変換することを指す．これは，従来の HCI における，
コンピュータへの入力に相当する．ただし CPHI では情報伝達の際に必ず物理現象を経由す
ることに着目する．代表的な入力装置であるキーボードは，人間が指でキーを押下した圧力を
検知し，その情報をコンピュータへと伝える．
2.2.2 Realization to Human
Realization to Human (人間への意識化) は，コンピュータが処理した結果を人間へ伝達し，
人間の意識として認識するまでのフローである．これは，従来の HCIにおける，コンピュータ
からの出力に相当する．ここでも情報伝達の際には，その間に何らかの物理現象をともなう．
代表的な出力装置である液晶ディスプレイは，液晶素子に電圧を印加することで液晶分子の向
きを変えることで画素の色を任意のものに制御し，人間はその光を視覚によって取り込む．
2.2.3 Human-Physical Merging
Human-Physical Merging (人間と物理の情報融合) は，人間の行動情報に，物理空間の物
理量を組み合わせてコンピュータへ伝達することで，その行動情報に意味付けをする．先に記
述した Cyberization from Humanと似ているが，Human-Physical Mergingでは物理空間を
利用した単なる情報伝達ではなく，それに加えて他の物理量を活用するところに特徴がある．
既存の概念では，前節で記述した Context Awareが該当する．
2.2.4 Physical Augmentation
Physical Augmentation (物理的拡張) は，コンピュータが物理空間を拡張することを通じ
て人間へと情報を伝達する．先に記述した Realization to Human と似ているが，Physical
Augmentation は単なる情報伝達ではない．Realization to Human では情報伝達のために
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物理空間を用いたが，Physical Augmentation では，もともと意味や情報を持っていた物理
空間に重畳することによって別の情報を付与する．既存の概念では，Augmented Reality や
Mixed Realityに相当する．
2.2.5 Cyber-Physical-Human Interactionのモデル化
cyberと humanの情報伝達において physicalが果たす役割を整理するために，実際の情報
伝達をモデル化したものを図 2.7に示す．ここでは，キーボードによる情報入力，ディスプレ
イによる情報掲示，タッチインタフェースを備えたデバイスによるコンテキストアウェアア
プリケーション，メガネ型デバイスによる Augmented Realityの 4種類の事象についてのモ
デルを示す．(a) のキーボードによる情報入力では，human の操作によって発生した物理量
変化を介して cyberへ情報を伝達する．(b)のディスプレイによる情報掲示も，cyberの処理
によって発生した物理量変化を介して humanへ情報を伝達する．(a)と (b)の 2パターンで
は，human および cyber が情報伝達を意図して変化を起こした物理量のみを使用している．
(c)のコンテキストアウェアアプリケーションでは，humanの操作による物理量の変化のほか
に，時間や場所といった物理量も利用する．(d)の Augmented Realityでは，cyberの処理に
よる物理量の変化の他に，もともと物理的に存在した物体も利用する．(c)と (d)の 2パター
ンでは，このように，情報伝達のために変化させた物理量の他に存在する物理量も活用する．
この 4パターンは，伝達するソースの種類数と，情報伝達の向き (humanから cyberまたは
cyberから human)によって図 2.8のように分類できる．
実際の CPHIを考えると，これらの 1つのみに合致する場合は少なく，複数が組み合わさっ
た複合的なものとなる．例えば，スマートフォンは多種のセンサとアクチュエータを搭載し，
様々な物理量を用いてインタラクションを行う (図 2.9)．
2.3 physicalを考慮したシステム開発
前節の 4つのパターンでも示したとおり，CPHIでは，すべての情報伝達において物理空間
を活用する．そのため，物理空間で発生しうる問題は，そのまま CPHIの問題にもなりうる．
具体的には，干渉や減衰などがある．
物理空間は排他制御を行ったりはしないため，制御の干渉が起こりうる．物理空間で扱う物
理量の中でも，特に光，音，電波などは発生源から無指向で広がるため，干渉が問題となりや
すい．電波干渉は，実際に起きている大きな問題の一つである．光の干渉を調停によって解決
するアプローチも試みられている [33]．同様に光，音，電波は発生源からの距離に応じて強度
が変化する．一般的には発生源から遠ざかるほど強度が小さくなる．この強度によって，情報
伝達の成否に影響を及ぼす．屋内測位システムのような，この強度を利用するシステムもあ
る．Human-Physical Mergingや Physical Augmentationでは，1つのインタラクションに
おいて複数の物理量を利用する．
このように，CPHIの概念を適用してシステム開発を再考すると，物理量の変化を考慮する
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ことが重要である．しかし，物理現象を含めてシステム開発を行う場合，物理現象に置いて再
現性がないことが大きな課題となる．不具合が生じた際に，ソフトウェアシステム検証であれ
ば同じ条件で原因究明や再検証を行うことができるが，物理空間では条件を再現して検証する
ことが困難である．この課題を解決する方法が，物理現象を模倣するシミュレーションやエ
ミュレーションといった仮想環境を活用することである．本論文では，CPHIのためのシミュ
レーションやエミュレーションを活用したシステム開発について提案する．
2.4 本論文における CPHIの位置づけ
本論文では，SleepTyping，PICALA，Augmented Typing，BluMoon，AOBAKOという
5 つの研究について記述する．第一部では，CPHI のインタフェースに関する研究を列挙し，
CPHIの 4つのパターンのうち 3つと比較する．
SleepTypingは，市販のシリコンキーボードをベッドに敷いて睡眠時姿勢センサとして活用
する．これは，人間の行動情報を収集し分析するもので，Cyberization from Humanに相当
する．キーボードはもともと文字入力のためにキー押下の圧力を検知するものだが，人間の姿
勢という異なる情報伝達のために同じ物理現象を用いた．
PICALAでは，プレゼンテーションにおいて聴講者のリアクションをリアルタイムに可視
化する．情報伝達には，会場に設置した電球の光の色を用いる．各聴講者のリアクションを収
集するフローは Cyberization from Humanにあたる．そして，その収集したリアクションを
光の色によって可視化し，それを見た発表者や他の聴講者が光の色を見てリアクションを認識
することは Realization to Humanにあたる．
Augmented Typing は，キーボードのタイピング体験を光と音の効果によって拡張する．
もともとそれ独自で成立していたタイピングという行為を，光と音という物理現象によって印
象や感じ方を付与するものである．これは CPHIの Physical Augmentationにあたる．
第二部では，CPHIのシステム開発を行う場合の，エミュレータ等を用いた開発支援の提案
を行う．このエミュレータでは，CPHIにおいて重要である物理における問題を含有する．
BluMoonは，Bluetooth Low Energy (BLE) の通信を有線ネットワーク上で模倣する，ソ
フトウェアテストのための無線エミュレータである．エミュレータとしての BluMoonの特徴
が，電波干渉と受信電波強度の減衰を模倣することである．これらの物理における問題をエ
ミュレータ内で模倣し，物理現象を計算的に発生させる．
AOBAKO は，BLE を用いたアプリケーションのためのテストプラットフォームである．
BLEビーコンと受信端末を任意の位置に設定し，その位置における電波状況を上述のエミュ
レータ BluMoonで計算し，さらにそれを物理空間で再現することで実機でテストを行うこと
ができるものである．事例の一つとして BLEを用いたが，CPHI志向アプリケーションを開
発する際の新たなテストプラットフォームのコンセプトモデルとなる．
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Cyber
PhysicalHuman
Cyber
PhysicalHuman
Cyber Physical Human
(c) Cyber-Physical-Human Interaction (CPHI)
(a) Human-in-the-Loop Cyber-Physical System (HiLCPS)
(b) Cyber-Physical Human Systems (CPHSs)
図 2.4. cyber，physical，humanを扱う概念の比較．(a)Human-in-the-Loop Cyber-Physical
Systems (HiLCPS): human を起点とし cyber と physical を経由するフィードバッ
クループを形成する，(b)Cyber-Physical Human Systems (CPHSs): CPS で扱う
cyberと physicalに加えて humanも要素として扱うシステム，(c)本論文で提案する
Cyber-Physical-Human Interaction (CPHI): cyberと humanのインタラクションに
おける physicalの影響も考慮対象とする
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アプリケーション層
プレゼンテーション層
セッション層
トランスポート層
ネットワーク層
データリンク層
物理層
アプリケーション層
プレゼンテーション層
セッション層
トランスポート層
ネットワーク層
データリンク層
物理層
インタラクション層
物理層
インタラクション層
物理層
(a) ネットワークにおけるOSI 7階層モデル
(b) CPHIにおける階層モデル
図 2.5. (a)ネットワーク層における OSI7階層モデル．(b)CPHIにおける階層モデル．
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C P H
(a) Cyberization from Human
C P H
(b) Rearization to Human
C P H
(c) Human-Physical Merging
C P H
(d) Physical Augmentation
図 2.6. CPHI の 4 パターン．C がサイバー/コンピュータ，P が物理，H が人間を示す．
(a)Cyberization from Human (人間からのサイバー化): 人間の行動や思考をコン
ピュータが扱うことのできるデジタルデータへ変換，(b)Realization to Human (人間
への意識化): コンピュータが処理した結果を人間へ伝達して人間はそれを意識として
認識する，(c)Human-Physical Merging (人間と物理の情報融合): 人間の行動情報に
物理空間の物理量を組み合わせてコンピュータへ伝達し意味付けをする，(d)Physical
Augmentation (物理的拡張): コンピュータが物理空間を拡張することを通じて人間へ
と情報を伝達する．
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C H
(a) Keyboard: Cyberization from Human
C H
(b) Display: Rearization to Human
(c) Context-Aware: Human-Physical Merging
Pressure
Light
C H
Touch
Place
Time
(d) Augmented Reality: Physical Augmentation
C H
Light
Object
図 2.7. CPHI の 4 パターンにおける CPHI モデル．C が cyber，H が human を示す．間の
青色の矩形及び矢印が，情報伝達に用いられる物理量とその伝達方向である．(a) キー
ボードによる情報入力のモデル．これは Cyberization from Human の事例となる．
(b) ディスプレイによる情報掲示のモデル．これは Realization to Human の事例と
なる．(c) タッチインタフェースを備えたデバイスによるコンテキストアウェアアプリ
ケーションのモデル．これは Human-Physical Merging の事例となる．(d) メガネ型
デバイスによる Augmented Reality のモデル．これは Physical Augmentation の事
例となる．
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図 2.8. CPHIの 4パターンの関係性．
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図 2.9. スマートフォンにおける CPHIモデル．
第 I部
Cyber-Physical-Human Interactionの
インタフェース
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第 3章
人間の行動取得と解像度: SleepTyping
3.1 はじめに
3.1.1 CPHIとしての位置づけ
本節では，睡眠時の人間の体勢情報の取得に関する研究を通じ，CPHI の事例として考察
する．体勢取得のためのセンサとして，圧力という物理量を用いる．これは，CPHI の 4 パ
ターンのうち Cyberization from Humanにあたる (図 3.1)．感圧センサには，汎用のシリコ
ンキーボードを使用する．「キー入力」を目的としたデバイスを用いて，「体勢取得」という異
なる情報を取得する．取得する物理量と精度が合致すれば，目的が異なるセンサでも流用可能
であることを示す
3.1.2 背景
健康管理のために，さまざまなセンサ類の普及が進んでいる．その中でも，睡眠時の情報は
とりわけ重要なデータである．睡眠時は浅い眠りと深い眠りを交互に繰り返すことが知られて
おり，センサの情報を使えば寝返りの頻度などから推定することができる．
これまで，圧力センサを用いたもの [34]，脈波を用いたもの [35]，赤外線モーションセンサ
を用いたもの [36]，3軸加速度センサを用いたもの [37]，WiFiの電場強度を用いたもの [38]
など様々な睡眠センサが研究されてきた．
また，市販品としてもマットレスの下に敷いて体圧を計測するもの [39]から，電波を使って
計測するもの [40]，加速度センサを用いて計測するもの [41]，腕につけるウェアラブルセンサ
図 3.1. SleepTypingの CPHIモデル．
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で計測するもの [42] などのセンサが登場してきた．
これまで研究されてきた睡眠センサの技術は，高い精度を有するものもあるが，専門的な用
途での使用に限定され，手軽に使うことはできない．
市販品のセンサは，一般向けで低価格ということもあり入手しやすいが，機能面や性能面に
制限がある．日常生活において精度の良いデータを収集するためには，安価で高性能なセンサ
が求められる．そこで本研究では，安価な材料を使用して，配置や数を自由に変更できる睡眠
時姿勢センサを開発した．
3.2 提案手法
3.2.1 設計と実装
感圧センサは，配置や数の柔軟な変更を可能にするため、安価で手に入りやすいものを使用
したい．そこで，市販のシリコンキーボードを感圧センサとして使用した．キーボードは，多
くのキーが並んでいてその押下を検出することができるので，配列型の感圧センサとして用い
ることができる．シリコンキーボードは柔らかいので、ベッドに敷いても違和感なく就寝する
ことができる．
本研究ではサンワサプライ社製のシリコンキーボード (図 3.2)を使用した．
シリコンキーボードのキーの押下を監視し信号を取得する PCも，同様に安くて手に入りや
すいものがいい．そこで Raspberry Piを使った．
システムの全体構成図を図 3.3に示す．また，システムの概観を図 3.4に示す．
キーボードの USB 端子は Raspberry Pi の USB ポートに接続する．Raspberry Pi では，
キーの押下を監視する Ruby スクリプトが稼働している．この Ruby スクリプトの実装には
libusb*1を用いている．キーの押下を検知すると，キーの種類とキーボード番号から，押下さ
れたキーの物理位置を計算する．あらかじめキーボードを実測してキーの種類と物理位置との
マッピングを計測済で，物理位置の計算はこのマッピングが書かれたテーブルを参照すること
により行う．計算された物理位置は，サーバへのアップロードされる．サーバへのアップロー
ドは HTTP GETを用い，x座標と y座標をそれぞれパラメータに含める．
図 3.2. センサとして使用したシリコンキーボード
*1 http://libusb.info/
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図 3.3. システム構成図
図 3.4. システムの概観
図 3.5. 描画システムの構成
サーバでは，node.js を用いて作成した HTTP サーバが稼働する．キー押下データのログ
ファイルへの保存と，可視化のための描画を行っている．ログファイルは，キーの押下時刻，
x座標，y座標，キーボード番号が csv形式で保存される．
描画システムの構成図を図 3.5に，図とスナップショットを図 3.6に示す．
描画システムも node.jsを用いており，ウェブブラウザで閲覧することができる．描画部分
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図 3.6. 描画システムのスナップショット
の記述には p5.js*2を使用した．p5.jsは JavaScriptライブラリで，Processingと非常に似た
構文で記述できるためグラフィカルな用途に向いている．HTTP GETにより送信されたキー
押下の x 座標と y 座標に相当する位置に点を描画する．点は，描画が開始された瞬間が最も
大きく，時間が経つにつれて小さくなっていく．点が同時最大描画数を超えると，古い点から
順に消滅する．本論文の実験では同時最大描画数を 10に設定した．HTTPサーバが受け取っ
たキー押下情報は，WebSocket経由で描画部分へ受け渡している．そのため閲覧中のウェブ
ページは即時更新される．WebSocketでの通信を行うために，実装には socket.io*3を用いた．
本論文の実験では，サーバと Raspberry Piは同一 LAN内に設置した．サーバをインター
ネット上に設置しどこからでもアクセス可能とする構成や，すべての機能を Raspberry Pi内
にて処理しオフラインで完結する構成など，使用環境の要求に対して柔軟に適応することがで
きる．
3.2.2 システムテスト
本システムで任意の姿勢をとった時のキー押下状況を把握するため，寝ている様子の写真と
比較する．シリコンキーボードの配置を変えて
1. 頭と腰
2. 頭と足
3. 肩と腰
*2 http://p5js.org/
*3 http://socket.io/
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図 3.7. (a)頭と腰，(b)頭と足，(c)肩と腰の 3パターンのキーボード配置における，体の位置
とキー押下の関係．
の 3パターンで比較を行った．それぞれのパターンにおいて，体がベッドの中央，左，右に
位置しているときの描画システムのスナップショットを図 3.7に示す．
3.3 評価
実際の睡眠時に使用可能か検証するため，睡眠時に使用する評価実験を行った．評価は，
• ビデオにより撮影した映像との比較
• 他の睡眠センサとのデータの比較
の二つの方法で行った．これら二つの実験は別日に行った．被験者は筆者 (湯村)で，30代
成人男性である．実験は自宅で実施した．
3.3.1 ビデオ撮影による評価
一晩を通じて睡眠時の様子を動画撮影し，押下されるキーとの比較を行った．比較は目視で
の確認により行った．図 3.8は，4:58:13から 4:58:21の 8秒間で寝返りをうった際の描画シ
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ステムと映像のスナップショットである．映像では，4:58:13でベッドの右側で横を向いて被
験者が，4:58:15～17 にかけて上を向きはじめ，4:58:17～19 にかけて膝を立てて真上を向い
た仰向けとなっていた．4:58:21に膝を伸ばして動作を終了する．このときの描画システムか
ら，体が右から左へ移動したことがわかり，寝返りをうったことが推測できる．
その他の時間帯でも，キーの押下から推測できる姿勢は，実際の姿勢と一致していることが
わかった．
3.3.2 他センサとの比較による評価
睡眠時における本システムと他センサとの比較評価実験を行った．比較対象のセンサには，
タニタ社のスリープスキャンを選定した．これは，このセンサが [43]などの睡眠を計測する実
験において多くの利用実績があるという理由である．
本システムを頭部とお尻付近に，スリープスキャンを腰付近に設置して併用した．計測時刻
は AM2時から 8時までの 6時間である．2時すぎに入眠し，8時前に起床した．その結果を
図に示す．(a)のグラフは，頭部に設置したキーボードでの計測結果，(b)のグラフは体部に
設置したキーボードでの計測結果である．(b)のグラフでは 3つのキーボードでの取得データ
を結合してひとつのグラフに示している．それぞれのグラフはキー押下イベントを 1つの点と
した散布図となっており，補助のために各点間を直線で結んでいる．縦軸が押下したキーの位
置の x座標である．(a)では下限値が枕の左端，上限値が枕の右端となる．(b)では下限値が
ベッドの左端，上限値が枕の右端となる．(c)のグラフは，スリープスキャンで計測し分析し
た睡眠ログである．睡眠の深さが覚醒，REM，浅睡眠，深睡眠の 4段階で表しているいずれ
のグラフも横軸は時間で，AM2時から 8時までの 6時間のデータを示している．
(a),(b)の本システムのグラフでは，線が縦に伸びているところが体が大きく移動した，す
なわち寝返りをうった時刻に相当する．一方，同様に線が横に伸びている時間帯は，体の動き
がない状態で，深い眠りについていると考えられる．スリープスキャンでの睡眠の深さと体動
の関係性は公開されていないが，体動が多いほど眠りが浅く，体動が少ないほど眠りが深いと
判定していると推測する．
スリープスキャンのデータ分析では，継続して深い眠りについている時間帯が 2:40～2:50
頃と 5:50～6:30頃の 2回ある．これらのいずれの時間帯でも，本システムでは頭部及び体部
が動いていないことがわかる．一方，ごく短い覚醒状態と継続した REMがそれぞれ 3回ずつ
ある．このときの体動をみると，寝返りをうった時刻と一致する．ただし，他の時間帯と比較
して寝返りの回数が桁違いに多いわけではなく，本システムの計測データのみで眠りが浅いと
単純に判定するのは難しい．
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図 3.8. 睡眠時の寝返りの際のキー押下状況とその様子
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図 3.9. AM2 時から 8 時までの 6 時間一晩を通して計測した結果．(a) 頭部のキーボードの計
測結果．押下イベントを 1つの点として散布図として示し，補助のためにイベント間を
直線で結んでいる．縦軸が押下したキーの位置の x座標．横軸が時刻．(b)体部のキー
ボードの計測結果．3つのキーボードでの取得データを結合してひとつのグラフに示し
ている．その他のグラフの設定は (a) と同じ．(c) スリープスキャンで計測し分析した
睡眠ログ．グラフはスリープスキャン付属のアプリケーションより引用．縦軸は睡眠の
深さを覚醒，REM，浅睡眠，深睡眠の 4段階で表している．横軸は時刻．
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3.4 考察
カメラ撮影での映像との比較により，キー押下から推測される姿勢とよく一致することが明
らかになった．その一方で，寝返りと推測できるキー押下イベントが，実際には手でキーボー
ドを押しているというケースもあった．
また，スリープスキャンの分析との比較により，体がほとんど動かない深い睡眠の検出には
有用であることがわかった．本研究ではまだ簡易的なデータ分析しか行っておらず，アルゴリ
ズムの工夫などにより浅い睡眠の検出も可能となるかもしれない．
今回はスリープスキャン以外の既存技術との比較実験は行っていないが，ベッド上に置いて
加速度を計測する方式や，ウェアラブルセンサーによる計測方式よりも，体圧を直接計測する
スリープスキャン及び本システムの方が精度が高いと考えられる．また，映像撮影や Kinect
などを用いて計測システムを構築した場合には体が布団に隠れてしまうため計測が難しいが，
本システムでは問題なく測定できる．
3.5 おわりに
本研究では，市販のシリコン製キーボードを使用して，睡眠時に使用する姿勢センサを開発
し，その有用性を検証した．安価な市販品を利用したことにより，低価格で高精度の睡眠セン
サとしての活用できることが見込まれる．睡眠に関する研究実や医療の現場など，成果を活用
できる場所を模索したい．
今後は，取得したデータからより精度よく姿勢を推定する方法を継続して研究していきた
い．使用事例を増やしてデータを蓄積できれば、データマイニングによる特徴検出についての
研究が可能となる．姿勢推定の精度は，アルゴリズムによって改善できる余地が大いにあると
考えている．また，姿勢のみならず，たとえば睡眠時無呼吸症候群 (SAS)を検出可能となれ
ば，本システムの有用性は一気に増すと考えている．
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第 4章
人間の感情の情報化と可視化による
周囲への伝達: PICALA
4.1 はじめに
4.1.1 CPHIとしての位置づけ
本節では，プレゼンテーションにおける聴講者の感情の周囲への共有に関する研究を通じ，
CPHI の事例として考察する．聴講者の感情は，聴講者自身が PC やスマートフォンのブラ
ウザを操作し選択する．ここは，CPHI の 4 パターンのうち Cyberization from Human に
あたる．さらに，その感情は光という物理量を用いて照明色によって周囲へ伝える．これは，
CPHI の 4 パターンのうち Realization to Human にあたる．このように，本節で提案する
PICALAの CPHIモデルは Cyberization from Humanと Realization to Humanの組み合
わせとなる (図 4.1)．
図 4.1. PICALAの CPHIモデル．上段の Cyberization from Humanでは，スマートフォン
等のタッチインタフェースを想定し，使用する物理量を静電容量とした．
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4.1.2 背景
学会発表や講演などのプレゼンテーションは，講演者が前に立ち，PCをプロジェクターに
接続し，スクリーンにスライドを投影するという形式が定着して久しい．この形式での発表
は，情報の伝達はほとんど講演者から聴講者への一方向となる．聴講者の感情が他の人に伝わ
る手段は拍手と笑い声に限られ，その場にいる聴講者同士で感情を共有することができない．
この課題を解決するため，プレゼンテーションにおいて聴講者からのフィードバックを得るた
めの様々な試みがなされてきた [44][45]．しかしいずれの手法も，入力が煩雑である，感情共
有手法がプレゼンテーションを阻害するなどの課題を抱え，最善の手法は確立されていない．
本研究では，これらの先行研究で挙げられた課題を解消する手法として，スクリーン付近に
色の変更が可能な照明を設置し，色に感情の意味を割り当て，照明色を変えることで聴講者が
講演者や他の聴講者へ感情を共有するシステムを提案する．色を変えられる電球を用いてこ
のシステムのプロトタイプ実装を行い，3つの情報系研究会にて運用し，参加者に対してアン
ケートを実施してシステムの主観評価を行った．加えて，既存の手法との比較による定性評価
を行った．
4.2 設計と実装
4.2.1 概要
PICALAの基本要素は，ユーザである聴講者がボタンを押下すると，プレゼンテーション
のステージ上の電球の色が変化するシステムである．機器およびネットワークの構成は，LAN
モデルとインターネットモデルという 2種類の構成を設計した．これらの実装はオープンソー
スソフトウェアとして GitHubにソースコードを公開している*1*2．
4.2.2 照明
照明には，webAPIで電球の色相，彩度，明度を変えられる Philips社の hue*3を使用した．
hueの電球の制御は，hueブリッジ経由で行われる．hueブリッジでは webサーバが稼働し，
webAPIを備えている．APIアクセスに従って hueブリッジは電球に制御コマンドを送信す
る．電球へのコマンド送信は ZigBee Light Link による無線通信が用いられる．実証実験で
は，3つの電球をクリップ式の電球ソケットにとりつけた (図 4.2)．
*1 https://github.com/yumu19/radihue
*2 https://github.com/yumu19/picala
*3 hue: http://www2.meethue.com/
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図 4.2. PICALAの設置に用いたクリップ式電球ソケット．(a)消灯時，(b)点灯時
4.2.3 ユーザインタフェース
ボタン押下は，ユーザが保有する PCやスマートフォンの webブラウザ上で行う．ユーザ
は webブラウザから特定の IPアドレスにアクセスし，表示されたボタンインタフェース (図
4.3)を開きながらプレゼンテーションを聴講する．ボタンは，「へぇ～(共感・納得)」「すごい
(驚き・賞賛)」「笑 (愉快)」「？ (疑問)」の 4つの感情を備える．ボタンの色はそれぞれ，へぇ
～は橙色，すごいは赤色，笑は緑色，？は青色とした．これは，盛り上がりを暖色，盛り下が
りを寒色とし，「笑」は面白いことを表すネットスラングの「草が生える」に由来して緑とし
た．プレゼンテーションを聴講している際に何らかの感情が生じたときに，ユーザはいずれか
のボタンを押下する．
図 4.3. PICALA の聴講者用ボタンのユーザインタフェース．(a)PC ブラウザ (b) スマート
フォン
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4.2.4 LANモデルの構成
LANモデルの機器構成およびネットワーク構成を図 4.4に示す．LANモデルは，会場に共
用可能なネットワークが敷設されている場合を想定し，聴講者の PC・スマートフォン、サー
バ、hueブリッジを同一 LAN内に設置する．ボタンを押下すると，PICALAサーバへ http
アクセスを行う．ボタンの押下を受信する httpサーバは node.jsにより実装した．このアク
セスのパラメータには押下したボタンの種類が含まれる．受信すると，ボタンの種類に応じて
パラメータを設定して hue ブリッジに web アクセスする．PICALA サーバと hue ブリッジ
はそれぞれ固定 IP アドレスを持つ．hue の電球へのアクセスは，hue の標準機能を使用し，
hueブリッジの webAPI経由でアクセスする．
図 4.4. PICALAのシステム構成図 (LANモデル)
4.2.5 インターネットモデルの構成
インターネットモデルの機器構成およびネットワーク構成を図 4.5に示す．インターネット
モデルでは，グローバル IPアドレスが付与されインターネットからの到達性を持つサーバを
設置し，会場に共用可能なネットワークがない場合でも聴講者が各自で契約する LTE回線経
由で使用することができる．本研究のシステム実装ではサーバは Amazon EC2を利用して設
置した．聴講者の PC・スマートフォンからサーバへの通信は LANモデルと同じである．hue
ブリッジは講演会場に設置されるため，インターネットからのアクセスを可能とすることが難
しい．そのため，サーバから hue ブリッジへの通信は，通信の橋渡しを行うブリッジ PC を
経由する．ブリッジ PCのブラウザでは，サーバのブリッジ用 webページを開いておく．こ
のブリッジ用 web ページには websocket が組み込まれており，サーバへの API アクセスが
生じた際に即時にブリッジ PCのブラウザ上 (クライアントサイド)で JavaScriptを実行して
hue ブリッジの API にアクセスする．websocket の実装は，Node.js で使用する JavaScript
フレームワークの socket.ioを利用した．
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図 4.5. PICALAのシステム構成図 (インターネットモデル)
4.2.6 照明点灯アルゴリズム
本システムでは，ユーザの識別などは行っておらず，単純に httpのアクセスのみで電球の
制御を行う．一人がボタンを連打しても，大勢が一斉にボタンを押下しても，出力される結果
は変わらない．通常時，電球は消灯*4し，ボタン押下すると，電球をボタンに応じた色に点灯
する．点灯時間は 5秒*5．
3つの電球を用意し，ボタン押下 1回ごとに 1つの電球の色を変えた．電球をそれぞれ A，
B，Cとすると，最初のボタン押下では電球 Aに反映される．次のボタン押下では，電球 Aの
色はそのままで，電球 Bに反映される．同様にその次のボタン押下では電球 Aと電球 Bの色
はそのままで，電球 Cに反映される．4回目のボタン押下時は再び電球 Aに反映される．こ
のとき電球 Aがまだ点灯している場合にも，色の設定を上書きする．
4.2.7 遅延時間の評価
聴講者がボタンを押下してから照明に反映されるまでの遅延時間を計測し，LAN モデル
とインターネットモデルの遅延を比較した．計測に用いたシステム仕様を 4.1 に示す．経路
1 はスマートフォン-サーバ間，経路 2 はサーバ-ブリッジ PC 間の通信の経路を示す．無線
LAN は 802.11a でアクセスポイント AtermWR8700 を使用した．計測では，左手にストッ
プウォッチを持ち，右手に持ったスマートフォンのブラウザからボタンを押下した，照明点灯
は目視により確認し，遅延時間時間を測った．この計測をそれぞれのモデルで 30回ずつ計測
した，計測結果を 4.6に示す．LANモデルの遅延は平均 0.828秒 (標準誤差 0.017秒)，イン
ターネットモデルの遅延は平均 1.368秒 (標準誤差 0.069秒)であった．LANモデルの方が遅
*4 実際には hueの設定値において明るさ最小に設定
*5 WISS2014での実証実験の一部では点灯時間を 1秒を変更した．
4.3 実証実験 33
延が小さいものの，インターネットモデルの遅延も十分小さく，どちらのモデルでも実用に大
きな問題ないといえる．
表 4.1. 遅延計測の環境
LANモデル インターネットモデル
サーバ OS OS X 10.10.5 Ubuntu 14.04.2 LTS
サーバ仕様 MacBook Pro Retina 13-inch Late
2013 (2.4GHz Core i5)
Amazon EC2 t2.micro
Node.js 0.10.32 0.10.25
経路 1 無線 LAN LTE(docomo)
経路 2 - フレッツ光 +無線 LAN
図 4.6. LAN モデルとインターネットモデルにおける，ボタン押下から照明点灯までの遅延時
間の計測結果．エラーバーは標準誤差を示す．
4.3 実証実験
本システムを，第 22回インタラクティブシステムとソフトウェアに関するワークショップ
(WISS2014)*6，第 48回情報科学若手の会 (wakate2015)*7，エンタテインメントコンピュー
ティング 2015(EC2015)*8の 3つの情報系研究会にて稼働し，実証実験を行った．
*6 http://www.wiss.org/WISS2014/
*7 http://wakate.org/
*8 http://ec2015.entcomp.org/
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4.3.1 WISS2014
第 22回インタラクティブシステムとソフトウェアに関するワークショップ (WISS2014)は
2014年 11月 26日 (水)～28日 (金)の 3日間，浜名湖ロイヤルホテルにて開催された．WISS
では，会議の場自体をよりインタラクティブにしていくWISS Challenge[46]という試みが行
われており，本システムの実証実験もその一貫として実施した．WISS2014では 3日間で招待
講演を含めて合計 22の口頭発表講演が実施された．口頭発表はすべてシングルトラックで開
催され，聴講者数は約 200 名であった．設置位置は，ステージ上のスクリーン下 (図 4.7(a))
と演台 (図 4.7(b))の 2通りを試した．
図 4.7. 実証実験で設置した PICALA．(a)WISS2014 でスクリーン下に設置した様子．
(b)WISS2014 で演台に設置した様子．(c)wakate2015 でスクリーン下に設置した様
子．(d)EC2015でスクリーン下に設置した様子．
4.3.2 第 48回情報科学若手の会
第 48 回情報科学若手の会 (wakate2015) は 2015 年 9 月 19 日 (土)～21 日 (月) の 3 日間，
静岡県伊東市の山喜旅館にて開催された．情報科学若手の会は，20代を中心とした合宿形式
の若手情報系研究者の集まりで，3日間で，1時間の招待講演，40分の若手特別講演の他，40
分の一般講演が 8件，25分のショート講演が 7件，5分間のライトニングトークが 10件実施
された．参加者は 50名程度であった．電球はスクリーンの直下に設置した (図 4.7(c))
4.3.3 EC2015
エンタテインメントコンピューティング 2015(EC2015) は，2015 年 9 月 25(金)～27(日)
の 3 日間，札幌市教育文化会館および北海道大学学術交流会館で開催された．PICALA は，
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EC2015の初日に開催されたオーガナイズドセッション SIGSHYにて使用された．セッショ
ン時間は 100分で，7名の発表者が 10分のショート発表または 20分のロング発表を行った．
聴講者は 50名程度．セッションの冒頭に PICALAの説明を行った．スクリーンは地上から
1.5m程度の高さに設置され，電球はスクリーンの直下に設置した (図 4.7(d))
4.4 ログ解析
実証実験を通じて全てのボタン押下の時刻と種類を記録した．各研究会でボタンの押された
割合の比較を図 4.8に示す．どのボタンもバランスよく押されているが，４つのボタンのうち
唯一ネガティブな意味合いの「？」は，他のボタンと比較して押下数がやや少ない傾向にある．
図 4.8. 各研究会でボタンの押された割合の比較．積み上げ式の棒グラフにて表示．
ある講演におけるボタン押下記録のグラフを，図 4.9に示す．グラフは，時間を 10秒に区
切り，10秒間に各ボタンが押下された回数を示している．ボタンの押下は常時まんべんなく
発生しているわけではなく，特定の瞬間にほぼ同時に頻繁に押される傾向にあり，グラフには
いくつものピークが存在する．
図 4.9. ある講演におけるボタン押下の記録．時間を 10 秒ごとに区切ってボタン押下回数をカ
ウント．積み上げ式の折れ線グラフにて表示．
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表 4.2. 使用者へのアンケートの質問項目
番号 質問 選択肢
Q1 PICALAのシステムは便利でしたか？ 1.便利でない ～ 5.便利 (5段階)
Q2 PICALAが便利/便利じゃない理由があれば教えて下さい 自由記述
Q3 PICALAの使い方はわかりましたか？ 1.わかりにくい ～ 5.わかりやすい (5段
階)
Q4 PICALAがわかりやすかった/わかりにくかった点があれば教えて下さい 自由記述
Q5 PICALAは使いやすかったですか？ 1.使いにくい ～ 5.使いやすい (5段階)
Q6 PICALAの使いやすかった/使いにくかった点があれば教えて下さい 自由記述
Q7 PICALAは見やすかったですか？ 1.見にくかった ～ 5.見やすかった (5段
階)
Q8 PICALAが見やすかった/見にくかった理由があれば教えて下さい 自由記述
Q9 PICALAはプレゼンを見るのに邪魔でしたか？ 1.邪魔だった ～ 5.邪魔じゃない (5段階)
Q10 プレゼンを見るのに邪魔だった理由があれば教えて下さい 自由記述
Q11 【講演者限定】PICALAは講演に邪魔でしたか？ 1.邪魔だった ～ 5.邪魔じゃない (5段階)
Q12 【講演者限定】PICALAを講演中に見ることができましたか？ 見ることができた/何度か見ることができ
た/全く見ることができなかった
Q13 PICALAの感想があれば教えて下さい 自由記述
Q14 PICALAへの要望や期待することがあれば教えて下さい 自由記述
4.5 主観評価
PICALAのユーザによる主観評価を行うため，WISS2014，wakate2015，EC2015の参加
者に対してのアンケートを実施し，結果をまとめた．
4.5.1 アンケート概要
アンケートは，Google フォームを利用した web での入力にて実施した．回答者数は，
WISS2014で 23名，wakate2015で 21名，EC2015で 14名であった．アンケートの質問項目
を表 4.2に示す．アンケートの項目には選択式と自由記述式の両方がある．選択式の質問のう
ち，わかりやすさなど，程度を問うものについては 5段階リッカート尺度とした．質問項目は
すべて任意回答とした．Q3～Q6はWISS2014のみの質問で，一方，Q7～Q8は wakate2015
と EC2015 のみの質問である．また，WISS2014 開催時のシステム名は「ラジ hue」だった
が，もともとの質問文でラジ hue と記述していた部分を本論文では PICALA と記述してい
る．アンケートの回答のうち，選択式質問の回答結果を図 4.10に示す．
本論文において，アンケートの自由記述回答文の引用は，文中から必要な箇所のみを抜き出
した，元の文の体裁を極力維持しているが，語尾や句読点は整形し，明らかな誤字は修正した．
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図 4.10. アンケートの選択式設問の回答結果．エラーバーは標準誤差を示す．
n=23(WISS2014)，n=21(wakate2015)，n=14(EC2015)
4.5.2 参加者間の感情共有
PICALAの主目的である感情共有について，アンケートからは「twitterのタイムラインよ
りも会場の一体感が得られた」「同じタイミングで同じ反応をしている人がいると満足感があ
る」「他の人がどう思っているのかがリアルタイムにわかるのは良い」といった感想が挙がり，
聴講者同士での感情の共有ができていたことがわかった．また，聴講者と講演者のインタラ
クションについては，「講演中に簡単な感想を伝えられるのがとても良い」「発表相手に対し
てフィードバックを送れるのがよかった」といった，講演者へのフィードバックができるこ
とに好感触を示す意見が挙げられた．また，「匿名で反応を返せるので正直に伝えやすい」と
いった，匿名性に利便性を感じている使用者もいた，フィードバックの匿名性は，チャットや
Twitterにはない PICALA独自の特徴である．
講演者側も，フィードバックを受け取ることができることに対し「リアクションがわかって
嬉しかった「発表中にみんなの気持ちがわかったという意見が挙げられ，発表中のフィード
バックが実施されていることが確認できた．さらに，一部の講演者は「会場の反応を見て、発
表者が説明を変えられることが便利だと思いました。」と，PICALAを活用したプレゼンテー
ションを実践している者もいた．
4.5.3 プレゼンテーションの阻害
PICALAの使用で最も懸念していたのは，光によりプレゼンテーションを阻害することで
ある．Q9「PICALAはプレゼンを見るのに邪魔でしたか？」(1. 邪魔だった ～ 5. 邪魔じゃ
ない)は 5段階評価の回答は平均値 4.362(標準誤差 0.136)であり，この結果からプレゼンテー
ションを阻害してないと言える．「プレゼン中の声を妨げない点は，笑い声や拍手よりも優れ
ていると感じた．」「画面上にコメントを流すような形式と違い、注目を強制されないのでプレ
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ゼンの流れを阻害されなくてよかったです。」という好感触の感想もあった．ただし，プレゼ
ンテーションを阻害していると感じていた聴講者も皆無ではなく，「ちかちかがうるさい」「プ
レゼンテーションの内容自体が難解で理解をしたいときに集中を削がれた場合があった」「プ
レゼンの視認性が落ちる事が何度かあった」「前の方の席だとちょっとまぶしかった」といっ
た感想も挙げられた．
Q11「【講演者限定】PICALAは講演に邪魔でしたか？」(1. 邪魔だった ～ 5. 邪魔じゃな
い)は 5段階評価の回答は平均値 4.600(標準誤差 0.141)であり，講演者に対してもプレゼン
テーションの阻害はほとんどないと言える，
4.5.4 使いやすさ
Q3「PICALA の使い方はわかりましたか?」(1. わかりにくい ～ 5. わかりやすい) の 5
段階評価の回答は平均値 4.565(標準誤差 0.123)であり，全回答が 4以上だったため，インタ
フェース設計については特に問題はなかったと言える．Q5「PICALAは使いやすかったです
か?」(1. 使いにくい ～ 5. 使いやすい) の 5 段階評価の回答は平均値 4.000(標準誤差 0.229)
であり，概ね使いやすかったという評価を得た．
4.6 考察
実証実験でのアンケート結果より，本システムが聴講者にとって有用であること，本研究の
狙いどおり，聴講者から発表者へのフィードバックを実施できていることを明らかにした．
その一方，いくつかの課題が明らかになった．ひとつは照明色とその意味の対応付けであ
る．ボタンの色と照明の色が同じであるため，頻繁にボタンを押下している聴講者であればす
ぐに覚えられるが，そうではない聴講者にとってはわかりにくい面がある．
もうひとつは，照明点灯中にボタンを押下した際に，自分のボタン押下が反映されたかどう
かわかりにくいことである．これは，照明の数が増えれば解決できるであろう．本システムで
使用した LED照明 hueは，潤沢に使用できるほど電球の価格は安くなく，さらに安価な LED
を用いて照明システムを構築することも検討の余地がある．
4.7 関連研究
プレゼンテーションにおいて，聴講者からのフィードバックを得るための様々な試みが
なされてきた [44][45]．チャットを用いて聴講者間で意見交換しサブスクリーンに表示する
手法は，Rekimoto らがWISS’97 で実施したのが先駆けであった [47]．この手法は Digital
Backchannelsと呼ばれ [48]，今日まで，Backchan.nl[49]など，様々な手法が検討された [50]，
近年では Twitterを用いる方法 [51]も広まっている．
動画共有サイトのニコニコ動画 [52]では，動画視聴者が投稿したコメントが画面上を流れて
動画投稿者や他の視聴者とのインタラクションを生み出している．このニコニコ動画のコメン
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表 4.3. 関連研究との比較．非侵襲性とは各手法がプレゼンテーションを阻害しないことを示す．
手法 入力手段 表現手段 非侵襲性 入力の容易さ 表現の多様性
チャット 文字入力 文字 ◯ △ △
ニコニコ動画 文字入力 文字 × △ △
井上ら [54] 複合UI（ボタン・
文字・手書き）
自由描画 × × ◯
Borderless Canvas 手書き 自由描画 ◯ × ◯
ラジへぇ ボタン選択 音 × ◯ ×
PICALA ボタン選択 色 ◯ ◯ ×
トを現実世界に拡張し，四方の壁面と天井が LEDディスプレイで構成されて会場全体にコメ
ントが流れるニコファーレという施設も誕生した．このニコファーレを活用したニコニコ学会
βという学会形式のイベントも開催された [53]．
これらのテキスト入力によるインタラクションは，自分の感情を文字に起こして投稿する必
要があるため，投稿の敷居が高いことが課題である．また，聴講者にとっても，聴講しながら
テキストを読むのは大変で，表示する場所によっては聴講の妨げになる場合もある．
チャット以外の手法でプレゼンテーションをインタラクティブにする試みも行われてきた．
井上ら [54]は，聴講者が専用クライアントを操作して，プレゼンテーション中にリアルタイム
にフィードバックできるシステムを提案した．Kurihara らの Borderless Canvas[55] は，聴
講者の手元の端末に書き込んだ内容がサブスクリーンに表示され，聴講者を巻き込んだ議論を
活発にするインタラクティブなシステムである．
加藤らのラジへぇ [56]は，Web上のボタン入力により数種類の声の効果音を流すことで感
情をその場にいる講演者および聴講者全員に伝えるためのシステムである．ラジへぇを用いれ
ばプレゼンテーションにおいて聴講者が感じた感想を瞬時に共有することができる．その一方
で，感情を共有する度に効果音が流れるため，プレゼンテーションの妨げとなる可能性もある．
関連研究と本研究の比較を表 6.1にまとめた．
4.8 おわりに
本研究では，照明の色を用いて聴講者の感情を表現する手法を提案し，設計と実装を行っ
た．会場 LANを使う場合とインターネット上のサーバを使う場合の 2種類の設計を行い，ど
ちらの場合も，ボタン押下から照明点灯までの遅延は非常に短い時間であった．PICALAを
WISS2014，第 48回情報科学若手の会，EC2015の 3つの情報系研究会にて実証実験を行っ
た．実証実験ではユーザへのアンケート調査による主観評価を行い，PICALAが目的として
いた聴講者間および聴講者と講演者の感情共有ができていること，懸念であったプレゼンテー
ションの阻害もそれほど影響がないことを確認した．
今後は，研究会でのプレゼンテーション以外での活用も目指す．アンケートでは授業で使い
たいという意見も挙がっており，実証実験などで可能性を模索する．また，照明の色を用いた
表現は，舞台演出で長年用いられている手法である．長年培われた舞台照明演出の技術を参考
40 第 4 章 人間の感情の情報化と可視化による周囲への伝達: PICALA
にし，よりよい照明の活用方法を検討する．PICALAではスクリーン下に電球を設置したが，
PC上でソフトウェアを稼働させ，スクリーン内に表示させるような手法も考えうる，
41
第 5章
物理空間への重畳演出による人間の
感情への干渉: Augmented Typing
5.1 はじめに
5.1.1 CPHIとしての位置づけ
本節では，キーボードの打鍵にあわせて映像演出と音響演出を付与することでタイピン
グ体験を拡張する研究を通じ，CPHI の事例として考察する．もともと，キーボードによ
るタイピングは，人間が情報を入力しコンピュータに伝える Cyberization from Human で
ある．これに加えて，Augmented Typing では，タイピングに合わせて映像演出と音響演
出を付与する．この演出は，物理的に存在するキーボードという機器に光と音を重畳する
Physical Augmentation である．このように，本節で提案する PICALA の CPHI モデルは
Cyberization from Humanと Physical Augmentationの組み合わせとなる (図 5.1)．
5.1.2 背景
PC の文字入力デバイスは，キーボードが長年の主流である．キーボードは毎日長時間使
用するもののため，こだわりを持って使用している人も多く，キー配列，押下時の反発力，
図 5.1. Augmented Typingの CPHIモデル．
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ストロークの深さ，打鍵音などのさまざまな条件から自分の好みにあったものを使用してい
る．ソフトウェアエンジニアの間では特にその傾向が強く，Happy Hacking Keyboard[57]
や Kinesis Contoured Keyboard[58] などの特徴的なキーボードを選択する人も多い．また，
キートップを入れ替えたり，カバーを取り付けたりして自分好みにアレンジして使用すること
もある．
PCやスマートフォンでは，待ち受け画面の背景に好きな画像を設定したり，電話やメール
の着信音を好きな音楽に設定するなど，ソフトウェアの面でのアレンジが普及している．ま
た，ソフトウェアエンジニアが特によく使用する Emacsや Vimといったテキストエディタで
は，設定ファイルを編集して見た目や機能をアレンジして使うことも一般的である．キーボー
ドの特性やアレンジは，ハードウェアに依存しているが，ソフトウェアの面でアレンジするこ
とができれば，より好みに合わせたアレンジが可能となる．例えば，打鍵にあわせて音声ファ
イルを再生して打鍵音として好きな音を鳴らしたり，キーボード上に効果映像を表示したりす
るような新たなアレンジの方法も生まれる．
そこで，本研究では，キーボードに映像演出と音響演出を加えることによって，タイピン
グ体験を拡張するシステム Augmented Typingを提案する．Augmented Typingでは，キー
ボードの打鍵に合わせて映像演出と音響演出を付与することによってタイピング体験を拡張
する．
Augmented Typing のプロトタイプとして，プロジェクションマッピングを用いた映像演
出と効果音を再生する音響演出を行うシステムを実装した．システムの効果を評価するため，
演出に対する印象評価と，効果映像をアレンジする際の法則性の調査を行った．
5.2 関連研究
5.2.1 映像表示によるインタフェース拡張
キーボード上に映像を表示するデバイスおよびシステムは，過去にも提案され，市販されて
いるものもある．Optimus[59]は，キートップに有機 ELディスプレイが埋め込まれており，
文字の言語を変えたり好きなアイコンを表示させたりすることができる．
Block et al.[60]は，通常の文字入力ではない機能をキーに与え，キーボードへのプロジェ
クションマッピングを行うことにより，入力インタフェースとしてのキーボードの機能拡張を
行った．
MacBook Proには，2016年モデルより Touch Bar[61]が搭載された．Touch Barは，既
存のキーボードやタッチパネル式ディスプレイとは異なり，限られた表示機能と入力機能を有
し，使用するアプリケーションなどの状況によって機能を変化させる．
5.2.2 演出付与による体験拡張
本研究のプロトタイプ実装で使用するプロジェクションマッピングは，表示機能のない物体
や建物の側面に映像を投影し，様々な演出を行う手法である．プロジェクションマッピング
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は，鑑賞するだけで楽しめる演出として用いられることが多いが，体験を拡張する手法として
も用いられる．
映像装置としてのピアノ [62]では，ピアノの鍵盤の上部と下部のスクリーンに投影した映像
に合わせてピアノが演奏されたり，演奏に合わせて映像が変わったりする演出手法が実現され
た．近年では，特定の視点から立体的に見えるような錯視を利用した映像をピアノに投影する
事例もある [63]．卓球でラリーやバウンドにあわせて演出を付与する PingPongPlus[64] や，
ビリヤードでショットにあわせて演出を付与する OpenPool[65]といった，スポーツでの体験
拡張にも利用される．
打鍵に合わせて文字が飛び出る演出をプロジェクションマッピングで実装した Magic
Keyboard[66]や，VR空間で実装した Visual IO[67]など，キーボードへの映像付与によりタ
イピング体験の拡張を行った事例もある．
5.2.3 演出付与による学習支援と作業支援
プロジェクションマッピングは，様々な技能の習得や作業支援にも利用される．Takegawa
et al.[68]は，ピアノの習熟のため，鍵盤へのプロジェクションマッピングを行い，運指の監視
によりピアノの習熟への効果を調べた．同じくピアノの習熟を目的とした P.I.A.N.O.[69]も，
鍵盤および天板へのプロジェクションマッピングを行うシステムである．音楽ゲームのよう
に，鍵盤に近づいてくる譜（矩形の領域）にタイミングを合わせて打鍵することで正しく演奏
することができる．土井と宮下 [70]は，プロジェクションマッピングを用いて箏の演奏を支援
するシステムを提案した．Favnavi[71]は，机上での作業を真上から映像で記録し，別の人の
作業実施時には机上に投影することで，作業手順の再現と伝達を容易にしている．Projectron
mapping[72]は，プロジェクションマッピングで電子部品を仮想的に光らせることによって電
子回路の学習を行うシステムを提案した．プロジェクションマッピングは，立体物の造作支援
にも使われる．Yoshida et al.[73]は建築物の造作支援に用い，トイブロックの組み立て支援
を行う StudI/O[74]や，粘土の造作支援を行う CrayMore[75]など，支援対象も様々である．
5.3 Augmented Typing
キーボードに映像と音の演出を付与することにより，タイピングの体験を拡張することを
Augmented Typingと名付ける．PingPongPlus[64]や OpenPool[65]がスポーツに演出効果
を付与して盛り上げたように，キーボードの打鍵に演出効果を付与し，タイピングという単
調な作業に高揚感や心地よさを加えることが Augmented Typingが実現したいコンセプトで
ある．
打鍵にあわせて音声ファイルを再生して打鍵音として好きな音を鳴らしたり，キーボード上
に効果映像を表示したりするような新たなアレンジの方法も生まれる．
映像演出を付与すれば，打鍵にあわせてキーボードが光ったり，押下したキーを中心に波紋
が広がったり，オブジェクトを撃ち出したりすることができ，タイピングで高揚感を得ること
44 第 5 章 物理空間への重畳演出による人間の感情への干渉: Augmented Typing
図 5.2. 5種類の映像効果．3枚の図は効果の時間経過を示し，それぞれ上から下へ進む．
ができる．音響演出を付与すれば，打鍵に SF風の効果音を加えて自分の好きな世界観に没入
したり，動物の鳴き声を加えて癒やしを得たりすることができる．さらに，自分の好みにあっ
た演出効果を選択して世界にひとつの自分のキーボードをつくりあげることで，所有欲も満た
すことができる．設定ファイルをオープンソースとして公開したり，公開された他人の設定
ファイルをさらに自分なりにアレンジし直すといったこともできるようになる．
Augmented Typing の概念を実現するためには，キーボードという入力装置に表示機能を
付与する必要がある．本研究でのプロトタイプ実装は，次節で解説する通り，キーボードの
上からプロジェクターで投影するプロジェクションマッピング方式を用いる．しかしこれ
は，Augmented Typing のコンセプトを実現する実装方法のひとつにすぎない．キーボード
のキートップにディスプレイを搭載して映像演出を行うという方法や，キートップのみで
はなくキーボード全体をタッチパネル式ディスプレイにする方法も考えられる. Microsoft
HoloLens[76] のような透過型ヘッドマウントディスプレイを使い，実空間には何も表示せず
にタイピングしている人だけが演出を体感できるという手法も考えられる．
5.4 実装
5.4.1 映像演出
Augmented Typing では，キーの押下に合わせてキーの周辺に効果映像を表示する．効
果映像は「粒子が飛び散る (particle)」「放射状の光線が出る (ray)」「文字が前方に飛び出す
(character)」「波紋が広がる (wave)」「キー周辺に輝きが表示される (stellar)」の 5種類を用
意した．それぞれの効果映像は図 5.2に示す．通常時はキーの枠のみを表示し，キー押下時に
追加で効果を描画する．各演出で表示されるオブジェクトの色は，投影時に目立つよう白に近
い色をランダムで選択した．
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表 5.1. 効果音の音源．
種類 URL
keyboard https://on-jin.com/o/100
typewriter https://on-jin.com/o/201
digital1 http://www.kurage-kosho.info/mp3/button37.mp3
digital2 http://www.kurage-kosho.info/mp3/button38.mp3
wadaiko http://soundeffect-lab.info/sound/anime/mp3/drum-japanese1.mp3
cat http://pocket-se.info/se/cat3.mp3
5.4.2 音響演出
タイピング時の音響演出として，キーの押下に合わせて効果音を再生する．効果音は「キー
ボードのタイプ音 (keyboard)」「タイプライターのタイプ音 (typewriter)」「低音の電子音
(digital1)」「高音の電子音 (digital2)」「和太鼓 (wadaiko)」「猫の鳴き声 (cat)」の 6種類を用
意した．音源は，すべてフリー素材として配布されているもの (表 5.1)を利用し，再生時間の
長い音源はタイピングに合うようにトリミングした．
5.4.3 ソフトウェア
キー押下にあわせて映像演出の描画と音響演出の再生をおこなうシステムを，JavaScriptを
用い，1つのWebページとして実装した．Webページとして実装する利点は 2つある．ひと
つは，利用する場合に特定の OSや特別なソフトウェアを必要とせず JavaScriptが動作する
ブラウザがあればよいこと．もうひとつは，Webサーバで公開しておけばインターネットに
接続可能であればどこからでも利用可能ということである．ソフトウェアの実装は，GitHub
にてソースコードを公開しており*1，Webページとしてもアクセス可能である*2．
映像演出の記述には，JavaScriptライブラリ p5.jsを用いた．p5.jsは，Processingと同等
の記法で記述できるライブラリで，図形の描画が簡単にできるため演出映像の記述に向いて
いる．キーの押下は p5.js の keyPressed() 関数の呼び出しでフックできる．映像のフレーム
レートは 30fpsに設定した．
演出を描画する部分の他に，ページ最上部にコントロールパネルを配置した (図 5.3)．コン
トロールパネルは htmlのフォームのパーツで構成され，キーボードおよびマウスで操作する
ことができる．後述する評価実験で使用するため，映像と効果音の種類の選択と，映像演出の
いくつかのパラメータのスライダーでの調整を可能とした．
*1 https://github.com/yumu19/augmentedtyping
*2 https://yumu19.github.io/augmentedtyping/
46 第 5 章 物理空間への重畳演出による人間の感情への干渉: Augmented Typing
図 5.3. Webページとして実装した演出システム．
5.4.4 ハードウェア
上述の演出システムを表示した PC をプロジェクタに接続し，プロジェクタを三脚で固
定し，キーボードの真上から映像を投影する (図 5.4)．キーボードは PC に USB 接続され
る．効果音は PCから再生される．キーボードは Apple Keyboard テンキー付き JIS，PCは
MacBook Pro Retina，プロジェクタは Dell M110(明るさは 300ANSIルーメン)を使用した
(図 5.5,5.6)．投影時の解像度は 1280 × 720である．
図 5.4. システムのハードウェア構成
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図 5.5. システム構成の全体像
5.5 評価実験
5.5.1 実験概要
演出付与がタイピングに与える影響を明らかにするため，評価実験を行った．実験内容は
「印象評価」と「パラメータ最適化」の 2つである．印象評価では，SD法を用いて 7つの印象
評価軸に沿って印象を選択する．パラメータ最適化では，効果映像のパラメータを調整し，最
も心地よいと思ったパラメータの数値を選択する．被験者は，Augmented Typing を用いた
タイピングを体験しながら，アンケート用紙に回答を記入する．上記に加え，全ての効果映像
および効果音について，アンケートの自由記述欄を設け，印象評価軸にとどまらない印象につ
いての意見聴取を行った．この自由記述欄への記入は任意とした．
実験は，情報系の大学生および大学院生 11 名を対象とし，大学内の学生居室で実施した．
映像演出と音響演出の評価を独立して行うため，映像演出の評価時には無音，音響演出の評価
時には効果映像なしとした．音響演出の印象評価時には，ヘッドホンを着用した．
5.5.2 印象評価
前節で紹介した 5 つの効果映像と 6 つの効果音について印象評価を行った．川崎と井手口
[77]では，動画映像から受ける印象を 14種類の項目から評価した．これを参考にし，本研究
では，迫力，軽快さ，温冷，鬱陶しさ，美しさ，躍動感という 7種類を印象の項目とした (表
5.2)．印象評価は SD法により実施し，各項目は 7段階リッカート尺度の選択肢とした．
各演出の印象評価結果を図 5.7～5.8 に示す．印象のばらつきを箱ひげ図で示した．映像に
比べ音響演出の方が全体的にばらつきが大きく，印象の個人差が大きい．鬱陶しさ，美しさの
2項目は，優劣がある印象項目であるが，いずれの項目も映像演出の方が評価が高かった．
各演出の印象の比較を図 5.9～5.10に示す．映像演出に対する印象が比較的均等になってい
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図 5.6. 効果映像 (wave)を投影した様子
表 5.2. 印象評価の項目．
印象項目 評価尺度（1～7）
迫力 迫力がない～迫力がある
軽快さ 重々しい ～ 軽快
温冷 冷たい ～ 温かい
鬱陶しさ うっとうしい ～ うっとうしくない
美しさ 美しくない ～ 美しい
躍動感 躍動感がない ～ 躍動感がある
派手さ 地味 ～ 派手
ることに対し，音響演出に対する印象は，効果音によって異なることが見て取れる．
5.5.3 効果映像の最適パラメータの調査
映像演出において，効果映像が与える影響の法則性を明らかにするため，心地よいと感じる
効果映像のパラメータ調査実験を行った．
被験者は，効果映像のパラメータを変更し，もっとも心地よいと感じるよう調整した．パラ
メータ変更は，投影されたコントロールパネルのスライダーをマウスでドラッグすることで実
施できる．最適化が終了したら，その数値をアンケート用紙に記入してもらった．
最適パラメータの調査は，particle，ray，character，waveの 4つの映像効果を対象とした
(表 5.3)．調整するパラメータは，粒子数，移動速度，拡散範囲のいずれかであり，映像効果
によって異なる．
押下したキーを中心にして広がる映像効果は，キーからの位置がある閾値を超えると消滅す
る．この閾値のことを拡散範囲と呼び，単位は pixels．速度は，効果映像の一つのオブジェク
トが単位時間あたりに移動する大きさで，単位は pixels/frame．なお，キーボード全体がおお
よそ解像度 1280 × 640に相当し，効果映像の再生フレームレートは 30fpsである．
particle では飛び散る粒子の数と拡散範囲，ray では光線が飛び散る速度と拡散範囲，
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図 5.7. 効果映像の印象評価の結果．直線の上下端は外れ値を除いた最大値、最小値、矩形の上
下端は第三四分位点、第一四分位点．矩形内の罫線は中央値，×点は平均値．矩形外の
点は外れ値を示す．
図 5.8. 効果音の印象評価の結果．読み方は図 5.7と同じである．
characterでは文字が飛び出す速度，waveでは波紋が広がる速度と拡散範囲を可変パラメータ
とした．
表 5.3. 最適パラメータの調査で用いた効果映像とそのパラメータ
効果映像 パラメータ 1 パラメータ 2
particle 粒子数 拡散範囲
ray 速度 拡散範囲
character 速度 -
wave 速度 拡散範囲
各効果映像において，被験者が最も心地よいと感じたパラメータの値をプロットした結果を
図 5.2に示す．
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図 5.9. 効果映像の印象の比較．
図 5.10. 効果音の印象の比較．
particle(図 5.11)では，拡散が 100前後のグループ (これをグループ Aと呼ぶ)と，拡散が
110以上の右肩上がりのグループ (これをグループ Bと呼ぶ)の 2つに分かれた．グループ A
は，粒子数に依存せず拡散の範囲がほぼ一定なことから，拡散を重要視している層であること
を示唆する．一方，グループ Bは，拡散が粒子数に比例することから，粒子の分布密度が一定
になることを好む層であることを示唆する．ray(図 5.12)では，特徴的な分布にはなっておら
ず，特性を見出すことはできなかった．character(図 5.13)は，パラメータが文字射出速度の 1
つのみのため，1次元プロットで示した．分布の偏りが少なく，人によって傾向が様々である
ことが示唆される．wave(図 5.14)では，ややばらつきがあるものの，相関係数 R2 = 0.31252
の線形近似で表すことが出来る．拡散範囲が速度に比例することから，波紋の生成から消滅ま
での時間が印象に影響を与える要因となっていることを示唆する．
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図 5.11. particleにおける粒子数と拡散範囲の最適値のプロット．グループ A(拡散範囲が 100
前後のグループ) とグループ B(拡散範囲が 110 以上の右肩上がりのグループ) に分
けて線形近似を行った．グループ A の線形近似式は y = 0.0349x + 94.332(相関
係数 R2 = 0.19899)，グループ B の線形近似式は y = 0.7593x + 113.96(相関係数
R2 = 0.94539)である．
図 5.12. rayにおける速度と拡散範囲の最適値のプロット．
5.5.4 映像演出への感想
アンケートに記述された映像演出への感想を引用しながら，映像演出への印象や課題をまと
める．()内は，どの効果映像に対して記述された感想かを示す．
効果映像が前方向への移動である characterでは
• 他のエフェクトに比べ、タイピングを阻害することなくエフェクトを楽しむことができ
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図 5.13. characterにおける速度の最適値のプロット．
図 5.14. wave における速度と拡散範囲の最適値のプロット．線形近似式は y = 11.678xx +
161.39(相関係数 R2 = 0.31252)である．
て良かった．(character)
という感想があり，効果映像の表示する位置や効果の進行方向によって阻害性が変わることを
示唆している．効果映像の移動がない stellarでは
• もっと周りに広がっていくといいなと感じました (stellar)
• もう少し指からはなれてキラキラだったらよかったかも。(stellar)
という感想が挙げられた．効果の位置と移動の有無は，タイピング体験にも影響を与えると考
えられる．
阻害性は，Augmented Typingで想定していた懸念点のひとつであり，実際に
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• 範囲を広げすぎると、他のキーが見づらくなる (wave)
という感想がいくつか挙げられた．
タイピングはキーボードの上に手を載せて行うため，
• 指にかくれてエフェクトが見えにくい　押した段階で上にキラキラがきて欲しい
(stellar)
という，キーボード上に表示された演出が見えないという問題点も指摘された．
キーボードのタイピングは，熟練すると，手元をあまり見ずに打つようになる．そのため，
付与した映像演出が目に入らないという懸念がある．実験でもその点に触れ
• 画面見ながら打つとどう感じるのか気になりました (all)
• キーボードを見ないで視界の端に少しうつるくらいだと楽しい (wave)
といった感想が挙げられた．
その他に
• 高速、広範囲だとタイピングをはやくするととても楽しかった (ray)
• 軽快なのがすごくよかったです。(ray)
といった好感触な感想が挙げられた．
5.5.5 音響演出への感想
アンケートに記述された音響演出への感想を引用しながら，音響演出への印象や課題をまと
める．()内は，どの効果音に対して記述された感想かを示す．
音響演出に対する好印象の感想として
• よくきく音なので、これこそキーボードを叩く音だなって感じです。(keyboard)
• iPhoneなどの仮想のキーボードとかにこういう音がつくと、打っている感じが出るの
で良い (keyboard)
• 作業がはかどるような感覚が得られそう．(keyboard)
• 見た目とすごくマッチしててよいです (digital1)
• 未来の PC を使っている感じがして楽しい。映画のワンシーンに入っている気分。
(digital1)
• 未来感のある音とキーボードの見た目がマッチしていて、かなり気持ちいいフィード
バックに感じました (digital2)
というものが挙げられた．これらの感想は，Augmented Typing がタイピング体験を実際に
拡張していることがわかる．一方で，拡張によって違和感が発生した場合もあり，
• タイプライターの音がこのキーボードを打っているときに聴こえることに多少違和感が
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ありました。(typewriter)
• このキーボードの見た目、UI からこの音が出る気がしないので違和感がありました。
(digital1)
という感想も挙げられた．
映像演出では，タイピング時に手元を見ないことが懸念点であったが，音響演出ではその問
題は解決され，
• ブラインドタッチでも楽しいので個人的には好き (all)
という感想が挙げられた．
映像演出で発生したタイピングの阻害という問題点は音響演出でも同様にあり，
• たたくこと自体はたのしいが書くことを考えてタイピングするには不向きな気がした
(wadaiko)
• やかましい (cat)
といった感想が挙げられた．特に wadaikoと catでタイピングを阻害するという感想が多く
挙げられ，鬱陶しさの印象評価でもその傾向は見られた．
5.6 デモンストレーション
Augmented Typingを体験した際の反応を観察して意見や感想，課題を収集するため，イベ
ントや学会など様々な場所で計 15回のデモンストレーション展示を行った (表 5.4)． 特別な
背景知識や文脈を必要とせず，身近な道具であるキーボードを用いた展示であることからか，
老若男女問わず好印象の反応であった．特に子どもはタイピングに熱中し，長時間体験するこ
ともあった．日本国内にとどまらず，海外でも展示を行った (図 5.15)．
さらに，効果映像の character に相当する，文字を打ち出す演出を撮影し，その動画を
Twitterに投稿したところ，35,000以上リツイートされ，賞賛や驚嘆の反応が見られた．その
図 5.15. Maker Faire Singapore2016での展示の様子
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時の反応をツイートまとめサイト Togetterにまとめた [78]．
5.7 議論
5.7.1 実装方法について
本研究ではプロジェクションマッピングを利用してシステムのプロトタイプ実装を行った．
そのため，キーボードに投影するはずの効果映像が指に投影されてしまう．評価実験ではこの
問題は特に指摘されなかったが，被験者が普段からプロジェクションマッピングの技術に慣れ
親しみ特徴を把握しているため違和感を持たなかった可能性もある．また，現在のシステムで
はプロジェクターとそれを支える三脚が大きいため，日常で利用するには邪魔である．また，
キーボード自体の価格に比べて非常に高価である．プロジェクターの小型化，短焦点化と低価
格化が進めば，普及しやすくなるであろう．
キーボードのキートップにディスプレイを搭載して映像演出を行う場合，指に投影される問
題は解決される．しかし，現在 Optimus[59]のように市販されているものもいくつかあるが，
キーボードとしては高価なこともあり，普及しているとはいえない状況である．また，映像演
出を付与できる領域がキートップに限られるという制約もある．
キートップのみではなく，キーボード全体をタッチパネル式ディスプレイにする方法も考え
られる．スマートフォンやタブレット端末を使用する際など，タッチパネル式ディスプレイ上
のソフトウェアキーボードでタイピングをする機会も増えてきた．また，それらの普及により
製造コストも下がってきていることから，いまのキーボードに置き換わるキー入力専用デバイ
表 5.4. デモンストレーション展示を実施したイベント一覧．
イベント名 場所 展示日時
TMCN Vol.9 日本マイクロソフト本社 2014/10/01
GUGEN2014 富士ソフトアキバプラザ 2014/12/13-14
WIDE合宿 2016春 信州松代ロイヤルホテル 2016/03/10
Maker Faire Singapore 2016 Singapore University of Technology and De-
sign
2016/06/25-26
NT金沢 2016 金沢駅もてなしドーム地下広場 2016/07/16-19
Maker Faire Tokyo 2016 東京ビッグサイト 2016/08/07
秋葉原メイカーズ倶楽部 mogura 2016/08/07
NICOGRAPH 2016 富山大学 2016/11/04
NT金沢 2017 金沢駅もてなしドーム地下広場 2017/07/08-09
AkiParty Tokyo 2017 mogura 2017/08/05
NT金沢 2018 金沢駅もてなしドーム地下広場 2018/07/07-08
AkiParty Tokyo 2018 mogura 2018/08/04
Maker Faire Taipei 2018 華山 1914創意文化園區 2018/11/03-04
NT加賀 2018 アビオシティ加賀 2018/12/15-16
Asian CHI Symposium 2019 Scottish Event Campus 2019/05/05
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図 5.16. 日本語入力支援システム
図 5.17. トポロジ表示によるタイピング学習支援システム
スとしてタッチパネル式ディスプレイが普及する可能性もある．タッチパネル式ディスプレイ
によるタイピングの欠点は，押下感がなく，タイピングのリズムが狂ったり，タッチタイピン
グがしにくいことである．今後，押下感を擬似的に発生させる 3D Touch[79]などの技術の発
展により，タッチパネルで押下感のあるタイピングができるようになるかもしれない．また，
押下感の欠如を補う技術として Augmented Typingを活用することも考えられる．
5.7.2 タイピング学習支援への応用
PC 初心者がタイピングを練習する方法として，タイピングソフトの使用が一般的である．
しかし，タイピングソフトは PCの画面を見ながら入力を行うものであり，タッチタイピング
を習得する人には向いているが，初心者がタイピングを修得するためには必ずしも最善の方法
ではない．Augmented Typing を活用すれば，初心者に適した新たなタイピング学習方法を
提供できるかもしれない．
まず，Augmented Typingによりタイピング自体が楽しい体験となれば，初心者がキーボー
ドに触れるきっかけとなる．さらに，Augmented Typing を活用したタイピング学習支援の
例を 2つ挙げる．ひとつは，日本語ローマ字入力において，キートップにそのキーを押下する
と入力される文字を表示する支援システムである (図 5.16)．タイピング初心者の障壁となる
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日本語入力の学習を促進する．もう一つは，視覚情報によってタイピング学習を促進する支援
システムである (図 5.17)．単語に含まれる文字のキー同士を線でつなぎ，単語をトポロジ (形
状)で視覚的に把握することでキー配列の記憶定着を補助する．
なお，タイピング学習支援に関するシステムは，過去にもさまざまな研究で提案されてい
る．辻本ら [80]は，拡張現実感を用いて，タイピング学習を支援するツールを開発した．田村
ら [81]は，タイピング中の運指を認識しシステムを開発し，適切な運指でのタイピングの促進
に対する効果を測定した．Imamura et al.[82]は，タッチタイピングの練習の際に手元を見て
いないかどうかを視線の検知により判定した．
5.8 おわりに
本研究は，Augmented Typing という映像と音の演出付与によるキーボードタイピング体
験の拡張を提案し，そのシステムのプロトタイプ実装を行った．5つの効果映像と 6つの効果
音について 7種類の軸で印象評価を行った．映像に比べ音響演出の方が，印象評価のばらつき
が大きく，美しさは映像演出の方が高く，音響演出の方が鬱陶しいという傾向が現れた．効果
映像のパラメータを調整して最適値を探る調査では，particleでは特定の拡散範囲によって心
地よさが決まる群と粒子の分布密度によって心地よさが決まる群がいること，waveでは波紋
の生成から消滅までの時間が印象に影響を与えることを示唆する結果を得たが，より信頼性の
高い法則とするにはさらなる調査が必要である．本研究の目的であった，演出付与がタイピン
グ体験を拡張することがわかる感想が多数挙げられた．また，効果演出の表示の方向や移動の
有無が印象に影響を与えることを示唆する感想も得られた．懸念していた通り，演出付与がタ
イピングの阻害になる場合もあり，これは今後の課題として扱う．今後，印象項目や演出効果
を増やして実験することにより，演出が与える印象や演出効果との関係性がより明らかになる
であろう．
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第 6章
無線通信の仮想化: BluMoon
6.1 はじめに
6.1.1 CPHIとしての位置づけ
物理空間を考慮して CPHI のシステムテストを行うには，物理量の伝達の際に発生する問
題 (図 6.1) を考慮する必要がある．本節では，物理空間の状態を情報空間で模倣し，物理量
まで含めたソフトウェアテストを行うことを提案する．情報通信のプロトコルの一つである
Bluetooth Low Energyのエミュレータの設計と実装を行い，その中で「受信強度」「電波干
渉」という物理空間における問題を模倣する．
6.1.2 背景
ネットワークに繋がる機器は PCや携帯電話にとどまらず，家電機器やウェアラブルデバイ
スなどのさまざまな機器がその周辺機器やサーバとのデータの送受信をするようになった．機
器のネットワーク接続において，Bluetooth Low Energy (BLE)[83]はよく使われる無線通信
プロトコルのひとつである．BLEは，広く普及する近距離無線通信規格であり，低消費電力で
通信可能であるため組込み機器への導入に適する．また，Global Positioning System (GPS)
が利用できない屋内での測位を目的としたビーコンとしても用いられる．
BLEを用いたシステムの開発は，無線通信を扱うことによる特有の困難さを伴う．BLEは
図 6.1. CPHIの物理における問題．
60 第 6 章 無線通信の仮想化: BluMoon
電波を用いた無線通信であるため，送受信機の位置や周囲の環境に応じてふるまいが変わる．
例えば，近接判定などに用いる受信電波強度指標 (Received Signal Strength Indicator:RSSI)
は，送受信機の距離に応じて変化することに加え，壁や地面などの周囲の物体による反射，遮
蔽，回折による影響も受ける．この周囲の状況の微細な変化によって，RSSIは変動を起こす．
そのため，アプリケーションに RSSIを用いる場合には，この変動を考慮したうえで設計する
必要がある．また，システムの対象機以外の BLE送信機やその他の電波を発する機器の影響
を受けて電波干渉が発生し，通信が不通となることもある．
一般的なソフトウェア開発では，ソフトウェアが想定通りの動作を示すことを都度確認し，
不具合があれば修正しながら開発を進める．しかし，BLEを用いたシステムで動作確認を行
うには，無線電波を送受信する実機が必要となる．これには実機を用意する必要があり，加え
て設置作業にも手間がかかる．送受信機の位置を変更するようなテストを行う場合，人や機械
による機器の移動も必要となる．
これらの課題は，無線通信部分のテストに仮想的な環境を用いることで解決できる．機器
の移動や周囲の環境を簡易に設定できるようなテストを無線送受信機を用いずにすべてコン
ピュータ上で実行できれば，テスト機材費用とその設置作業の工数を大きく削減できる．仮想
的な環境を用いた無線通信システムのテスト手段のひとつに，シミュレーションを用いる方法
が挙げられる．通信の模倣には，NS-3[84]のようなネットワークシミュレータが用いられる．
ネットワークシミュレータは，ネットワークのトラフィックを模倣してスループットや遅延な
どのネットワーク特性を調べるのが主目的である．実環境向けのアプリケーションをそのまま
稼働し，アプリケーションが生成するデータをフレーム単位で送受信してシステム全体の動作
を確かめるようなテストに用いることはできない．もうひとつの手段は，無線エミュレーショ
ンを用いる方法である．IEEE802.11 のエミュレーションシステム NETorium[85] は，仮想
ネットワークデバイスを用いて無線通信を有線ネットワーク上で模倣する．カプセル化した無
線フレームの送受信をイーサネットを通じて行う．遅延やパケットロスなどの無線の特性は，
パラメータとして注入する．電波干渉は，フレームごとに仮想ネットワークデバイスが衝突判
定を行うことで模倣する．また，OSからは IEEE802.11のデバイスと同様に扱うことができ
るため，実環境向けのアプリケーションをそのまま可動することができる．
NEToriumのような無線エミュレーションを BLEを用いたシステムの検証に用いれば，先
述の課題を解決できる．しかしながら，NETorium と同様の機能を実現するための BLE エ
ミュレータは存在しない．さらに，他のプロトコルの無線エミュレータを改変して BLE エ
ミュレータを開発することも困難である．BLEでは，コントローラと呼ばれるフレーム送受
信機が状態を保持し，他のデバイスとの接続確立の段階に応じて状態遷移する．状態に応じ
て，自律的にフレーム送信を行う場合もある．このようなふるまいをする BLEのコントロー
ラの特徴は，IEEE802.11 や他のプロトコルの仮想ネットワークデバイスと異なるからであ
る．そこで本研究では，BLE を用いたソフトウェアシステムのテストのための BLE エミュ
レータの設計と実装を行う．
ここで，ソフトウェアシステムテストのための BLEエミュレータの要件を整理する．まず，
テスト対象のソフトウェアがそのまま動くことである．テスト用のソフトウェアと実環境用の
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ソフトウェアを書き分けることは開発工数が増大し，違うソフトウェアを作成することで異な
る挙動を示す可能性もあるため，同一のソフトウェアが稼働することが求められる．そして，
BLE アプリケーションでは，近接判定などの用途に RSSI を用いる．RSSI はフレームごと
に大きく変わるため，受信フレームごとにその状況に応じた RSSIが必要となる．そのため，
BLEの通信をフレーム単位で行うことと，フレームごとに受信電波強度を計算することが求
められる．最後に挙げるのは，電波干渉の模倣である．多数の機器が通信を行うシステムのテ
ストでは機器の配置や設置台数に応じた接続可否の確認が重要となるため，テスト段階におい
て電波干渉の確認が必要なためである．
これらを踏まえ，我々は BLE エミュレータ BluMoon を提案する．上記の要件を満たす
ため，
1. 実機向けソフトウェアが動作すること
2. フレーム単位で通信を行うこと
3. 受信電波強度を計算すること
4. 電波干渉を模倣できること
という条件のもとに BluMoonの設計を行う．BluMoonの開発が実現できれば，BLEを用い
たソフトウェアシステムのテストのための環境をコンピュータ上に構築でき，開発の大きな手
助けとなる．
我々は，BluMoonの原案について研究報告 [86]とワークショップ論文 [87]にて報告した．
本論文は，既報の内容を整理してまとめたことに加え，電波干渉と受信電波強度を模倣するた
めの設計と実装を追加として記述する．さらに，性能評価と実機との比較実験を行った結果に
ついても追加として記述する．
6.2 Bluetooth Low Energy
Bluetoothは，2.4GHz帯を使った近距離無線通信の規格である．BLEは Bluetooth Ver-
sion 4.0 で採用された低消費電力のプロトコルである．BLE を含む Bluetooth の仕様は，
Bluetooth SIGによって定められる．本章では，Bluetoothの階層構造と接続確立に焦点をお
き，BLEエミュレーションの設計に関する内容について記述する．
BLEを含む Bluetoothは，アプリケーション，ホスト，コントローラという階層構造をと
る (図 6.2)．Bluetoothを用いるアプリケーションは最上位層に位置し，多くの場合でホスト
の機能を利用する．電波を送受信して通信を行う機能はコントローラが担う．ホストとコント
ローラの間は，ホストコントローラインタフェース (Host-Controller Interface:HCI)を通じ
て命令や通知，データのやり取りが行われる．
ホストでは，用途に合わせてアプリケーション開発が容易となるよう，Generic Access
Profile (GAP)，Attribute Protocol (ATT)，Generic Attribute Profile (GATT)，Security
Manager Protocol (SMP)，Logical Link Control and Adaptation Protocol (L2CAP) と
いった様々なプロファイルやプロトコルが用意されている．
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図 6.2. Bluetoothの階層構造．
コントローラは，電波を送受信して周囲のデバイスとの通信を行う．コントローラにはい
くつか種類があり，BLE では，Low Energy (LE) というコントローラを用いる．他には，
Basic Rate/Enhanced Data Rate (BR/EDR) というコントローラがあり，これは一般的に
は Classic Bluetoothとも呼ばれる．BR/EDRと LEの 2つの規格が Bluetoothの主要な規
格であり，市販の多くのコントローラは BR/EDR と LE の両方に対応したデュアルスタック
で実装されている．以後，本論文で BLEコントローラまたは単にコントローラと呼ぶ場合，
LEコントローラのことを指す．
HCIには，ホストからコントローラへ命令を送信する HCIコマンド，コントローラからホ
ストへ応答や通知を送信する HCIイベント，データを双方向に送受信する HCIデータの 3種
類の通信方式がある．これらは，HCIフレームという形式で送受信される．
6.2.1 階層構造
6.2.2 BLEコントローラの状態遷移
BLE では，機器はセントラルとペリフェラルという 2 つの役割に分かれる．セントラル
とペリフェラルが接続を確立する順序を図 6.3に示す．そして，BLEコントローラは接続の
準備状況に応じて，Standby，Advertising，Scanning，Initiating，Connection という 5 つ
の状態 (図 6.4) のいずれかをとる．セントラルでは，接続確立までに Standby → Scanning
→ Initiating → Connection という状態遷移をたどる．ペリフェラルでは，接続確立までに
Standby → Advertising → Connection という状態遷移をたどる．Standby は，コントロー
ラを ONにした後の初期の状態である．Advertisingは，アドバタイズパケットを定期的に送
信する状態である．Advertising へは，LE Set Advertising Enable という HCI コマンドに
よって遷移する．Scanning は，周囲のアドバタイズパケットを待ち受けている状態である．
アドバタイズパケットを受信した際には，ホストに LE Advertising Reportという HCIイベ
ントを送信する．Scanningへは，LE Set Scan Enableという HCIコマンドによって遷移す
る．Initiatingは，セントラルが接続確立する準備ができ，ペリフェラルからのアドバタイズ
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図 6.3. 接続確立までの HCIコマンドおよび HCIイベント，BLEフレームのシーケンス図．
Initiating Advertising
Connection
Standby
Scanning
図 6.4. BLEコントローラの状態遷移図．
パケットを待ち受けている状態である．Initiatingへは，LE Create Connectionという HCI
イベントによって遷移する．Connectionは，セントラルとペリフェラルの間で接続が確立さ
れている状態である．セントラルでは，Initiatingの際にアドバタイズパケットを受信すると
Connectionに遷移する．このときセントラルは接続要求を送信する．ペリフェラルはこの接
続要求を受信すると Connectionに遷移する．Connectionでは，データを互いに送受信でき
る．Connectionが切断されると，コントローラは Standbyに戻る．
アドバタイズパケットや接続要求，データ送受信などのコントローラ間でやりとりされる
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表 6.1. 本論文の BLEエミュレータの要件に対する既存のエミュレーションとシミュレーショ
ン手法の適合状況．要件は (1)実機向けソフトウェアが動作すること，(2)フレーム単位
で通信を行うこと，(3)受信電波強度を計算すること，(4)電波干渉を模倣できること．
(1) (2) (3) (4)
ネットワークシミュレータ
[84]
× × ○ ○
btvirt[90] ○ × × ×
Androidエミュレータ [91] ○ × × ×
Wear OSエミュレータ [91] ○ △ 3 × ×
iOSシミュレータ 1　 [92] △ 2 × × ×
ペリフェラルシミュレータ
[93][94]
○ × × ×
BluMoon(提案手法) ○ ○ ○ ○
1 iOSバージョン 5に対応するシミュレータに限定
2 実機向けと同一のソースコードをシミュレータ向けにビルド
3 Android APIレベルでペアリングを模倣
データフレームを，本論文では BLEフレームと呼ぶ．BLEフレームは図 6.5に示す形式で構
成される．なお，アドバタイズパケットは，接続を確立せずに情報を送信する手段としてそれ
単体でも活用される．アドバタイズパケットを測位と情報送信に活用することを目的とした，
iBeacon[88]や Eddystone[89]などの規格もある．
6.3 関連研究
6.3.1 Bluetoothのシミュレータとエミュレータ
本節では，BLEに関するネットワークやアプリケーションのテストのために用いられる既
存のシミュレータやエミュレータを挙げる．これらのエミュレーションやシミュレーション
の，1章で挙げた要件 (1)～(4)への適合状況を表 6.1にまとめた．また，これらが，BLEの
アプリケーション，ホスト，コントローラ，通信の各要素を模倣あるいは実機・実ソフトウェ
アのどちらで実行するのかを図 6.6にまとめた．本論文で提案する BluMoonでは，要件 (1)
～(4)をすべて満たすよう，コントローラと通信をエミュレートする設計を行う．
BLEを始めとする通信の模倣には，ネットワークシミュレータが用いられる．代表的なも
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のには NS-3[84]がある．ネットワークシミュレータは，スループットや遅延を調べるために
ネットワークのトラフィックを模倣するもので，システムテストという目的には合致しない．
btvirtは，Linuxの Bluetoothスタック BlueZ [90] で提供されるツール群に含まれる，オー
プンソースソフトウェアである．btvirtは，Bluetoothの仮想コントローラとして振る舞い，
UNIXドメインソケット経由で HCIフレームの送受信を行い，HCIコマンドを受け付け，適
切な HCIイベントを返す．USBや UART等で接続された実機と同様に扱う事ができる．た
だし，btvirt自体には外部と通信をする機能を有さないため，通信まで含めたシステムテスト
に用いることはできない．
モバイルアプリケーション開発では，PC 上の開発環境に付属したエミュレータやシミュ
レータを使うのが一般的となっている．Androidでは，開発環境 Android Studio[91]に付属
するエミュレータや，その他にサードパーティ製のエミュレータが多数存在する．これらには
Bluetoothを模倣する機能を持たず，Bluetoothの動作確認を基本的には実機で行う．ただし，
腕時計型デバイス向けの Androidベースの OSであるWear OS[95]のエミュレータは，BLE
のペアリングを模倣することができる．Wear OS 搭載デバイスは BLE のペリフェラルとな
り，BLEのセントラルのスマートフォンとペアリングして使用する．そのため，Wear OSエ
ミュレータには，セントラルの Androidスマートフォン実機または Androidエミュレータと
ペアリングする機能を持つ．実機の Androidスマートフォンとペアリングする場合は，Wear
OSエミュレータが稼働する PCと USBで接続し，実機側でポートフォワーディング設定を
行う．iOSでは開発環境 Xcode[96]に iOSシミュレータが付属し，実機向けと同一のソース
コードをシミュレータ用にビルドしたバイナリを，MacOS 上のシミュレータで実行するこ
とができる．iOSシミュレータにも，BLEを模倣する機能が搭載されていた．Bluetoothを
使用するアプリケーションを iOS シミュレータでテストする際に，シミュレータが稼働する
Mac本体の Bluetoothコントローラを使用することができる．周辺機器の実機を用意するこ
とで，iOSシミュレータでも BLE通信を用いて動作確認することができる．ただし，この方
法は iOSバージョン 5に対応するシミュレータで終了しており，それ以降のバージョンでは
実施できない [92]. これらは，特定のデバイスに特化したテスト環境を提供するものであり，
BLEを用いたシステムのテストに汎用的に用いることはできない．
また，BLEのセントラルアプリケーションテストのために，ペリフェラル機器の動作を模擬
するスマートフォンアプリケーションもある．本論文では，これらをペリフェラルシミュレー
タと呼ぶ, BLE Peripheral Simulator[93]は，Web Bluetooth の機能を試すための Android
アプリである．バッテリー，心拍数，体温計の 3 種類のセンサ機器の動作を模倣する．同様
に，LightBlue Explorer[94]も，様々なペリフェラルデバイスを仮想ペリフェラルとして起動
することが出来る．これらは，スマートフォンの実機を用いて，仮想デバイスに成り代わるも
のである．実機を用いて物理的な電波を送受信するものであり，通信のエミュレーションを行
うものではないため，我々が目的とするエミュレーションを用いたシステムテストに用いるこ
とはできない．
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6.3.2 Bluetoothのネットワーク仮想化手法
BluMoonでは，フレーム単位での BLE通信エミュレーションを行う．そのために，他のプ
ロトコルの上に BLEフレームを載せて通信する仮想化を検討する．Bluetooth通信の仮想化
は，これまでも様々な手法が研究されてきた．
遠隔地にある機器同士で Bluetooth 通信を行うことを目的として，ネットワークを通じて
Bluetoothで規定されたデータをカプセル化して送受信する方法がいくつか提案されている．
UbiPAN[97]では，互いの近くに設置されたゲートウェイがブリッジし，遠隔地にある機器同
士と Bluetoothで通信を行うことができる．Tsuda et al.[98]ではゲートウェイの機能を操作
端末に組み込み，HCI メッセージを転送する手法を提案した．この手法は，岡田と鈴木 [99]
によって BLEに対応するよう拡張された．これらの手法は，カプセル化して転送された後に
再び Bluetoothとして無線フレームを送信する．そのため，RSSIなどの無線特有の情報は含
まれておらず，有線ネットワークでのエミュレーションに用いるには不十分である．
Bluetooth のエミュレーションをテストに用いる試みとして，BlueMonarch[100] がある．
BlueMonarchは，Bluetoothの OBject EXchange (OBEX) でのファイル送信を，ペアリン
グが不要な Service Discovery Protocol (SDP) 通信を用いて模擬するエミュレータである．
コンテンツ配信システムなどの評価を行う．これは，Bluetooth以外の通信プロトコルを利用
するものではなく，Bluetoothの別プロトコルを利用して模擬を行うものである．よって，本
論文で対象とする有線ネットワークでのエミュレーションとは異なる．
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6.3.3 Bluetooth以外の無線ネットワークエミュレータ
Bluetooth以外の無線ネットワークプロトコルを対象とした無線ネットワークエミュレータ
も多数存在する．無線ネットワークエミュレータは，ソフトウェアによって実現するものと，
専用ハードウェアによって実現するものがある．
ソフトウェアによる無線ネットワークエミュレータ QOMET[101] は，有線ネットワーク
での通信に無線通信の特性を注入する無線ネットワークエミュレータである．QOMET は
IEEE802.11のエミュレーションを行うことを想定して設計された．QOMETをベースにして
無線ネットワークエミュレーションテストベッド QOMB[102]や，IEEE802.15.4エミュレー
タ [103]，動的ネットワークエミュレーションツール DynamiQ[104]も提案される．QOMET
と同じく IEEE 802.11を対象としたエミュレータにMeteor[105]がある．大規模ソフトウェ
ア無線ネットワークエミュレータ NETorium[85]では，上述のMeteorに加え，Asteroidとい
う機構によりフレームの衝突を模倣する．仮想インタフェースとして mac80211_hwsim[106]
を用いて通信を行う．
一方，ハードウェアによる無線エミュレータには，FPGAを用いた無線エミュレータ [107]
や，Network Emulator II[108]のような商用機としての無線エミュレータがある．ハードウェ
アによる無線エミュレータは，無線特性を高精度で注入できるが，ハードウェアを要するた
め，多数のデバイスを用いたシステムのテスト環境を構築することが難しい．
6.4 BluMoonの設計方針
本章では，1 章で述べた BLE エミュレータの 4 つの要件を実現するための手法を提示し，
設計方針を示す．
6.4.1 HCIを境界としたコントローラエミュレーション
BluMoonには，実機と同様のソフトウェアが動作するという要件がある．6.2節で示したと
おり，Bluetoothではホストとコントローラは必ず HCIを経て相互接続される．ホストの下
層に接続されるコントローラの挙動をエミュレートすれば，実機と同様のホストとアプリケー
ションを動かしてテストすることが出来る．コントローラの挙動をエミュレートすれば，コン
トローラやその先のリモートデバイスの挙動を自由に定義したり，実際にコントローラ同士で
通信を行ったりすることができる．ホストからは，HCIを介して通常の Bluetooth通信と同
等に扱うことができる．BluMoonでは，HCIより下層のコントローラ部分をエミュレートし
て置き換える．このエミュレートしたコントローラを BluMoon Controller (BM-CTL) と名
付ける．
なお，その他の選択肢として，ホストより下層をエミュレートするという方法も存在する．
しかし，ホストには多数のプロファイルが含まれているため，ホストの役割を模倣をするよう
なエミュレータを制作する実装工数は大きい．本論文で提案する HCIを境界とする手法では
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ホストに実際のソフトウェアをそのまま使うことができるため，実装工数を抑えることがで
き，バージョンアップへの追従などもより容易となる．
6.4.2 フレーム単位の通信の模倣
フレーム単位でのエミュレーションを実現するために，BM-CTL 同士で BLE フレームに
相当するデータの送受信を行う．このデータを BluMoon Frame (BM-FRM) と名付ける．
BM-FRM の形式を図 6.7 に示す．BM-FRM には，実際の BLE 形式に基づいた BLE フ
レームをそのまま格納する．加えて，後述する受信電波強度および電波干渉の模倣に用いる
Channel，TxPower，Locationの 3種類のメタデータを付与する．
6.4.3 受信電波強度の模倣
BLEでは，コントローラが受信したフレームごとに RSSIを算出し，その情報をホストに渡
す．受信電波強度は距離に応じて減衰する特徴を有し，最も単純なモデルである自由空間での
電波伝搬損失 L(d) は
L(d) = −20 log10
4pid
λ
(6.1)
で表すことができる．ここで λ は波長，d は送信機と受信機の距離である．実環境での受信電
波強度は，反射や回折などの様々な要素が影響するため，自由空間電波伝搬損失だけで模倣で
きるほど単純ではない．しかし，詳細なモデル化による算出は，条件設定の手間がかかったり，
計算時間がかかりエミュレーションの実行に影響を及ぼす可能性がある．そこで，BluMoon
では，もとの送信電力からこの自由空間電波伝搬損失を考慮し，さらに加算性白色ガウス雑音
(Additive White Gaussian Noise:AWGN) δ を加えて RSSIを算出する．
RSSI = TxPower− 20 log10
4pid
λ
+ δ (6.2)
AWGN δ は，平均 0，標準偏差 σ の正規分布の確率密度関数
P (δ) = 1√
2piσ2
exp(− δ
2
2σ2 ) (6.3)
のもとに乱択により生成する．
RSSIを計算するための TxPowerは，BM-FRMのヘッダに含まれるものを用いる．距離 d
は，送信機と受信機の位置を定めることで求まる．位置情報は，ノード外で集中的に生成し，一
定時間毎に各 BM-CTL に向けて送信される．この位置情報生成機構を Location Generator
(LC-GEN)，全ノードの位置情報を記述したデータを Location Information (LC-INF)と名
付ける．送信機の位置は，各送信機が BM-FRMを送信する際にヘッダに含める．受信機の位
置は，各受信機の BM-CTLが持ち，受信時に RSSIを計算する際に用いる．LC-GENは，時
系列に沿った位置情報を指定するシナリオ型や，各ノードがルールに基づいて移動するマルチ
エージェントシミュレータ型などを想定する．
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図 6.8. BluMoon における電波干渉の模倣手法の解説図．t0 と t1 が BM-FRM の到着時刻，
trcv は BLEフレーム受信に要する時間である．(a)BM-FRMを受信した時刻から trcv
が経過するまでに他の BM-FRM を受信しなければ，電波干渉なしとみなしてその
BM-FRMを受理する (b)他の BM-FRMを受信した場合には電波干渉が発生したとみ
なしてその両方の BM-FRMを破棄する．
6.4.4 電波干渉の模倣
BLE は，2.400GHz-2.480GHz の帯域を 0.002GHz ごとに分割し，帯域の重ならない 40
チャンネルを構成する．異なるノードから同じチャンネルにて BLE フレームが送信される
と，信号の復号化が不可能となり通信が成立しない．本論文では，この現象を電波干渉と呼
ぶ．BLEでは，BLE同士や他の 2.4GHz帯通信との電波干渉を避けるための機構が用意され
ているが，Advertiseでは 37,38,39の 3つのチャンネルを固定で使用するため特に電波干渉が
起こりやすい．
Bluetoothバージョン 4.2では，フレーム送信のビットレートは 1Mbpsと決められている．
たとえば，200[bit]のフレームを送信するには 200[µs]かかる．電波干渉は，このフレームの
送信中に起こる．一方，BluMoon ではイーサネットで接続されたネットワークでフレーム
を送信するため，フレーム送信に要する時間は実際の BLE での時間に比べると極めて短い．
そこで，実際の BLE でかかるであろう送信時間を見積もり，擬似的な送信状態を生成して
干渉を模倣する．この干渉の設計は，無線ネットワークエミュレータ NEToriumに含まれる
Asteroidにて提案された．
具体的には，BM-FRMを受信した時刻から一定時間を本来 BLEフレーム受信に要する時
間とみなし，その間に別の BM-FRMを受信した際には干渉が発生したと判定する．BLEで
フレーム受信に要する時間を trcv は，フレームのビット長に比例する．BLEフレームのビッ
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ト長，すなわち BM-FRMのボディのビット長を Lとすると, trcv は
trcv =
L
1.0× 106[bit/s] (6.4)
と見積もることができる.
この電波干渉の模倣手法を図 6.8を用いて説明する．図は，2つの BM-FRMを順次受信す
る際の時間の流れを示している．(a)が干渉なしの場合，(b)が干渉ありの場合である．それ
ぞれの図で，丸印が BM-FRMを受信した時刻である．それぞれ t0,t1 とした．BLEフレーム
の受信に要する時間 trcv は，先に詳細を記述したとおりである．青が 1つ目のフレーム，赤
が 2つ目のフレームについて示しており，これらは独立している．BM-FRMを受信した時刻
から trcv が経過するまでに他の BM-FRMを受信しなければ，電波干渉なしとみなしてその
BM-FRMを受理する (図 6.8(a))．一方，BM-FRMを受信した時刻から trcv が経過するまで
に他の BM-FRM を受信した場合，電波干渉が発生したとみなしてその両方の BM-FRM を
破棄する (図 6.8(b))．
なお，電波干渉を模倣するための他の手段として，任意の確率でパケットロスを発生させる
方法が考えられる．しかし，BLEのユースケースでは周囲の電波状況は時々刻々と変化する．
固定の確率でパケットロスが発生するよりも，状況に応じて電波干渉が発生する方がソフト
ウェアテストのためのユースケースが広がる．パケットロスの発生確率を頻繁に更新すること
で状況変化に応じることはできるであろう．しかしその場合には，周囲の電波環境を収集して
パケットロス発生率を計算するための追加の仕組みが必要である．BluMoonでは，フレーム
単位でのエミュレーションを行っているため，受信したフレームを用いれば，追加の情報収集
なしに電波干渉模倣を行うことができる．よって，本提案手法を採用した．
6.5 BluMoonの設計と実装
本章では，6.4節の設計方針を実現するための BluMoonの具体的なソフトウェア設計およ
び実装について記述する．本研究では，BluMoon を Linux で動作するソフトウェアとして実
装した．
6.5.1 概要
BluMoon は，コントローラの挙動を模倣する BluMoon Controller (BM-CTL) と，各
ノードの位置情報を生成し伝達する Location Generator (LC-GEN) によって構成される．
BM-CTLは，
• BluMoon HCI Transceiver (BM-HCI)
• BluMoon Manager (BM-MGR)
• BluMoon Connector (BM-CNC)
という 3 つのモジュールに分けて設計を行った．これは，機能ごとに分割することで設計
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と実装を簡素化するためである．これにより，Bluetooth 規格のアップデートへの追従も容
易になると考える．受信電波強度の計算のため必要となる各ノードの位置情報は Location
Information (LC-GEN) として格納される．LC-INFは LC-GENが生成し，各 BM-CTLに
伝達する．これらの構成を図 6.9にまとめた．
6.5.2 BluMoon HCI Transceiver
BluMoon HCI Transceiver (BM-HCI) は，ホストとの HCIフレーム送受信を担う．ホス
トから HCIデータや HCIコマンドを受信した際には，BM-MGRにその内容を伝達する．ま
た，BM-MGRから HCIイベント生成命令や HCIデータ送信命令を受信した際には, ホスト
に HCIイベントや HCIデータを送信する，
BM-HCI と Linux の Bluetooth スタックである BlueZ の構成とそれらの関係性を図 6.10
に示す．Linuxでは，BlueZが Bluetoothスタックとしてホストの役割を担う．BlueZでは，
コア機能を担う BlueZ Core に接続される形でいくつかのドライバが実装されている．ドラ
イバは，実機と接続するための UARTドライバと USBドライバに加えて，仮想コントロー
ラと接続するための VHCI ドライバがある．デバイスの差異はドライバで吸収されるため，
BlueZ Coreから上層ではデバイスにかかわらず同様に扱うことができる．すなわち，VHCI
ドライバに接続するように仮想コントローラを実装すれば，実機向けのソフトウェアをそのま
ま動作させることができる．VHCIドライバは，UNIXドメインソケット /dev/vhci を経由
して HCIフレームの送受信を行う．BM-CTLが仮想コントローラとしてふるまうためには，
VHCIソケットを待ち受けるソケットサーバを立ち上げる必要がある．VHCIドライバと通信
する機能を，VHCIソケットインタフェースとして BM-HCI内に実装した．BlueZと通信す
る仮想コントローラの参考実装としてオープンソースソフトウェア btvirtがあり，VHCIソ
ケットインタフェースはこの btvirtを拡張して実装した．VHCIソケットインタフェースが
受け取った HCIフレームは，フォーマットを変換して BM-MGRに渡す．また，BM-MGR
から HCIイベント生成命令や HCIデータ送信命令を受信した際には，それをフォーマット変
換して VHCIソケットインタフェースを経由して BlueZへ送信する．
6.5.3 BluMoon Manager
BluMoon Manager (BM-MGR)は，送受信に関する BluMoonコントローラ全体の管理を
行う．BLEコントローラが持つ Standby，Advertising，Scanning，Initiating，Connection
の 5つの状態 (図 6.4)の管理，BM-FRMの送信制御，受信スロットの制御を行う．
BM-FRM を送信する際には，BLE フレームの形式 (図 6.5) にしたがってフレームを作成
し，Channel，TxPower，Locationのメタデータを付与して BM-CNCに渡す．Advertising
の状態では，BM-MGRが内部にタイマーを持ち，一定間隔で送信を行う．
BLEコントローラは，待ち受け時は指定したチャンネルの BLEフレームを受信することが
できる．また，待機時の消費電力を削減するために，待ち受けとスリープを繰り返す．これら
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図 6.9. BluMoonの設計構成図．
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図 6.10. BM-HCI の構成とそのインタフェース．Linux の Blutooth スタック BlueZ に含ま
れる VHCIと，HCIによって接続する．この HCI接続には，UNIXドメインソケッ
ト /dev/vhci が用いられる．BM-MGRとは，コントローラ内インタフェースで独自
フォーマットのデータをやり取りする．
の切り替えも BM-MGRが担う．受信した BM-FRMのメタデータに記述されたチャンネル
と，BM-CTLの待ち受けチャンネルを照合し，一致した場合には BM-FRMを受理し，一致
しない場合には破棄する．
6.5.4 BluMoon Connector
BluMoon Connector (MB-CNC) は，BM-FRM の実際の送受信を担う．BM-MGR から
送信命令を受け取ると，BM-CNCで BM-FRM(図 6.7)を作成し，送信する．BM-FRMは，
Generic Network Virtualization Encapsulation (Geneve) でカプセル化して UDPセグメン
トに格納し (図 6.11)，IP ネットワークにブロードキャストで送信する．BM-FRM を作成
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図 6.11. Geneveにカプセル化し UDPセグメントとして格納した BM-FRM．
{
"1":{"x":65, "y":75},
"2":{"x":25, "y":40},
"3":{"x":25, "y":55},
"4":{"x":75, "y":90}
}
図 6.12. Location Information (LC-INF)の記述例．この例では，ノード ID1～4の 2次元座
標を指定している．
するための BLE フレームと Channel と TxPower は，送信命令に含まれる．Location は，
LC-GENから送信される LC-INFから自身の IDの位置座標を保持しておく．
受信時は，受信した BM-FRMを解析し，電波干渉の判定と受信電波強度の計算を行う．こ
れらの詳細は 6.4 節に記述したとおりである．受信した BLE フレームは，RSSI を付与して
BM-MGRに渡す．
6.5.5 Location Generator
Location Generator (LC-GEN)は，すべてのノードのノード IDと 2次元座標を含んだデー
タを定期的にブロードキャストで送信する．このデータは Location Information (LC-INF)
LC-INFは，すべてのノードのノード IDと 2次元座標を含んだデータである．図 6.12のデー
タ形式で JSON で記述する．あらかじめ位置と時間の関係を定めたシナリオに沿う場合や，
マルチエージェントシミュレータのようなシミュレーションで位置を決定する場合などが考え
られる．本論文では，シナリオに沿って LC-INFを送信する LC-GENを Pythonスクリプト
で実装した．
6.6 評価
6.6.1 機能評価
我々が実装した BluMoonが，機能要件を満たしていることを確認する．Bluetoothの規格
には非常に多くの HCI コマンド，HCI イベントがある．本論文では，表 6.2 に示す 6 つの
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表 6.2. 対応した HCIコマンドおよび HCIイベント一覧
HCIコマンド・HCIイベント 種別
LE Set Advertising Parame-
ter
LE Set Advertising Data
LE Set Advertising Enable HCIコマンド
LE Set Scan Parameters
LE Set Scan Enable
LE Create Connection
Command Complete
LE Advertising Report HCIイベント
LE Connection Complete
$ hciconfig
hci0: Type: BR/EDR Bus: VIRTUAL
BD Address: 00:AA:01:00:00:23 ACL
MTU: 192:1 SCO MTU: 0:0
UP RUNNING
RX bytes:0 acl:0 sco:0 events:56 er
rors:0
TX bytes:1016 acl:0 sco:0 commands:
42 errors:0
図 6.13. hciconfigコマンドの実行結果．
HCI コマンドと 3 つの HCI イベントに対応する実装を行った．これにより, 6.2 節で示した
LE コントローラの 5つの状態 (図 6.4)にすべて対応することができ, 最低限の要件を満たし
たと言える．暗号化や通信パラメータ設定に関する実装は省略したが，これらは今後の追加実
装によって対応することが可能である．
BlueZ に含まれる Linux 向けコマンドツール hciconfig の実行結果を図 6.13 に示す．
hciconfigは，hciで接続されたコントローラの状態を確認することができるほか，起動と終了
などの制御を行うことができる Bluetooth インタフェースの制御コマンドである．このよう
に，エミュレートされた BM-CTLは，HCIを経由して通常の Bluetoothコントローラと同様
に扱うことができる．
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表 6.3. 計測を実施した環境
筐体 Dell PowerEdge R430
CPU Intel Xeon E5-2683 v4 (2.1GHz,16core) × 2
メモリ 384GB
OS Ubuntu 16.04 Server AMD64
Bluetoothスタック BlueZ 5.43
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図 6.14. アドバタイズパケット送信時の CPU 使用率．横軸は 1 秒あたりのアドバタイズ送信
数．縦軸は CPU 使用率．値は BM-HCI，BM-MGR，BM-CNC のプロセスごとに
算出される．
6.6.2 性能評価
BluMoon が実用可能な程度のリソース使用であることを確認するため，BluMoon 実行中
の CPU使用量を測定した．CPU使用率は，アドバタイズ送信時とアドバタイズ受信時を測
定した．計測には，ネットワークテストベッド StarBED[109] のグループ P のノードを用い
た．ノードは，10ギガビットイーサネットでスイッチを経由して接続される．測定に使用し
た機材とソフトウェアの一覧は表 6.3に示す．送信には HCIコマンドを，受信にはて node.js
ライブラリ noble[110]を用いて作成した受信スクリプトを実行した．
アドバタイズ送信時の CPU 使用率測定結果を図 6.14 に示す．図は，単位時間あたりのア
ドバタイズ送信数に応じたの CPU 使用率の変化を示す．BM-HCI，BM-MGR，BM-CNC
はそれぞれ別プロセスとして実行しているため，プロセスごとの CPU使用率を示している．
アドバタイズ間隔を短くするほど，つまり，単位時間あたりの送信フレームを増やすほど，
BM-MGRと BM-CNCの CPU使用率は増える．一方，BM-HCIは，アドバタイズ開始時に
HCIコマンド (LE Set Advertise Enable) を送信するのみで，アドバタイズ送信中には実行
する処理がないため CPUを使用しない．Bluetoothバージョン 4.2の仕様では，アドバタイ
ズ間隔の最小値は 20ミリ秒と定められている．つまり，1秒あたりの送信数は最大でも 50フ
レームである．この範囲では，CPUリソースをほとんど消費せずに送信を実行することが可
能である．
アドバタイズ受信時の CPU使用率測定結果を図 6.15に示す．この図は，単位時間あたりの
アドバタイズ受信数に応じた CPU使用率の変化を示す．送信時とは異なり受信時には受信毎
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図 6.15. アドバタイズパケット受信時の CPU使用率．グラフの見方は図 6.14と同様．
に HCIイベントを生成してホストへ送信する．そのため，BM-HCI，BM-MGR，BM-CNC
のすべてのプロセスで受信数に応じて CPU 使用率が上昇する．アドバタイズ受信数に仕様
上の上限はない．しかし，周囲に存在するアドバタイズ送信機には現実的には限りがある．
Bluetoothでは最大出力によって Classが定められており，最大出力の最も高い Class1で到
達距離の目安は 100m程度である．100m四方の空間に 1mおきにアドバタイズ送信機が配置
される場合には 10000 個程度のアドバタイズ送信機が存在する．これらのアドバタイズ送信
機が仕様上の初期既定値 1.28秒ごとにアドバタイズを送信した場合，1秒あたりのアドバタ
イズ受信数は 7812.5である．このアドバタイズ受信数の範囲では，現実的な CPUリソース
の消費で受信が可能である．
6.6.3 受信電波強度
BluMoonの設計が要件 (3)を実現したことを示すため，距離に応じた受信電波強度の計測
を行った．送信機と受信機を設置してアドバタイズパケットの送受信を行い，送受信機の間
隔を変えながら RSSIを記録した．送受信機の間隔は 0.1～30mとし，0.1～1mでは 0.1mご
と，1～10m では 1m ごと，10～30m では 10m ごとに計測した．各位置での計測は 10 秒間
行った．計測は実環境と BluMoon の両方で行い，実環境は屋内と屋外の 2 ケースを計測し
た．実環境での送受信機には，Raspberry Pi 3 Model Bを用いた (図 6.16(a))．屋外の計測
は見通しの良い広場 (図 6.16(b))で行い，屋内の計測はガラス製の壁が設置された屋内の廊下
(図 6.16(c))で実施した．
計測結果を図 6.17に示す．この図は，実測値に加えてその対数近似を示す．実環境と同様
に BluMoonのエミュレーション結果においても，距離に応じて減衰するという電波の特徴が
現れている．そして，BluMoonの値は，屋内での計測と屋外での計測の概ね中間をとってい
る．これは，BluMoonでの計測値が実環境と比べて非現実的ではないことを示す．
なお，ここでの結果は，BluMoonにて (6.2)および (6.3)の式を適応した場合の比較にすぎ
ない．BluMoonでは，RSSIの計算を行うことを特徴のひとつとしたが，その計算モデルは本
論文で提案したものに限るわけではなく，必要に応じて置き換えることができる．
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(b) (c)(a)
図 6.16. 受信電波強度計測を実施した実環境．(a) 送信機と受信機の配置．(b) 屋外の計測環
境．(c)屋内の計測環境．
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図 6.17. 距離に応じた受信電波強度の計測結果．横軸の距離は対数軸である．各点は実測値，直
線は実測値の対数近似を示す．
6.6.4 電波干渉
BluMoonの設計が要件 (4)を実現したことを示すため，電波干渉源を設置して受信率の計
測を行った．受信率の計測のために，送信機から送信されるアドバタイズパケットの受信数
を数えた．送信機のアドバタイズの間隔は Bluetooth の規格で定められる範囲のうち最短の
20msecとした．理想的には 1秒あたり 50個のアドバタイズパケットを受信することができ
る．これを分母として，何個受信するかを受信率として算出した．また，送信機以外に，干渉
源として最大 4台の干渉機を設置した．これらの干渉機は，送信機と同じく 20msec間隔でア
ドバタイズパケットを送信し続ける．実環境での計測は他の 2.4GHz帯電波が概ね遮蔽された
スチール製倉庫の中で行い，送受信機および干渉機には Raspberry Pi 3 Model B を用いた
(図 6.18)．
計測は実環境と BluMoonの両方で行い，さらに理論値とも比較した．理論値は，次の通り
導出した．あるパケット長のアドバタイズパケットを受信する時，1台の干渉機のアドバタイ
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図 6.18. 受信率計測を実施した実環境．
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図 6.19. アドバタイズパケット送信における Tadv, Tai および Td の関係．
ズパケットと衝突する確率は
P0 =
2Tadv
Tai + Td
(6.5)
となる．ここで Tadv はアドバタイズパケットの送信に要する時間であり，数式 (6.4)より導出
できる．Tai は Advertise Intervalと呼ばれるパラメータで，あるアドバタイズパケットを送
信してから次のアドバタイズパケットを送信するまでの間隔である．Td は Advertise Delay
と呼ばれるパラメータで，同じ間隔のアドバタイズパケット同士が継続して衝突することを
回避するため挿入されるランダムな待ち時間である．この値はパケット送信ごとに異なるが，
衝突確率の理論値導出に用いるため平均値を Td とする．これらの関係性は図 6.19に示した．
また，送信機と干渉機で Tadv, Tai および Td は同じとしている．干渉機が N台ある場合に少
なくとも 1つの干渉機のアドバタイズパケットと衝突する確率 PN は，どの干渉機のアドバ
タイズパケットとも衝突しないことの余事象の確率となるため
PN = 1− (1− P0)N (6.6)
= 1− (1− 2Tadv
Tai + Td
)N (6.7)
と導出できる．
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図 6.20. 干渉機の台数に応じた受信率の計測結果．
計測結果を図 6.20に示す．理論値と実機と同様に，BluMoonでも干渉機の台数が増えるご
とに受信率が低下する傾向が現れる．BluMoonと理論値との相関関数は 0.9799であり，提案
した手法によって電波干渉が模倣されていることを示している．なお，実環境と理論値との相
関関数は 0.9241であり，BluMoonの方が理論値に近い計測結果となった．前節でも記述した
とおり，実環境での計測では様々な要因によって電波環境が変化し，それによって干渉にもば
らつきが出る．実環境を想定した時，BluMoonのエミュレーションにこのばらつきをどのよ
うに取り入れるべきかは，今後の検討課題とする．
6.7 ケーススタディ
BluMoon は，BLE アプリケーションのテストを行うことを想定している．そのため，エ
ミュレーション結果が実環境と大きく相違がないことが，有用性につながる．そこで，送受
信機の実機を物理空間に設置した実環境での計測と，同じ条件で BluMoonによるエミュレー
ションを実行し，その結果を比較する．
6.7.1 実験概要
実験は，BLEアドバタイズを用いた近接判定アプリケーションを想定して行う．場所固定
で設置したアドバタイズ送信機の周囲を，アドバタイズ受信機が移動し，送信機と受信機の距
離に応じた近接の程度を判定する．近接の程度は，Apple社が提唱する BLEビーコンの標準
規格 iBeaconを参考にして Immediate（～1m），Near（1～3m），Far（3m～）の 3段階とし，
これらは RSSIから自由空間電波伝搬損失をもとに距離を推定した．近接判定アプリケーショ
ンは，受信機側で実行した．アプリケーションは，node.jsライブラリ nobleを用いて作成し
た．このアプリケーションを，実環境とエミュレーション環境で同じものを実行し，結果を比
較した．
実環境および BluMoonでの実験設定を図 6.21に示す．2.9m × 5.5mの矩形の空間の内角
に，4台のアドバタイズ送信機を設置する．これらをビーコン 1～4と呼ぶ．受信機は，それ
らを囲む軌道を周回移動し，スタート地点から 3 周する．実環境における実験は，情報通信
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図 6.21. 実験の設定．
図 6.22. 実験を実施した実環境．(a)全体像．(b)受信機．(c)送信機．
研究機構北陸 StarBED技術センター内のサーバ室にて実施した．コンクリート製の壁に囲ま
れ，周囲には金属製ラックが設置されるため反射が発生しうる環境である．アドバタイズ送信
機と受信機には Raspberry Pi 3 Model Bを用いた．受信機はレールに沿って走る電池駆動の
電車型玩具に固定し，等速で移動するように設置した（図 6.22）．BluMoon でも，これと同
じ配置と移動を行うシナリオを実行した．なお，BluMoonで用いるパラメータは，送信電力
を-20[dBm]，AWGNの確率密度関数 (数式 (6.3))の標準偏差 σ を 5とした．これらの値は，
実環境で予備実験を実施して RSSIを計測してから決定した．
6.7 ケーススタディ 81
 0  30  60  90  120  150  180  210
ビーコン１
ビーコン２
ビーコン３
ビーコン４
-80
-70
-60
-50
-40
-30
 0  30  60  90  120  150  180  210
R
SS
I [d
Bm
]
 0
 1
 2
 0  30  60  90  120  150  180  210
Immediate
Near
Far
 0  30  60  90  120  150  180  210
-80
-70
-60
-50
-40
-30
R
SS
I [d
Bm
]
 0
 1
 2
 0  30  60  90  120  150  180  210
Immediate
Near
Far
(a)実環境
(b)BluMoon
経過時間 [秒]
図 6.23. BLEビーコンを用いた近接判定実験の結果．近接判定と RSSI実測データを上下に並
べている．(a)実環境．(b)BluMoon．
6.7.2 結果
実環境と BluMoonにて近接判定アプリケーションを実行した結果を図 6.23に示す．図は
近接判定結果と RSSIの実測値を示し，実環境と BluMoonの両方の結果を示している．実験
では 4 台のビーコンが設置された環境を 3 周するため，Near と Immediate を区別しなけれ
ば，計 12 回の近接イベントが発生する．実環境では 12 回すべての近接を検知した．一方，
BluMoon では 11 回の近接を検知した．実環境を用意せずともエミュレーションでアプリ
82 第 6 章 無線通信の仮想化: BluMoon
ケーションの動作テストが可能である．
なお，1度の近接検知失敗は，AWGNにより RSSIが弱まったためである．一般的に，エ
ミュレータを用いた実験では，試行によらず同一の結果が得られる．これは同一条件でテスト
が実行できるという利点であるが，単純なモデルを用いる場合には，実環境で起こっているよ
うな電波強度の高頻度のゆらぎは再現することができない．そのため，本論文の RSSI計算に
は AWGNを追加している．実験におけるエミュレーションと実環境の結果の差異は，このラ
ンダム性を用いた結果である．しかしながら，BluMoonで用いる RSSIの計算モデルはこれ
に限定するものではなく，必要に応じたモデルを使用することによってより要求に合ったエ
ミュレーションを実現することができる．
6.8 おわりに
本論文では，ソフトウェアシステムテストのための BLEエミュレータ BluMoonを提案し，
その設計，実装および評価を行った．BluMoonはソフトウェアシステムのテストに使用する
ことを想定したエミュレータであり，
1. 実機向けソフトウェアが動作すること
2. フレーム単位で通信を行うこと
3. 受信電波強度を計算すること
4. 電波干渉を模倣できること
という要件を挙げた．(1)の要件に対し，HCIを境界としてコントローラをエミュレーション
で置き換える設計を提案した．これにより，HCI より上位層では実機向けと同じソフトウェ
アが動作する．(2)の要件を満たすため，BM-FRMというエミュレーションのための形式を
提案した．BM-FRMには，エミュレーションに必要なメタデータと実際のデータ形式に沿っ
た BLEフレームが格納される．BM-FRMは IPネットワークを通じて UDPで送信される．
(3)の要件に対しては，送信端末と受信端末の 2点間距離から電波減衰を計算することによっ
て RSSIを模倣する設計を提案した．RSSIは，受信端末側のエミュレータによってフレーム
受信毎に計算される．エミュレータ外部に設置される LC-GENが各端末の位置情報を生成し
各エミュレータへ伝達する．(4)の要件に対しては，同一チャンネルのフレームが同時に到着
した場合に干渉とみなしてフレームを破棄する設計を導入した．これらの設計をもとに実装を
行い，いくつかの計測実験を通じて有用性の評価を行った．機能評価では，HCI 経由で実機
の BLEコントローラと同様に扱えることを確認した．性能評価では，リソース使用量による
評価を行い，BluMoonが現実的なリソース消費の範囲で実行可能であることを示した．また，
実機との比較実験により，近接判定アプリケーションのテストというユースケースにおいて
BluMoonが活用できることを示した．
本論文では，受信電波強度の模倣に自由空間での電波伝搬損失という単純なモデルを用い
た．そのため，BluMoonで模倣している状況は周囲に何もない開放空間である．しかしこれ
は，最も単純な例として採用したに過ぎない．実際の空間では，地面や壁，什器などが存在す
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るため，電波はこれらに反射して複数の経路で到達するため強度が変わる [111]．空間中の物
体の位置や素材を考慮したより詳細なモデルへの置き換えることで，より実環境に近いエミュ
レーション環境の構築が可能となる．地面の反射波を考慮した二波反射モデルや，反射するも
のの位置から経路を計算するレイトレーシングの手法を使うことで，より正確なエミュレー
ションを実現することができる．また，本論文では，実環境とエミュレーションの比較として
近接判定アプリケーションというユースケースを用いたが，これはユースケースの一例に過ぎ
ない．BluMoonでは，実環境と同じデータの BLEフレームの送受信を行うため，センサデー
タを収集したり，スタンプラリーを実施したりするような様々な種類の BLEアプリケーショ
ンをテストすることができる．
ソフトウェア開発におけるテストの手法や論理は，ソフトウェア工学という分野の一体系
として様々な知見が積み上げられてきた．しかしながら，BLEアプリケーションのように物
理空間の影響を受けるシステムのテストに関しては，議論や情報整理はまだ発展途上である．
我々の別の研究では，BluMoonでのエミュレーション結果を用いて電波環境を物理空間の箱
の中で再現し，携帯端末の実機を用いたテストに活用することも行っている [112]．我々が本
論文で示したエミュレーションによるテストの手法をきっかけとして，今後増え続けるであろ
う周囲の環境を考慮したシステムのテストの知見が蓄積していくことを大いに期待する．
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エミュレーションとその物理化によ
るテストプラットフォーム: AOBAKO
7.1 はじめに
7.1.1 CPHIとしての位置づけ
本節では，ここまでの CPHIに関する議論を元に，CPHIを考慮したシステムの開発環境に
ついて提案する．BLEビーコンを用いたアプリケーションの検証システム AOBAKOの設計
と実装について述べる．AOBAKOには，前節で述べた BluMoonを用いた．
7.1.2 背景
ユビキタスコンピューティングにおいてコンテキストアウェアはもっとも重要な要素のひと
つである [113]. モバイルアプリケーションではすでにコンテキストは活用されており，コン
テキストを注入するモバイルアプリケーションテスト platformも研究されている [114][115]．
モバイルアプリケーションにおける重要なコンテキストのひとつに，位置情報がある．位置情
報の最も主要な測定方法であるグローバル・ポジショニング・システム (Global Positioning
System:GPS)は屋内で使用できないため，モバイルアプリケーションが屋内位置を活用する
ためには他の方法が用いられる．そのひとつが BLEビーコンを用いた屋内測位である．BLE
ビーコンは建物の形状や人の流れ等の要因によって電波の到達範囲が変わるため，事前調査が
欠かせない．しかし，実機と人力を用いた現地調査実施のコストは大きい．さらに，人手に
よる実地調査では再現性がない．そのため，コンテキストアウェアネスの検証環境が必要と
なる．
本章では，コンテキストアウェアアプリケーション検証のためのシステム AOBAKOを提
案する．AOBAKOでは，BLE屋内測位を使ったモバイルアプリケーションのテストをター
ゲットとする．BLEビーコン情報の生成には，無線ネットワークエミュレータを活用し，ビー
コン送受信機の正確なトラフィックが仮想空間の中で再現される．このエミュレーションに
は，前章に記述した BluMoonを用いる．エミュレーションの結果を，物理空間に転送する．
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図 7.1. AOBAKOの全体像
物理空間の端末は，エミュレーション空間にある端末が受信するものと同じビーコンを受信で
きる．AOBAKOは，コンテキストアウェアアプリケーションの検証を手助けするテストベッ
ドの一形態である．このシステムにより，いままで人手に頼り再現性のなかったモバイルアプ
リケーションにおけるコンテキストの検証が可能となる．
7.2 AOBAKO
AOBAKO は，BLE エミュレーションにもとづいて物理空間で電波を発信する仮想ビー
コンシステムである．AOBAKO は，BluMoon，AOBAKO DESK，AOBAKO SCOPE，
AOBAKO BOXの 4要素で構成される (図 7.1，7.2) 対象アプリケーションが稼働するモバ
イル端末を箱に入れるだけで，任意のビーコン環境でテストが実行できる．本研究では，我々
は送信ビーコンのフォーマットを iBeacon[88]のフォーマットとして実装した．
7.2.1 BluMoon: 無線ネットワークエミュレータ
BluMoon[87]は，BLEのフレーム送受信を正確に模擬する無線ネットワークエミュレータ
である．BluMoonのエミュレーションでは，UDPデータグラムでのフレーム送受信を行い，
BLE通信を有線ネットワーク上で模倣する．無線通信の特徴である電波干渉，同一チャネル
におけるフレーム衝突を考慮して計算される．受信電波強度は，送受信機それぞれの位置から
計算される．本研究では，BluMoonはネットワークテストベッド StarBED[109]で実行した．
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図 7.2. AOBAKOのシステム構成
7.2.2 AOBAKO DESK: 操作インタフェース
AOBAKO DESK(図 7.3)は，ビーコンの送受信機の位置を指定する操作インタフェースで
ある．ユーザは，ビーコン送信機と受信機が描かれた駒を任意の場所に配置する．駒の上部に
はウェブカメラを設置し，撮影した画像を解析して駒の位置を算出する．計算された位置は
Message Queueing Telemetry Transport(MQTT)にて AOBAKO SCOPEと BluMoonに
送信される．
7.2.3 AOBAKO SCOPE:監視ビューワ
AOBAKO SCOPE(図 7.4)は，仮想ビーコン送受信機の位置と仮想ビーコンのフレーム送
信を表示する監視ビューワである．青い塊がビーコン送信機，赤い塊がビーコン受信機を示
す．エミュレーションでのビーコン受信に合わせて，送信機から受信機に弾が発射される．
7.2.4 AOBAKO BOX: コンテキストの物理化
The AOBAKO BOX, which is a metal box installed in the physical space (Figure 7.5),
transfers BLE beacons from virtual to physical space. AOBAKO BOX は，エミュレー
ションによって導出された BLEビーコンを，物理空間に設置された金属箱 (図 7.5)に転移す
る．本研究ではこれを「コンテキストの物理化」と名付けた．金属箱と電波遮蔽フィルムは，
外部からの 2.4GHz 帯の電波を遮断する．物理的なビーコン発信機として 4 つの Raspberry
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Piが箱の中に設置される (図 7.7)．
7.2.5 メッセージ
AOBAKO では，2 種類のメッセージが交換される．Location Information と Beacon
Information である．Location Information は，すべてのビーコントランシーバの 2 次元座
標を含み，一定時間おきに AOBAKO DESK から全ての仮想端末に送信される．Beacon
Information は，beacon の物理化のために用いられるパラメータである．これらのメッセー
ジは JavaScript Object Notation (JSON)で記述され，MQTTで送信される．
7.3 ビーコンの物理化
AOBAKO BOX は，BluMoon が生成した Beacon Information をもとに，ビーコンの物
理化を行う．ビーコンの物理化をするために，2つの考慮ポイントがある．それは，送信機多
重化と距離偽装である．
7.3.1 送信機多重化
Note that we could only install four physical-beacon transmitters in AOBAKO BOX
due to space limitations. 本研究で制作した AOBAKO BOX には，空間上の制約により物
理ビーコン送信機を 4 台しか設置できない．しかし，AOBAKO DESK に設置し BluMoon
でエミュレートされるビーコンはそれよりも多い．そのため，4台の物理ビーコン送信機で 4
台よりも多いビーコン送信機がある状況を模倣しないといけない．iBeaconでは，送信元の識
別子として Advertise Address(AdvAddr)が使われる．本研究では，この AdvAddrの値をフ
レーム送信毎に変更することで，多くのビーコンがある状況を模倣する．
7.3.2 距離偽装
AOBAKO BOX 内に置いた物理端末は，AOBAKO DESK で指定した位置に仮想的に配
置される．この物理端末を任意の場所に擬似的に移動させるためには，受信するビーコンの距
離見積もりを偽装する．iBeaconでは，送受信機間の距離 d は
d = 10(P−R)/20. (7.1)
で表される．ここで R は受信電波強度 (received signal strength indication:RSSI), P は送
信機から 1m 離れた地点での RSSI の値である．iBeacon では P は TxPower と表される．
AOBAKO BOX内での物理送信機と物理端末の距離 dB は
dB = 10(PB−RB)/20, (7.2)
と算出される．ここで添字 B は AOBAKO BOXを示す．しかしながら，物理送信機は箱の
中に固定されているため，RB を変えることはできない．そこで，ビーコンを距離 dB ′ から受
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図 7.3. AOBAKO DESK．
図 7.4. AOBAKO SCOPE．
図 7.5. AOBAKO BOX．
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図 7.6. AOBAKO BOXのシステム構成．
信したように偽装するため，PB の値
dB
′ = 10(PB
′−RB)/20. (7.3)
となるように調整する．ここで dB ′ は dV = 10(PV −RV )/20 と等しい．つまり，仮想空間での
距離に偽装するための PB ′ は
PB
′ = PV +RB −RV . (7.4)
と算出できる．
7.3.3 物理ビーコン送信の管理
AOBAKO BOXでの物理ビーコン送信はAOBAKO BOX Manager(図 7.6)で制御される．
AOBAKO BOX Managerの実態はMacで稼働する Pythonスクリプトである．AOBAKO
BOX Managerは，Beacon Informationを受け取ったら，その AdvAddrと TxPowerをパラ
メータとしたフレーム送信を Raspberry Pi に指示する．この指示は，4 台の Raspberry Pi
にラウンドロビン方式で行う．命令は SSH経由でのコマンド実行により行う．
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図 7.7. AOBAKO BOXの内部構造．
図 7.8. 物理化されたビーコンの受信．
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7.3.4 結果
AOBAKO BOX に置かれた携帯端末は，物理化された仮想ビーコンを受信する．図 7.8
は，さまざまな距離からの多数のビーコンを受信している様子を示す．ビーコンの受信には，
Google Playで公開されている Androidアプリ [116]を用いた．
7.4 まとめ
本研究では，モバイルなどのコンテキストアウェアアプリケーションのテスト環境の一例と
して AOBAKOを提案した．AOBAKOでは，生成したコンテキストを物理化することが鍵
となる．本研究では，AOBAKO のシステム実装を行い，提案するコンセプトが実現可能で
あることを示した．本研究で提案する AOBAKOのシステムがコンテキストアウェアアプリ
ケーションのソフトウェアテストにおいて大いに役立つことを期待する．
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第 8章
結論
8.1 議論
本論文では，cyberと humanのインタラクションにおいて physicalに着目して分解するこ
とで整理を行うことを試みた．機器に搭載されるセンサが増加の一途をたどる中，今後物理量
の取得は複雑かつ重要な要素となる．CPHIの概念は，機器やサービスを設計する上で役立つ
ようになると考える．
また，第 3章の SleepTypingでは，キーボードの押下を用いて，睡眠時の姿勢を取得した．
ここでは，もともと文字入力を目的としたキー押下の圧力の物理量とセンサを用いて，異なる
情報を伝達可能であることを示した．物理量に着目することで，物理センサの目的外使用の可
能性を示す．
本論文では，物理現象を模倣するシミュレーションおよびエミュレーションを利用すること
でテストプラットフォームを構築することを提案した．この提案が実現可能であることを示す
ため，AOBAKO というテストプラットフォームシステムを構築した．AOBAKO では，電
波強度の計算モデルを用いて物理を模倣した．このモデルは非常に単純なものではあるが，モ
ジュラブルで入れ替え可能な設計として構築しているため，シミュレーションモデルをより高
精細なものに置き換えることによって要件に合わせた物理空間の模倣が可能である．物理モデ
ルを可換にする設計は，CPHI開発支援プラットフォームの設計の普遍的な考え方として役立
つと考える．
8.2 おわりに
本論文では，CPHIという新たな概念を提唱した．これは，サイバー情報と物理と人間を統
合的に扱う，新しい概念である．本論文では，CPHIのパターンとして
• Cyberization from Human (人間からのサイバー化)
• Realization to Human (人間への意識化)
• Human-Physical Merging (人間と物理の情報融合)
• Physical Augmentation (物理的拡張)
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の 4つを提案した．第 1部では，CPHIのインタフェースに関する事例を示した．3章では，
SleepTyping という Cyberization from Human の事例を示した．4 章では，PICALA とい
う Realization to Human の事例を示した．5 章では，Augmented Typing という Physical
Augmentationの事例を示した．第 2部では，CPHIのシステム開発をサポートする研究事例
を示した．6章では，BluMoonという BLEエミュレータの事例を示した．これには，干渉と
減衰という物理における問題の模倣を取り入れている．7章では，AOBAKOという人間と物
理とコンピュータの構成要素を統合的に検証できるプラットフォームの事例を示した．これら
は，既存の HCIの概念からみると，物理の概念が新たに追加された．既存の CPSの概念から
みると，人間の概念が新たに追加された．
インターネットが登場してから今日まで，人間は PC やスマートフォンといった情報端末
を通じてインターネットにアクセスしてきた．しかし，これはまだインターネットを活用した
社会の初期段階のプロトタイプに過ぎない。物理世界にあるデバイスの情報やそのデバイスが
取得する情報を取り込んだり、その情報を社会システムの前提として組み込んだり、処理した
結果を物理世界にフィードバックすることで，インターネットの真のポテンシャルが発揮され
る。Internet of Things (IoT) という潮流とともに，人間の意思や行動を介さずに自律的にイ
ンターネットに接続する機器が増えてきた．Mark Weiser がユビキタスコンピューティング
として提唱した，21世紀のコンピュータの実装は，まさにいま始まったところである．CPHI
の概念は，そのような複雑性をなす世界で，システムを考案し設計し実装するための道標にな
るであろう．
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