Abstract. By using an explicit Bellman function, we prove a bilinear embedding theorem for the Laplacian associated with a weighted Riemannian manifold (M, µϕ) having the Bakry-Emery curvature bounded from below. The embedding, acting on the cartesian product of L p (M, µϕ) and L q (T
Introduction
Consider a complete Riemannian manifold (M, g, µ 0 ) with Riemannian metric g and Riemannian measure µ 0 . Let d, ∇, Grad and ∆ denote, respectively, the exterior and the covariant derivative, the gradient, and the nonnegative Laplace-Beltrami operator on M . Given ϕ ∈ C ∞ (M ), consider the weighted measure on M defined by dµ ϕ (x) = e −ϕ(x) dµ 0 (x), and denote by L ϕ the nonnegative weighted Laplacian defined on C ∞ c (M ) by L ϕ f = ∆f + df (Grad(ϕ)).
It was proved in [1, 14] that L ϕ is essentially self-adjoint on L 2 (M, µ ϕ ), and with an abuse of notation we still denote by L ϕ its unique self-adjoint extension. The BakryEmery curvature tensor associated with L ϕ is defined by
where Ric denotes the Ricci curvature tensor on M . For every a ∈ R, consider the shifted Riesz transform defined by
The following celebrated result was first proven by D. Bakry [1] .
Theorem 1. Suppose that Ric ϕ −a 2 g. Then, for every p in (1, ∞), there is C(p) > 0 such that
Preliminaries
For each x in M , we denote the tangent and the cotangent space at x respectively by T x M and T * x M . For every j, k ∈ N, we set T j,k
and we denote by T j,k M the fiber bundle over M whose fibre at x is T j,k x M . A tensor of type (j, k) is just a section of T j,k M . We denote the space of smooth tensors of type (j, k) by C ∞ (T j,k M ) and identify functions on M with tensors of type (0, 0). For each k = 0, . . . , dim M , let ∧ k T * M denote the bundle of alternating tensors of type (0, k), also referred to as k-forms. Recall that for every j, k ∈ N and x ∈ M the Riemannian scalar product on T x M induces a scalar product ·, · T
When there will be no ambiguity, we shall denote
simply by |·|, and
, we denote respectively by R(A) and N(A) its range and null-space.
be the exterior and the total covariant derivative, respectively, and d * ϕ and ∇ * ϕ their adjoints on L 2 (µ ϕ ). Recall that on functions d and ∇ coincide with the differential, d 2 = 0, and, for every
, where ∇ X u ∈ T j,k M denotes the covariant derivative of u with respect to X. Given a system of local coordinates (x 1 , . . . , x n ), we set ∇ i = ∇ ∂ x i , i = 1, . . . , n.
An easy computation gives
where i Grad(ϕ) denotes the inner multiplication by Grad(ϕ) on ∧ k+1 T * M . The (nonnegative) weighted Hodge-De Rham Laplacian acting on k-forms is defined by
It is well-known that k,ϕ , initially defined on smooth k-forms with compact support, is essentially selfadjoint on L 2 (∧ k T * M, µ ϕ ) (see [14] ). Note that 0,ϕ = L ϕ , and by the Bochner-Weitzenböck formula we have
where the sum is orthogonal. The Riesz transform R a initially defined on R(a 2 I + L ϕ ) extends to an isometry
, we quickly get
Set dm(s) = (πs) −1/2 e −s ds . One readily see that
Hence (1) also holds with P a t in place of e −t(a 2 I+Lϕ) , and (c) is proved. Similarly, (e) follows from a combination of the item (d) and the subordination formula (2).
Bilinear embedding theorem and Riesz transforms
We now state the bilinear embedding theorem which is the principal result of the paper. The proof will be given in Section 5. Denote by ∇ the total covariant derivative on
Theorem 3. Suppose that M is a complete Riemannian manifold with
The bilinear embedding theorem implies a dimension free estimate for the L p norms of the Riesz transform. 
Assuming the claim (3), Corollary 4 follows immediately from Theorem 3 and the Cauchy-Schwarz inequality. To prove the claim (3), consider the function
In order to prove the first equality it is enough to show that both ϕ(t) and tϕ ′ (t) tend to zero as t → ∞. First note that, by Lemma 2, P a t R a f = R a P a t f . Therefore, by the L 2 contractivity of both R a and
therefore lim t→∞ t|ϕ ′ (t)| = 0 as before. The second equality in (4) can be verified by a straightforward calculation, again with the help of Lemma 2.
Bellman function
As announced above, the main tool in the proof of the bilinear embedding Theorem 3 will be a particular Bellman function. Throughout this section we assume that p 2, q = p/(p − 1) and δ = q(q − 1)/8 are fixed. Observe that δ ∼ (p − 1) −1 .
Fix n ∈ N and define the Bellman function Q : R × R n −→ R + by setting
The function Q belongs to C 1 (R × R n ), and it is of order C 2 everywhere except on the set U −1 (Υ 0 ), where
Remark 5. The origins of this function lie in the paper of Nazarov and Treil [11] . A modification of their function was later applied in [5, 6] . Here we use a simplified variant which comprises only two variables. It was introduced in [7] . The function Q above is the same as in [7] , except that it differs by a sign; thus it is nonnegative while the function in [7] was nonpositive.
Remark 6. In contrast to [5, 6, 7] , to keep our notation reasonable and to gain some transparency and simplicity in the proofs, we use a Bellman function involving only real variables. This allows us to prove Theorem 3 and Corollary 4 just for real-valued functions and differential forms; the corresponding estimates for complex-valued functions and differential forms easily follow by estimating separately the real and imaginary part. Note that the argument above gives an appropriately bigger constant. In order to preserve the same constants one could readily instead use a "complex" Bellman function as in [5, 6, 7] and prove Theorem 3 and Corollary 4 for complex-valued functions and differential forms.
Throughout the rest of the paper we shall use the following notation: if m ∈ N, Ω ⊂ R m is open, Φ ∈ C ∞ (Ω), ω ∈ Ω and x ∈ R m , then we set
where Hess(Φ) ω is the Hessian matrix of Φ at ω, i.e. [∂ x i x j Φ(ω)] m i,j=1 .
The following result, essentially proved in [6] , summarizes the properties of Q.
Moreover, there is a certain absolute C = C(p) > 0 such that for every u, v > 0,
As noted earlier, while Q is of class C 1 , it is not globally C 2 . One can fix this in a standard fashion by taking convolutions with mollifiers. More precisely, denote by B n+1 the open unit ball in R n+1 and define ψ(x) = c n+1 e
where c n+1 is chosen so that the integral of ψ over R n+1 is equal to one. For any κ > 0 and x ∈ R n+1 set
The (regular) Bellman function Q κ is defined on R × R n by
where * denotes the convolution in R n+1 . Since both Q and ψ κ are biradial, there exists
For any ξ = (ζ, η) ∈ R × R n , there exists τ κ = τ κ (|ζ|, |η|) > 0 such that
, for all w = (w 1 , w 2 ) ∈ R × R n . Moreover, there is a certain absolute C = C(p) > 0 such that for every u, v > 0,
Proof. Properties (i') and (iii') easily follow from definition of β κ and the corresponding properties (i) and (iii) of β in Theorem 7.
We now prove (ii'). First notice that the second-order distributional derivatives of Q exist and coincide almost everywhere with the usual ones. This is the case because Q belongs to C 1 (R × R n ), its second-order partial derivatives exist in R n+1 \ U −1 (Υ 0 ), and are locally integrable in R n+1 . Consequently, if we set ξ = (ζ, η) ∈ R × R n and w = (w 1 , w 2 ) ∈ R × R n , then we have
By Theorem 7 (ii), the first factor inside the integral is almost everywhere bounded from below by δ τ |w 1 | 2 + τ −1 |w 2 | 2 , where τ is a function of ξ − y. Consequently,
Notice that Hölder's inequality gives
It follows that
where τ κ = τ * ψ κ .
The fact that the Q κ 's are radial functions allows us to define Bellman functions on manifolds. Let n = dim M . For every κ > 0, the regular Bellman function
is defined on each fiber by
Given x ∈ M , fix exponential local coordinates e 1 , . . . , e n centered at x and identify T * x M with R n by using the standard map
for all (ζ, η) ∈ R × T * x M . We conclude this section with a technical result that will be used in the proof of Theorem 3. Consider the operators
∂t 2 , and denote by E the fiber bundle over M × R + whose fiber at (x, t) is T * x M . Lemma 9. Let ζ ∈ C ∞ (M × R + ), η ∈ C ∞ (E), and set v(x, t) = (ζ(x, t), η(x, t)). Then, for every (x, t) ∈ M × R + , in exponential local coordinates centered at x we have
where
Proof. The lemma follows (by direct computation in exponential local coordinates) from the very definition of Q κ and the Bochner formula [1, eq. (0.
3)] which says that
for all ω ∈ C ∞ (T * M ).
Proof of Theorem 3
We first prove the theorem for p 2. Let f ∈ C ∞ c (M ) and ω ∈ C ∞ c (T * M ). In view of Remark 6 we can assume f, ω to be real-valued. Fix o ∈ M and ε > 0. For every s, l > 0, define
Since P a t is an integral operator with positive kernel, and (x, t) → P a t u(x) is continuous for all nice u, it follows that κ s,l > 0. Next define the function b s,l by setting
Similar to the Euclidean case [6] the bulk of the proof of Theorem 3 will consist of estimating an integral involving L ′ ϕ b s,l from below and above. This will be the content of Propositions 10 and 12, respectively.
Proof. By combining Theorem 8 (i') with Lemma 2 (c) and (e), we get
The first part of the lemma now follows from the definition of κ s,l and Lemma 2 (c), (e).
Observe that
The second part of the lemma follows from the definition of κ s,l , by combining the above inequality with Theorem 8 (iii') and Lemma 2 (c) and (e).
Proposition 12. Suppose that Ric ϕ −a 2 g. Then
Proof. Recall that o ∈ M was fixed at the beginning of this section. Set r(x) = ρ(x, o), where ρ denotes the geodesic distance on M . Thus B(o, δ) = {x ∈ M ; r(x) < δ}. Since 
for all s > 0.
We first prove (9) . An integration by parts in the variable t gives 
