In this paper we present a hierachical control scheme that enables multiple UCAVs to achieve demanding missions in hostile environments autonomously. The objective is to use a swarm of UCAVs for a SEAD type mission: fly the UCAVs in a formation to an enemy territory populated with different kinds of threats, collect enemy information or destroy certain targets, and return to the base, all without human intervention. The scheme is an integration of four distinct components, including: (i) High level Voronoi diagram based path planner to avoid static threats; (ii) Low level path planner to avoid popup threats; (iii) Differential flatness based trajectory generator to generate dynamically feasible trajectory; (iv) Semi-globally stable formation control algorithm to maintain the formation. The scheme was implemented in Matlab and demonstrated very effective path planning, trajectory generation, and formation flying capabilities. We also developed an interface from Matlab to IWARS, a high fidelity battlefield simulation environment developed by Boeing. This enabled us to study the effectiveness of our scheme under various battle scenarios using IWARS.
Introduction
In recent years, there is a growing interest in employing Unmanned Combat Air Vehicles (UCAVs) for various military missions. UCAVs are particularly suited for tasks that are considered too demanding or dangerous for pilots. One typical example is the Suppression of Enemy Air Defense (SEAD) mission, in which the objective is to fly to the enemy territory to destory, or suppress, their surfacebased air defenses, such as radars or surface-to-air missile (SAM) sites. The mission is critically important to any air operation as only after this can a more comprehensive air attack be ini- cally multiple UCAVs are flown together so that in case one is lost during the mission, the remaining ones can still complete the mission. Moreover, multiple UCAVs offer extra Capabilities over single UCAVs such as coop erative geolocation of targets. Apart from the ohvious advantage of no risk to human pilots, UCAVs also allow more aggressive maneuver, significant weight savings, lower costs, potential for superior cooperation, and op portunity for new operational paradigms. However, to realize these advantages, the UCAVs must possess high level of autonomy so that they can operate without human intervention.
A typical SEAD mission is depicted in Figure 1 . By stationary or static threat we mean threats that can he detected before the mission, and their positions are available to the control scheme at any time. On the other hand, during the mission, the UCAVs may encounter popup threats that cannot be detected before the mission starts, such as radars that are turned on periodically and can be detected only when that is the case. Such mission is highly dangerous as the target to be suppressed are usually heavily protected by antiaircraft weapons, if it is not one itself. To achieve the mission with minimal human intervention, the UCAVs need to possess highly autonomous capabilities a t different levels, including path planning, trajectory generation, and formation control. Previous work typically focus at only one of these capabilities, and hence do not offer a complete solution to the problem. In this paper we present an hierarchical control scheme that integrates all the required components to solve the UCAV control problem in a modular fashion.
An architecture of our scheme is shown in Figure 2 [l]. The first layer is the High-Level Path Planner, which takes static threat and target information from the command center. This planner plans a path that represents a compromise between the cost involved in exposing to the threats (which is related to the distance of the path from the threats), and the cost involved in fuel expense (which is related to path length). It determines a path from a graph search through the edges of a Voronoi diagram formed from the threat locations. The vertices of the diagram become the waypoints passing to the next layer. The second layer, Low-Level Path Planner, is used to plan a finer path from the current position to the waypoint received from the High-Level path planner. This layer is constantly checking if there is a popup threat along the current path leading to the next waypoint. If there is, this layer will plan a path that avoids the popup threat, while still reaching the next waypoint. A conformal mapping approach is used t o generate the path: First the popup threat is bounded by an ellipse. Then it is mapped to a new space by conformal mapping where the region outside the threat becomes a convex set in this space. A threat-avoiding path can then be obtained in this space easily. Subwaypoints are generated along this path by sampling, and passed to the trajectory generation layer. Due to dynamic and input constraints, the UCAVs can only follow a given state trajectory when such constraints are satisfied. The role of the trajectory generation layer is to generate a feasible trajectory for the UCAVs to follow, and compute the corresponding control input for the UCAV leader. The position and input of the UCAV leader are passed to the formation controller of all the UCAV followers, where they will compute the appropriate control input for each follower such that the formation configuration is maintained despite the maneuvers made by the leader.
In the following sections we will describe each of the layers in our control scheme in detail, along with simulation example whenever it is appropriate. Section 6 describes our work on implementing an interface between Matlab Simulink and IWARS, an interactive warfare simulation environment developed by Boeing. This allows us t o study the effectiveness of our control scheme in a high fidelity battle simulation environment. The paper is ended by several concluding remarks in Section 7. path that avoids the static threats, and reaches all the targets in the prescribed order. We adopt the approach proposed by McLain and Beard [2] , and the readers are refered to the reference for more details. Under this approach, a Voronoi diagram is first constructed based on the locations of the static threats. Figure 3 shows the Voronoi diagram for a given set of threats and targets. In the figure, the circles and squares represent the static threats and targets respectively, with the excep tion that the zeroth square is the initial location of the UCAV leader. The targets are numbered according to the order in which they are to be visited. Notice that the Voronoi diagram is created without regard t o the initial formation location or the target location. To generate an initial path, the initial position of the lead UCAV is connected to the three closest node of the Voronoi diagram. Hence we have a graph that con-275 nects the lead UCAV to the target through the edges of the Voronoi diagram. The problem here is to choose an "optimal" path in this graph. For that a cost is assigned to each edge of the Voronoi diagram, and the total cost of a particular path is the sum of the cost of all the edges in that path. The cost associated with traveling along a particular edge i consists of two components: the cost Jt,j due to the risk incurred, which is related to the proximity of the edge to the threats; and the cost Jr,i that relates to the fuel required, which depends on the length of the edge. It is assumed the threats are mainly of radar type and the strength of a UCAV's radar signature is proportional to 1/&, where d is the distance to the threat. Instead of integrating this cost along each edge, which is a computational intensive procedure, it is approximated by an weighted average of the cost at three points on the edge.
When calculating the total cost Jj for edge i, the designer can adjust a parameter k that represents a balance between the risk cost J, 4 and the fuel cost Jt i to um -.
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Low Level Path Planner
In this layer the objective is to determine a path that connects the current position of the lead UCAV to the next waypoint, while avoiding any popup threat should they appear. Here we adopt a simple approach that works in the two dimensional case, and is illustrated in Figure 5 . The top left corner of Figure 5 shows the inertial frame, the current position, the next waypoint, and the popup threat. If there is no popup threat, or when the popup threat does not cross the line-of-sight path, this planner will return the line-of-sight path that connects the current position and the next waypoint. In the case where the line-of-sight path is not feasible, first a coordinate change is applied such that the threat region becomes a unit circle centered at the origin (tdomain in Figure 5 ). For example, suppose that the threat region is defined by the ellipse: mapped back into unbounded trajectories. Therefore, a short path in the original space will correspond to one that is close to the unit circle in the w-domain. Hence we choose a path that is close to the circle (see where ri is a positive function describing the risk associated with the ith threat and we assume that the contributions are additive. Typically, the functions T , roll-off away from the threat region. The trajectory generation problem is to plot a course from the current state to the final state that minimizes the risk functional J subject to system dynamics and constraints. This is a problem in variational calculus and there are many solution procedures [4]. Figure 6 shows the final path followed hy the UCAV formation under the threat/target configuration shown in Figure 3 , but with two popup threats represented by the red filled circles in the figure. For the sake of clarity, only the lead UCAV is shown. Notice that the path followed by the UCAVs in Figure 6 is slightly different from the initial path shown in Figure 4 . The fmal path is deviated from the initial path to avoid the two popup threats. This path replanning is conducted online as the popup threats are detected only when the UCAVs were about to cross them.
Trajectory Generation Layer
Due to dynamical constraints and physical limits on control authority, not all trajectories connecting two sub-waypoints can be followed by the UCAV. It is the responsibility of the Trajectory Generation Layer to generate a feasib/e state trajectory, as well as a set of inputs for the UCAV leader. Recently, there is a lot of interest 41 the trajectory generation problem for a spe- Then the coefficients c, are solved using the boundary conditions of z at t,,,tf. The full state trajectory and nominal input for the UCAV leader can then be lifted from z.
Formation Control Layer
In this section we briefly describe the Formation Control Layer of our hierarchical scheme. The details of the formation control algorithm can be found in [7] . The purpose of this layer is t o maintain the formation configuration during the mission. The formation configuration is defined as certain desired coordinates (sp,yr) of the UCAV leader in the follower's body frame. Thus the Formation Control Problem can be stated as follow: Design a Formation-Hold Autopilot (FHA) that generates the velocity command V,, and the heading command $2, for the follower such that the relative coordinates of the leader with respect to the follower's body frame converge to the desired values asymptotically, even in the face of maneuvers by the lead vehicle.
The formation control problem for formations with more than one follower can be stated in the same way for each follower, though the problem of how to avoid collision during formation initialization have t o be addressed separately. Previous work on this problem rely on linearization of the formation error dynamics and the control law has a singularity in the error space [8, 91. This is not desirable as the implementation of such control law may result in ill-defined control input. The main idea behind the formation controller in [7] is t o derive an alternative form of relative position error using vehicle positions in the inertial frame. The dynamic of this new error has a special structure that allows us to design a singularity-free stabilizing controller. Extensive simulation study was conducted t o demonstrate the effectiveness of this control law, and was reported in [7] . We have also extended the algorithm to the three-dimensional case and the result can be found in [lo] . 6 
IWARS Simulink Interface
The Interactive Warfare Simulation (IWARS) system is a many-on-many desktop simulation tool developed by Boeing. The tool is designed t o facilitate analyses and trade-off studies for weapon-system development. The IWARS simulation framework consists of objects, scenarios and map overlays. Objects may include aircraft, ships, radar sites, SAM sites, missiles, etc., all of which can be defined by the associated dynamics, sensors, and weapons. IWARS allows the analysts t o define custom scenarios, i.e., how many objects of each type, and the initial position, speed, heading, and flight plan of each object. IWARS also allows freedom t o modify and build map overlays, thus permits the nser to simulate a battle at different geographical locations. IWARS allows analysts to construct simulated weapons systems and to define system capabilities and behaviors for large numbers of mixed assets. Users can control the assets, such as aircraft or missiles, interactively or by defining simple reactive strategies. However, for more advanced control strategies such as the hierachical scheme described in this paper, IWARS is not flexible enough t o implement such complex strategies. Moreover, since Simulink is the most versatile simulation environment for advance control design and development, it is beneficial to develop the control scheme in Simulink, and interface the output of the Simulink model with IWARS t o study their effectiveness in more realistic battle scenario. We have developed such an interface between Simulink and IWARS, and is described below.
Using IWARS requires running two software programs:
Global Object Simulation (GOS) and Control Panel. FC can release control of a UCAV to the GOS for other controllers (including human) if not involved in formation flying. The MP and FC blocks can be dragged and dropped into user Simulink models and can reside on two different simulations running on separate dedicated machines.
Conclusion
In this paper we presented a hierachical control scheme that enables multiple UCAVs to achieve demanding missions in hostile environments autonomously. The scheme is an integration of four distinct components, including: (i) High level Voronoi diagram based path planner to avoid static threats; (ii) Low level path planner to avoid popup threats; (iii) Differential flatness based trajectory generator to generate dynamically feasible trajectory; (iv) Semi-globally stable formation control algorithm to maintain the formation. The scheme was implemented in Matlab Simulink and demonstrated very effective path planning, trajectory generation, and formation flying capabilities. We also developed an interface from Matlab Simulink to IWARS, a high fidelity battlefield simulation environment developed by Boeing. This enabled us to study the effectiveness of our scheme under various battle scenarios using IWARS.
