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Introduction
Random bits are an important computational resource in randomized computation. There has been a lot of work on extracting good random bits from imperfect sources of randomness. Von Neumann [16] showed that a linear number of perfect random bits can be extracted from independent tosses of a biased coin. More recent research has constructed extractors [19, 23] which can extract almost perfect random bits from any source with a certain min-entropy, without any other assumptions. The best constructions extract a number of random bits close to the min-entropy of the random source, given a polylogarithmic number of perfect random bits as auxiliary input [22] .
Quantum entanglement is an important resource in quantum computation, similar to random bits in probabilistic computation. It comes in the form of Einstein-PodolskyRosen [8] (EPR) pairs. An EPR pair is the state of two quantum bits ½ Ô ¾´ ¼¼ · ½½ µ shared by two parties, with one party (Alice) holding one quantum bit and the other party (Bob) holding the second bit. This is the quantum counterpart of a random bit shared by two parties.
Besides being conceptually interesting in quantum mechanics, EPR pairs are also very useful in quantum information theory. Using an EPR pair, Alice and Bob can perform quantum teleportation. By performing only local operations and classical communication (LOCC), Alice can "transport" a qubit to Bob, who could be miles away from Alice [3] . So EPR pairs, along with a classical communication channel, effectively constitute a quantum channel. Conversely, "superdense coding" is possible with EPR pairs: if Alice and Bob share an EPR pair, then Alice can transport 2 classical bits to Bob by just sending one qubit [7] .
For the teleportation and dense coding to work perfectly, perfect EPR pairs are needed. Individual qubits are prone to errors, which make for imperfect pairs. This creates the need for generating perfect (or almost perfect) EPR pairs from imperfect ones. This problem of extracting EPR pairs is sometimes known as "entanglement distillation" or "entanglement purification". It has been the focus of much research; we list the most relevant works here.
Bennett et. al. [4] gave a protocol for the case that Alice and Bob share identical copies of the pure state ´ Ó× ¼½ · × Ò ½¼ µ. This was extended to the case when Alice and Bob share identical copies of a mixed state [5, 6, 11] . Vidal [24] , and subsequently, Jonathan and Plenio [12] , Hardy [10] , and Vidal, Jonathan, and Nielsen [25] considered extracting entanglement from a single copy of an arbitrary pure state, assuming that we know a complete description of the state. All these works use relatively simple models for imperfect EPR pairs, and have counterparts in the classical problem of randomness extraction. The model where Alice and Bob share identical copies of the same state corresponds to generating perfect random bits from the sequence of i.i.d. biased coin flips. Extracting entanglement from a single copy of a known state corresponds to con-structing uniform/almost uniform random bits from a biased distribution when we know a complete description of the distribution. Both of those are very easy tasks classically. Dealing with quantum states makes them much harder, but their applicability remains limited.
More general error models were considered in quantum cryptography. In the context of quantum key distribution, Lo and Chau [14] , and later Shor and Preskill [21] , considered a problem similar to entanglement extraction. They proved that there exist "testing protocols" involving only LOCC, such that perfect EPR pairs will "pass" the protocol with certainty, while any state far from EPR pairs "fail" with very high probability. This allows one to conclude that a state that passes a verification protocol will have very high fidelity with the perfect EPR pairs. This testing problem was formulated more explicitly by Barnum et al. [2] , in the setting of authenticating quantum messages. They also give a more efficient construction. In this paper, we consider the problem of extraction with respect to general errors. Nonetheles, the approach and results of [14, 21, 2] will prove very useful.
This current understanding of quantum entanglement extraction is quite different from that of classical randomness extraction, where an extractor works with a very general model of randomness: so long as the random source has an certain min entropy, the extractor is guaranteed to extract almost perfect random bits, regardless of the input distribution. Moreover, extractors can be made very efficient: the number of perfect random bits they output is almost the min entropy of their input, and only a logarithmic number of perfect random bits are invested as auxiliary input 1 . Can we have an "entanglement extraction protocol" in the quantum world that matches the extractor in the classical world? In other words, can we have a protocol that works regardless of the input state, and can our protocol be made efficient, namely, output as many near-perfect EPR pairs as possible and invest as few perfect EPR pairs as possible? These are the questions we set out to consider in this paper.
Models of Imperfect EPR Pairs
We use the following model for the imperfect EPR pairs in our paper: Alice and Bob start by sharing a state of Ò perfect EPR pairs, and then some "distortion operator" is applied to the state. This operator isn't necessarily a unitary operator and thus the state Alice and Bob end up with could be a mixed state. The only assumption that we have is that the distortion is not "very large". More precisely, we 1 Furthermore, it is proven [20] that it is optimal: the number of random bits output by an extractor cannot exceed the min entropy of the input distribution, and the number of perfect random bits an extractor invests must be at least logarithmic in the input length.
assume that Alice and Bob share a state with fidelity 2 at least´½ ¯µ. We call this model of imperfect EPR pairs the "General Error" model. We call the protocols for this model General Entanglement Purification Protocols (GEPPs) As the readers might have noticed, our model of imperfect EPR pairs doesn't look similar to the model an extractor uses. An extractor works with any random source with enough entropy, and thus it is tempting to require an entanglement extraction protocol to work with any bipartite state with enough entanglement. Ideally, we would like a protocol that takes any bipartite system that has a certain amount of entanglement and outputs some near-perfect EPR pairs. However, our model doesn't allow this -we only require our protocol to work with states that are "close" to perfect EPR pairs. This "closeness" condition seems to be a serious constraint. Nevertheless, as we will show later in this paper, this constraint is necessary: there simply don't exist protocols that will product near-perfect EPR pairs on any input of certain entanglement via LOCC. This situation is very different from that of randomness extraction.
Our Contribution
We consider 3 types of GEPPs. Roughly speaking, a GEPP is absolutely successful (AS), if it never fails, and always outputs a state of very high fidelity. A GEPP is conditionally successful (CS), if the probability it fails is small, and when it doesn't fail, it outputs a state of very high expected fidelity. A deterministic conditionally successful (DCS) GEPP, on the other hand, outputs a state of high fidelity with probability 1, conditioned on not failing.
1. There do not exist absolutely successful GEPPs with "interesting" parameters. µ , while sacrificing the least number of EPR pairs. We observe that any purity-testing scheme immediately yields a GEPP. In particular, this will yield a CS protocol that, on any state of Ò imperfect EPR pairs with fidelity ½ ¯, will fail with probability at most¯. When the protocol doesn't fail, it outputś Ò ×µ near-perfect EPR pairs of expected fidelity at least ½ ¾ × ´½ ¯µ. So as we increase ×, we can get EPR pairs that are arbitrarily close to perfect. This protocol doesn't need any perfect EPR pairs as auxiliary input. Using the construction of [2] , we also obtain a DCS protocol that requires´¾× · ½ µ additional perfect EPR pairs and outputs a state of fidelity ½ ¾ ×·ÐÓ Ò ´½ ¯µ with probability 1, conditioned on not failing.
Notations and Definitions

General Notations
All logarithms are base-2. We study quantum systems of finite dimension. We identify a pure state (written in the "ket" notation as ) with a (column) vector of unit length. We identify a mixed state with its density matrix. For a quantum system whose states lie in the Hilbert space À of dimension AE, we always as- Bell states refer to the following 4 states: 
Fidelity
For two (mixed) states and in the same quantum system, their fidelity is defined as
If ³ ³ is a pure state, the definition simplifies to
In the special case that ³ © AE is the maximally entangled state, we call the fidelity of and ³ the fidelity of state , and the definition simplifies to:
The fidelity is linear with respect to ensembles.
Claim 1 Let be the density matrix for a mixed state that
is an ensemble Ô
. The fidelity of is the weighted averages of the qualities of the pure states:
This linearity is used in several proofs in this paper.
General Entanglement Purification Protocols
The General Setting
Alice and Bob are given a state in À AE ª À AE . They are also given an auxiliary input © Ã ¾ À Ã ª À Ã . Alice can perform unitary transformations on her part of the state (À AE ª À Ã ) and Bob can perform unitary transformations on his part (À AE ª À Ã ). Since those transformations only affect one part of the state, they are called local operations. Alice and Bob are also allowed to communicate classical bits but not quantum bits. This model is called LOCC (local operations and classical communication) [4, 17] .
If the starting state is disentangled, applying LOCC operations keeps the state disentangled [4] . Thus, LOCC operations cannot create entanglement but they can be used to extract the entanglement that already exists in the state. We denote this by È´ µ .
We now define the error model. We first give an unsuccessful definition to illuminate some of difficulties that we face and to explain the reasons behind our final definition.
Extracting Entanglement From an Arbitrary State
Ideally, we would like to have a protocol that takes any entangled state in À AE ª À AE with at least a certain amount of entanglement and extracts a state close to © Å for some Å AE . This would correspond the definition of extractors transforming any probability distribution with min-entropy at least Ñ into a probability distribution close to uniform. We have constructed a protocol that transforms a disentangled starting state into entangled end state without quantum communication. Since this is impossible [4] , our assumption is wrong and there is no protocol that extracts any © Å from an arbitrary .
The argument described above is still valid if we relax the requirement to extracting a state close to © Å and if we allow to use a perfect auxiliary state © Ã . In the second case, we can get the perfect © Ã back but cannot get an entangled state of higher dimension. This is a clear distinction between the situation of classical randomness extraction and quantum entanglement extraction. In the classical case, all the probabilities are nonnegative real numbers, and the min entropy of a random distribution already characterizes the distribution well. In the quantum case, the magnitudes are complex numbers, and the entanglement alone isn't good enough to describe the state. Even more interestingly, since one has the freedom to switch bases in quantum, one can build a mixed state which is a mixture of maximally entangled states, yet the mixed state itself is completely disentangled. This phenomenon doesn't seem to have a counterpart in classical probability.
Extracting From a State Close to © AE
The reason for the problem in the previous section is that there are multiple maximally entangled states and combining them into a mixed state can cancel the entanglement and create a state with no entanglement. To be able to extract entanglement, we have to restrict ourselves to states that are close to a fixed highly entangled state (rather than some highly entangled state). Therefore, we assume that the starting state is close to © AE
.
A common way to measure the closeness to © AE is the fidelity (section 2.2). This gives the following definitions. Note that in the previous definition, we only require that the average fidelity be high when the protocol succeeds. Although good enough in many cases, there are situations where a stronger condition is desired. Consider the following adversarial setting: Alice and Bob try to extract EPR pairs through LOCC, and Eve can see the classical communication between Alice and Bob. The previous definition doesn't rule out the possibility that when Alice and Bob don't obtain EPR pairs of high fidelity (which can happen with small probability), Eve knows about it and can attack Alice and Bob. This situation is undesirable since Eve has the knowledge about the fidelity. A stronger, more desirable definition would imply that the classical communication Eve sees is oblivious to the fidelity of the EPR pairs. In other words, Alice and Bob should always output EPR pairs with high fidelity, regardless the classical messages they send. We call protocols satisfying this stronger definition deterministically(conditionally) successful: Clearly, any DCS protocol is also CS. In the converse direction, there is a very simple way to convert any CS protocol to a DCS one by encrypting the classical communication with a one-time pad. In this way, the communication between Alice and Bob will be totally oblivious to Eve. Alice and Bob can then erase all their private (classical) memories, and then the protocol becomes DCS. To set the onetime pad, Alice and Bob can start by sharing perfect EPR pairs, if the classical communication complexity is .
Definition 1 (Absolutely Successful GEPP)
Proposition 1 A CS protocol with parameters
AE Å Ã ¯ AE Ô which uses bits of communication can be converted to a DCS protocol with parameters
AE Å ¾ Ã ¯ AE Ô .
Finally, we say a GEPP is efficient if it can be implemented by quantum circuits of size Ç´ÔÓÐÝ´ÐÓ AE · Ãµµ.
Summary of Results
Impossibility Result for Absolutely Successful Protocols
We first prove that there don't exist absolutely successful protocols with "interesting" parameters. 
Constructions of CS Protocols
We show that conditionally successful GEPPs can be constructed. then the overall fidelity of the output of a protocol cannot be significantly higher than ½ ¯. Therefore, if a CS protocol has a very high fidelity in its output when it doesn't fail, then this protocol must fail with probability at least about¯. Both protocols in Theorem 2 fail with probability¯, and when they don't fail, the fidelity their output can be made arbitrarily close to 1. Also, the CS protocol in part (a) of Theorem 2 is optimal in the usage of additional EPR pairs: it doesn't use any at all. This is interesting since in classical randomness extraction, one has to invest logarithmically number of perfect random bits in order to extract high-quality random bits. However, in the case of quantum entanglement extraction, no perfect EPR pairs are needed. We will discuss the construction of the 2 protocols in the next section.
Impossibility for Absolutely Successful GEPPs
We prove Theorem 1 in this section. We first study a simpler problem. Suppose Alice and Bob share a maximally entangled state © Ã and some private ancillary bits, initialized to ¼ . We describe this shared state by
The fidelity of this state is Ã Å by a simple computation. In fact, this is the best Alice and Bob can do:
Lemma 1 Let
´ AE ª AE µª© Ã be a state in a bipartite system À AE Ã ª À AE Ã shared between Alice and
Bob. Let be the state Alice and Bob output after performing LOCC operations. Suppose that is in the subspace
This lemma is a direct corollary of a result by Vidal, Jonathan, and Nielsen [25] .
Proof: [Proof of Theorem 1, part (a)]
We prove part (a) of the theorem by demonstrating a particular mixed state such that has a fidelity ½ ¯, and no LOCC can increase its fidelity to more than ½ Å Ã If the input state has fidelity ½ ¯, then the output state has fidelity at least ½ Å Ã Å AE AE ½¯, matching the lower bound of part (a). The proof is straightforward, and is omitted due to space constraints.
Constructing Conditionally Successful GEPPs
Purity-testing Protocols We construct conditionally successful GEPP's based on the "purity testing" protocols of [2] . This lemma actually follows from the observation that the set of all stabilizer codes [9] of dimension ¾ Ò × is a purity-testing code family with error « ¾ × in the sense of [2] . However, we give a direct proof with an explicit protocol description in Section 6.2 below. Barnum et al. provide a construction which achieves better communication complexity at the cost of increasing the error by a factor of (roughly) Ò ÐÓ AE. 
GEPP's from Purity-Testing Protocols
Suppose we now use a purity testing protocol as a GEPP.
That is, we set AE ¾ Ò , Å ¾ Ñ and Ã ½ , and just run the purity-testing protocol, outputting FAIL when the purity testing rejects the input. Suppose at the end of the protocol we trace out everything except the ¾Ñ output qubits and the qubit indicating accept/reject. Consider the three projectors: If the input to the system had fidelity ½ ¯, then the completeness of the purity-testing protocol implies that the fidelity of the output to ¨´Ñ µ ACC must be ½ ¯, and so ½ ½ ¯. If the purity-testing protocol has soundness error «, then the soundness condition implies ¾ «.
Now the output fidelity conditioned on acceptance is
Choosing the soundness error to be small enough yields very good average fidelity of the output. The only problem here is that conditioned on the communication in the channel (which the adversary will presumably be able to see), the fidelity may be quite low. Thus, we do not obtain a DCS protocol, but a CS protocol with parameters:
Applying the reasoning above to Lemma 2 and Fact 1 completes the proof of Theorem 2.
A Simple Random Hashing Protocol
Without loss of generality, we describe the protocol in terms of purifying the state © In classical randomness extraction, the min entropy completely characterizes the amount the "extractable randomness" of the source: there is an upper bound in terms of min entropy on how many high-quality random bits one can extract from this source, and there are constructions that almost matches the bound. However, such a complete characterization for extractable quantum entanglement still evades us. Different models of imperfect EPR pairs have been proposed, each with its own particular characterization, which are not comparable to each other. We have argued in our paper that the entanglement of a bipartite state by itself isn't a good characterization, and some "closeness" condition to a pre-defined maximally entangled state seems necessary. We feel that finding such a complete characterization will help understanding entanglement extraction greatly.
Optimality
In the classical case of randomness extraction, where have a very good understanding on the optimal efficiency of an extractor: how many bits it can output, and how many perfect random bits it has to invest. In the quantum case, the question of optimality is much less clearly understood. The fact that we are studying a protocol (which involves communication) rather than an algorithm further complicates the situation. There are many different features and resource usages one can optimize:
(a) Fidelity and Failure Probability. We want to maximize the fidelity of the output state of a protocol and minimized the probability a protocol fails. Our CS and DCS protocols constructed in this paper are nearly optimal under the "general error" model. What about other models of imperfect EPR pairs?
(b) Yield. We want to maximize the number of highquality EPR pairs a protocol outputs. It is not clear what the optimal value is, and we don't know if our protocol is optimal in this sense.
(c) Perfect EPR Pairs Invested. We want to minimize the number of perfect EPR pairs a protocol invests as an auxiliary input. The CS protocol in our paper doesn't use any perfect EPR pairs and is thus optimal.
The DCS protocol, however, uses´¾× · ½ µ perfect EPR pairs. Is that optimal? Can we eliminate the needs for additional EPR pairs totally? 
