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ABSTRACT  
   
This research work uses the Weather Research and Forecasting Model to study 
the effect of large wind farms with an area of 900 square kilometers and a high power 
density of 7.58 W/m2 on regional climate. Simulations were performed with a wind farm 
parameterization scheme turned on in south Oregon. Control cases were also run with the 
parameterization scheme turned off. The primary emphasis was on offshore wind farms. 
Some analysis on onshore wind farms was also performed. The effects of these wind 
farms were studied on the vertical profiles of temperature, wind speed, and moisture as 
well as on temperature and on wind speed near the surface and at hub height. The effects 
during the day and at night were compared. Seasonal variations were also studied by 
performing simulations in January and in July. It was seen that wind farms produce a 
reduction in wind speed at hub height and that the downward propagation of this 
reduction in wind speed lessens as the atmosphere becomes more stable. In all the cases 
studied, the wind farms produced a warming effect near the surface, with greater 
atmospheric stability leading to higher near-surface temperatures. It was also observed 
that wind farms caused a drying effect below the hub height and a moistening effect 
above it, because they had facilitated vertical transport of moisture in the air from the 
lower layers of the atmosphere to the layers of the atmosphere above the wind farm. 
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CHAPTER 1 
INTRODUCTION 
Overview 
The London Array is the largest offshore wind farm in the world by nameplate capacity, 
with 175 turbines producing 630 MW. It occupies an area of 122 square kilometers. The 
most powerful wind turbine in the world is the Vestas V-164, with a nameplate capacity 
of 8MW. According to the Global Wind Energy Council, the global installed capacity 
grew by 63013 MW in 2015, reaching a total capacity of 432419 MW, representing a 
cumulative growth of 17%. Wind farms are getting bigger, wind turbines are getting 
more powerful, and wind energy is the fastest growing renewable energy source in the 
world. Considering these factors, it is useful to study the effects of large wind farms with 
a high power density on regional climate. This research aims to use the Weather Research 
and Forecasting model to study the effects of wind farms with an area of 900 square 
kilometers and a power density of 7.58 W/m2 on wind speed, temperature, and water 
vapor mixing ratio. This research also aims to increase the number of vertical model 
levels to get a clearer understanding of how the wind farms affect the vertical profiles of 
these variables in the lower part of the atmosphere. This research places emphasis on 
offshore wind farms and touches upon onshore wind farms as well. 
 
Literature Review 
Baidya Roy used the Regional Atmospheric Modeling System with a rotor 
parameterization scheme to show that wind farms affect near-surface air temperatures 
and humidity based on the static stability and water vapor mixing ratio lapse rates of the 
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atmosphere (Baidya Roy 2011). These impacts depend on the hub height wind speed and 
on the size of the wind farm. It was also discovered that the hydrometeorology was 
affected 18km to 23 km downwind of the wind farm. 
Baidya Roy and Traiteur replicated observed effects of wind farms on surface air 
temperatures using the Regional Atmospheric Modeling System (Baidya Roy and 
Traiteur 2010). Wind farms were shown to produce a warming effect under positive lapse 
rates and vice versa. They also found that smaller ambient turbulent kinetic energy led to 
greater temperature effects and vice versa. This was because as ambient turbulence 
increased, the rotor generated turbulence had less of an effect on enhancing vertical 
mixing. 
Yu and Porte-Agel performed large-eddy simulation studies on the effects of atmospheric 
turbulence on wind turbine wakes (Wu and Porté-Agel 2012). They found that the highest 
turbulent fluxes and turbulent intensity levels in the wake were present downwind of the 
turbine with the distance at which they were detected increasing as the aerodynamic 
roughness length decreased. They were found at the upper edge of the wake, where the 
mean shear is maximum. This also led to the mean TKE production being maximum at 
the upper edge of the wake. The added turbulence (from the incoming flow) in the wake 
decreased from positive to negative below the hub height as the aerodynamic roughness 
length decreased. 
Salvacao and Bernardino simulated wind speed on two mesoscale models, WRF and 
MM5 and on two institutional meteorological models, IFS and Aladin, and compared 
them to observational data (Salvacao, Bernardino, and Guedes Soares 2014). It was found 
that IFS had the best results and WRF and MM5 also produced results of a good quality. 
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It was also found that there was added value in using a mesoscale model over the land 
and the coast, but not over the open ocean. 
Carvalho et al performed WRF simulations in Portugal and tested the grid nudging and 
integration times, physical parameterization schemes regarding the boundary layer and 
the influences of local terrain complexity and simulation domain resolution on the model 
results (David Carvalho et al. 2012). The model was found to accurately represent the 
global wind regime in spite of underestimating wind speed. For the chosen area, model 
results were compared with observational data and it was found that wind direction was 
reasonably accurate when there was a clear dominant sector, but not when wind speeds 
were low. It was found that for best results, the grid nudging should not exceed an 
integration time of 2 days. The MM5 physical parameterization scheme worked best for 
the chosen site. 
Carvalho et al performed five WRF simulations in the Iberian Peninsula consisting of 
different planetary boundary layer (PBL) and surface layer (SL) parameterization 
schemes and compared them to observational data to assess their usefulness in wind 
energy assessment studies (D. Carvalho et al. 2014). It was found that the ACM2-PX 
PBL-SL parameterization scheme had the lowest errors for the onshore and offshore sites 
collectively. The PX LSM scheme provided a good parameterization of surface 
meteorology which was most important in model performance. The QNSE-QNSE PBL-
SL parameterization scheme produced the best wind energy production estimates for 
offshore sites.  
Hanna and Yang performed simulations on four mesoscale meteorological models and 
evaluated their results on near-surface winds, temperature gradients, and mixing depths 
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(Hanna and Yang 2001). They found that for winds in the chosen regions, the typical 
root-mean-square-error (rmse) of hourly averaged surface wind was 2-3 m/s for a wide 
range of wind speeds and the rmse of surface wind direction was 50º for wind speeds of 
about 3-4 m/s. The models simulated mixing depths within 20% of observations but 
predicted weaker inversions. The models also underestimated the vertical temperature 
gradients in the lowest 100m at night. 
Giannakopoulou and Nhili performed a WRF simulation over the North Sea to validate 
the mesoscale modeling system for offshore wind resource assessment (Giannakopoulou 
and Nhili 2014). This was done because stability conditions of the atmosphere offshore 
and the interactions between the wind turbines and the marine atmospheric boundary 
layer (MABL) are important for wind resource assessment. The sensitivity of the WRF 
simulation results to the use of different horizontal resolutions, input datasets, PBL 
parameterizations and nesting options was examined and compared to other modelling 
results and observational data. It was found that the ERA-Interim reanalysis data 
combined with the MYNN (Mellor-Yamada-Nakanishi-Niino) 2.5 level PBL scheme 
produced satisfactory results. 
Fitch et al developed a parameterization scheme for WRF by representing wind turbines 
as momentum sinks, transferring kinetic energy into turbulent kinetic energy and 
electricity (Fitch et al. 2012). The mixing that results from the vertical wind shear 
induced by the momentum sink is produced by an MYNN 2.5 level scheme, where TKE 
is a prognostic variable and all other higher order quantities are diagnostic variables. The 
MYNN scheme considers the effects of buoyancy on pressure covariances and the effects 
of stability on the turbulent length scale, which realistically increases as stability 
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decreases. Model constants are determined from an LES database (Nakanishi and Niino 
2009). 
Adams and Keith studied the limits on wind power production from large scale wind 
farms (Adams and Keith 2013) by running WRF simulations with parameterization 
schemes for onshore wind farms. As part of this study, they analyzed potential 
temperature difference at hub height for two cases – a wind farm with an area of 30000 
km2 one with an area of 270000 km2 wind farm. These farms had similar total capacities 
but different power densities. Both wind farms caused a warming effect in the lower part 
of the boundary layer, because they caused higher potential temperatures to be mixed 
downwards in the absence of a strong convective boundary layer. The smaller wind farm 
caused a greater warming effect because of its greater power density. 
Kadiyala studied the effects of offshore and onshore wind farms on wind speed (Kadiyala 
2015). This thesis takes his work further. The simulations have been run on the same 
modeling system over the same area, but for the year 2007 instead of 2010. This thesis 
increases the vertical levels from 28 full levels to 50 full levels and includes the effects of 
temperature and moisture in addition to wind speed. However, emphasis has been placed 
on offshore wind farms in this thesis, whereas Kadiyala placed equal emphasis on both 
offshore and onshore wind farms. Kadiyala found that wind speed decreased at hub 
height, but as atmospheric stability increased, wind farms caused an increase in wind 
speed at 10m. 
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CHAPTER 2 
THE WEATHER RESEARCH AND FORECASTING MODEL 
Overview 
The WRF model is a mesoscale numerical weather prediction and atmospheric simulation 
system designed for research and operational applications. It is the result of a 
collaborative effort between the National Center for Atmospheric Research’s (NCAR) 
Mesoscale and Microscale Meteorology (MMM) Division, the National Oceanic and 
Atmospheric Administration’s (NOAA) National Centers for Environmental Prediction 
(NCEP) and Earth System Research Laboratory (ESRL), the Department of Defense’s 
Air Force Weather Agency (AFWA) and Naval Research Laboratory (NRL), the Center 
for Analysis and Prediction of Storms (CAPS) at the University of Oklahoma, and the 
Federal Aviation Administration (FAA), with the participation of university scientists 
(Skamarock et al. 2008). 
The WRF Software Framework (WSF) accommodates the following: 
1. Dynamics solvers 
a. Advanced Research WRF (ARW), which has been used in this thesis 
b. Nonhydrostatic Mesoscale Model (NMM) 
2. Physics packages that interface with the solvers 
3. Programs for initialization  
4. WRF-Var which is a variational data assimilation system which finds optimal 
initial conditions from different observation types 
5. WRF-Chem model which models air chemistry 
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WRF Preprocessing System (WPS) 
The WPS consists of three programs with the purpose of providing input data to the WRF 
real program for real data simulations (NCAR (National Center for Atmospheric 
Research) and MMM (Mesoscale and Microscale Meteorology Division) 2016): 
1. Geogrid – It defines the simulation domains and interpolates various terrestrial 
data sets to the model domains. 
2. Ungrib – It reads GRIB (Gridded Binary) files, ‘degribs’ the data, and writes the 
data in a simple format. 
3. Metgrid – It takes the output data from ungrib and horizontally interpolates it to 
the simulation domains defined by geogrid. The vertical interpolation is 
performed by the WRF real program. 
 
Meteorological Data 
For the simulations in this thesis, GRIB-1 files obtained from NCAR’s Research Data 
Archive were used. These files have a ‘.fnl’ (final) extension and are on 1 degree by 1 
degree grids available every 6 hours (GMT). 
The analyses are available on the surface, at 26 mandatory (and other pressure) levels 
from 1000 millibars to 10 millibars, in the surface boundary layer and at some sigma (or 
eta) layers, the tropopause and a few others(?CISL RDA: NCEP FNL Operational 
Model Global Tropospheric Analyses, Continuing from July 1999? 2016). 
 
 
 
  8 
Working of the ARW Solver 
The ARW solver uses a terrain following hydrostatic pressure vertical coordinate (ɳ) for 
its equations. It is given by ɳ =  ሺ݌ℎ − ݌ℎ௧ሻ/�   where � =  ݌ℎ௦ − ݌ℎ௧ 
ph is the hydrostatic component of pressure  
phs and pht are the hydrostatic component of pressures along the surface boundary and the 
top boundary of the model domain respectively 
ɳ is 0 at the top of the model domain and 1 at the surface. 
 
Figure 1. ARW vertical coordinate (Skamarock et al. 2008) 
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This terrain following vertical coordinate is used to formulate compressible, 
nonhydrostatic Euler equations in flux form using variables that have conservation 
properties. In these equations, the effects of moisture in the atmosphere, map projections, 
Coriolis, and curvature terms are included. 
These equations are then recast using new variables that are perturbations from a 
hydrostatically balanced state and reference state variables that are a function of height 
only and satisfy the governing equations for an atmosphere at rest. This is done to reduce 
truncation errors in the horizontal pressure gradient calculations and to reduce machine 
rounding errors in the vertical pressure gradient calculations. 
Temporal discretization for the meteorologically significant low frequency modes is 
performed by integrating them using a third order Runge-Kutta time integration scheme. 
The high frequency acoustic modes are integrated over smaller time steps to maintain 
numerical stability.  
 
Figure 2. ARW horizontal and vertical grids (Skamarock et al. 2008) 
  10 
An Arakawa C-grid staggering is used for spatial discretization as shown above. The 
normal velocities are staggered half a grid point away from the thermodynamic variables. 
The indices (i,j,k) denote variable locations and (x,y,ɳ) = (iΔx,jΔy,kΔɳ). The column 
mass µ and moisture variables qm are defined at the mass points (the points where θ is 
located). The geopotential Φ is defined at the w points. The pressure p and the inverse 
density α are computed at the mass points. Grid lengths Δx and Δy are constants in the 
model formulation and changes due to projections to the sphere are accounted for using 
map scale factors. Vertical grid length Δɳ is specified in the initialization.  
 
Wind Farm Parameterization Scheme 
WRF uses the Fitch et al scheme (Fitch et al. 2012) to parameterize wind farms. This 
scheme works by imposing a momentum sink on the mean flow, transferring a fraction of 
the kinetic energy into electricity and the rest into turbulent kinetic energy (TKE). 
Fraction of kinetic energy converted into electricity: ��௜௝௞�ݐ =  0.5�௧௜௝ܥ�ሺ|�|௜௝௞ሻ|�|௜௝௞ଷ�௜௝௞ሺ�௞+ଵ − �௞ሻ  
Fraction of kinetic energy converted into TKE: �ܶܭܧ௜௝௞�ݐ =  0.5�௧௜௝ܥ�௄�ሺ|�|௜௝௞ሻ|�|௜௝௞ଷ�௜௝௞ሺ�௞+ଵ − �௞ሻ  
Here, 
i and j are the grid cell numbers in the zonal and meridional directions respectively and k 
is the vertical level number.  
N is the horizontal density of wind turbines or the number of turbines per square meter 
CP is the power coefficient of the wind turbine 
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CTKE = CP – CT, where CT is the thrust coefficient of the wind turbine 
V = (u,v) is the horizontal velocity vector � =  �ସ ܦଶ is the rotor swept area where D is the diameter of the turbine blades 
z is the height at a certain model level 
This approach assumes that the TKE source represents the stirring of the ambient flow by 
the turbines. 
The mixing that is produced by the vertical wind shear induced by the momentum sink is 
given by a planetary boundary layer physics parameterization scheme that uses the 
MYNN (Mellor-Yamada-Nakanishi-Niino) model (Nakanishi and Niino 2009). In the 
MYNN 2.5 scheme, TKE is a prognostic variable and all other higher order quantities are 
determined diagnostically.  
The TKE per unit mass (q2/2) is given by the following equation for a dry atmosphere: �ݍଶ�ݐ =  − ��� ۃݓ′ (ݑ′ଶ + ݒ′ଶ + ݓ′ଶ + 2݌�଴ )ۄ − 2 (ۃݑ′ݓ′ۄ �̅ݑ�� + ۃݒ′ݓ′ۄ �̅ݒ��) + 2 ��଴̅̅ ̅ ۃݓ′�′ۄ− 2� 
Here, 
(u’,v’,w’) are the turbulent components of velocity ሺ̅ݑ, ̅ݒ, ̅ݓሻ are the mean components of velocity �′ is the turbulent component of potential temperature �̅ is the mean component of potential temperature 
p is the pressure 
ρ is the density 
g is the acceleration due to gravity 
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ɛ is the dissipation rate of the TKE per unit mass, given by � =  �3�1௅ 
B1 is a closure constant 
L is the mixing length 
The angled brackets denote an ensemble average. 
In the right hand side of the above equation, the vertical transport and pressure 
distribution term (first term) and the second order momentum fluxes in the shear and 
buoyancy terms (second and third terms, respectively) can be expressed in terms of 
gradient diffusion as follows: − ۃݓ′ (ݑ′ଶ + ݒ′ଶ + ݓ′ଶ + 2݌�଴ )ۄ = ܮݍܵ� �ݍଶ��  ۃݑ′ݓ′ۄ =  −ܮݍܵெ �̅ݑଶ��   ۃݒ′ݓ′ۄ =  −ܮݍܵெ �̅ݒଶ��  ۃݓ′�′ۄ =  −ܮݍܵ� ��̅ଶ��  
Here, Sq, SM, and SH are the stability functions for q, momentum, and heat, respectively. 
Eddy diffusivity ܭெ = ܮݍܵெ 
The wind farm parameterization interacts with the PBL scheme by adding a TKE source 
(increasing q) and a momentum sink (changing�̅ݑ/�� and �̅ݒ/�� ), therefore altering the 
turbulent fluxes. This produces a perturbation both within the wind farm and downstream, 
which the PBL scheme attempts to mix away (Fitch et al. 2012). 
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CHAPTER 3 
MODEL SETUP 
 
Figure 3. Land based and offshore annual wind speed at 100m in the United States 
(courtesy NREL) 
We see that the area off the coast of Oregon is a prime location for a wind farm, with 
some of the highest annual wind speed averages in the country. The simulation domains 
(figure 4) are chosen around the coast of Oregon for this reason.  
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Figure 4. Simulation domains. Outermost is 1, inside that is 2, and innermost is 3. 
Produced using WRF Domain Wizard. 
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Table 1. Domain details 
Domain  Number of grid 
points in the x-
direction 
Number of grid 
points in the y-
direction 
Distance between 
grid points (km) 
1 26 23 25 
2 60 30 5 
3 90 60 1 
 
The domains use one way nesting. The innermost domain was used for all of the post-
processing. The wind farm positions in this domain are shown in the figure 5. 
 
Figure 5. Wind farm locations in the innermost domain 
The blue area is sea and the yellow area is land. The offshore wind farm is enclosed by 
the red rectangle and the onshore windfarm is enclosed by the green rectangle. 
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In terms of the 1 km grid points of the innermost domain, the offshore wind farm starts at 
(5,15) and extends by 30 grid points in both the x and y directions. The onshore wind 
farm starts at (55,15) and extends by 30 grid points in both the x and y directions. 
In the selected wind farm areas, one wind turbine was placed at every grid point. Each 
wind farm thus has 900 turbines. The wind turbines are equidistant from each other in the 
north-south and in the east-west directions  
Wind turbines are commonly placed 5 to 9 rotor diameters in the prevailing wind 
direction and 3 to 5 rotor diameters apart in the direction perpendicular to the prevailing 
wind direction. In this case, the rotor diameter is 127m and the spacing between the 
turbines is 1km, so the wind turbines are placed 7.9 rotor diameters apart in both the 
prevailing wind direction and the direction perpendicular to it. 
The number of vertical full eta levels (or ‘w’ levels) was changed from the default of 28 
levels to 50 levels. 
The simulations were performed during winter and summer to study how wind speed, 
moisture and temperature are affected by seasonal variations in the atmosphere. January 
was chosen for the winter simulations and July was chosen for the summer simulations. 
The simulations were performed for 30 days, from the 1st to the 30th of each month 
(GMT). 
The results were saved every 6 hours, GMT (midnight, 6 am, noon and 6 pm every day). 
In Oregon, this corresponds to 4 pm the previous day, 10 pm the previous day, 4 am and 
10 am. This is because Oregon follows Pacific Standard Time, which is 8 hours behind 
Greenwich Mean Time.   
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To study how the meteorological variables are affected differently during the day and 
night, they were time averaged at 10 am every day for 30 days for the daytime plots and 
10 pm for the nighttime plots. 
To produce plots of the effect on variables at hub height, eta = 0.9820 was chosen, as this 
corresponds to approximately 128 m from the surface. This was the closest eta level to 
the hub height (135 m) that was simulated. 
For this study, Enercon E-126 turbines were chosen for its high rated power output.  
 
Table 2: Enercon E-126 specifications 
Hub height  135 m  
Rotor diameter 127 m 
Cut-in wind speed 3 m/s 
Cut-out speed 34 m/s 
Rated power 7.58 MW 
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CHAPTER 4 
RESULTS AND DISCUSSION 
Mean Wind Direction 
For the plots discussed later on, it is useful to get an idea of where the wind is blowing 
from, as shown in figures 6 through 13. 
 
 
Figure 6. Mean wind direction in January at 10m at 10 am. X-axis shows longitudes and 
y-axis shows latitudes. 
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Figure 7. Mean wind direction in January at 10m at 10 pm. X-axis shows longitudes and 
y-axis shows latitudes. 
 
Figure 8. Mean wind direction in January at 128m at 10 am. X-axis shows longitudes and 
y-axis shows latitudes. 
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Figure 9. Mean wind direction in January at 128m at 10 pm. X-axis shows longitudes and 
y-axis shows latitudes. 
 
Figure 10. Mean wind direction in July at 10m at 10 am. X-axis shows longitudes and y-
axis shows latitudes. 
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Figure 11. Mean wind direction in July at 10m at 10 pm. X-axis shows longitudes and y-
axis shows latitudes. 
 
Figure 12. Mean wind direction in July at 128m at 10 am. X-axis shows longitudes and y-
axis shows latitudes. 
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Figure 13. Mean wind direction in July at 128m at 10 pm. X-axis shows longitudes and y-
axis shows latitudes. 
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Effect of Offshore Wind Farms on Wind speed 
Wind speed at hub height  
 
Figure 14. Difference in wind speed in m/s at 128m between the offshore wind farm case 
and the no wind farm case in January at 10 am. X-axis shows longitudes and y-axis 
shows latitudes. 
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Figure 15. Difference in wind speed in m/s at 128m between the offshore wind farm case 
and the no wind farm case in January at 10 pm. X-axis shows longitudes and y-axis 
shows latitudes. 
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Figure 16. Difference in wind speed in m/s at 128m between the offshore wind farm case 
and the no wind farm case in July at 10 am. X-axis shows longitudes and y-axis shows 
latitudes. 
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Figure 17. Difference in wind speed in m/s at 128m between the offshore wind farm case 
and the no wind farm case in July at 10 pm. X-axis shows longitudes and y-axis shows 
latitudes. 
 
Figures 14 through 17 show a reduction in speed at hub height due to the turbines acting 
like a momentum sink. 
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Wind speed at 10m 
 
Figure 18. Difference in wind speed in m/s at 10m between the offshore wind farm case 
and the no wind farm case in January at 10 am. X-axis shows longitudes and y-axis 
shows latitudes. 
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Figure 19. Difference in wind speed in m/s at 10m between the offshore wind farm case 
and the no wind farm case in January at 10 pm. X-axis shows longitudes and y-axis 
shows latitudes. 
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Figure 20. Difference in wind speed in m/s at 10m between the offshore wind farm case 
and the no wind farm case in July at 10 am. X-axis shows longitudes and y-axis shows 
latitudes. 
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Figure 21. Difference in wind speed in m/s at 10m between the offshore wind farm case 
and the no wind farm case in July at 10 pm. X-axis shows longitudes and y-axis shows 
latitudes. 
 
Figures 18 through 21 show that in January, there is a slight reduction in speed at 10m 
whereas in July, there is almost no reduction in speed at 10m. This is because the 
atmosphere is more stable in July than in January, and hence offers a greater resistance to 
vertical coupling of the atmospheric layers. This stability is explained in the next section 
of this chapter, in figure 25. 
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Vertical profiles of wind speed  
 
Figure 22. An example of how wind speed varies with eta from the surface to the top of 
the model over the area of the wind farm. The case shown is July, averaged at 10 pm. 
 
The difference in wind speed has been calculated by averaging the wind speed over the 
area of the wind farm for each eta level and subtracting the values for the ‘no farm’ case 
from the ‘wind farm’ case. The vertical profiles have been plotted from the surface to eta 
= 0.95. 
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Figure 23. Difference in wind speed in January, averaged for each vertical level over the 
area of the wind farm 
 
 
Figure 24. Difference in wind speed in July, averaged for each vertical level over the area 
of the wind farm 
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The reduction in wind speed is maximum at the turbine height, which is approximately at 
eta = 0.982. The reduction is higher in July than in January, which is due to the higher 
wind speeds in July, as is evident from figures 6 through 13. 
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Effect of Offshore Wind Farms on Temperature 
The potential temperature is the temperature a parcel of air having a certain pressure P 
and temperature (normal temperature) would attain if it was brought dry adiabatically to a 
standard pressure P0 (this is usually taken to be 1000 mbar).  The conversion formula is: 
Normal temperature = potential temperature * (P/P0)kappa 
P0 = 1000 mbar 
P is the pressure in mbar  
Kappa is the Poisson constant (kappa = R/CP), the ratio of the gas constant R to the 
specific heat at constant pressure CP. For dry air, kappa = 0.2854 
Perturbation potential temperature = Total potential temperature (in K) – 300 
 
Figure 25. Variation of potential temperature from eta = 0 to 0.95, averaged over the area 
of the offshore wind farm for the ‘no farm’ case 
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According to Baidya Roy et al (Baidya Roy and Traiteur 2010), turbulence generated in 
rotor wakes increases vertical mixing. Therefore, in a stable atmosphere with a positive 
lapse rate (warm air lies above cool air), the enhanced vertical mixing mixes warm air 
down and cool air up leading to a warming near the surface. In an unstable atmosphere 
where the lapse rate is negative (cool air lies above warm air), the  enhanced vertical 
mixing mixes cool air down and warm air up leading to a cooling near the surface.  
We see that for all four of the cases in figure 25, the lapse rate is positive. 
 
Difference in 2m temperature 
 
Figure 26. Difference in 2m temperature in K between the offshore wind farm case and 
the no wind farm case in January at 10 am. X-axis shows longitudes and y-axis shows 
latitudes. 
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Figure 27. Difference in 2m temperature in K between the offshore wind farm case and 
the no wind farm case in January at 10 pm. X-axis shows longitudes and y-axis shows 
latitudes. 
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Figure 28. Difference in 2m temperature in K between the offshore wind farm case and 
the no wind farm case in July at 10 am. X-axis shows longitudes and y-axis shows 
latitudes. 
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Figure 29. Difference in 2m temperature in K between the offshore wind farm case and 
the no wind farm case in July at 10 pm. X-axis shows longitudes and y-axis shows 
latitudes. 
 
It is clear from the figures 26 through 29 that, as the lapse rate is positive, the wind farm 
has caused a warming effect at the surface, agreeing with the hypothesis proposed by 
Baidya Roy et al.  
 
 
 
 
 
 
 
 
  39 
Difference in perturbation potential temperature 
 
Figure 30. An example of how the potential temperature varies with eta from the surface 
to the top of the model. The case shown is July, averaged at 10 pm. 
 
The difference in perturbation potential temperature has been calculated by averaging the 
perturbation potential temperature over the area of the wind farm for each eta level and 
subtracting the values for the ‘no farm’ case from the ‘wind farm’ case. 
The following plots show the variation of the difference in perturbation potential 
temperature with eta ranging from 0 to 0.95. Eta = 0.95 corresponds to about 500m above 
the surface. 
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Figure 31. Difference in perturbation potential temperature in January, averaged for each 
vertical level over the area of the wind farm 
 
Figure 32. Difference in perturbation potential temperature in July, averaged for each 
vertical level over the area of the wind farm 
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Figures 31 and 32 show that the wind farms have mixed warm air down and cool air up 
because of the enhanced vertical mixing by the turbine rotors, as expected in an 
atmosphere with a positive lapse rate. 
 
Difference in Perturbation Potential Temperature at Hub Height 
 
Figure 33. Difference in perturbation potential temperature at hub height in K between 
the offshore wind farm case and the no wind farm case in January at 10 am. X-axis shows 
longitudes and y-axis shows latitudes. 
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Figure 34. Difference in perturbation potential temperature at hub height in K between 
the offshore wind farm case and the no wind farm case in January at 10 pm. X-axis shows 
longitudes and y-axis shows latitudes. 
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Figure 35. Difference in perturbation potential temperature at hub height in K between 
the offshore wind farm case and the no wind farm case in July at 10 am. X-axis shows 
longitudes and y-axis shows latitudes. 
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Figure 36. Difference in perturbation potential temperature at hub height in K between 
the offshore wind farm case and the no wind farm case in July at 10pm. X-axis shows 
longitudes and y-axis shows latitudes. 
 
Figures 33 through 36 show that the greatest warming at hub height is in January at 10 
pm, followed by January at 10 am and July at 10 pm. There is almost no difference in the 
hub height temperatures in July at 10 pm. Corresponding to this, the lapse rates, in 
increasing order, are January at 10 pm, January at 10 am, July at 10 pm, and July at 10 
am. For lower lapse rates, the mixing of the cool air up and the warm air down has not 
taken place fully and there is still some warm air at the hub height. For higher lapse rates, 
however, the mixing of warm air down has been more thorough leading to little or no 
temperature differences at the hub height. 
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Effect of Offshore Wind Farms on Water Vapor Mixing Ratio 
WRF outputs the water vapor mixing ratio defined as the mass of water vapor to the mass 
of dry air in kg/kg.  
Shown below is an example of how the mixing ratio varies with eta from the surface to 
the top of the model. 
 
Figure 37. An example of how water vapor mixing ratio varies with eta from the surface 
to the top of the model over the area of the wind farm. The case shown is July, averaged 
at 10 pm. 
 
  46 
 
Figure 38. Variation of water vapor mixing ratio from eta = 0 to 0.95, averaged over the 
area of the offshore wind farm for the ‘no farm’ case 
 
The mixing ratio lapse rate is negative for all four cases in figure 37, i.e. humidity 
decreases with height.   
 
The difference in mixing ratio has been calculated by averaging the mixing ratio over the 
area of the wind farm for each eta level and subtracting the values for the ‘no farm’ case 
from the ‘wind farm’ case. The vertical profiles have been plotted from the surface to eta 
= 0.95. 
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Figure 39. Difference in water vapor mixing ratio in January, averaged for each vertical 
level over the area of the wind farm 
 
Figure 40. Difference in water vapor mixing ratio in July, averaged for each vertical level 
over the area of the wind farm 
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In figures 39 and 40, the wind farms have caused a drying effect below the hub height 
and an increase in moisture content above the hub height. Turbulence created by the wind 
turbines has worked to facilitate vertical transport of water vapor from the levels below 
the wind turbine to the levels above it. This is consistent with Baidya Roy’s explanation 
that negative lapse rates cause a drying effect near the surface and a moistening effect 
above the hub height (Baidya Roy 2011). 
 
  49 
CHAPTER 5 
ONSHORE WIND FARMS 
To provide a contrast for the offshore wind farms, a simulation was run for 30 days in 
July with a parameterization scheme for an onshore wind farm. The January case was not 
studied. 
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Effect on Wind Speed 
Wind speed at hub height  
 
Figure 41. Difference in wind speed in m/s at 128m between the onshore wind farm case 
and the no wind farm case in July at 10 am. X-axis shows longitudes and y-axis shows 
latitudes. 
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Figure 42. Difference in wind speed in m/s at 128m between the onshore wind farm case 
and the no wind farm case in July at 10 pm. X-axis shows longitudes and y-axis shows 
latitudes. 
 
The reduction in speed at hub height is more evident at 10 pm than at 10 am. This is due 
to the increased wind speed at 10 pm compared to 10 am as is evident from figures 12 
and 13. 
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Wind speed at 10m 
 
Figure 43. Difference in wind speed in m/s at 10m between the onshore wind farm case 
and the no wind farm case in July at 10 am. X-axis shows longitudes and y-axis shows 
latitudes. 
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Figure 44. Difference in wind speed in m/s at 10m between the onshore wind farm case 
and the no wind farm case in July at 10 pm. X-axis shows longitudes and y-axis shows 
latitudes. 
 
The reduction in wind speed is almost zero both at 10 am and at 10 pm. The atmosphere 
has a neutral characteristic over this area at 10 am and is stable at 10 pm, as will be seen 
later on in figure 46. The reduction in wind speed at hub height was very low at 10 am, 
owing to the low wind speed over that area as can be seen from figure 12. The stability of 
the atmosphere at 10 pm prevents the reduction in speed at hub height from propagating 
to the surface. 
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Vertical profile of wind speed  
 
 
Figure 45. Variation of the difference in wind speed from eta = 0 to 0.95, averaged over 
the area of the onshore wind farm for the no farm case. 
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Effect on Temperature 
 
Figure 46. Variation of potential temperature from eta = 0 to 0.95, averaged over the area 
of the onshore wind farm for the no farm case.  
 
The lapse rate is very slightly positive during the night and almost zero during the day. 
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Difference in 2m temperature 
 
Figure 47. Difference in 2m temperature in K between the onshore wind farm case and 
the no wind farm case in July at 10 am. X-axis shows longitudes and y-axis shows 
latitudes. 
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Figure 48. Difference in 2m temperature in K between the onshore wind farm case and 
the no wind farm case in July at 10 pm. X-axis shows longitudes and y-axis shows 
latitudes. 
 
In July, at 10 am, the lapse rate is zero, so we see that the wind farm has no effect on the 
near-surface temperature. At 10 pm, however, the lapse rate is positive and has mixed 
warm air down, leading to a warming near the surface. 
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Difference in perturbation potential temperature 
 
Figure 49. Variation of the difference in potential temperature from eta = 0 to 0.95, 
averaged over the area of the onshore wind farm for the no farm case. 
 
During the day, very little mixing has happened due to the near-zero lapse rate. At night, 
the turbine has mixed warm air up and cool air down due to the positive lapse rate. 
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Figure 50. Difference in perturbation potential temperature at 128m in K between the 
onshore wind farm case and the no wind farm case in July at 10 am. X-axis shows 
longitudes and y-axis shows latitudes. 
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Figure 51. Difference in perturbation potential temperature at 128m in K between the 
onshore wind farm case and the no wind farm case in July at 10 pm. X-axis shows 
longitudes and y-axis shows latitudes. 
 
During the day, at turbine height, the temperature difference is almost zero. During the 
night, however, the turbine has produced cooling at some regions and warming at some 
regions. This is due to the irregularities in topography and the non-uniform wind vectors 
shown in figure 13. 
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Effect on Water Vapor Mixing Ratio 
 
Figure 52. Variation of water vapor mixing ratio from eta = 0 to 0.95, averaged over the 
area of the onshore wind farm for the ‘no farm’ case 
 
Figure 52 shows a negative water vapor mixing ratio lapse rate for both cases. 
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Figure 53. Difference in water vapor mixing ratio averaged for each vertical level over 
the area of the wind farm 
 
From figure 53, it is seen that the wind turbines have caused a drying effect on the air 
below the wind farm and an increase in mixing ratio above the wind farm because the 
turbulence generated by the wind turbines has facilitated the vertical transport of water 
vapor. This is expected as the mixing ratio lapse rate is negative. 
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CHAPTER 6 
CONCLUSIONS 
The world is on its way to large, powerful wind farms to satisfy the need for 
sustainability and efficient production of energy. Studies on how these wind farms will 
affect the regional climate is a necessity. This thesis has analyzed the effect of wind 
farms with an area of 900 square kilometers and a power density of 7.58 W/m2 on 
temperature, wind speed, and water vapor mixing ratio. Simulations were conducted in 
south Oregon using the Weather Research and Forecasting Model. Analysis was focused 
on offshore wind farms because of the high wind power potential just off the coast of 
Oregon. Some studies were also performed on onshore wind farms. Simulations were 
performed with a wind farm parameterization scheme turned on and off, and the two 
were compared. Results were analyzed during the day and at night, and also in winter (for 
the offshore case) and in summer (for both the offshore and the onshore cases). 
It was seen that the wind farms slowed the winds at hub height. The slowing of the wind 
near the surface, however, depended on the stability of the atmosphere. The more stable 
the atmosphere was, the more it resisted vertical coupling, and hence, less slowing of the 
wind was observed at the surface.  
Results showed that the wind farms produced a warming near the surface and a cooling 
above hub height. This was caused because the lapse rate was positive for all cases, 
meaning that the potential temperature of the air increased with height, so the turbulence 
produced by the wind farm mixed warm air down and cold air up. The greater the lapse 
rate, the greater was the warming observed near the surface. 
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It was also observed that the wind farms caused drying of the air below the hub height 
and a moistening of the air above it. This was because of the negative water vapor mixing 
ratio lapse rate for all cases, which means that humidity decreased with height. This led 
to a mixing of dry air down and moist air up because of the enhanced vertical coupling 
caused by the turbulence produced by the wind farms.  
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APPENDIX A  
NAMELIST.INPUT FOR JULY WITH A PARAMETERIZATION SCHEME APPLIED 
FOR AN OFFSHORE WIND FARM 
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&time_control 
run_days = 30, 
run_hours   = 00, 
run_minutes  = 0, 
run_seconds   = 0, 
start_year = 2007, 2007, 2007, 
start_month = 07,   07,   07, 
start_day   = 01,   01,   01, 
start_hour = 00,   00,   00, 
start_minute = 00,   00,   00, 
start_second = 00,   00,   00, 
end_year  = 2007, 2007, 2007, 
end_month  = 07,   07,   07, 
end_day = 31,   31,   31, 
end_hour = 00,   00,   00, 
end_minute = 00,   00,   00, 
end_second = 00,   00,   00, 
interval_seconds = 21600 
input_from_file = .true.,.true.,.true., 
history_interval = 360,  360,   360, 
frames_per_outfile = 1000, 1000, 1000, 
 restart = .false. 
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restart_interval = 5000, 
io_form_history = 2 
io_form_restart = 2 
io_form_input = 2 
io_form_boundary = 2 
debug_level = 0 
/ 
 
&domains 
eta_levels               = 1.0000, 0.9980, 0.9960, 0.9940, 0.9920, 
                                   0.9900, 0.9880, 0.9860, 0.9840, 0.9820, 
                                  0.9800, 0.9780, 0.9760, 0.9740, 0.9720, 
                                  0.9700, 0.9680, 0.9660, 0.9640, 0.9620, 
                                  0.9540, 0.9490, 0.9440, 0.9390, 0.9340, 
                                  0.9215, 0.9090, 0.8945, 0.8800, 0.8548, 
                                  0.8296, 0.7791, 0.7287, 0.6783, 0.5917, 
                                  0.5137, 0.4435, 0.3804, 0.3239, 0.2733, 
                                  0.2283, 0.1882, 0.1527, 0.1213, 0.0936, 
                                  0.0694, 0.0482, 0.0297, 0.0138, 0 
time_step = 150, 
time_step_fract_num = 0, 
time_step_fract_den = 1 
max_dom = 3, 
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e_we = 26, 61, 91, 
e_sn = 23, 31, 61, 
e_vert = 50, 50, 50, 
p_top_requested = 5000, 
num_metgrid_levels = 27, 
num_metgrid_soil_levels = 4, 
dx = 25000, 5000, 1000, 
dy = 25000, 5000, 1000, 
grid_id = 1, 2, 3, 
parent_id = 1, 1, 2, 
i_parent_start = 1, 8, 21, 
j_parent_start = 1, 7, 9, 
parent_grid_ratio = 1, 5, 5, 
parent_time_step_ratio = 1, 5, 5, 
feedback = 1, 
smooth_option = 0 
/ 
&physics 
mp_physics  = 3,     3,     3, 
ra_lw_physics  = 1,     1,     1, 
ra_sw_physics = 1,     1,     1, 
radt = 30,    30,    30, 
sf_sfclay_physics = 1,     1,     1, 
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sf_surface_physics  = 2,     2,     2, 
bl_pbl_physics  = 5,     5,     5, 
bldt = 0,     0,     0, 
cu_physics = 1,     1,     0, 
cudt = 5,     5,     5, 
isfflx = 1, 
ifsnow = 0, 
icloud = 1, 
surface_input_source = 1, 
num_soil_layers = 4, 
sf_urban_physics  = 0,     0,     0, 
windturbines_spec = "ideal" 
td_turbgridid = 3, 
td_hubheight = 135., 
td_diameter = 127., 
td_stdthrcoef = 0.158, 
td_cutinspeed = 3., 
td_cutoutspeed = 34., 
td_power = 7.580, 
td_turbpercell = 1, 
td_ewfx = 30, 
td_ewfy = 30, 
td_pwfx = 5, 
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td_pwfy = 15, 
/ 
&fdda 
/ 
&dynamics 
w_damping = 0, 
diff_opt = 1, 
km_opt  = 4, 
diff_6th_opt  = 0,      0,      0, 
diff_6th_factor = 0.12,   0.12,   0.12, 
base_temp = 290. 
damp_opt  = 0, 
zdamp  = 5000.,  5000.,  5000., 
dampcoef  = 0.2,    0.2,    0.2 
khdif = 0,      0,      0, 
kvdif  = 0,      0,      0, 
non_hydrostatic = .true., .true., .true., 
moist_adv_opt  = 1,      1,      1, 
scalar_adv_opt  = 1,      1,      1, 
/ 
&bdy_control 
spec_bdy_width  = 5, 
spec_zone = 1, 
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relax_zone = 4, 
specified = .true., .false.,.false., 
nested = .false., .true., .true., 
/ 
&grib2 
/ 
&namelist_quilt 
nio_tasks_per_group = 0, 
nio_groups = 1, 
/ 
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APPENDIX B 
NAMELIST.WPS FOR JULY 
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&share 
wrf_core = 'ARW', 
max_dom = 3, 
start_date = '2007-07-01_00:00:00','2007-07-01_00:00:00','2007-07-01_00:00:00', 
end_date = '2007-07-31_00:00:00','2007-07-31_00:00:00','2007-07-31_00:00:00', 
interval_seconds = 21600 
io_form_geogrid = 2, 
/ 
 
&geogrid 
parent_id = 1, 1, 2, 
parent_grid_ratio = 1, 5, 5, 
i_parent_start = 1, 8, 21, 
j_parent_start = 1, 7, 9, 
e_we = 26, 61, 91, 
e_sn = 23, 31, 61, 
geog_data_res = '2m','2m','2m', 
dx = 25000, 
dy = 25000, 
map_proj = 'lambert', 
ref_lat = 43.249, 
ref_lon = -124.539, 
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truelat1 = 43.249, 
truelat2 = 43.249, 
stand_lon = -124.539, 
geog_data_path = '/usr4/sushant/final/julyoffshore/geog', 
ref_x = 13.0, 
ref_y = 11.5, 
/ 
&ungrib 
out_format = 'WPS', 
prefix = 'FILE', 
/ 
&metgrid 
fg_name = 'FILE' 
io_form_metgrid = 2, 
/
