In this paper we present an algorithm to compute a Standard Basis for a fractional ideal I of the local ring O of an n-space algebroid curve with several branches. This allows us to determine the semimodule of values of I. When I = O, we may obtain a (finite) set of generators of the semiring of values of the curve, which determines its classical semigroup.
Introduction
In [13] the analytic classification problem for irreducible plane curves was solved using discrete structures, namely the semigroup of values and the set of values of Kähler differentials of the local ring of the curve.
The semigroup of an irreducible analytic plane curve (also called a branch) is a classical object. It is finitely generated and its minimal set of generators can be computed via several methods: by characteristic exponents of a Puiseux expansion, by the sequence of multiplicity of the infinitely near points of the canonical resolution of the branch, by intersection multiplicities of the branch with maximal contact curves or with approximate roots, etc. (See [10] , [18] and [21] .) Natural generalizations consist in considering algebroid curves, space irreducible curves or plane curves with several branches.
The authors of [3] , [4] and [12] present distinct methods to obtain the generators of the semigroup of values of an irreducible algebroid space curve: by the infinitely near points associated to any resolution (see [3] and [4] ) and by Standard Bases for the local ring of the curve (see [12] ).
The semigroup of values S of an algebroid plane curve Q with r branches is a (not finitely generated) submonoid of N r . Delgado in [7] shows that S is determined by a finite subset of (relative maximal) points of S and all the semigroups of curves with r − 1 branches obtained from Q.
Considering an abstract (good) semigroup S of N r , that is, S is not necessarily associated to a curve, D'Anna et al. (see [6] ) present another finite set of elements that determines S.
In this paper we take into account all the situations above, that is, we consider an n-space algebroid curve Q with r branches.
The elements of the semigroup S of Q correspond to values of non zero divisors of the local ring O of Q. In [2] , we consider the set of values Γ of all elements in O and we prove that Γ is a finitely generated semiring of N r := (N ∪ {∞}) r equipped with the tropical operations. Maugeri and Zito in [15] consider this structure of semiring to study the embedding dimension of a good semigroup.
For an analytic plane curve Q with r branches, Zariski in [20] characterizes the topological class (the equisingularity type) of Q as embedded curve by means of the semigroup of each branch and the mutual intersection multiplicity of the branches. On the other hand, Waldi in [19] shows that the semigroup of Q determines completely its topological class. Using the semiring structure of Γ, its minimal set of generators is given by a finite set A of points in N r , which Delgado in [7] calls irreducible absolute maximal points, and a set B with r points that correspond to the intersection multiplicity of a branch with the others. As A and B can be obtained from the semigroup of each branch and the mutual intersection multiplicity of the branches, this approach allows us to directly connect the results of Zariski and Waldi, because
In the study of analytic classification of a plane curve Q another algebraic structure has important role: the Kähler differential module Ω O/C of the local ring O. We can consider Ω O/C as a fractional ideal of O and its set of values Λ allows us to stratify the topological class. This is an approach that has been used in the analytic classification problem (see [13] for the irreducible case and [14] for curves with two branches).
Several authors have considered the set of values of fractional ideals of O and they obtained interesting results related with symmetry properties and their codimensions: D'Anna (in [5] );
Barucci, D'Anna and Fröberg (in [1] ); Guzmán and Hefez (in [9] ); Pol (in [17] ), etc.
Pol in [16] investigated the set v(R Q ) of values of the module R Q of logarithmic residues along a complete intersection curve Q. In this case, R Q coincides with the dual of the Jacobian ideal J(Q) of Q. In particular, we have that v(R Q ) and the set v(J(Q)) of values of J(Q)
determine each other and v(J(Q)) = σ − 1 + Λ, where σ is the conductor of the semigroup S (see Theorem 1.2 and Proposition 3.31, [16] ). In addition, in Subsection 4.3.3 of [16] it is presented an algorithm to compute the set v(R Q ) or, equivalently, v(J(Q)) and Λ for plane curves with two branches.
The aim of this work is to develop a Standard Bases theory for fractional ideals I of the local ring of an n-space algebroid curve Q with r branches and to present an algorithm to compute a Standard Basis for I and, consequently, a finite set of generators for the semimodule of values of I.
This paper is organized as follows. In Section 2 we present the concepts of semiring and semimodule associated to the local ring and its fractional ideals. We develop the theory of Standard Bases for a fractional ideal in Section 3 in order to obtain a finite set of generators for the semimodule associated. The Kähler differential module Ω O/C of the local ring of a plane curve is considered in Section 4 to illustrate an application of the algorithm. In particular,
we are able to compute the set of values of Ω O/C for an algebroid curve with several branches without restrictions on the number of branches in contrast to the algorithm presented in [16] which works only for curves with two irreducible components.
Fractional and Relative Ideals
Let K be an arbitrary algebraically closed field and let (O, M, K) be a one dimensional complete Noetherian local ring containing K as a coefficient field. If O has embedding dimension n, that
In this paper, by an algebroid curve in K n , or an n-space curve, we mean Spec(O) with
as above. In what follows we will simply say "a curve Q" and we will call O the local ring of the curve.
] is a prime ideal, then we call P i a branch of the curve Q. The integral closure O i of the local ring
of each branch in its quotient field Q i is a discrete valuation ring. Denoting v i : Q i → Z := Z ∪ {∞} the normalized discrete valuation associated to O i , where v i (0) = ∞, and fixing a uniformizing parameter
In the sequel we denote I = {1, . . . , r}.
If O is the integral closure of O in its total ring of fractions Q, then we have
where all the homomorphisms are injective and the first one is given by g → (g 1 , . . . , g r ) in such
In what follows we identify X j + P i ∈ O i with its isomorphic image
is an additive monoid setting
semigroup of values associated to the branch P i .
= O be the homomorphism ring defined by
As ker(ψ) = Q, we have
where the induced isomorphism is given by
Identifying O with a subalgebra of
By (1) we have
In particular, the semigroup S = Γ ∩ N r of Q and the set Γ determine each other.
For α = (α 1 , . . . , α r ), β = (β 1 , . . . , β r ) ∈ Γ the following properties are immediate:
Moreover, Γ is a commutative semiring equipped with the tropical operations
Remark that (Γ, ⊕) is an idempotent monoid with element identity ∞ := (∞, ..., ∞).
Definition 1.
We call (Γ, ⊕, ⊙) the semiring of values associated to the curve Q = i∈I P i .
In [2] we proved that Γ is a finitely generated semiring, i.e., there exists a finite subset {γ 1 , . . . , γ m } ⊂ Γ that allows us to express any γ ∈ Γ as γ = (γ
with α ij ∈ N, 1 ≤ j ≤ m and 1 ≤ i ≤ s, for some s ≤ r which depends on γ.
Since O is an O-module of finite type, its conductor ideal C = (O : O) (that is an ideal of O as well) contains a nonzero divisor and C = (t
Remark 2. D'Anna (see [5] ) shows that we can determine σ i for all i ∈ I via the prime ideals {P 1 , . . . , P r }. More explicitly, denote Q i the canonical image of the ideal j∈I j =i
We can obtain σ i by the algorithm presented in [12] that allows to compute the set of values of any finitely generated
µ i is the conductor of Γ i that can be computed in terms of the minimal set of generators of Γ i (or S i ).
In a more general situation, we will consider a finitely generated (regular) fractional ideal I of O.
As before, considering the canonical projection π J : i∈I Q i → j∈J Q j with ∅ = J ⊂ I we have that I J := π J (I) is a fractional ideal of O J and we denote I {i} by I i .
In a natural way, we define the set of values of I i (respectively I) by
The properties P.1 and P.2 remain true for elements in v(I) and we also have the following:
The properties P.2 and P.3 indicate that v(I) admits a "conductor" ̺ ∈ v(I), that is,
Definition 3. The set v(I) (resp. v(I i )) is called the relative ideal associated to I (resp. I i ).
In the same way done for Γ, properties P.2 and P.3 allow us to consider tropical operations
It is immediate that (v(I), ⊕) is a commutative monoid and, for all γ, γ ′ ∈ Γ and λ, λ ′ ∈ v(I),
we have the following:
Hence, these above properties give a Γ-semimodule structure to v(I).
In the next section we will see that v(I) is a finitely generated Γ-semimodule, that is, there exists a subset {λ 1 , ..., λ s } ⊂ v(I) such that any λ ∈ v(I) can be expressed as
We will also provide an algorithm to compute a finite subset H of I such that v(H) := {v(h); h ∈ H} is a set of generators of v(I) as Γ-semimodule. In particular, the algorithm allows us to compute a finite set of generators for the semiring Γ when we apply it for I = O whose existence was proved in [2] .
Standard Bases for a Fractional Ideal
Let λ = (λ 1 , . . . , λ r ) and λ ′ = (λ ′ 1 , . . . , λ ′ r ) be elements of Z r . We consider in Z r the following product order:
In what follows we will extend the main concepts introduced in [12] and in [2] for a fractional ideal I of O. 
Remark 5. Notice that f ∈ Q has a reduction modulo (H, G) if and only if for some
Now we introduce the main notion of this paper.
Definition 6. A Standard Basis for I is a pair of finite subsets G ⊂ M \ {0} and H ⊂ I \ {0}
such that every nonzero element in I admits a reduction modulo (H, G).
In [2] we presented the concepts of reduction and Standard Basis (and its existence as well)
for the local ring O of an algebroid curve. We can recover these concepts setting H = {1} in Definition 4 and Definition 6. In this case, if ({1}, G) is a Standard Basis for O, then we will indicate it by G to agree with the definition presented in [2] .
In order to simplify the next results and their proofs, we will always consider G as a Standard
Basis for O. In addition, as G is fixed, we say a Standard Basis H for a fractional ideal I instead (H, G).
The following result guarantees the existence of a Standard Basis H for any fractional ideal I of O. Although its proof is quite similar to the proof of the existence of a Standard Basis for
, we will present it to introduce certain sets that will be important in the algorithm that we will develop to compute H.
Theorem 7.
Any fractional ideal I of the local ring O of an algebroid curve Q = i∈I P i admits a Standard Basis.
Proof: For each i ∈ I, we denote by I i the canonical image of the O-module
in I i and we consider B i ⊂ I such that the homomorphic image of B i in I i is a Standard Basis for I i , which can be computed as described in [12] . As the homomorphic image of any finite
) is a Standard Basis for I i , we can take B i as a subset of
where κ i is the conductor of v i (I i ). Now consider the finite set H = r i=0 B i . We will show that H is a Standard Basis for I. Let f be a nonzero element in I.
As the homomorphic images of G ⊂ O and B k ⊂ I are Standard Bases for O k and I k respectively, there exist a
By Remark 5, we conclude that H is a Standard Basis for I.
Notice that in the proof of the above theorem we can change (κ 1 , . . . , κ r ) =: κ for any upper bound of itself.
Remark 8. For I = O we have I i = Q i . In this way, if we consider B i as the union of Standard Bases for O i and Q i for all i ∈ I, then the same proof of the above theorem shows that r i=0 B i is a Standard Basis for O. It is important to emphasize that B i , for i ∈ I, can be computed as described in [12] .
Theorem 7 allows us to conclude that the relative ideal associated to a fractional ideal I of O is finitely generated as a Γ-semimodule. In the sequel we will start to develop the necessary tools and results in order to obtain an algorithm to compute a Standard Basis for a fractional ideal I of O. Consequently, this algorithm will provide a finite set of generators for the relative ideal v(I).
Let H be a subset of I \ {0}. Given f ∈ Q \ {0}, we have a succession (possibly infinite) of reductions modulo (H, G):
where c i ∈ K, G α i is a G-product and h i ∈ H.
We say that f ′ is a final reduction of f ∈ Q \ {0} modulo (H, G) if f ′ is obtained from f via a succession of reductions modulo (H, G) and there does not exist a reduction of f ′ modulo (H, G).
In case of infinite reductions, we get a sequence
If H is a Standard Basis for I, then every element f ∈ I \ {0} admits a succession of
where ∆ is a subset of N ♯G , c δ ∈ K, G δ is a G-product, h δ ∈ H and v(f ) ≤ v(G δ h δ ), for all δ ∈ ∆. In this case, H is a set of generators for I. Moreover, in order to verify if an element of Q belongs to I it is sufficient that it has a vanishing final reduction modulo (H, G).
For i ∈ I \ {k}, we have
It is obvious that for any Standard Basis H for I and for every h ∈ I \ {0}, the set H ∪ {h} is also a Standard Basis for I. So it is natural to introduce the following definition.
Definition 11. Let H be a Standard Basis for I. We say that H is minimal if for every h ∈ H there does not exist a reduction of h modulo (H \ {h}, G).
The guarantee of existence of a minimal Standard Basis is proved in the sequel. More precisely, we show that from a Standard Basis H we can obtain a minimal Standard Basis discarding elements h ∈ H that admit some reduction modulo (H \ {h}, G).
Proposition 12.
Let H be a Standard Basis for I. If h ∈ H admits some reduction modulo
Given f ∈ I \ {0}, suppose that f ′ = f − cG α h is a j-reduction of f modulo (H, G), that is,
On the other hand, that is, if v j (h) < v j (G α 1 h 1 ), then we have v j (h ′ ) = v j (h) and, consequently, j ∈ I h ′ , which implies that h ′ admits a j-reduction modulo (H, G). In this way, there
If h 2 = h, then we must have
Hence, H ′ is a Standard Basis for I.
Besides that as elements in a minimal Standard Basis have pairwise distinct values, we have the following result.
Proposition 13. If H and H ′ are Standard Bases for I with H minimal, then v(H) ⊆ v(H ′ ).
In particular, all the minimal Standard Bases for I have the same set of values.
Proof: Given h ∈ H we will show that v(h) ∈ v(H ′ ).
Since H ′ is a Standard Basis for I, if k ∈ I h there exist a G-product G α and h ′ ∈ H ′ such
On the other hand, there exist a G-product G β and
In this way, we have
H is a minimal Standard Basis for I, we must have h ′′ = h and α = β = 0.
By the above proposition and Corollary 9, if H is a minimal Standard Basis for I, then v(H)
is the unique minimal system of generators for the Γ-semimodule of values v(I).
The following notion is the key for the algorithm that we will propose. Definition 14. Given k ∈ I, an S k -process of (the pair (h 1 , h 2 ) of ) H over G is an element of the form
where c 1 , c 2 ∈ K and G α 1 and G α 2 are G-products in such way that
modulo an element in K \ {0}, by a solution (α 1 , α 2 ) ∈ N 2m of the Diophantine equation
The next result is a generalization of Theorem 4.1 of [11] considering the product order ≤.
Theorem 15. Let H be a finite set of generators of I. The following statements are equivalent.
(a) H is a Standard Basis for I.
(b) Any nonzero S k -process of H over G has a vanishing final reduction modulo (H, G).
for all i ∈ I and the inequality holds for i = k.
and h δ ∈ H. In particular, by the reduction process, we have that
for all i ∈ I. Furthermore, as f is an S k -process, we have
(c) ⇒ (a) Let f ∈ I \ {0} and let R f be the set of all representations of f as a sum of the form
This set is not empty and, since inf{v(
elements. In this way, we can consider a representation f = δ∈∆ a δ G δ h δ such that λ := inf{v(G δ h δ ); δ ∈ ∆} is a maximal element of inf(R f ).
If λ = v(f ), then by Remark 10 and Remark 5 we see that f has a reduction modulo (H, G).
Suppose by absurd that λ < v(f ). Setting λ i := min{v i (G δ h δ ); δ ∈ ∆}, for i ∈ I, we have
In this way, we have a
can write
where
If the inequality holds for some i ∈ I\{k}, we obtain λ ′ > λ, which is an absurd because λ is a maximal element of inf(R f ).
On the other hand, if
In this way, repeating the above argument, we can suppose that s = 2.
In this way, we obtain λ ′ i ≥ λ i , for all i ∈ I\{k}. Hence, λ ′ > λ, but this is an absurd because λ is a maximal element of inf(R f ).
Therefore, we must have λ = v(f ) and H is a Standard basis for I.
The characterization given by the item (b) of Theorem 15 allows us to obtain an algorithm to compute a Standard Basis for I. S := ∪ k∈I {f ; f is an S k -process of H j over G and v i (f ) < ρ i for some i ∈ I}; R := {h; h = 0 is a final reduction of f ∈ S modulo (H j , G)};
Proof: Notice initially that in each iteration the set S is finite 1 due to the condition "v i (f ) < ρ i for some i ∈ I" imposed on an S k -process f of H j over G.
In fact, for each pair of elements (h, h ′ ) of H j let us consider S k -processes on the form
Without loss of generality we can suppose that i = 1.
As such Diophantine equations have a finite number of non-negative solutions we obtain a finite number of S k -processes f with v 1 (f ) = λ 1 .
On the other hand, if f is also an S 1 -process, then we have that
and we find a finite number of S k -processes f with v 1 (f ) = λ 1 .
The hypothesis "∪ i∈I B i ⊂ H 0 " guarantees that if v(f ) ≥ ρ ≥ κ, then f admits a vanishing final reduction modulo (H 0 , G) and, consequently, modulo (H j , G) for all j ∈ N.
Now consider H = ∪ j≥0 H j and let f be an S k -process of H over G. In this way, f is also an S k -process of H j over G for some j ≥ 0. By the algorithm above, f has a vanishing final reduction modulo (H j+1 , G). Hence, its final reduction modulo (H, G) is also zero.
Finally we will show that H is finite.
finite. Now suppose, by absurd, that H is not finite, then for all j ∈ N there exists at least an element h j ∈ H such that h j ∈ H j+1 \ H j . In this way, we must have v(h j ) ∈ v(H j ), for all j, which makes the set v(H) infinite and, consequently, a contradiction.
In order to obtain a Standard Basis for O, it is sufficient to make a few modifications in Theorem 16, in the previous algorithm and in its proof. More precisely, we consider a finite set of generators G 0 for O (as K-algebra) containing the sets B i for i ∈ I described in Remark 8. while G j = G j−1 do S := ∪ k∈I {g; g is an S k -process of G j and v i (g) < σ i for some i ∈ I};
R := {h; h = 0 is a final reduction of g ∈ S modulo G j };
We illustrate the above algorithm with the following example.
Example 17. Consider the space curve
, where the prime ideal P 1 is generated by
and P 2 is generated by
Notice initially that ϕ 1 (t 1 ) = (t 6 1 , t 8 1 + 2t 9 1 , t 10 1 + t 11 1 ) and ϕ 2 (t 2 ) = (t 6 2 , t 8 2 + t 9 2 , t 10 2 + t 11 2 ) are parameterizations of the branches P 1 and P 2 respectively. Applying the algorithms presented in [12] , we obtain that 
The input of Algorithm 2 is
applying it we obtain
where h 4 is the final reduction of the S 1 -process yh 1 − xh 2 . More precisely,
Therefore,
, we can discard g 1 and h 3 from G 2 in such way that we obtain, by Proposition 12, a minimal Standard Basis (17, 17) , (19, 19) , (27, ∞)} is the minimal set of generators of the semiring Γ.
Notice that (25, 26) ∈ Γ. In fact we have (25, 26) = v(g 3 + xz 2 ) = inf{(25, ∞), (6, 6) + 2(10, 10)} = (25, ∞) ⊕ (6, 6) ⊙ (10, 10) 2 .
By the other hand, using (2), we can verify that (24, 26) ∈ Γ.
Notice that, in Algorithm 1, if we consider only S k -processes and k-reductions for a fixed k ∈ I we obtain a Standard Basis H {k} for I k . Moreover, every S k -process of h 1 , h 2 ∈ H {k} over G has a vanishing k-reduction module (
In this way
is a syzygy of (h 1 , . . . , h n k ) considering the O k -module structure. By the Schreyer Theorem (see Theorem 15.10 in [8] ), the first module of syzygies of (h 1 , . . . , h n k ) is generated by the elements as in (4) and then we have a set of generators for the O-module {f ∈ I; v k (f ) = ∞}.
By successive computations as described, we can obtain a set of generators for T i for i ∈ I and a set B i as mentioned in the hypothesis of Theorem 16.
Hence, in theory, we can obtain a Standard Basis for a fractional ideal I of O applying the Algorithm 1 for a finite set of generators H 0 of I.
The Module of Kähler Differentials for Plane Curves
In this section, we will consider the module of Kähler differentials Ω O/K for an algebroid plane curve. In the analytical case, Ω O/C is an important example of fractional ideal since the relative ideal associated to it plays a central role in the analytic classification problem, as we can see in [13] for irreducible plane curves and in [14] for plane curves with two branches.
In the sequel, K will be an algebraically closed field of characteristic zero and Q = f denotes an algebroid reduced plane curve, with
irreducible for any i ∈ I = {1, . . . , r}.
Definition 18. The module of Kähler differentials over O is the O-module
In the same way, for every i ∈ I, the module of Kähler differentials over O i is
.
where ϕ i (t i ) = (x(t i ), y(t i )) is a parameterization of the branch f i and we denote ϕ
where ω = pdx + qdy ∈ Ω and ω i = p i dx + q i dy ∈ Ω i , for all i ∈ I.
In what follows we will denote by ϕ * (Ω) the image of Ω by the previous O-module homomorphism ϕ * . Remark that {dh := h x dx + h y dy; h ∈ O} ⊂ Ω and if g ∈ O is such that v(g) = σ, we get gϕ * (Ω) ⊂ O. Therefore, ϕ * (Ω) can be considered as a fractional ideal of O.
For each i ∈ I, we define the value of an element
, where v i is the discrete normalized valuation of O i , and the set of the values of the differentials of O i as
We naturally define the value ν(ω) := (ν 1 (ω 1 ), ..., ν r (ω r )) of the element ω ∈ Ω and we write Λ = {ν(ω); ω ∈ Ω} ⊂ i∈I Λ i ⊂ N r for representing the relative ideal associated to Ω. Notice that the set Λ can be obtained by a Standard Basis for ϕ * (Ω) ⊂ O which one will be called a Standard Basis for Ω.
We remark that in [13] and [14] the authors considered Λ ∩ N r (r = 1, 2) as the main ingredient to proceed an answer to the analytic classification problem for curves with one and two branches. In addition, as we mentioned in Introduction, the set Λ is related to the values of the module of logarithmic residues along a complete intersection curve Q and to the set of values of the Jacobian ideal of Q.
For the irreducible case (plane or not), the set Λ can be computed using the algorithms in [12] . For plane curves with two branches, Pol presents in Subsection 4.3.3 of [16] a method that allows to compute Λ.
The next result is a generalization of Algorithm 4.10 in [12] in the sense that we can compute a Standard Basis for Ω by a Standard Basis G for the local ring O such that {f i ; i ∈ I} ⊂ G. define: H −1 := ∅, H 0 := {dg; g ∈ G} and j := 0; while H j = H j−1 do S := ∪ r k=1 {ω; ω is an S k -process of H j over G and ν i (ω) < σ i for some i ∈ I}; R := {̟; ̟ = 0 is a final reduction of ω ∈ S modulo (H j , G)}; H j+1 := H j ∪ R; output: H = H j+1 .
Proof: Notice that the main difference between Algorithm 1 and Algorithm 3 is the set of generators H 0 for Ω. In Algorithm 1 the hypothesis ∪ i∈I B i ⊂ H 0 guarantees that if ν(ω) ≥ κ, then ω admits a vanishing final reduction modulo (H 0 , G) and, consequently, modulo (H j , G) for all j ∈ N. We will show that this claim remains true if we change κ by σ.
In order to do this, it is sufficient to show that if ν k (ω) ≥ σ k , for some k ∈ I ω , then ω admits a k-reduction modulo (H 0 , G), where H 0 = {dg; g ∈ G}. For simplicity, we will suppose k = 1.
As σ 1 = µ 1 + r l=2 v 1 (f l ), where µ 1 is the conductor of Γ 1 , the condition σ 1 ≤ ν 1 (ω) < ∞ implies that there exists a G-product G α such that ν 1 (ω) = v 1 (G α ) + r l=2 v 1 (f l ). If α = 0 then v 1 (G α ) = ν 1 (G β dg) for some g ∈ G and
If α = 0 then µ 1 = 0 and ν 1 (ω) = ν 1 ( r l=2 f l ). So, ν 1 (ω) = ν 1 (G θ dg), where G θ = r l=3 f l and dg = df 2 .
In any case ν i (ω) ≤ ∞ = ν i (G θ dg) for i = 2, ..., r and consequently, ω admits a 1-reduction modulo (H 0 , G).
As ν(ω −cG θ dg) > ν(ω) ≥ σ for some c ∈ C, we can repeat the same argument for ω −cG θ dg.
Hence, ω admits a vanishing final reduction modulo (H 0 , G).
In the following example we apply Algorithm 3 in order to compute the minimal set of generators of Λ for a plane curve with three branches. then ϕ 1 (t 1 ) = (t 1 , 0), ϕ 2 (t 2 ) = (t 2 , t n 2 ) and ϕ 3 (t 3 ) = (t 3 , t m 3 + at It is not difficult to see (by Algorithm 2) that G = {x, y, f 2 , f 3 } is a Standard Basis for O, the semiring Γ is minimally generated by {(1, 1, 1), (∞, n, m), (n, ∞, n), (m, n, ∞)} and the conductor of Γ is σ = (n + m, 2n, n + m).
Applying Algorithm 3 with H 0 := {dx, dy, df 2 , df 3 } we perform several computations involving S k -processes and k-reductions, some of them with infinite many steps. For this reason we omit the iterations of the algorithm. As result of the computations we obtain that the set H = {dx, dy, df 2 , df 3 , ω 1 , ω 2 , ω 3 }, where 
