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Abstract
We prove an almost sure weak limit theorem for simple linear rank
statistics for samples with continuous distributions functions. As a
corollary the result extends to samples with ties, and the vector ver-
sion of an a.s. central limit theorem for vectors of linear rank statis-
tics. Moreover, we derive such a weak convergence result for some
quadratic forms. These results are then applied to quantile estima-
tion, and to hypothesis testing for nonparametric statistical designs,
here demonstrated by the c-sample problem, where the samples may
be dependent. In general, the method is known to be comparable
to the bootstrap and other nonparametric methods ([25, 15]) and we
confirm this finding for the c-sample problem.
1 Almost sure central limit theorem for sta-
tistical functionals
Almost sure central limit theorems (ASCLT) are based on a new type of
averaging procedures for sums of i.i.d. random variables to obtain their
asymptotic distribution. Its application to statistical functionals is a fairly
new subject. It has been recently observed by [25] and [15] that the logarith-
mic averages of data may be used for quantile estimation in practice. The
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philosophy behind this procedure resembles somehow to Efron’s bootstrap
method ([14]) but resampling is not needed in the almost sure method. In
this note we extend the applicability of the almost sure quantile estimation
to rank statistics. We shall call it logarithmic quantile estimation (LQE).
We develop the method for general rank models as defined in [7], but adapted
to the needs of the almost sure concept. Let X1, ..., XN be a sample of ran-
dom vectors and for each n ≤ N , let Tn be a statistic based on X1, ..., Xn.
The logarithmic average of the sequence Tn has the form
ĜN (t) =
1
CN
N∑
n=1
1
n
I(Tn ≤ t),
where CN is chosen to make ĜN an empirical distribution function, and where
IC denotes the indicator function of the set C. Note that CN ≍ lnN , which
is responsible for the name log averaging. In fact, the usage of ĜN is as for
the classical empirical distribution functions. We do not state the details like
the corresponding Glivenko-Cantelli theorem or the almost sure convergence
of the LQE-quantiles. These results are easy to prove and left as an exercise.
Then the empirical α−quantile of ĜN can be used in hypothesis testing, for
example a typical rejection region may look like {X ∈ RdN : |TN | ≥ zα} with
Ĝ(zα) = α. The details are as well left as an exercise.
Let us give a brief overview of some important results on almost sure central
limit theorems, which is the base for the validity of good test procedures. The
concept of almost sure central limit theorem has its origins in the work of
[4], [27] and [19]. Since then many important results have been obtained for
independent and dependent random variables, for random vectors, stochastic
processes as well as their almost sure functional versions.
The simplest form of the almost sure central limit theorem is
lim
n→∞
1
lnn
n∑
k=1
1
k
I(
Sk(ω)√
k
< x) = Φ(x) for almost all ω ∈ Ω,
and all numbers x, where X1(ω), X2(ω), ... are independent and identically
distributed random variables defined on a probability space (Ω,B, P ) with
E(X1) = 0, E(X
2
1 ) = 1, Sk(ω) = X1(ω) + ... + Xk(ω), I is the indicator
function and Φ is the standard normal distribution function.
[5] obtained general results that extend weak limit theorems for independent
random variables to their almost sure versions. Applications of their results
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are the almost sure central limit theorems for partial sums, maxima of partial
sums, extremes, empirical distribution functions, U-statistics (see also [17]),
Darling-Erdo¨s type limit theorems. [6] proved a general almost sure central
limit theorem for independent, not identically distributed random variables.
[24] considered the almost sure central limit theorem for weakly dependent
random variables, [20] obtained the almost sure limit theorem for sums of
random vectors, [11] treated the case of Pearson statistic.
[25] proved an almost sure central limit theorem for the two-sample linear
rank statistics and developed a hypothesis testing procedure based on the
almost sure convergence. He applies his method to problems like testing for
the mean in the parametric one-sample problem, testing for the equality of
the means in the parametric two-sample problem, and for the nonparamet-
ric Behrens-Fisher problem. As a result he showed that the LQE method
is better than bootstrap and almost as good as the t-test for the two sam-
ple problem. For the nonparametric two sample Behrens-Fisher problem he
compared the LQE method with the methods in [3], [26] and [8]. It is shown
that the LQE-method performs stably over various distributions, is compa-
rable to the other methods and often preferable. Later, [12] obtained the
almost sure version of Crame´r’s theorem. Using this result, [15] showed the
almost sure central limit theorem for the population correlation and applied
the almost sure version of Crame´r’s theorem to obtain confidence intervals
for the population correlation coefficient. It turns out that the LQE method
is superior to bootstrap for this statistics.
All these results show that the LQE method has to be developed further,
in particular, for nonparametric designs when bootstrap methods are hardly
possible to apply. [29] has obtained a bootstrap method for simple rank
statistics using the von Mises method, and assuming complete independence.
Here we are interested in the general result, when samples are not identically
distributed and hence resampling becomes doubtful. The LQE method does
not have this restriction, and we show that it provides good results. As a spe-
cial design we chose the c-sample problem when the samples are independent
or not: we show that the test based on the LQE method provides better cov-
erage probability than the classical Kruskal-Wallis test. We also show that
in the dependent situation the LQE test has a satisfying performance. For
other designs we got similar results; this will be published elsewhere. Be-
sides this advantage, the LQE-method estimates quantiles directly from the
data, not using the asymptotic distribution, hence it also does not use any
estimation of unknown variances or covariances or eigenvalues of covariance
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matrices. It is also applicable when asymptotic covariance matrices become
degenerate.
The article is organized as follows. In Section 2 we introduce the general
model for simple linear rank statistics and state our result on the almost
sure central limit theorem for simple linear rank statistics. In Section 3 we
treat the c-sample problem when the samples are independent as well as de-
pendent. The interesting point here is that we derive an almost sure central
limit theorem for Kruskal-Wallis statistic even in the case when the single
observations have non-independent coordinates. To our knowledge no test
treats this general case without any further assumption. This is then applied
to hypothesis testing. Section 4 contains the results of our simulation study.
We compute the empirical logarithmic quantiles for three independent sam-
ples when the Kruskal-Wallis statistic is used and we calculate the power
and type I error for three dimensional vectors with dependent coordinates.
In Section 5 we provide proofs of all the auxiliary lemmas that we used to
prove the main theorem.
2 Almost sure central limit theorem for rank
statistics
We begin this section stating the model assumptions. Since they are different
from the standard literature as in [7] and subsequently in [9], [10], [1], and
[2] to name a few, we need to state the notation in as much as it differs
from those references. Note that in the general model for each n, an array
of independent random vectors Xi(n) = (Xi1(n), ..., Ximi(n)(n)), with i =
1, 2, ..., n and n ∈ N was defined on, may be, different probability spaces.
Since we are heading for an almost sure type result we need to consider the
model on a common probability space. That is why our model requires a
sequence of independent random vectors Xi = (Xi1, ..., Ximi), i = 1, 2, ...
with continuous marginal distributions
Fij(x) = P (Xij ≤ x), x ∈ R, j = 1, ..., mi.
Note that in [23] this condition of continuity was shown to be unnecessary.
Likewise the theorem below holds as well when ties are present, as it is well
known that one can replace ranks by midranks. For simplicity, we keep the
commonly used assumption of having no ties.
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Note that we allow dependence of the coordinates of the random vectors, each
vector may have a different dependence structure. This general approach
excludes the use of the bootstrap method. As it is well known (see [7] and
subsequently [9], for example) this relaxation of the classical assumptions can
be used for a large class of designs, for example repeated measure designs or
time series observations. In order to set up the notation for rank statistics
we introduce the following notations:
For n ≥ 1, let N(n) =∑ni=1mi denote the number of observations involved in
the vectors X1, ...,Xn and let λ
(n)
ij (1 ≤ j ≤ mi, i ≥ 1) be (known) regression
constants which are assumed to satisfy
max
1≤i≤n, 1≤j≤mi
|λ(n)ij | = 1 (2.1)
Define
H(i)(x) =
mi∑
j=1
Fij(x), Ĥ
(i)(x) =
mi∑
j=1
I(Xij ≤ x) (2.2)
F (i,n)(x) =
mi∑
j=1
λ
(n)
ij Fij(x), F̂
(i,n)(x) =
mi∑
j=1
λ
(n)
ij I(Xij ≤ x) (2.3)
Hn(x) =
1
N(n)
n∑
i=1
H(i)(x), Ĥn(x) =
1
N(n)
n∑
i=1
Ĥ(i)(x) (2.4)
Fn(x) =
1
N(n)
n∑
i=1
F (i,n)(x), F̂n(x) =
1
N(n)
n∑
i=1
F̂ (i,n)(x). (2.5)
The simple linear rank statistic that we are interested in is defined by
Ln(J) =
∫ ∞
−∞
J
(
N(n)
N(n) + 1
Ĥn
)
dF̂n =
1
N(n)
n∑
i=1
mi∑
j=1
λ
(n)
ij J
(
Rij(n)
N(n) + 1
)
,
(2.6)
where Rij(n) denotes the rank of Xij among all random variables {Xkl : 1 ≤
k ≤ n, 1 ≤ l ≤ mk} and J : (0, 1) → R denotes an (absolutely continuous)
score function. Let
Tn(J) = Ln(J)−
∫ ∞
−∞
J(Hn)dFn, (2.7)
s2n(J) = N(n)
2E(Tn(J)
2), (2.8)
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Bn(J) =
∫ ∞
−∞
J(Hn)d(F̂n − Fn) +
∫ ∞
−∞
J ′(Hn)(Ĥn −Hn)dFn, (2.9)
σ2n(J) = N(n)
2Var(Bn(J)). (2.10)
The asymptotic normality of the linear rank statistics for independent ran-
dom vectors with varying dimension introduced above was proved in [7] (The-
orem 3.1).
The main result of this note is an almost sure central limit theorem for the
statistics defined in (2.7).
Theorem 2.1. Let J : (0, 1) → R be a twice differentiable score function
with bounded second derivative and let λ
(n)
ij be regression constants satisfying
(2.1). Then the rank statistics (2.7) satisfies the almost sure central limit
theorem, that is
lim
N→∞
1
lnN
N∑
n=1
1
n
I(
N(n)
σn(J)
Tn(J) ≤ t) = Φ(t)
provided
(a) σn(J) defined in (2.10) satisfies, for some M > 0, γ > 0
σm(J)
σn(J)
≥M
(m
n
)γ
, for m ≥ n (2.11)
(b) For nk = min{j : N(j) ≥ k2} one has that
∞∑
k=1
(
max1≤i≤nk mi
σnk(J)
)2
<∞, (2.12)
(lognk)
max1≤i≤nk mi
σnk(J)
→ 0, (2.13)
and for nk ≤ j < nk+1 and a constant K,
max
1≤λ≤j
mλ ≤ K max
1≤i≤nk
mi. (2.14)
Remark 2.2. Note that the essential assumptions in the theorem are (a) and
(b). (a) is a condition on the growth of the variances of the asymptotically
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equivalent statistics Bn (see [7] for details). This condition is easily verified
in many examples, e.g. if σ2n(J) = O(n). (b) is in fact a condition on the
maximal allowable dimensions of the vectors Xi. If all mi=1 then condition
(b) is trivially satisfied, the same is true if maxi≥1mi <∞.
Proof. The proof of the theorem follows from a standard decomposition ([7]):
Taylor expansion of J around Hn(t) and integration by parts yields
N(n)
σn(J)
Tn(J) =
N(n)
σn(J)
Bn(J) +
N(n)
σn(J)
C1(n)− N(n)
σn(J)
C2(n) +
N(n)
σn(J)
C3(n),
where
C1(n) =
∫ ∞
−∞
J ′(Hn)(Ĥn −Hn)d(F̂n − Fn), (2.15)
C2(n) =
1
N(n) + 1
∫ ∞
−∞
J ′(Hn)ĤndF̂n, (2.16)
C3(n) =
1
2
∫ ∞
−∞
J ′′(θ(Hn))
(
N(n)
N(n) + 1
Ĥn −Hn
)2
dF̂n, (2.17)
and θ(Hn) ∈ [Hn, N(n)N(n)+1Ĥn] ∪ [ N(n)N(n)+1Ĥn, Hn].
By Lemmas 5.2, 5.3, 5.5 it follows that
N(n)
σn(J)
C1(n)− N(n)
σn(J)
C2(n) +
N(n)
σn(J)
C3(n)→ 0 a.s. when n→∞. (2.18)
By Lemma 2.2 in [15], Lemma 5.6 and (2.18), we obtain the almost sure
central limit theorem for the statistics Tn(J)
lim
n→∞
1
lnn
n∑
k=1
1
k
I(
N(k)
σk(J)
Tk(J) ≤ t) = Φ(t).
The next corollary is a form of the theorem which can be used for hypothesis
testing.
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Corollary 2.3. Assume that in Theorem 2.1,
σ2n(J) = a
2
nσ
2 + o(an)
where σ2 > 0 and an satisfies (2.11) when replacing σn(J) by an.
Then under (b), the statistics N(n)
an
Tn(J) satisfies the central limit theorem
and the almost sure central limit theorem, that is for t ∈ R
lim
n→∞
P (
N(n)
an
Tn(J) ≤ t) = 1√
2πσ2
∫ t
−∞
e−
u2
2σ2 du
and
lim
n→∞
1
lnn
n∑
k=1
1
k
I(
N(k)
ak
Tk(J) ≤ t) = 1√
2πσ2
∫ t
−∞
e−
u2
2σ2 du a.s.
Proof. See [7] for the first part. The second part is a special case of Theorem
2.1.
The next remark states the properties under which hypothesis testing for
Ln(J) is possible.
Remark 2.4. Let H0 :
N(n)
σn(J)
(∫
J(Hn)dFn − c
) → 0 as n → 0 for some
constant c. Then under the null hypothesis Qn(J) :=
N(n)
σn(J)
(Ln(J) − c) is
asymptotically normal and satisfies the almost sure central limit theorem.
Let tˆγ denote the empirical γ-quantile of the empirical distribution function
ĜN . Let α > 0.
Then, under the null hypothesis,
I(N)α =
[
QN(J)− tˆ(N)1−α, QN(J)− tˆ(N)α
]
is a random interval with the property that
P (0 ∈ I(N)α )→ 1− 2α.
If H1 :
N(n)
σn(J)
(
∫
J(Hn)dFn − d) → 0 for d 6= c and if N(n)σn(J) → ∞, then
|Qn(J)| → ∞ a.s. It follows that under these conditions the power of the test
approaches 1 under the alternative.
The proof of this fact is left as an exercise.
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3 Example: the dependent c-sample problem
In this section we consider the problem of testing the equality of the dis-
tributions of c samples that may be dependent. This problem is chosen to
show how Theorem 2.1 is used to derive LQE-quantiles for quadratic forms
based on vectors of ranks statistics of the form (2.7). In order to do this
we derive the vector form of Theorem 2.1 and conclude the a.s. convergence
of the quadratic form. Note that the result on distributional convergence is
well known, hence we can proceed as in Remark 2.4 to derive the test. Note
that the great advantage of the LQE-method is that the form of the limiting
distribution need not to be known (like for bootstrap), so there is no need
to estimate covariances of unknown limiting distributions. This makes many
problems easier and accessible under no further assumption on covariances.
It also covers cases of degenerate covariance matrices.
The test statistic that we are using here is the classical Kruskal-Wallis
statistic. In the case of dependent samples the distribution of the test statis-
tic and its asymptotic distribution under the null hypothesis are not known
and a statistical decision is not possible to derive from this. In order to apply
the logarithmic quantile estimation, we first need to show that the Kruskal-
Wallis statistic is a particular statistics derived from the simple linear rank
statistic Tn(J) as defined in (2.7) and that it satisfies an almost sure central
limit theorem. Let Xi = (Xi1, ..., Xic) (1 ≤ i ≤ n) be independent ran-
dom vectors such that the vectors (X1k, X2k, ..., Xnk)
′, for k = 1, 2, ..., c, are
possibly dependent random variables with continuous marginal distribution
functions Fk(t) = P (Xik ≤ t) for k = 1, ..., c. We use the Wilcoxon scores
J(t) = t so that J ′(t) = 1 and σn =
√
n. Then with the additional fixed
index l that corresponds to the l-th sample, definitions (2.2)-(2.9) can be
written as
λ
(l)
ij =
{
1, j = l
0, j 6= l
where 1 ≤ i ≤ n, 1 ≤ j ≤ c,
Hn(t) =
1
N(n)
n∑
i=1
c∑
k=1
Fk(t) =
1
c
c∑
k=1
Fk(t), Hˆn(t) =
1
N(n)
n∑
i=1
c∑
k=1
I(Xik ≤ t)
F (l)n (t) =
1
N(n)
n∑
i=1
Fl(t) =
1
c
Fl(t), Fˆ
(l)
n (t) =
1
N(n)
n∑
i=1
I(Xil ≤ t)
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and
T (l)n = L
(l)
n −
∫
Hn(t)dF
(l)
n =
1
N(n)(N(n) + 1)
n∑
i=1
Ril − 1
c2
c∑
j=1
∫
Fj(t)dFl(t)
B(l)n =
∫
Hn(t)d(Fˆ
(l)
n − F (l)n )(t) +
∫
(Hˆn(t)−Hn(t))dF (l)n (t) =
1
N(n)c
n∑
i=1
c∑
j=1
Fj(Xil) +
1
N(n)c
n∑
i=1
c∑
j=1
∫
I(Xij ≤ t)dFl(t)
− 2
c2
c∑
j=1
∫
Fj(t)dFl(t) =
1
N(n)c
n∑
i=1
(
c∑
j=1
Fj(Xil)+
+
c∑
j=1
∫
I(Xij ≤ t)dFl(t)− 2
c∑
j=1
∫
Fj(t)dFl(t)
)
.
Define the independent c-dimensional vectors
ξi = (ξik)1≤k≤c
=
(
c∑
j=1
Fj(Xik) +
c∑
j=1
∫
I(Xij ≤ t)dFk(t)− 2
c∑
j=1
∫
Fj(t)dFk(t)
)
1≤k≤c
(3.1)
and obtain
1
σn
n∑
i=1
ξi =
(
N(n)cB
(1)
n
σn
, ...,
N(n)cB
(c)
n
σn
)
. (3.2)
In the following we shall obtain an almost sure central limit theorem for the
vector (N(n)c
σn
T
(1)
n , ...,
N(n)c
σn
T
(c)
n ) that holds under the null and alternative hy-
pothesis. Under the null hypothesis we then show that the Kruskal-Wallis
statistic is written as a function of T
(1)
n , ..., T
(c)
n . In order to show the almost
sure central limit theorem for the vectors (N(n)c
σn
T
(1)
n , ...,
N(n)c
σn
T
(c)
n ) it is suffi-
cient to show the almost sure central limit theorem for the vectors in (3.1)
and the statistics in (3.2) since we may argue as in the proof of Theorem 2.1.
In order to show the almost sure central limit theorem we need to check the
assumptions in Lifschits’ Theorem 3.1 ([21]).
The first assumption in [21] is to have a distributional convergence for the
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vectors ξi. We need to assume that the vectors ξi’s have a finite covariance
matrix Σi, i ≥ 1 such that
Σ1 + ... + Σn
n
→ Σ as n→∞, (3.3)
where Σ is a c × c matrix. Note that this is essentially a condition on the
dependencies of the coordinates of the independent random vectors. Also
note that E(ξi) = 0 and since all coordinates of the random vectors ξi are
bounded, they satisfy the Lindeberg condition. Now, by the multivariate
central limit theorem it follows that
ζn :=
1√
n
n∑
i=1
ξi
D→ N(0,Σ).
The second assumption is
bk ≤ c1 ln
(
σk
σk−1
)
= c1 ln
√
k
k − 1 , for some constant c1 > 0
where bk appears in the formula of the empirical measures Qn =
1
γn
∑n
k=1 bkδζk
and γn :=
∑n
k=1 bk. It can be verified (for example the mean value theorem
can be used) that
1
n
≤ 2 ln
√
n
n− 1 ,
so we can take bn =
1
n
and γn ∼ ln(n).
The last assumption is that for some ǫ > 0 it holds that
sup
k
E(ln+ ln+ ||ζk||)1+ǫ <∞.
It is easy to see that
E(ln+ ln+ ||ζk||)2 ≤ E||ζk||2 = 1
k
k∑
i=1
E(ξ2i1 + ...+ ξ
2
ic) ≤
1
k
kc(2c)2 = 4c3,
since the vectors ξi are independent, have expectation zero and are bounded
(|ξik| ≤ 2c for every i and k). This shows that the sequences (T (1)n , ..., T (c)n )
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satisfies the almost sure central limit theorem with limiting distribution func-
tion GX of some normal random vector X .
It follows for a continuous function f : Rc → R that
1
lnn
n∑
k=1
1
k
I
(
f(
N(k)c
σk
T
(1)
k , ...,
N(k)c
σk
T
(c)
k ) ≤ t
)
→ Gf(X)(t),
where Gf(X) denotes the distribution function of f(X). In particular this
applies to f(x) = xTx.
It is left to show that under the null hypothesis the Kruskal-Wallis statis-
tics is such a function of T
(1)
n , ...., T
(c)
n . In this case, for a fixed index l the
model is described by:
Hn(t) = F (t), Hˆn(t) =
1
N(n)
n∑
i=1
c∑
j=1
I(Xij ≤ t),
F (l)n (t) =
1
c
F (t), Fˆ (l)n (t) =
1
N(n)
n∑
i=1
I(Xil ≤ t),
B(l)n (J) =
1
N(n)c
n∑
i=1
(
cF (Xil)−
c∑
j=1
F (Xij)
)
,
T (l)n = L
(l)
n −
∫
Hn(t)dF
(l)
n =
1
N(n)(N(n) + 1)
n∑
i=1
Ril − 1
2c
.
Then, given that the Kruskal-Wallis statistic is defined by
FKWn =
12
N(n)(N(n) + 1)
1
n
c∑
l=1
R2l −3(N(n)+1), where Rl =
n∑
i=1
Ril, (3.4)
it is possible to rewrite it as
FKWn =
12N(n)(N(n) + 1)
n
c∑
k=1
(
T (k)n
)2
. (3.5)
Notice that under the null hypothesis, the asymptotic distribution of the
Kruskal-Wallis statistic calculated for c dependent samples is not known.
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Still, an almost sure central limit theorem holds for the Kruskal-Wallis statis-
tics. If (3.3) holds, then by the relationships (3.4) and (3.5) it follows that,
1
lnn
n∑
k=1
1
k
I
(
kc3
12(kc+ 1)
FKWk ≤ t
)
→ GXTX(t), (3.6)
where X ∼ N (0,Σ) and t ∈ R.
Remark 3.1. Observe that in the classical case, when we consider random
vectors with independent coordinates (c independent samples), the Kruskal-
Wallis statistic converges in distribution and an almost sure limit theorem
holds under the null hypothesis.
FKWn
D−→ χ2c−1 ⇒
nc3
12(nc+ 1)
FKWn −→
c2
12
χ2c−1 (3.7)
1
lnn
n∑
k=1
1
k
I
(
kc3
12(kc+ 1)
FKWk ≤ t
)
→ GXTX(t).
Here it is left to show that XTX ∼ c2
12
χ2c−1. If we take the expectation in
(3.7), then
1
lnn
n∑
k=1
1
k
P
(
kc3
12(kc+ 1)
FKWk ≤ t
)
→ GXTX(t)
and using (3.6) it follows GXTX = G c2
12
χ2c−1
.
Remark 3.2. Let us summarize the results that we obtained for the Kruskal-
Wallis statistic. When considering c dependent samples, the asymptotic dis-
tribution under the null hypothesis is not known but an almost sure limit
theorem holds. Note that the limiting distribution of the almost sure central
limit theorem exists but it cannot be calculated. From an applied point of
view, the existence of the almost sure central limit theorem allows us to use
the empirical quantile estimation method described in Remark 2.4 for statis-
tical decisions. In the independent c-sample case, the limiting distribution
of the weak convergence and of the almost sure central limit theorem exists
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and it can be calculated under the null hypothesis.
The null hypothesis that we test is
H0 : F1 = ... = Fc ⇒ H0 :
∫ ∞
−∞
FjdFk =
1
2
for every j, k = 1, 2, ..., c (3.8)
Using (3.5) it is not hard to see that the Kruskal-Wallis test rejects H0 if and
only if
nc3
12(nc+ 1)
FKWn > t̂
(n)
1−α.
This provides an asymptotic α-level test for which the power tends to one
under the alternative.
4 Simulation results
In this section we study simulations for the three-sample problem in Section
3. First, for three independent samples we perform simulation studies to
show that the empirical logarithmic quantiles are good approximations of
the asymptotic chi-squared quantiles of the Kruskal-Wallis statistic. Second,
in case of three dependent samples we investigate by simulations the type I
error and the power of the test given in (3.8).
The computation of the empirical logarithmic quantiles requires the follow-
ing adjustments. First, for better results we deleted the first five terms in
the sum of the empirical logarithmic distribution since their contribution
is dominating. Secondly, since the empirical logarithmic distribution for a
general statistic Tn = Tn(X1, ..., Xn) is not symmetric and the rejection or
acceptance region might depend on the order of the observations, we consid-
ered a number of random permutations of the observations and calculated
the quantities of the permuted sequence of independent vectors. Now the
empirical logarithmic α-quantiles can be computed by
t̂(n)α =
∑per
i=1 t̂
∗i,(n)
α
per
,
where “per” is the number of permutations that we want to consider and
t̂
∗i,(N)
α is the empirical logarithmic α-quantile for permutation i and is given
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distribution/α 1% 5% 10%
Normal(2,1) 4.22799 3.43943 2.88437
Exponential (3) 4.23665 3.44352 2.88624
9
12
χ2(2) 6.907755 4.493598 3.453878
Table 1: Averaged empirical logarithmic α-quantiles for three independent
samples
by
t̂∗i,(n)α = max{t|
1
Cn
n∑
k=1
1
k
I(T ∗ik < t) ≤ α},
where T ∗ik = Tk(Xτi(1), ..., Xτi(k)) and τi is the i-th permutation of {1, 2, ..., n}.
For three independent samples we use the almost sure central limit theo-
rem given in (3.7). More precisely, using the method described above we
compute the empirical logarithmic α-quantile for the statistic 27n
12(3n+1)
FKWn
and compare it to the asymptotic α-quantile given by 9
12
χ2(2).
For this purpose we run 500 simulations, consider 1000 observations in each
sample and permute independently each sample 100 times. We generate
random observations from a normal and an exponential distribution. The
numerical results of our simulation study are presented in Table 1. Note
that all quantiles are approximations to the unknown true distribution of
the statistics.The table indicates in particular, that the LQE-method is dis-
tributionally stable.
Also note that the simulation shows that the logarithmic quantiles match the
asymptotic quantiles sufficiently well. In order to decide which approxima-
tion is better we approximated the true significance level associated to the
two test procedures
27× 1000
12(3× 1000 + 1)F
KW
1000 > t̂
(1000)
0.9
and
27× 1000
12(3× 1000 + 1)F
KW
1000 >
9
12
χ2(2)
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by counting the number of rejections among 500 simulations. It is found
that, for α = 0.9 (a test with significance level of 10%), these covering prob-
abilities are 0.108 for the LQE method and 0.12 for the asymptotic quantile
method. This shows that the LQE-method is (in this study) better suited
than the classical method.
We now turn to the second simulation problem. In the case of three depen-
dent samples the goal is to test whether the samples have the same distri-
bution using the rejection rule in (3.8). We consider samples from a normal
and an exponential distribution and calculate the type I error and the power
for different levels of α and different sample sizes. Next we briefly describe
the algorithms we used to simulate two dependent samples from normal and
exponential distributions and to form three dependent samples we add one
more independent sample for simplicity. Note that our simulation study is
an indication of what can be expected from a detailed analysis of the perfor-
mance of the test.
To generate two dependent samples from a normal distribution we will sim-
ulate dependent bivariate normal random variables with specific parameters
and population correlation coefficient ρ. We use the algorithm from [16],
page 197. We start by generating a matrix X(n×2) of independent standard
normal random variables (n independent copies of (X1, X2), where X1 and
X2 are independent standard normal). Then we consider the covariance ma-
trix Σ of the vector (X1, X2) given by (note that in this case the correlation
coefficient ρX1X2 is equal to σX1X2)
Σ =
(
1 σX1X2
σX1X2 1
)
.
Using the Cholesky decomposition we obtain the matrix T(2×2) such that
T′T = Σ. Now Y = XT′ gives n independent copies of bivariate vectors
(Y1, Y2), where Y1 and Y2 are dependent standard normal with correlation
coefficient ρX1X2 .
To generate two dependent samples from an exponential distribution, we
will simulate dependent bivariate exponential random variables with specific
parameters and correlation coefficient. We use the Marshall-Olkin method
described in [13], page 585. Start with the generation of three indepen-
dent uniform random variables U, V, S on [0, 1] and then construct X1 =
min{− lnU
λ1
,− lnV
λ3
} and X2 = min{− lnSλ2 ,− lnVλ3 }. In this way we obtain a bi-
variate vector (X1, X2) with X1 ∼Exp(λ1 + λ3), X2 ∼Exp(λ2 + λ3) and the
correlation coefficient is ρX1X2 =
λ3
λ1+λ2+λ3
.
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n=30 n=50 n=80 n=100 n=150 n=200
1% 0 0 0 0 0 0
5% 0.015 0.03 0.03 0.02 0.025 0.025
10% 0.055 0.03 0.075 0.085 0.065 0.08
Table 2: The level of significance for three N (0, 1) dependent samples; 200
simulations and 20 permutations, different sample sizes and different values
of α
n=30 n=50 n=80 n=100 n=150 n=200
1% 0.005 0 0 0 0 0
5% 0.02 0.02 0.04 0.035 0.01 0.025
10% 0.045 0.065 0.09 0.055 0.035 0.06
Table 3: The level of significance for three Exp(4) dependent samples; 200
simulations and 20 permutations, different sample sizes and different values
of α
The results of our simulation studies are given in the tables 2–17. We start
with the simulated significance level for different cases.
Note that the test is conservative and strongly conservative at 1% level.
A correction factor of 0.9 and a larger number of simulations will increase
some significance levels. Also we noticed that 20 random permutations are
seemingly sufficient.
We also compute the power of the test for different distributions, sample sizes
and different significance levels.
Note that the statistical power is close to 0 when the difference between the
means is negligible and the sample size is small. We can also observe that it
n=30 n=50 n=80 n=100 n=150 n=200
1% 0 0 0 0 0 0
5% 0.025 0.04 0.05 0.05 0.045 0.04
10% 0.065 0.1 0.095 0.08 0.125 0.125
Table 4: The level of significance for three N (2, 1) independent samples; 200
simulations and 20 permutations, different sample sizes and different values
of α
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n=30 n=50 n=80 n=100 n=150 n=200
1% 0 0 0 0 0 0
5% 0.025 0.03 0.04 0.035 0.04 0.05
10% 0.07 0.085 0.08 0.08 0.105 0.105
Table 5: The level of significance for three Exp(3) independent samples; 200
simulations and 20 permutations, different sample sizes and different values
of α
µ1 µ2 µ3 n=30 n=50 n=80 n=100 n=150 n=200
0 1 0 1 1 1 1 1 1
1 1 0 0.955 1 1 1 1 1
0 0.5 0 0.44 0.83 0.975 0.995 1 1
0 0.2 0 0.075 0.12 0.215 0.295 0.45 0.59
Table 6: Power for three dependent samples from a normal distribution with
different means at level α = 10%; 200 simulations and 20 permutations
µ1 µ2 µ3 n=30 n=50 n=80 n=100 n=150 n=200
0 1 0 0.95 1 1 1 1 1
1 1 0 0.825 0.97 1 1 1 1
0 0.5 0 0.165 0.55 0.895 0.95 1 1
0 0.2 0 0.015 0.04 0.08 0.08 0.205 0.38
Table 7: Power for three dependent samples from a normal distribution with
different means at level α = 5%; 200 simulations and 20 permutations
µ1 µ2 µ3 n=30 n=50 n=80 n=100 n=150 n=200
0 1 0 0.155 0.81 1 1 1 1
1 1 0 0.18 0.72 0.97 1 1 1
0 0.5 0 0.005 0.025 0.1 0.195 0.615 0.835
0 0.2 0 0 0.005 0 0 0.01 0.025
Table 8: Power for three dependent samples from a normal distribution with
different means at level α = 1%; 200 simulations and 20 permutations
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µ1 µ2 µ3 n=30 n=50 n=80 n=100 n=150 n=200
0.25 0.2 0.25 0.055 0.165 0.245 0.25 0.435 0.595
1 1 2 0.575 0.805 0.97 0.98 1 1
0.5 1 0.5 0.625 0.89 0.995 1 1 1
1 1 0.75 0.16 0.275 0.355 0.49 0.59 0.74
Table 9: Power for three dependent samples from an exponential distribution
with different means at level α = 10%; 200 simulations and 20 permutations
µ1 µ2 µ3 n=30 n=50 n=80 n=100 n=150 n=200
0.25 0.2 0.25 0.035 0.04 0.085 0.145 0.235 0.405
1 1 2 0.355 0.665 0.915 0.955 0.995 1
0.5 1 0.5 0.38 0.715 0.985 1 1 1
1 1 0.75 0.04 0.115 0.215 0.285 0.43 0.515
Table 10: Power for three dependent samples from an exponential distribu-
tion with different means at level α = 5%; 200 simulations and 20 permuta-
tions
µ1 µ2 µ3 n=30 n=50 n=80 n=100 n=150 n=200
0.25 0.2 0.25 0.005 0.005 0.02 0.01 0.065 0.105
1 1 2 0.24 0.4 0.34 0.36 0.655 0.945
0.5 1 0.5 0.01 0.085 0.295 0.535 0.785 0.985
1 1 0.75 0.005 0.01 0.015 0.015 0.05 0.135
Table 11: Power for three dependent samples from an exponential distribu-
tion with different means at level α = 1%; 200 simulations and 20 permuta-
tions
µ1 µ2 µ3 n=30 n=50 n=80 n=100 n=150 n=200
0 1 0 0.975 1 1 1 1 1
1 1 0 0.965 1 1 1 1 1
0 0.5 0 0.445 0.775 0.94 0.975 1 1
0 0.2 0 0.11 0.22 0.26 0.335 0.485 0.605
Table 12: Power for three independent samples from a normal distribution
with different means at level α = 10%; 200 simulations and 20 permutations
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µ1 µ2 µ3 n=30 n=50 n=80 n=100 n=150 n=200
0 1 0 0.905 0.99 1 1 1 1
1 1 0 0.885 1 1 1 1 1
0 0.5 0 0.265 0.51 0.805 0.885 0.975 0.995
0 0.2 0 0.06 0.09 0.145 0.25 0.325 0.445
Table 13: Power for three independent samples from a normal distribution
with different means at level α = 5%; 200 simulations and 20 permutations
µ1 µ2 µ3 n=30 n=50 n=80 n=100 n=150 n=200
0 1 0 0.185 0.71 0.905 0.935 1 1
1 1 0 0.12 0.62 0.945 0.97 1 1
0 0.5 0 0.005 0.045 0.145 0.19 0.58 0.76
0 0.2 0 0 0.005 0.005 0 0.005 0.14
Table 14: Power for three independent samples from a normal distribution
with different means at level α = 1%; 200 simulations and 20 permutations
µ1 µ2 µ3 n=30 n=50 n=80 n=100 n=150 n=200
0.25 0.2 0.25 0.095 0.25 0.305 0.385 0.46 0.635
1 1 2 0.6 0.91 0.985 0.99 1 1
0.5 1 0.5 0.595 0.845 0.99 0.995 1 1
1 1 0.75 0.22 0.245 0.37 0.45 0.69 0.755
Table 15: Power for three independent samples from an exponential dis-
tribution with different means at level α = 10%; 200 simulations and 20
permutations
µ1 µ2 µ3 n=30 n=50 n=80 n=100 n=150 n=200
0.25 0.2 0.25 0.045 0.1 0.165 0.195 0.335 0.44
1 1 2 0.475 0.715 0.93 0.96 0.995 1
0.5 1 0.5 0.39 0.695 0.93 0.99 1 1
1 1 0.75 0.065 0.145 0.27 0.28 0.59 0.605
Table 16: Power for three independent samples from an exponential dis-
tribution with different means at level α = 5%; 200 simulations and 20
permutations
20
µ1 µ2 µ3 n=30 n=50 n=80 n=100 n=150 n=200
0.25 0.2 0.25 0 0.005 0.02 0.03 0.12 0.15
1 1 2 0.015 0.12 0.32 0.425 0.77 0.925
0.5 1 0.5 0.005 0.07 0.315 0.34 0.75 0.93
1 1 0.75 0 0.005 0.005 0.03 0.055 0.15
Table 17: Power for three independent samples from an exponential dis-
tribution with different means at level α = 1%; 200 simulations and 20
permutations
increases when the sample size and the significance level increase.
5 Auxiliary results on almost sure conver-
gence for rank statistics
In this section we collect the results needed for the proof of Theorem 2.1.
We use the notations and the assumptions that were introduced in Section
2. The proofs in this section rely on the following facts:
1) The Borel-Cantelli lemma.
2) The estimation of variances of sums is done by estimating covariances
of summands uniformly if they do not vanish, multiplied by the number of
non-vanishing covariances.
We shall use these without further mentioning.
Remark 5.1. We define
φ
j
iluv(s, t) = λil(J
′(Hj(s))I(t ≤ s)− J ′(Hj(s))Fuv(s)−
−
∫
J ′(Hj(x))I(t ≤ x)dFil(x) +
∫
J ′(Hj(x))Fuv(x)dFil(x)).
We list two properties of the functions φnijkl that are used all over in the
proofs of the following lemmas,
E(φjiluv(Xil, Xuv)) = 0 if i 6= u
E(φjiluv(Xil, Xuv)φ
j
i′l′u′v′(Xi′l′, Xu′v′)) = 0,
if one of the indices i, i′, u, u′ is different from the others, where Xil is the
l-th component of the vector Xi.
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Lemma 5.2.
N(n)
σn(J)
C1(n) −→ 0 a.s. when n −→∞.
Proof. We use the estimate of the second moment of N(n)
σn(J)
C1(n) from [7]
E
(
N(n)
σn(J)
C1(n)
)2
= O
N(n)2||J ′||2∞
σ2n(J)N(n)
4
(
n∑
i=1
m2i
)2 = O((max1≤i≤nmi
σn(J)
)2)
.
(5.1)
For the subsequence nk defined in Theorem 2.1, for every ǫ > 0 and by
Chebychev’s inequality and relation (5.1) it follows
P
(
N(nk)
σnk(J)
|C1(nk)| > ǫ
)
≤ 1
ǫ2
E
(
N(nk)
σnk(J)
C1(nk)
)2
≤ 1
ǫ2
(
max1≤i≤nk mi
σnk(J)
)2
.
(5.2)
Using assumption (2.12) and relation (5.2) it follows that
∞∑
k=1
P
(
N(nk)
σnk(J)
|C1(nk)| > ǫ
)
≤
∞∑
k=1
1
ǫ2
(
max1≤i≤nk mi
σnk(J)
)2
<∞.
and by the Borel-Cantelli lemma,
N(nk)
σnk(J)
C1(nk) −→ 0 a.s. when k →∞.
So far we proved that Lemma 5.2 holds for the subsequence nk. In order to
prove that it holds for the whole sequence it is necessary to show that what
happens between the subsequence points does not influence the convergence.
Thus, let j ∈ R such that nk ≤ j < nk+1. The goal is to show that N(j)σj(J)C1(j)
converges to zero a.s. when j →∞. Notice that C1(j) defined in (2.15) can
be decomposed as follows
C1(j) =
1
N(j)2
j∑
i=1
mi∑
l=1
j∑
u=1
mu∑
v=1
λil(J
′(Hj(Xil))I(Xuv ≤ Xil)−
−J ′(Hj(Xil))Fuv(Xil)−
∫
J ′(Hj(t))I(Xuv ≤ t)dFil(t)
+
∫
J ′(Hj(t))Fuv(t)dFil(t)).
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Thus,
C1(j) =
1
N(j)2
j∑
i=1
mi∑
l=1
j∑
u=1
mu∑
v=1
φ
j
iluv(Xil, Xuv) =
1
N(j)2
Φj,j1,1(j),
where we defined
φ
j
iluv(s, t) = λil(J
′(Hj(s))I(t ≤ s)− J ′(Hj(s))Fuv(s)−
−
∫
J ′(Hj(x))I(t ≤ x)dFil(x) +
∫
J ′(Hj(x))Fuv(x)dFil(x))
and
Φb,da,c(j) =
b∑
i=a
mi∑
l=1
d∑
u=c
mu∑
v=1
φ
j
iluv(Xil, Xuv), for a, b, c, d ∈ N, a < b, c < d.
The term N(j)
σj(J)
C1(j) can be estimated as∣∣∣∣N(j)σj(J)C1(j)
∣∣∣∣ ≤ ∣∣∣∣N(j)σj(J)C1(j)− N(nk)σnk(J)C1(nk)
∣∣∣∣+ ∣∣∣∣N(nk)σnk(J)C1(nk)
∣∣∣∣ .
Since we showed that N(nk)
σnk (J)
C1(nk) −→ 0 a.s. when k →∞, it is left to prove
that ∣∣∣∣N(j)σj(J)C1(j)− N(nk)σnk(J)C1(nk)
∣∣∣∣ −→ 0 a.s. when j →∞.
Now
N(j)
σj(J)
C1(j)− N(nk)
σnk(J)
C1(nk) =
1
σj(J)N(j)
Φj,j1,1(j)−
1
σnk(J)N(nk)
Φnk,nk1,1 (nk) =
=
1
σj(J)N(j)
Φnk,nk1,1 (j)−
1
σnk(J)N(nk)
Φnk,nk1,1 (nk) +
1
σj(J)N(j)
Φnk ,j1,nk+1(j) +
+
1
σj(J)N(j)
Φj,nknk+1,1(j) +
1
σj(J)N(j)
Φj,jnk+1,nk+1(j).
Let
A(j) =
1
σj(J)N(j)
Φnk ,nk1,1 (j)−
1
σnk(J)N(nk)
Φnk,nk1,1 (nk) = A1(j) + A2(j),
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where
A1(j) =
1
σj(J)N(j)
(
Φnk,nk1,1 (j)− Φnk,nk1,1 (nk)
)
,
A2(j) =
(
1
σj(J)N(j)
− 1
σnk(J)N(nk)
)
Φnk ,nk1,1 (nk).
We will show that A1(j) and A2(j) converge to zero a.s. using the Borel-
Cantelli lemma. By Remark 5.1 we estimate the second moment of A1(j)
as
E(A21(j)) = O
(
||J ′||2
σ2j (J)N(j)
2
(
N(j)−N(nk)
N(j)
)2(
( max
1≤i≤nk
mi)N(nk)
)2)
.
Now, for some constant C > 0,
∞∑
k=1
∑
nk≤j<nk+1
P (|A1(j)| ≥ ǫ) ≤
∞∑
k=1
∑
nk≤j<nk+1
1
ǫ2
||J ′||2
σ2j (J)N(j)
2
(
( max
1≤i≤nk
mi)N(nk)
)2(
N(j)−N(nk)
N(j)
)2
≤
≤ C ||J
′||2
ǫ2
∞∑
k=1
(
max1≤i≤nk mi
σnk(J)
)2
<∞,
which follows from assumption (2.12) and the facts that N(nk) ≤ N(j) <
N(nk+1), σnk(J) ≤ σj(J) < σnk+1(J), N(nk+1) − N(nk) ≥ nk+1 − nk and
k2 ≤ N(nk) < (k + 1)2. Thus A1(j) −→ 0 a.s. when j →∞.
For A2(j) notice that
|A2(j)| =
∣∣∣∣σnk(J)N(nk)σj(J)N(j) − 1
∣∣∣∣ ∣∣∣∣N(nk)σnk(J)C1(nk)
∣∣∣∣→ 0 a.s. when j →∞.
Let B(j) = 1
σj(J)N(j)
Φnk,j1,nk+1(j). We will show that B(j) −→ 0 a.s. when
j →∞ using Borel-Cantelli. An estimate for the second moment of B(j) is
obtained using the Remark 5.1 and assumption (2.14)
E(B(j))2 ≤ 16||J
′||2
σ2j (J)N(j)
2
(
j∑
λ=nk+1
m2λ
)(
nk∑
i=1
m2i
)
≤ K 16||J
′||2
σ2j (J)N(j)
2
(N(j)−N(nk))( max
1≤i≤nk
mi)
2N(nk).
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Now,
∞∑
k=1
∑
nk≤j<nk+1
P (|B(j)| ≥ ǫ) ≤
≤ 16||J
′||2
ǫ2
K
∞∑
k=1
(
max1≤i≤nk mi
σnk(J)
)2
(N(nk+1)−N(nk))2
N(nk)
≤
≤ 32
2||J ′||2
ǫ2
K
∞∑
k=1
(
max1≤i≤nk mi
σnk(J)
)2
<∞,
so B(j) converges to zero a.s. when j →∞.
Let C(j) = 1
σj(J)N(j)
Φj,nknk+1,1(j). It can be shown that C(j) converges to zero
a.s. when j →∞ in the same way as for B(j).
Let D(j) = 1
σj(J)N(j)
Φj,jnk+1,nk+1(j). Using the same techniques it can be
shown that D(j) converges to zero a.s. An estimate of the second moment
of D(j) is expressed as
E(D(j))2 = O
 ||J ′||2
σ2j (J)N(j)
2
(
j∑
i=nk+1
m2i
)2 .
By the Borel-Cantelli lemma and the assumption (2.14) it follows that
∞∑
k=1
∑
nk≤j<nk+1
P (|D(j)| ≥ ǫ) ≤
≤ ||J
′||2
ǫ2
∞∑
k=1
∑
nk≤j<nk+1
(
max1≤i≤nk+1 mi
σnk(J)
)2 (N(j)−N(nk))2 σ2nk(J)
σ2j (J)N(j)
2
≤
≤ ||J
′||2
ǫ2
∞∑
k=1
(
max1≤i≤nk+1 mi
σnk(J)
)2
((k + 2)2 − k2)3
k4
<∞,
thus D(j) converges to zero a.s. when j →∞.
Lemma 5.3.
N(n)
σn(J)
C2(n) −→ 0 a.s. when n −→∞.
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Proof. Recall that C2(n) was defined in (2.16). Then using the assumption
(2.12) it follows that∣∣∣∣N(n)σn(J)C2(n)
∣∣∣∣ =∣∣∣∣∣ 1N(n)(N(n) + 1)σn(J)
n∑
i=1
mi∑
j=1
n∑
k=1
mk∑
l=1
J ′(Hn(Xij))I(Xkl ≤ Xij)
∣∣∣∣∣ ≤
≤ ||J ′|| N(n)
(N(n) + 1)σn(J)
−→ 0 a.s. when n −→∞.
Lemma 5.4.
Dn = sup
t∈R
∣∣∣∣∣ 1N(n)
n∑
k=1
mk∑
l=1
(I(Xkl ≤ t)− Fkl(t))
∣∣∣∣∣ = O(an) a.s.
Proof. We shall use Singh’s theorem and lemma ([28]). Define
Yk(t) =
1
mk
mk∑
l=1
I(Xkl ≤ t), (5.3)
Fk(t) = EYk(t) =
1
mk
mk∑
l=1
Fkl(t). (5.4)
Using (5.3) and (5.4), Dn can be expressed as
Dn = sup
t∈R
∣∣∣∣∣
n∑
k=1
wk (Yk(t)− Fk(t))
∣∣∣∣∣ ,
where the weights are wk =
mk
N(n)
.
Using Singh’s lemma ([28]), for an ≥ 1N(n)
√∑n
k=1m
2
k the following in-
equality holds
P (Dn ≥ an) < 4anN(n)
2∑n
k=1m
2
k
exp
{
−2
(
a2nN(n)
2∑n
k=1m
2
k
− 1
)}
.
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Using Singh’s theorem ([28]), for any sequence an ≥ 1N(n)
√∑n
k=1m
2
k such
that
∑∞
n=1
{
anN(n)2∑n
k=1m
2
k
exp
(
−2
(
a2nN(n)
2
∑n
k=1m
2
k
))}
<∞, it follows that
Dn = O(an) with probability 1.
Take an = bn
1
N(n)
√∑
m2k with bn ∼ c
√
log n and
∑∞
n=1
bnN(n)√∑n
k=1m
2
k
exp(−2b2n) <
∞.
Lemma 5.5. :
N(n)
σn(J)
C3(n) −→ 0 a.s. when n −→∞.
Proof. C3(n) defined in (2.17) can be written as
C3(n) =
1
2N(n)
n∑
i=1
mi∑
j=1
λijJ
′′(θ(Hn(Xij)))×
×
(
1
N(n) + 1
n∑
k=1
mk∑
l=1
I(Xkl ≤ Xij)− 1
N(n)
n∑
k=1
mk∑
l=1
Fkl(Xij)
)2
.
Thus,∣∣∣∣N(n)σn(J)C3(n)
∣∣∣∣ = 12σn(J) |
n∑
i=1
mi∑
j=1
λijJ
′′(θ(H(Xij)))(
1
N(n) + 1
n∑
k=1
mk∑
l=1
I(Xkl ≤ Xij)−
− 1
N(n)
n∑
k=1
mk∑
l=1
Fkl(Xij))
2| ≤ 1
2σn(J)
||J ′′||
n∑
i=1
mi∑
j=1
(
1
N(n) + 1
n∑
k=1
mk∑
l=1
I(Xkl ≤ Xij)−
− 1
N(n)
n∑
k=1
mk∑
l=1
Fkl(Xij))
2 ≤ 1
2σn(J)
||J ′′||
n∑
i=1
mi∑
j=1
2(
1
(N(n) + 1)2
+
+(
1
N(n)
n∑
k=1
mk∑
l=1
(I(Xkl ≤ Xij)− Fkl(Xij)))2 = 1
σn(J)
||J ′′|| N(n)
(N(n) + 1)2
+
+
1
σn(J)
||J ′′||
n∑
i=1
mi∑
j=1
(
1
N(n)
n∑
k=1
mk∑
l=1
(I(Xkl ≤ Xij)− Fkl(Xij)))2.
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Using Lemma 5.4 it follows that∣∣∣∣N(n)σn(J)C3(n)
∣∣∣∣ ≤ 1σn(J) ||J ′′|| N(n)(N(n) + 1)2 + 1σn(J) ||J ′′||
n∑
i=1
mi∑
j=1
D2n ≤
≤ 1
σn(J)
||J ′′|| N(n)
(N(n) + 1)2
+
1
σn(J)
||J ′′||N(n)b
2
nmaxmk
N(n)
−→ 0,
since b
2
nmaxmk
σn(J)
−→ 0 by (2.13) and choosing bn of order logn.
Lemma 5.6.
lim
n→∞
1
lnn
n∑
k=1
1
k
I(
N(k)
σk(J)
Bk(J) ≤ t) = Φ(t).
Proof. The term Bn(J) defined in (2.9) can be expanded as
Bn(J) =
1
N(n)
n∑
i=1
mi∑
j=1
λij(J(Hn(Xij))−
∫
J(Hn(x))dFij(x) +
+
∫
J ′(Hn(x))Ĥn(x)dFij(x)−
∫
J ′(Hn(x))Hn(x)dFij(x)).(5.5)
If we let
n∑
i=1
αi =
n∑
i=1
mi∑
j=1
λij
(
J(Hn(Xij))−
∫
J(Hn(x))dFij(x)
)
=
=
n∑
i=1
mi∑
j=1
λij (J(Hn(Xij))− E(J(Hn(Xij))))
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and
n∑
i=1
βi =
n∑
i=1
mi∑
j=1
λij
(∫
J ′(Hn(x))Ĥn(x)dFij(x)−
∫
J ′(Hn(x))Hn(x)dFij(x)
)
=
=
n∑
i=1
mi∑
j=1
n∑
k=1
mk∑
l=1
1
N(n)
λij
∫
J ′(Hn(x)) (I(Xkl ≤ x)− Fkl(x)) dFij(x) =
=
n∑
k=1
mk∑
l=1
n∑
i=1
mi∑
j=1
1
N(n)
λij
∫
J ′(Hn(x)) (I(Xkl ≤ x)− Fkl(x)) dFij(x) =
=
n∑
i=1
mi∑
j=1
n∑
k=1
mk∑
l=1
1
N(n)
λkl
∫
J ′(Hn(x)) (I(Xij ≤ x)− Fij(x)) dFkl(x) =
=
n∑
i=1
(
mi∑
j=1
1
N(n)
n∑
k=1
mk∑
l=1
λkl
∫
J ′(Hn(x)) (I(Xij ≤ x)− Fij(x)) dFkl(x)
)
and
ξi =
mi∑
j=1
(λij
(
J(Hn(Xij))−
∫
J(Hn(x))dFij(x)
)
+
+
1
N(n)
n∑
k=1
mk∑
l=1
λkl
∫
J ′(Hn(x)) (I(Xij ≤ x)− Fij(x)) dFkl(x))
then the relationship (5.5) can be rewritten as
N(n)Bn(J) =
n∑
i=1
αi +
n∑
i=1
βi =
n∑
i=1
ξi,
and
N(n)Bn(J)
σn(J)
=
1
σn(J)
n∑
i=1
ξi. (5.6)
The proof of the lemma follows from Theorem 1 of [5]. This result is an
almost sure central limit theorem for an independent sequence of random
variables. Since in (5.6) N(n)Bn(J)
σn(J)
is expressed as the partial sum of the
independent random variables ξi, it is left to check the assumptions in their
theorem. First, we need to have a convergence in distribution, which is given
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by Theorem 3.1 in [7]
N(n)
σn(J)
Bn(J) =
1
σn(J)
n∑
i=1
ξi
D→ N(0, 1).
In Theorem 1 of [5] we put fl(x1, .., xl) =
1
σl(J)
∑l
i=1 xi and fk,l(x1, .., xl−k) =
1
σl(J)
∑l−k
i=1 xi where 1 ≤ k ≤ l and put cl = lγ where γ is as in (2.11). By
Cauchy-Schwarz and using (2.10) we conclude that
E
(∣∣∣∣∣ 1σl(J)
k∑
i=1
ξi
∣∣∣∣∣ ∧ 1
)
≤ 1
M
(
k
l
)γ
.
Thus the theorem applies and we conclude that
lim
n→∞
1
lnn
∑
k≤n
1
k
I(
1
σk(J)
k∑
i=1
ξi < x) = Φ(x) a.s. for any x ∈ R.
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