We propose a new measure for stationarity of a functional time series, which is based on an explicit representation of the L 2 -distance between the spectral density operator of a non-stationary process and its best (L 2 -)approximation by a spectral density operator corresponding to a stationary process. This distance can easily be estimated by sums of HilbertSchmidt inner products of periodogram operators (evaluated at different frequencies), and asymptotic normality of an appropriately standardized version of the estimator can be established for the corresponding estimate under the null hypothesis and alternative. As a result we obtain a simple asymptotic frequency domain level α test (using the quantiles of the normal distribution) for the hypothesis of stationarity of functional time series. Other applications such as asymptotic confidence intervals for a measure of stationarity or the construction of tests for "relevant deviations from stationarity", are also briefly mentioned. We demonstrate in a small simulation study that the new method has very good finite sample properties. Moreover, we apply our test to annual temperature curves.
Introduction
In many applications of functional data analysis (FDA) data is recorded sequentially over time and naturally exhibits dependence. In the last years, an increasing number of authors have worked on analysing functional data from time series and we refer to the monographs of Bosq (2000) and Horváth and Kokoszka (2012) among others. An important assumption in most of the literature is stationarity, which allows a unifying development of statistical theory. For example, stationary processes with a linear representation have among others been investigated by Mas (2000) , Bosq (2002) and Dehling and Sharipov (2005) . Prediction methods (e.g., Antoniadis and Sapatinas, 2003; Aue et al., 2015; Bosq, 2000) and violation of the i.i.d. assumption in the context of change point detection have also received a fair amount of attention (e.g., Aue et al., 2009; Berkes et al., 2009; Horváth et al., 2010) . Hörmann and Kokoszka (2010) provide a general framework to examine temporal dependence among functional observations of stationary processes.
Frequency domain analysis of stationary functional time series has been considered by Panaretos and Tavakoli (2013) under the assumption of functional generalizations of cumulant-mixing conditions.
In practice, it is however not clear that the temporal dependence structure is constant and hence that stationarity is satisfied. It is therefore desirable to have tests for second order stationarity or measures for deviations from stationarity for data analysis of functional time series. In the context of Euclidean data (univariate and multivariate) there exists a considerable amount of literature on this problem. Early work can be found in Priestley and Subba Rao (1969) who proposed testing the "homogeneity" of a set of evolutionary spectra. Von Sachs and Neumann (2000) used coefficients with respect to a Haar wavelet series expansion of time-varying periodograms for this purpose, see also Nason (2013) who provided an important extension of their approach and Cardinali and Nason (2010) or Taylor et al. (2014) for further applications of wavelets in the problem of testing for stationarity. Paparoditis (2009 Paparoditis ( , 2010 proposed to reject the null hypothesis of second order stationarity if the L 2 -distance between a local spectral density estimate and an estimate derived under the assumption of stationarity is large. Dette et al. (2011) suggested to estimate this distance directly by sums of periodograms evaluated at the Fourier frequencies in order to avoid the problem of choosing additional bandwidths [see also Preuß et al. (2013) for an empirical process approach]. An alternative method to investigate second order stationarity can be found in Dwivedi and Subba Rao (2011) and Jentsch and Subba Rao (2015) , who used the fact that the discrete Fourier transform (DFT) is asymptotically uncorrelated at the canonical frequencies if and only if the time series is second-order stationary. Recently, Jin et al. (2015) proposed a double-order selection test for checking second-order stationarity of a univariate time series, while Das and Nason (2016) investigated an experimental empirical measure of nonstationarity based on the mathematical roughness of the time evolution of fitted parameters of a dynamic linear model. On the other hand -despite the frequently made assumption of second-order stationarity in functional data analysis -much less work has been done investigating the stationarity of functional data. A rigorous mathematical framework for locally stationary functional time series has only been recently developed by van Delft and Eichler (2018) , who extended the concept of local stationarity introduced by Dahlhaus (1996 Dahlhaus ( , 1997 from univariate time series to functional data. To our best knowledge Aue and van Delft (2017) is the only reference that applies this framework to test for second-order stationarity of a functional time series against smooth alternatives. These authors follow the approach of Dwivedi and Subba Rao (2011) and show that the functional discrete Fourier transform (fDFT) is asymptotically uncorrelated at distinct Fourier frequencies if and only if the process is functional weakly stationary. This result is then used to construct a test statistic based on an empirical covariance operator of the fDFT's, which is subsequently projected to finite dimension. The asymptotic properties of the resulting quadratic form is demonstrated to be chi-square distributed both under the null and under the alternative of functional local stationarity. Although the authors thereby provide an explicit expression for the degree of departure from weak stationarity, the test requires the specification of the parameter M , the number of lagged fDFT's included. This can be seen as a disadvantage since it affects the power of the test.
In the present paper we propose a different test which is based on an explicit representation of the L 2 -distance between the spectral density operator of a non-stationary process and its best (L 2 -)approximation by a spectral density operator corresponding to a stationary process. This measure vanishes if and only if the time series is second order stationary, and consequently a test can be obtained by rejecting the hypothesis of stationarity for large values of a corresponding estimate. The L 2 -distance is estimated by a functional of sums of integrated periodogram op-erators, for which (after appropriate standardization) asymptotic normality can be established under the null hypothesis and any fixed alternative. The resulting test of the hypothesis of stationarity is extremely simple and therefore very attractive for practitioners. The test uses the quantiles of the standard normal distribution, does neither require the choice of a bandwidth in order to estimate the time vary spectral density operators nor bootstrap methods to obtain critical values. Therefore the proposed methodology is also very efficient from a computational point of view. Although a similar concept has been investigated for univariate time series [see Dette et al. (2011) ], the mathematical derivation of the asymptotic normality requires several sophisticated and new tools for spectral analysis of locally stationary functional time series. In particular -in contrast to the cited reference -our approach does not require a linear representation of the time series by an independent sequence and we derive several new properties of the periodogram operator, which are of independent interest. Exemplary we mention Theorem 4.1 in Section 4, which provides a representation of the cumulants of Hilbert-Schmidt inner products of local periodogram tensors (evaluated at different time points and different frequencies) by the trace of cumulants of simple tensors of the local functional discrete Fourier transforms.
The rest of the paper is organized as follows. In Section 2 we introduce the main concept of local stationary functional time series, define a measure of stationarity for these processes and its corresponding estimates. Section 3 is devoted to the asymptotic properties of the proposed estimators and some statistical applications of the asymptotic theory. Besides the new and simple test for the hypothesis of stationarity we also briefly discuss several other applications of the asymptotic theory, such as confidence intervals for the measure of stationarity and tests for precise hypotheses [see Berger and Delampady (1987) ], which means in the present context to test if the measure of stationarity exceeds a certain threshold. Section 4 contains a proof of the asymptotic normality, while it is demonstrated in Section 5 by means of a small simulation study that the new test has very good finite sample properties. In this section we also illustrate the application of our test analyzing annual temperature curves recorded at several measuring stations in Australia over the past 135 years. Finally, some of the more technical arguments, which are rather complicated, can be found in the Appendix (see Section A).
A measure of stationarity on the function space

Notation and the functional setup
We begin by providing definitions and facts about operators used in the paper. Suppose that H is a separable Hilbert space. L (H ) denotes the Banach space of bounded linear operators A : H → H with the operator norm given by
conjugate of an operator A ∈ L (H ), denoted by A, is defined as Ax = (Ax), where x denotes the complex conjugate of x ∈ H . An operator A ∈ L (H ) is called compact if it can be written in the form A = j ≥1 s j (A)〈e j , ·〉 f j , where {e j : j ≥ 1} and { f j : j ≥ 1} are orthonormal sets (not necessarily complete) of H , {s j (A) : j ≥ 1} are the singular values of A and the series converges in the operator norm. We say that a compact operator A ∈ L (H ) belongs to the Schatten class of order p ≥ 1 and write 
.11 of Weidmann (1980) ]. In
isomorphism, it defines a Hilbert-Schmidt operator with the kernel in
Finally, we define the following bounded linear mappings. For A, B,C , ∈ L (H ), the Kronecker product is defined as (A B )C = AC B † , while the transpose Kronecker product is given
For A, B ∈ S 2 (H ), we shall denote, in analogy to elements a, b ∈ H , the Hilbert tensor product as A B . Further useful properties are provided in A.
Locally stationary functional time series
The second order dynamics of weakly stationary time series of functional data {X h } h∈Z can be completely described by the Fourier transform of the sequence of covariance operators, acting on L 2 ([0, 1], C), i.e.,
where µ = EX 0 denotes the mean function. We will assume our data are centered and hence µ = 0. When stationarity is violated, we can no longer speak of a frequency distribution over all time and hence, if it exists, this object must become time-dependent. To allow for a meaningful definition of this object if stationarity is violated, we consider a triangular array {X t ,T : 1 ≤ t ≤ T } T ∈N as a doubly indexed functional time series, where X t ,T is a random element with values in L 2 R ([0, 1]) for each 1 ≤ t ≤ T and T ∈ N. The processes {X t ,T : 1 ≤ t ≤ T } are extended on Z by setting X t ,T = X 1,T for t < 1 and X t ,T = X T,T for t > T . Following van Delft and Eichler (2018) , the sequence of stochastic processes {X t ,T : t ∈ Z} indexed by T ∈ N is called locally stationary if for all rescaled times u
is a positive real-valued process such that for some ρ > 0 and C < ∞ the process satisfies E |P (u) t ,T | ρ < C for all t and T and uniformly in u ∈ [0, 1]. If the second-order dynamics are changing gradually over time, the second order dynamics of the stochastic process {X t ,T : t ∈ Z} T ∈N are then completely described by the time-varying spectral density operator given by 
which is twice-differentiable with respect to u and ω. Note that if the process is in fact secondorder stationary, then (2.3) reduces to the form (2.1) and hence this framework lends itself in a natural way to test for changing dynamics in the second order structure.
In this paper, we are interested in testing the hypothesis
where F ω is an unknown non-negative definite Hilbert-Schmidt operator for each ω ∈ [−π, π], which does not depend on the rescaled time u ∈ [0, 1]. We define the minimum distance 6) where the minimum is taken over all mappings
. Note that the hypotheses in (2.4) and (2.5) can be rewritten as 
where the operators F ω are defined by 
Proof. Since |||·||| 2 is induced by the Hilbert-Schmidt inner product, we have that
By linearity and the definition of the Hilbert-Schmidt inner product,
A similar argument shows that
and the infimum of the second term is achieved at G ω ≡ F ω . The proof is complete.
Using the definition of the Hilbert-Schmidt norm, we can rewrite expression (2.8) in terms of
where F ω is given by (2.9). The two terms in (2.10) can now be easily estimated from the available data {X t ,T : 1 ≤ t ≤ T } by sums of periodogram operators. In order to estimate the two integrals in (2.10) we split the sample into M blocks with N elements inside each of these blocks so that T = M N = M (T )N (T ) for each T ∈ N, where M , N ∈ N and N is an even number. M and N will correspond to the number of terms used in a Riemann sum approximating the integrals in (2.10) with respect to d u and d ω and therefore they have to be reasonable large. The number of elements in the blocks grows faster than the number of blocks, but slower than the cube number of blocks. The choice of the number of blocks is carefully discussed in Subsection 3.1 and an empirical investigation can be found in Section 5. Throughout this paper, we make the following assumption for the asymptotic analysis. π] and N ≥ 1, the functional discrete Fourier transform (fDFT) evaluated around time u is defined as a random function with values in
The periodogram tensor is then defined by
Let ω k = 2πk/N for k = 1, . . . , N and u j = (N ( j −1)+N /2)/T for j = 1, 2, . . . , M be the midpoint of each block. Observe that only the j -th block of the sample determines the value of I u j ,ω k N for each k = 1, . . . , N . We estimate the two terms in (2.10) bŷ
and
respectively. It will be shown later that the estimation of π −π ||| F ω ||| 2 2 d ω by (2.14) introduces a bias term
As this term is nonvanishing in a T -consistent estimator under Assumption 2.1 it has to be taken into account. We therefore define the estimator of the minimum distance m 2 in (2.10) as 16) whereB
We prove in Section 4 (Corollary 4.2) that under the conditions of Theorem 3.1
The bias correction therefore does not affect the asymptotic distribution of the test statistic. As in the case of a real-valued time series the periodogram tensor defined by (2.12) is not a consistent estimator. However, the estimatorsF 1,T andF 2,T are consistent for the quantities appearing in the measure of stationarity defined in (2.10) as they are obtained by averaging periodogram tensors with respect to different Fourier frequencies. These heuristic arguments will be made more precise in the following section, where we state our main asymptotic results.
Asymptotic normality and statistical applications
In this section we establish asymptotic normality of an appropriately standardized version of the statistic m T defined in (2.16) and as a by-product its consistency for estimating the measure of stationarity m 2 . For this purpose the functional process { X t ,T : t ∈ Z} T ∈N is assumed to satisfy the following set of conditions. Assumption 3.1. Assume { X t ,T : t ∈ Z} T ∈N is locally stationary zero-mean stochastic process as introduced in Section 2 and let κ k;t 1 ,...
) be a positive operator independent of T such that, for all j = 1, . . . , k − 1 and some ∈ N,
Let us denote
for T ∈ N, 1 ≤ t ≤ T and u, v ∈ [0, 1] such that u = v. Suppose furthermore that k-th order joint cumulants satisfy
Note that for fixed u 0 , the process {X (u 0 ) t : t ∈ Z} is strictly stationary and thus the results of van Delft and Eichler (2018) imply that the local k-th order cumulant spectral kernel
is the corresponding local cumulant kernel of order k at time u 0 . We shall denote the corresponding operators acting on
..,ω 2k−1 and C u 0 ,ω k 1 ,...,ω 2k−1 , respectively. For k = 2 we obtain time-varying spectral density kernel f u,ω (τ 1 , τ 2 ) -the kernel of the operator defined in (2.3) -which is uniquely defined by the triangular array and twice-differentiable with respect to u and ω if assumption (iv) holds for = 2 (see also Lemma A.3 of Aue and van Delft (2017) for more details).
The following result establishes the asymptotic normality of m T (appropriately standardized). The proof is postponed to Section 4. 
where the expression for the asymptotic variance ν 2 is relegated to Section 4.
Under the null, the statistic has a very succinct form 
where the asymptotic variance v
Observing the equivalent representation of the hypotheses in (2.7) it is reasonable to reject the null hypotheses (2.4) of a stationary functional process whenever
where u 1−α denotes the (1 − α)-quantile of the standard normal distribution and v
is an appropriate estimator of the asymptotic variance under the null hypothesis given in (3.5). The asymptotic variance v 2 H 0 can be estimated by the statistiĉ
Corollary 3.1 and the following result show that the test defined by (3.6) is an asymptotic level α test. The proof can be found in Section A.4.
Lemma 3.1. Under the assumptions of Theorem 3.1, the estimator defined in (3.7) is consistent, that isv
in probability as T → ∞.
The choice of M and N
We provide some heuristic arguments on how to choose the number of blocks M and the number of elements in the blocks N . Since we assume that T = M N , the choice of M determines the value of N , and vice versa. Our test is based on the estimator of the distance m 2 defined by (2.6).
One way to choose the values of M and N is to choose the values of M and N that minimize the leading terms in the asymptotic expansion of the mean squared error (MSE) of the estimator of m 2 . We have that
we ignore the estimateB N ,T of the bias defined by (2.17) as it is of lower order in (3.8). The asymptotic expressions of the terms VarF 1,T , VarF 2,T and Cov[F 1,T ,F 2,T ] are given in Section A.3 of the Appendix and the asymptotic expressions of the terms EF 1,T and EF 2,T are given in Section 4. For the moment, we assume Gaussianity to avoid dealing with the fourth order terms. The leading terms of the asymptotic expression of the MSE are double Riemann sums. M and N determine the error that we make by approximating double integrals by double Riemann sums.
Using the error bounds for the midpoint and the right endpoint approximations of the integrals, we obtain
where
We do not give the complete bound of the MSE, we only explain the idea behind the bound. One of the terms in the expression of T VarF 1,T is given by
We have that
The second term in (3.10) does not depend on the choice of M and N . We use inequality (3.9) to bound the first term in (3.10). Provided that the integral is finite and the Riemann sum converges in (3.9) and using similar arguments for the other terms in the mean squared error, we see that we need to minimize the expression C 1 /M 2 + C 2 /N over all possible values of M and N , where C 1 and C 2 are two positive constants that are unknown since they depend on the time-varying spectral density operator. The right hand side of (3.9) is minimized when
Unfortunately, since C 1 and C 2 are unknown, we cannot determine the optimal values of M and N . However, this suggests M ≈ T 1/3 and N ≈ T 2/3 might be a reasonable choice provided that (2C 1 /C 2 ) 1/3 ≈ 1. We provide empirical evidence of this rule in Section 5.
Statistical applications
As Theorem 3.1 provides the asymptotic distribution at any point of the alternative it has several important applications, which are briefly mentioned here.
(a) The probability of a type II of the test (3.6) can be calculated approximately by the formula
where ν
and ν 2 are defined in Theorem 3.1 and 3.1, respectively, and Φ is the distribution function of the standard normal distribution.
(b) An asymptotic confidence interval for the measure of stationarity m 2 is given by
denotes an estimator of the variance in Theorem 3.1.
(c) Similarly, one can use Theorem 3.1 to test for similarity to stationarity considering the hypotheses
where ∆ is a pre-specified constant such that for a value of m 2 smaller than ∆ the experimenter defines the second order properties to be similar to stationarity. For example, if the functional time series deviates only slightly from second order stationarity, it is often reasonable to work under the assumption of stationarity as many procedures are robust against small deviations from this assumption and procedures specifically adapted to nonstationarity usually have a larger variability. An asymptotic level α test for these hypotheses is obtained by rejecting the null hypothesis, whenever
Note that this test allows to decide for "approximate second order stationarity" with a controlled type I error. It follows from Theorem 3.1 and a straightforward calculation that (3.15) which means that the test (3.14) is a consistent and asymptotic level α test for the hypotheses (3.13). For the hypotheses of a relevant difference H : m 2 ≤ ∆ vs. K :> ∆ a corrsponding asymptotic level α test can be constructed similarly and the details are omitted.
Proof of Theorem 3.1
In this section we explain the main steps in the proof of Theorem 3.1. Let us recall that T = N M , where N defines the resolution in frequency of the local fDFT and M controls the number of
by (A.8), we show that
and that Corollary 4.2 implies the bias correction B N ,T does not affect the asymptotic distribution of m T . Therefore, the distributional properties of T (m T − m 2 ) will follow from the joint distributional structure ofF 1,T andF 2,T . In particular, multilinearity of cumulants implies that we have
where cum n−x,x (F 1,T ,F 2,T ) denotes the joint cumulant
The first two moments (4.1)-(4.2) can be determined by the cumulant structure of order n = 1 and n = 2 ofF 1,T andF 2,T , respectively, while (4.3) will follow from showing that
as T → ∞ for each n > 2 and 0 ≤ x ≤ n. Detailed derivations of technical propositions together with additional background material on cumulant tensors is given in the appendix. The main ingredient to our proof is the following result which allows us to re-express the cumulants ofF 1,T andF 2,T , which consists of Hilbert-Schmidt inner products of local periodogram tensors, into the trace of cumulants of simple tensors of the local functional DFT's.
where the summation is over all indecomposable partitions P = P 1 ∪ . . . ∪ P G of the array (1, 1) (1, 2) (1, 3) (1, 4) (2, 1) (2, 2) (2, 3) (2, 4) . 
The definition of scalar cumulants and a basis expansion yield
where the summation extends over all unordered partitions (ν 1 , . . . , ν G ),G = 1, . . . , n. The fact that the expectation operator commutes with the trace operator together with property A.1.4 implies this can be written as
The product theorem for cumulant tensors (equation (A.3) in the Appendix) then yields the above equals
Here the summation is over all indecomposable partitions P = P 1 ∪ . . . ∪ P G of the array
(n, 1) (n, 2) (n, 3) (n, 4) (4.6)
where S P denote the permutation operator on ⊗
that maps the components of the tensor according to the permutation (1, . . . , 4n) → P and where
and j p = j 2l −δ{m∈{1,2}} for l ∈ {1, . . . , n} and m ∈ {1, 2, 3, 4}. Here the function δ {A} equals 1 if event A occurs and 0 otherwise.
The following lemma shows that the cumulant tensor of the local fDFT's evaluated at the same midpoint u i and on the manifold k j =1 ω j ≡ 0 mod 2π can in turn be expressed in terms of higher order cumulant spectral operators.
Lemma 4.1. If Assumption 3.1 is satisfied and
When evaluated off the manifold, i.e., k j =1 ω j = 0 mod 2π, the above cumulant is of lower order (see Corollary 4.1). A direct consequence of the proof of Lemma 4.1 is the following corollary Corollary 4.1. We have for any p ≥ 1
Additionally, when the local fDFT's are evaluated on different midpoints then we have the following lemma.
Lemma 4.2. If Assumption 3.1 is satisfied and
Proofs of these statements are relegated to Section A.2 of the Appendix, where the properties of cumulant tensors of the local fDFTs are investigated in more detail. Using these results, the assertions (4.1)-(4.3) can now be established. More specifically, for (4.1), Theorem 4.1 implies we can write
Expressing this expectation in cumulant tensors, we get
where S i j kl denotes the permutation operator on ⊗
that maps the components of the tensor according to the permutation (1, 2, 3, 4) → (i , j , k, l ). By Lemma 4.1 and Corollary 4.1, we thus find
Similarly as forF 1,T we obtain
Corollary 4.1 and Lemma 4.2 then yield
Note that the permutation operator implies Tr
Therefore, with slight abuse of notation
where the term B N ,T is defined in (2.15).
In complete analogy with the derivation of EF 1,T , we find that the estimatorB N ,T defined in (2.17) is asymptotically unbiased, i.e., Summarizing, we obtain
as T → ∞, provided Assumption 2.1 is satisfied.
In order to establish (4.2) and (4.3), it is of importance to be able to determine which indecomposable partitions of the array (4.6) are vanishing in a more structured fashion. The following two results allow us to exploit the structure of the array. The next Lemma provides a global bound on the the cumulants that is implied by the behavior of the joint cumulants of the local fDFT's for different midpoints (Lemma 4.2). For a fixed partition P = {P 1 , . . . , P G } of the array denote the size of the partition by G. 
Proof of Lemma 4.3. For a fixed partition P = {P 1 , . . . , P G }, let the cardinality of set P g be denoted by |P g | = C g . By (4.7) of Corollary 4.1 and Lemma 4.2 an upperbound of (4.6) is given by
Note that |C g | ≥ 2 and that the partition must be indecomposable. We can therefore assume, without loss of generality, that row l hooks with row l + 1 for l = 1, . . . , n − 1, i.e., within each partition there must be at least one set P g that contains an element from both rows. For fixed j l , there are only finitely many possibilities, say E , for j l +1 (Lemma 4.2) . If the set does not cover another row, then the fact that j l is fixed and j l +1 are fixed, another set must contain at least an element from row l or l + 1. But since the sets must communicate there are only finitely many options for j l +2 . If, on other hand, the same set covers elements from yet another row then given a fixed j l , there are again finitely many options for j l +1 and for j l +2 . This argument can be continued inductively to find (4.10) is of order
Lemma 4.3 implies that for n = 2 partitions with G ≤ 2 vanish, while for n > 2 all partitions of size G ≤ n + 1 will vanish asymptotically. Moreover, indecomposability of the array requires to stay on the frequency manifold ((4.8) of Corollary 4.1) and therefore imposes additional restrictions in frequency direction. in case n = 2, only those partitions of size G ≥ 2 for which all sets are such that k∈P g ω k ≡ 0 mod 2π will not vanish. For n > 2, indecomposability of the partition and Corollary 4.1 also result in restrictions over frequencies k 1 , . . . , k n . These restrictions are formalized in the following proposition. Proof of Proposition 4.1. First consider the case n > 2. We note that a minimal amount of restrictions will be given by those partitions in which frequencies and their conjugates are always part of the same set, i.e., in which for fixed row l , the first two columns are in the same set and the last two columns are in the same set. Given we need that G ≥ n + 2 and C g ≥ 2, indecomposability of the array means that the smallest number of restrictions is given by partitions that have one large set that covers the first two or last two columns and n − r 1 rows and for the rest has 4n−2(n−r 1 ) 2 = n + r 1 sets with C g = 2. This means there are no constraints in frequency in n − r 1 − 1 rows but for the array to hook there must be r 1 constraints in terms of frequencies in rows n − r 1 − 1 to row n. Consider then the special case of n = 2, for which the above argument implies a partition of size G = 3 and thus r 1 = 0. For partitions are of size G ≥ 4, indecomposability then requires the first row to hook with the second, which imposes at least one restriction in frequency direction since only those partitions for which k∈P g ω k ≡ 0 mod 2π will not vanish.
Together Lemma 4.3 and Proposition 4.1 allow to show that all higher order cumulants vanish asymptotically and therefore establishes asymptotic normality. Finally, for the covariance structure of TF 1,T and TF 2,T , we find in Appendix A.3
A straightforward calculation then yields the asymptotic variance v 2 is simply given by
We therefore obtain the following expression for the asymptotic variance
Under H 0 this reduces to
Finite sample properties
In this section, we investigate the finite sample properties of the methods proposed in this paper by means of a simulation study and illustrate potential applications analysing annual temperature curves.
Simulation study
For the investigation of the finite sample performance of the test (3.6) for the hypothesis H 0 : m 2 = 0 with simulated data we consider a similar set-up as Aue and van Delft (2017) , who used a Fourier basis representation on the interval [0, 1] to generate functional data. To be precise, let
be the Fourier basis functions. Consider the p-th order time varying functional autoregressive process (tvFAR(p)), (X t , t ∈ Z) defined as
where A t ,1 , . . . , A t ,p are time-varying auto-covariance operators and { t (τ)} t ∈Z is a sequence of mean zero innovations. We have
Therefore the first L max Fourier coefficients of the process X t are generated using the p-th order vector autoregressive, VAR(p), process
T is the vector of Fourier coefficients, the (l , l )-th entry of
The entries of the matrix A t , j are generated as N 0, ν
with ν (t , j ) l ,l specified below. To ensure stationarity or existence of a causal solution the norms κ t , j of A t , j are required to satisfy certain conditions [see Bosq (2000) for stationary and van Delft and Eichler (2018) for local stationary time series, respectively].
If A t , j ≡ A j for all t in (4.1) and the error sequence ( t , t ∈ Z) is an i.i.d. sequence, we obtain the stationary functional autoregressive (FAR) model of order p. In that case we generate the entries of the operator matrix from N 0, ν
distributions. Functional white noise can be thought of as FAR model of order 0.
Throughout this section the number of Monte Carlo replications is always 1000. We use the fda package from R to generate the functional data, where L max is taken to be 15. The periodogram kernels are evaluated on a 100 × 100 grid on the square [0, 1] 2 and their integrals are calculated by averaging the functional values at the grid points. The asymptotic variance under the null hypothesis is estimated by (3.7). In Table 1 we report the simulated nominal levels of the test (3.6) for the hypotheses in (2.7) for the sample sizes T = 128, 256, 512 and 1024, where we consider the following three (stationary) data generating processes:
(I) The functional white noise variables 1 , . . . , T i.i.d. with coefficient variances Var(〈 t , ψ l 〉) = exp((l − 1)/10).
(II) The FAR(2) variables X 1 , . . . , X T with operators specified by variances ν Recall that the test requires the choice of the number M of blocks, which determines the number N of observations in each block by the equation T = M N . As mentioned before, the quantities M and N have to be reasonable large, because they correspond to the number of terms used in the Riemann sum approximating the integral with respect to d u and d ω in (2.10). We investigate the effect of this choice in more detail in the next section but for the moment consider only those combinations for which Assumption 2.1 is satisfied. Interestingly, the results reported in Table 1 are rather robust with respect to this choice and we observe a reasonable approximation of the nominal level in nearly all cases under consideration, albeit the test being slightly undersized for the smalle samples sizes. (VI) The structural break FAR(2) variables X 1 , . . . , X T generated as follows -for t ≤ 3T /8, the operators are as in (II) with norms κ 1 = 0.7 and κ 2 = 0.2, with innovations as in (I).
-for t > 3T /8, the operators are as in (II) with norms κ 1 = 0 and κ 2 = −0.2, with innovations as in (I) but with coefficient variances Var(〈 t , ψ l 〉) = 2 exp((l − 1)/10).
The results of the test (3.6) under the alternative are displayed in Table 2 . We observe that the test has very good power for model IV and VI, even for small sample sizes. For model V the power is observably lower than for the other two models but is still very good and not completely unintuitive as it can be explained by its data generating mechanism; depending on the draw of the operators, the resulting process in finite samples can be highly dependent as well as show barely any dependence at all. These results therefore coincide with the findings of Aue and van Delft (2017) . 
Choice of M and N
To further investigate how the choice of M and N affects the test's performance, we considered a simulation study with sample size equal to T = 4096 as this allows us to vary M from M = 4, 8, . . . , 1024. We note that we thus also include choices of M for which assumption (2.1) does not hold. The study was again performed over 1000 replications of each of the above models. Figure 1 (a)-(c) provides the estimated densities for each M for model I, II and III respectively. The estimated densities of model I appear well-aligned with a standard normal for all values of M . The fit appears however best for 16 ≤ M ≤ 128. For model II and III, we clearly observe that for M > N the distribution becomes skewed and flatter. This is intuitive since the assumptions underlying Theorem 3.1 do not hold. The difference with the standard normal curve seems to become more pronounced the stronger the dependence. From these three models the dependence is strongest for model B. In order to quantify our observations, we computed the mean absolute error to measure the difference between the estimated density of the test statistic and the standard normal density (see Figure 1(d) ). The results indicate that a relatively small value of M compared to N leads to the best approximation. M should however not be too small. More specifically, a minimal error is attained with M = 32 for model I and model III and with M = 16 for model II. Figure 2 shows the rejection probabilities for α = 0.1, 0.05, 0.01 under the three alternatives. For model IV and model VI we find perfect power for all choices of M and all critical values. For model V, there is some sensitivity and power seems best for 8 ≤ M ≤ 32. As previously remarked, the sensitivity for model V is due to its data generating mechanism. To summarize, it appears that our test is very robust for different choices of M for which Assumption 2.1 is satisfied. The empirical study indicates in particular good performance for the range 16 < M < 64 for T = 4096 which corroborates with our findings in 3. 
Data example
We illustrate the new methodology proposed in this paper analyzing annual temperature curve data, recorded at several measuring stations across Australia. The recorded daily minimum temperatures for every year are treated as functional data. The locations of the measuring stations and lengths of the time series are reported in Table 3 . The temperature curves of Sydney and Boulia airport are exemplarily presented in Figure 3 . We shall use the proposed test in (3.6) to investigate whether these temperature curves come from a stationary process or not. For the choice of the number of blocks, we use the above findings i.e., M = T 1/3 . However, given the number of curves for each station, this value can be rather small and therefore we also consider T 1/2 . As a fixed comparison for all curves, we take M = 8 since the sample length is closest to T = 128 (and often slightly larger). The corresponding values of the test statistic (3.6) for the hypothesis of stationarity are reported in Table 3 . It is clear that we reject the null of stationarity in all cases at a 1% significance level. The test therefore suggests strong evidence against the null hypothesis of stationarity for all measuring stations. 
Appendix A Auxiliary results and further proofs
A.1 Some properties of tensor products of operators Let H i for each i = 1, . . . , n be a Hilbert space with inner product 〈·, ·〉. The tensor of these is denoted by
If H i = H ∀i , then this is the n-th fold tensor product of H . For A i ∈ H i , 1 ≤ i ≤ n the object n i =1 A i is a multi-antilinear functional that generates a linear manifold, the usual algebraic tensor product of vector spaces H i , to which the scalar product
can be extended to a pre-Hilbert space. The completion of the above algebraic tensor product is n i =1 H i . For A, B,C ∈ L (H ) we define the following bounded linear mappings. The kronecker product is defined as (A B )C = AC B † , while the transpose Kronecker product is given by (A B )C = (A B )C † . For A, B,C ∈ S 2 (H ), we shall denote, in analogy to elements a, b ∈ H , the Hilbert tensor product as A B . We list the following useful properties:
Let X be a random element on a probability space (Ω, A , P) that takes values in a separable Hilbert space H . More precisely, we endow H with the topology induced by the norm on H and assume that X : Ω → H is Borel-measurable. The k-th order cumulant tensor is defined by (van Delft and Eichler, 2018) Cum X 1 , . . . ,
and the cumulants on the right hand side are as usual given by
where the summation extends over all unordered partitions ν of {1, . . . , k}. The product theorem for cumulants (Brillinger, 1981, Theorem 2.3 .2) can then be generalised (see e.g. Aue and van Delft, 2017, Theorem A.1) to simple tensors of random elements of H , i.e., X t = ⊗
X t j with j = 1, . . . , J t and t = 1, . . . , k. The joint cumulant tensor is then be given by
where S ν is the permutation that maps the components of the tensor back into the original order, that is,
A.2 Bounds on cumulant tensors of local functional DFT
In this section, we prove Lemma 4.1, Lemma 4.2. Before we give the proofs, denote the function
. . , ω k for which their sum lies on the manifold ω ≡ 0 mod 2π, while it is of reduced magnitude off the manifold. For the canonical frequencies ω k = 2πk/N with k ∈ Z, we moreover have
Proof of Lemma 4.1. Let p ∈ {1, 2}. Using linearity of cumulants we write
denotes the local cumulant operator as defined in Section 3. Using Lemma A.2 of Aue and van Delft (2017) and Assumption 3.1 of
In addition, we can write the first term of (A.5) as
Therefore, the cumulants satisfy
On the manifold k j =1 ω j ≡ 0 mod 2π we have that e −is j ω j = 1. Assumption 3.1(iv) and a Taylor expansion yield
which follows since
2T and similarly
We additionally note that, off manifold, the first term of (A.5) can be bounded in norm by
for some constant K and where j * = arg max j =1,...,k−1 |l j |. This finishes the proof of Lemma 4.1.
Proof of Lemma 4.2. Using again the linearity of cumulants we write
Cum D
is the error term derived in Lemma 4.1. Let
Similar to the proof of Lemma 4.1, we note that
From which it follows that if |l m | > N , the term
A.3 Derivation of covariance
A.3.1 Covariance structure of
Using again Theorem 4.1
and j p = j l for l ∈ {1, 2} and m ∈ {1, 2, 3, 4} and where δ {A} equals 1 if event A occurs and 0 otherwise. In particular, we are interested in all indecomposable partitions of the array
By Lemma 4.3, all partitions of size G < 3, will be of lower order. By Proposition 4.1), the only partitions that remain are those that contain either one fourth-order cumulant and two secondorder cumulants or those consisting only of second-order cumulants. Additionally, Corollary 4.1 and Lemma 4.2 indicate that for the partitions with structure Cum 4 Cum 2 Cum 2 to be indecomposable there must be at least one restriction in time. More restrictions in terms of frequency would mean the partition term is of lower order.
For the structure Cum 4 Cum 2 Cum 2 , the only significant terms are therefore
. For the partitions with structure Cum 2 Cum 2 Cum 2 Cum 2 , there must be at least one restriction in terms of time and frequency for the partition to be indecomposable. Those with more than the minimum restrictions are of lower order. For the structure Cum 2 Cum 2 Cum 2 Cum 2 , the significant indecomposable partitions are Tr S (12)(37)(56) (48) 
Using Remark A.1 and in particular equation (A.6) and (A.7) below, the corresponding terms of the covariance equal
where we used the self-adjointness of the spectral density operator and that, for any function g : R → K, we have
(From this it follows that the term 1,4 ;2,3 and 5,6 are respectively equal in the limit). Remark A.1 (A note on the permutation for the 2nd order cumulants). In order to give meaning to the covariance structure, we need to investigate how it 'operates' as a result of the permutation that occurs due to the cumulant operation. For the second order cumulant structure, Theorem 4.1] implies that the original order of the simple tensors has structure Tr(S 1234 · ⊗ · ⊗ · ⊗ · S 5678 · ⊗ · ⊗ · ⊗·) which leads to the following correspondence of simple tensors 1 ↔ 3 2 ↔ 4 5 ↔ 7 6 ↔ 8 Let X ∈ H ⊗ 4 and Y , Z , X ∈ H ⊗ 2 , then using properties A.1 we find
l −m k l and j p = j 2l −δ {m∈{1,2}} for l ∈ {1, 2} and m ∈ {1, 2, 3, 4} and where δ {A} equals 1 if event A occurs and 0 otherwise. That is, we are interested in all indecomposable partitions of the array D 
Tr S (1278)(34)(56) δ j 1 , j 4 ( 2π
For the structure Cum 2 Cum 2 Cum 2 Cum 2 , the only significant terms are in this case
Using Remark A.1, we find
where this time we are interested in all indecomposable partitions of the array
By Lemma 4.3 and Proposition 4.1), we only have to consider partitions of the form Cum 4 Cum 2 Cum 2 and Cum 2 Cum 2 Cum 2 Cum 2 . The only significant terms of first form are again
Tr S (3478)(12)(56) δ j 1 , j 3 ( 2π
and for the structure Cum 2 Cum 2 Cum 2 Cum 2 , the only significant terms are
which implies by Remark A.1 Under H 0 , the above derivation yields that the second term of (A.10) converges to 4π
Consider then decomposing the first term of (A.10) as 
