Abstract-We develop a union bound on the error performance of group-wise symbol detectors in frequency-flat Rayleigh fading channels. The bound is applicable to detectors that search over a subspace of the total symbol space. It provides a means to investigate tradeoffs among system parameters such as group size versus error performance.
On Bounding the Performance of Group-Wise Multiuser Detectors I. INTRODUCTION T HE detection of multiple co-channel signals is a key to spectrally efficient wireless communications such as multiple-input multiple-output systems with either a single or multiple users. Joint maximum likelihood (JML) [1] is the optimum detection technique for such systems. Its computational complexity increases exponentially with the number of co-channel signals making it infeasible for most practical systems. A union bound on the performance of JML detection is derived in [1] - [3] .
A common approach to reduced-complexity approximations of JML is to reduce the symbol search space by forming signal groups, e.g. [4] - [6] . This comes at the cost of degradation in error performance. We develop a union bound on the error performance of such detectors. This allows us to evaluate error performance without extensive simulation. Moreover, the bound can be used to determine detector parameters such as group size and to investigate tradeoffs among system parameters.
II. JOINT MAXIMUM LIKELIHOOD DETECTION
We consider a -antenna receiver with independent cochannel signals impinging on each antenna. The signals are transmitted through a frequency-flat Rayleigh fading channel. The received signal vector y ∈ ℂ is y = Hs + n,
where H ∈ ℂ × denotes the channel matrix, s ∈ is the -dimensional transmitted symbol vector with s = [ 1 , 2 , . . . , ] and n ∈ ℂ is the vector representing white Gaussian noise. We assume equiprobable transmit symbols ∈ s in each interval drawn from an alphabet . as the most likely estimate of the s. Candidate symbols for s are drawn from the -dimensional symbol space = .
III. GROUP DETECTION
We now describe group-wise detection. First, we map the transmit symbol vector s into a new vectors ∈ . This allows us to specify arbitrary permutations of the symbols ∈ s as illustrated in Fig. 1 . The mapping operation is denoted
An arbitrary symbol group is then formed by expressings in group form ass (4) define the division of the overall symbol space into two subspaces and . This is shown in Fig. 2 . The group-wise symbol detector chooses candidate symbol vectors from the subspace .
The channel matrix H is also mapped into a new matrix H. It contains the column vectors of H in permutated order according to the mapping of (3). It is then split into two
Using group notation, (1) can be written as
where the terms within the brackets are the undesired signal components. These are cancelled from the received vector y to form the signal vector for group given by
The symbol vector v in (7) is often replaced by an estimatev, which is obtained in a separate estimation process 1 . A groupwise detector makes symbol decisions based on
The group symbolsˆ∈û are used to update a tentative symbol vectorŝ. Symbol values forv in (7) may also be drawn fromŝ. The mapping, grouping and detection processes described by (3)-(8) are often employed iteratively in order to obtain improved estimates and to detect all symbols ∈ s. After sufficient iterations, the group-wise detector outputsŝ.
IV. UNION BOUND
A union bound on the performance of a group-wise symbol detector is now derived. Our approach requires a different definition of the symbol subsets compared to the JML bound in [1] - [3] . We define the subset (v) as the set ofdimensional symbol vectors {t} which have the symbol 
and
respectively. The group-wise detector chooses the erroneous vector t over t if △ = Λ − Λ < 0. A union bound on the symbol error probability (v) of the th signal ( = 1, 2, . . . , ) is computed by evaluating the pairwise 1 See e.g. [4] - [6] for examples. error probability (PEP) between all vectors {t } ∈ (v) and {t } ∈ (v). This has the same form as the JML union bound (e.g. [3] , eq. (5)) and takes into account the estimatev ∈ . For equiprobable transmit data vectors, the bound is obtained as
where ( ) ,v, denotes the PEP between t and t given that ( ) is transmitted and thatv is the estimate of v ∈ .
Errors inv result in interference and increase the error probability of a group-wise detector. In contrast, ifv is correct, then (11) and the JML union bound [1] - [3] give the same result. Computation of ( ) ,v, for the ideal case of perfect channel state information (CSI) at the receiver is shown in (12) and (13) at the bottom of the page. The derivation is analogous to [3] (eqns. (8), (9)). Here, ( ) ,v, must consider the signal-to-interference-and-noise ratio (SINR), which for a given ( ) andv is denoted Υ ( ) ,v and is defined as
where is the received symbol energy, 0 is the noise power spectral density and is the interference energy caused by symbol errors inv. We denote Ψv as the signal-to-interference ratio (SIR) and Γ ( ) as the signal-to-noise ratio (SNR).
If the estimation process forv is error free, there is no interference ( = 0) and Υ ( ) ,v = Γ ( ) . In contrast, if the SINR is dominated by the interference the noise power can be neglected and Υ ( ) ,v ≈ Ψv. A practical estimation process will in general contain errors so that the interference must be taken into account.
V. RESULTS
We evaluate performance in terms of the symbol error rate (SER) per transmitted signal. We assume equal-energy QPSK signals transmitted through a frequency-flat Rayleigh fading channel. We further assume that the receiver has perfect CSI 2 . For the simulation of group-wise symbol detection we model the interference caused by estimation errors inv as additive white Gaussian noise. Therefore, we first specify the SIR value and obtain the corresponding SINR using (14). The SINR is used to obtain a random variable with zero mean which is added to the received signal vector (instead of n). 2 The extension to the case of imperfect CSI is similar to that of [3] .
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1.0E+00 We find the JML solution 3 ofs which is used to obtain the estimatev ∈ . We then search over the group symbols u ∈ and use (8) to make symbol decisions.
Analytical performance results are obtained using the JML union bound of [3] (eq. (5)) and the new bound of (11) for group-wise detection. Computation of (11) requires knowledge of the estimatev and the resulting interference in the form of the SIR Ψv. To keep the discussion general, we assume an arbitrary estimatev and set the corresponding SIR Ψv to a specified value. This differs from a practical detector, where it may be necessary to first measure the SIR of the estimation process forv in order to compute (11). Table I shows the SIR and resulting SINR values used in simulations. The SNR at each antenna is assumed to be Γ = 20 . Fig. 3 depicts SER curves for a receiver with = 2 antennas and different numbers of co-channel signals . The SIR is set to Ψv = 10, 20 and 30 . In practice, the SIR often correlates with group size and/ or the number of detector iterations. Larger values of (smaller values of − ) indicate higher SIR (and lower SER) due to more accurate estimation of v ∈ . Some examples are shown in [4] - [6] .
From Fig. 3 it is obvious that the JML detector achieves the best performance. The SER increases nearly linearly with the number of co-channel signals. Additional interference causes an upshift of the SER curves. The computed bounds are tight at high SINR but rather loose in the low SINR region. In [1] - [3] , a similar dependency was observed for the JML union bound at different SNR. Fig. 4 depicts the SER at different SNR for a receiver with = 4 antennas and = 6 co-channel signals. Results 3 This represents an ideal estimation process for the symbols v ∈ .
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1.0E+00 are shown for different SIR values. Again, the computed performance bounds are tight at high SINR (high SIR and high SNR). It can further be seen that for constant SIR an error floor occurs. The error floor is higher for small SIR values. This means that the overall performance of a groupwise detector is limited by the interference due to symbol errors in the vectorŝ. For example, if the desired SER is < 10 −3 for SNR Γ ≥ 11 , the estimation process forv must have an SIR of Ψv ≥ 20 . This may be used to specify system parameters such as group size and number of iterations of an iterative group-wise symbol detector.
VI. CONCLUSIONS
We have presented a union bound on the error performance of group-wise symbol detectors in frequency-flat Rayleigh fading channels. The bound is tight in the high SINR region. Simulation results clearly show that the performance of a group-wise symbol detector is dominated by the SIR of the symbols outside the group under detection. If the SIR is known the proposed bound can be used to evaluate system parameters for group-wise multiuser detection.
