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Abstract
Most current prevalent iterative methods can be classified into the so-called
extended Krylov subspace methods, a class of iterative methods which do
not fall into this category are also proposed in this paper. Comparing with
traditional Krylov subspace methods which always depend on the matrix-
vector multiplication with a fixed matrix, the newly introduced methods(the
so-called (progressively) accumulated projection methods, or AP (PAP) for
short) use a projection matrix which varies in every iteration to form a sub-
space from which an approximate solution is sought. More importantly an
accelerative approach(called APAP) is introduced to improve the conver-
gence of PAP method. Numerical experiments demonstrate some surprisingly
improved convergence behavior. Comparison between benchmark extended
Krylov subspace methods(Block Jacobi and GMRES) are made and one can
also see remarkable advantage of APAP in some examples. APAP is also used
to solve systems with extremely ill-conditioned coefficient matrix (the Hilbert
matrix) and numerical experiments shows that it can bring very satisfactory
results even when the size of system is up to a few thousands.
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1. Introduction
Linear systems of the form
Ax = b (1)
where A ∈ Rn×n being nonsingular arise from tremendous mathematical
applications and are the fundamental objects of almost every computational
process. From the very ancient Gaussian elimination to the state-of-the-art
methods like CG, MINRES, GMRES, as well as Multigrid method[1, 2, 3,
14, 15, 16], numerous solvers of linear systems have been introduced and
studied in extreme detail. Basically all solvers fall into two categories: direct
methods and iterative methods.
Except for those specially designed methods for systems with some spe-
cial properties, like symmetry, sparsity or triangularity, elimination meth-
ods based on LU factorization seem to be most widely accepted for general
linear systems with satisfactory stability due to its flexibility of pivoting
strategies[8, 9, 13]. Comparing with direct methods, iterative methods are a
much larger family and have been accepting dominant attention. Since they
make it possible for people to get a very ‘close’ solution to a system in much
less arithmetic operation and storage requirement than direct methods and
thus often lead to huge savings of time and costs.
Although some state-of-the-art direct methods can be applied to solve
systems with pretty large amount of unknowns[3, 10] in some situations, for
even larger scale sparse systems(say, with unknowns up to a few millions) one
can resort to the LGO-based solver[18, 19] recently introduced by authors,
iterative methods are the only option available for many practical problems.
For example, detailed three-dimensional multiphysics simulations lead to lin-
ear systems comprising hundreds of millions or even billions of equations in
as many unknowns, systems with several millions of unknowns are now rou-
tinely encountered in many applications, making the use of iterative methods
virtually mandatory.
The history of iterative methods can largely be divided into two ma-
jor periods. The first period begins with 1850’s while Jacobi and Gauss
etc. established the first iterative methods named after these outstanding
researchers and the period ends in 1970’s. The majority of these iterative
method are classified as stationary methods, which usually take the form:
xk+1 = Gxk + v, (k = 0, 1, 2, · · · ). (2)
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where v is a fixed vector and x0 as the first guess. Excellent books covering
the detailed analysis of error and convergence of these methods include works
by Axelsson[2], Datta[7], Varga[22] and David Young[25], etc. The second
period begins in the mid-1970s and is dominated by Krylov subspace methods
and preconditioning techniques. Generally Krylov subspace methods use the
following form
xk = x0 + yk, (k = 1, 2, · · · ) (3)
where x0 is an initial guess and yk belongs to a so-called Krylov subspace
Km(G, v0) ≡ span{v0, Gv0, G2v0, · · · , Gm−1v0}.
By assuming different strategies for seeking yk from Km(G, v0), one gets a
variety of iterative methods such as CG, BiCG, GMRES, FOM, MINRES,
SYMMLQ, QMR[11, 17, 20, 21, 23], etc.
As a matter of fact, if we would refer extended Krylov subspace meth-
ods as those at each step of iteration the correction vector or approximate
solution always comes from Krylov subspaces with a few fixed “generator”
matrices (by a “generator” matrix to Krylov subspace Km(A, v) we mean
matrix A here), then the traditional stationary iterative methods such as
Jacobi, Gauss-Seidal, SOR as well as the more general Richardson iterative
methods can also be classified as extended Krylov subspace methods. Since
for example one can easily see from (2) that
xk+1 = v +Gxk = v +G(v +Gxk−1)
= v +Gv +G2xk−1 = v +Gv +G
2(v +Gxk−2)
· · ·
= v +Gv +G2v +G3v + · · ·+Gkv +Gk+1x0 ≡ yk+1 + zk+1
where yk+1 = v + Gv + G
2v + G3v + · · · + Gkv ∈ Kk+1(G, v) and zk+1 =
Gk+1x0 ∈ Kk+2(G, x0) and x0 is the initial guess to the system. In a word,
any iterative scheme that takes the following form
xk+1 =
m∑
1
Pi(G)vi (4)
can be classified into the extended Krylov subspace methods, where Pi(G)
(i = 1, 2, · · · , m) denotes a matrix polynomial function, G is the so-called
iterative matrix and vi ( i = 1, 2, · · · , m) is usually some fixed starting vector,
and m( usually two) is a very small integer.
3
We need to mention that the well-known row projection methods such as
Karczmarz’s method(known as ART method in computed tomography) and
Cimmino’s methods can also be regarded as stationary iterative methods[5,
12], thus they also belong to the category of extended Krylov subspace meth-
ods.
The extended Krylov subspace methods may be very effective when the
coefficient matrix is close to the normal matrix, or the exact solution lie on
Krylov subspace formed by the eigenvectors corresponding the leading eigen-
values in magnitude. However since the base vectors of Krylov subspaces
always take the form Gkv, it can be very inefficient to find a good “approxi-
mation” to the error vector in such a subspace when the condition number of
the coefficient matrix is large, especially when vector is almost perpendicular
to the Krylov subspace Km(A, v). Thus even when extended Krylov subspace
methods are applied on relatively small-sized systems, in many cases one still
has to use some kind of preconditioning techniques to obtain an improved
convergence.
It is always desirable for us to use some types of preconditioning tech-
niques when we apply iterative methods to solve linear system of equations,
especially for large scale computing. Though numerous preconditioning tech-
niques are exploited in recent decades and some of them turn out to be
extremely efficient in some special situations, there does not exist a simple
preconditioning technique which can be applied in general cases. Another
important factor is, all preconditioning techniques can be traced back to
certain algebraic iterative schemes[4, 24].
It is therefore our motivation here to develop a set of purely algebraic algo-
rithms that can in someway overcome the difficulties arising in the extended
Krylov subspace methods. In the meantime we also develop some acceler-
ating techniques to improve the convergence of our new iterative methods.
Our intention here is, instead of using Krylov subspace methods with a fixed
generator matrix and fixed starting vector we use a sequence of subspaces
formed by some base vectors that are eventually approximating the exact
solutions. Since the base vectors are obtained by some successive projections
and has the property that it carries the largest magnitude in some subspaces,
we name them as Accumulated Projection Methods(AP).
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2. Basic Principles for Iterative Methods
In this section we review the basic rules that govern the designing of
iterative methods for solving linear system equations, which in turn helps to
derive our methods introduced in later sections.
Currently any iterative solver for system (1) always begins with an ini-
tial guess x0 (without assumptions imposed on x0), which leaves an easily
available residual vector r0 defined as r0 = b − Ax0. If we denote the er-
ror vector as e0 = x − x0, we then have Ae0 = r0. An effective iterative
scheme then seeks a sequence of vector {xk}∞0 so that the corresponding se-
quence {ek}∞0 (with ek = x − xk, k = 0, 1, 2 · · · ,∞) will converge to zero
vector in Rn, or equivalently the sequence of error norms {||ek||}∞0 converge
to zero. If we assume that the coefficient matrix A in system (2) is non-
singular, one can see that the sequence of residual norms {||rk||}∞0 (with
rk = b−Axk, k = 0, 1, 2 · · · ,∞) also converges to zero since we always have
Aek = rk for k = 0, 1, 2, · · · , which leads to ||rk|| ≤ ||A||||ek||. For example,
the traditional stationary iterative methods such as Jacobi, Gauss-Seidal and
SOR methods satisfy (2) with the iterative matrix G taken different form in
each situation, and to make these iterative scheme convergent, a sufficient
and necessary condition is
ρ(G) < 1.
Note that from (2) we have ek+1 = Gek, this implies that the sequence of
error norms is strictly decreasing and has zero as its limit. In Krylov subspace
methods, people usually expect either the sequence of error norms(in CG,
this is the || · ||a of the error defined by ||e||a = ||eTAe||[3]) or residual norms
||r||( In GMRES, this is the regular || · ||2 norm) are decreasing sequences and
converge to zero. It should be kept in mind in general a small value of residual
norm can not be used as an indication of convergence for an iterative process,
while direct estimation of error norms is practically not possible, thus one
often uses the relative residual norm as its convergence indicator.
Traditional iterative schemes of the form (2) usually depend on the split-
ting of coefficient matrix A, while effective ways of splitting of A which lead
to convergent iterative schemes usually require A satisfying certain special
property(diagonally dominant, SPD, etc.) and thus not so easy to design.
Many well-established iterative schemes(including CG, MINRES, SYMMLQ)
need special properties of A(SPD, or symmetry, etc.); only a few well-known
iterative methods(GMRES, BiCG, LSQR etc.) can be applied to general
nonsingular coefficient matrices and unfortunately none of these methods
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have well-established convergence analysis. Since linear systems of equations
come from various scientific computation and engineering practicing, the re-
quired properties for many of these iterative schemes can not be satisfied
in general, it is thus more attractive to design iterative methods for general
linear system of equations.
In the later sections, we will apply the basic principles to design a conver-
gent iterative scheme for solving system (1), specifically we will use projection
techniques to get a sequence of approximations {xk} to exact solution x so
that the error vectors ek (ek = x − xk) have strictly decreasing Euclidean
norms. We will use a strategy which differs from any current Krylov sub-
space methods. First of all in our method the initial guess vector x0 to the
solution of (1) can not be chosen arbitrarily, instead we suggest a few ways to
construct a “good” initial guess, in later searching of corrections to previous
approximations we don’t use any Krylov subspaces and there is no so-called
iterative matrix (like G in (2)) in the whole process, thus they do not fall
into the category of extended Krylov subspace methods.
3. An Accumulated Projection Idea
In essence every iterative scheme always tries to seek an approximate
solution in as less as possible steps. Equivalently we wish to construct a
subspace with much smaller dimension than n( the number of unknowns in
the system) and then seek a good approximate solution in this subspace.
Currently all prevalent iterative schemes use one or two fixed generator ma-
trices to create one or two Krylov subspaces frow where an approximated
solution(correction) may be obtained in these subspaces. However in practi-
cal computation Krylov subspace Km(A, v) always stays close to the leading
eigenspace Ls(A) defined by
Ls(A) = span(v1, v2, · · · , vs)
where Avi = λivi and λi(i = 1, 2, · · · s) are the largest eigenvalues of A in
terms of magnitude in decreasing order, since in finite precision computing
various computing errors(rounding-off errors, errors caused by cancellation
of significant digits, etc) can not be avoided, especially in large scale compu-
tation. We will present a different approach to construct a subspace where
no adoption of any vectors in the form Gkv for its basis vectors is used and
thus we can expect to avoid the drawbacks related to this type of subspaces.
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Let’s start from a simple projection idea. If we check each of the row in
system (1) we have aix = bi, where ai is the i-th row vector of the coefficient
matrix A and bi is the i-th component of the right side vector b. A natural
idea is to use the projection vector pi of x (pi = αa
T
i ) on the direction ai as its
approximation, where α = bi
aiaTi
. The corresponding error vector ei = x − pi
satisfies
||ei||2 = ||x||2 − ||pi||2. (5)
A simple successive application of this process gives the so-called Row Pro-
jection Methods first proposed by Karcmarz, and was later found that they
are nothing but a stationary iterative method:
xk+1 = Quxk + bu (6)
where the iterative matrix Qu is formed as
Qu = (I − Pm)(I − Pm−1) · · · (I − P1).
and Pi (1 ≤ i ≤ m) are projection vectors to some subspaces of Rn. Another
type of Row projection approach for solving (1) is proposed by Cimmino
in 1939[6]. Cimmino’s approach was later found to be equivalent as block
Jacobian iteration with the iterative matrix having the form
G =
∑
i
ωiPi
where Pi represents the projection matrix over some subspaces formed by
some row vectors of matrix A and ωi are some carefully chosen parameters
so that ρ(G) < 1. These row projection methods have been examined by
several authors and some accelerative schemes are proposed to improve the
convergence behavior[5, 12].
In the following subsections we are to present a new type of projection
technique—accumulated projection. Unlike the row projection techniques
which end up with the form of some stationary iterative schemes[12] and
thus fall into the extended Krylov subspace methods, our AP technique does
not depend on any Krylov subspace.
3.1. An accumulated projection
The best approximation vector to x in terms of error length(i.e., its Eu-
clidean norms) in any subspace W of Rn is its projection p(∈ W ). In exact
7
arithmetic, the bigger the dimension of W is, the bigger the length of p, i.e.,
the closer the two vectors x and p in terms of their angle. Unfortunately in
practical computation if W is usually constructed by using Krylov subspace
technique with a fixed generator matrix A, i.e., W = Km(A, v) with m(≤ n)
a positive integer, we often have W swinging back and forth around the lead-
ing eigenspace Ls(A) for some small integer s. Another problem with Krylov
subspace technique is, in large scale computation it is impossible for us to
keep all base vectors of W when A is not symmetric, even if the matrix A
might be sparse. Thus the projection of x on subspace W can not be ob-
tained easily. Although in case A is symmetric it is not necessary to keep all
base vectors ofW because of the three-term recurrence relations, in practical
application we often encounter the problem of so-called loss of orthogonality.
In view of (5), our intention here is to find a vector p so that the length
||p|| of the projection vector of x is as large as possible. We start from an
initial direction p0 on which the projection of x is known or easily available.
A searching direction is then needed for the purpose of constructing a vector
p1 so that x has a larger projection on p1 than that on p0 in terms of vector
length. For any searching direction d we need to have the projection of x
on d easily obtainable. An arbitrarily chosen direction vector d can not be
used since we don’t have information about the inner product between d and
x. Fortunately we have a lots of vectors available from the system (1) since
aix = bi (i = 1, 2, · · · , n). i.e., all row vectors ai in matrix A can be used as
our searching directions.
As a starting direction(it is not necessary though) it is thus a possible
choice for us to use k-th row vector of A where the subscript k is chosen so
that |bk|
||ak|| = max1≤i≤n
|bi|
||ai|| .
Yet a better starting direction seems to be p0 = A
T b (assuming ||A||i = 1, i =
1, 2, · · · , n) since we have xTp0 = pT0 x = bTAx = bT b and hence a projection
with larger length(i.e., b
T b
||AT b||
> |bk|
||ak||
) maybe available. The construction of
next projection direction p1 depends on a carefully chosen searching direction
vector d such that |xTd|/||d|| is as large as possible. There are many ways
of determining a suitable searching direction d, however the following facts
should be observed when we start the searching process.
Assume xTvi = bi, (i = 1, 2) with b1 6= 0 and ||vi|| = 1 (i = 1, 2), we wish
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to find a real number t such that the function f(t) defined by
f(t) =
|xTv|
||v|| (7)
is maximized among all possible vectors in the form v = v1 + tv2. It is easy
to see from analysis that the answer to the above optimization problem lies
on the following conclusion.
Lemma 3.1. Let xTvi = bi, (i = 1, 2) with |b1| ≥ |b2| and ||vi|| = 1 (i =
1, 2), and α = vT1 v2. Let s =
b2−αb1
b1−αb2
. Then
f(s) ≡ |x
T (v1 + sv2)|
||v1 + sv2|| = maxt∈R
|xT (v1 + tv2)|
||v1 + tv2|| . (8)
Furthermore
f(s) ≥ max{|b1|, |b2|} (9)
Proof. Let
g(t) =
xT (v1 + tv2)
||v1 + tv2|| .
We have
g(t) =
b1 + tb2√
1 + 2αt+ t2
.
Thus
g′(t) =
b2(1 + 2αt+ t
2)− (b1 + tb2)(α + t)
(1 + 2αt+ t2)3/2
=
b2 − αb1 − (b1 − αb2)t
(1 + 2αt+ t2)3/2
=
(b1 − αb2)(s− t)
(1 + 2αt+ t2)3/2
Let g′(t) = 0 we have the solution as t =
b2 − αb1
b1 − αb2 ≡ s, i.e., s is an extreme
point for function f(t).
case 1. b1 > αb2, we have g
′(t) > 0 if (t < s) and g′(t) < 0 if t > s. That
means g(t) reaches the maximal value at s. Since g(t)→ −b2 when t→ −∞
and g(t) → b2 when t → +∞, we have g(s) ≥ g(t) > −b2 for all t < s and
b2 < g(t) ≤ g(s) for all t > s, thus we have f(t) = |g(t)| reaches its maximal
9
value at s.
case 2. b1 < αb2,, we have g
′(t) < 0 if (t < s) and g′(t) > 0 if t > s. That
means g(t) reaches the minimal value at s. Since g(t)→ −b2 when t→ −∞
and g(t) → b2 when t → +∞, we have g(s) ≤ g(t) < −b2 for all t < s and
b2 > g(t) ≥ g(s) for all t > s, thus we have f(t) = |g(t)| reaches its maximal
value at s.
Thus in both cases we have f(s) > |b2|. Since f(0) = |g(0)| = |b1| and f(s)
is the maximal value of f(t), thus we also have f(s) > |b1|. See figure 1.
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case1: b1 = 2, b2 = 1, alpha = 0.24
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case2: b1 = −2, b2 = 1, alpha = 0.24
Figure 1: Graph of g(t)
Remark: Assuming b1 6= 0, f(s) can be rewritten as following by replacing
s as s = b2−αb1
b1−αb2
.
f(s) =
|b1 + sb2|√
1 + 2αs+ s2
=
√
1− 2αr + r2√
1− α2 |b1| = |b1|
√
1 +
(r − α)2
1− α2 (10)
where r = b2/b1.
In view of (10), f(s)→∞ when α→ 1 (assuming r independent of α). It
is thus attempting for us to get the next projection p1 of x with much bigger
length(and thus hopefully more closer to x) by carefully selecting suitable
vector d with dTx = b2 and α = p
T
0 ∗ d is as close as possible to 1(i.e., the
angle between p0 and d should be very small). However this seems to be very
hard and thus we turn to an easier scheme to fulfill our task—we will use
subspaces on which projections of x are easily available. For this purpose we
now generalize our conclusion in Lemma 3.1 into following statement.
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Lemma 3.2. Let x, vi ∈ Rn (i = 1, 2, · · · , m), andW = span{v1, v2, · · · , vm}.
Let PW (x) be the projection of x onto subspace W . Then
vT∗ x
||v∗|| = maxv∈W
|xTv|
||v||
where v∗ = PW (x).
Proof. Without loss of generality we can assume ||x|| = 1. By definition of
angles between vectors we have
f(v) =
|xTv|
||v|| =
|xTv|
||v||||x|| = | cos < x, v > |
where < x, v > denotes the angle between vector x and v. Obviously f(v)
reaches its maximum value if and only if < x, v > is minimized, which is true
only when v lies on the projection of x onto subspace W .
By using this result, one can always expect a searching direction d on
which vector x has a bigger projection length ||Pd(x)|| than any vector in
subspace W = span{v1, v2, · · · , vm} with xTvi (i = 1, 2, · · · , m) given. Since
we have n vectors ai (i = 1, 2, 3, · · · , n) to form subspaces of Rn, this give us
plenty of choices when it comes to construct subspaces. More importantly we
can use parallel process to construct these subspaces and figure out projec-
tions of x on each of them. Instead of using successive “partial” projections
which did not adequately make use of current system information, all these
projections of x can be used to construct a better approximation to the
current system.
3.2. The projection algorithms
In this subsection we present some basic algorithms for solving linear
system of equations. We first introduce two algorithms for calculating a
projection vector p of x to the system (1) based on current system data, i.e.,
the coefficient matrix A and right-hand side vector b, which is always the
unique vector in some subspace of Rn on which solution vector x having the
maximum projection length.
In preparation, we begin with the division of all row vectors of A into
groups of vectors {Gi}k1, with each group Gi contains mi vectors, where
mi (i = 1, · · · , k) are relatively small integers satisfying mi < m, ∀1 ≤ i ≤ k.
m is a suitable integer so that the QR factorization of matrix Ti formed by
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all vectors in group Gi is applicable; in case of sparse coefficient matrix, QS
factorization process based on LGO method [19] can be used and thus m can
be relatively large(say, up to O(105)). The right-hand side vector b is divided
correspondingly into vectors bi (i = 1, · · · , k).
One thing needs to be mentioned here is that we assume two adjacent
groups Gi and Gi+1 contain about half of their vectors in common and any
row vector in A must lie in at least one of the groups, we will refer this group
{Gi} as an overlapped division of A. A non-overlapped division of A means
the intersection of any two groups in the division is empty.
The first accumulated projection algorithm uses an overlapped division of
A and seeks the projection vector pi of solution x on the range of each group
Gi, i.e., the subspace spanned by all vectors in Gi. All projection vectors
{pi}k1 are then “glued” together to form a better projection vector of x, while
the “gluing” process is nothing but another projection of x over subspace
W = span{p1, · · · , pk}. The details comes as follows.
Algorithm 1. (AP version 1) Let A ∈ Rn×n be nonsingular, b ∈ Rn. The
following procedure produces a projection(vector) p of solution x to the system
Ax = b.
• Step 1. Divide matrix A into k blocks: A = [AT1 , AT2 , · · · , ATk ]T , divide
b correspondingly: b = (bT1 , b
T
2 , · · · , bTk )T .
• Step 2. For each i ∈ {1, 2, · · · , k − 1}, compute projection pi of x in
ran(ATi , A
T
i+1): pi = G
T
i (GiG
T
i )
−1Bi and compute scalar ci = x
T pi as
ci = B
T
i (GiG
T
i )
−1Bi, where Gi = [A
T
i , A
T
i+1]
T and Bi = (b
T
i , b
T
i+1)
T .
• Step 3. Construct matrix H as H = [p1, p2, · · · , pk−1] and vector cT =
(c1, c2, · · · , ck−1).
• Step 4. Form a projection p of x over ran(H) and compute scalar
α (= xT p).
• Step 5. Output p and α.
Remark:
The projection process on each group of row vectors can be han-
dled independently and thus good for parallel implementation.
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There exists an important relation between H ,c and solution vec-
tor x:
HTx = c
In case the number of groups is too big so that a direct projection
over ran(H) is not applicable, one can use a nested version of this
algorithm over H to obtain the final projection vector.
Algorithm 1 uses a sequence of projections on the a set of subspaces de-
termined by submatrices of A, these projections can be obtained in parallel,
which differs itself with those in Karcmarz’s idea. Furthermore, the blocks
of matrices are overlapped with each other. One can of course use different
strategies when dividing the matrix A into submatrices and b correspond-
ingly. It is easy to see that direction vector p satisfies
xTp
||p|| ≥ maxi∈{1,··· ,n}
aix
||ai||
where ai denotes the ith row of matrix A. However p may not be the best
option in general.
Another accumulated projection idea is to use a sequential projection
process to get a final projection vector p of x. We begin with an initial
projection vector p0 of x and let it combine with all row vectors in the first
group Gi to form a subspace W1 of R
n, and then find the projection vector
p1 of x in W1. p1 is then used to combine with all row vector in the next
group G2 to form a subspace W2 so that a projection vector p2 of x in W2
can be obtained. The above process is repeated until all groups are handled
so that the final projection vector pk is available. The following algorithm
gives the details.
Algorithm 2. (AP version 2) The following procedure produces a projection
vector of x to system Ax = b.
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step 1. Divide matrix A into k blocks: A = [AT1 .A
T
2 , · · · , ATk ]T ,
divide b correspondingly: b = (bT1 , b
T
2 , · · · , bTk )T . Let
p0 = αA
T b, c = αbT b where α = (bT b)/(bTAAT b).
step 2. For i = 1 to k
step 2.1. Construct matrix W = [pi−1, A
T
i ] and vector l =
[c, bTi ]
T .
step 2.2. Compute the projection vector pi of x onto subspace
ran(W ) and the scalar c(= xT p).
step 2.3: Go to next i.
step 3: Output pk and c.
It is observed that Algorithm 2 is more effective than Algorithm 1 in
terms of the length of final projection vector pk. By this reason, we use
Algorithm 2 in our numerical experiments(PAP and APAP algorithms). It
should be mentioned here that the AP algorithms depicts a successive pro-
jection process over subspace Wi = span{pi, v1, v2, · · · , vm} (i = 1, · · · , k),
where v1, v2, · · · , vm denotes the row vectors of submatrix Ai, and pi = Pi−1x
is the projection of x over subspace Wi−1 with p0 stands for the initial pro-
jection vector of x. Hence the whole AP process can be written in the matrix
form as p = Pkx where Pi (i = 1, · · · , k) represents the projection matrix
over subspace Wi. It is easy to see that Pi depends on vector x. As a matter
of fact, Pk has the form
Pk = H(H
TH)−1 (11)
where H = [pk−1, Vk] and Vk = [v1, v2, · · · , vk], assuming pk−1 /∈ spanV .
As a straightforward application, Algorithm 1 and 2 can be used to solve
the linear system(1) as stated in the next algorithm.
Algorithm 3. (Progressively Accumulated Projection Method–PAP). Let A ∈
Rn×n, b ∈ Rn. The following procedure produces an approximation y to the
solution x satisfying Ax = b.
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Table 1: iteration numbers needed for convergence
tolerance 10−1 10−2 10−3 10−4 10−5 10−6 10−7
iter# 3844 5534 7224 8916 10606 12296 13986
step 1. Initialize vector y as zero vector.
step 2. While not converged
step 2.1 Use algorithm 1 or 2 to get a projection p of x to
system Ax = b.
step 2.2 Update y as y = y + p.
step 2.3 Update b as b = b−Ap.
step 2.4 Check convergence condition.
step 3. Output p
PAP is based on the principles in section 2, hence the convergence (The-
orem 5.1) of this algorithm is straight-forward and its proof is thus omitted.
We need to mention here that unlike classical Krylov subspace methods, the
AP-type methods proposed here can actually be used to solve any under-
determined systems. Also we have to point out that each sweep in step 2 is
a projection process with projection matrix Pk varies. The following graph
shows the comparison of this algorithm at different iterative numbers, and
Table 1 gives the needed iterations for a convergent solution under given tol-
erance, where the coefficient matrix A is chosen as A = tridiag(−1, 2,−1)
with A ∈ R100×100 and the block size is chosen as 20 when applying algorithm
2 in this case.
4. Properties of AP process
In this section we present some analysis results for AP process described
in Algorithm 2 .
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Figure 2: Comparison of approx. solns at different iteration num-
bers
Lemma 4.1. Assume that matrix A ∈ Rm×n (m ≤ n) has full row rank,
x ∈ Rn and b ∈ Rm where m ≤ n satisfying Ax = b. Let A be divided into
k submatrices by its rows: A = (AT1 , A
T
2 , · · · , ATk )T with Ai ∈ Rmi×n, and b
is divided as b = (bT1 , b
T
2 , · · · , bTk )T correspondingly. Let {pi}k1 be the vector
sequence produced by AP process(Algorithm 2).
(1) There holds for every i = 1, 2, · · ·k
(x− pi, ps) = 0, (s = i, i− 1). (12)
(2) Vector pi+1 − pi (i = 0, 1, · · · , k − 1) is orthogonal to pi, i.e.
(pi+1 − pi, pi) = 0 (13)
(3) There holds for i = 1, 2, · · · , k
||pi||2 + ||pi+1 − pi||2 = ||pi+1||2 (14)
(4) For every s(1 ≤ s ≤ k), there holds
||ps||2 = ||p0||2 +
s∑
i=1
||pi − pi−1||2 (15)
Proof. (1) We first show that (x− p0, p0) = 0. As a matter of fact, since
α = bT b/(bTAAT b), we have
(x−p0, p0) = (x−αAT1 b1, αAT b) = αxTAT1 b−α2bTA1AT1 b = αbT b−αbT b = 0
From the fact that pi is the projection of x over subspace ran(Wi) with
Wi = [pi−1, A
T
i ], for any i(1 ≤ i ≤ k) we must have
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(x− pi, pi) = 0 and (x− pi, pi−1) = 0
since both pi and pi−1 belong to Wi.
(2) Note that from (12) we have
(pi+1 − pi, pi) = ((x− pi)− (x− pi+1), pi) = (x− pi, pi)− (x− pi+1, pi) = 0,
which yields (13).
(3) From (13) we have
||pi+1 − pi||2 = (pi+1 − pi, pi+1 − pi)
= (pi+1 − pi, pi+1)
= (pi+1, pi+1)− (pi, pi+1)
= (pi+1, pi+1)− (pi, (pi+1 − pi) + pi)
= (pi+1, pi+1)− (pi, pi)
= ||pi+1||2 − ||pi||2
from which (14) comes immediately.
(4) Equation (15) follows from the recursive application of (14):
||ps||2 = ||ps−1||2 + ||ps − ps−1||2
= ||ps−2||2 + ||ps−1 − ps−2||2 + ||ps − ps−1||2
· · ·
= ||p0||2 + ||p1 − p0||2 + ||p2 − p1||2 + · · ·+ ||ps − ps−1||2.
Proof is completed ✷
Lemma 4.1 actually tells the fact that the “length”(norm) sequence {||pi||}k1
of projection vector {pi}k1 actually forms a monotonically increasing sequence,
and obviously ||x|| is actually one of its upper bounds. In order to find out
how fast this sequence is increasing, we need to figure out the detailed infor-
mation of each ||pi|| (i = 1, 2, · · · , k). The following conclusion answers this
question.
Lemma 4.2. Assume the same assumption in Lemma 4.1. Let p˜i and x˜i+1
be the projection vectors of pi and x over subspace ran(A
T
i+1) respectively.
Then pi+1 has the following expression
pi+1 = αipi + A
T
i+1u = αi(pi − p˜i) + x˜i+1 (16)
where u is
u = A˜i+1(bi+1 − αiAi+1pi) (17)
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and
αi =
xT pi − (Ai+1pi)T A˜i+1bi+1
pTi pi − pTi ATi+1A˜i+1Ai+1pi
=
xT pi − pTi ∗ x˜i+1
pTi pi − p˜Ti p˜i
(18)
and
A˜i+1 = (Ai+1A
T
i+1)
−1.
Furthermore
||pi+1||2 = αi||pi||2 + bTi+1A˜i+1bi+1 − α2i (Ai+1pi)T A˜i+1(Ai+1pi) (19)
Proof.
It is valid to express pi+1 in the form like the first equation of (16) for some
u ∈ Rmi+1 since pi+1 ∈ Wi+1 = ran([pi, ATi+1]), where mi is the number of
rows in submatrix Ai.
Since pi+1 is the projection of x over subspace Wi+1, we have
Ai+1(x− pi+1) = 0
which leads to
bi+1 − αiAi+1pi − Ai+1ATi+1u = 0
from which comes (17). Note that p˜i and x˜i+1 are projections of pi and x
over ran(ATi+1), we have
p˜i = A
T
i+1A˜i+1Ai+1pi and x˜i+1 = A
T
i+1A˜i+1bi+1 (20)
Plug (17) and (20) back into the first equation of (16) gives the second
equation of (16).
Similarly, by pTi (x− pi+1) = 0 we have
xT pi − αipTi pi + uTAi+1pi = 0,
replacing u by (17) yields the first equation of (18). Again because p˜i is the
projection of pi,
(pi − p˜i, p˜i) = 0,
this means
pTi p˜i = p˜
T
i p˜i. (21)
Plug (20) and (21) into the first equation of (18) gives the second equation.
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Finally from (16) we have
||pi+1||2 = (αipi + ATi+1u)T (αipi + ATi+1u)
= α2i p
T
i pi + 2αip
T
i A
T
i+1u+ u
TAi+1A
T
i+1u.
(22)
Since
2αip
T
i A
T
i+1u = 2αip
T
i A
T
i+1A˜i+1(bi+1 − αiATi+1pi)
= 2αip
T
i A
T
i+1A˜i+1bi+1 − 2α2i (Ai+1pi)T A˜i+1(Ai+1pi)
(23)
and
uTAi+1A
T
i+1u = (bi+1 − αiAi+1pi)T A˜i+1(bi+1 − αiAi+1pi)
= bTi+1A˜i+1bi+1 − 2αibTi+1A˜i+1Ai+1pi
+ α2i (Ai+1pi)
T A˜i+1(Ai+1pi),
(24)
equation (19) comes from (22) (23) (24) combined. ✷
Lemma 4.2 describes one way of constructing pi+1, and detailed informa-
tion about pi+1 is revealed by (19). However a more direct approach can be
used to evaluate the difference of the norms between two consecutive projec-
tions pi+1 and pi. These can be shown in the following conclusion.
Lemma 4.3. Assume the same assumption in Lemma 4.1. Let I be the
identity matrix in Rn. Then pi+1 has the following expression
pi+1 = pi + A¯
T
i+1v (25)
and
||pi+1||2 − ||pi||2 = (bi+1 − (pTi x)d)T (A¯i+1A¯Ti+1)−1(bi+1 − (pTi x)d) (26)
where A¯i+1 is a rank-one modification of submatrix Ai+1 as
A¯i+1 = Ai+1 − dpTi = Ai+1(I − uiuTi ) (27)
with ui = pi/||pi||, d ∈ Rmi+1 a vector taken as d = Ai+1pi+1/||pi||2 and v is
defined as
v = (A¯i+1A¯
T
i+1)
−1(bi+1 − (xTpi)d)
assuming the related inverse exists.
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Proof.
Since pi+1 is the projection of x over subspace Wi+1 = ran([pi, A
T
i+1]), it can
be constructed as follows.
First we modify row vectors in Ai+1 so that they are orthogonal to vector
pi, this can be depicted as a rank-one modification to Ai+1 as
A¯i+1 = Ai+1 − dpTi ,
where d can be obtained from the fact that
A¯i+1pi = 0
which leads to
Ai+1pi − dpTi pi = 0,
hence
d = Ai+1pi/(p
T
i pi),
and
A¯i+1 = Ai+1 − dpTi = Ai+1 − Ai+1pipTi /(pTi pi) = Ai+1(I − uiuTi ),
where ui = pi/||pi||.
Next we calculate the projection vector p˜i+1 of x over ran(A¯i+1) as
p˜i+1 = A¯
T
i+1v,
where v can be derived from the fact that
A¯i+1(x− p˜i+1) = 0,
which leads to
v = (A¯i+1A¯
T
i+1)
−1(bi+1 − (pTi x)d)
assuming (A¯i+1A¯
T
i+1)
−1 exists.
Since p˜i+1 = A¯i+1v is the projection of x over ran(A¯i+1) and A¯i+1pi = 0,
we must have (pi, p˜i+1) = 0. Therefore
||pi+1||2 − ||pi||2 = ||p˜i+1||2
= vT A¯i+1A¯
T
i+1v
= (bi+1 − (pTi x)d)T (A¯i+1A¯Ti+1)−1(bi+1 − (pTi x)d).
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noting that matrix (A¯i+1A¯
T
i+1)
−1 is symmetric(actually positive definite sym-
metric). ✷.
Remark : It can be shown that the length difference between pi+1 and pi
can also be written as
||pi+1||2 − ||pi||2 = x˜TGx˜ (28)
where G = (A¯i+1A¯
T
i+1)
−1 and x˜ = x¯−(xTu)u, where x¯ denotes the projection
of x on ran(AT ) and (xTu)u is the projection of x (as well as x¯) on the
direction of u = pi/||pi||.
Note that in the above lemma, we need to assume the existence of each
matrix (A¯i+1A¯
T
i+1)
−1. The following conclusion gives the sufficient and nec-
essary conditions for these to hold true.
Lemma 4.4. Let A ∈ Rm×n(m ≤ n) and rank(A) = m, u ∈ Rn be a unit
vector in Rn. Let A¯ = A(I−uuT ) and G = A¯A¯T , where I denote the identity
matrix in Rn. Then G is nonsingular if and only if u /∈ ran(AT ).
Proof.
Note that G = A¯A¯T is invertible if and only if A¯ is of full row rank.
(Necessity) Assume G is invertible, we need to show that u /∈ ran(AT ).
If this is not the case, i.e., u ∈ ran(AT ), then there is a v ∈ Rn ( v 6= 0) such
that u = ATv. Thus
A¯Tv = (A(I−uuT ))Tv = (A−AuuT )Tu = ATv−uuTATv = u−u(uTu) = 0
since ||u|| = 1. This means A¯ is not of full rank, hence G is singular, a
contradiction with our assumption.
(Sufficiency). Suppose u /∈ ran(AT ), we need to show that G is invertible.
As a matter of fact, if G is not invertible, then A¯ is not of full-row rank.
Therefore there exists a nonzero vector v ∈ Rm such that A¯T v = 0. That
means
0 = (A(I − uuT ))Tv = ATv − uuTATv = ATv − αu
where α = uT (ATv) is a scalar. It is easy to see from here that α 6= 0, other-
wise we would have AT v = 0 which means A is not of full row rank. Hence
u = ATv/α, i.e., u ∈ ran(AT ), this is contradictory with the assumption. ✷
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Lemma 4.5. Assume the same assumption in Lemma 4.1. Vector sequence
p0,p1,· · · , pk are produced in one AP process, then
||pi|| ≤ ||pi+1|| (i = 0, 1, 2, · · · , k) (29)
and the equal sign holds if and only if
Ai+1pi = bi+1
Proof. Inequality (29) comes from (14) directly. We now prove the neces-
sary condition for ||pi+1|| = ||pi||.
(Necessity) Note that if ||pi+1|| = ||pi|| holds , by (14) we must have pi+1 = pi.
Also from (16) we know that
pi+1 = αipi + A
T
i+1u,
thus
ATi+1u = pi+1 − αipi = (1− αi)pi. (30)
Multiplying both sides of (30) by Ai+1 we have
Ai+1A
T
i+1u = (1− αi)Api. (31)
Note that from (17) we have
Ai+1A
T
i+1u = bi+1 − αiApi. (32)
Combining (31) and (32) yields
Api = bi+1.
(Sufficiency)Now we prove pi+1 = pi under the assumption Api = bi+1.
As a matter of fact, in view of (17) and (18) we only need to show that
αi = 1
in this case.
Since (x− pi, pi) = 0, we have
xT pi = p
T
i pi. (33)
By using Ai+1pi = bi+1 we obtain
pTi A
T
i+1A˜i+1Ai+1pi = bi+1A˜i+1bi+1 (34)
Hence from (18) we have
αi =
xTpi − (Ai+1pi)T A˜i+1bi+1
pTi pi − pTi ATi+1A˜i+1Ai+1pi
=
pTi pi − bTi+1A˜i+1bi+1
pTi pi − bTi+1A˜i+1bi+1
= 1
This completes the proof of the sufficient condition. ✷
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5. An Accelerative Scheme
We have observed from the preceding sections that the convergence speed
of the simple iterative algorithm may not be very satisfactory in general.
In this section we are to design some accelerative approach for the PAP
algorithm.
If we check the PAP procedure (Algorithm 3) carefully and let pi, ci denote
the output from each call to algorithm 1 or 2, the sum of pi is used in
Algorithm 3 as an approximation xk, i.e., xk = p1 + p2 + · · · + pk when
the xk satisfies some convergence conditions, it is used as the final output
approximation. The following facts are obvious.
Theorem 5.1. Let xk be defined as above, ek = x− xk, then
lim
k→∞
xk = x
i.e.,
lim
k→∞
ek = lim
k→∞
x− xk = 0.
and {||ek||}∞1 is strictly decreasing.
We aim to use a combination of some selected approximate solution from
the sequence {xk}M1 (M<∞) to obtain an “optimal” approximation, named
as y1, and then use it to update the original system. This process is repeated
to get next optimal approximation solution y2, and so on and so forth.
In Krylov subspace methods, this can be accomplished by using coeffi-
cients of some specially chosen polynomials, as explicitly done in Chebyshev
semi-iterative method for accelerating stationary methods or implicitly done
in GMRES, FOM, etc. The drawbacks of these techniques are: the resulted
combination still falls into a Krylov subspace with the same fixed genera-
tor matrix and starting vector, which leads to their ultimate inefficiency in
solving large scale problems and thus have to resort to some preconditioning
techniques. Furthermore this treatment can not always guarantee a conver-
gent scheme.
Our strategy here is to pick up a subsequence of {xk}M1 , say, starting from
an initial xk0 in {xk}M1 and then pick another vector xki after every t iterations
to form a sequence {xki}mi=0 with m a small integer. For example, in the
sequence {xk}M1 we pick up x10, x20, · · · , xm∗10 as the subsequence, renamed
as {vk}m1 and then we try to find the projection of x on the subspace W =
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span{v1, v2, · · · , vm}. To reach this goal we have to resolve two key problems:
first one should be able to obtain the inner product between x and each xk;
secondly one should be able to selectively store the wanted subsequence {vk}m1
from the sequence {xk}M1 and discard the unwanted vectors in the sequence
without affecting the calculation of inner product between x and xk.
The following conclusion helps to resolve these questions.
Theorem 5.2. Let x be the solution to system (1), r0 = b, pk be the approx-
imation to ek−1 in system Aek−1 = rk by Algorithm 1 or 2, ck = e
T
k−1pk with
e−1 = x, rk = rk−1 −Apk−1, ek = ek−1 − pk, xk =
∑k
i=0 pi. Then
x = xk + ek, (35)
xT pk = ck + x
T
k−1pk (36)
xTxk =
k∑
i=0
ci +
k∑
i=0
xi−1pi (37)
for k = 0, 1, 2, · · · .
Proof. Since ei = ei−1 − pi, we have
ei−1 = ei + pi.
Hence
k∑
i=0
ei−1 =
k∑
i=0
ei +
k∑
i=0
pi,
which can be rewritten as
k∑
i=0
ei−1 −
k∑
i=0
ei =
k∑
i=0
pi.
Note that e−1 = x, we have
xk =
k∑
i=0
pi =
k∑
i=0
ei−1 −
k∑
i=0
ei = e−1 − ek = x− ek.
Thus
x = ek + pk,
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which gives (35).
Note that
xT pk = (xk−1 + ek−1)
Tpk = x
T
k−1pk + e
T
k−1pk = ck + x
T
k−1pk
which yields (36). Finally by (36) we have
xTxk = x
T
∑k
0
pi =
∑k
0
xT pi =
∑k
0
(ci + x
T
i−1pi) =
∑k
0
ci +
∑k
0
xTi−1pi
which gives (37). ✷
Expression (37) suggests us that the inner produce between x and xk
for any k only depends on two real number sequences {ci}k0 and {τi}k0 with
τi = x
T
i−1pi and τi only depends on the last approximation pi to error vector
ei and accumulated approximation xi−1. Hence it is possible for us to design
an algorithm which only needs to store a constantly updating vector xk and
save two number sequences {ci} and {τi} during the iteration process. It
is thus viable for us to selectively store the wanted approximation xk and
discard those unwanted ones in the approximation sequence {xi}M1 .
The following algorithm makes use of these benefits and constantly seeks
a projection vector on the subspace formed by the selected approximation
vectors.
Algorithm 4. (Accelerated Progressively Accumulated Projection–APAP) Let
x be the solution to system (1), ∆ ⊂ {1, 2, · · · ,M} be a predetermined index
set. The following procedure produces an approximation to the solution x in
Ax = b.
25
Step 1: (Initializing) Set y ∈ Rn as zero vector
Step 2: Do while not convergent
step 2.1 Set r = b(∈ Rn), li = 0(∈ R), xi = 0 (∈ Rn)
step 2.2 For i = 1 to M
step 2.2.1 Call Algorithm 1 or 2 to get projection vector pi to ei−1
satisfying Aei−1 = r and ci = e
T
i−1pi.
step 2.2.2 Set τi = x
T
i pi, li = li + τi + ci
step 2.2.3 Set xi = xi + pi
step 2.2.4 Update r as r = r − Axi.
step 2.2.5 Store xi into matrix H as a row vector and li into vector
L if i ∈ ∆.
step 2.3 Calculate projection vector v of x¯(= A−1b) on
ran{H}
v = H(HTH)−1L
step 2.4 y = y + v
step 2.5 b = b− Av
end
Remark:
In both PAP and APAP methods one has to repeatedly call basic
AP methods(version 1 or version 2) to get the projections. Hence
in actual implementation of these two algorithms it is necessary to
rewrite the original system into its equivalent forms. In case the
division of A and b is non-overlapped, each subsystem Aix = bi
corresponding to the division can be rewritten as QTi x = b˜i where
QiRi = A
T
i forms the QR factorization(in case A is dense) or QS
factorization(in case A is sparse) of Ai, while b˜i = (R
T
i )
−1bi; in
case of an overlapped division, one can use some extra sequence
of submatrix-vector pairs to get the projections easily. By these
rearrangement it is thus very efficient for us to get the projections
of any vector on each subspaces. Note that the orthogonalization
of each submatrix is needed only once.
It turns out that the accelerating effect of this algorithm is remark-
able by comparing Table 1 and Table 2 where the block sizes in both tests
are exactly the same and the predetermined index set is selected as ∆ =
{10, 20, 30, 40, 50, 60}. For instance, to reach the same level O(10−7) of rela-
tive residual error, PAP method(Algorithm 3) needs almost 14000 iterations
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Table 2: iteration numbers needed for convergence using APAP
tolerance range 10−1 – 10−7 10−8–10−13 10−14–10−19
outter iter# 2 3 4
while APAP method(Algorithm 4) needs only 2 × 60 = 120 iterations, an
amazingly improved convergence speed!
6. Numerical Experiments
In this section we will show some applications of the aforementioned
APAP method. APAP is used to compare with block Jacobi method and
GMRES since both are currently benchmark iterative methods in the cate-
gory of extended Krylov subspace methods: the former is stationary and the
later is non-stationary.
In the first example, we chose coefficient matrix A ∈ R400×400 as the
following tridiagonal matrix
A = tridiag(−1, 2,−1)
and the solution vector x is taken as the values of function u(t) = t(1− t)e3+t
at grid points t = i · h (i = 1, 2, · · · , 400) and h = 1/401. The results are
listed in Table 3.
Table 3: Comparison between APAP and block Jacobi
block size cpu time(s) iter # rel. residual
blk Jacobi apap blk Jacobi apap blk Jacobi apap
30 34.9 2.70 11015 540 4.03e-5 1.59e-9
35 26.8 2.31 9528 440 3.73e-5 5.52e-11
40 20.2 1.60 8406 330 3.49e-5 1.38e-10
45 18.2 1.08 7533 220 3.29e-5 6.67e-10
50 16.4 1.36 6827 320 3.12e-5 4.27e-11
We can see from this table that APAP exhibits much better performance
than block Jacobi method does in terms of precision measured by the relative
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residuals, in the mean time APAP used much less cpu time and iteration
numbers either.
As the second example, we use APAP to solve the Poisson problem defined
on the unit square [0, 1]× [0, 1]. The discretization scheme is the FDM five-
point stencil, the resulted coefficient matrix A is a symmetric block diagonal
matrix A ∈ Rn×n (n = 2000) and the exact solution u ∈ Rn is taken as
grid values of function u = x(1 − x)y(1 − y)e3+x2+y2 at grid nodes {(i ·
hx, j · hy)} with i = 1, · · · , 50, j = 1, · · · , 40 and hx = 1/51, hy = 1/41. The
following table shows the iterations need for convergence with tolerance set as
10−5 as well as the comparison between the relative errors obtained by these
two methods. Note that here the matrix A has a relatively small condition
number cond(A) = 867 and the block size is determined as
√
mn so that
an AP iteration needs approximately the same amount of storage as those
of GMRES, where n is the size of the system and m is the predetermined
restart number for GMRES(m), note that the actual iteration number of
GMRES(m) is out ∗ in with out as the specified maximum iteration for
GMRES and in as the restart number Matlab actually used in its running,
while the actual iteration number is also counted as out ∗ in. It seems that
GMRES outperforms APAP in terms of time and iteration numbers in this
case. We also need to mention here since the coefficient matrix A is SPD, thus
CG can be used to solve this problem and we recorded that CG outperforms
both GMRES and APAP in this example in both cpu time and accuracy.
Table 4: Comparison between APAP and GMRES
settings iter. # time(in s) rel. error
apap gmres apap gmres apap gmres apap gmres
blk size restart (out,in) (out,in)
90 4 (12,50) (234,1) 13.3 8.4 7.6e-5 1.6e-4
110 6 (8,50) (106,3) 9 2.7 2.5e-5 1.6e-4
127 8 (4,50) (61,3 ) 4.6 3.9 7.5e-5 1.6e-4
142 10 (4,50) (40,4 ) 4.6 3.2 6.5e-5 1.6e-4
155 12 (3,50) (28,11) 4.1 3.1 7.6e-5 1.5e-5
168 14 (3,50) (22,2 ) 4.1 2.9 3.7.e-5 1.5e-5
179 16 (3,50) (17,11 ) 4.1 2.5 5.1e-5 1.5e-5
190 18 (2,50) (14,13) 3.0 3.4 5.2e-6 1.4e-5
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The third test is on a system with asymmetric coefficient matrix
A = tridiag(−1, 2,−1.05)
having condition numbers varying from 18944 to 4.0902 ∗ 1051 with n vary-
ing from 100 to 4600, the following table shows the comparison between
APAP and GMRES applied on the same systems with exact solution as
u = 2 sin(pix)e3+x. Note that the iteration number for APAP and GMRES
are the total iteration numbers computed as inner loop multiplied by outer
loop numbers. The restart number (m) for GMRES is fixed at 8. It is in-
teresting to see that the relative error of APAP is much better than that of
GMRES, different than that in the second example.
Table 5: Comparison between APAP and GMRES
apap iter. # time(in s) rel. error rel. residual
size gmres apap gmres apap gmres apap gmres apap
29 8.0e+3 729 1.4 0.14 3.14e-2 6.71e-8 4.84e-4 1.37e-6
70 4.8e+4 2016 10.3 0.95 8.19e-4 2.33e-4 2.33e-4 7.60e-6
94 8.8e+4 456 27.5 0.90 3.2e-4 9.68e-5 9.10e-5 1.24e-7
114 1.28e+5 309 42.3 1.66 1.81e-4 5.59e-5 5.14e-5 6.41e-6
130 1.68e+5 309 69.8 2.78 1.20e-4 3.74e-5 3.40e-5 6.98e-7
145 2.08e+5 309 135.1 5.52 8.69e-5 2.72e-5 2.46e-5 2.40e-7
158 2.48e+5 309 296.8 7.47 6.66e-5 2.10e-5 1.88e-5 8.07e-8
170 2.88e+5 309 342.7 11.18 5.32e-5 1.68e-5 1.50e-5 1.80e-8
182 3.28e+5 309 400.6 11.52 4.37e-5 1.38e-5 1.24e-5 7.41e-9
192 3.68e+5 309 417.7 13.40 3.67e-5 1.16e-5 1.04e-5 4.86e-9
As the last experiment we use Hilbert matrix as the coefficient matrix A
in system (1), the solution x is exactly as in example 2.
Hilbert matrix is a well-known extremely ill-conditioned matrix and its
condition number grows exponentially. In our experiments the direct solver
in the MATLAB math package will fail to produce any significant solution
to system (1) as n is greater than 16. However by using APAP we can solve
this system with n up to a few thousand in this case(see figure 3). Again
in this case CG can be applied and it takes much less cpu time to reach the
same accuracy;
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Figure 3: Comparison of approx. solns between GMRES and APAP
It is interesting to notice here that although the approximate solution
given by GMRES yields a much better relative residual, its relative error is
a little worse than that of approximate solution given by APAP.
7. Comments and Summary
In this paper we discussed a new type of projection methods with the
newly introduced AP technique. The major features of these type of itera-
tive methods which make them differ from current existing prevalent Krylov
subspace methods includes: (1) the inner products between each approximate
solution and the exact solution is recorded and used for later approximations;
(2) they are the first type of non-Krylov subspace methods as far as authors
know; (3) the AP techniques actually help to expand the original system into
a much larger size of systems (i.e., many more equations can be embedded
into the original system with the same solution) and therefore bring much
more opportunity for designing accelerative schemes like the one in APAP
method.
These type of methods can overcome some shortcomings of current pre-
vailing Krylov subspace methods and exhibit better performance in many of
our test problems, especially in case of large sparse linear systems. We have
to point out that the construction of some test systems are made so that
the exact solutions have dominant components coming from the eigenvalues
of the coefficient matrix A with smallest eigenvalues in magnitude, and our
test shows that Krylov subspaces usually have a slow convergence speed in
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these situations, while the APAP method introduced here has a much stable
and better performance behavior. APAP can also be used to solve systems
with dense coefficient matrices, however to make it applicable, one needs an
efficient process to get the projection vectors of x into subspaces formed by
row vectors of submatrices of the coefficient matrix, which will be introduced
in our later work. When the size of the blocks decreases, or equivalently the
number of blocks increases, the convergence speed deteriorate. A remedy is
to simply increase the number of AP sweep in each AP process and our nu-
merical experiments show that the time cost is quite reasonable. Currently
there is no theoretical results for predicting the iteration numbers needed for
any specified tolerance level, since it depends on detailed error analysis of AP
process, which seems to be a challenging problem since there does not exist
a so-called iteration matrix in the above AP schemes as those in traditional
iterative schemes.
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