Abstract. Nowadays, much effort is being devoted to develop techniques that forecast natural disasters in order to take precautionary measures. In this paper, the extraction of quantitative association rules and regression techniques are used to discover patterns which model the behavior of seismic temporal data to help in earthquakes prediction. Thus, a simple method based on the k-smallest and k-greatest values is introduced for mining rules that attempt at explaining the conditions under which an earthquake may happen. On the other hand patterns are discovered by using a tree-based piecewise linear model. Results from seismic temporal data provided by the Spanish's Geographical Institute are presented and discussed, showing a remarkable performance and the significance of the obtained results.
Introduction
A time series is a sequence of values observed over time and, therefore, chronologically ordered. Given this definition, it is usual to find data that can be represented as time series in many research fields.
The study of the past behavior of a variable may be extremely valuable to predict its future behavior. Assuming that the nature of the earthquakes time series is stochastic, clustering techniques have shown that these time series exhibit some temporal patterns, making the modeling and subsequent prediction possible [11] .
This paper analyzes and forecasts earthquakes time series by means of the application of two classical techniques: Quantitative association rules (QAR) and regression.
A revision of the latest published works reveals that the amount of metaheuristics and search algorithms related to association rules with continuous attributes is limited. Nevertheless, a classifier was presented in [13] to extract quantitative association rules from unlabeled data streams. The main novelty of this approach lied on its adaptability to on-line gathered data. Also, a metaheuristic based on rough particle swarm techniques was presented in [1] . In this case, the special feature was the obtention of the values determining the intervals of the association rules. They also evaluated and tested several new operators in synthetic data. A multi-objective pareto-based genetic algorithm was presented in [2] . The fitness function was formed by four different objectives: support, confidence, comprehensibility of the rule (aimed at being maximized) and the amplitude of the intervals that forms the rule (intended to be minimized). The work published in [17] presented a new approach based on three novel algorithms: Value-interval clustering, interval-interval clustering and matrix-interval clustering. Their application was found especially useful when mining complex information. Another genetic algorithm was used in [16] in order to obtain numeric association rules. However, the unique objective to be optimized in the fitness function was the confidence. To fulfill this goal, the authors avoided the specification of the actual minimum support, which is the main contribution of this work. Finally, an extension of the well-known binary-coded CHC algorithm is presented in [10] for finding existing relations between atmospheric pollution and climatological conditions.
Regression techniques have been widely used for forecasting time series [5] . Thus, an empirical study on sea water quality prediction can be found in [7] . Hatzikos et al. faced the problem of forecasting water quality based on underwater sensors measurements, by means of a large variety of both linear and nonlinear methods. Also, a new methodology to build regression trees was introduced in [3] . The authors transformed quantitative data into statistical moments, and constructed a tree to estimate the forecasting interval of the target variable. Last, the problem of predicting the machinery degradation and trending of fault propagation before reaching the alarm was studied in [12] . In particular, the authors proposed an approach based on regression trees to forecast such time series.
The rest of the paper is divided as follows. Section 2 provides the methodology used in this work. The results of the approach are reported in Section 3. Finally, Section 4 discusses the achieved conclusions.
Methodology
The methods used to extract knowledge from earthquakes time series are described in this section. The goal is to find patterns in data that precede the appearance of earthquakes with a given magnitude.
Association Rules Mining
Let F = {F 1 , ..., F n } be a set of features with values in R describing an earthquake. The desired rules are defined by the following equation: i=1,...,n−1
where l i and u i represents the lower and upper limits of the interval for F i , respectively and the limits l n and u n are given depending on the objective of the problem to be solved. In the context of seismic time series, F n represents the earthquake magnitude to be predicted and the limits l n and u n depend on the required size of the earthquakes to be forecasted. The proposed method to obtain QAR is described as follows. First, the dataset is sorted by the feature F n , that is, by the consequent of the rule. Once the limits [l n , u n ] are set, the range of the remaining features F i is calculated as:
Let f 
where
the number of elements of the set R(F i ).
Let S i be the set of pair of values such that the amplitude of the interval to be searched for the feature F i is sufficiently small. That is,
where M AX i is the maximum allowed amplitude for the feature F i which is a given parameter depending on the desired rules. Thus, for any value (k 
Regression: M5P Algorithm
The second method used to obtain patterns in seismic time series is the M5P algorithm available in WEKA [4] . The M5P approach [15] extends to the M5 algorithm by adding missing values techniques and transformation of features from discrete values to binary values. The algorithm M5 [14] provides a conventional decision-tree with linear regression functions at the nodes. The tree is obtained by a classical induction algorithm but the splits are obtained by maximizing the reduction of the variance and not maximizing the gain of information.
Once the tree has been built, the method computes a linear model for each node. Later the leaves of the tree are pruned while the error decreases. For each node, the error is the mean of the absolute value of the difference between the predicted and actual values for each example reaching such node. This error is weighted depending on the number of examples which reach that node. The process is repeated until all examples are covered for one o more rules.
Thus, M5P generates models that are compact and relatively comprehensible.
Results
This section presents the results obtained from the application of the approaches introduced in Section 2. In particular, Section 3.1 provides a description of the data used. Sections 3.2 and 3.3 gather all relevant results mined by means of association rules and decision-tree techniques, respectively.
Data Description
The dataset used in this work has been retrieved from the catalogue of Spanish's Geographical Institute (SGI), which contains the location and magnitude of Spanish earthquakes. Additionally, the b-value parameter of the Gutenberg-Richter law has been calculated, as it reflects the tectonics and geophysical properties of the rocks as well as the fluid pressure variations in the characterized surface [9] .
Thus, each sample forming the dataset is composed by four attributes: Current earthquake magnitude, time when the earthquake occurred, associated b-value, and magnitude of the previously occurred earthquake. Note that earthquakes with magnitude lower than 3.0 have been removed from the dataset, and both aftershocks and foreshocks have been removed to avoid dependent data, as recommended in [8] .
Despite the Iberian Peninsula is divided in 27 seismogenic areas according to SGI, only areas 26 and 27 (Alboran Sea and Western Azores-Gibraltar Fault, respectively) have been studied, since they are the most active ones [11] . The considered earthquakes date from 1981 to 2008, having been analyzed a total of 873 quakes.
Quantitative Association Rules Extraction
All mined association rules to forecast earthquakes are now introduced and discussed. As the goal is to find patterns that precede quake occurrences, the magnitude of the current earthquake, M c , has been forced to be the only attribute in the consequent.
The M c attribute has been divided in three non-overlapped intervals: [3.0, 3.5) or small earthquakes, [3.5, 4.4) or medium earthquakes, and [4.4, 6.2] or large earthquakes (note that the largest retrieved earthquake magnitude is 6.2). Tables 1, 2 , and 3 show the rules extracted for large, medium and small earthquakes, respectively. Note that Δb and Δt represent the increment of the b-value and the time elapsed between the previous and current earthquake, respectively. Also, the magnitude of the earthquake occurred prior the current one, M p , has been Table 1 . These rules share a common feature, which is that they all present remarkable and negative Δb. Moreover, Δt is small in all rules, except for rule #3, which allows time intervals up to 0.33. From the 53 earthquakes that satisfy that M c ∈ [4.4, 6.2], 14 are covered by rules #1, #2 and #3, which represents a support of 26.4%. On the other hand, it is noticeable the high confidence reached by all of them: 80.8% on average. Finally, the interestingness of the rules (or lift) is 13.3 on average. Assuming that a lift greater than 1 leads to consider the rule as interesting [6] , the obtained values indicate that the extracted rules provide meaningful knowledge. Table 2 shows the QAR obtained for medium earthquakes, that is, with M c ∈ [3.5, 4.4). The most significative feature that share all the rules is that the bvalue does not vary much (its value ranges from Δb = −0.07 to Δb = 0.02). Also remarkable is that the occurrence of these earthquakes takes place after moderately short time periods (the time elapsed between earthquakes varies from Δt = 0.00 to Δt = 0.20). As for the quality of the results, 86 earthquakes out of 344 were covered by rules #4, #5 and #6, which means a support of 25.0%. The confidence was of 76.0% on average which can be considered high. Last, the lift measure also confirms that the rules are high quality, since it has values greater than 1, in particular, 1.9 on average. Table 3 represents the best QAR discovered for small earthquakes (M c ∈ [3.0, 3.5)). The b-value is now characterized by moderate and positive increments (Δb ranges from 0.01 to 0.04). Moreover, in contrast to what happens with medium and large earthquakes, the time elapsed is high, varying from Δt = 0.10 to Δt = 0.32. A total of 476 small earthquakes were retrieved, from which 46 have been covered by rules #7, #8 and #9, which imply a support of 9.7%. Especially noticeable is the confidence reached by these rules which is 85.7% on average. Again, the lift measure is greater than 1 for all rules, in particular, 1.7 on average. [4.6, 5.9] 70.6 3.6 1.8 
M5P Results
This section provides the result obtained from the application of the M5P regressor. Fig. 1 illustrates the tree built by this algorithm. Thus, M5P found four linear models (LM), whose equations are listed below:
LM 2:
LM 4:
The analysis of this model reveals that the b-value is the most significative attribute, as it appears in the two first levels of the tree. Also, the coefficients corresponding to b-value have the greatest weights in the linear models. The first cutoff is set for Δb = −0.004. Thus, the first linear model, LM 1, is found when Δb ≤ −0.004. This model has the biggest absolute value for the Δb coefficient (a value of -11.2781). Moreover, as this coefficient is negative, it can be stated that the smaller is the value of Δb, the bigger is the earthquake magnitude. On the other hand, the coefficient of M p is positive (a value of 0.3237), which leads to conclude that M c is directly related to M p . In other words, the magnitude of the current earthquake has a direct relation with the magnitude of the previous one.
The earthquakes occurred with Δb > −0.004 are modeled by three linear models (LM 2, LM 3 and LM 4). All of them present similar Δb coefficients, which involves inverse relation with the magnitude of the current earthquake, that is, the bigger is Δb, the smaller is M c . Nevertheless, its influence is more moderate than that of LM 1.
The second cutoff is set for Δb = 0.011. Thus, when Δb > 0.011 the LM 4 model is provided (see equation (10) . In this model, the most significative coefficient is that corresponding to Δt with a weight of -0.3696, revealing that the longer is the time elapsed, the smaller is the magnitude of the current earthquake. It is also notable that the magnitude of the previous earthquake does not influence much in this model as it is weighted by 0.0096.
When the b-value varies between -0.004 and 0.011, the model proposes two different linear models (LM 2 and LM 3), depending on the time elapsed between the previous and current earthquake. Although both linear models are quite similar, when the time elapsed is less or equal than 0.024 (LM 2 model), the magnitude of the previous earthquake influences much more than when it is greater than 0.024 (LM 3 model) as the coefficient of M p is 0.1889 in LM 2 versus 0.0213 in LM 3.
Finally, a measure of the quality of results is now discussed. The tree presents a correlation coefficient of 0.67. The mean absolute error is 0.26 and the root mean squared error is 0.35. These errors are considered satisfactory given the stochastic nature of the problem studied.
Conclusions
Earthquake data from two particular areas of the Iberian Peninsula have been successfully mined by means of two different techniques: QAR and the M5P algorithm. In particular, QAR with a confidence of 83.0% and a lift of 5.6 on average have been discovered and a regression-tree with an error of 0.35 has been built. Both techniques have discovered the great influence that the b-value has in earthquakes occurrences as its variation along with the time elapsed have shown to be useful to model different earthquakes. Thus, the patterns discovered before an earthquake takes place may be useful in subsequent predictions.
