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O cancro é uma das principais causas de morte em todo o mundo, sendo o cancro do estômago
o terceiro mais mortal. Métodos de imagem em gastroenterologia são essenciais para que os
médicos consigam diagnosticar quaisquer potenciais problemas. No entanto, a anatomia de
trato gastrointestinal torna o diagnóstico difícil, demorado, e a sua exatidão depende do grau de
conhecimento e da perícia do gastrenterologista. A fim de resolver as limitações na exatidão do
diagnóstico a pesquisa focou-se em sistemas de Diagnóstico Assistido por Computador (DAC)
capazes de fornecer uma “segunda opinião” ao combinar a capacidade do computador com a
competência do médico para fazer um diagnóstico final.
Esta dissertação tem como objetivo geral especificar e desenvolver um sistema de DAC
interativo que será utilizado primariamente por investigadores do projecto “Computer Assisted
Gastroenterology Examination” (CAGE). Este sistema permitirá aos investigadores não só
capturar e reproduzir sinal de vídeo transmitido pelos endoscópios, mas também adicionar os
seus algoritmos de Visão Computacional (VC) na forma de plugins que irão processar o vídeo
capturado. Para além disso, será possível controlar o sistema de forma interativa usando uma
interface tátil a correr num dispositivo móvel. No futuro, o sistema destina-se a ser usado por
gastrenterologistas no bloco operatório, durante exames de gastrenterologia.
Para alcançar os objetivos propostos, começámos por fazer uma análise meticulosa às tecnologias
que melhor se adaptariam às nossas necessidades. Posteriormente, definimos um conjunto
de requisitos funcionais e não funcionais para o nosso sistema, assim como a arquitetura do
sistema. Guiados pelos dois passos anteriores demos início à última fase do nosso trabalho, a
implementação efetiva do sistema de DAC.
Como resultado desta dissertação desenvolvemos um sistema de DAC que cumpre os objetivos
propostos e que pode ser usado pelo grupo de investigadores do projeto CAGE para testar
algoritmos de VC no bloco operatório durante endoscopias e também para experimentar




Cancer is a leading cause of death worldwide, gastric cancer being the third most lethal. Gastroen-
terology (GE) imaging is essential for physicians to diagnose any potential problems. However,
the anatomy of the gastrointestinal tract makes the diagnose difficult, time consuming and its ac-
curacy depends on the gastroenterologist’s expertise. To address the accuracy limitation research
has focused on Computer Assisted Diagnosis (CAD) systems capable of providing a "second opin-
ion", combining the computer’s capability and the physician’s competence to make a final diagno-
sis.
This dissertation aims to specify and develop an interactive CAD system that will be primarily used
by researchers of the Computer Assisted Gastroenterology Examination (CAGE) project. Using
this system they will be able not only to capture and playback video signal from endoscopes, but
also to add their Computer Vision (CV) algorithms in the form of plugins that will process the
captured video. Moreover, it will be possible to interactively control the system using a touch
based interface running on a portable device. In the future, the system is intended to be used by
gastroenterologists in the operating room.
To achieve our goals we have started by doing a meticulous technology analysis to help us select
the best technologies. Then, we have defined a set of functional and non-functional requirements
for our system and we also have defined the system architecture. Guided by the two previous steps
we have started the last phase of our work, the actual implementation of the CAD system.
As a result of this dissertation we have developed a CAD system that accomplishes all the proposed
goals and that CAGE research group can use to test their CV algorithms in the operating room
while endoscopic procedures are being performed and also to try novel approaches in the human-
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Cancer is a leading cause of death worldwide, accounting 8.2 million deaths in 2012. Gastric
(or stomach) cancer is the third most lethal cancer in the world with around 723,000 deaths (Fig.
1.1). Projections show that the number of cancer cases will rise from 14 million in 2012 to 22
million within the next two decades [1]. In the United States of America (USA) the total of new
Gastrointestinal (GI) cancers expected to be diagnosed in 2013 is approximately 223,000 and the
estimated number of deaths is 84,000 [2]. Although trends show that incidence rate for both lower
and upper GI tract have been falling over the last 10 years there still are some difficulties on
accessing the GI tract for diagnosis or intervention.
Figure 1.1: Cancer mortality worldwide in 2012
(Source: http://goo.gl/RoKURB, accessed: 2014-06-23)
Gastroenterology (GE) imaging is essential for physicians to diagnose any potential problems.
The procedure consists in analyze the internal walls of various organs in the GI tract to assess it’s
health. From the scope of available techniques the one of choice is the flexible endoscopy due
to the high diagnostic accuracy. However, the procedure is poorly tolerated by patients [3] and it
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suffers some limitations when used for screening the GI tract. For that reason a Computer Assisted
Diagnosis (CAD) system may be an helpful tool to assist in the procedure thus alleviating some of
the limitations.
1.1 Context
This work was developed for the Computer Assisted Gastroenterology Examination (CAGE)
project, http://cage.up.pt, which aims to explore Computer Vision and Human-Computer
Interaction (HCI) methodologies in order to improve a clinician’s ability to diagnose cancer
quickly when facing a variety of Gastroenterology imaging modalities (Capsule, Narrow-Band
Imaging or High-Definition Endoscopy).
Due to the rapidly evolving technological area there is a need for automated or semi-automated
tools. Exploring the medical community’s awareness that computer assisted diagnosis will help
and support a medical diagnosis thus preventing some errors and improving the health quality of
their patients, CAGE’s primary goal is to provide an essential tool for clinicians to detect cancer
effectively. A secondary goal is concerned to the development of a HCI system which will ease
the physicians’ examination routines due to the addition of another technological tools.
1.2 GI cancer diagnosis - The Present
Conventional diagnosis of GI cancer consists mainly on the visual inspection of the interior of
the GI tract, done primarily by using an endoscope. The physician studies the patient’s file and if
there are enough indicators the procedure is performed. To perform visual endoscopic inspection
bowel preparation might be required to remove the contents of the GI tract. During the procedure
the physician inspects the accessible parts of the GI tract, searching for abnormalities, using an
endoscope. The device consists of a probe with air and water insufflation, light source and a
camera at the tip. The endoscope also has at least one channel used to insert instruments that
are used to perform diagnosis or treatment (e.g. collect tissue samples). During live endoscopic
examinations the physician may capture images that will be used to make the diagnosis. After
the procedure the physician registers his observations and awaits for the biopsy report from the
laboratory, if any was collected, to confirm the diagnosis.
1.2.1 Challenges
Some problems arise with conventional endoscopy. Although the procedure is performed by an
expert gastroenterologist, the anatomy of the GI tract makes the diagnose difficult, turning it into
a time consuming procedure which can last around thirty minutes. Therefore, only a limited
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number of patients can be screened. For this reasons the procedure requires an extended amount
of resources in terms of time, cost, expertise and equipment.
1.3 GI cancer diagnosis - The Future
To overcome some challenges, specially the one regarding the physician’s expertise, CAD systems
can be helpful because they offer a "second opinion" based on objective and consistent results
[4]. Because of this reason the assistance provided by the CAD system can potentially increase
gastroenterologists’ performance and can also be used to train inexperienced physicians.
Our vision of a CAD system for diagnosis of gastrointestinal cancer consists in three main mod-
ules:
• Information Access (IA) module - register patient’s information and exams for an effective
follow up
• Computer Vision (CV) module - responsible for analyzing and processing the collected data
• Human-Computer Interaction (HCI) module - is the module responsible for the system in-
terface, for example, touch interfaces, voice commands, gestures, etc. This module allows
the physician to look up for information stored in the Information Access module and also
allows the physician to select which computer vision algorithm will be used to analyze the
collected data
1.4 CAD Systems
Early studies on quantitative analysis of medical images by computer were reported in 1960s [5, 6].
It was assumed that computers could replace radiologists detecting abnormalities, because com-
puters and machines were considered better that Humans at performing certain tasks. However,
this excessive high expectation on computers was a serious flaw. In the 1980s another approach
emerged which assumed that computer output could be used by physicians, but not replace them
[7]. This concept is currently known as CAD.
With CAD physicians use the computer output as a "second opinion" to make their final decision.
Therefore, for some clinical cases if the physicians are confident about their judgments they may
agree with the computer output, or disagree and then disregard the computer output. However,
when they are less confident, it is expected that the final decision can be improved by the computer
output.
The diagnosis improvement is only possible when the computer result is correct. The higher the
performance of the computer, the better the overall effect on the final diagnosis. Nevertheless,
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the performance level of the computer does not have to be equal or higher than that of the physi-
cian. With CAD the potential gain is a result of a combining the physician’s competence and the
computer’s capability.
CAD research focus mainly on breast cancer detection [8, 9, 10], lung cancer detection [11, 12]
and colon cancer detection [4, 13, 14]. But we can also find CAD research on other areas such as
brain, liver, skeletal system and vascular system [7].
There are already some commercial CAD systems approved for clinical use. Two examples of
CAD systems are: Hologic R©’s CenovaTMsystem used for breast Magnetic Resonance Imaging
(MRI) and breast ultrasound [15] and iCad R©’s used in Mammography [16], breast MRI [17],
prostate MRI [18] and Computer Tomography (CT) Colon [19].
1.5 Goals
The goal of this dissertation is to proceed with our vision of a CAD system and propose a system
architecture for the CV module as well as developing an HCI module prototype to interact with it.
To reach that goal we have defined the following objectives:
1. Create a system capable of display a video signal captured by a camera
2. Create a system capable of processing a video signal and display the processed image in
real time
3. Develop a plugin system that will make it possible to easily integrate computer vision algo-
rithms for image processing
4. Develop a touch based interface prototype to interact with the video capture and processing
5. Produce detailed documentation of the system implementation
1.6 Dissertation Structure
This dissertation is divided into six chapters: "Introduction" (Chapter 1), "Gastroenterology Imag-
ing" (Chapter 2), "System Specification" (Chapter 3), "Implementation" (Chapter 4) and "Conclu-
sions and Future Work" (Chapter 5).
Chapter 1 describes the present of gastroenterology examination and explains why there is a need
for a CAD system.




In chapter 3 we present the first stage of our software development process, the planning stage.
In this stage we start by a technological analysis both in terms of hardware and software, then
we present the system’s services and we define constraints that will be applied to the system as a
whole and finally we detail the system architecture and design on a higher level.
Chapter 4 comprises the last stage of our software development process and covers the implemen-
tation details, detected challenges and how they were solved.
Finally, chapter 5 sums up the work drawing conclusions about the results and presenting sugges-






The Gastrointestinal (GI) tract presents many challenges for diagnosis and therapy delivery owing
to its length (nine meters) and varying diameters. Responsible for the digestion and absorption of
food and the removal of solid waste from the body, it is formed by the mouth, pharynx, esophagus,
stomach, small intestine, and large intestine [20].
Several times to identify problems related with the GI tract like burning, vomiting and abdominal
pain a gastrointestinal endoscopy might be needed. This procedure is a visual examination of
the various organs that compose the GI tract and that may help the physicians to make a correct
diagnosis.
In this chapter we will present different types of endoscopy, their advantages and limita-
tions.
2.1 Conventional GI Endoscopy
Conventional GI endoscopy examination is performed using an endoscope and is based on white-
light (WL) image acquisition. However, this technology can fail to reveal important information
and even experienced endoscopists have problems detecting lesions when using conventional WL
colonoscopy [21, 22].
2.1.1 Flexible Endoscope




• Control handle - held and moved by the endoscopist’s left hand, allows to control the instru-
ment tip, control suction, control air or water insuflation, capture images and also allows to
insert other devices through the working channel (Fig. 2.1)
• Insertion tube - controlled by the endoscopist’s right hand, is a flexible shaft with at least one
embedded working channel, suction and air channels, and wires to control the tip. The tip of
the insertion tube contains a digital imager for color image generation, a light illumination
system, an opening for air/water channel and a water jet to clear the lens (Fig. 2.2)
• Connector - attaches the endoscope to the endoscopy tower which commonly contains an
image processor, a 100- to 300-W white-light source with electrical power supply, air or
CO2 source, and water
Figure 2.1: Endoscope control handle
(Source: http://goo.gl/6FQykY, accessed: 2014-06-22)
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Figure 2.2: Endoscope tube
(Source: http://goo.gl/DsT7mv, accessed: 2014-06-22)
The image processor is responsible for redirecting the live endoscopic video to a display. The
processor also contains several controls that can help in enhancing the visualization of the tissue.
The processor has the video outputs in several formats and can also be connected to a recorder to
record during the endoscopic examinations. A pedal is also provided to the physician whom can
be use it to capture relevant images during the examination.
2.1.2 Procedure
Conventional diagnosis of GI cancer consists mainly on the visual inspection of the interior of the
GI tract, done primarily by using an endoscope. The physician studies the patient file and if there
are enough indicators the procedure is performed.
To enable visual endoscopic inspection bowel preparation is required to remove the contents of
the GI tract. The urgency of the clinical situation may influence the timing of the procedure and
the choice of dietary or pharmalogic preparation. Usually, the preparation starts on the day before
and consists of ingesting a laxative solution alongside a liquid diet (alcohol and beverages with
red/purple dyes are not allowed). For Upper GI endoscopy there is no need for this preparation.
However, the patients should not ingest solids for at least six hours and ingest no liquids for at
least four hours before the procedure. Due to the discomfort that might occur during the procedure
analgesics and sedatives may be used [23].
Depending on what the physician wants to analyze the endoscopic probe is inserted either through
the mouth, for upper GI tract examination (Fig 2.3), or the anus for lower GI tract examination.
During the procedure several instruments can be passed through the endoscope and controlled by
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an assistant endoscopist either to perform diagnosis or treatment (e.g., acquire a tissue sample,
remove polyps) [3].
Figure 2.3: Upper GI tract examination setup
(Source: http://goo.gl/e0maK3, accessed: 2014-06-22)
Throughout the procedure the physician captures images of the suspicious areas and makes the
diagnosis. At the end, a report is written and all relevant captured images are attached. If a tissue
sample was collected the physician awaits the biopsy report from the laboratory to confirm the
diagnosis.
2.1.3 Advantages
The most important advantage of conventional endoscopy is that it allows detailed visualization of
the GI tract complemented by the air and water channels that allow to remove view obstructions.
Another important advantage is the possibility to collect tissue samples that allow microscopic




2.1.4 Disadvantages and Limitations
Although it is a safe procedure some complications might occur. They are mainly related to se-
dation and analgesia, with cardiorespiratory problems being the most common [24]. Abdominal
discomfort and bleeding can also occur as well as organ perforation which is a serious compli-
cation that requires emergency open surgery to correct. Lastly, another possible complication is
infection [25].
2.2 Magnification Endoscopy
There are two different techniques that attempt to overcome the limitations of conventional en-
doscopy:
• High definition endoscopy
• High magnification endoscopy
The video capabilities of standard definition (SD) endoscopes are based on traditional televi-
sion broadcast formats. The SD signals offer images in 4:3 aspect ratio and the endoscopes
are equipped with charge coupled device (CCD) chips that produce image signal of 100,000 to
400,000 pixels which are displayed in SD formats. Advances in CCD technology have resulted in
chips with increased resolution. This chips used in the so-called high-resolution or high-definition
(HD) endoscopes produce signal images with resolutions that range from 850,000 pixels to 1 mil-
lion pixels and in order to provide a true HD image each component of the system must be HD
compatible. Due to the quality of the produced images, HD endoscopes can magnify the en-
doscopic image 30 to 35 times. High-magnification endoscopes are defined by the capacity to
perform optical zoom by using a movable lens in the tip of the endoscope. Optical zoom allows to
capture a closer image of the target while maintaining the image display resolution. This differs
from electronic magnification, which simply moves the image closer on the display resulting in an
image with lower number of pixels and lower resolution [26].
2.2.1 Advantages
Both techniques allow a detailed inspection of GI mucosa and both have the goal of helping to
target biopsies by providing an enhanced view of the suspected tissue which can be useful for
early detection of cancer. This is because the evolution of cancer starts by changes in the mucosal
surface which are hard to detect using conventional endoscopy and later penetrates the walls of
the organs extending to neighbor organs.
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2.2.2 Disadvantages and Limitations
This procedure has the same limitations as the conventional procedure. For the particular case
of magnification endoscopy, although it can be used to detailed inspection of the mucosa it is
not adequate for diagnosis because the damaged tissues must be first detected by conventional
diagnosis before they can be examined under magnification [27].
2.3 Chromoendoscopy
Chromoendoscopy is based on the application of various dye solutions to the mucosa of the GI
tract (Fig 2.4), which enhance subtle mucosal changes that are difficult to perceive in conventional
endoscopy and may assist in obtaining targeted biopsy specimens. The dyes are sprayed onto
the mucosa using a spray catheter that is passed through the working channel of the endoscope
[28].
2.3.1 Advantages
The main advantage of chromoendoscopy over conventional endoscopy is the enhanced visual-
ization of the GI tract. Other relevant advantages of this technique are its simplicity and absence
of sophisticated or expensive equipment necessary for its implementation in a conventional endo-
scope [29].
Figure 2.4: Barrett’s esophagus in the conventional endoscopic (view showing a homogenous




2.3.2 Disadvantages and Limitations
Chromoendoscopy has the same limitations as conventional endoscopy and sometimes the proce-
dure can take longer than standard procedure due to the time required to apply the dye and inspect
the mucosa. The interpretation of the staining patterns require familiarity and is subject to observer
variation [31].
Sometimes the dyes can cause irritation, heartburn, pain and ulceration in the oesophagus and
stomach [29]. Allergic reactions may also occur [32].
2.4 Narrow-Band Imaging (NBI)
Developed by Gono et al,[33] NBI is a real-time, on-demand endoscopic imaging technique de-
signed to enhance visualization of the vascular network and surface texture of the mucosa in an
effort to improve tissue characterization, differentiation, and diagnosis. Enhancement of particular
mucosal features with NBI is achieved by observation of light transmission at selected wavelengths
(or colors) because the interaction of particular tissue structures with light is wavelength depen-
dent. NBI consists of placing narrow bandpass filters in front of a conventional white-light source
to obtain tissue illumination at selected, narrow wavelength bands (Fig. 2.5). These bands produce
the greatest contrast between vascular structures and the surrounding mucosa [34].
Figure 2.5: Narrow-band imaging (NBI) is based on the phenomenon that the depth of light
penetration increases with wavelength. Tissue is illuminated with light centred around 415 nm
(blue) and 540 nm (green), which are both absorbed by haemoglobin more strongly than by other
tissue. The blue light enhances the superficial capillary network, whereas the green light





Although there is a learning curve with regard to NBI, the technique performs better than ordinary
broadband WL once this "learning" is achieved [36]. Also, there is no need to use dyes to obtain
an enhanced image of the tissue which may reduce the duration of the procedure.
2.4.2 Disadvantages and Limitations
NBI procedure has the same limitations as conventional endoscopy procedure. Interpretation of
the contrast-enhanced images requires familiarity, may not always be straightforward, increases
procedure time, and is subject to observer variation [37]. Also the classification of NBI mucosal
patterns needs to be standardized or validated sufficiently to establish guidelines for routine prac-
tices [34].
2.5 Capsule Endoscopy
Capsule endoscopy (CE) entails the ingestion of a disposable capsule that moves passively
throught the digestive system [3]. This technique provides visualization of the gastrointestinal
(GI) tract by wirelessly transmitting images from the disposable capsule, that contains a miniature
camera, to a data recorder worn by the patient [38].
CE is used to diagnose diseases in the GI tract and has already established itself as the gold
standard for diagnosis of suspected diseases of the small intestine such as obscure GI bleeding,
Crohn’s Disease, angiodysplasia, celiac disease, polyposis and small-intestine tumors. Although
capsule endoscopes have also been developed for the esophagus and colon, they have not yet
become the gold standard for those areas [3].
2.5.1 Device
The wireless capsule endoscope (WCE) system consists of the following components: a capsule
endoscope, a sensing system with sensing pads or a sensing belt to attach to the patient, a data
recorder, a battery pack and a personal computer workstation with proprietary software for image
review and interpretation [38].
The capsule endoscope consists of a disposable plastic capsule, a complementary metal oxide
semiconductor imaging-chip video camera, a compact lens, white light emitting diode illumination
sources, batteries and a radio transmitter (Fig. 2.6). It measures 11 mm x 26 mm (typically the
size of a large antibiotic pill) and weights less than 4g [38].
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Figure 2.6: The wireless capsule endoscope. 1 – Optical dome; 2 – Lens holder; 3 - Lens; 4 –
Illuminating LEDs (Light Emitting Diode); 5 – CMOS (Complementary Metal Oxide
Semiconductor) imager; 6 - Battery; 7 – ASIC (Application Specific Integrated Circuit)
transmitter; 8 – Antenna
(Adapted from: http://goo.gl/0Qze9y, accessed: 2014-06-22)
2.5.2 Procedure
Preparation is required and vary according to the part of the body that is going to be analyzed. This
usually involves fasting and the ingestion of a strong laxative to ensure adequate bowel cleanness
and facilitate progression of the capsule through the GI tract [3]. Before the capsule is swallowed,
a set of antennas is placed on the body of the patient to receive wireless data and, in some cases,
to localize the capsule.
The capsule is activated by removal from a magnetic holder. Once swallowed, it is passively
moved through the GI tract by peristalsis at a rate of 1-2 cm per minute. It takes approximately
8–10h for the capsule to pass through the entire GI tract [3]. After ingesting the capsule, patients
are instructed to keep a diary of symptoms and monitor the lights on the data recorder to confirm
that the signal is being received [38]. During the procedure patients may carry on with their
daily activities but are encouraged to avoid exercise or activities that may cause the sensors to
detach.
The device captures images of the GI tract and transmits them by means of a radio frequency to the
antennas and from there the image stream is stored on a data recorder worn by the patient.
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After the lifespan of the battery has expired, the reusable data-recording system can be discon-
nected from the patient. The data recorder is subsequently connected to a workstation for transfer
of the acquired images. Software is provided to support the doctor in identifying suspicious lesions
in the large number of pictures recorded (equivalent to 8 hours of video).
2.5.3 Advantages
CE is a simple, safe, non-invasive procedure, well tolerated by the patient. It allows visualization
of the GI tract without any sedation, intubation or insufflation, therefore making it an appealing
alternative to traditional flexible scope–based endoscopy.
Moreover, CE reaches places where conventional endoscopy is not capable of. It enables visual-
ization of the small intestine which is almost impossible using conventional procedures.
It is also very convenient for the patients since it allows them to continue their normal activities
without needing to stay confined in a hospital room.
2.5.4 Disadvantages and Limitations
Although CE has clear advantages it has also several limitations.
Due to its size, a capsule endoscope has limited source of power. Also, CE has limited storage
and because of that it cannot capture high resolution images which may be required to analyze the
gastric mucosa.
Additionally, CE cannot be used for polyp clipping or biopsy collection, isn’t able to deliver
therapy and cannot be controlled remotely [39]. Moreover, it has problems in sizing and locating
small bowel lesions.
Because the capsule is driven by the natural peristaltic movements of the GI tract, known as passive
locomotion, capsule endoscopes can miss abnormalities and lesions in the GI tract due to the lack
of position, orientation and speed control over the capsule camera [40]. Since the camera can’t be
controled some areas may remain overlooked which may lead to incorrect diagnoses.
The long duration of the exam analysis task is one of the main inconvenients of CE. A doctor needs
to analyze around 60,000 images looking for both abnormal situations and defined topographic
marks of the gastrointestinal tract which can take several hours [41].
Another setback of this technology is that the capsules cannot be reused, thus making it more




Virtual endoscopy (VE) is a type of interactive, non-invasive, three-dimensional (3D) medical
imaging tool which combines the features of endoscopic viewing and cross-sectional volumetric
imaging to explore hollow organs, anatomical cavities or vessels. It produces inside views of
anatomic structures (Fig 2.7) similar to those obtained during conventional endoscopy [42].
Figure 2.7: Virtual endoscopic view of the stomach showing the rugal folds
(Source: http://goo.gl/weRHI5, accessed: 2014-06-22)
Regarding the gastrointestinal system, one of the most common uses of VE in has been in the field
of virtual colonoscopy (VC) [43].
Virtual endoscopy can have several applications.
To begin with, VE can aid in diagnosis [44]. It can also be applied to surgical planning [44] as it
bridges the gap between plain 2-dimensional radiologic images and the 3-dimensional depiction




Many authors have expressed their conviction that VE has great potential for increasing efficiency
in the operating room. It can help to localize certain landmarks [42] and can be applied to achieve
precise surgical positioning [45].
In addition, it can be used to medical training. If not only the endoscopic vision but also the
endoscopic handling is simulated, VE can be an effective training tool for novice surgeons, since
they are able perform complete or partial virtual surgeries in a realistic fashion without the danger
of harming a patient [42].
2.6.1 Advantages
One of the main advantages of VE is its non-invasive nature. Unlike conventional endoscopy
which involves the insertion of a tube into the gastrointestinal tract, virtual endoscopy is a radio-
logical method, thus being much more convenient for the patient. Besides, no sedation is required
for this procedure.
Another strength of this procedure is that it enables visualization of some parts of the human body
which are impossible to access with a conventional endoscope (e.g., blood vessels) [44].
2.6.2 Disadvantages and Limitations
One of the disadvantages of VE is that during the procedure the patients are exposed to radia-
tion. For that reason, it can’t be excessively performed. Additionally, VE doesn’t allow biopsy
collection and cannot be used to deliver therapy [3].
Also, this technique cannot show texture and color details of mucosa [46], which is a serious
limitation since the texture and structure of mucosa are vital for making a diagnosis of various
pathologies.
It also has some limitations concerning the minimum size of detectable polyps in the GI tract,




In this chapter we will focus on the first stage of our software development process, the planning
stage, detailing each step of it. We started by analyzing the technologies that could be used to
develop the system, in section 3.1. Then, in section 3.2 we focused on the system requirements
and the last step was to specify the system architecture, in section 3.3.
Due to the CAD system’s complexity this approach enabled us to split the problem into smaller
problems, thus allowing a more focused and rigorous development during the implementation
stage.
3.1 Technology Analysis
The current section covers and details the hardware device used and the selected software tools
such as Software Development Kits (SDKs), Third-Party Libraries and Third-Party Tools.
The technology analysis is of great importance to the whole development process because the
system can only be correctly specified if there is a previous technological insight. For that reason,
understanding how the hardware and the software components behave and what constraints can be
exploited may determine the direction and success of the project.
Regarding the hardware, in order to develop our vision of a CAD system we needed a way to pro-
cess a video signal captured by the endoscope. For that purpose the CAGE team has a Blackmagic
Intensity Shuttle device that allows to capture and playback video stream in several video formats.
Blackmagic also provides a Software Development Kit (SDK) developed in C++ that allows us to
control and interact with the Blackmagic Intensity Shuttle.
The software was selected having in mind the compatibility with the Blackmagic video card.




The current section focus on the selected hardware for our system. It details the Blackmagic
Intensity Shuttle device and the Sony Handycam DCR-SR90.
3.1.1.1 Blackmagic Intensity Shuttle
The Blackmagic Intensity Shuttle (Fig 3.1) was released in 2013 and it is the world’s first 10
bit High-Definition(HD)/Standard-Definition(SD) editing solution. With this device we can have
access to 8 bit and 10 bit High-Definition Multimedia Interface (HDMI), analog component, com-
posite and s-video capture and playback. Intensity Shuttle also allows to capture directly from
a camera’s image sensor making it possible to capture full HD resolution video from low cost
consumer cameras [47]. Blackmagic also provides a C++ SDK for developers that want to build
software for Intensity Shuttle.
This device connects to the computer through an USB 3.0 but only a specific USB 3.0 Chipset is
supported [48]. This presents as a disadvantage and a constraint to the development that we will
have to take into account when we want to deploy our system.
Figure 3.1: Blackmagic Intensity Shuttle
(Source: http://goo.gl/CuFLpm, accessed: 2014-06-22)
Input/Output Video Specifications
As stated previously, Intensity Shuttle supports multiple input connections and output connections
(Table 3.1) and also supports multiple video standards (Table 3.2) [49]. The connection schematics




Analog Video Input Independent connections for component and composite and s-video
HDMI Video Input 1 x HDMI type A connector
Analog Video Output Independent connections for component and composite and s-video
HDMI Video Output 1 x HDMI type A connector
Table 3.1: Supported Input/Output connections
Formats
SD Format Support 625i/50, 625p PAL and 525i/59.94, 525p NTSC, 480p
HD Format Support 1080i50, 1080i59.94, 1080i60, 1080p23.98, 1080p24, 1080p25,
1080p29.97, 1080p30, 720p50, 720p59.94 and 720p60
HDMI Video Sampling 4:2:2
HDMI Color Space YUV 4:2:2
HDMI Color Precision 4:2:2
Table 3.2: Supported Video Standards
Figure 3.2: Blackmagic Intensity Shuttle Connection Schematics
(Source: http://goo.gl/15CeNZ, accessed: 2014-06-22)
3.1.1.2 Sony Handycam DCR-SR90E
Sony Handycam DCR-SR90E (Fig 3.3) was released in 2006 and is a low cost camera. This device
will be used to simulate the endoscope and we will use it as the source of the video stream. The
device specs can be found in Table 3.3.
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Figure 3.3: Sony Handycam DCR-SR90E
(Source: http://goo.gl/Iv7xUA, accessed: 2014-06-22)
Specs
Sensor Resolution 3.3 Megapixel
Effective Video Resolution 2 Megapixel
Analog Video Format PAL
Digital Video Format MPEG-2
AV Interfaces S-Video and Composite
Table 3.3: Sony Camcorder DCR-SR90E Specs
3.1.2 Software Specifications
In this section we will focus on the analysis of the software that will be used to develop our
Computer Assisted Diagnosis (CAD) system.
3.1.2.1 Software Development Kits
A SDK is a collection of software used for developing applications for a specific device or oper-
ating system provided by hardware and software providers. SDKs can be something as simple as
the implementation of one or more APIs in the form of libraries that provide a particular set of
functionalities or can be the interface that allows the communication with sophisticated hardware.




The DeckLink SDK is developed and maintained by Blackmagic and it provides the necessary
libraries to connect and interact with several devices manufactured by Blackmagic, one of which
being the Intensity Shuttle.
This SDK is developed in C++ and we used the last version, DeckLink SDK 10.1.1, released in
June 6, 2014. Besides the necessary libraries the SDK also includes a PDF with the supporting
documentation and several working samples that can be compiled and tested.
Given the fact that DeckLink SDK is written in C++ that will be the chosen programming language
to develop the core of our CAD system. The C++ standard that will be used is the C++11 Standard,
officially known as ISO/IEC 14882:2011, approved in September 2011 [50].
Android SDK
Android powers hundreds of millions of mobile devices in more than 190 countries around the
world. It’s the largest installed base of any mobile platform and growing fast [51]. Android
development is free of charge and very easy to learn due to its well documented platform.
For the reasons mentioned above the interactive module of our CAD system will be developed for
Android devices.
The Android SDK is developed in Java and it is maintained by Google. The SDK provides the
Access Point Interface (API) libraries and developer tools necessary to build, test, and debug apps
for Android devices [52].
Although the current Android version is Android 4.4 KitKat in order to have compatibility with
older devices the minimum version supported by our Interactive module will be Android 3.0 Hon-
eycomb.
3.1.2.2 Third-Party Libraries
To help us during the development of our CAD system we have analyzed several third-party li-
braries that perform well some tasks and that could help us achieve our objectives.
OpenCV
OpenCV (Open Source Computer Vision Library) is an open source computer vision and ma-
chine learning software library. OpenCV was built to provide a common infrastructure for com-




The library has more than 2500 optimized algorithms, which include a comprehensive set of both
classic and state-of-the-art computer vision and machine learning algorithms.
It has C++, C, Python, Java and MATLAB interfaces and supports Windows, Linux, Android
and Mac OS. OpenCV leans mostly towards real-time vision applications and takes advantage of
MMX and SSE instructions when available [53].
The selected version to work with was OpenCV 2.4.9 released in April 2014.
Boost C++ Libraries
Boost is a free peer-reviewed portable C++ source libraries that work well with the C++ Standard
Library.
Boost libraries are intended to be widely useful and usable across a broad spectrum of applica-
tions.
The goal of Boost is to establish "existing practice" and provide reference implementations so that
Boost libraries are suitable for eventual standardization.
Several Boost libraries are already included in the new C++11 Standard and more Boost libraries
are proposed for Standards Committee’s Library Technical Report (TR2) [54].
Boost was chosen because it speeds initial development, results in fewer bugs and reduces
reinvention-of-the-wheel.
The selected version to work with was Boost C++ Libraries 1.55.0 released in November
2013.
Qt Framework
Qt is a cross-platform application and User Interface (UI) framework for developers using C++ or
QML, a CSS & JavaScript like language [55].
The Qt Framework comprises:
• modular cross-platform C++ libraries
• several UI approaches (Declarative using Qt Quick, C++, HTML5 or a hybrid of these)
• Integrated Development Environment (Qt Creator IDE)
This framework is easy to learn and it is well documented. For these reasons we will use it to
develop the UI of our CAD system’s core.
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The selected version to work with was Qt 5.2.1 released in February 2014. This version is the last
version with compiled 64 Bit binaries for Visual Studio 2012.
3.1.2.3 Third-Party Tools
To achieve one of the proposed objectives, produce detailed documentation of the system imple-
mentation, we will use a third-party tool that will help us generate the system’s documentation.
We will use this section to describe the selected tool.
Doxygen
Several tools exist to generate code documentation being Doxygen the most popular of
them.
"Doxygen is the standard tool for generating documentation from annotated C++ sources, but
it also supports other popular programming languages such as C, Objective-C, C#, PHP, Java,
Python, IDL (Corba, Microsoft, and UNO/OpenOffice flavors), Fortran, VHDL, Tcl, and to some
extent D" [56].
Doxygen also allows to visualize the relations between the various elements by including depen-
dency graphs, inheritance diagrams, and collaboration diagrams, which are all generated automat-
ically.
The documentation can be exported to several output formats such as HTML, CHM, RTF, PDF,
LaTeX, PostScript, man pages, DocBook and XML.
The selected version to work with was Doxygen 1.8.7 released in April 2014.
3.2 System Requirements
The System Requirements stage defines exactly what is going to be implemented working as
guidelines during the implementation phase.
There are two types of requirements: functional and non-functional. Functional requirements
describe specific services that the system should provide and how the system should behave and
they should be both complete and consistent. Non-functional requirements are often more critical
than functional requirements and they will apply to the sytem as a whole working as constraints




Table 3.4 defines the functional requirements for the system.
The user should be able to control the HTTP server when needed and he should also be able to
control the network settings. The user should also be able to connect and disconnect the media
module when needed. When the media module is running the user should be capable of starting
the video capture and watch a video preview. The user must be able to connect remotely to the
Server using a smartphone application. While connected remotely the user must be able to start
and stop the video capture and he should also be able to select Computer Vision (CV) algorithms
that will be applied to the video capture.
Identifier Description
FR-01 Start & Stop system’s HTTP Server
FR-02 Change HTTP Server Settings
FR-03 Start & Stop Media Module
FR-04 Start & Stop Video Capture
FR-05 Video Capture Preview
FR-05 Remotely connect to the HTTP Server
FR-06 Remotely control the Video Capture
FR-07 Remotely apply a Computer Vision Algorithm to the Video Capture
Table 3.4: Functional Requirements
3.2.2 Non-functional Requirements
Table 3.5 defines the non-functional requirements for the system.
For the system to become a reliable Computer Assisted Diagnosis (CAD) system it is essential
that it has a short response time and high throughput. It is also essential that our CAD system
is able to perform several task at the same time (e.g, process and playback video, receive remote
request and respond to user interactions). It is important for future research that the resulting
system provides a simple mechanism to add new CV algorithms and new functionalities as well.
Because the resulting system will be used by other developers it is also important to have a detailed




NFR-01 Performance: The system response time must be short and the video stream func-
tionality should have no delays
NFR-02 Multi-Tasking: The system should be able to perform multiple tasks concurrently
NFR-03 Extensibility: The system must be designed so new functionalities can be added
with minimum effort
NFR-04 Modifiability: Modifications to the system should be easy to accomplish hence the
dependency between modules should be minimal
NFR-05 Documentation: The system should be well documented for future reference
Table 3.5: Non-functional Requirements
3.3 System Architecture
Sections 3.1 and 3.2 provided a detailed description of the technological environment and the
requirements that our system must fulfill. In this section we present a high-level overview of the
anticipated system architecture and we enumerate the different components and how they will
interact with each other.
When defining the architecture one of the main concerns was to provide a modular system easy to
extended and with the necessary mechanics to manage Computer Vision (CV) algorithms in the




Figure 3.4: System Architecture Overview
3.3.1 The Bundle System
Our Computer Assisted Diagnosis (CAD) system is composed by several bundles. Each bundle
consists of a set of Classes and Structures that share the same context. To provide a single entry
point each bundle has a Manager that controls the bundle’s resources and logic. With this grouping
technique we can achieve a clean and intuitive project structure.
The role of each main component will be described in the following subsections.
3.3.1.1 Core Bundle
The Core Bundle is the point of contact between the User Interface (UI) and the other bundles
and vice-versa. Interactions with the UI that change the system state will be first received by
this bundle and then forward to the right recipient basically working as the "brain" for the entire
system.
3.3.1.2 Network Bundle
To interact with our CAD system via a portable device we need to develop a communication
module. In our solution the communication will be done through HTTP protocol and the Network
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Bundle is the module responsible for that. This bundle will receive HTTP requests, interpret them
and call the necessary resources.
3.3.1.3 Processing Bundle
This bundle is responsible for the video processing tasks. It receives a video frame, looks up for an
active plugin that will process the video frame and then returns the resulting video frame.
3.3.1.4 Plugin Bundle
A plugin is a software component that adds a specific feature to an existing software application.
The Plugin Bundle is responsible for loading the plugins containing the CV algorithms. For each
plugin an HTTP route is created making it possible to activate the specific plugin remotely. This
bundle also stores the current active plugin returning it when need.
3.3.1.5 Media Bundle
The Media Bundle contains everything related with the video such as: video settings, video capture
and video playback. The most important components are:
• MediaManager - is the entry point for the media bundle and it is responsible for issue
commands like connect to the Blackmagic Intensity Shuttle and starting/stopping the video
capture
• CameraDeckLink - is the component responsible for connecting with the Blackmagic’s de-
vice, request it to start the video stream and assign a DeckLinkCaptureDelegate object to
handle the incoming video frames
• DeckLinkCaptureDelegate - receives a video frame directly from Blackmagic Intensity
Shuttle, converts it into a suitable format and then stores the image in the ImageBuffer
• ImageBuffer - stores video frames that were received by DeckLinkCaptureDelegate and
haven’t been processed yet
• VideoCaptureWorker - reads an image from the ImageBuffer, applies a specific computer
vision algorithm, if any is active, and then sends the resulting video frame to the Core
Bundle to be displayed
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3.3.1.6 File Operations Bundle
This bundle contains the necessary tools to read and write xml files containing overall system
configurations. Network Bundle and Media Bundle will use this bundle.
3.3.2 Android Application
Using the Android Application it is possible to remotely interact with the CAD system. It will
also allow the user to start/stop the video capture and apply one of the existing computer vision
plugins to the video stream. The list of existing plugins is received from the CAD system after the




Following the system architecture, detailed in chapter 3, in this chapter we will address the imple-
mentation decisions for our system.
4.1 Coding Best Practices
One of our goals was to develop a system easy to maintain and improve. In order to achieve that
goal we focused not only in writing good code but also keeping it clean.
We have applied several clean code techniques during the implementation phase, such as:
• Meaningful Names - the methods and variables in our code where named using intention-
revealing names in order to avoid disinformation. To enforce coding consistency class
names written in upper camel case and should have noun names or noun phrases (e.g.,
PluginInterface, ImageBuffer). Method names are written in lower camel case and should
have verb or verb phrase names (e.g., convert, getName, getId). Variables should also be
written in lower camel case if a variable belongs to the entire class will be prefixed with an
underscore
• Functions - the first rule of functions is that they should be small. To achieve that, functions
should only do one thing and they should do it well providing only one level of abstraction
• Comments - should not be used to explain code because code should be self-explanatory.
Comments may be used to explain the developer intention (i.e., provide the intent behind a
decision), clarification (i.e., translate an obscure meaning to a something that’s readable), to
take notes (i.e., leave comments in the form of //TODO is acceptable)
It is important to note that this "rules" are not absolute. They are a school of thought and developers
may or may not agree with them [58]. Another important thing to note is that clean code is a
31
Implementation
continuous process and sometimes due to various factors (e.g., short deadlines) clean code is not
achieved at the first attempt.
4.2 Network Bundle
This bundle is responsible for all the network operations of the Computer Assisted Diagnosis
(CAD) system. Remote interactions with our system will be processed by this bundle’s compo-
nents.
4.2.1 Network Manager
The network manager is the core of the network bundle. Because this object will contain all the
logic of our bundle it is only possible to have one instance for this class and to achieve that we
have implemented the network manager using the Singleton Design Pattern. Because the system
should be able to perform multiple tasks concurrently the network manager will run on its own
thread.
4.2.2 Routing Engine
The routing engine is responsible for processing HTTP requests. First, the engine validates the
request URI (Fig. 4.1), second if the route is valid the engine tries to find a matching route (Fig.
4.2, Lines 4, 7) and finally if a valid route is found it performs the associated action (Fig. 4.2,
Lines 16, 18 and 34). In the end a status message is returned indicating the success or failure of
the request.
1 bool RoutingEngine::isUriValid(const std::string &requestUri)
2 {
3 std::regex uriFormat("/(\\w+/)*(\\w+/?)?");
4 return std::regex_match(requestUri.begin(), requestUri.end(), uriFormat);
5 }
Figure 4.1: RoutingEngine.cpp - Validate the request URI
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1 reply_struct RoutingEngine::matchRoute(const std::string &requestUri)
2 {
3 reply_struct reply;
4 if (this->matchStaticRoutes(requestUri, reply))
5 return reply;
6 }






13 bool RoutingEngine::matchStaticRoutes(const std::string &requestUri, reply_struct &
outputReply)
14 {
15 if (this->matcher(requestUri, routes::PLUGINS)) {
16 outputReply = reply_struct::getStockReply(reply_struct::ok);
17 } else if (this->matcher(requestUri, routes::PROCESSING_NONE)) {
18 processing::ProcessingManager::getInstance()->selectProcessingAlgorithm(
processing::processing_type::DISABLE);
19 outputReply = reply_struct::getStockReply(reply_struct::ok);
20 } else {






27 bool RoutingEngine::matchPluginRoutes(const std::string &requestUri, reply_struct &
outputReply)
28 {
29 outputReply = reply_struct::getStockReply(reply_struct::not_found);
30 for (PluginRoutesIterator iterator = _pluginsRoutes.begin(); iterator !=
_pluginsRoutes.end(); iterator++) {
31 std::string route = iterator->first;
32 if (this->matcher(requestUri, std::regex(route))) {
33 unsigned long pluginId = iterator->second;
34 processing::ProcessingManager::getInstance()->selectProcessingAlgorithmPlugin
(iterator->second);






Figure 4.2: RoutingEngine.cpp - Match a route
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There are two types of routes available: static routes and dynamic routes.
Static routes (Fig. 4.3) are defined as a string representing an URI and each one has a unique
name. The existing static routes are used to obtain the information of all the existing plugins (Line
2) and to disable any CV plugin that is being used to process the video frames (Line 3).
1 // ...
2 const std::regex PLUGINS("/plugins");
3 const std::regex PROCESSING_NONE("/plugins/none");
4 // ...
Figure 4.3: Routes.h - Static Routes
Dynamic routes are registered in the system at runtime and are also defined as a string. Our CAD
system registers the URI to activate each plugin as a dynamic route (Fig. 4.4).
1 void RoutingEngine::addPluginRoute(std::string route, unsigned long pluginId)
2 {
3 _pluginsRoutes[route] = pluginId;
4 }
Figure 4.4: RoutingEngine.cpp - Add a plugin route
4.3 Plugin Bundle
As mentioned before this bundle is responsible for loading the plugins containing the CV algo-
rithms. In the following sections we describe the loading process (Section 4.3.1) performed by
the Plugin Manager, we detail the structure that plugins must have to be used by our CAD system
(Section 4.3.2) and finally in section 4.3.3 we present an example of a CV plugin.
Because a plugin presupposes the capability to load a specific feature when needed, every CV
algorithm must be compiled as a Dynamic Linked Library (DLL). A DLL is a library that is only
loaded by the application when its needed and unloaded when it is not being used. When we need
to update a plugin we don’t need to compile the entire system, we can simply replace the old DLL
by the new one. We can even update the plugins while the application is running as long as the
plugin is not being used. In order to be used, each DLL must provide an entry point that contains




The plugin manager is responsible for loading all the plugins. Figure 4.5 shows the loading mech-
anism that validates and loads all the plugins inside the plugins folder (Lines 14-20) and registers








8 HINSTANCE temp = LoadLibrary(





14 ObjProc objFunc = (ObjProc) GetProcAddress(temp, "getObj");
15 NameProc nameFunc = (NameProc) GetProcAddress(temp, "getName");
16 IdProc idFunc = (IdProc) GetProcAddress(temp, "getId");
17
18 if (!objFunc || !nameFunc || !idFunc) {
19 throw std::runtime_error("Invalid Plugin DLL: both ’getObj’, ’getName’ and
’getId’ must be defined.");
20 }
21









Figure 4.5: PluginManager.cpp - Load Plugins
4.3.2 Plugin Specification
To create plugins for our CAD system we must follow two rules.
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First, the plugin entry point must match our supported DLL API entry (Fig. 4.6). For a plugin to
be considered valid it must implement the methods in lines 12, 13 and 14. Those methods are used













12 extern "C" IMPEXP PluginInterface* getObj();
13 extern "C" IMPEXP char* getName();
14 extern "C" IMPEXP unsigned long getId();
15
16 #endif
Figure 4.6: DLLExport.h - Plugin Entry API
Second, the actual CV algorithm must implement the PluginInterface shown in figure 4.7. That
way all the plugins will have the same data type and a common method, the process method, that





4 virtual cv::Mat process(cv::Mat frame) = 0;
5 };
Figure 4.7: Plugin.h - Plugin Interface
4.3.3 Plugin Example
In this section we present an example of a plugin that can be added to our system. Figure 4.8
shows the implementation of the DLL API Entry, namely the method to return the plugin name
(Line 22), the method to return the unique plugin id (Line 27) and finally the method to return an



















17 IMPEXP PluginInterface* getObj()
18 {
19 return new BlackAndWhite();
20 }
21
22 IMPEXP char* getName()
23 {
24 return "Black and White";
25 }
26




Figure 4.8: dllmain.cpp - Black & White Plugin API Entry
Figure 4.9 shows the plugin definition that implements our PluginInterface data type (Line 6).
This class is fairly simple but we could add other specific methods to perform tasks related with























7 cv::Mat BlackAndWhite::process(cv::Mat frame)
8 {
9 cvtColor(frame, frame, CV_BGR2GRAY);
10 return frame;
11 }
Figure 4.10: BlackAndWhite.cpp - Black & White Plugin Body
4.4 Processing Bundle
This bundle is responsible for the video processing tasks and it is only composed by the Pro-
cessing Manager. When called to process a video the manager requests the correct plugin from




1 cv::Mat ProcessingManager::process(cv::Mat frame)
2 {
3 // ...
4 if (_hasActivePlugin) {





Figure 4.11: PluginManager.cpp - Process a video frame
4.5 Media Bundle
This bundle contains all the mechanisms related to the video capture and video playback and we
will use this section to cover and explain its most important components.
4.5.1 Video Capture and Playback
In order to start the video capture we need to connect our CAD system to the Blackmagic Intensity
Shuttle. CameraDeckLink is the component responsible for the connection process and the last
step of the process is to attach a callback object that will receive the video frames when we start
the video stream. To avoid blocking other system’s functionalities the video stream handling will
run on its own thread.
DeckLinkCaptureDelegate is the callback object responsible to handle the incoming video frames
(Fig. 4.12). Because the income video frame pixels are encoded in YUV422 we must convert them
to RGB888. Details on the conversion can be found in subsection 4.5.2. After the conversion the
video frame is stored inside an image buffer for later processing (Subsection 4.5.3).
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4 if (videoFrame->GetFlags() & bmdFrameHasNoInputSource) {
5 qDebug() << "No input signal detected.";









Figure 4.12: DeckLinkCaptureDelegate.cpp - Handling of incoming video frames
4.5.2 YUV422 to RGB888 conversion
4.5.2.1 YUV422
Digital video is often encoded in a YUV format. YUV refers to a family of color spaces, all of
which encode brightness information separately from color information. YUV uses three values
to represent any color. The Y component, also called luma, represents the brightness of the color.
The U and V components, also called chroma values, are derived by subtracting the Y value from
the red and blue components of the original RGB color. The term YUV almost always refers to
one particular color space named Y’CbCr [59].
YUV422, also called "YUV 4:2:2", is a type of YUV representation and is defined in a specifica-
tion named ITU-R BT.601. "4:2:2" means 2:1 horizontal downsampling, with no vertical down-
sampling. Every scan line contains four Y samples for every two U or V samples (Fig. 4.13). The
following diagram shows how chroma is sampled for each of the downsampling rates [60].
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Figure 4.13: YUV 4:2:2 Sampling
(Adapted from [60])
There are two YUV422 formats recommended: YUY2 and UYVY. The later format is used by
Blackmagic Intensity Shuttle to store the pixel information.
In the UYVY format the data can be treated as an array of BYTE values, where the first byte
contains the first U sample, the second byte contains the first Y sample, the third byte contains the
first V sample and the fourth byte contains the second Y sample (Fig. 4.14).
Figure 4.14: UYVY 4:2:2 Byte Order - Note that the Bytes in this image are in decreasing
address order
(Reprinted from [61])
Finally it is important to mention that Y value range is [16,235] and U ,V value range is
[16,240].
4.5.2.2 RGB888
In the RGB model, each color appears in its primary spectral components of red, green and blue.
This model is based on a Cartesian coordinate system. The color subspace of interest is the cube
shown in figure 4.15 where the primary values are at three corners; the secondary colors cyan,
magenta and yellow are at three other corners; black is at the origin; and white is at the corner
farthest from the origin [62]. R, G and B values range is [0,255]
The number of bits used to represent each pixel in RGB space is called the pixel depth. In an
RGB888 image each of the red, green and blue components is an 8-bit image resulting in an
image with depth of 24 bits.
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In the RGB888 format the data can be treated as an array of BYTE values, where the first byte
contains the red sample, the second byte contains the green sample and the third byte contains the
blue sample.
Figure 4.15: RGB Color subspace
(Reprinted from [59])
4.5.2.3 Color mode conversion
Following each color space specification the actual color space conversion from YUV422 to
RGB888 can be seen in figure 4.16. The formulas used to extract the red, green and blue compo-
nents are detailed in appendix A.
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1 static void convert(BYTE *frameBytes, IplImage *rgbImage)
2 {
3 BYTE* pData = frameBytes;
4 for (int i = 0, j=0; i < rgbImage->width * rgbImage->height * rgbImage->nChannels
; i+=6, j+=4) {
5 BYTE u = pData[j];
6 BYTE y1 = pData[j+1];
7 BYTE v = pData[j+2];
8 BYTE y2 = pData[j+3];
9
10 // Pixel 1 (rgb)
11 rgbImage->imageData[i] = red(y1,u,v);
12 rgbImage->imageData[i+1] = green(y1,u,v);
13 rgbImage->imageData[i+2] = blue(y1,u,v);
14 // Pixel 2 (rgb)
15 rgbImage->imageData[i+3] = red(y2,u,v);
16 rgbImage->imageData[i+4] = green(y2,u,v);
17 rgbImage->imageData[i+5] = blue(y2,u,v);
18 }
19 }
Figure 4.16: ImageFormatConversion.h - YUV422 to BGR888 conversion
4.5.3 Image Buffer
The image buffer is the place where the received input frames are queued for processing. The
























Figure 4.17: ImageBuffer.h - Add Video Frame into ImageBuffer
Then, the VideoCaptureWorker in subsection 4.5.4 retrieves the first element of the queue (Fig.
4.18) to process and then display it to the user.
In the future it will be possible to have multiple threads accessing the same image buffer’s method
because the entire buffer was developed in order to be thread safe.












Figure 4.18: ImageBuffer.h - Get Video Frame from ImageBuffer
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4.5.4 Video Capture Worker
VideoCaptureWorker is a worker thread responsible for handling the captured video frames (Fig.
4.19). It starts by retrieving a frame from the ImageBuffer (Line 4), then it sends the video frame
to the processing manager to be processed if any plugin is active (Line 7) and finally the resulting




4 cv::Mat currentFrame = _imageBuffer->get();
5 _mutex.unlock();




10 if (_continue) {
11 QTimer::singleShot(0, this, SLOT(capture()));
12 } else {




Figure 4.19: VideoCaptureWorker.cpp - Handling the captured video frames
4.6 Android Application
The workflow of our android application is fairly simple but allows us to demonstrate a way for
remotely control a CAD system using a touch-based interface. In order to establish a connection
with the system we must input the system’s server IP address and port (Fig. 4.20).
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Figure 4.20: Android Application - Input server information
When the connection with server is established we will be presented with a list of all the available
plugins. When we select one of the options in the plugins list the CAD system will receive the




In this chapter we will start by revisiting the dissertation’s goals and presenting the results. The
chapter will end with a discussion on future work.
5.1 Discussion on goals and results
In chapter 1 we have defined the dissertation’s goals and we have proposed a list of objectives
towards those goals.
As a result of this dissertation we have developed a Computer Assisted Diagnosis (CAD) system
that Computer Assisted Gastroenterology Examination (CAGE) research group can use not only
to test their Computer Vision (CV) algorithms in the Operating Room (OR) while endoscopic pro-
cedures are being performed, but also to try novel approaches in the Human-Computer Interaction
(HCI) research field.
The resulting system (Fig. 5.1) is capable of capturing video signal originated in any video source
connected to the Blackmagic Intensity Shuttle and is also capable of displaying the video stream
to the user. With the system it is possible to process the video input in real time applying CV
algorithms.
The CV algorithms can be developed as plugins that are easily attached to the system thus provid-
ing a simple and effective way to maintain and upgrade those same algorithms without the need to
change and compile the entire CAD system.
To demonstrate a novel HCI approach we have also developed a touch based interface running on
a portable device that allowed us to remotely start and stop the video stream and also apply CV
algorithms to the video stream.
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The resulting system has the architecture and the mechanisms required to make it easy to extend
with new functionalities and it is also completely documented so future developers can easily
understand how the system components are connected.
In summary, we consider the proposed objectives were accomplished.
Figure 5.1: Resulting System
5.2 Future Work
With the resulting work it is already possible to demonstrate our vision of how a CAD system
should look like. However, some functionalities were left out due to time constraints and should
be address in the future. Examples of such functionalities are:
• The CAD system should be capable of recording the video stream for later analysis
• The plugin system should have the necessary mechanisms to allow the user to modify a CV
algorithm’s parameters (e.g., select a region of interest in a video frame to be processed by
the algorithm discarding the rest of the image). This could be achieved by adding a new
method to the PluginInterface forcing each plugin to return a message with the parameters
that could be modified. That message could then be used to build the user interface (UI) for
the user to interact with and finally the new values could be sent back to the plugin changing
the output
• The creation of a video processing pipeline could be useful because some CV algorithms
expect the input video frame to be previously processed (e.g., a pattern recognition system
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consisting of segmentation, feature extraction and classification). To achieve that a new type
of Plugin could be created and it should be responsible for receiving a video frame and call
the necessary CV algorithms in the correct order. The main advantage of this approach is






To use a supported color space in our computer assisted diagnosis system it is necessary to convert
images from YUV , as defined in ITU-R BT.601 to RGB [60].













The resulting Y , U and V values should be rounded.











The formulas to convert YUV to RGB can be derived as follows:RG
B
=






The R, G and B components range is [0...255]. For that reason we must start by rounding the RGB
results and then will need to clip all the values that fall outside that range.
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RGB and YUV color examples
In the next figure we present several colors in RGB and YUV format, using the ITU-R BT.601
definition of luma.
Color R G B Y U V
Black 0 0 0 16 128 128
Red 255 0 0 81 90 240
Green 0 255 0 145 54 34
Blue 0 0 255 41 240 110
Cyan 0 255 255 170 166 16
Magenta 255 0 255 106 202 222
Yellow 255 255 0 210 16 146
White 255 255 255 235 128 128
Table A.1: RGB and YUV examples
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