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Abstract—Multi-view subspace clustering has been applied to
applications such as image processing and video surveillance,
and has attracted increasing attention. Most existing methods
learn view-specific self-representation matrices, and construct a
combined affinity matrix from multiple views. The affinity con-
struction process is time-consuming, and the combined affinity
matrix is not guaranteed to reflect the whole true subspace struc-
ture. To overcome these issues, the Latent Complete Row Space
Recovery (LCRSR) method is proposed. Concretely, LCRSR is
based on the assumption that the multi-view observations are
generated from an underlying latent representation, which is
further assumed to collect the authentic samples drawn exactly
from multiple subspaces. LCRSR is able to recover the row space
of the latent representation, which not only carries complete
information from multiple views but also determines the subspace
membership under certain conditions. LCRSR does not involve
the graph construction procedure and is solved with an efficient
and convergent algorithm, thereby being more scalable to large-
scale datasets. The effectiveness and efficiency of LCRSR are
validated by clustering various kinds of multi-view data and
illustrated in the background subtraction task.
Index Terms—Multi-view clustering, subspace clustering, la-
tent representation, row space recovery
I. INTRODUCTION
In many real-world applications, multi-view data are pro-
duced increasingly. For example, in multi-camera video
surveillance, multi-camera networks record human activities,
where each camera corresponds to a view. For the sake of secu-
rity, a growing number of multi-camera networks are deployed.
Driven by the requirements to analyzing these multi-view data,
multi-view learning was proposed [1], [2] and has experienced
fast development in recent years [3], [4], [5], [6], [7], [8],
[9], [10], [11], [12]. Based on how much label information
is used, multi-view learning can be roughly categorized into
multi-view supervised learning, multi-view semi-supervised
learning and multi-view unsupervised learning. Since labeling
samples is expensive in both time and energy, it is unrealistic
to obtain labels for all samples in some applications, e.g.,
wild face recognition in multi-camera video surveillance. To
overcome this barrier, multi-view unsupervised learning which
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explores the intrinsic structures of multi-view data using no
label information has received increasing attention.
As a typical task in multi-view unsupervised learning, the
goal of multi-view subspace clustering is to partition the multi-
view instances that are approximately drawn from the same
subspace into the same cluster. Up to present, various multi-
view subspace clustering algorithms with promising perfor-
mance have been developed [7], [13], [14], [15], [16], [17],
[18], [19], [20]. Most of the existing multi-view subspace
clustering algorithms are based on Low-Rank Representation
(LRR) [21] or Sparse Subspace Clustering (SSC) [22]. Both
LRR and SSC construct the affinity matrix by learning the
self-representation coefficient matrix of the self-representation
model. The main difference between them is that LRR
seeks the lowest-rank self-representation while SSC wants
the sparsest one. Provided that the data points are sufficient
and are drawn from independent subspaces, the learned self-
representation matrix will be approximately block diagonal
and each block corresponds to a cluster [23]. After forming
an affinity matrix that encodes the subspace membership, onto
which one can obtain the final clustering results by performing
standard spectral clustering algorithms, such as Normalized
Cut (NCut) [24]. The ideas of LRR and SSC are inherited
and extended to the multi-view setting. Existing multi-view
subspace clustering approaches learn affinity matrices from
multiple views and combine them together to form the final
affinity matrix. The main difference among them is that they
learn affinity matrices with distinct models on the relationship
of multiple views (refer to the next section for a brief review).
Albeit these methods have appealing performance, most of
them learn view-specific self-representations. Practically, each
view only contains partial information about the data [6],
[20]. Thus, learning view-specific self-representations within
each view makes data being partially described. Recognizing
this will impair the representation capability of the final
affinity matrix, Zhang et al. [20] proposed to learn the self-
representation matrix of the underlying latent representation
of multiple views. However, whether the learned latent repre-
sentation contains complete information from multiple views
was not analyzed in [20]. Thus, the information completeness
of the final affinity matrix still remains not guaranteed. In
addition, regarding the time complexity, almost all of existing
multi-view subspace clustering methods have a cubic time
complexity with respect to (w.r.t.) the number of samples. This
limits their applicability to large-scale problems.
To alleviate the above mentioned problems, in this paper, we
propose the Latent Complete Row Space Recovery (LCRSR)
method for multi-view subspace clustering. Concretely, we
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2assume that multiple views are generated from a shared latent
representation, which is further assumed to store the samples
drawn from a union of multiple subspaces. Since the row
space of data is proved to be able to decide the subspace
membership [21], under the above assumptions, data samples
can be well grouped provided that the row space of the latent
representation is recovered. Meanwhile, considering that the
data matrix of each view could be contaminated by gross
errors, we aim to simultaneously recover the row space of
the latent representation (called latent row space) and the
possible errors existed in data’s multiple views. To achieve
this goal, we establish the LCRSR model to explore the rela-
tionships between data’s multiple observations, possible errors
and the latent row space. According to the LCRSR model,
the recovered latent row space contains the row spaces of
each view as subspaces, thereby carrying complete information
about the samples. To solve the LCRSR model, an iterative
alternating algorithm (also referred to as LCRSR) with proved
convergence is developed. When the latent representation
assumption completely holds and the true rank of the latent
representation is known, we prove that the LCRSR algorithm
can restore the latent complete row space exactly. Once the
latent complete row space is restored, the final clustering
partition can be obtained by simply applying K-Means onto it
[25].
Compared with the previous multi-view subspace clustering
methods, the proposed LCRSR has two advantages. On one
hand, LCRSR directly recovers the latent complete row space
of multi-view data. With the data being sufficiently described
by the latent complete representation, LCRSR can achieve bet-
ter clustering performance. On the other hand, LCRSR avoids
the computationally expensive graph construction process and
the subsequent spectral clustering step. This leads to a less
computational complexity, i.e., being quadratic to the number
of samples and linear to the dimensionality. The contributions
of this paper are summarized as follows.
• Under the assumptions of this paper, the Latent Complete
Row Space Recovery model is established to identity the
possible errors and restore the row space of the latent
complete representation.
• Preliminary theoretical analysis about the recovery ability
of LCRSR are provided. When the latent representation
assumption holds, the latent complete row space can be
recovered exactly.
• An efficient and convergent algorithm is devised for
optimization, reducing the computational complexity with
respect to sample size from cubic to quadratic time. Thus,
LCRSR is more scalable to large-scale datasets.
• The performance of LCRSR is evaluated via subspace
recovery on synthetic data, multi-view subspace cluster-
ing on various real-world datasets, and background sub-
traction in multi-camera video surveillance. Experimental
results demonstrate the effectiveness and efficiency of
LCRSR.
The remainder of this paper is organized as follows. Sec-
tion II introduces the notations and reviews some prevalent
multi-view subspace clustering methods. Section III states the
problem to be solved and some analysis. Section IV presents
the proposed LCRSR method, followed by its optimization in
Section V. The experimental results are displayed in Section
VI. Finally, conclusions are made in Section VII.
II. NOTATIONS AND RELATED WORK
A. Notations
In this paper, boldface uppercase/lowercase letters are used
to notate matrices/vectors. Particularly, we use I and 1 to
denoted the identity matrix and the vector with all ones. mij
or Mij denotes the (i, j)-th element of M. |M| outputs a
matrix with its (i, j)-th element being |mij |. Tr(M) and MT
are the trace and transpose of M, respectively. The Frobenius
norm of a matrix M or `2 norm of a vector m is denoted by
‖M‖ or ‖m‖. The nuclear norm (the sum of singular values)
and the spectral norm (the largest singular value) of M are
denoted by ‖M‖∗ and ‖M‖2, respectively. The `1 and `2,1
norms of matrices are defined by ‖M‖1 =
∑
ij |mij | and
‖M‖2,1 =
∑
j ‖M:,j‖, where M:,j denotes the j-th column
of M. For presentational convenience, we use [M1, · · · ,Mk]
([M1; · · · ; Mk]) to represent the matrix formed by concate-
nating {Mi}ki=1 along the horizontal (vertical) direction. For
a rank r matrix M ∈ Rm×n, the compact Singular Value
Decomposition (thin SVD) is defined as M = UΣVT =
r∑
i=1
σiU:,i(V:,i)
T , where U ∈ Rm×r and V ∈ Rn×r have
orthonormal columns and Σ = diag(σ1, · · · , σr) with σ1 ≥
· · · ≥ σr > 0, where diag(m) denotes the operation that
forms a diagonal matrix by putting the elements of m on the
main diagonal.
Given a set of n instances {xi}ni=1 ⊂ Rd, let X =
[x1, · · · ,xn] ∈ Rd×n be the data matrix. If the instances have
V different representations or views, then we denote xi =
[x
(1)
i ; · · · ; x(V )i ], where x(v)i ∈ Rd
(v)
and d =
V∑
v=1
d(v). Let
X(v) = [x
(v)
1 , · · · ,x(v)n ] ∈ Rd
(v)×n store the observations on
the v-th view, then we have X = [X(1); · · · ; X(V )] ∈ Rd×n.
B. Related Work
Most of existing multi-view subspace clustering algorithms
are based on the self-representation model, that is, samples
from a union of subspaces can be linearly represented by
themselves. Formally, the self-representation model is written
as
X = XZ + E, (1)
where X ∈ Rd×n is the data matrix, Z ∈ Rn×n is the self-
representation coefficient matrix, and E ∈ Rd×n is the error
matrix. Then, the general formulation of multi-view subspace
clustering methods is
min
{Z(v)}Vv=1
V∑
v=1
L(E(v)) + λ
V∑
v=1
Ω(Z(v))
s.t. X(v) = X(v)Z(v) + E(v)
(2)
where X(v) ∈ Rd(v)×n and Z(v) ∈ Rn×n are the data matrix
and self-representation coefficient matrix of the vth view,
L(·) and Ω(·) are the loss function and regularization term,
3respectively, and λ > 0 is the trade-off parameter. Since the
subspace membership is encoded in the learned representation
matrix {Z(v)}Vv=1, the final segmentation can be obtained
by performing spectral clustering algorithms onto the affinity
matrix S =
V∑
v=1
|Z(v)|+ |Z(v)|T .
Various multi-view subspace clustering methods differ in
their different choices of loss functions and regularization
terms. The loss function is usually determined by the error
types, e.g., `2 loss for white noise, `1 loss for random corrup-
tions and `2,1 loss for sample-specific outliers. Compared with
the generality of the loss term, it is the regularization term that
characterizes the essential difference between various methods.
For example, to better exploit the complementary information
among multiple views, Cao et al. [14] employed the Hilbert
Schmidt Independence Criterion (HSIC) [26] to diversify
the self-representation matrices and proposed the Diversity-
induced Multi-view Subspace Clustering (DiMSC). Except
for the complementary information, the shared information
among views is also of great importance. Recognizing this,
Luo et al. [17] proposed the Consistent and Specific Multi-
View Subspace Clustering (CSMSC) by encoding the shared
information and the view-unique information into a consistent
representation matrix and view-specific representation matri-
ces, respectively. In order to explore the higher order connec-
tion among multi-view representations, the Low-rank Tensor
constrained Multiview Subspace Clustering (LTMSC) [13]
merges the self-representation matrices into a 3-order tensor
and minimizes the tensor rank. Assuming the samples coming
from a union of affine subspaces, Gao et al. [16] performed
Multi-View Subspace Clustering (MVSC) by constraining the
sum of each column of the self-representation matrix to be 1.
Noting that these methods learn self-representation matrices
within each view where the data is partially described, Zhang
et al. [20] proposed to learn the self-representation matrix of
the underlying multi-view latent representation, and the resul-
tant method is called Latent Multi-view Subspace Clustering
(LMSC). However, whether the learned latent representation
carries the complete information from multiple views was not
analyzed in [20]. Therefore, whether the data are sufficiently
described remains unclear. Besides, the model of LMSC is
actually built on the concatenation of multiple views, possibly
leading to the interaction among multiple views being not
fully explored and exploited. Unlike the above methods that
only focus on the low-rankness of the representation matrices,
several approaches that seek the sparsest and the lowest-rank
representations have been proposed [27], [18]. For example,
Brbic´ and Kopriva [27] proposed the Multi-view Low-rank
Sparse Subspace Clustering (MLRSSC) method via matrix
form data, while Yin et al. [18] aimed to learn a sparse and
low-rank representation tenosr for the constructed multi-view
tensorial data.
III. PROBLEM STATEMENT AND ANALYSIS
In this paper, we assume that the multiple views of {xi}ni=1
are generated from a shared latent representation L0 ∈ Rm×n,
where m is the dimension of the latent representation. For-
mally, this assumption can be described as X(v) = G(v)L0 +
S
(v)
0 , where G
(v) ∈ Rd(v)×m is the transformation matrix, and
S
(v)
0 ∈ Rd
(v)×n denotes the errors. Here, the “error” means
the deviation between the model assumption and the observed
data. In practice, there are several kinds of errors, such as
white noise, missing entries, outliers and corruptions [25]. In
this paper, the errors is assumed to be gross corruptions [28].
That is, the values in |S(v)0 | (∀v) are elementally sparse and
can be arbitrarily large.
Further, in the latent space, the given multi-view samples
are assumed to be essentially drawn from a union of multiple
subspaces. That is, L0 collects a set of n samples which are
exactly drawn from a union of multiple subspaces. Denote the
compact SVD of L0 as U0Σ0VT0 . As analyzed in [21], [25],
[29], [30], under certain conditions, the subspace membership
of the samples can be determined by the row space of L0,
i.e., V0, or the Shape Interaction Matrix (SIM) V0VT0 [29]
as equal. Since L0 is the latent representation of {X(v)}Vv=1,
the row space of L0 is called as the latent row space. With
the above hypotheses, it is tacitly assumed that L0 is the
lowest-rank representation that contains the full information
from {X(v)0 }Vv=1, where X(v)0 = G(v)L0(∀v).
Hence, under the assumptions of this paper, the problem we
want to solve can be rewritten mathematically as follows.
Problem 1. Given n samples, which are exactly drawn from
a union of multiple subspaces, their multiple observations
{X(v)}Vv=1 are generated by X(v) = G(v)L0 + S(v)0 (∀v),
where L0 ∈ Rm×n is their representation in Rm, and S(v)0
represents the possible errors and is element-wisely sparse.
Suppose the rank and the compact SVD of L0 are r0 and
U0Σ0V
T
0 , respectively. Given {X(v)}Vv=1, the aim is to re-
cover the latent row space identified by V0VT0 , and correct
the possible errors {S(v)0 }Vv=1.
Since L0 is low-rank and S
(v)
0 (∀v) is sparse, to address the
above problem, a straightforward solution is
min
L,{S(v)}Vv=1,
{G(v)∈Rd(v)×m}Vv=1
rank(L) + λ
V∑
v=1
‖S(v)‖0
s.t. X(v) = G(v)L + S(v),∀v
(3)
where λ > 0 is a parameter, and m is taken as a parameter
to be given in advance. With the estimated Lˆ0, the latent row
space is obtained by performing SVD on it.
Though the non-convex formulation (3) accurately describes
Problem 1, the obtained Lˆ0 could be arbitrarily close to zero,
because scaling Lˆ0/c and cGˆ(v) (c > 0 is a constant) has
the same loss, where Gˆ(v) denotes the solution to G(v) in
(3). To avoid the arbitrary scaling of L, one may consider
add the constraint that (G(v))TG(v) = I (∀v). Denote the
compact SVD of L as UΣVT , then G(v)L = G(v)UΣVT .
As (G(v)U)T (G(v)U) = I and VTV = I, we know that
(G(v)U)ΣVT is actually an SVD of G(v)L (∀v). Thus,
rank(GL) = rank(G(v)L) = rank(L) (∀v), and problem
(3) is equivalent to
min
L,S,G∈Rd×m
rank(GL) + λ‖S‖0
s.t. X = GL + S
(G(v))TG(v) = I,∀v
(4)
4where X = [X(1); · · · ; X(V )] is the concatenated feature
from multiple views, G = [G(1); · · · ; G(V )], and S =
[S(1); · · · ; S(V )]. Replacing GL with L˜, problem (4) is actu-
ally the problem considered by Robust Principle Component
Analysis (RPCA) [28], i.e.,
min
L˜,S
rank(L˜) + λ‖S‖0 s.t. X = L˜ + S. (5)
Under some assumptions, the solution of problem (5) is
proved to be recovered with high probability by solving [28]
min
L˜,S
‖L˜‖∗ + λ‖S‖1 s.t. X = L˜ + S. (6)
In spite of this perfect property, the applicability of (5) is
limited, since the condition that (G(v))TG(v) = I (∀v) is usu-
ally easy to be violated in practice. Denote g(v)(L) = G(v)L.
Actually, according to the “view insufficiency” assumption [6]
that each view only carries partial information, the function
g(v)(L) is non-invertible. The non-invertibility of g(v)(L) im-
plies that G(v) is not column full-rank, then (G(v))TG(v) = I
(∀v) does not hold.
Hence, to solve Problem 1 better, we would like to design
a new method, which is called Latent Complete Row Space
Recovery (LCRSR) in next section.
IV. LATENT COMPLETE ROW SPACE RECOVERY FOR
MULTI-VIEW SUBSPACE CLUSTERING
In this section, we present the proposed LCRSR method for
more effective and efficient multi-view subspace clustering.
A. Latent Complete Row Space Recovery
Denote the rank and the compact SVD of L0 as r0 and
U0Σ0V
T
0 , respectively. Recall that our goal is to obtain V0
and {S(v)0 }Vv=1 with the given {X(v)}Vv=1 alone. To realize this
goal, we must establish a relationship between them. Note that
L0 = U0Σ0V
T
0 and V
T
0 (I−V0VT0 ) = 0, where the second
equality uses the fact that VT0 V0 = I. Thus, we can eliminate
L0 via multiplying it by I−V0VT0 from the right side [25].
That is,
L0(I−V0VT0 ) = U0Σ0VT0 (I−V0VT0 ) = 0. (7)
Recall that X(v) = G(v)L0 + S
(v)
0 . Then, the relationship
between X(v), S(v)0 and V0 is constructed as
(X(v) − S(v)0 )(I−V0VT0 ) = G(v)L0(I−V0VT0 ) = 0. (8)
Denote X(v)0 = X
(v) − S(v)0 = G(v)L0 and its compact
SVD as U(v)0 Σ
(v)
0 (V
(v)
0 )
T . It can be seen that rank(X(v)0 ) =
rank(G(v)L0) ≤ rank(L0). Moreover, from X(v)0 (I −
V0V
T
0 ) = U
(v)
0 Σ
(v)
0 (V
(v)
0 )
T (I−V0VT0 ) = 0, we know that
(V
(v)
0 )
T (I−V0VT0 ) = 0. That is, the row space of X(v)0 (∀v)
is a subspace of V0. In other words, V0 contains complete
information from all views, and is called the latent complete
row space.
Based on the above relationship model, the formulation of
LCRSR is formulated as
min
V∈Rn×r,VTV=I,
S(v)∈Rd(v)×n
V∑
v=1
‖S(v)‖0
s.t. (X(v) − S(v))(I−VVT ) = 0,∀v
(9)
where r (r0 ≤ r < min{m,n}) is a parameter. When the true
rank is known in advance, i.e., r = r0, (9) achieves the goal
of (3) while avoids pushing the obtained Lˆ0 to be arbitrarily
close to zero.
As a common practice in `0 norm minimization problems,
we replace the `0 norm with the `1 norm, leading to the
following formulation:
min
V∈Rn×r,VTV=I,
S(v)∈Rd(v)×n
V∑
v=1
‖S(v)‖1
s.t. (X(v) − S(v))(I−VVT ) = 0,∀v.
(10)
It is worth noting that LCRSR aims to learn the latent
complete row space by fixing the rank explicitly, i.e., V ∈
Rn×r and r is fixed a priori. The reasonability of this fixed-
rank parameterization can be explained as follows. First, in
some applications, the rank of the low-rank part is known
in advance. For instance, in motion segmentation, the feature
trajectories of each video can be approximately modeled as
samples drawn from a union of linear subspaces of dimension
at most 4 [31]. For another instance, under the Lambertian
assumption, the face images of subjects approximately lie in
a union of 9-dimensional linear subspaces [32]. Second, in
methods (e.g., CSMSC[17], and LMSC [20]) that minimize the
rank of the representation matrix in the objective, the varying
of the trade-off parameter will change the rank of the solution.
For example, increasing the λ in (4) results in lower ‖S‖0 but
higher rank of GL. Using a fixed-rank in LCRSR avoids this
kind of trade-off.
B. Subspace Recovery Property of LCRSR
We first consider the “ideal” case that there are no gross
errors in the representations of multiple views, i.e., X(v) =
X
(v)
0 = G
(v)L0 (∀v). In this case, problems (9) and (10) are
equivalent and will reduce to solving the following equation
with P being the unknown variable:
X(v)(I−P) = 0,∀v, s.t. P ∈ P, (11)
where P = {VVT |V ∈ Rn×r,VTV = I}. Suppose the
true rank is known in advance, i.e., r = r0, we show that
P = V0V
T
0 is the only feasible solution to problem (11).
Proposition 1. If r = r0 is known in advance, then the row
space of L0 (identified by V0VT0 ) is exactly recovered by
solving (11) when S(v)0 = 0 (∀v).
Proof. Since X(v) = G(v)L0 = G(v)U0Σ0VT0 and V
T
0 (I −
V0V
T
0 ) = 0, it holds that X
(v)(I − V0VT0 ) = 0. That is,
V0V
T
0 is a solution to (11).
Suppose there is another V˜ ∈ Rn×r0 satisfying V˜T V˜ = I,
and V˜V˜T is a solution to (11). Then, we have X(v)(I −
V˜V˜T ) = U(v)Σ(v)(V(v))T (I − V˜V˜T ) = 0, where
U(v)Σ(v)(V(v))T is the compact SVD of X(v). Since both
V0 and V˜ are the solutions to (11), it holds that
V⋃
v=1
V(v)
= (
V⋃
v=1
V(v))V0V
T
0 = (
V⋃
v=1
V(v))V˜V˜T . Now we prove
V0V
T
0 = V˜V˜
T by contradiction. If V0VT0 6= V˜V˜T , then
5there exists V¯, which is a proper subspace of both V0
and V˜, such that
V⋃
v=1
V(v) = (
V⋃
v=1
V(v))V¯V¯T . Note that
rank(V¯) < r0, which contradicts the fact that L0 is the
lowest-rank representation that contains the full information
from {X(v)0 }Vv=1. Thus, V0VT0 = V˜V˜T . That is, V0VT0 is
the only feasible solution to (11) when S(v)0 = 0 (∀v).
When there are gross errors, i.e., there exists S(v
′)
0 (v
′ ∈
{1, 2, · · · , V }), such that S(v′)0 6= 0, we consider the following
equivalent formulation:
min
{S(v)}Vv=1,P∈P
V∑
v=1
‖S(v)‖1,
s.t. (X(v) − S(v))(I−P) = 0,∀v.
(12)
Given r = r0, based on the analysis of the “ideal” case, it
is known that P = V0VT0 is the only feasible solution to
problem (12) if S(v) = S(v)0 (∀v). On the other hand, if P =
V0V
T
0 , then problem (12) can be decomposed into V sparse
signal recovery [33] problems. For the vth view, the problem
is
min
s(v)
‖s(v)‖1, s.t. vec((X(v)(I−P)) = ((I−P)⊗I)s(v), (13)
where ⊗ is the Kronecker product, and vec(·) is the operator
vectorizing a matrix into a vector along the vertical direction.
If (I−P)⊗ I satisfies the Restricted Isometry Property, then
vec(S
(v)
0 ) may be recovered by the convex program in (13)
[25], [33]. Though it is not easy to obtain an exact conclusion,
the above analysis shows that (V0VT0 , {S(v)0 }Vv=1) is very
likely to be a critical point to problem (12).
C. Clustering Procedure
Once the estimated latent complete row space Vˆ0 is ob-
tained, we need to calculate the final clustering results based
on it. For this sake, we first present the following analysis.
If sufficient samples are drawn from each of the independent
subspaces, then the authentic latent complete row space V0
will satisfy that V0VT0 is block-diagonal [21], [25], [29], [30].
In fact, under this assumption, V0 itself also possesses a block-
diagonal structure [25]. Without loss of generality, suppose the
samples from the same subspace are arranged together. That is,
L0 = [L1, · · · ,Lk], where Li (1 ≤ i ≤ k) denotes the matrix
of samples from the i-th subspace, and k is the number of
subspaces. Let UiΣiVTi be the compact SVD of Li. Recall
that U0Σ0VT0 is the compact SVD of L0, then it holds that
V0 = V¯0Q, V¯0 =
V1 . . .
Vk
 ,
where Q ∈ Rr×r is an orthogonal matrix [25]. This implies
that V0 is equivalent to a block-diagonal matrix. On one hand,
due to the block diagonal property of V¯0, one could achieve
right clustering by implementing the K-Means algorithm di-
rectly to partition the rows of V¯0 into k groups. On the other
hand, the inner products among row vectors of V¯0 will not be
changed when multiplying it by the orthogonal matrix Q on
the right. Therefore, one will obtain the same partition when
the inputs to K-Means is replaced by V0.
As revealed by the above analysis, performing K-Means on
the row vectors of Vˆ0 is a reasonable way to obtain the final
clustering results. Algorithm 1 displays the whole schemes of
the proposed multi-view subspace clustering method.
Algorithm 1 Multi-view subspace clustering by LCRSR
Input: {X(v)}Vv=1, number of clusters k.
Parameters: r > 0, λ > 0.
Output: clustering results.
1: Input {X(v)}Vv=1, r and λ, and solve (10) to obtain Vˆ0.
2: Implement K-Mean onto the row vectors of Vˆ0 to obtain
k clusters.
V. OPTIMIZATION OF LCRSR
We consider to approximate the solution to problem (10)
by solving
min
V∈Rn×r,VTV=I,
S(v)∈Rd(v)×n
λ
V∑
v=1
‖S(v)‖1
+
V∑
v=1
‖(X(v) − S(v))(I−VVT )‖.
(14)
where λ > 0 is a trade-off parameter, and the non-squared
Frobenius norm is used to increase the robustness against large
error terms. For more meticulous modeling, one can equip
S(v) with a view-specific parameter λ(v) > 0. Here, to avoid
tedious parameter tuning and over-fitting, we just use a unified
trade-off parameter.
A. Optimization Procedure
The utilization of non-squared Frobenius norm directly in
the loss term makes it difficult to address problem (14).
Fortunately, as we will shown in Sec. V-B, problem (14) can
be addressed by solving the following problem
min
V∈Rn×r,VTV=I,
S(v)∈Rd(v)×n
λ
V∑
v=1
‖S(v)‖1
+
V∑
v=1
p(v)‖(X(v) − S(v))(I−VVT )‖2,
(15)
where
p(v) =
1
2‖(X(v) − S(v))(I−VVT )‖ (16)
can be seen as an automatically determined weight for the
vth view. To avoid being divided by 0, we can let p(v) =
1
2‖(X(v)−S(v))(I−VVT )‖+ , where  > 0 is a very small con-
stant.
Denote p = [p(1), · · · , p(V )]T . Since p(v) is dependent on
S(v) and V, p is also unknown. Hence, there are in total three
groups of unknown variables in problem (15). The alternating
minimization strategy is employed to optimize them. Suppose
6(Vt, {S(v)t }Vv=1,pt) is the solution obtained at the tth iteration.
Denote
g(v)(V,S(v), p(v)) = p(v)‖(X(v)−S(v))(I−VVT )‖2. (17)
Then, problem (15) is solved by iterating the following three
procedures.
1) Updating V by fixing the others.: The V-subproblem is
min
VTV=I
V∑
v=1
g(v)(V,S
(v)
t , p
(v)
t ). (18)
It is equivalent to
max
VTV=I
Tr(VT
V∑
v=1
p
(v)
t (X
(v)−S(v)t )T (X(v)−S(v)t )V), (19)
which has a closed-form solution. That is, Vt+1 is formed
by the top r eigenvectors (corresponding to the r maxi-
mum eigenvalues) of a semi-positive definite matrix Mt =
V∑
v=1
p
(v)
t (X
(v) − S(v)t )T (X(v) − S(v)t ).
2) Updating S(v) by fixing the others.: Since {S(v)}Vv=1
are independent from each other, we can solve each S(v) in-
dividually. The S(v)-subproblem is addressed by the proximal
gradient-descent method [34], [35]:
S
(v)
t+1 = arg min
S(v)
λ
µ
(v)
t
‖S(v)‖1
+ 12‖S(v) − (S(v)t −
∂
S(v)
g(v)(Vt+1,S
(v),p
(v)
t )
∣∣∣
S
(v)
t
µ
(v)
t
)‖2,
(20)
where µ(v)t > 0 is a penalty parameter, and
∂S(v)g
(v)(Vt+1,S
(v), p
(v)
t )=2p
(v)
t (S
(v)−X(v))(I−Vt+1VTt+1),
(21)
is the partial derivative of g(v)(V,S(v), p(v)) w.r.t. S(v) at
V = Vt+1 and p(v) = p
(v)
t . According to [35], the penalty
parameter could be set as µ(v)t = 2p
(v)
t ‖I−Vt+1VTt+1‖2 =
2p
(v)
t
1, or determined by backtracking line search. Therefore,
the solution to the S(v)-subproblem is given by
S
(v)
t+1 =H λ
µ
(v)
t
[
S
(v)
t −
∂
S(v)
g(v)(Vt+1,S
(v),p
(v)
t )
∣∣∣
S
(v)
t
µ
(v)
t
]
,
= H λ
µ
(v)
t
[
S
(v)
t − 2p
(v)
t (S
(v)
t −X(v))(I−Vt+1VTt+1)
µ
(v)
t
]
.
(22)
H
λ/µ
(v)
t
denotes the element-wise shrinkage operator with
parameter λ/µ(v)t , and it is defined as
Hε[x] = sign(x) max(0, |x| − ε). (23)
3) Updating p by fixing the others.: According to Eq. (16),
p
(v)
t+1 is updated by
p
(v)
t+1 =
1
2‖(X(v) − S(v)t+1)(I−Vt+1VTt+1)‖
,∀v. (24)
Algorithm 2 summarizes the whole optimization procedure.
1Since VTV = I, it can be inferred that ‖I−Vt+1VTt+1‖2 = 1.
Algorithm 2 The algorithm to solve the LCRSR model
Input: {X(v)}Vv=1, r > 0, λ > 0.
Initialization: S(v)t = 0, p
(v)
t = 1,∀v, t = 0.
Output: {S(v)}Vv=1 and V.
repeat not converged do
1: Compute Mt =
V∑
v=1
p
(v)
t (X
(v)−S(v)t )T (X(v)−S(v)t ).
2: Update Vt+1 using the top r eigenvectors of Mt.
3: Update S(v)t+1 according to Eq. (22), ∀v.
4: Update p(v)t+1(∀v) by Eq. (24).
6: t = t+ 1.
until meeting the stopping criterion
B. Convergence Analysis
In this subsection, we prove that Algorithm 2 will monoton-
ically decrease the objective value of problem (14) until the
convergence.
Proposition 2. Algorithm 2 will monotonically decrease the
objective value of Eq. (14) until the convergence.
Proof. Suppose after the tth iteration, we have obtained
Vt, {S(v)t }, and pt with p(v)t = 12‖(X(v)−S(v)t )(I−VtVTt )‖ , ∀v.
In the (t+ 1)th iteration, with {S(v)} and p being {S(v)t } and
pt respectively, we address subproblem (18) to obtain Vt+1.
Then, we have
V∑
v=1
g(v)(Vt+1,S
(v)
t , p
(v)
t ) ≤
V∑
v=1
g(v)(Vt,S
(v)
t , p
(v)
t ). (25)
Denote the whole objective function in Eq. (15) as
h(V, {S(v)},p) =
V∑
v=1
λ‖S(v)‖1 + g(v)(V,S(v), p(v)). In-
equality (25) implies
h(Vt+1, {S(v)t },pt) ≤ h(Vt, {S(v)t },pt). (26)
Then, we update {S(v)} by solving subproblem (20) view-
by-view. Due to the convergence property of the proximal
gradient-decent method [36], it holds that
h(Vt+1, {S(v)t+1},pt) ≤ h(Vt+1, {S(v)t },pt). (27)
With inequalities (26) and (27), we have h(Vt+1, {S(v)t+1},pt)
≤ h(Vt, {S(v)t },pt). Unfolding this inequality, it is
V∑
v=1
λ‖S(v)t+1‖1 + p(v)t ‖(X(v) − S(v)t+1)(I−Vt+1VTt+1)‖2
≤
V∑
v=1
λ‖S(v)t ‖1 + p(v)t ‖(X(v) − S(v)t )(I−VtVTt )‖2.
(28)
7Substituting p(v)t =
1
2‖(X(v)−S(v)t )(I−VtVTt )‖
into the above
inequality, we have
V∑
v=1
λ‖S(v)t+1‖1 +
V∑
v=1
‖(X(v) − S(v)t+1)(I−Vt+1VTt+1)‖2
2‖(X(v) − S(v)t )(I−VtVTt )‖
≤
V∑
v=1
λ‖S(v)t ‖1 +
V∑
v=1
‖(X(v) − S(v)t )(I−VtVTt )‖2
2‖(X(v) − S(v)t )(I−VtVTt )‖
.
(29)
Note that 2ab ≤ a2 + b2 ⇒ b − b22a ≤ a − a
2
2a (a ≥ 0), we
have
‖(X(v)−S(v)t+1)(I−Vt+1VTt+1)‖−
‖(X(v)−S(v)t+1)(I−Vt+1VTt+1)‖2
2‖(X(v)−S(v)t )(I−VtVTt )‖
≤ ‖(X(v)−S(v)t )(I−VtVTt )‖− ‖(X
(v)−S(v)t )(I−VtVTt )‖2
2‖(X(v)−S(v)t )(I−VtVTt )‖
.
(30)
Summing the inequality in (29) over all views and combining
the inequality (28), we arrive at
V∑
v=1
λ‖S(v)t+1‖1 +
V∑
v=1
‖(X(v)−S(v)t+1)(I−Vt+1VTt+1)‖
≤
V∑
v=1
λ‖S(v)t ‖1 +
V∑
v=1
‖(X(v)−S(v)t )(I−VtVTt )‖.
(31)
That is, the objective value of Eq. (14) is monotonically de-
creased. Recall that the objective function is lower bounded by
0. Therefore, the objective value sequence will converge.
C. Computational Complexity
Algorithm 1 has mainly two steps. In Step 1, the LCRSR
algorithm is conducted to obtain Vˆ0. Then, Step 2 performs
K-Means to obtain the final clustering results, which consumes
only O(nkr).
As for Algorithm 2, in Step 1, calculating Mt =
V∑
v=1
p
(v)
t (X
(v) − S(v)t )T (X(v) − S(v)t ) costs 2nd + n2d ele-
mentary additions or multiplications, where d =
V∑
v=1
d(v).
Then, in Step 2, Vt+1 is updated by calculating the top r
eigenvectors of the n×n matrix Mt. This can be accomplished
by performing the partial eigenvalue decomposition, which
takes O(n2r) [37]. To update {S(v)t+1}Vv=1, we need first to
calculate the gradient defined in Eq. (21), which consumes
O(n2(d + r)). Then the shrinkage operation spends O(nd).
In Step 5, when updating pt+1, since the calculations of
X(v)−S(v)t+1 and I−Vt+1VTt+1 can be shared in the procedures
of calculating Mt+1 and updating {S(v)t+1}Vv=1, this step takes
extra O(n2d) for multiplying X(v) − S(v)t+1 by I−Vt+1VTt+1
on all views and O(nd) for calculating the Frobenius norms.
In total, Algorithm 2 has a time complexity of O(n2(d+ r))
for each iteration.
Denote T as the number of iterations spent by Algorithm
2 to converge, the overall complexity of Algorithm 1 is
O(n2(d+ r)T + nkr).
VI. EXPERIMENT
In this section, experiments are conducted to examine the
performance of the proposed LCRSR approach. We first test
LCRSR’s ability to recover the latent complete row space on
synthetic data. Then, we investigate its clustering performance
and apply it to background subtraction from multi-view videos.
Finally, experiments on the sensitivity to parameters, conver-
gence behavior and computational time are conducted.
A. Data Descriptions
We consider performing experiments on 8 datasets, in-
cluding 2 UCI datasets, 1 text-gene dataset, 1 image-text
dataset, 2 image dataset and 2 video datasets. Concretely,
the Dermatology dataset2 (Derm) and the Forest type map-
ping dataset3 (Forest) are downloaded from the UCI machine
learning repository. The text-gene and image-text datasets are
the prokaryotic phyla dataset4 (Prok) and Wikipedia articles5
(Wiki), respectively. The image datasets includes a 7-class
subset of the Caltech1016 (Caltech7) and the USPS digits7.
The used video datasets are the EPFL Laboratory sequences8
(Lab), and Dongzhimen Transport Hub Crowd9 (DTHC).
1) Derm: This dataset was collected to differentiate the
type of Eryhemato-Squamous diseases in dermatology. There
are 366 patients diagnosed with 6 diseases. For each patient,
there are 11 clinical features (the age feature is discarded
due to missing values) and 22 histopathological features. The
two kinds of features correspond to the clinical view and
histopathological view of this dataset, respectively.
2) Forest: This is a multi-temporal remote sensing dataset.
It aims to tell apart different forest types using the spectral
data derived from the ASTER satellite imagery. It contains
524 instances belonging to 4 classes. There are 2 kinds of
feature representations. The first kind includes 9 reflected
spectral features in the green, red and near-infrared bands
in the ASTER images. The second kind is composed of 18
geographically weighted similarity variables [38].
3) Prok: It consists of 551 prokaryotic samples belonging to
4 classes. The species are represented by 1 textual view and 2
genomic views [39]. The textual descriptions are summarized
into a document-term matrix that records the TF-IDF [40]
re-weighted word frequencies. The genomic views are the
proteome composition and the gene repertoire.
4) Wiki: This database is composed of 2,866 image-text
documents classified into 10 categories. The documents were
collected from the Wikipedia’s featured articles. The articles
were segmented into sections according to section headings,
and the images were grouped according to their sections where
they were positioned by the author(s).
2https://archive.ics.uci.edu/ml/datasets/dermatology
3https://archive.ics.uci.edu/ml/datasets/Forest+type+mapping
4https://github.com/mbrbic/MultiViewLRSSC/tree/master/datasets
5http://www.svcl.ucsd.edu/projects/crossmodal/
6http://www.vision.caltech.edu/Image Datasets/Caltech101/
7http://www.csie.ntu.edu.tw/∼cjlin/libsvmtools/datasets/multiclass.html#usps
8https://cvlab.epfl.ch/data/data-pom-index-php/
9http://www.escience.cn/people/huyongli/Dongzhimen.html
85) Caltech7: This subset includes 441 images of 7 object
classes: Dolla-Bill, Faces, Garfield, Motorbike, Snoopy, Stop-
Sign and Windsor-Chair. To form a multi-view dataset, three
kinds of features are extracted, they are, SIFT [41], GIST [42]
and HOG [43].
6) USPS: This database consists of 9,298 images of 10
handwritten digits (0 to 9). Each image is of size 16× 16. To
meet the multi-view setting, we extract the SIFT feature and
GIST feature as two views.
7) Lab: This is a multi-camera pedestrian video shot inside
a laboratory by 4 cameras [44]. Each sequence is composed
of 3915 frames, recording the event that four people entered
the room in sequence and walked around. The frames are
converted into gray images and the resolution of each image
is reduced from 288 × 360 to 144 × 180. Finally, the size
of the data matrix for each view is 29250× 3915. We display
some example frames in Fig. 1(a).
8) DTHC: The video clips in this dataset are captured from
real scenarios at the Dongzhiimen Transport Hub in Beijing.
There are 3 cameras deployed in a hall to record the actions
of passengers [9]. We use the video clips from the category
named “Dispersing from the center quickly” for experiments.
For each of the three sequences, there are 151 synchronized
frames with resolution 1080 × 1920. Similarly, we convert
the frames to gray images and the resolution is reduced to
135× 240. The resultant data matrix is with size 32400× 151
for each view. Some frames from this dataset are shown in
Fig. 1(b).
B. Baselines
We would like to make comparisons in terms of clustering
performance with the following competitors.
• We first consider to make comparison with LRR [21].
Respectively, the best single-view LRR results and the
results of LRR on the concatenation of multiple views
form two baselines, termed “BestLRR” and “ConLRR”.
• Second, the results of the classical Robust Principle
Component Analysis (RPCA) [28] are compared. On
each view or the concatenated data matrix, RPCA is
first implemented to estimate the low-rank representation.
Then LRR is applied on the low-rank representation
to obtain the final clustering results. This leads to two
competitors, called “BestRPCA” and “ConRPCA”.
• Besides the above single-view subspace clustering meth-
ods, we also compare with the following multi-view sub-
space clustering methods. They are, LMSC [20], MVSC
[16], CSMSC [17], LTMSC [13] and MLRSSC [27].
Except for the proposed LCRSR, all the baselines methods
need to perform spectral clustering onto the learned affinity
matrices to obtain the final clustering results. We consider
directly run spectral clustering on the learned affinity matrix
without any additional complex post-processing on it.
C. Experimental Settings
For the proposed LCRSR, there are two parameters: r
and λ. r is manually tuned to maximize the performance
Camera 1 Camera 2 Camera 3 Camera 4
(a)
Camera 1 Camera 2 Camera 3
(b)
Fig. 1. Example frames from the video datasets. Images in the same row are
shot at the same time. (a) Lab. (b) DTHC.
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Fig. 2. Latent row space recovery results on the synthetic data.
of LCRSR, and λ is selected within the candidate set
{10−6, 10−5, · · · , 103}. For LRR, its parameter λ is tuned
within {0.01, 0.05, 0.1, 0.5, 1, · · · 4}. As suggested in [28], the
parameter in RPCA is set as λ = 1/
√
max(n, d˜), where
d˜ equals to d (ConRPCA) or d(v) (single-view RPCA).
Regarding LMSC, except for the regularization parameter
λ, it also needs to set the dimension of the latent rep-
resentation. As for the latent dimension, it is tuned from
{5, 10, · · · , 30} for Derm and Forest, which are with low
dimensionality. For the rest datasets with relatively higher
dimensionality, the latent dimension is set as 100, as sug-
gested by the authors [20]. Then, λ in LMSC is tuned
from {10−3, 10−2, · · · , 103}. The two parameters λ1 and
9TABLE I
CLUSTERING PERFORMANCE COMPARISON (MEAN ± STD). SYMBOLS ‘?/− /O’ INDICATE THE WINNING/DRAWING/LOSING OF LCRSR WHEN
COMPARED WITH THE CORRESPONDING METHOD UNDER THE WILCOXON SIGNED-RANK TEST WITH CONFIDENCE LEVEL 0.01. THE HIGHEST SCORES
ARE IN BOLD.
Datasets Methods NMI ACC F AdjRI
Derm
BestLRR 0.766 ± 0.000? 0.781 ± 0.000? 0.720 ± 0.000? 0.654 ± 0.000?
ConLRR 0.849 ± 0.000? 0.932 ± 0.000? 0.878 ± 0.000? 0.848 ± 0.000?
BestRPCA 0.699 ± 0.003? 0.631 ± 0.019? 0.663 ± 0.005? 0.586 ± 0.008?
ConRPCA 0.675 ± 0.000? 0.724 ± 0.000? 0.680 ± 0.000? 0.608 ± 0.000?
LMSC 0.823 ± 0.003? 0.885 ± 0.001? 0.859 ± 0.002? 0.825 ± 0.002?
MVSC 0.710 ± 0.000? 0.798 ± 0.000? 0.758 ± 0.000? 0.690 ± 0.000?
CSMSC 0.902 ± 0.000? 0.959 ± 0.000? 0.933 ± 0.000? 0.917 ± 0.000?
LTMSC 0.818 ± 0.003? 0.913 ± 0.001? 0.877 ± 0.002? 0.847 ± 0.002?
MLRSSC 0.820 ± 0.002? 0.866 ± 0.001? 0.841 ± 0.001? 0.803 ± 0.001?
LCRSR 0.922 ± 0.006 0.963 ± 0.003 0.948 ± 0.005 0.935 ± 0.006
Forest
BestLRR 0.513 ± 0.000? 0.782 ± 0.000? 0.632 ± 0.001? 0.491 ± 0.001?
ConLRR 0.563 ± 0.003? 0.818 ± 0.001? 0.682 ± 0.002? 0.561 ± 0.003?
BestRPCA 0.478 ± 0.000? 0.711 ± 0.000? 0.583 ± 0.000? 0.430 ± 0.000?
ConRPCA 0.563 ± 0.000? 0.807 ± 0.000? 0.662 ± 0.000? 0.533 ± 0.000?
LMSC 0.552 ± 0.001? 0.803 ± 0.000? 0.660 ± 0.000? 0.529 ± 0.001?
MVSC 0.374 ± 0.002? 0.494 ± 0.001? 0.518 ± 0.000? 0.193 ± 0.000?
CSMSC 0.576 ± 0.001? 0.819 ± 0.001? 0.682 ± 0.001? 0.560 ± 0.002?
LTMSC 0.478 ± 0.001? 0.713 ± 0.001? 0.564 ± 0.000? 0.396 ± 0.001?
MLRSSC 0.490 ± 0.000? 0.730 ± 0.000? 0.596 ± 0.000? 0.435 ± 0.000?
LCRSR 0.609 ± 0.010 0.844 ± 0.006 0.735 ± 0.008 0.627 ± 0.011
Prok
BestLRR 0.162 ± 0.003? 0.410 ± 0.003? 0.362 ± 0.001? 0.063 ± 0.002?
ConLRR 0.152 ± 0.003? 0.546 ± 0.001? 0.539 ± 0.000? 0.054 ± 0.001?
BestRPCA 0.208 ± 0.010? 0.563 ± 0.009? 0.493 ± 0.007? 0.184 ± 0.008?
ConRPCA 0.126 ± 0.015? 0.521 ± 0.007? 0.510 ± 0.002? 0.103 ± 0.004?
LMSC 0.384 ± 0.000? 0.635 ± 0.000? 0.553 ± 0.000? 0.339 ± 0.000?
MVSC 0.416 ± 0.000? 0.653 ± 0.000− 0.607 ± 0.000− 0.318 ± 0.000?
CSMSC 0.305 ± 0.005? 0.625 ± 0.022? 0.535 ± 0.026? 0.288 ± 0.036?
LTMSC 0.121 ± 0.005? 0.407 ± 0.016? 0.388 ± 0.009? 0.022 ± 0.002?
MLRSSC 0.382 ± 0.025? 0.653 ± 0.030− 0.526 ± 0.039? 0.307 ± 0.053?
LCRSR 0.445 ± 0.065 0.676 ± 0.075 0.595 ± 0.070 0.390 ± 0.098
Wiki
BestLRR 0.523 ± 0.000? 0.538 ± 0.000? 0.479 ± 0.000? 0.417 ± 0.000?
ConLRR 0.440 ± 0.001? 0.479 ± 0.001? 0.418 ± 0.001? 0.348 ± 0.001?
BestRPCA 0.209 ± 0.000? 0.291 ± 0.000? 0.208 ± 0.000? 0.116 ± 0.000?
ConRPCA 0.061 ± 0.000? 0.193 ± 0.000? 0.130 ± 0.000? 0.029 ± 0.000?
LMSC 0.508 ± 0.005? 0.575 ± 0.005? 0.505 ± 0.004? 0.446 ± 0.004?
MVSC 0.455 ± 0.002? 0.544 ± 0.002? 0.453 ± 0.002? 0.383 ± 0.003?
CSMSC 0.225 ± 0.002? 0.331 ± 0.002? 0.245 ± 0.001? 0.154 ± 0.001?
LTMSC 0.443 ± 0.002? 0.515 ± 0.002? 0.450 ± 0.003? 0.384 ± 0.003?
MLRSSC 0.535 ± 0.003? 0.587 ± 0.006? 0.522 ± 0.007? 0.465 ± 0.007?
LCRSR 0.563 ± 0.001 0.609 ± 0.002 0.530 ± 0.003 0.475 ± 0.003
Caltech7
BestLRR 0.632 ± 0.000? 0.712 ± 0.000? 0.635 ± 0.000? 0.566 ± 0.000?
ConLRR 0.717 ± 0.000? 0.746 ± 0.000? 0.708 ± 0.000? 0.650 ± 0.000?
BestRPCA 0.647 ± 0.001? 0.721 ± 0.001? 0.645 ± 0.001? 0.577 ± 0.002?
ConRPCA 0.728 ± 0.001? 0.755 ± 0.001? 0.717 ± 0.001? 0.662 ± 0.001?
LMSC 0.724 ± 0.004? 0.748 ± 0.003? 0.718 ± 0.004? 0.666 ± 0.005?
MVSC 0.666 ± 0.000? 0.773 ± 0.000? 0.655 ± 0.000? 0.579 ± 0.000?
CSMSC 0.674 ± 0.000? 0.741 ± 0.000? 0.617 ± 0.000? 0.532 ± 0.000?
LTMSC 0.709 ± 0.001? 0.726 ± 0.000? 0.659 ± 0.000? 0.588 ± 0.000?
MLRSSC 0.714 ± 0.005? 0.736 ± 0.002? 0.700 ± 0.003? 0.644 ± 0.003?
LCRSR 0.775 ± 0.023 0.797 ± 0.032 0.773 ± 0.030 0.728 ± 0.037
USPS
BestLRR 0.747 ± 0.000? 0.628 ± 0.000? 0.640 ± 0.000? 0.596 ± 0.000?
ConLRR 0.747 ± 0.000? 0.619 ± 0.001? 0.640 ± 0.000? 0.596 ± 0.000?
BestRPCA 0.736 ± 0.000? 0.645 ± 0.000? 0.634 ± 0.001? 0.589 ± 0.001?
ConRPCA 0.746 ± 0.003? 0.618 ± 0.006? 0.639 ± 0.006? 0.595 ± 0.008?
LMSC 0.652 ± 0.007? 0.662 ± 0.001? 0.612 ± 0.002? 0.564 ± 0.003?
MVSC 0.607 ± 0.001? 0.493 ± 0.008? 0.485 ± 0.004? 0.416 ± 0.005?
CSMSC 0.757 ± 0.000? 0.635 ± 0.000? 0.658 ± 0.000? 0.616 ± 0.000?
LTMSC 0.746 ± 0.004? 0.649 ± 0.015? 0.649 ± 0.011? 0.607 ± 0.013?
MLRSSC 0.710 ± 0.001? 0.702 ± 0.001? 0.661 ± 0.001? 0.621 ± 0.001?
LCRSR 0.769 ± 0.001 0.764 ± 0.023 0.734 ± 0.012 0.702 ± 0.014
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(a)
Original frames Backgorund (RPCA) Moving objects (RPCA) Backgorund (LCRSR) Moving objects (LCRSR)
(b)
Fig. 3. Background subtraction in multi-camera surveillance video. Frames at two time points from the Lab video dataset. Each row corresponds to a camera.
The parameters in LCRSR are set as r = 5 and λ = 10.
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Fig. 4. Background subtraction in multi-camera surveillance video. Frames at two time points from the DTHC video dataset. Each column corresponds to a
camera. The parameters in LCRSR are set as r = 3 and λ = 10.
λ2 of MVSC are both chosen from {10−3, 10−2, 10−1, 1}.
As for CSMSC, both λC and λD are selected from
{10−3, 10−2, 10−1, 1}. The regularization parameter λ in
LTMSC is chosen from {10−2, 10−1, 100, 101, 102}. For
MLRSSC, we compared with its centroid-based version [27].
As suggested in [27], the low-rank parameter β1 is tuned from
0.1 to 0.9 with step 0.2, and the sparsity parameter is set as
1− β1, and the consensus parameter is tuned from 0.3 to 0.9
with step 0.2.
All the experiments are conducted by Matlab2016a on a
work station with Xeon CPU E3-1245 v3 (3.4GHz) and 32.0
GB RAM memory on the Windows 7 operating system. The
codes of all the compared methods are downloaded from the
authors’ homepages or provided by their authors10.
The clustering performance are evaluated by four metrics,
the normalized mutual information (NMI), the clustering accu-
racy (ACC), the F score, and the adjusted rand index (AdjRI).
All the compared methods need to perform K-Means to get
the final partition. To avoid inaccuracy brought by random
initialization, K-Means is repeated 50 times and the average
score and standard deviation are reported.
D. Subspace Recovery Results on Synthetic Data
The ability of LCRSR to recover the latent complete row
space is tested here on the synthetic data. For comparison,
RPCA is also performed to recover V0VT0 : estimating GL0
10The implementation of RPCA is obtained from the TFOCS, a Matlab
toolbox available at https://github.com/cvxr/TFOCS.
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by solving problem (5) and then performing SVD on the
estimated GL0 to obtain V0VT0 .
We generate data matrices of two views, according to the
model X(v) = G(v)L0 + S
(v)
0 (v = 1, 2). We consider the
case that d(1) = d(2) = 100, m = 50, and n = 200.
Concretely, we construct L0 ∈ Rm×n by sampling 100 points
from each of two randomly generated subspaces. Note G(v)
is required to have orthogonal columns when using RPCA
to recover the latent row space. To make fair comparisons,
we randomly generate G(v) ∈ Rd(v)×m (v = 1, 2) to make
it have orthogonal columns. S(v)0 (v = 1, 2) is composed of
{−1, 0, 1} with a Bernoulli model, i.e., S(v)0,ij equals to 0 with
probability 1 − ρs, and ±1 each with probability ρs/2. The
values of r and ρs are set in the range of [1 : 1 : 20] and
[0.02 : 0.02 : 0.4], respectively. Thus, rank(L0) varies from
2 to 40 with an interval of 2.
The Signal-to-Noise Ratio (SNRdB) is employed to evaluate
the recovery quality, i.e., the similarity between V0VT0 and
Vˆ0Vˆ
T
0 . We define the recovery score for each (r, ρs) pair as
score =

0, SNRdB < 15,
0.2 15 ≤ SNRdB < 20,
0.5 20 ≤ SNRdB < 30,
1, SNRdB > 30.
(32)
The rank r0 is assumed to be given when running LCRSR.
For each (r, ρs) pair, experiments are repeated on 20 ran-
dom simulations, and the average score is recorded. Fig. 2
shows the recovery results, i.e., the average score from 20
random trials. As we can see, though G(v)(∀v) has orthogonal
columns, the recovery performance of RPCA is still limited
and it makes no correct recovery. In comparison, the proposed
LCRSR succeeds when r0 is relatively low and {S(v)0 }Vv=1
is relatively sparse. In a word, LCRSR performs better than
RPCA in recovering the latent complete row space.
E. Clustering Performance
We consider to test the clustering performance of LCRSR
on the first 6 datasets. The input matrices are normalized to
have unit `2 norm column-wisely. The clustering comparison
results are displayed in Table I. Besides, the corresponding
Wilcoxon signed-rank test results with confidence level 0.01
are also reported.
From the results, the following observations can be
obtained. (1) Feature concatenation is likely to fail on
datasets with heterogeneous features. For example, on
Wiki and Prok, ConLRR/ConRPCA performs worse than
BestLRR/BestRPCA, though information from multiple views
are used. Note that both Wiki and Prok are actually cross-
modal, i.e., text-image and text-gene respectively. Thus, it
could be inferred that the direct concatenation of heteroge-
neous features might deteriorate the performance. (2) Though
both LMSC and the proposed LCRSR are based on the
latent representation assumption, LCRSR shows advantages
in clustering performance over LMSC. The reason might be
two-fold. First, LCRSR collects complete information from
multiple views while LMSC cannot guarantee the informa-
tion completeness of the learned latent representation. Thus,
LCRSR shows superiority with the better maintained under-
lying clustering structure. Second, the model of LMSC is
actually formulated on the concatenation of multiple views,
which will somehow impair its performance. (3) While the
performance of some of the compared multi-view subspace
clustering approaches is unstable, LCRSR achieves robust
clustering performance in spite of varying data types. For
example, CSMSC ranks the second on both Derm and Forest,
but it does not perform very well on Wiki. The possible reason
is following. The compared multi-view competitors learn self-
representation matrices view by view, the underly clustering
structure could be damaged when forming the final affinity
matrix from view-specific self-representations. In contrast,
LCRSR directly recovers the authentic latent complete row
space of the data, with the underly clustering structure being
better protected.
On the whole, the clustering performance of the proposed
LCRSR outperforms the baselines in most cases in terms of
all the four metrics.
F. Background Subtraction
Multi-camera video surveillance is a natural application of
multi-view learning. Background modeling from video clips
shot by multiple static cameras can be taken as a multi-
view low-rank matrix analysis problem. Concretely, the low-
rank part corresponds to the background, while the sparse
component corresponds to moving objects [25], [28]. Thus, in
this subsection, we apply the proposed LCRSR to background
subtraction from multi-camera video surveillance.
The experiments are conducted on the Lab and DTHC video
datasets. To visualize the sparse components, different from
the above clustering experiments, the data matrices are not
normalized. For comparison, we also implement RPCA [28]
on each single view. For each view, the parameter λ for RPCA
is well tuned around 1/
√
(max(n, d(v))), as suggested in [28].
Fig. 3 and Fig. 4 present frames at two time points from
each of the video datasets. For Lab, the proposed LCRSR
successfully detaches the moving objects from the background,
while the background extracted by RPCA still contains a por-
tion of the objects’ pixels. Since DTHC is captured from real
scenarios, which records a group of people disperse from the
center quickly, the task becomes more challenging. As shown
in Fig. 4, both methods fail to separate the moving objects
from the background completely. In comparison, LCRSR only
confuses the slow-moving people with the background and
performs much better than RPCA.
G. Parameter Study
In this subsection, we study the sensitivity of LCRSR with
respect to parameters. There are two parameters in LCRSR,
i.e., the low-rank parameter r and the trade-off parameter
λ. Experiments are conducted on the Derm dataset, and the
experimental results are shown in Fig. 5. Since the results are
similar for the four evaluation metrics, only the NMI results
are reported.
As shown in Fig. 5(a), the performance of LCRSR degen-
erates dramatically when λ ≥ 10−2. This is because that the
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Fig. 5. Sensitivity of LCRSR w.r.t. parameters (λ and r) evaluated by NMI
on the Derm dataset. (a) The parameter λ varies when r is fixed as 7, 8 and
9, respectively. (b) The parameter r varies when λ is set as 10−6, 10−4, and
10−2, respectively.
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Fig. 6. Convergence performance of LCRSR on two datasets: (a) Wiki. (b)
USPS.
solution to S(v)0 will become all zeros when λ is sufficiently
large. As for the rank parameter r, Fig. 5(b) shows that LCRSR
could perform well when r is in a certain range. For this
dataset, r = 5 is a good choice.
H. Convergence and Computational Time Comparison
The convergence behavior and computational time of
LCRSR are considered in this subsection. We regard the algo-
rithms to be converged if the relative difference of objectives
between two successive iterations is less than 10−4. Fig. 6
show the plots of objective values of LCRSR on datasets Wiki
and USPS. From the plots, we can see that LCRSR converges
in about 20 iterations.
Table II summarizes the computational complexity of the
compared multi-view subspace clustering methods, where T
denotes the number of iterations needed to converge for the
corresponding method. Except for LCRSR, all of the rest
methods have a cubic time complexity of n. As for the
dimension d, except for LMSC, the time complexity of all the
other method is linear to d. Accordingly, Table III displays the
time comparison results. Table III shows that MVSC spends
the most time for all datasets. This might be because MVSC
has the most complex constraints and requires more iterations
to converge. Consistent with the computational complexity
analysis, the proposed LCRSR costs the least time on all
datasets.
VII. CONCLUSIONS
With the goal of more accurate and faster multi-view
subspace clustering, in this paper, the LCRSR method is
TABLE II
TIME COMPLEXITY OF THE COMPARED MULTI-VIEW SUBSPACE
CLUSTERING METHODS.
Methods Time complexity
LMSC O(T (n3 + d3))
MVSC O(Tn2(n+ d))
CSMSC O(TV n(n2 + d))
LTMSC O(Tn2(n+ d))
MLRSSC O(TV n2(n+ d))
LCRSR O(Tn2(d+ r))
TABLE III
COMPUTATIONAL TIME COMPARISON (SECONDS).
Methods Derm Forest Prok Wiki Caltech7 USPS
LMSC 6.65 14.09 18.18 1681.93 11.98 5294.40
MVSC 21.98 46.85 255.51 6881.54 247.44 62584.69
CSMSC 1.22 1.03 1.56 28.67 1.79 506.52
LTMSC 6.43 14.15 28.47 1487.29 21.11 4401.68
MLRSSC - - - - - -
LCRSR 0.11 0.12 0.44 4.73 0.44 78.34
proposed based on the latent representation assumption. By
integrating complete information from multiple views, LCRSR
is able to directly recover both the latent complete row
space and the sparse errors existing in the original multi-
view data. LCRSR is more scalable to large-scale datasets
since it technically avoids the computationally expensive graph
construction procedure and can be solved efficiently. The
effectiveness and efficiency of LCRSR are demonstrated by
extensive experiments on various multi-view datasets.
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