Chronic tinnitus is a common and sometimes debilitating condition that lacks scientific consensus on 12 physiological models of how the condition arises as well as any known cure. In this study, we applied a 13 novel cyclicity analysis, which studies patterns of leader-follower relationships between two signals, to 14 resting state functional magnetic resonance imaging (rs-fMRI) data of brain regions acquired from 15 subjects with and without tinnitus. Using the output from the cyclicity analysis, we were able to 16 differentiate between these two groups with 58-67% accuracy using a partial least squares discriminant 17 analysis. Stability testing yielded a 70% classification accuracy for identifying individual subjects' data 18 across sessions one week apart. Additional analysis revealed that the pairs of brain regions that 19 contributed most to the dissociation between tinnitus and controls were those connected to the amygdala.
Top phases by phase magnitude
. Regions with the highest magnitudes in the cyclicity analysis. The leading eigenvalue and the corresponding eigenvector of the lead matrix determine the magnitude; in particular, the elements of the eigenvector correspond to ROIs, and the larger an element's modulus is, the greater the magnitude corresponding to the signal from that ROI. The above chart shows the proportion of times each region occurred in the top 10 magnitudes for each subject. Bars are displayed for the tinnitus group and the normal hearing controls. This graph reveals that certain regions have consistently high magnitudes in the cyclicity analysis, especially in visual regions such as the right and left cuneus. This is true for both tinnitus and controls. In other regions, such as the precuneus, the phase magnitudes are more variable between groups. groups' dataset. This is obtained from principal component analysis and the first loading vector for each group is depicted here. The first component is interpreted as primarily representing cyclic connectivity with the left and right cuneus. Colors correspond to the unit normalized loadings. It is observed that for both the normal hearing controls and for tinnitus subjects, the ordering corresponding to the right and left cuneus is strongly determined, whereas the ordering between ROI pairs of other regions is much less evident. The eigenvalue ratios corresponding to the first two components, λ 1 /λ 2 , and the first and third components, λ 1 /λ 3 , for the TIN group are 1.51 and 2.51 respectively, while for NH group the same quantities are 1.97 and 2.84 respectively. Here λ 1 , λ 2 , λ 3 are the leading eigenvalues of the covariance matrix of each group and therefore help quantify how much of the variance is explained by a particular component; a ratio of 1 would mean both components explain variance equally well. set, and accurately predict if the cyclicity data from one run belonged to a specific subject. Perfect classification would mean that all the subjects were classified correctly four times (each run was 150 classified correctly), and would look like uniform brightness down the diagonal of the figure. We found a 151 70% accuracy for classifying the runs, with 21 out of the 47 subjects being classified perfectly signaling 152 that the lead matrix is a viable candidate as a feature to use for classification.
153

Traditional classification
160
Four classification methods, linear SVM and DA, as well as quadratic SVM and DA methods were 161 attempted after using PCA for dimension reduction to 10 features. To avoid over-fitting or the curse of 162 dimensionality only reduction to up to 10 dimensions were tried for these methods. We also attempted 163 PLS-DA using 20 latent components. The confusion matrices and accuracies from these analyses are 164 shown in Table 1 .
165
Because there was a greater number of tinnitus subjects in our sample than control subjects, we were 167 interested in examining the same classification procedures after randomly selecting members from the 168 tinnitus group to match the size of the normal hearing group before training a classifier. The results of 169 this analysis are shown in Table 2 .
170
Wilks' Lambda for variable selection
172
The Wilks' criterion was used to select variables, i.e. elements of the lead matrices that were most 173 discriminatory across the whole dataset. We selected the 20 most discriminating ROI pairs to use to 174 reduce the dimensions of data in our training set instead of PCA. The classification results obtained by 175 using data from only the top 20 most discriminating ROI pairs is presented in Table 3 .
176
Because some of these features were likely to be particularly discriminating in only this sample, it was 178 of interest to further examine the stability of the ROI pairs selected by using the Wilks' criterion. This (Table 4) 183 Figure 4 . The stability of the lead matrix across sessions that were one week apart. Since the lead matrix is a feature constructed from the fMRI time series data; its consistency over time is investigated here. The figure above is a visualization of the confusion matrix arising from a classifier. Each row and column correspond to an individual subject in the analysis. The colors correspond to how many runs (out of 4 total runs) were correctly classified after training a 1-nearest neighbor classifier with the cosine metric on the other weeks data. The cosine metric serves as a measure of how closely aligned vectors are in high dimensional spaces. This graph shows good stability in the cyclic patterns of data, i.e consistent leader-follower relationships between ROIs, within subjects across one week. Figure 5 . The most stable ROI pairs with respect to discriminatory ability across the data set. The Wilks lambda criterion can be used to determine which features in data have more discriminatory ability for classification. Thousand random and equally sized subsets of the data were examined and the top 20 ranked ROI pairs (with respect to discriminatory ability) were recorded. The figure shows how many times an ROI pair appeared in the ranking. Figure 7 . Graph structure of leader-follower connections. This figure shows the direction of leader-follower relationships between 20 ROI pairs that most help discriminate the normal hearing controls from the tinnitus subjects (activity follows downwards). A node is assigned to each layer as soon as possible provided its predecessors have already appeared. The thickness of the edges corresponds to the proportion of subjects with that direction, and thus reveals the consistency of the leader-follower connections. In normal hearing subjects, there is more consistent cyclic connectivity with the amygdala than in the tinnitus subjects. the potential to analyze aspects of the cyclic signal in order to pull out subject specific trait information.
DISCUSSION
220
Our findings suggest that there are differential strengths of the resting signals across ROIs and differences 221 in the consistency of the leader-follower relationships between ROI pairs. For example, in our data, the 222 bilateral cuneus had the strongest signal in the resting state data. However, despite the strength of the sound clips in tinnitus patients compared to controls. The heterogeneity in this region may result from differences in levels of habituation to tinnitus. Some tinnitus patients may have reduced amygdala controls who have matched hearing loss. This is important because hearing loss often accompanies 296 tinnitus, and it is critical that the condition of tinnitus be discriminable from other coexisting conditions.
297
In the data presented here, most control participants have normal hearing, while the tinnitus patients do 298 not; the differences in cyclicity patterns and promising classification could therefore be related to the 299 differences in hearing thresholds. Alternatively,accounting for hearing loss may further improve 300 classification.
301
Conclusion
302
Our study demonstrates that normal hearing controls and tinnitus patients can be classified through 303 cyclicity analysis of resting state fMRI data. Based on discriminative features (in this case, the 304 leader-follower relationships of ROI pairs), a classification model can be built to predict if an individual 305 has chronic tinnitus. These discriminative ROI pairs can also be used to characterize the nature of 306 differences in brain activity between normal hearing controls and tinnitus patients, which may lead to 307 better diagnostic tools and an improved understanding of the neural underpinnings of tinnitus. Future 308 work will combine this cyclicity analysis with other forms of potentially discriminating data to make 309 improved classifications of tinnitus subjects from controls.
310
MATERIALS AND METHODS
Participants
311
Participants were recruited from the Champaign-Urbana area as part of a larger ongoing study with Table 5 .
317
Imaging
319
The steps involved in the imaging data analysis are described visually in Fig 9. 320 Figure 9 . Schematic of the analysis steps. Resting state fMRI time-course data is collected, pre-processed, and averaged in relevant regions-of-interest.
Then the cyclicity analysis is completed on the data to extract subject lead matrices. These lead matrices were used for three different types of classification.
The nearest neighbor algorithm reveals the strength of the stability of a subjects lead matrix. Classification methods are attempted after dimension reduction with PCA or through PLS-DA with 20 features. The Wilks' lambda is used as a criterion to pre-select ROI pairs to use in classification. These ROI pairs that help distinguish tinnitus subjects from controls are further investigated. with SNR=20, the lead matrix obtained from it as well as approximate phase offsets recovered from the first principal eigenvector. Second row shows two set of sinusoids in a similar fashion, but with one set having different magnitude and being offset from the other set. Third row shows a signal containing two harmonics; which requires the use of two principal eigenvectors to recover phases completely; note how the lead matrix has an added zero component (the second harmonic is twice the first) giving a point at the origin. The final set contains a traditional cyclic but aperiodic signal and its corresponding results. To fix notation let R denote the real line and R n the set of all n-tuples whose elements are real numbers. Let X t = X (u) be a d-dimensional path in R d defined over an interval [s, t] . For any such path it is possible to define its n-th iterated integral see (see K.-T. Chen, 1958) as,
where ⊗ denotes the tensor product. Though this short-hand notation for iterated integrals is standard in literature it is important to note that u i are simply integration variables. For example the first order iterated integral is simply the increment of the path over [s, t]
and the second order iterated integral is:
With the definition of the zeroth iterated integral to be 1 the infinite collection of iterated integrals per subject as a path and construct its truncated signature as an object of interest.
379
For our purposes, the 2nd order iterated integral of the closed path (we mean-center and linearly adjust the timecourse so that it becomes a closed path) gives us meaningful information about the relationships between pairs of ROIs. Each row and column of the constructed lead matrix
can be associated with an ROI and specifically, each element of the lead matrix corresponds to the signed 
