This paper presents a robust technique for temporally aligning multiple video sequences that have no spatial overlap between their fields of view. It is assumed that (i) a moving target with known trajectory is viewed by all cameras at non-overlapping periods in time, (ii) the target trajectory is estimated with a limited error at a constant sampling rate, and (iii) the sequences are recorded by stationary cameras with constant frame rates and fixed intrinsic and extrinsic parameters. The proposed approach reduces the problem of synchronizing N non-overlapping sequences to the problem of robustly estimating a single line from a set of appropriately-generated points in R N +1 . This line describes all temporal relations between the N sequences and the moving target. Our technique can handle arbitrarily-large misalignments between the sequences and does not require any a priori information about their temporal relations. Experimental results with real-world and synthetic sequences demonstrate that our method can accurately align the videos.
Introduction
The use of multiple video cameras to visualize and reconstruct large-scale scenes has become popular worldwide. As a result, many novel applications have been developed using multiple video recordings, such as, video post-production (Cao et al., 2009) , three-dimensional photogrammetric analysis (Raguse and Heipke, 2006) , video mosaicing (Gong and Yang, 2005) , sporting analysis (Saito et al., 2004) and interactive reconstruction of virtual environments (Gibson et al., 2003) . In order to retrieve accurate semantic and geometric information from the monitored scene, all those applications demand on synchronized video sequences. Typically, the temporal misalignment between video sequences occurs when they have different frame rates, or when there is a time shift between them (e.g. the cameras are not activated simultaneously).
Although synchronization can be manually performed, this approach is prone to human error, especially when there are several video sequences. Alternatively, the temporal alignment may be estimated using camera synchronization hardwares or network connections (Kitahara et al., 2001) . Unfortunately, special hardwares are not a practical solution for remote and wireless applications. Moreover, it is very complex to specify special hardwares for synchronizing cameras of different technologies and vendors. On the other hand, the use of a network connection to synchronize cameras requires the application of special methods to deal with the non-determinism in the network dynamics, such as propagation time or physical channel access time, which makes the synchronization task a very challenging problem in many multi-camera systems (Sivrikaya and Yener, 2004) .
In this context, the use of software-based methods has demonstrated to be an interesting alternative to recover synchronization from visual cues. This work proposes a method that belongs to this last group of software based solutions. Specifically, we propose an algorithm for temporally aligning multiple video sequences that have no spatial overlap between their fields of view. Our method is derived from the method presented by Pádua et al. (2008) and is based on the concept of a timeline. Consider the scenario illustrated in Figure 1 . Given N non-overlapping sequences, the timeline is a line in R N +1 that completely describes all temporal relations between the sequences and a moving target in the viewed scene. Note that the space considered has an additional dimension, indistinguishable from the other N , which refers to the moving target. The trajectory of the moving target is assumed to be known a priori, being related to a fixed reference frame and estimated with a limited error at a constant sampling rate.
An interesting characteristic of the timeline is that even though knowledge of the timeline implies knowledge of the sequences' temporal alignment, we can compute points on the timeline without knowing this alignment. Using this property as a starting point, the temporal alignment problem for N sequences is reduced to the problem of estimating a single line of N + 1 dimensions from a set of appropriately-generated points in ℜ N +1 . Importantly, a reliable algorithm for the solution of the asynchronism problem between multiple video sequences should be able to handle cases like ):
• Unknown cameras frame rates;
• Arbitrary time shift between the sequences; • Unknown object motion;
• Presence of tracking failures; • Computational efficiency should degrade gracefully with increasing number of video sequences; • Unknown user-defined camera set-up;
Our approach operates under all the above conditions, except the last one. In particular, we assume that the camera set-up is composed by stationary cameras, whose intrinsic and extrinsic parameters are known a priori. This scenario is typical in several applications, such as, automatic video-based surveillance of large-scale scenes and videobased modeling and rendering of three-dimensional scenes.
Related Work
Some authors classify the existing video synchronization methods in two groups: the feature-based methods and the direct methods.
Most part of recent related work on video synchronization is formed by feature-based methods (Cao et al., 2009; Tresadern and Reid, 2009; Pádua et al., 2008; Wedge et al., 2007; Wolf and Zomet, 2006; Raguse and Heipke, 2006; Lei and Hang, 2006; Caspi et al., 2006) , to list just a few. Those methods extract all information needed to perform temporal alignment from detected features, for example, frame-to-frame object motion, or object trajectories throughout an entire sequence. On the other hand, direct methods (Ushizaki et al., 2006; Ukrainitz and Irani, 2006; Shakil, 2006; Dai et al., 2006a,b; Sand and Teller, 2004; Irani, 2001, 2000) extract that information from the intensities and intensity gradients of all pixels that belong to overlapping regions. Therefore, direct methods tend to align sequences more accurately if their appearances are similar, while featurebased methods are widely prescribed for sequences with dissimilar appearance such as those acquired with wide baselines, different magnifications, or by cameras with distinct spectral sensitivities. The method proposed in this work belongs to the group of feature-based methods.
Many existing feature-based techniques (Wolf and Zomet, 2006; Caspi et al., 2006; Wedge et al., 2005; Rao et al., 2003; Wolf and Zomet, 2002a,b; Lee et al., 2000; Stein, 1998) perform an explicit search in the space of all possible alignments and are aware of use constraints based on correspondences between points of object trajectories. The combinatorial nature on that search requires several additional assumptions to make it manageable. These include assuming known frame rates; restricting N to be two; assuming that the temporal misalignment is an integer; and assuming that this misalignment falls within a small user-specified range. Hence, efficiency considerations greatly limit the applicability of these solutions.
Some other feature-based methods are based on the establishment of putative frame correspondences and use robust line-fitting techniques such as RANSAC or the Hough Transform (Tresadern and Reid, 2009; Pooley et al., 2003) to reduce the effect of gross outliers when estimating synchronization parameters. Tresadern and Reid (2009) present a method for synchronizing two video sequences, which recovers potential frame correspondences, estimates the synchronization parameters via the Hough transform and refines these parameters using nonlinear optimization methods. The main limitation of that method is that it relies on two matched sets of points moving non-rigidly in the scene. Pádua et al. (2008) propose an approach to align N overlapping sequences directly. That work reduces the problem of synchronizing N sequences to the problem of robustly estimating a single line in R N . Moreover, it is based on the assumption of known epipolar geometry, which is often computed using static background points that are common to the views. For pairs of cameras with wide baselines, this should be done using feature descriptors that are appropriate for wide-baseline stereo matching (Tola et al., 2008) .
The method proposed in this work is inspired by the work of Pádua et al. (2008) . Differently from their approach, we propose a technique to align N non-overlapping sequences that are acquired by stationary cameras, whose intrinsic and extrinsic parameters are known a priori. In this scenario, instead of using the assumption of known epipolar geometry and estimating trajectories of objects that are observed by all the cameras, our approach uses a single moving target in a preliminary step, whose 3D localization with respect to a fixed reference frame may be estimated with a constant sampling rate. This moving target crosses all the fields of view (see Figure 1 ) and our technique establishes correspondences between the temporal coordinates of the frames of the sequences and the sample numbers of the moving target. This procedure leads to a simple algorithm for reconstructing the timeline that recovers the temporal alignment between the sequences. Our approach is useful, not only in the case of non-overlapping sequences, but also when there is very little common appearance information between images, and are therefore difficult for standard video alignment techniques. Feature-based techniques relying on space-time interest points have also been proposed for pairwise video alignment (Wedge et al., 2007; Laptev et al., 2005; Yan and Pollefeys, 2004) . Usually, these techniques are not robust when the sequences contain objects moving in front of a cluttered background and tend to fail on sequences from widely-separated viewpoints.
Regarding feature-based methods for simultaneously aligning more than two sequences, only a few works have been proposed (Cao et al., 2009; Pádua et al., 2008; Lei and Hang, 2006; Raguse and Heipke, 2006; Whitehead et al., 2005) . Cao et al. (2009) present a method to synchronize multiple non-overlapping video sequences that are captured by cameras undergoing similar ego-motions. The proposed algorithm makes use of fundamental ratios, which are the ratios of the elements of homogeneous fourdimensional feature vectors characterizing the camera egomotion. As our method, that approach assumes that the camera internal parameters are fixed throughout the video. Raguse and Heipke (2006) propose a method where the temporal misalignment is modeled by a 2 nd order polynomial and is converted to an interpolation factor in image space. Through the use of the interpolation factor, temporal correction terms for the image coordinates are calculated and introduced in the functional model of a bundle adjustment. Unlike the method proposed in this paper, the technique developed by Raguse and Heipke (2006) works with overlapping sequences, requires a reliable tracker and if the acquisition network consists only of two cameras, it is necessary that the object motion does not occur in an epipolar plane, because otherwise the temporal misalignment results in a systematic point shift in that plane since the two image rays still intersect. Whitehead et al. (2005) present a two-stage approach for aligning three sequences.
The method relies on 2D shape heuristics in order to bring feature trajectories into a rough temporal alignment. This alignment is then refined by enforcing trifocal constraints. Differently from their approach, our method is applied to a general number of video sequences and does not demand on a reliable tracker across many frames.
Finally, there are only a few works based on direct methods to align sequences without any overlap (Shakil, 2006; Caspi and Irani, 2001 ). The most relevant work was developed by Caspi and Irani (2001) , and, unlike our approach, it does not work with stationary cameras. Specifically, it only works with sequences acquired by pairs of cameras that remain rigidly attached to each other while moving relative to a mostly rigid scene.
Paper outline
This paper builds on our previous work (Brito et al., 2008) with (1) an updated discussion of related work, (2) a new set of experiments on real-world and synthetic sequences, (3) a detailed analysis of our method's reliability with respect to errors in the 3D target localization, in the tracking system and in the camera calibration and (4) an improved explanation of our method.
The remainder of this paper is organized as follows. Section 2 presents the problem formulation. Section 3 covers our temporal synchronization algorithm. Experimental results are presented in Section 4, followed by the conclusions and discussion in Section 5.
Problem Formulation
Suppose that a dynamic scene is viewed simultaneously by N stationary calibrated cameras, whose fields of view do not necessarily overlap. Moreover, consider the presence of a moving target in the 3D scene, whose trajectory in the world coordinate system may be estimated with a constant sampling rate. Suppose also that this target crosses the fields of view of all cameras (see Figure 1) .
We assume that each camera captures frames with a constant, unknown frame rate and that the cameras as well as the moving target are unsynchronized, i.e., they began capturing frames and location samples at a different time with possibly-distinct sampling rates. In Figure 2 , for example, we illustrate the temporal misalignment between a moving target and N cameras. In that example, the location sample 689 of the moving target corresponds in time to the frames 57, 525 and 233 of cameras c 1 , c 2 and c N , respectively. Therefore, the temporal misalignments between the target and those cameras are ∆T 1 = 632, ∆T 2 = 164 and ∆T N = 456, respectively. Analogously, the temporal misalignments between those cameras are ∆T 12 = 468, ∆T 1N = 176 and ∆T 2N = 292. Our goal is to determine a global timeline that recovers the temporal alignment between the cameras, by using the synchronization offsets between the moving target and these cameras.
The constant sampling rate assumption for the video cameras and the moving target implies that the temporal coordinates (time stamps) of the target samples and the temporal coordinates (frame numbers) of all video sequences are related by a one dimensional affine transformation :
where t i and t r denote the temporal coordinates of the i-th video sequence and the temporal coordinates of the moving target, respectively. The parameters α i , β i are unknown constants describing the temporal dilation and temporal shift, respectively, between the target and the i-th sequence. In general, these constants will not be integers . The pairwise temporal relations captured by Equation (1) induce a global relationship between the frame numbers of the input sequences and the sample numbers of the moving target. We represent this relationship by a line L of N + 1 dimensions, that we call the timeline:
Observe that the timeline captures all temporal relations between the video sequences. Therefore, the problem addressed in this work consists in to obtain an accurate estimate for such a line. Finally, we assume that the target moves along smooth 3D trajectories, which can be captured in the image planes of all cameras by using the projection matrices obtained during their calibration, as well as by using standard trackers (Jepson et al., 2003; Isard and MacCormick, 2001; Shi and Tomasi, 1994 ) that output trajectory segments as parametric curves.
In this work, a moving target is any visual entity moving in the space observed by the cameras with the ability to localize itself relatively to the world reference frame. Examples of targets include mobile robots that combine several sensors for localization and a human being carrying out a GPS (Global Positioning System) receiver in an outdoor environment. Although the accurate localization of mobile robots and moving entities is still an open problem, which has been a major research topic in the past few A target moves along a trajectory Q(·) in a 3D scene, viewed by a camera. Let q(·) be the trajectory traced by the target in the image plane, computed by a tracking algorithm. Consider that q(tc) represents the target's instantaneous position in the image plane at frame tc and Q(tr) represents the 3D target's instantaneous position at the temporal coordinate tr, whose projection in the image plane, computed by using the projection matrix P , is given byq(tr). If q(tc) and Q(tr ) correspond in time, the vector [tc tr ] retrieves the temporal alignment between the target and the camera.
years (Thrun et al., 2005; Se et al., 2005; Pereira et al., 2003) , our experiments in Section 4 show that the proposed methodology is robust to relatively large localization errors, thus requiring fairly simple localization techniques. In that section we present very controlled experiments performed with synthetic data, which allows us to analyze how the accuracy of the proposed methodology is affected by the errors in the 3D target localization, and real world experiments, which validate the methodology for realistic scenarios and actual localization approaches.
Temporal Synchronization Algorithm
The proposed synchronization algorithm operates in three steps. Consider Figure 3 where a target moves along a trajectory Q(·) in a 3D scene, viewed by a camera. Suppose that the 3D target's trajectory in the world coordinate system may be estimated by combining localization sensors or using a GPS receiver. Let q(·) be the trajectory traced by the target's projection in the image plane, computed by an object tracking algorithm (Jepson et al., 2003; Isard and MacCormick, 2001; Shi and Tomasi, 1994) .
Assuming that the camera is calibrated, we may estimate for each 3D target's position its corresponding projection in the image plane. In Figure 3 , for example, Q(t r ) represents the 3D target's instantaneous position at the temporal coordinate t r and its projectionq(t r ) in the image plane was computed by using the projection matrix P , obtained during the calibration of the camera.
In this scenario, the first step of our algorithm is based on the key observation that, by determining correspondences between 2D target positions in the image plane, computed by the tracking algorithm and by the projection matrix P, we may also determine correspondences between the temporal coordinates of the frames of the video sequence and the sample numbers of the moving target.
Consider, for example, that q(t c ) in Figure 3 represents the target's instantaneous position in the image plane at frame t c , computed by the tracker. Assuming that q(t c ) and Q(t r ) correspond in time, the projectionq(t r ) of Q(t r ) should coincide with q(t c ) or stay at a distance of e pixels caused by errors in the target 3D localization, in the camera calibration and/or in the tracking algorithms used. From this observation, we may also establish correspondence between the temporal coordinates t c and t r of q(t c ) andq(t r ), respectively, since they represent the same 3D instantaneous position Q(t r ) of the target. In fact, we may estimate for each camera c and the moving target r a set V of 2D points with coordinates [t c t r ] that represent "candidate" temporal alignments for the camera and the target. Specifically, the set V defines a voting space that is built as follows:
where D(·) denotes the euclidean distance between the points q(t c ) andq(t r ), and ε denotes a tolerance in pixels.
In Figure 4 , we illustrate four examples of voting spaces that were obtained in the real-world experiments described in the next section. In general, the set V described in Equation (3) will contain outliers. The second step of our algorithm consists in to determine the most appropriate subset of candidate temporal alignments in V that will be used to determine the timeline that recovers the temporal alignment between the camera and the moving target. To estimate this subset in the presence of outliers, we use the RANSAC algorithm (Fischler and Bolles, 1981) . RANSAC can be regarded as an algorithm for robust fitting of models in the presence of many data outliers. Since it gives us the opportunity to evaluate any estimate of a set of parameters no matter how accurate the method that generated this solution might be, the RANSAC method represents an interesting approach to the solution of many computer vision problems.
The algorithm randomly chooses a pair of candidate temporal alignments to define the timeline, and then computes the total number of candidates that fall within an δ-distance of this line. These two steps are repeated for a number of iterations. Provided sufficient repetitions are performed, RANSAC is expected to identify solutions computed from outlier-free data. Therefore, the two critical parameters of the algorithm are the number k of RANSAC iterations and the distance δ. To determine k, we use the formula
where p is the probability that at least one of our random selections is an error-free set of candidates and r is the probability that a randomly-selected candidate is an inlier. Equation (4) expresses the fact that k should be large enough to ensure that, with probability p, at least one randomly-selected pair of candidates is an inlier. We used p = 0.99 and r = 0.05 (k = 1840 iterations) for our experiments, which are conservative values that lead to accurate results in our experiments. To compute the distance δ, we observe that δ can be thought of as a bound on the distance between tracked target locations in the input cameras and their associated projections.
After the use of RANSAC, the last step consists in to apply the least-squares method over the subset estimated to compute the timeline parameters. By combining the computed equations t i = α i t r + β i with parameters α i and β i , i = 1, ..., N , we may obtain new equations that capture the temporal relation between any two arbitrary sequences i and j, as well as the line L that captures the global relationship between the sequences.
Experimental Results
In this section, we present and discuss experimental results with real-world and synthetic sequences. Firstly, we illustrate the applicability of our approach by testing it on two-view datasets of real-world dynamic scenes. After that, we perform a careful analysis of the accuracy of our approach, by using synthetic sequences of an artificial scene. Specifically, we computed quantitative measurements of the quality of the estimated temporal alignments as a function of three key factors: (1) the accuracy in the target 3D localization (2) the accuracy of the tracking system and (3) the accuracy in the camera calibration. The values of the main parameters used by our temporal alignment algorithm in our experiments are listed in Table 1 .
Importantly, we use the average absolute temporal alignment error ε t as our basic measurement for evaluating the accuracy of our approach. Consider, for instance, a two-view dataset. In this case, we have:
where t c1 and M are, respectively, the temporal coordinate and the number of frames of the sequence acquired by camera c 1 , while t g c2 and t e c2 represent the corresponding temporal coordinate of t c1 in the sequence acquired by camera c 2 , which were computed by the "ground-truth" timeline and the timeline estimated by our method.
Real-World Sequences
The timeline reconstruction algorithm was tested on two challenging real-world two-view datasets. In both datasets, the video sequences were acquired by two cameras with identical frame rates (30fps). Image dimensions were about 720 × 480 pixels in all cases. The cameras were calibrated according to the algorithm proposed by Zhengyou Zhang (Zhang, 2000) .
Indoor Scene
As a first test, we applied our method to a two-view dataset of an indoor scene. The moving target that crossed the fields of view of both cameras was a robot Pioneer 3AT, by Active Media. The 3D localization data of the target were estimated at a rate of 7.5 samples per second by using the visual localization system proposed by Garcia et al. (2007) . The average localization error of that system was about 1% of the area covered by the smallest field of view. We used the WSL tracker (Jepson et al., 2003) to track the robot in each sequence.
The 3D localization system estimated the positions of the robot's center of gravity in the world reference frame. On the other hand, the WSL tracker estimated a blob centroid in the image coordinate system of each camera. Although the blob centroid did not necessarily correspond to the projection of the robot's center of gravity, we noted that, in practice, this fact did not affect the accuracy of the timeline, since the offset between both estimations remained approximately invariant for all points.
The lengths of the sequences acquired by both cameras c 1 and c 2 were 1692 and 914 frames, respectively. These sequences contained a single rigid object (robot) moving over a static background, along a fairly smooth trajectory, as illustrated in Figures 4(a)-(b) . The blue trajectories were estimated by the WSL tracker, while the red ones were obtained by projecting the robot's 3D trajectory in the image planes, using the projection matrices computed during the calibration of the cameras. The robot appears in 750 frames of the sequence acquired by camera c 1 and in 308 frames of the sequence acquired by camera c 2 .
In this experiment, the cameras had a very small overlap between their fields of view, which was intentionally created to verify the accuracy of alignment. However, this overlapping region was not used in the estimation process, to imitate the case of truly non-overlapping sequences. In fact, that region was used only for display and verification purposes. Moreover, in order to test the method with cameras of different frame rates, we modified the sequence acquired by camera c 2 , simulating a frame-rate of 15fps (half its original value). In this case, the ground-truth temporal dilation and temporal shift between the sequences were α = 0.5 and β = 146 ± 0.5 frames, respectively.
In Figures 4(c) and 4(f), we show the estimated voting spaces for the moving target r and the two cameras c 1 and c 2 used in our experiment. The reconstructed lines t c1 = 3.9979t r − 269.8932 and t c2 = 1.9947t r + 11.3588 describe the temporal alignments between the target and cameras c 1 and c 2 , respectively. From those equations we obtain the new equation t e c2 = 0.4989t c1 + 146.0185 that retrieves the temporal alignment between the two video sequences. According to Equation (5), the reconstructed line gives an average absolute temporal alignment error ε t of 0.3939 frames or 26.2731 miliseconds.
Therefore, our results show that our method may work successfully even when the sequences have large temporal misalignments (in this example, 146 frames). This scenario may be critical for several current temporal alignment techniques. Figures 4(d) -(e) confirm that the temporal alignment between the video sequences was effectively retrieved. In Figure 4(d) , the before alignment image was created by superimposing the green band of a frame t c2 with the red and blue bands of frame t c1 = (t c2 − β g )/α g , using ground truth timeline coefficients α g and β g . Observe the temporal misalignment between the sequences. In Figure 4 (e), the after alignment image was created by replacing the green band of frame t c2 with that of frame t c1 = (t c2 − β e )/α e , with α e , β e computed by our algorithm. Note that the sequences were aligned quite well and the "double exposure" artifacts disappeared.
Outdoor Scene
In a second experiment, we applied our method to a wide-baseline setup of cameras in an outdoor scene. In this case, the moving target crossing the fields of view of both cameras was a pedestrian carrying out a GPS (Global Positioning System) receiver.
Differently from the first experiment, the 3D localization data of the target were estimated at a rate of 1 sample per second and the average localization error was much more severe, representing about 10% of the area covered by the smallest field of view. Moreover, the WSL tracker could not be used in both sequences, since one of them suffered from occlusions. For this case, we have manually estimated the 2D trajectory of the pedestrian.
The lengths of the video sequences acquired by both cameras c 1 and c 2 were 2455 and 2230 frames, respectively. These sequences contained a pedestrian moving in a dynamic scene, specifically, an avenue that meets heavy crosstown traffic. The pedestrian followed a smooth trajectory, as illustrated in Figures 4(g)-(h) . The blue trajectory in Figure 4 (g) was estimated by using the WSL tracker, (g)-(h) Trajectories of the moving targets in cameras 1 and 2, respectively. The blue trajectories were estimated by the WSL tracker (except the trajectory in (h) that was manually estimated), while the red ones were obtained by projecting the 3D target's trajectory in the image planes. (d) and (j) Before alignment image was created by superimposing the green band of a frame t 2 with the red and blue bands of frame t 1 = (t 2 − β g )/α g using ground truth timeline coefficients α g and β g . (e) and (k) After alignment image was created by replacing the green band of the image with that of frame t 1 = (t 2 − β e )/α e , with α e , β e computed by our algorithm. Deviations from the ground-truth alignment cause "double exposure" artifacts. (c) and (f) Voting Spaces of the indoor scene for the cameras c 1 , c 2 and the moving target r. (i) and (l) Voting Spaces of the outdoor scene for the cameras c 1 , c 2 and the moving target r.
while the blue trajectory in Figure 4 (h) was manually estimated. The red trajectories were acquired by projecting the pedestrian's 3D trajectory, obtained from GPS data, in the image planes. The pedestrian appears in 1683 frames of the sequence acquired by camera c 1 and in 1568 frames of the sequence acquired by camera c 2 .
Similarly to the robot dataset, the difference between the tracker trajectory and the projected trajectory was fairly invariant during the experiment and did not affect the estimation of the timeline. This difference occured because the GPS estimates corresponded to the receiver position in the 3D world, while the tracker estimates corresponded to the blob centroid in the image planes.
In this experiment, the cameras had no spatial overlap between their fields of view. The ground-truth temporal dilation and temporal shift between the video sequences were α = 1 and β = 370 ± 0.5 frames, respectively. In Figures 4(i) and 4(l) , we show the estimated voting spaces for the moving target r and the two cameras c 1 and c 2 used in our experiment. The reconstructed lines t c1 = 30.0055t r + 207.9097 and t c2 = 29.9259t r + 577.0435 describe the temporal alignments between the target and cameras c 1 and c 2 , respectively. From those equations we obtain the new equation t e c2 = 0.9974t c1 + 369.6848 that retrieves the temporal alignment between the two video sequences. The reconstructed line gives an average absolute temporal alignment error ε t of 2.9665 frames or 98.8 miliseconds. As expected, the severe 3D localization error observed in this case resulted in a temporal alignment that was more inaccurate than that one computed in our previous experiment. In fact, from Figures 4(j)-(k) we note that the computed alignment was not sufficient to completely cancel the "double exposure" artifacts.
Synthetic Sequences
Through the use of synthetic data, we evaluated how the method's reliability is affected by errors (i) in the 3D target localization, (ii) in the tracking system and (iii) in the camera calibration. We considered an artificial scene monitored by two synthetic calibrated cameras that had no spatial overlap between their fields of view.
The 3D target trajectory was randomly generated in the world reference frame of the artificial scene, following a very simple dynamics model and having a lifespan of 256 samples. In particular, the target's 3D instantaneous position, Q(t), was computed according to a randomlydrawn vector, A(t):
The orientation and length of vector A(t) were drawn from normal distributions with mean zero and standard deviations of 5 degrees and 0.5 meters, respectively. This choice produces an average projected velocity of two pixels per frame for both cameras, which is approximately equal to that observed in some of our real sequences.
We have simulated 100 distinct 3D target trajectories in the artificial scene and computed the voting spaces relating those 3D trajectories with their corresponding projections on the cameras' image planes. Controlled levels of noise were added both to the 3D and 2D trajectories computed, as well as to the projection matrices. The goal was to simulate the accuracy limitations of actual 3D localization systems, as well as of common camera calibration and tracking techniques. To illustrate the applicability of our approach, we have considered the percentage of simulation runs that produced highly-accurate timelines (ε t ≤ 1 frame) and less challenging situations (ε t ≤ 5 frames), as illustrated in Figures 5(a)-(f) .
All synthetic video sequences had the same length (512 frames) and were obtained by cameras with the same frame rate. For all runs we defined the following ground-truth affine transformations for modeling the temporal misalignment between cameras c 1 , c 2 and the moving target r:
that is, the temporal offset between the cameras was 41 frames (t c2 = t c1 + 41). Initially, we simulated errors in the tracking algorithm by adding a random displacement to the projection of the moving target. This displacement had a uniformly distributed orientation, and a magnitude drawn from a normal distribution with mean zero and standard deviation of S t pixels, for S t ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}. To make the alignment problem even more challenging, both projection matrices used in this experiment had an average error of about 2 pixels, while the 3D target trajectory was corrupted with a random displacement with a magnitude drawn from a normal distribution with mean zero and standard deviation of about 5% of the area covered by the smallest field of view. Figures 5(a)-(b) show the impact of the tracking error on alignment accuracy.
In a second step, we simulated errors in the camera calibration technique. In order to simulate the fact that the projection matrices obtained during calibration may be inaccurate, we perturbed the ground-truth projection matrices before each run to achieve a predefined average error of S c pixels, for S c ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9 , 10}. To generate a projection matrix with a given error S c , we began with the ground-truth matrix, add the constant 10 −5 to each element, measure the projection error, and iterate until the average error becomes equal to S c .
Again, to make the alignment problem more challenging, we considered the 2D trajectories in both image planes corrupted by a random displacement with a uniformly distributed orientation, and a magnitude drawn from a normal distribution with mean zero and standard deviation of 2 pixels. Moreover, the 3D target trajectory was corrupted with a random displacement that had a magnitude drawn from a normal distribution with mean zero and standard deviation of about 5% of the area covered by the smallest field of view. Figures 5(c)-(d) show the impact of the projection matrices errors on alignment accuracy.
As a final step, we applied our technique in scenarios where the error in the 3D localization of the moving target (a) ε t ≤ 1 frame (c) ε t ≤ 1 frame (e) ε t ≤ 1 frame varied according to a random displacement with magnitude drawn from a normal distribution with mean zero and standard deviation equal to S l % of the area covered by the smallest field of view, for S l ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}. Both projection matrices used in this experiment had an average error of about 2 pixels, while the 2D trajectories in both image planes were corrupted by a random displacement with a magnitude drawn from a normal distribution with mean zero and standard deviation of 2 pixels. , we note that the ability of the method to achieve accurate alignments diminishes with increased noise levels. This degradation is especially pronounced when we consider the computation of highlyaccurate timelines (Figures 5(a) , 5(c) and 5(e)).
Two reasons explain this degradation in accuracy for all cases. First, as the noise levels increase, potential inliers are shifted from their "true" positions in the voting space, and the magnitude of these shifts is proportional to the noise level. This affects the line-fitting process in RANSAC and produces timelines with inaccurate parameters. Second, the presence of noise causes a significant increase in outlier votes, which also affects negatively the accuracy of RANSAC estimation.
Finally, from Figure 5 (e), we note that for achieving highly-accurate alignments in more than 80% of the trials for S t = S c = 2 pixels (common noise levels in many applications), the 3D localization error should be smaller than or equal to 1% of the area covered by the smallest field of view. On the other hand, when the temporal alignment error may be up to 5 frames, our approach may succeed in more than 70% of the trials even when severe noise levels are considered (Figures 5(b) , 5(d) and 5(f)).
Conclusions
This work presents an approach to estimate the temporal alignment between N unsynchronized video sequences captured by cameras with non-overlapping fields of view. The results suggest that timeline reconstruction algorithm provides a simple and effective method that is able to handle arbitrary temporal dilations and large time shifts. By reducing the alignment problem to a RANSAC-based procedure, our method is able to tolerate large proportions of outliers in the data due to errors in the 3D target localization and in the tracking and camera calibration techniques.
Additional theoretical investigations need to be considered for future work. Firstly, the methodology proposed assumes that all cameras acquire frames at constant (albeit not necessarily identical) temporal sampling rates. Based on that assumption, the approach model the temporal misalignment between a pair of video sequences as an one-dimensional affine transformation. The pairwise temporal relations modelled by that transformation induce a global relationship between the frame numbers of the input sequences and the sample numbers of the moving target. However, such a kind of mathematical modelling is not appropriate when some sequences work with variable frame rates. Therefore, the development of an alternative mathematical model, which can couple with this problem represents an important topic for future research.
Another direction for future work consists in to extend our approach to be used with unknown user-defined camera setups. If rough information about the relative camera positions and orientations is available, it may be possible to extend the algorithm to do both synchronization and refinement of the camera calibration parameters, assuming that several objects cross the fields of view.
