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рый был установлен на этапе классификации, берется RBF-сеть. Радиально-
базисная сеть была выбрана, потому является одной из базовых нейронных се-
тей, и особым видом алгоритма обучения, который позволяет уже на этапе обу-
чения определить параметры исследуемой выборки. 
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О ЧИСЛЕННОМ МЕТОДЕ ОПРЕДЕЛЕНИЯ ПАРАМЕТРОВ КРИВОЙ ПОЛ-
ЗУЧЕСТИ НА ОСНОВЕ  РАЗНОСТНЫХ УРАВНЕНИЙ 
 
(Самарский государственный технический университет) 
 
Проблема прогнозирования работоспособности элементов конструкций в 
условиях ползучести является актуальной задачей. Однако, вследствие суще-
ственного разброса в результатах экспериментальных исследований примене-
ние детерминированных моделей и методов на их основе практически не эф-
фективно [1-3]. Это послужило причиной развития статистических методов, в 
основе которых лежат экспериментальные характеристики, полученные на 
начальном этапе эксплуатации конкретной конструкции.  
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В соответствии с разработанной теорией неупругого реологического де-
формирования материалов уравнение кривой ползучести  ty~  при постоянном 
напряжении может быть представлено в виде суммы нескольких (обычно трех) 
экспоненциальных составляющих [4]: 







ii taty . (1) 
Рассмотрим построение линейно параметрической дискретной модели, 
связывающей в виде рекуррентной формулы несколько последовательных 
мгновенных значений кривой ползучести. 
При равномерной с периодом   дискретизации непрерывной функции (1) 
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Решая данную систему, линейную относительно  неизвестных функций  
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где   321 3215 eaeaeaas , 




16 eaeaeaas , 
3211  , 3231212  , 3213  , 
)1( 3213213231214  sa . 
Для того чтобы по известным коэффициентам j , 3,2,1j  линейно-
параметрической дискретной модели (5) найти параметры i , 3,2,1i в урав-
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нении кривой ползучести (1), следует вначале вычислить корни i , 3,2,1i  ал-




3  , (6) 





ln , 3,2,1i . (7) 
При параметрической идентификации кривой ползучести, с учетом есте-
ственного разброса данных k в процессе эксперимента kkk yy  ~ , которые 
содержат случайную помеху k , 1,0  Nk , где N – объем выборки, на основе 
модели (5) можно построить систему линейных разностных уравнений, описы-
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Здесь T),,,( 621    – вектор неизвестных коэффициентов линейно 
параметрической дискретной модели; TN ),...,,( 110   – N-мерный вектор 
случайной помехи в результатах наблюдений; TN ),...,,( 21   – N -мерный 
вектор эквивалентного случайного возмущения в стохастическом разностном 
уравнении; TNyyyb )...,,,( 110   – N -мерный вектор правой части; 
 621 .. fffF  – матрица регрессоров размера 6N , столбцы которой опи-
сываются формулами:     TNyyyf ),,,,0,0( 2321   ,       ,),,,0,0( 312
T
Nyyf    
T
Nyyf ),,,0,0( 403   ,  
Tf )1,,1,1,0,0(4  , 
Tf )0,,0,0,,1(5  , 
Tf )0..,0,1,0(6  . 
Матрица P  размера NN   в стохастическом разностном уравнении эк-












pij  3,1i , Nj ,1 . Остальные строки 
матрицы P  имеют вид:  0,,0,1,,,,,, 12211    ppppp , 
 0,,0,1,,,,,,,0 12212    ppppp , ,  
 1,,,,,,,0,,0 1221    pppNp . 
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В основе оценивания коэффициентов j  обобщенной регрессионной мо-




 FPbP , (10) 
очевидно, что вычисленные таким образом оценки обеспечивают также мини-
мальное отклонение yy ~  (в формате среднеквадратичного приближения) 
смоделированной функции, описывающей мгновенные значения ky~  от экспе-
риментальных данных ky . Минимизация функционала (11) приводит к реше-
нию нормальной системы уравнений, нелинейных относительно переменных 
j . Для этого может быть применен численный итерационный метод. На пер-
вом шаге алгоритма этого метода вычисляется начальное приближение )0(̂ -
вектор МНК-оценок регрессионных коэффициентов: minˆˆ
22  Fb . 
Откуда 
   bFFF TT 1)0(ˆ  . (11) 
Затем на основе этих оценок формируется матрица )( )0()0( 
PP  и вы-
числяется обратная матрица 1)0(P . Если подставим эту матрицу в формулу (10), 
то получим линейную регрессионную модель вида )1(11 ˆˆ )0()0( 
 FPP , где 













FPbP . Очевидно, что этот функционал является ли-
нейным относительно параметров j . Его минимизация приводит к нормальной 
системе линейных алгебраических уравнений, решение которой имеет вид 






Вводя матрицу )0()0()0( ˆˆˆ  
TPP , получаем формулу для вычисления 
уточненного приближения   bFFF TT )0()0( ˆ11ˆ1)1(ˆ   . Это новое приближе-
ние вектора среднеквадратичных оценок коэффициентов разностного уравне-
ния используется для вычисления матрицы )ˆ( )1()1( 
PP  и т.д. Таким образом, 
в основе алгоритма численного метода среднеквадратичного оценивания коэф-
фициентов линейно-параметрической дискретной модели лежат рекуррентные 
формулы 
   bFFF kk TTk )1()1( ˆ11ˆ1)(ˆ    , (12) 
 )()()( ˆˆˆ kkk
TPP 

 , (13) 
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 ...3,2,1),ˆ( )()( 
kPP kk  (14) 
Процесс вычисления продолжается до тех пор, пока не будет выполнен 
критерий останова )()()1( ˆ01,0ˆˆ iii   . 
Полученные среднеквадратические оценки j̂  коэффициентов линейно 
параметрической дискретной модели (5) используются при вычислении поме-
хоустойчивых оценок параметров кривой ползучести i  и ia , 3,1i . Для этого 




3  . Затем по формулам (7) вычисляются оценки парамет-
ров ii 
 lnˆ 1 , 3,1i . На заключительном этапе по найденным i̂  и i  по-
средством решения системы линейных алгебраических уравнений 
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вычисляются оценки коэффициентов iâ , 3,1i , в функции (1).  
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РАЗРАБОТКА ВИРТУАЛЬНОГО СТЕНДА ДЛЯ КОМПЛЕКСНОГО АНАЛИ-
ЗА ЭЛЕКТРОННЫХ АВТОКОЛЕБАТЕЛЬНЫХ СИСТЕМ 
 
(Научно-исследовательский институт экспериментальной и теоретической фи-
зики Казахского национального университета им.аль-Фараби) 
 
Методы анализа и моделирования автоколебаний, хаотических сигналов 
находят применение при решении задач проектирования радиочастотных гене-
раторов, аналоговых и цифровых устройств обработки сигналов, а также для 
обнаружения новых свойств закономерностей поведения физических, биологи-
ческих, химических систем. Теоретические модели позволяют оптимизировать 
поиск эффективных технологий, в то же время совершенствованию теории 
необходимы экспериментальные результаты. В данном докладе представлены 
результаты работ по разработке виртуального стенда для изучения динамики 
моделей автоколебательных систем с применением современных методов ин-
формационных технологий, физического эксперимента и теоретических мето-
дов нелинейной динамики [1-3].  
Первым этапом работ было создание ядра программного обеспечения для 
имитационного моделирования автоколебательных систем. Как правило, в 
электронных схемах носителем информации о моделируемом явлении, процес-
се является аналоговый сигнал. Под обработкой данных подразумевается про-
цесс извлечения этой информации из сигнала, которая может быть использова-
на для выявления различных закономерностей, классификации или идентифи-
кации рассматриваемого явления. Для обработки сигналов, в силу своей уни-
версальности, гибкости и наглядности, лучше всего использовать цифровые ме-
тоды. Таким образом, ядро разрабатываемого модуля принципиально должен 
содержать следующие компоненты: 
 Платформа для сбора и развертывания электронной схемы; 
 АЦП – для оцифровки аналогового сигнала; 
 Интерфейс управления параметрами записи сигнала в память компьютера; 
 Программный комплекс для выполнения цифровой обработки сигнала и ви-
зуализации результатов данной обработки. 
В нашей работе в качестве платформы для развертывания электронной 
схемы был выбран специальный модуль NI ELVIS II [4]. Данный выбор объяс-
няется тем, что в его состав входит комплект виртуальных измерительных при-
боров, что сильно упрощает процесс сбора и настройки экспериментальной 
установки. Все возможности, предлагаемые модулем NI ELVIS II, делают его 
