In this paper, we consider minimal linear codes in a general construction of linear codes from q-ary functions. First, we give the sufficient and necessary condition for codewords to be minimal. Second, as an application, we present two constructions of minimal linear codes which contained some recent results as special cases.
Introduction
Let q be a prime power and F q the finite field with q elements. Let n be a positive integer and F n q the vector space with dimension n over F q . In this paper, all vector spaces are over F q and all vectors are row vectors. For a vector v = (v 1 , . . . , v n ) ∈ F n q , let Suppt(v) := {1 ≤ i ≤ n : v i = 0} be the support of v. For any two vectors u, v ∈ F n q , if Suppt(u) ⊆ Suppt(v), we say that v covers u (or u is covered by v) and write u v. Clearly, av v for all a ∈ F q . An [n, k] q linear code C over F q is a k-dimensional subspace of F n q . Vectors in C are called codewords. A codeword c in a linear code C is called minimal if c covers only the codewords ac for all a ∈ F q , but no other codewords in C. That is to say, if a codeword c is minimal in C, then for any codeword b in C, b c implies that b = ac for some a ∈ F q . For an arbitrary linear code C, it is hard to determine the set of its minimal codewords.
If every codeword in C is minimal, then C is said to be a minimal linear code. Minimal linear codes have interesting applications in secret sharing [5, 6, 10, 18, 26] and secure twoparty computation [2, 7] , and could be decoded with a minimum distance decoding method [1] . Searching for minimal linear codes has been an interesting research topic in coding theory and cryptography.
The Hamming weight of a vector v is wt(v) := ♯Suppt(v). In [1] , Ashikhmin and Barg gave a sufficient condition on the minimum and maximum nonzero Hamming weights for a linear code to be minimal: * Supported by NSFC (Nos. 11971102, 11801070, 11771007) MSC: 94B05, 94A62 Lemma 1.1. (Ashikhmin-Barg [1] ) A linear code C over F q is minimal if
where w min and w max denote the minimum and maximum nonzero Hamming weights in the code C, respectively.
Inspired by Ding's work [8, 9] , many minimal linear codes with w min wmax > q−1 q have been constructed by selecting the proper defining set or from functions over finite fields (see [12, 14, 17, 19, 20, 21, 22, 23, 24, 28] ). Cohen et al. [7] provided an example to show that the condition w min wmax > q−1 q in Lemma 1.1 is not necessary for a linear code to be minimal. Recently, Ding, Heng and Zhou [11, 13] generalized this sufficient condition and derived a sufficient and necessary condition on all Hamming weights for a given linear code to be minimal: [11, 13] 
for any F q -linearly independent codewords a, b ∈ C. [3] provided infinite families of minimal linear codes; also in [25] Xu and Qu constructed three classes of minimal linear codes with w min wmax < p−1 p for any odd prime p. Recently, we gave a new sufficient and necessary condition for a given linear code to be minimal in [16] . In this paper, based on our sufficient and necessary condition, we give two constructions of minimal linear codes. Our results generalize the constructions in [11, 13, 3, 4] . These minimal linear codes are constructed from functions as follows. Let
By the choices of the function f , many linear codes C f can be minimal.
The rest of this paper is organized as follows. In Section 2, we give basic results on linear codes and our new sufficient and necessary condition. In Section 3, we present the new necessary and sufficient conditions for codewords in a general constructions of linear codes from q-ary functions to be minimal. In Section 4, we give the first construction of minimal linear code which generalize the constructions in [11, 13, 3] . In Section 5, we give the second construction of minimal linear code which generalize the construction in [4] . In section 6, we conclude this paper.
Preliminaries
2.1. Inner product and dual. Let k be a positive integer. For two vectors x = (x 1 , x 2 , ..., x k ), y = (y 1 , y 2 , ..., y k ) ∈ F k q , their Euclidean inner product is:
where T denotes the transpose operator. For any subset S ⊆ F k q , we define S ⊥ := {y ∈ F k q | y · x = 0, for any x ∈ S }. By the definition of S ⊥ , the following two facts are immediate:
2.2.
Properties of covering.
Then the following conditions are equivalent: (1) u v (i.e. Suppt(u) ⊆ Suppt(v));
(2) for any 1 ≤ i ≤ n, if u i = 0, then v i = 0; 
2.3.
A new sufficient and necessary condition for q-ary linear codes to be minimal. This new sufficient and necessary condition is presented as a main result in [16] , for easier reading, we list the results once more. To present the new sufficient and necessary condition in [16] , some concepts are needed.
Let k ≤ n be two positive integers and q a prime power. Let D := {d 1 , ..., d n } be a multiset and rank
It is obvious that
The following proposition is also needed.
Proof. By the definition of the linear code, we know that
Now we give the new sufficient and necessary condition for a codeword c(y) ∈ C(D) to be minimal:
Then the following three conditions are equivalent:
Proof. The equivalence of (2) and (3) 
, and by Proposition 2.1, we get c(x) c(y). Hence, c(y) is not minimal.
The proof is completed. By Theorem 2.1, we can present a new sufficient and necessary condition for linear codes over F q to be minimal.
Theorem 2.2. The following three conditions are equivalent:
3. The minimal codewords in a general construction of linear code from q-ary function 3.1. A general construction of linear code from q-ary function. Let k ≥ 2 be a positive integer and m :
, and
In the rest of this paper, we assume that
3.2. The sufficient and necessary condition for codewords to be minimal. Let y = (u, v), we discuss the following three cases respectively.
Case 1: When u = 0 and v = 0, we have the following proposition. Proof. For x ∈ F m q \{0},
.. = f (α m ) = 0 and d α 1 , ..., d αm are linearly independent over F q . It is equivalent to that {α 1 , ..., α m } is a basis of F m q and f (α 1 ) = .
.. = f (α m ) = 0.
Case 2: When u = 0 and v = 0, we have the following proposition. 
By Theorem 2.1, c(u, v) is minimal if and only if there exist α 1 , ..., α m ∈ F m q , such that for 1 ≤ i ≤ m, f (α i ) = ω · α i , and d α 1 , ..., d αm are linearly independent over F q . 
The first construction of minimal linear codes
To construct the minimal linear codes, we need the following three lemmas. 
Proof. Let 1 = (1, ..., 1) and
It is eary to see,
When q > 3, we can take b = 0, 1, m, then α 1 , ..., α m are linearly independent over F q and wt(α i ) = m, 1 ≤ i ≤ m.
When q = 3 and m ≡ 0, 1 (mod q), we can take b = 2 in (4.1), the result follows. When q = 3 and m ≡ 2 (mod q), we consider the following matrix:
It is easy to see |2E m − A − 2e T 1 e 1 | = −2 m−1 = 0. Hence α 1 , ..., α m are linearly independent over F q and wt(α i ) = m, 1 ≤ i ≤ m.
(2) When q = 2 and m is even, we set
Then α 1 , ..., α m are linearly independent over F q and wt(α i ) ≥ m − 1, 1 ≤ i ≤ m.
(3) When q = 2 and m is odd, we set
Then
It is eary to see, |E m − B| = m = 1 = 0.
Then α 1 , ..., α m are linearly independent over F q and wt(α i ) ≥ m − 2, 1 ≤ i ≤ m. Proof. Let ω = (w 1 , ..., w m ). Since ω = 0, there exists w i 0 = 0. Let
Then 1 ≤ wt(β i ) ≤ 2 and ω · β i = 1.
It is easy to see that β 1 , ..., β m are linearly independent and they constitute a basis of F m q .
Now we start to construct the minimal linear codes. (1), we have f (β i ) = 0, then 1 ≤ wt(α i ) ≤ 2 and α 1 , ..., α m is a basis of F m q . Thus by condition (1) in this theorem, we have f (α i ) = f (β i ) = f (β i )(ω ·β i ) = ω ·(f (β i )β i ) = ω · α i . By corollary 3.2, c(u, v) is minimal. 
Since α 1 , ..., α m−1 are linearly independent, k i = 0, i = 2, ..., m − 1 and k 1 + ak m = 0. Then
Since 1 ≤ wt(α 1 ) ≤ 2 and a = 0, by condition (1), we get f (aα 1 ) = f (α 1 ), and then
Since a = 1 and f (α 1 ) = 0, we get k m = 0 and k 1 = 0. Thus d α 1 , ..., d αm are linearly independent. By Proposition 3.3, c(u, v) is minimal. This completes the proof. 
When m is even, let α i 0 = Σ i =i 0 α i . Then α i 0 ∈ H(v) and wt(α i 0 ) ≥ m−1. By condition (2), f (α i 0 ) = 0. Now we prove that d α 1 , ..., d αm are linearly independent.
Thus for all i, k i = k i 0 = 0, d α 1 , ..., d αm are linearly independent. By Proposition 3.3,
Since
Thus k i = 0, 1 ≤ i ≤ m, d α 1 , ..., d αm are linearly independent. By Proposition 3.3, c(u, v) is minimal. This completes the proof.
As the special cases of Theorem 4.1 and 4.2, we have the following corollaries. 
Then C f is minimal.
Remark 
Remark: The C f in Corollary 4.3 is the one in [3, Theorem III 2]. It is easy to see that our constructions contain the above three constructions in [11, 13, 3] as special cases, and our constructions are more general than theirs. 
The second onstruction of minimal linear codes
Then ω · β i 0 = 1 and wt(β i 0 ) ≥ m − 1. By condition (2) of this theorem, we get f (β i 0 ) = 0. Let α i 0 = f (β i 0 )β i 0 . By condition (2), we get f (α i 0 ) = f (f (β i 0 )β i 0 ) = f (β i 0 ) = f (β i 0 )(ω · β i 0 ) = ω · (f (β i 0 )β i 0 ) = ω · α i 0 . It is easy to see α 1 , ..., α m are linearly independent. Thus we find that {α 1 , ..., α m } is a basis of F m q , and f (α i ) = ω · α i . By Corollary 3.2, c(u, v) is minimal.
Case 3: When u = 0 and v = 0, let v = (v 1 , ..., v m ). Then there exists v i 0 = 0. For i = i 0 , let α i = e i − v i v −1 i 0 e i 0 . Then {α i : i = i 0 } is a basis of H(v) and 1 ≤ wt(α i ) ≤ 2. By condition (1) of this theorem, we get f (α i ) = 0. Let α i 0 = Σ i =i 0 α i . Then α i 0 ∈ H(v) and wt(α i 0 ) ≥ m − 1. By condition (2), we get f (α i ) = 0. Thus it is easy to see α i ∈ H(v), 1 ≤ i ≤ m and d α 1 , ..., d αm are linearly independent. By Proposition 3.3, c(u, v) is minimal. This completes the proof.
As a special case of Theorem 5.1, we have the following corollary.
Corollary 5.1. Let m, t be integers with m > 3 and 2 ≤ t ≤ m − 2. Assume that f : F m 2 → F 2 is a function defined as follows:
f (x) = 0, wt(x) = i ≤ t, 1, wt(x) > t.
Remark: The C f in Corollary 4.3 is the one in [4, Theorem 3.6] . It is to see, our construction contains [4, Theorem 3.6] as a special case, and our construction is more general.
Concluding remarks
In this paper, we first give the sufficient and necessary condition for codewords in a general construction of linear codes from q-ary functions to be minimal. Based on this sufficient and necessary condition, we give two constructions of minimal linear codes and we contain the constructions in [11, 13, 3, 4] as special cases. Because of our new sufficient and necessary condition, the choices of f are much flexible, and it is easy to prove that the linear codes we presented are minimal. We expect that based on our sufficient and necessary condition, more minimal linera codes can be constructed from the functions.
