This result can be understood as a functional counterpart of James' Theorem ( [10, 11] ). Posteriorly, W. Moors [14] provided a shorter proof of Theorem 1.2.
In this work we extend Theorem 1.2 to complete locally convex spaces by adapting the proof of [14] in terms of convex analysis. We also make the link between the class of epi-pointed functions and the variational property that f − x * attains its minimum for every x * ∈ U , where U is an open set with respect to the Mackey topology. Directional James weak compactness theorems for sets are also derived.
Notation and preliminaries
Throughout the paper X will be a complete (Hausdorff) locally convex space for some topology τ and X * its topological dual. The canonical bilinear form ·, · : X * × X → R is given by x * , x := x * (x). For a set A ⊆ X (or X * ), we denote by Int(A), A, co(A) and co(A), the interior, the closure, the convex hull and the closed convex hull of A, respectively. The indicator and the support functions of A are, respectively,
x / ∈ A, and σ A (·) := sup x∈A ·, x .
The polar and strict polar of A are the sets
respectively. We define the directional asymptotic cone of A as A ∞ := {y ∈ X|x + λy ∈ A for some x ∈ A and all λ ≥ 0}
The weak topology in X and the weak star topology in X * are denoted by w and w * respectively. In X * the Mackey topology is denoted by τ (X * , X). We recall that τ (X * , X) is the topology on X * whose a basis of τ (X * , X)neighborhoods of zero is constituted by the polar sets of all weakly compact circled (balanced) convex sets in X (see, e.g. [20] ).
Given a function f :
and the closed convex hull of f is the function cof such that co epif = epi cof . The Moreau-Rockafellar subdifferential is defined as
Its inverse is defined by
When f is convex and finite at x, its directional derivative in any direction
, so noting that f ′ (x; 0) = 0 it follows (as well-known) that
The inf-convolution of two functions f, g : X → R ∪ {+∞} is the function
Finally, we present the definition of an epi-pointed function in locally convex spaces. This class of functions has been applied to obtain diverse extensions of classical results, which were known exclusively for functions defined in Banach spaces, to arbitrary locally convex spaces (for more details about these results, see [5] [6] [7] [8] 17] and the references therein). As far as we know, this class of functions was first introduced in finite dimensions in [1] , and the extension to locally convex spaces was posteriorly introduced in [9] with the name of Mackey epipointed functions. 
Main result
Let us introduce the following class of functions. Definition 3.1. Consider K ⊆ X * with 0 ∈ K. We define E(K) as the class of all functions ϕ : X → R ∪ {+∞} such that
Concerning the above condition (iv) it is worth noting that ∂(ϕ) −1 (x * ) = ∅ is the same as saying that the function ϕ − x * attains its minimum on X.
The next result corresponds to an abstract extension of Theorem 1.2, which relies on the non-emptiness of E(K). Its proof follows the main ideas of Moors [14] .
Then for every γ ∈ R and every ϕ ∈ E(K) the sets
are relatively weakly compact.
Proof. By our assumption (∂f ) −1 (0) = ∅ we see that inf X f is finite and that there are
Given this we can suppose that inf X f = 1 and inf X * f * > −∞. Then we consider E := Epif + Epiϕ and (since inf X ϕ = 0 by Definition 3.1) we can define T :
T is a homeomorphism from E to T (E) relative to the topologies induced by the weak topology. Let us prove that A := T (E) ∪ {(0, 0)} is relatively weakly compact. Fix any arbitrary (x * , r) ∈ K × R and consider two cases.
Case 1:
In this case for all η > 0, and for any a, b ∈ X
Consequently, for every (x, ν) = (a + b, α + β) ∈ E with (a, α) ∈ Epif and (b, β) ∈ Epiϕ and for every η > 0
Since η > 0 is arbitrary we get (x * , r), T (x, ν) ≤ 0, and additionally (x * , r), (0, 0) = 0, which means that (x * , r) attains its maximum over A at (0, 0).
In either (i) or (ii) we consider the function h(t) = f * (tx * ) + ϕ * (tx * ) − rt; this is a continuous function over its domain (see for example [18] ). Moreover, in both cases h(0) = f * (0) + ϕ * (0) = −1 < 0 and sup t∈dom h h(t) > 0. Indeed, in (i) the latter inequality is obvious and in (ii) we have that
where t 0 := sup{t > 0 : tx * ∈ dom ϕ * } < +∞, because x * ∈ K ∞ and 0 ∈ K. Then, by Bolzano's Theorem there exists δ ∈ (0,η) such that f * (δx * ) + ϕ * (δx * ) = δr. Because δx * ∈ K and δx * ∈ dom ϕ * , there exist by the hypothesis relative to f and ϕ some a 0 , b 0 ∈ X such that f * (δx * ) = δx * , a 0 − f (a 0 ) and ϕ * (δx * ) = δx * , b 0 − ϕ(b 0 ), and this implies that
and for all a, b ∈ X
Then, for every (
and (x * , r), (0, 0) = 0, which means that (x * , r) attains its maximum over A at T (a 0 + b 0 , f (a 0 ) + ϕ(b 0 )).
Since R + (K • ×R) = X * ×R, we conclude that every (x * , r) ∈ X * ×R attains its maximum over A. Then, since the locally convex space X is complete, by James' Theorem (see [11, Theorem 6] ) A is relatively weakly compact.
Fix any γ ≥ 1 and note that
so without loss of generality we may suppose that (α i ) converges to some α. It remains to be shown that (x i ) i∈I has a weak convergent subnet. Indeed, by definition of inf-convolution we can take y i , z i ∈ X such that f ϕ(x i ) ≤ f (y i ) + ϕ(z i ) ≤ γ + 1 and x i = y i + z i , then (y i + z i , f (y i ) + ϕ(z i )) belongs to Ep(γ + 1), which implies that (x i ) i∈I has a convergent subnet to some point.
In order to prove the desired property of S f (γ), consider x 0 ∈ domϕ and take the functionf (·) := f (· + x 0 ). Sincef ϕ(x) ≤ f (x) + ϕ(x 0 ), we get that S f (γ) ⊆ S f ϕ (γ +ϕ(x 0 )), which proves that S f (γ) is relatively weakly compact.
Finally, the weak compactness of lev ≤ f (γ) follows from the fact that this set is the image of S f (γ) by the function X × R ∋ (x, α) → x ∈ X.
The next lemma is a chain rule for the composition of convex functions. This result is a particular case of a more general version [4, Corollary 1]. Lemma 3.3. Let (Y, τ ) be an arbitrary locally convex space and g : Y → R be a lower semicontinuous convex function. Consider Ψ : R → R ∪ {+∞} a non-decreasing continuous differentiable function in its domain. Then for every x ∈ domg with Ψ ′ (g(x)) > 0 we have that
Proof. In order to apply [4, Corollary 1] we must verify [4, (C.Q 4 ), p. 29]. Consider x ∈ Y with Ψ ′ (g(x)) > 0. Pick V ∈ N 0 arbitrarily, and consider λ ≥ 0 such that g(x) ∈ int(lev ≤ Φ (λ) and x ∈ λV , then
) .
Then applying [4, Corollary 1] we have that (2) holds.
The next lemmas establish the non-emptiness of E(K). 0)), it is not difficult to see that ψ is a proper weak * lower semicontinuous convex function and domψ = lev < g (β). Then there exists a proper lower semicontinuous convex function ϕ : X → R ∪ {+∞} such that ψ = ϕ * . Further, domϕ * = domψ = lev < g (β) and ϕ * (0) = 0 and ϕ * (X * ) ⊂ R ∪ {+∞}. We claim that ϕ * satisfies:
Indeed, pick x * ∈ lev < g (β)\ lev < g (β) ∞ . Then 0 ∈ lev < g (β) and x * ∈ lev < g (β) ∞ , so by the convexity of lev < g (β) we have that, for some λ > 0, g(λx * ) ≥ β. Therefore, by the continuity of the function s → g(sx * ), there is some η 0 > 0 such that g(η 0 x * ) = β. This ensures that (iii) holds.
Finally by the chain-rule in Lemma 3.3 we have that ∂ϕ(x * ) = Ψ ′ (g(x * ))∂g(x * ), for all x * with Ψ ′ (g(x * )) > 0, then (iv) holds, so E(lev < f (β)) = ∅. Proof. First suppose that E(K • ) = ∅. Then, the function f := σ K • satisfies the properties: 0 ∈ (∂f ) −1 (x * ) for every x * ∈ K • , and R + K • = X * (by our assumptions). Then, by Theorem 3.2 we have that lev ≤ f (1) is relatively weakly compact, and since K ⊆ lev ≤ f (1) we get the desired property for K. Now suppose that K is relatively weakly compact. Consider h(x * ) := tan(σ K (x * ) π 2 ) + δ K • s (x * ). First h is convex and τ (X * , X)-continuous on K • s (and so weak * lower semicontinuous). Then, we define
and it is well-known that its conjugate function satisfies ϕ * = h (see e.g. [3, Theorem I.4], or [12, Theorem 6.3.7]). Moreover, ϕ * (0) = 0 and (a) one has We derive that ϕ ∈ E(K • ), so the proof is complete.
Lemma 3.6. Let g : X * → R be a weak * lower semicontinuous convex function
Then there exists a weak * -neighborhood of zero U ⊆ X * such that
Proof. Let us consider U as a convex balanced weak * -neighborhood of zero such that g(x * ) > α for every x * ∈ U , by Lemma 3.5 there exists ϕ 1 ∈ E(U ). Now, define the functiong(x * ) := max{g(x * ), α}. Then, it is straightforward that g is a weak * lower semicontinuous convex function, 0 ∈ lev < g (β) and for all u * ∈ lev < g (β)
Consequently by Lemma 3.4 there exists ϕ 2 ∈ E(lev < g (β)). We can assume that
Finally, define ϕ = ϕ 1 ϕ 2 and let us check that ϕ ∈ E(U ∩ lev < g (α, β)). Indeed (i) ϕ * = ϕ * 1 + ϕ * 2 (see e.g. [12, 13] ), consequently ϕ * is proper and ϕ(0) = 0.
(ii) Since domϕ * = domϕ * 1 ∩ domϕ * 2 and U ∩ lev < g (α, β) = U ∩ lev < g (β) we have that
We recall that the algebraic interior A i of a set A in X is defined by Example 3.12. Consider any weakly compact circled convex set K ⊆ X such that K • = X * , then the function f (x) = σ K • (x) satisfies the assumption of Theorem 3.9 with U := K • s . However, it does not satisfy the assumption of Theorem 1.2, because the domain of the subdifferential of f * = δ K • is not the whole space X * . Example 3.13. Consider a non-reflexive Banach space X. As in the proof of Lemma 3.5, we can define f (x) = x , then its conjugate function is given by f * (x * ) = δ B * (x * ), where B * represents the unit ball in X * . Moreover, for every x * ∈ B * one has that f * (x * ) = x * , 0 − f (0), that is to say, f − x * attains its minimum. Nevertheless, B = {x ∈ X : f (x) ≤ 1} is not weakly compact. This example shows that the assumption E(B * ) = ∅ is crucial.
The last example shows that Theorem 3.9 cannot be extended to the case when K is the unit ball in the dual space. However, we can establish the following characterization of semi-reflexivity in terms of the non-emptiness of E(B • ) for some family of bounded sets B in X. We recall that the strong topology on X * , denoted by β, is the topology generated by the uniform convergence over bounded sets of X. The bidual of X, denoted by X * * , is the topological dual of (X * , β). A locally convex space X is called semi-reflexive if the canonical embedding (or evaluation map) X ∋ x → ·, x ∈ X * * is onto. In contrast X is called reflexive if the canonical embedding is a homeomorphism (see [20] for more details). It is worth mentioning that every semi-reflexive normed space is a reflexive Banach space (see [20, Corollary 2, §IV p. 145]). Proof. By [20, Theorem 5.5, §IV p. 144] we have that a locally convex space X is semi-reflexive if and only if every bounded subset of X is relatively weakly compact. Then, if X is semi-reflexive, we have that every bounded circled convex set B in X is relatively weakly compact, and by Lemma 3.5 the set E(B • ) is non-empty. Conversely, take a bounded set B of X, we are going to prove that B is relatively weakly compact. Since the boundedness is preserved under circled convex hull we can assume that B is circled and convex, then by our assumptions E(B • ) = ∅, and by Lemma 3.5 we have that B is relatively weakly compact.
