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MAXIMAL SOLUTION OF THE LIOUVILLE EQUATION IN DOUBLY
CONNECTED DOMAINS
MICHA L KOWALCZYK, ANGELA PISTOIA, AND GIUSI VAIRA
Abstract. In this paper we consider the Liouville equation ∆u + λ2e u = 0 with Dirichlet
boundary conditions in a two dimensional, doubly connected domain Ω. We show that there
exists a simple, closed curve γ ⊂ Ω such that for a sequence λn → 0 and a sequence of solutions
un it holds
un
log 1
λn
→ H, where H is a harmonic function in Ω \ γ and
λ
2
n
log 1
λn
∫
Ω
e un dx→ 8picΩ,
where cΩ is a constant depending on the conformal class of Ω only.
1. Introduction
In this paper we prove existence of new kind of solutions for the Liouville equation:
(1.1)
∆u+ λ2eu = 0, in Ω ⊂ R2,
u = 0, on ∂Ω.
We assume that λ > 0 is a small parameter and Ω is a bounded, smooth domain, which is doubly
connected and such that the bounded component of R2 \ Ω is not a point.
Considering the existence of solutions to (1.1) we recall some well known facts. First, for all
small λ and for any bounded domain there exists the minimal solution uλ, which has the property
that
uλ → 0, as λ→ 0.
Second, there exist unbounded as λ → 0 solutions related to the phenomenon of bubbling. In
particular, provided that Ω is not simply connected for any k > 1 there exists the k-bubble solution
u
(k)
λ which, as λ → 0 blows up at k isolated points aj ∈ Ω. Near each aj the local profile of the
bubble is a scaling of
(1.2) w(r) = log
8
(1 + r2)2
1991 Mathematics Subject Classification. 35J25, 35J20, 35B33, 35B40.
Key words and phrases. Liouville equation, minimal solution, bubbling solutions, maximal solution.
M. Kowalczyk was partially supported by Chilean research grants Fondecyt 1130126 and 1170164 and Fondo
Basal AFB170001 CMM-Chile. Part of this work was done during his visits at the University of Warsaw and
Hiroshima University. A. Pistoia was partially supported by Sapienza research grant “Nonlinear PDE’s in geometry
and physics”. G. Vaira was partially supported by GNAMPA research grant “Esistenza e molteplicita´ di soluzioni
per alcuni problemi ellittici non lineari”.
1
2 MICHA L KOWALCZYK, ANGELA PISTOIA, AND GIUSI VAIRA
which is a radial solution of ∆w + ew = 0 in R2, we call it the standard bubble. When x ≈ aj we
have u
(k)
λ (x) ≈ w(|x − aj |/λ)− 4 logλ, so that
(1.3) λ2
∫
Ω
eu
(k)
λ → 8πk, as λ→ 0,
while for the minimal solution this last limit is 0.
In this paper we will prove the existence of solutions to (1.1) such that
λ2
∫
Ω
euλ dx→∞, as λ→ 0.(1.4)
We will call uλ satisfying (1.4) the maximal solution. In view of the above discussion it is evident
from (1.4) that the maximal solution can not blow up only on a finite set of points, and we will
demonstrate that in fact its blow up set is the whole Ω and it has a curve of bubbles of different
type than the standard bubble.
To state our result we will recall the notion of the harmonic measure of a closed curve γ ⊂ Ω.
Definition 1. Let γ be a smooth, simple closed curve in Ω. A function Hγ ∈ C2(Ω \ γ)∩C0(Ω) is
called the harmonic measure of γ in Ω if the following holds:
(1.5)
∆Hγ = 0, in Ω \ γ,
Hγ = 0, on ∂Ω,
Hγ = 1, on γ.
Since γ is a simple closed curve it divides the plane, and consequently Ω, into two disjoint
components. With fixed orientation on γ one of these components can be called interior with
respect to γ. We will denote it by Ω+. The exterior component will be denoted by Ω−. We will
also set:
H±γ = Hγ |Ω± .
Functions H±γ are harmonic in their respective domains Ω
± and they satisfy homogeneous Dirichlet
boundary conditions on ∂Ω± \ γ. Finally for future purpose by n we will denote the unit normal
vector on γ. With the orientation chosen as above n is the exterior unit normal of Ω− on γ, and
the interior unit normal of Ω+ on γ. Before stating our main result we need the following:
Lemma 1.1. Let Ω ⊂ R2 be a bounded, smooth, doubly connected set such that the bounded com-
ponent of R2 \Ω is not a point. There exists a simple, closed and smooth curve γ ⊂ Ω such that its
harmonic measure satisfies
∂nH
+
γ + ∂nH
−
γ = 0, on γ.(1.6)
By the generalization of the Riemann mapping theorem for multiply connected domains there
exists a holomorphic, bijective map ψ : Ω→ BR1 \BR2 with some R1 > R2 > 0. Later on (section
2.1) we will show that ψ(γ) = ∂BR, R =
√
R1R2. Given this our main result is the following:
Theorem 1.1. Under the hypothesis and with the notation of Lemma 1.1 there exist a sequence
λn → 0, and a sequence of maximal solutions un of the Liouville problem (1.1) with the following
properties:
(i) It holds
un
2 log 1λn
−→ H±γ , as λn → 0,(1.7)
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over the compact subsets of Ω±.
(ii) We have
λ2n
2 log 1λn
∫
Ω
eun dx −→ 4π
log
√
R1
R2
as λn → 0.(1.8)
By analogy with the expression in (1.3) we interpret the right hand side of (1.8) as the mass of
the blow up of the maximal solution. Note that it depends solely on the conformal class of Ω.
In our theorem we only claim the existence of a sequence of maximal solutions but our results
can be improved somewhat. The sequence {λn}n=1,... can be replaced by an open set Λ ⊂ (0, 1) of
λ such that 0 ∈ Λ¯ and the result is true for any sequence {λn} ⊂ Λ converging to 0, c.f. Corollary
5.3. On the other hand Λ can not be replaced by an open interval. This is because our problem is
resonant or in other words the Morse index of the maximal solution becomes unbounded as λ→ 0.
We will now discuss some previous results related to Theorem 1.1. In [35] Nagasaki and Suzuki
proved that for a sequence of solutions un of (1.1) one of the following holds as λn → 0
(i) ‖un‖L∞(Ω) → 0;
(ii) Solutions un form k bubbles i.e. they blow up at the set of isolated points in Ω.
(iii) Blow up occurs in the whole Ω i.e. un(x)→∞ for all x.
From [36] we know that at least in the case of the annulus all three alternatives may occur. In
particular solutions satisfying (i) or (iii) are radial and those satisfying (ii) have k fold symmetry-this
simplifies greatly the matter. For general domains by minimizing in H10 (Ω) the energy∫
Ω
1
2
|∇u|2 − λ2
∫
Ω
eu,
which is possible when λ is small, one can get the minimal solution described in (i). Constructing
unbounded, bubbling solutions is more involved. Summarizing the results in [1, 14] (for a similar
result for the mean field equation see [21]) we know that for any multiply connected domain there
exists a solution with k ∈ N bubbles. Our result completes the picture showing that at least in the
case of general doubly connected domains all three alternatives hold. What is more we also describe
the way that the whole domain blow up actually happens. First, we find the curve of concentration
of the blow up in terms of the free boundary problem (1.5)–(1.6), second we find the exact form of
the line bubble in terms of the one dimensional solution of the Liouville equation (see section 2.2
below), third we describe how this local behavior is mediated with the far field approximation of
the solution given by the scaled harmonic measures H±γ .
The problem of determining the curve γ is interesting in its own right. The case of doubly con-
nected domains is relatively simple because of the conformal equivalence between Ω and an annulus.
For general multiply connected domains solving (1.5)–(1.6) appears to be more complicated but it
can be handled by a simply trick (see [29]). In principle our method in the proof of Theorem 1.1
applies in the more general case but since it would require some additional, hard to verify assump-
tion about γ needed to solve the matching problem (Proposition 3.1 to follow) we do not pursue it
here.
Liouville’s equation (1.1) belongs to a larger family of problems, one of them is the mean field
model
∆gu+ ρ
(
V (x)eu∫
M V e
u dµ
− 1
)
= 0,
on a compact two dimensional, Riemannian manifold (M, g) assuming V > 0. This equation appears
in statistical mechanics [7, 8, 26] and Chern-Simmons-Higgs theory [24, 23] and its most complete
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existence theory was developed by Chen and Lin [11, 12], see also [30, 17, 41, 34, 13, 18, 19, 20]. In
very general terms, given suitable assumptions on M , these results show the existence of bubbling
solutions as the parameter ρ → ∞ with the number of bubbles increasing to infinity as ρ crosses
the values ρm = 8πm, m ∈ N. Another related problem we should mention is to find a conformally
equivalent metric with prescribed Gaussian curvature on a given Riemannian manifold (M, g0).
When M = S2 and g0 is the standard metric on the sphere this is known as the Nirenberg problem.
This problem was studied by Kazdan and Warner [27] who gave sufficient and necessary conditions
for the existence of solutions in certain cases (see also [9, 10] and the references therein). Apparent
similarity between these problems and (1.1) is due to the exponential nonlinearity but much deeper
relation is expressed by the theorem of Bre´zis and Merle [6] which deals with the problem of
classifying all possible limit points of sequences of solutions to
∆un + Vn(x)e
un = 0,
in a domain D ⊂ R2, where a priori it is assumed 0 ≤ Vn ≤ C and also that∫
D
eun < C,
for a constant C (for recent related results see [37, 32]). Under these conditions one of the following
holds
(i) un is bounded in L
∞
loc;
(ii) un → −∞ on compacts;
(iii) un blows up as standard bubbles along a finite set of isolated points;
(see also [31]). This result and [35] are clearly counterparts-the difference between them comes
mainly from lack of boundary conditions and the finite mass assumption in [6]. From this perspective
it is tempting to conjecture that the maximal solution should exist at least in some situations for
the above mentioned problems and that they may play an important role in understanding globally
the set of solutions. The present paper is a first step in this direction in the context of (1.1). In
[29] we derived formally the free boundary problem associated with the maximal solutions for the
mean field model which also supports the possibility of its existence in more general settings. For
a recent result in this direction for the prescribed Gaussian curvature problem we refer to [33].
Our work was in part inspired by [22] where (1.8) of our theorem was proven for the annuli.
Another closely related results are contained in [15, 16, 38] where solutions of the stationary Keller-
Segel system concentrating on the boundary of the domain were constructed. Finally we mention
[3, 4, 5] (see also [2]) where solutions with unbounded mass to the same problem were found in the
radially symmetric setting.
The proof of Theorem 1.1 relies on a fixed point argument that is designed to handle at the
same time the problem of matching the inner and the outer expansion and of large inverse of the
inner linear operator. To deal with the matching problem we need to adjust the solution near γ
(the inner solution) by linearly growing terms in order to match it with the outer solution. Here
our approach shares some similarities with the end-to-end constructions by Traizet [43], Jleli and
Pacard [25], Ratzkin [39] and Kowalczyk, Liu, Pacard and Wei [28]. Apart from that we need to
adjust the position of γ in order to make sure that a set of orthogonality conditions is satisfied to
guarantee that the inner linear operator is invertible-this is the Lyapunov-Schmidt reduction step.
The novelty is the intricate combination of the end-to-end construction and the Lyapunov-Schmidt
reduction.
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This paper is organized as follows: in section 2.1 we introduce the approximate maximal solution.
In the following two sections we develop the linear theory to deal with the outer and the inner
problem respectively. In the final section we carry out the fixed point argument.
We would like to thank Christos Sourdis and Piotr Rybka for useful discussions during the
preparation of this paper.
2. The approximate solution
2.1. Existence of the free boundary. In this section we will prove Lemma 1.1. For the rest of
this paper Ω will be a doubly connected, bounded subset of R2 as described in the hypothesis of
the Lemma. Under these assumptions it is known that Ω is conformally equivalent to an annulus
(see Theorem 4.2.1 in [40]). Thus we have a holomorphic, bijective map ψ : Ω → BR1 \ BR2 with
some R1 > R2 > 0. To show Lemma 1.1 we first solve the problem of finding the curve γ in
the annulus A = BR1 \ BR2 and then pull it back to Ω using ψ. As a candidate for γ we take
CR = {|x| = R}, where R will be adjusted to satisfy the free boundary problem. We will denote
A+ = {R1 > |x| > R} and A− = {R > |x| > R2}. The functions H±CR should satisfy the following
set of conditions
(2.1)
∆H±CR = 0, in A
±,
H±CR = 0, on ∂A
± ∩ ∂A,
H±CR = 1, on CR,
∂rH
+
CR
+ ∂rH
−
CR
= 0, on CR.
It is rather easy to see that we should have
H±CR = a
± + b± log r,
and that all conditions in (2.1) will be satisfied when R =
√
R1R2 and
(2.2)
a+ = − logR1
log
(√
R2
R1
) , a− = − logR2
log
(√
R1
R2
) ,
b+ =
1
log
(√
R2
R1
) , b− = 1
log
(√
R1
R2
) .
Note that b− + b+ = 0 hence we have
∂rH
−
CR
+ ∂rH
+
CR
=
b−√
R1R2
+
b+√
R1R2
= 0.
We let γ = ψ−1(CR) and
H±γ = H
±
CR
◦ ψ.
Since ψ is a conformal map it is evident that H±γ satisfies the assertions of Lemma 1.1. Observe
that by definition we have
∂nH
−
γ = |∂nψ|∂rH−CR ◦ ψ = −|∂nψ|∂rH+CR ◦ ψ = −∂nH+γ ,
hence along γ
(2.3) ∂nH
−
γ = |∂nψ|
b−√
R1R2
, ∂nH
+
γ = |∂nψ|
b+√
R1R2
.
2.2. The interior and exterior approximations and their matching condition.
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2.2.1. Scaling and local coordinates near γ. First we introduce some scaling functions of the small
parameter λ. They will be used frequently in the rest of this paper. We set
β = 2 log
1
a0λ
+ b0, a0 = 2, b0 = log 2,(2.4)
µλ = − (β + 2 log β)
a0λ
∂nH
+
γ =
(β + 2 log β)
a0λ
∂nH
−
γ = |∂nψ|
(β + 2 log β)
a0λ
b−√
R1R2
> 0.(2.5)
Note that µλ is a function on γ.
Next we define the Fermi coordinates of the curve γ. We will denote the arc length parametriza-
tion of γ by s and let t(x) = dist(γ, x) to be the signed distance to γ chosen in agreement with its
orientation so that
x = γ(s) + tn(s).
For every point x sufficiently close to γ, the map x 7−→ (s, t) is a diffeomorphism. We will denote
this diffeomorphism by Xγ , so that Xγ(x) = (s, t). In what follows we will often express functions
globally defined in Ω or Ω± in terms of the Fermi coordinates keeping in mind that these expressions
are correct only when |dist(x, γ)| < δ with some δ > 0 small.
2.2.2. The initial approximation of the solution. Let us consider the following ODE:
u′′ + eu = 0, in R,
u′(0) = 0.
(2.6)
This problem has an explicit solution
U(t) = log
(
2 sech2 t
)
,(2.7)
whose asymptotic behavior is given by:
U(t) = −a0|t|+ b0 +O(e−a0|t|), |t| → ∞, where a0 = 2 and b0 = log 2.(2.8)
Considering the equation (1.1) we observe that if v is a solution of ∆v + e v = 0 then u(x) =
v(λµx) + 2 logµ is, for any constant µ > 0, a solution of ∆u + λ2eu = 0. Motivated by this we
define the first inner approximation v0 of the solution by:
(2.9) v0(x) = U (λµλt) + 2 logµλ, x = X
−1
γ (s, t).
This definition is tentative and it will need to be modified later on but it will suffice for now. Note
that v0 is well defined as a function of x ∈ Ω ∩ {|dist (x, γ)| < δ} with some δ > 0. By (2.7) and
(2.8) we deduce that
v0 ◦X−1γ (s, t) = −a0λµλ|t|+ b0 + 2 logµλ +O
(
e−a0λµλ|t|
)
.(2.10)
We consider the outer approximation. In each of the components Ω± of Ω\γ we define the outer
approximation w±0 by:
∆w±0 = 0, in Ω
±,
w±0 = 0, on ∂Ω
± ∩ ∂Ω.(2.11)
Note that in this problem we are missing the boundary condition on γ for each of the unknown
functions. This boundary condition will be determined through a matching condition between the
inner approximation v0 and the outer approximation w
±
0 . To find what it is explicitly let us express
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the outer approximations in terms of the Fermi coordinates of γ, and then expand them formally
in terms of the variable t:
w±0 ◦X−1γ (s, t) = w±0 ◦X−1γ (s, 0) + t∂tw±0 ◦X−1γ (s, t) |t=0 + . . .
= w±0 (s, 0) + t∂nw
±
0 ◦X−1γ (s, 0) + . . .
Next we let η to be the inner variable
(2.12) η = λµλt =⇒ t = η
λµλ
that is more convenient to express the matching conditions. To match the inner and outer approx-
imations the following identities should hold:
w+0 ◦X−1γ (s, 0) +
η
λµλ
(
∂nw
+
0 ◦X−1γ
)
(s, 0) = −a0η + b0 + 2 logµλ,
w−0 ◦X−1γ (s, 0) +
η
λµλ
(
∂nw
−
0 ◦X−1γ
)
(s, 0) = a0η + b0 + 2 logµλ.
(2.13)
This leads to the following conditions on γ
(2.14)
{
w+0 = b0 + 2 logµλ,
∂nw
+
0 = −a0λµλ,
and
{
w−0 = b0 + 2 logµλ,
∂nw
−
0 = a0λµλ.
These boundary conditions together with the boundary conditions on ∂Ω∩ ∂Ω± give an overdeter-
mined, nonlinear problem for µλ, which seems to be rather difficult. To avoid this complication we
note that at this point we only need to satisfy conditions (2.14) with certain precision. For now it
suffices that with µλ defined in (2.5) the difference between the left and the right hand sides is of
order O
(
log log 1
λ
log 1
λ
)
in the matching of w±0 and O(1) in the matching of ∂nw±0 . To accomplish this
we set
(2.15) w±0 = (β + 2 logβ)H
±
γ + H˜
±,
where
∆H˜± = 0, in Ω±,
H˜± = 0, on ∂Ω± ∩ ∂Ω,
H˜± = 2 log(∓∂nH±γ ), on γ.
We check
(2.16) ∂nw
±
0 ± a0λµλ = ∂nH˜± = O(1) on γ,
so that the matching conditions for the derivatives are satisfied as we wanted. We claim that
(2.17) w±0 − b0 − 2 logµλ = O
(
log log 1λ
log 1λ
)
on γ,
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as needed. Indeed
w+0 − b0 − 2 logµλ = (β + 2 logβ)H+γ + 2 log(−∂nH+γ )− b0 − 2 log
(
1
a0λ
)
− 2 logβ − 2 log(−∂nH+γ )− 2 log
(
1 +
2 logβ
β
)
= −2 log
(
1 +
2 logβ
β
)
= O
(
log β
β
)
= O
(
log log 1λ
log 1λ
)
,
(we have used H+γ = 1 on γ). Of course we compute similarly the error of w
−
0 − b0 − 2 logµλ.
3. The matching problem
Our objective is to solve the problem (1.1) by a fixed point argument built around a function that
looks like v0 near γ and like w
±
0 in Ω
±. This argument will involve linear equations corresponding to
the inner problem and two outer problems that should be coupled together through some matching
conditions. In this and the next section we will develop a suitable linear theory to deal with this.
Let us begin with a simple ODE. Denoting
Lη = ∂
2
η + e
U
we are to find a solution of
(3.1) Lηv = g.
The fundamental set K of Lη is given by
(3.2) K = span {ϕ1 = ηU ′ + 2 and ϕ2 = U ′}.
The Wronskian of these functions W = 4 and the general solution to (3.1) is given by
v = c1ϕ1 + c2ϕ2 − 1
4
ϕ1(η)
∫ η
−∞
ϕ2(ξ)g(ξ) dξ +
1
4
ϕ2(η)
∫ η
−∞
ϕ1(ξ)g(ξ) dξ,
where c1 and c2 are constants. To account for the decay of solutions to (3.1) we introduce the
weighted Sobolev spaces Hℓθ(R) = e
θ|η|Hℓ(R) equipped with their natural weighted norms.
Given this we have:
Lemma 3.1. Assume that g ∈ L2θ(R) satisfies the following orthogonality conditions∫
R
g(η)ϕ1(η) dη = 0 =
∫
R
g(η)ϕ2(η) dη.
Then (3.1) has a unique, decaying solution v ∈ H2θ′(R), 0 < θ′ < θ and
‖v‖H2
θ′
(R) ≤ C‖g‖L2
θ
(R).
We turn our attention now to the kernel K of Lη. Note that any function h ∈ spanK behaves
asymptotically as |η| → ±∞ as an affine function
(3.3) h(η) = h±1 η + h
±
2 +O
(
e−2|η|
)
.
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In what follows we will consider, more generally, the space Kγ of functions h : γ × R → R of the
form
h(s, η) = h1(s)ϕ1(η) + h2(s)ϕ2(η).
We identify Kγ with a product of Sobolev spaces and we will use the norms
‖h‖Hℓ(Kγ) =
(
‖h1‖2Hℓ(γ) + ‖h2‖2Hℓ(γ)
)1/2
.
Next we will describe the outer problem. We look for functions w± such that
(3.4)
∆w± = g±, in Ω±,
w± = 0, on ∂Ω± ∩ ∂Ω.
To solve our problem we need to match the inner and the outer expansions on γ and for this purpose
we will use a function h ∈ Kγ with the affine behavior (3.3). We impose the following conditions
along γ:
(3.5)
w± = h±1 , on γ,
∂nw
± = λµλh±2 , on γ.
We call (3.4)–(3.5) the matching problem. Note that (3.5) implies that in general the matching
problem is overdetermined and its solution are the functions w± together with the function h.
Our results are more conveniently expressed in terms of the large parameter
(3.6) α =
(β + 2 logβ)
a0
√
R1R2 log
√
R1
R2
, where β is defined in (2.4).
Proposition 3.1. Let q = R2R1 ∈ (0, 1), R =
√
R1R2. There exits a positive integer NR,q and a
diverging, positive sequence {αn}n=NR,q,... such that for all α > max{4R, 2−R log q} satisfying
min
n>NR,q
|αn − α| > 1
4R
,
the matching problem (3.4)–(3.5) has a solution w± ∈ H2(Ω±), h ∈ H1(Kγ) such that
(3.7) ‖h‖H1(Kγ) + ‖w+‖H2(Ω+) + ‖w−‖H2(Ω+) ≤ C
(‖g+‖L2(Ω+) + ‖g−‖L2(Ω−)) .
Proof. We write
h = h1ϕ1 + h2ϕ2.
Taking into account that
ϕ1(η) = 2− 2|η|+O(e−2|η|) and ϕ2(η) = −2 η|η| +O(e
−2|η|), |η| → ∞,
the matching conditions on γ read:{
w− = 2h1 + 2h2,
∂nw
− = 2λµλh1,
{
w+ = 2h1 − 2h2,
∂nw
+ = −2λµλh1.
(3.8)
We solve first the Poisson equation
(3.9)
∆φ± = g±, in Ω±,
φ± = 0, on ∂Ω± ∩ ∂Ω,
∂nφ
± = 0, on γ.
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The solution of the matching problem will be of the form w± = w˜± + φ±, where w˜± is a harmonic
function in Ω±, satisfying the Dirichlet boundary conditions on ∂Ω±∩∂Ω and the following matching
conditions on γ
(3.10)
{
w˜− = 2h1 + 2h2 − φ−,
∂nw˜
− = 2λµλh1,
{
w˜+ = 2h1 − 2h2 − φ+
∂nw˜
+ = −2λµλh1,
Thus our problem is reduced to finding w˜± such that ∆w˜± = 0 in Ω± and (3.10) are satisfied. We
will use the conformal map ψ in order to transfer the matching problem from Ω to the annulus
BR1 \BR2 . Thus we will define the pullbacks of w± by ψ
w∗± = w˜± ◦ ψ−1
and in the same way we define the pullbacks h∗j by ψ of the functions hj restricted to γ. We recall
that ψ(γ) = CR = {|x| = R} with R =
√
R1R2. An important observation is that
∂nw˜
± = |∂nψ|∂rw∗±
along γ. Taking this and (2.5) into account we see that the Neumann boundary conditions in (3.8)
for the pullbacks are
(3.11)
∂rw
∗− = 2αh∗1,
∂rw
∗+ = −2αh∗1,
along CR, where α is defined in (3.6). By the way we note that
(3.12) λµλ = α|∂nψ|,
see the definition of µλ in (2.5). Since α = O(log 1λ) is constant along CR we can solve the matching
problem transferred to the annulus by the Fourier series method. The problem for w∗− reads
(3.13)
∆w∗− = 0, in BR \BR2
w∗− = 0, on ∂BR2
w∗− = 2h∗1 + 2h
∗
2 − φ∗−, on CR
∂rw
∗− = 2αh∗1, on CR,
and the one for w∗+ becomes
(3.14)
∆w∗+ = 0, in BR1 \BR
w∗+ = 0, on ∂BR1
w∗+ = 2h∗1 − 2h∗2 − φ∗+, on CR
∂rw
∗+ = −2αh∗1, on CR.
It is convenient to state the analog of Proposition 3.1 for problems (3.13)–(3.14).
Lemma 3.2. Under the hypothesis of Proposition 3.1 we have
(3.15)
‖h∗1‖H1(CR)+‖h∗2‖H1(CR)+‖w∗−‖H2(BR\BR2)+‖w∗+‖H2(BR1\BR) ≤ C
(‖g+‖L2(Ω+) + ‖g−‖L2(Ω−)) .
Proof of Lemma 3.2. We consider the Fourier series expansions:
w∗± = a±0 + b
±
0 log r +
∑
n6=0
(a±n r
n + b±n r
−n)e inθ ,
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and
φ∗± =
∑
n
φ±n e
inθ
h∗j =
∑
n
hjne
inθ
The whole problem is now reduced to solving a linear system for each mode n. Consider first the
case n = 0. From (3.13) and (3.14) we get
(3.16)


a−0 + b
−
0 logR2 = 0
a−0 + b
−
0 logR = 2h10 + 2h20 − φ−0
b−0
R
= 2αh10


a+0 + b
+
0 logR1 = 0
a+0 + b
+
0 logR = 2h10 − 2h20 − φ+0
b+0
R
= −2αh10
Eliminating a±0 , b
±
0 above we get
h10
[
αR log
R
R2
− 1
]
− h20 = −1
2
φ−0 ,
h10
[
αR log
R1
R
− 1
]
+ h20 = −1
2
φ+0 .
This system is uniquely solvable for h10 and h20 when
(3.17) αR log
R1
R2
6= 2
which holds if
α >
2
R log R1R2
=
2
−R log q .
where q = R2R1 < 1.
We have explicitly
(3.18)
h10 =
φ−0 + φ
+
0
2(αR log q + 2)
= (φ−0 + φ
+
0 )O(α−1)
h20 =
1
2
φ−0 + (φ
−
0 + φ
+
0 )
αR log(R/R2)− 1
2(αR log q + 2)
= φ−0 O(1) + φ+0 O(1).
Furthermore
(3.19)
b+0 = −2αRh10 = φ−0 O(1) + φ+0 O(1)
a+0 = −b+0 logR1 = φ−0 O(1) + φ+0 O(1)
b−0 = 2αRh10 = φ
−
0 O(1) + φ+0 O(1)
a−0 = −b−0 logR2 = φ−0 O(1) + φ+0 O(1)
Next we consider the Fourier modes n 6= 0.
(3.20)


a−nR
n
2 + b
−
nR
−n
2 = 0
a−nR
n + b−nR
−n = 2h1n + 2h2n − 1
2
φ−n
na−nR
n−1 − nb−nR−n−1 = 2αh1n


a+nR
n
1 + b
+
nR
−n
1 = 0
a+nR
n + b+nR
−n = 2h1n − 2h2n − 1
2
φ+n
na+nR
n−1 − nb+nR−n−1 = −2αh1n
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With q = R2R1 < 1 we get after eliminating a
±
n , b
±
n :
(3.21)
h1n
(
αR
n
1− qn
1 + qn
− 1
)
− h2n = −1
2
φ−n
h1n
(
αR
n
1− qn
1 + qn
− 1
)
+ h2n = −1
2
φ+n .
This system can be uniquely solved for f1n, f2n for any φ
±
n if
(3.22) α 6= n
R
1 + qn
1− qn .
This condition is the source of resonance. Let us denote
(3.23) αn =
n
R
1 + qn
1− qn .
We know that
lim
n
(αn+1 − αn) = 1
R
and lim
n
αn = +∞.
Then given ǫ = 14R there exists NR,q such that for any n ≥ NR,q
(αn + ǫ, αn+1 − ǫ) ⊂ (αn, αn+1) and αn ≥ 1
ǫ
.
In particular, if α ∈ (αn + ǫ, αn+1 − ǫ) then
(3.24) min
n≥NR,q
|αn − α| ≥ ǫ ≥ 1
4R
.
Using (3.21) and (3.24) we get
(3.25)
|h1n| ≤ Cα−1(|φ−n |+ |φ+n |)
|h2n| ≤ C(|φ−n |+ |φ+n |).
Furthermore we have
(3.26)
{ |b−n | ≤ CRn2 (|φ−n |+ |φ+n |),
|a−n | ≤ CR−n(|φ−n |+ |φ+2n|),
{
|b+n | ≤ CRn1 (|φ−n |+ |φ+n |),
|a+n | ≤ CR−n(|φ−n |+ |φ+n |).
From these estimates, summing up the Fourier modes we get (3.15). 
Finishing now the proof of Proposition 3.1 is straightforward and is left to the reader. 
The following corollary is immediate.
Corollary 3.1. Under the hypothesis of Proposition 3.1 and assuming additionally that g± ∈
H1(Ω±) we have
‖h‖H2(Kγ) ≤ C
(‖g+‖H1(Ω+) + ‖g−‖H1(Ω−))
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4. The inner linear problem
Consider the linearization of (1.1) around the inner solution
∆+ λ2eU(λµλt)+2 logµλ .
In the Fermi coordinates associated to the curve γ we have:
∆ ≈ ∆γ + ∂2t − κ∂t,
where κ denotes the curvature of γ. Motivated by this we see that
∆ + λ2eU(λµλt)+2 logµλ ≈ ∂2s + ∂2t + λ2eU(λµλt)+2 logµλ .
We make the following scaling of the variables (s, t):
(4.1) ξ = αs, η = λµλt.
Recall that λµλ = α|∂nψ| (see (3.12)). In the scaled variables we have:
∂2s + ∂
2
t + λ
2eU(λµλt)+2 logµλ ≈ (λµλ)2
[
∂2η +
(
α
λµλ
)2
∂2ξ + e
U(η)
]
,
where we have neglected small terms that come from differentiating µλ = µλ(s). We denote
pα(ξ) : =
(
α
λµλ
)2
=
∣∣∣∣∂nψ
(
ξ
α
)∣∣∣∣
−2
.
These considerations lead us to the following linear problem:
(∂2η + pα(ξ)∂
2
ξ )φ+ e
U(η)φ = g, in R× [0, α|γ|) : = Cα|γ|.(4.2)
Above Cα|γ| is the straight cylinder of radius α|γ| or in other words (4.2) is to be considered with
periodic boundary conditions. The operator on the left will be called the inner linear operator.
To solve (4.2) we use separation of variables. To begin we consider the eigenvalue problem
(4.3)
pα(ξ)∂
2
ξ yα = −ω2αyα, in (0, α|γ|),
yα(0) = yα(α|γ|), y′α(0) = y′α(α|γ|).
Counting the eigenvalues with their multiplicities we will denote the eigenvalues and the eigenfunc-
tions respectively by ω2α,k, yα,k, k = 0, 1, . . . . We have:
ωα,0 = 0, ωα,k > 0, k = 1, . . . .
Going back to the original variable s by letting y(s) = yα(αs) we get the following related eigenvalue
problem:
(4.4)
∂2sy = −|∂nψ(s)|2ω˜2y, in (0, |γ|),
y(0) = y(|γ|), y′(0) = y′(|γ|)
(recall that λµλ(s) = α|∂nψ(s)|). From this we get an obvious relation
ω2α,k =
(
ω˜k
α
)2
,
where ω˜2k are the eigenvalues of (4.4). In what follows we will normalize the eigenfunctions of
(4.3) setting ‖yα,k‖L2(α|γ|) = 1, which means yα,k(ξ) ∼ 1√αyk(ξ/α) where yk are the normalized
eigenfunctions of (4.4).
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We introduce the Liouville transformation
ℓ0 =
∫ |γ|
0
|∂nψ(s)| ds, τ = ℓ0
π
∫ τ
0
|∂nψ(s)| ds,
Ψ(s) = |∂nψ(s)|−1/2, q(τ) = ℓ0Ψ
′′
π2Ψ|∂nψ(s)| .
Under this transformation the eigenvalue problem (4.4) becomes
∂2τy + q(τ)y = −Λy,
y(0) = y(π), y′(0) = y′(π),
where Λ =
ℓ20
π2 ω˜
2. Weyl’s asymptotic formula implies that as k→∞ we have:
Λk =
[
2k +O
(
1
k3
)]2
hence
ω˜2k =
(
2πk
ℓ0
)2
+O
(
1
k2
)
.
We observe that along γ we have, by the Cauchy-Riemann equations, |∂nψ|2 = |∂τψ|2 where ∂τ is
the derivative in the direction of the unit tangent. This implies
(4.5) ℓ0 = 2πR = 2π
√
R1R2.
Taking this into account we get
(4.6) ω2α,k =
(
k
αR
)2
+O
(
1
α2k2
)
.
As we will see this asymptotic behavior will be relevant when k ∼ α with α→∞.
If
g(η, ξ) =
∞∑
k=0
gk(η)yα,k(ξ), φ(η, ξ) =
∞∑
k=0
φk(η)yα,k(ξ)
the problem (4.2) decomposes into the following problems for each k ≥ 0:
(∂2η + e
U(η))φk − ω2α,kφk = gk(η), in R.(4.7)
We denote:
Lω = −(∂2η + eU(η) − ω2), ω ≥ 0.
We will now consider the spectrum of the operator Lω . The following is well known, see [42]:
Lemma 4.1. The operator L0 has a unique negative eigenvalue ν0 = −1 with the corresponding
eigenfunction Z0(η) =
√
2 sech η. The continuous spectrum of L0 is the half line [0,∞).
Next we will study the fundamental set Fω of operator Lω with ω ∈ [0,∞). When ω = 0 the
fundamental set is
F0 = span {U ′, ηU ′ + 2},
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(recall that U ′(η) = −2 tanh η). Our goal is to understand Fω, for the whole range ω ≥ 0. Making
change of variables φ(η) = y(tanh η) turns Lωφ = 0 into the Legendre equation
(1− x2)y′′ − 2xy′ +
(
2− ω
2
1− x2
)
y = 0, |x| < 1.
It is known that the endpoints x = ±1 are regular singular points of this equation and solutions
can be found in terms of power series. The indicial roots are ±ω2 and when ω > 0 near x = 1 we
can write
y±(x) = (x− 1)±ω/2y˜±ω (x),
where y˜±ω are smooth functions of x ∈ (1− r, 1] for any 0 < r < 2. Similar formula holds at x = −1.
These general observations will be used in the proof of the following:
Lemma 4.2. For each ω ≥ 0 the fundamental set Fω satisfies
(i) When ω ≥ ǫ > 0 then Fω = span {k+ω (η), k−ω (η)} where
|k+ω (η)| ≤ Ceωη, |k−ω (η)| ≤ Ce−ωη, η ∈ R,
and C > 0 does not depend on ω.
(ii) When 0 ≤ ω ≤ ǫ then Fω = span {k+ω (η), lω(η)} and
k+ω (η) = e
ωηϕ+ω (η),
where ϕ+ω (η)→ U ′(η) as ω → 0 uniformly in η, and
lω(η) =
eωη − e−ωη
2ω
ϕ−ω (η) + e
−ωηψ−ω (η),
where
ϕ−ω (η)→ U ′(η), ψ−ω (η)→ 2, ω → 0,
uniformly in η.
(iii) There exists a constant C > 0 such that the Wronskian of the basis of Fω as in (i) or (ii)
satisfies Wω ≥ C(1 + ω) for all ω ≥ 0.
Proof. From the equivalence between Lω and the Legendre equation it is not hard to show that
Fω = span {k+ω , k−ω },
where
|k±ω (η)| ≤ Cωe±ωη, η ∈ R,
so the issue is to show that we can chose k±ω in the case (i) and k
+
ω , lω in the case (ii) in such a way
that both Cω and the Wronskian Wω can be controlled as claimed.
Assume that ω > ǫ as in (i). When additionally ω < M , where M > ǫ is large then it is clear
that Cω can be chosen uniformly in ω ∈ [ǫ,M ] and we can arrange the functions k±ω in such a
way that (iii) holds as well. Assume that ω > M , where M . Consider one of the functions in the
fundamental set, say k+ω . Supposing that
k+ω (η) = k˜ω(ωη),
we have
k˜′′ω − k˜ω = −
2
ω2
sech2
(x
ω
)
k˜ω.
We can write
k˜ω(x) = Aωe
x +
2e x
ω2
∫ ∞
x
sech2
(
x′
ω
)
k˜ω(x
′)e−x
′
dx′ +
2e−x
ω2
∫ x
−∞
sech2
(
x′
ω
)
k˜ω(x
′)e x
′
dx′.
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Denote Kω = supx |k˜ω(x)e−x|. It is not hard to show that for ω > M with M sufficiently large
Kω ≤ 2Aω.
From this we get
k˜ω(0) = Aω(1 +O(ω−1)), lim
x→∞
k˜ω(x)e
−x = Aω(1 +O(ω−1)).
Similar estimates can be proven for supx |k˜′ω(x)e−x|, k˜′ω(0) and limx→∞ k˜′ω(x)e−x. At this point
we are free to chose Aω = 1. Going back to the original variable we get
sup
η
|k+ω (η)e−ωη| ≤ 2, k+ω (0) = 1 +O(ω−1),
d
dη
k+ω (0) = ω +O(1).
We repeat the above argument for k−ω (η) choosing its behavior at −∞ in such a way that
lim
η→∞
kω(η)e
−ωη = −1 +O(ω−1).
Then we also have
sup
η
|k−ω (η)eωη| ≤ 2, k−ω (0) = −1 +O(ω−1),
d
dη
k−ω (0) = −ω +O(1).
Finally
W (k+ω , k
−
ω ) = 2ω +O(1).
This proves (i) and (iii) in the case ω > ǫ.
Now we turn to the proof of (ii). Using the Legendre form of the operator Lω we find the
expansion of k+ω in power series of e
−ωη as η →∞. We get for η > −M , with M large,
k+ω (η) = e
ωηϕ+ω (η),
where ϕ+ω is a bounded function. Without loss of generality we assume that limη→∞ ϕ
+
ω (η) = 1.
The Frobenius method applied with ω = 0 shows that
ϕ+ω (η)→ U ′(η) = tanh η, ω → 0,
uniformly in η > −M . It follows that
k+ω (η)→ U ′(η), ω → 0,
uniformly in [−M,M ]. The Frobenius method at x = −1 (for the Legendre equation) gives finally
ϕ+ω (η)→ U ′(η), ω → 0,
uniformly in η ∈ R. To find lω, the second element in the fundamental set, we observe that by the
above argument we can show
k−ω (η) = e
−ωηϕ−ω (η),
where ϕ−ω (η)→ U ′(η) as ω → 0, uniformly in η ∈ R. We define
lω(η) =
k+ω (η)− k−ω (η)
2ω
.
Clearly Fω = span {k+ω , lω} and lω satisfies the assertions in (ii). Claim (iii) in case 0 ≤ ω ≤ ǫ also
follows from this. This ends the proof. 
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Using the above Lemma we will study the following problem
(4.8) Lωφ = g,
in the whole range of ω ≥ 0. We will work in the weighted Sobolev spaces and assume g ∈ L2θ(R)
with some θ > 0 and look for φ ∈ H2θ (R). Before stating the next result we note that we will have to
face at least two difficulties: first, when ω is small we are bound to loose in the rate of exponential
decay as in the case ω = 0; second, similar thing happens when θ = ω due to the resonance of the
non homogeneous problem (4.8).
Lemma 4.3. Let θ > 0 be fixed and let ǫ > 0 be a small number.
(i) When ω > θ + ǫ then (4.8) has a solution such that
(4.9) ‖φ‖H2
θ
(R) ≤
C
1 + ω
(
1
|ω − θ| +
1
|ω + θ|
)
‖g‖L2
θ
(R).
(ii) When ǫ < ω < θ − ǫ and the following orthogonality condition is satisfied
(4.10)
∫ ∞
−∞
k+ω (η)g(η) dη = 0 =
∫ ∞
−∞
k−ω (η)g(η) dη,
then there exists a solution to (4.8) satisfying (4.9).
(iii) When |ω − θ| ≤ ǫ, the function g is compactly supported supp g ⊂ [−A,A] and the orthogo-
nality conditions (4.10) hold there exists a solution to (4.8) such that
(4.11) ‖φ‖H2
θ
(R) ≤ CA(e 2ǫA + 1)‖g‖L2
θ
(R).
(iv) When 0 ≤ ω ≤ ǫ and the orthogonality conditions (4.10) are satisfied there exists a solution
of (4.8) such that for any θ′ < θ − 4ǫ
(4.12) ‖φ‖H2
θ′
(R) ≤
C
|θ − θ′|2 ‖g‖L2θ(R).
Proof. Proofs of (i) and (ii) being similar we will concentrate on the latter. We define the solution
of (4.8) by the formula
(4.13) φ(η) = − 1
Wω
(
k+ω (η)
∫ ∞
η
k−ω (η
′)g(η′) dη′ + k−ω (η)
∫ η
−∞
k+ω (η
′)g(η′) dη′
)
.
Let
Y (η) = k+ω (η)
∫ ∞
η
k−ω (η
′)g(η′) dη′.
We will estimate first |e θ|η|Y (η)|. When η > 0 we have
(4.14)
|e θ|η|Y (η)| ≤ Ce (θ+ω)η
∫ ∞
η
e−(θ+ω)η
′
e θη
′ |g(η′)| dη′
≤ Ce (θ+ω)η
(∫ ∞
η
e−2(θ+ω)η
′
dη′
)1/2
‖g‖L2
θ
(R)
≤ C√
θ + ω
‖g‖L2
θ
(R).
Using the orthogonality condition we get for η < 0
(4.15) |e θ|η|Y (η)| ≤ C√
θ − ω ‖g‖L2θ(R).
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Next we estimate∫ ∞
−∞
e 2θ|η|Y 2(η) dη =
∫ 0
−∞
e 2θ|η|Y 2(η) dη +
∫ ∞
0
e 2θ|η|Y 2(η) dη = I + II
We will consider only the first term since the bound on II is analogous. Using the orthogonality
conditions and (4.14), (4.15) we get
I =
∫ 0
−∞
e−2θη
(
k+ω (η)
∫ η
−∞
k−ω (η
′)g(η′) dη′
)2
dη
≤ C
∫ 0
−∞
e−2(θ−ω)η
(∫ η
−∞
eωη
′ |g(η′)| dη′
)2
dη
= − C
2(θ − ω) limy→−∞
[
e−2(θ−ω)
(∫ η
−∞
eωη
′ |g(η′)| dη′
)2]∣∣∣∣∣
0
y
+
C
2(θ − ω)
∫ 0
−∞
e−2θηeωη|g(η)|
∫ 0
−∞
eωη
′ |g(η′)| dη′dη
≤ C
(θ − ω)2 ‖g‖
2
L2
θ
(R) +
C
θ − ω ‖g‖L2θ(R)
√
I.
It follows
I ≤ C
(θ − ω)2 ‖g‖
2
L2
θ
(R).
Similar estimate can be shown for II as well hence
‖Y ‖L2
θ
(R) ≤ C
(
1
(θ − ω) +
1
(θ + ω)
)
‖g‖L2
θ
(R).
Since the second term in (4.13) can be bounded analogously using Lemma 4.2 we deduce (i) and
(ii).
To show (iii), using the orthogonality conditions, we write∫ ∞
−∞
e 2θ|η|Y 2(η) dη =
∫ 0
−∞
e−2θη
(
k+ω (η)
∫ η
−∞
k−ω (η
′)g(η′) dη′
)2
dη
+
∫ ∞
0
e 2θη
(
k+ω (η)
∫ ∞
η
k−ω (η
′)g(η′) dη′
)2
dη = III + IV.
Since g is compactly supported
III ≤ C
∫ 0
−A
e−2θη
(
eωη
∫ η
−A
e−ωη
′ |g(η′)| dη
)2
dη
= C
∫ 0
−A
e−2(θ−ω)η
(∫ η
−A
e (θ−ω)η
′
e−θη
′ |g(η′)| dη
)2
dη
≤ Ce 4|θ−ω|AA
(∫ 0
−A
e−θη
′ |g(η′)| dη′
)2
≤ Ce 4|θ−ω|AA2‖g‖2L2
θ
(R).
Estimate (4.11) follows from this and a similar bound for IV .
MAXIMAL SOLUTION OF THE LIOUVILLE EQUATION 19
To prove (iv) we write
(4.16) φ(η) = − 1
Wω
(
k+ω (η)
∫ ∞
η
lω(η
′)g(η′) dη′ + lω(η)
∫ η
−∞
k+ω (η
′)g(η′) dη′
)
.
From (ii) in Lemma 4.2 we get
|lω(η)| ≤ C(|η| + 1)eω|η|.
Based on this one can prove (iv) by an argument similar to that in the proof of (ii). We leave the
details to the reader. 
We turn now to solving (4.2), which we write shortly as
Lξ,ηφ = g, in R× [0, α|γ|) : = Cα|γ|,
where
Lξ,ηφ = (∂
2
η + pα(ξ)∂
2
ξ )φ + e
U(η)φ.
Given ψ ∈ L2(Cα|γ|) we write its Fourier expansion in terms of the normalized eigenfunctions yα,k
corresponding to the eigenvalues ωα,k:
ψ =
∞∑
k=0
ψk(η)yα,k(ξ)
Given ω ≥ 0 we define the projections
P>ωψ =
∑
ωα,k>ω
ψk(η)yα,k(ξ)
and
P<ω = I − P>ω, Pω1<ω2 = P>ω1 − P>ω2 .
We introduce the weighted Sobolev spaces Hℓθ(Cα|γ|) = e
−θ|η|Hℓ(Cα|γ|).
Lemma 4.4. Let ǫ > 0 be a small, fixed number. Given g ∈ L2θ(Cα|γ|) such that
g =
∑
k
gk(η)yα,k(ξ),
and the functions gk(η) satisfy (4.10) whenever ωα,k < θ+ ǫ there exists a solution φ to (4.2) such
that the following hold
(i) When ω > θ + ǫ
‖P>ωφ‖H2
θ
(Cα|γ|) ≤ C‖P>ωg‖L2θ(Cα|γ|).
(ii) When ǫ < ω1 < ω2 < θ − ǫ
‖Pω1<ω2φ‖H2θ (Cα|γ|) ≤ C‖Pω1<ω2g‖L2θ(Cα|γ|).
(iii) When |ω − θ| ≤ ǫ and the functions gk(η) with |θ − ωα,k| ≤ ǫ are compactly supported,
supp gk ⊂ [−A,A] then for any θ − ǫ ≤ ω1 < ω2 ≤ θ + ǫ
‖Pω1<ω2φ‖H2θ (Cα|γ|) ≤ CA(e
2ǫA + 1)‖Pω1<ω2g‖L2θ(Cα|γ|).
(iv) When 0 ≤ ω < ǫ and θ′ < θ − 4ǫ
‖P0<ǫφ‖H2
θ′
(Cα|γ|)
≤ C|θ − θ′| ‖P0<ǫg‖L2θ(Cα|γ|).
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Proof. To solve Lξ,ηφ = g we use separation of variables and Lemma 4.3. This gives directly
assertions (i)–(iv) with L2θ(Cα|γ|) norms on the right hand side. To bootstrap to H
1
θ (Cα|γ|) we
use the energy estimates. To bootstrap to H2θ (Cα|γ|) we use local elliptic estimates and a covering
argument. This is rather standard and we omit the details. 
5. Solution of the nonlinear problem-proof of Theorem 1.1
5.1. Set up of the fixed point argument.
5.1.1. The inner region. We recall that by (s, t) we have denoted the Fermi coordinates of the curve
γ (see section 2.2). In what follows we will work with the scaled version of them (ξ, η) introduced
in (4.1). Note that η = η(s, t) which introduces an extra complication. Recall that the map Xγ
x 7→ (s, t) x = γ(s) + tn(s),
is a diffeomorphism in a neighborhood of γ, say when |t| ≤ δ with some δ small. Likewise we define
Xγ,λ to be the map x 7→ (ξ, η). In order to be precise about the meaning of the inner region, the
inner problem etc. we introduce the function
(5.1) δλ =
M log β
λµλ
,
where M > 0 is a constant that will be be adjusted later as necessary. We speak of the inner region
when |t| . δλ or |η| . log β (the scaling constant β is defined in (2.4)). Any function given in
a neighborhood of γ can be expressed in the global variable x or in the stretched Fermi variables
(ξ, η). To simplify the notation and to keep track of this ambiguity we will use the letters u, v, w
etc. for the functions of x and the letters u, v, w etc. for the same functions expressed in (ξ, η).
5.1.2. Modulation of the initial inner approximation. Recall the first inner approximation v0 defined
in (2.9). Writing v0 = v0 ◦X−1γ,λ we have explicitly
v0(η) = U(η) + 2 logµλ,
with µλ = µλ(s) = µλ(ξ/α) as in (2.5). The assertions of Lemma 4.4 suggest that this approxima-
tion may not suffice since we need to satisfy the set of orthogonality conditions to solve the inner
linear problem. To have more flexibility in the definition of v0 we will introduce the modulation of
this function associated with the invariances of the Liouville equation.
Given ω∗ > 0 to be specified later we let Kα be the largest nonnegative integer such that
ωα,k < ω
∗, k ≤ Kα.
By (4.6) we get
(5.2) Kα = αRω
∗ +O
(
1
α
)
.
Next we let a(ξ), b(ξ) to be L2(0, α|γ|) functions of the form
(5.3) a(ξ) =
Kα∑
k=0
akyα,k(ξ), b(ξ) =
Kα∑
k=0
bkyα,k(ξ)
and
(5.4) f(ξ, η) = [a(ξ)η + b(ξ)] tanh η sech
(
η
Q
)
,
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where a constant Q > 0 large is to be chosen, see section 5.2.2 below. The modulated inner initial
approximation is defined by
v0(ξ, η; f) = U(η + f) + 2 log [µλ(1 + ∂ηf)] .
We will write v0(f) whenever we need to indicate the dependence on the modulation parameter.
We will denote the space of the modulations byM and we will measure the size of the components
a, b of f in the Kα dimensional subspace of L
2(0, α|γ|):
‖f‖L2(M) =
(
Kα∑
k=0
|ak|2 + |bk|2
)1/2
=
(
‖a‖2L2(0,α|γ|) + ‖b‖2L2(0,α|γ|)
)1/2
.
Similarly we define
‖f‖H2(M) =
(
‖a‖2H2(0,α|γ|) + ‖b‖2H2(0,α|γ|)
)1/2
.
We will suppose a priori
(5.5) ‖f‖H2(M) ≤
logq β√
β
where q > 2 is to be specified later. Note that under this hypothesis we have as well
(5.6) ‖f‖L∞(M) = ‖a‖L∞(0,α|γ|) + ‖b‖L∞(0,α|γ|) .
logq β√
β
.
5.1.3. Additive perturbation of the inner approximation. With the notation introduced in section 3
we let v¯1 ∈ Kγ . We have v¯1 = v¯1(s, λµλt) = v¯1(s, η) and v¯1(x) = v¯1 ◦Xγ,λ(x). We recall that
v¯1(s, η) = h1(s)ϕ1(η) + h2(s)ϕ2(η)
and that
‖v¯1‖2L2(Kγ) = ‖h1‖2L2(γ) + ‖h2‖2L2(γ), ‖v¯1‖2Hℓ(Kγ) = ‖h1‖2Hℓ(γ) + ‖h2‖2Hℓ(γ).
Let θ > 0, to be specified later, represent the rate of exponential decay. We consider
(5.7) v2 ∈ H2θ (Cα|γ|).
Note that v¯1 is an affine function of η while v2 is exponentially decaying. We will assume that with
some σ ∈ (0, 1/4) we have
(5.8)
‖v¯1‖H2(Kγ) ≤ β−1+σ
‖v2‖H2
θ
(Cα|γ|) ≤ β−1/2+σ.
5.1.4. Perturbation of the outer approximation. Recall the initial outer approximation defined in
(2.15). Recall also that parameters β and µλ were defined in such a way that matching conditions
(2.14) were approximately satisfied. With the given initial outer approximation w±0 on Ω
± it is
natural to suppose that the true solution in the outer region should be of the form
w± = w±0 + w
±
1 ,
where a priori we assume, with some σ ∈ (0, 1/4)
(5.9) ‖w±1 ‖H2(Ω±) ≤ β−1+σ.
The matching conditions between the inner and the outer solution is essentially of the form of the
boundary conditions in (3.5) and it will be satisfied automatically because we will use Proposition
3.1 to determine w±1 in the course of the fixed point scheme. A precise form of the matching
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conditions suitable for the fixed point argument is not easy to give at this moment and will be
specified later (see section 5.3.1).
5.1.5. Global definition of the solution. To define the solution globally we will patch together the
inner and the outer solution using some smooth cutoff functions. This turns out to be the delicate
part of the construction. All cutoff functions introduced below will be of the form χ(t/δλ) where δλ is
defined in (5.1) and χ(t/δλ) is supported in a neighborhood of with |t| < 2mδλ, m > 0 around γ. In
the inner variables (ξ, η) the function χ(η/λµλ) is supported in the set |η| < 2mδλλµλ = 2mM log β.
With some abuse of notation we will use the same letters to denote the cutoff functions expressed
in x or in t or in η as the form of the dependence will be clear from the context.
First we define χ0, χ
±
0 so that
suppχ0 ⊂ {|t| < 2δλ}, suppχ+0 ⊂ {t > δλ}, suppχ− ⊂ {t < −δλ},
and additionally χ0 + χ
+
0 + χ
−
0 ≡ 1, χ0 = 1 when |t| < δλ. Let v0(f) be the inner initial approxi-
mation and let v0(x; f) = v0(f) ◦Xγ,λ(x). We define the global initial approximation by
(5.10) u0 = χ0v0 + χ
+
0 w
+
0 + χ
−
0 w
−
0 .
Note that u0 depends on the modulation parameter f and for this reason we will write sometimes
u0(x; f).
Next we introduce cutoff functions χ1, χ
±
1 . They have similar character as χ0, χ
±
0 but their
supports are slightly different. Let m1 ∈ R, m1 > 2, be fixed. We now define χ1 to be a smooth
cutoff function supported in |t| < 2m1δλ and such that χ1 = 1 in |t| < m1δλ. Let χ±1 be smooth
cutoff functions such that:
χ1 + χ
+
1 + χ
−
1 ≡ 1, in Ω.
Let v¯1 ∈ Kγ as in (5.8) and let v¯1(x) = v¯1 ◦Xγ,λ(x). Let w±1 be as in (5.9). We define
(5.11) u1 = χ1v¯1 + χ
+
1 w
+
1 + χ
−
1 w
−
1 .
Finally let χ2 be a cutoff function supported in |t| < 2m2δλ and χ2 = 1 in |t| < m2δλ, m2 > m1.
Let v2(x) = v2 ◦Xγ,λ(x), where v2 satisfies (5.7). We define
(5.12) u2 = χ2v2.
We will look for a solution of the Liouville equation (1.1) in the form
(5.13) u = u0 + u1 + u2,
5.2. The error of the initial approximation.
5.2.1. Change of variables in ∆. In this section we will study the initial approximation u0. To
begin it will be useful to express ∆ in terms of the Fermi variables (s, t) and (ξ, η). Sometimes we
will denote these different expressions by ∆x, ∆s,t, ∆s,η and ∆ξ,η. Let κ denote the curvature of
γ and let A = (1− tκ(s))2. Then we have:
(5.14) ∆s,t = ∂
2
t +
1
A
∂2s −
∂sA
2A2
∂s +
∂tA
2A
∂t.
From this we find
(5.15)
∆s,η = (λµλ)
2
(
∂2η −
κ
λµλ
∂η
)
+ (λµλ)
2
(
a20∂
2
η + a11∂ηs + a02∂
2
s + b1∂η + b2∂s
)
,
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where, as long as
|η| . δλλµλ ∼ O(log β).
we have
(5.16)
a20 =
1
a
(
∂sµλ
µλ
)(
η
λµλ
)2
= O(β−2 log2 β), a11 = 2
a
∂sµλ
µλ
η
(λµλ)2
= O(β−2 log β),
a02 =
1
a
1
(λµλ)2
= O(β−2)
b1 =
(
1− 1
a
)
κ
λµλ
+
1
(λµλ)2
[
κ′
a
∂sµλ
µλ
η2
λµλ
+
η
a
∂s
(
∂sµλ
µλ
)]
= O(β−2 log β),
b2 =
1
(λµλ)2
κ′
a
η
λµλ
= O(β−3 log β).
Recalling that ξ = αs we get
(5.17)
∆ξ,η = (λµλ)
2
(
∂2η + pα(ξ)∂
2
ξ
)− λµλκ∂η
+ (λµλ)
2
(
a˜20∂
2
η + a˜11∂ηξ + a˜02∂
2
ξ + b˜1∂η + b˜2∂ξ
)
where, changing s to ξ/α in the above formulas we get for the corresponding coefficients
a˜20 = O(β−2 log2 β), a˜11 = O(β−1 log β), a˜02 = O(β−1 log β),
b˜1 = O(β−2 log β), b˜2 = O(β−2 log β).
To simplify the notation the operators in the second line in (5.15) and (5.17) will be denoted
respectively by Aβ and A˜β .
5.2.2. Solvability of the modulation equation. In what follows we will denote
Nλ(u) = ∆u+ λ
2eu, Nλ(u) = Nλ(u) ◦X−1γ,λ.
We use (5.17) to calculate
Nλ(v0(·; f)) := ∆ξ,ηv0(ξ, η; f) + λ2e v0(ξ,η;f).
Dividing by (λµλ)
2 we get
(5.18)
1
(λµλ)2
Nλ(v0(·; f)) =
[
U ′
(
∂2ηf −
κ
λµλ
)
+ 2∂3ηf
]
+ 2
[
−U
′
2
κ∂ηf
λµλ
− κ
λµλ
∂2ηf
1 + ∂ηf
− ∂
3
ηf∂ηf
1 + ∂ηf
− (∂
2
ηf)
2
(1 + ∂ηf)2
]
+ pα
[
U ′′(∂ξf)2 + U ′∂2ξf + 2∂ξ
(
∂ξµλ
µλ
)
+
2∂ξξηf
1 + ∂ηf
− 2(∂ξηf)
2
(1 + ∂ηf)2
]
+ A˜βv0(·; f),
above U ′ = U ′(η + f), U ′′ = U ′′(η + f). We will study more carefully the leading (linear) term
carrying the derivatives of f in (5.18) taking now U ′ = U ′(η),
(5.19)
U ′(η)∂2ηf + 2∂
3
ηf + pα(U
′(η)∂2ξ f + 2∂ξξηf)
=: a(ξ)Z1(η) + pα(ξ)∂
2
ξa(ξ)W1(η) + b(ξ)Z2(η) + pα(ξ)∂
2
ξ b(ξ)W2(η),
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where, denoting Y (η) = tanh η sech
(
η
Q
)
(see (5.4)) we have
Z1 = ηU
′(η)Y ′′ + 2U ′(η)Y ′ + 2ηY ′′′ + 6Y ′′,
W1 = ηU
′(η)Y + 2Y + 2ηY ′,
Z2 = U
′(η)Y ′′ + 2Y ′′′,
W2 = U
′(η)Y + 2Y ′.
The following lemma can be checked either by an explicit calculation or by using a software capable
of symbolic and numerical calculations such as Maple or Mathematica.
Lemma 5.1. (i) When Y (η) = tanh η (i.e. Q = +∞) then∫
R
Z1(η)U
′(η) dη = −
∫
R
Z2(η)(ηU
′(η) + 2) dη = 8,∫
R
Z2(η)U
′(η) dη = −
∫
R
Z1(η)(ηU
′(η) + 2) dη = 0.
(ii) When Y (η) = tanh η sech
(
η
Q
)
, 0 < Q <∞ then∫
R
W1(η)U
′(η) dη = −
∫
R
W2(η)(ηU
′(η) + 2) dη,∫
R
W2(η)U
′(η) dη = −
∫
R
W1(η)(ηU
′(η) + 2) dη = 0.
Moreover when Y (η) = tanh η then
lim
R→∞
{∫ R
−R
[W1(η)U
′(η) − 4(η tanh η − 1)] dη
}
= lim
R→∞
{∫ R
−R
[W2(η)(ηU
′(η) + 2)− 4(η tanh η − 1)] dη
}
= ℓ
where |ℓ| <∞.
To solve the modulation equations we will further need the following:
Lemma 5.2. Let k±ω , lω be the elements of the fundamental set of Lω, as in Lemma 4.2. Let ǫ > 0
be small. There exist 0 < Q <∞ and ω∗ > ǫ such that
(i) For any 0 ≤ ω ≤ ǫ the matrices
Zω :=
[ ∫
R
Z1k
+
ω
∫
R
Z2k
+
ω∫
R
Z1lω
∫
R
Z2lω
]
, Wω :=
[ ∫
R
W1k
+
ω
∫
R
W2k
+
ω∫
R
W1lω
∫
R
W2lω
]
,
are invertible and the norm of the inverse is independent on ω.
(ii) The same holds when ǫ < ω ≤ ω∗ for the matrices
Zω :=
[ ∫
R
Z1k
+
ω
∫
R
Z2k
+
ω∫
R
Z1k
−
ω
∫
R
Z2k
−
ω
]
, Wω :=
[ ∫
R
W1k
+
ω
∫
R
W2k
+
ω∫
R
W1k
−
ω
∫
R
W2k
−
ω
]
.
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Proof. We prove (i). Regarding invertibility of the matrix Zω, using Lemma 4.2 (i), we see that it
suffices to show that
Z0 :=
[ ∫
R
Z1U
′ ∫
R
Z2U
′∫
R
Z1(ηU
′ + 2)
∫
R
Z2(ηU
′ + 2)
]
is invertible. This follows easily from Lemma 5.1. We argue similarly for Wω. To show (ii) we note
that subtracting the first column from the second column in Zω and dividing by −ω we get the
matrix of the same form as in (i) (c.f. proof of Lemma 4.2 (ii)), denote it by Z˜ω. The new matrix
is invertible if and only if the original one is and the norms of the inverses differ by a factor ω−1,
which is bounded since ω ≥ ǫ. As a function of ω the matrix Z˜ω is continuous and by (i) Z˜ω is
boundedly invertible for 0 ≤ ω ≤ ǫ. As a consequence there exists ω∗ > ǫ such that Zω is invertible
for ǫ ≤ ω ≤ ω∗. Same argument applies for Wω. The proof is complete. 
Let Kα be such that ωα,k < ω
∗ when k ≤ Kα. For k ≤ Kα project the right hand side of (5.19)
on k+ω yα,k, lωyα,k when 0 ≤ ωα,k ≤ ǫ and on k+ω yα,k, k−ω yα,k when ǫ < ωα,k ≤ ω∗. Then for each
k ≤ Kα the projection of (5.19) becomes
(5.20)
(
Zωα,k − ω2α,kWωα,k
)
(ak, bk)
T
Taking ω∗ smaller if necessary, by Lemma 5.2 we conclude that the matrix Zωα,k − ω2α,kWωα,k is
boundedly invertible. From this we readily deduce:
Corollary 5.1. Let θ > ω∗ and h ∈ L2θ(Cα|γ|) be given. For each k ≤ Kα we define
(5.21)
h1k =
∫
Cα|γ|
h(ξ, η)k+ωα,k(η)yα,k(ξ) dξdη, h2k =


∫
Cα|γ|
h(ξ, η)lωα,k(η)yα,k(ξ) dξdη, 0 < ωα,k ≤ ǫ,∫
Cα|γ|
h(ξ, η)k−ωα,k(η)yα,k(ξ) dξdη, ǫ < ωα,k < ω
∗.
There exist ak, bk such that (
Zωα,k − ω2α,kWωα,k
)
(ak, bk)
T = (h1k, h2k)
Additionally, considering (ak, bk) as the coefficients of the Fourier expansion of the modulation
function f defined in (5.3)–(5.4) we have
‖f‖H2(M) ≤ C‖h‖L2
θ
(Cα|γ|)
.
To justify the assumption we made in (5.5) we go back to (5.18) and note that the leading term
on the right hand side not involving f is −U ′κλµλ . Clearly this function does not decay in η but in
the process of solving our problem it will appear multiplied by a cutoff function whose support is
in the set |η| . log β. Let χ(η) be such a function. Then
(5.22)
∣∣∣∣∣
∫
Cα|γ|
χ
U ′κ
λµλ
U ′yα,k
∣∣∣∣∣+
∣∣∣∣∣
∫
Cα|γ|
χ
U ′κ
λµλ
(ηU ′ + 2)yα,k
∣∣∣∣∣ . log
2 β√
β
,
consistently with (5.5). Similar estimates hold when U ′ is replaced by k+ω and ηU
′ +2 by lω or k−ω .
For the rest of this paper the constant Q in the definition of the function Y = tanh η sech
(
η
Q
)
will be fixed in such a way that the assertion of Corollary 5.1 holds. In particular we observe that
if θ < 1Q then f ∈ H2θ (Cα|γ|) and
‖f‖H2
θ
(Cα|γ|) ∼ ‖f‖H2(M).
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5.2.3. Estimates for the error of the initial approximation. With u0 defined in (5.10) we have
(5.23)
Nλ(u0) = χ0(∆v0 + λ
2e v0) +
[
∆, χ+0
]
(w+0 − v0) +
[
∆, χ−0
]
(w−0 − v0) + λ2 (eu0 − χ0e v0) ,
where here and elsewhere [∆, χ] = ∆χ−χ∆. To help dealing with the exponential part of the error
we prove:
Lemma 5.3. There exists a constant c > 0 such that for any m > 0
w±0 (x) ≤ β(1 − cmδλ)
[
1 +O
(
log β
β
)]
, in Ω± \ {|t| < mδλ},
where t is the Fermi coordinate of x.
Proof. For brevity we suppose that m = 1 since the proof does not depend on the particular value
of m. We claim that there exists a constant c = c(γ,Ω) > 0 such that
(5.24) 0 ≤ H±γ (x) ≤ 1− cδλ, x ∈ Ω± ∩ {dist (x, γ) ≥ δλ}.
In the set Ω± ∩ {dist (γ, x) ≤ δλ}, we can write x = π(x) + d(x)ν± ∈ Ω±, where π(x) ∈ ∂Ω± = γ,
d(x) = |π(x) − x| and ν± is the inner normal vector at ∂Ω±. By Taylor’s expansion we get
H±γ (x) = H
±
γ (π(x)) + ∂ν±H
±
γ (π(x))d(x) +O(d(x)2) ≤ 1− cd(x),
because H±γ ≡ 1 on γ and by Hopf’s lemma 0 > maxγ ∂ν±H
±
γ =: −c(γ,Ω). This shows
H±γ (x) ≤ 1− cδλ in Ω± ∩ {dist (γ, x) = δλ}.
The function H±γ is harmonic in Ω
± \ {dist (γ, x) ≤ δλ}, so it achieves its maximum and minimum
values on the boundary of this set and this proves (5.24).
By (2.15) and (5.24) we deduce
w±0 ≤ βH±γ
[
1 +O
(
log β
β
)]
+O(1)
≤ β(1− cδλ)
[
1 +O
(
log β
β
)]
+O(1)
≤ β(1− cδλ)
[
1 +O
(
log β
β
)]
, in Ω± \ {|t| < δλ},
as claimed. 
Let χ(η) be a smooth cutoff function such that suppχ ⊂ {|η| ≤ K log β}, where K log β >
4λµλδλ = 4M log β and χ(η) = 1 in the support of χ0. Let χ
±(x) be cutoff functions supported in
the set Ω \ suppχ0. We will split the calculations in (5.23) between the inner error χNλ(u0) and
the outer error χ±Nλ(u0). In the inner part we express Nλ in terms of (ξ, η) and write χNλ(u0).
Lemma 5.4. Given θ < min{ω∗, 1/2, 1/Q} we have
‖χNλ(u0)‖L2
θ
(Cα|γ|) . β
3/2+θK log4 β,(5.25)
‖χ±Nλ(u0)‖H1(Ω±) . β−100.(5.26)
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Proof. We need to estimate the four terms on the right hand side of (5.23) restricted to the suppχ,
denote these restrictions by Ej , j = 1, . . . , 4. We will rely on the fact that Ej = 0 when |η| > K log β.
We have E1 = Nλ(v0(·; f)) and then using (5.18) and (5.5) we get
‖E1‖L2
θ
(Cα|γ|) . β
2(‖f‖H2(M) + β−1/2+θK) . β3/2+θK .
To calculate the commutator terms we use the expression of the gradient ∇x in the local coor-
dinates (s, t) and (ξ, η). For any function g = g(x) defined locally near γ we have in terms of the
Fermi variables (s, t)
∇xg = 1
A
∂sg∂s + ∂tg∂t,
and setting g(ξ, η) = g(ξ/α, η/λµλ) we get
∇xg = α
A
∂ξg∂ξ + λµλ∂ηg∂η =
1
A
[
∂sg − η
λµ2λ
∂sµλ∂tg
]
∂ξ + ∂tg∂η
∣∣∣∣
(s,t)=(ξ/α,η/λµλ)
In the case at hand we have χ±0 = χ
±
0 (t/δλ) = χ
±
0 (η/M log β) hence
(5.27) ∇xχ±0 = O(δ−1λ )(χ±0 )′(η/M log β)∂η.
Similarly, using (5.15), we get
(5.28) ∆xχ
±
0 = O(δ−2λ )(χ±0 )′′(η/M log β) +O(δ−1λ )(χ±0 )′(η/M log β).
We write v0(f) and w
±
0 when we express v0(f) and w
±
0 in terms of (ξ, η). Use (2.10) and the
definition of w±0 together with (2.16) and (2.17), to get in the suppχ0
v0 − w±0 = b0 + 2 lnµλ − a0η +O
(
e−a0(η+f)
)
+O(|f |+ |∂ηf |)
−
[
b0 + 2 lnµλ − a0η +O
(
η
β
)
+O
(
log β
β
)
+O
(
η2
β
)]
= O
(
e−a0(η+f)
)
+O(|f |+ |∂ηf |) +O
(
log2 β
β
)
and
λµλ∂η(v0 − w±0 ) = O
(
βe−a0(η+f)
)
+O (β(|f |+ |∂ηf |+ |∂2ηf |))+O(log β).
Based on the above one of the terms of the commutator can be estimated as follows
‖O(δ−2λ )(χ±0 )′′(η/M log β)(v0 − w±0 )‖L2θ(Cα|γ|) . β
3/2+θK ,
(to estimate exponentially decaying terms we take the constant M in the definition of δλ large).
Estimating similarly the remaining commutator terms we get
‖Ej‖L2
θ
(Cα|γ|) . β
3/2+θK , j = 2, 3.
Using Lemma 5.3, the affine behavior of U at ±∞ and choosing M large we estimate ‖E4‖L2
θ
(Cα|γ|)
in the same way. This proves (5.25).
Next we consider (5.26). Because of the choice of the cutoff functions χ± the only term that we
need to estimate is the last member on the right hand side of (5.23). Choosing M in (5.1) large
enough and using Lemma 5.3 we get (5.26) as claimed.

5.3. Estimates of the nonlinear terms in the equation.
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5.3.1. Patching the inner and the outer problem. The approximate solution defined in (5.13) de-
pends on the inner functions (f, v¯1, v2) and the outer functions w
±
1 patched together through some
cutoff functions. To solve our problem by a fixed point argument we will first split the equation
Nλ(u) = 0 into a system of coupled nonlinear equations for the inner and the outer part and then
we will patch them back together. To do this we need to define additional cutoff functions ρ and
ρ± in the following way:
(5.29)
supp ρ ⊂ {|t| ≤ mρδλ}, mρ > 2m1, χ2ρ = ρ, χ±1 (1− ρ) = 1− ρ,
supp ρ± ⊂ {|t| > δλ/2} ∩ Ω±, ρ±χ±1 = χ±1 .
We will also need a cutoff function ρ¯ such that supp ρ¯ ⊂ {|t| ≤ mρ¯δλ}, with some mρ¯ > m2, and
ρ¯χ2 = χ2. Next we write
Nλ(u0 + u1 + u2) = Nλ(u0) +DNλ(u0)(u1 + u2) + Fλ(u0;u1 + u2),
where
DNλ(u0) = ∆+ λ
2eu0 , Fλ = Nλ(u0 + u1 + u2)−Nλ(u0)−DNλ(u1 + u2).
Let
Lξ,η = (∂
2
η + pα(ξ)∂
2
ξ ) + e
U(η)
be the linear operator considered in section 4 and let Lx be the operator (λµλ)
2Lξ,η transferred to
a small neighborhood of γ by the diffeomorphism Xγ,λ(x) = (ξ, η). Recall that v2 = v2 ◦X−1γ,λ. In
the inner region we have
(5.30)
[(DNλ(u0)− Lx) v2] ◦X−1γ,λ(ξ, η) =
[
∆ξ,η − (λµλ)2(∂2η + pα∂2ξ )
]
v2
+ λ2
[
exp
(
χ0v0(f) + χ
+
0 w
+
0 + χ
−
0 w
−
0
)− exp (v0(0))] v2
:= Sλ(v2) + Gλ(v2).
The first term above carries the derivatives of v2, the second depends linearly on v2 only. For later
purpose we denote Sλ = Sλ ◦Xγ,λ, Gλ = Gλ ◦Xγ,λ.
With all these notations the inner equation is
(5.31)
−Lxv2 = ρ¯ [Sλ(v2) +Gλ(v2)] + ρ [Nλ(u0) + Fλ]
+
{
χ1DNλ(u0)v¯1 +
[
∆, χ+1
]
(w+1 − v¯1) +
[
∆, χ−1
]
(w−1 − v¯1)
}
and the outer equations are
(5.32) −∆w±1 = (1− ρ) [Nλ(u0) + Fλ] + [∆, χ2] v2 + λ2ρ±eu0w±1 .
Multiply the first equation by χ2 and the second by χ
±
1 , use that
χ2ρ¯ = χ2, χ2ρ = ρ, χ
±
1 (1− ρ) = 1− ρ, χ±1 ρ± = χ±1 ,
and add the resulting equations to obtain Nλ(u0 + u1 + u2) = 0.
Denote the right hand sides of (5.31) and (5.32) respectively by F and F± so that
F = F(f, v¯1, v2, w+1 , w−1 ), F± = F(f, v¯1, v2, w+1 , w−1 ).
Suppose that (v¯1, v2, w
+
1 , w
−
1 ) are given. The fix point argument consist of determining functions
(φ¯1, φ2, φ
+
1 , φ
−
1 ) such that
−Lxφ2 = F(f, v¯1, v2, w+1 , w−1 )(5.33)
−∆φ±1 = F± = F±(f, v¯1, v2, w+1 , w−1 )(5.34)
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to define a map:
(v¯1, v2, w
+
1 , w
−
1 ) 7−→ (φ¯1, φ2, φ+1 , φ−1 )
and then showing that it has a fixed point. In the process of solving (5.33) we need to determine
the modulation function f in such a way that the set of orthogonality conditions on the right hand
side of (5.33) is satisfied. Solving the modulation equation can be incorporated into the fixed point
scheme through Corollary 5.1.
5.3.2. The matching condition. Let us suppose that v¯1 expressed in (η, s) is a function v¯1 ∈ Kγ
such that
v¯1(η, ·) = h±1 + h±2 η +O(e−a0|η|), η → ±∞.
As in Proposition 3.1 we should require that
w±1 = 0, on ∂Ω
± ∩ ∂Ω,
w±1 = h
±
1 , on γ,
∂nw
±
1 = λµλh
±
2 , on γ.
The matching condition stated in this form is not very convenient for the fixed point argument and
we will give now an alternative statement, as promised at the end of section 5.1.3. Let m1 > 0 be
the constant in the definition of χ1 in (5.11) and let M be the constant in the definition of δλ. Let
also θ < 1 − 1m1M be given. Consider a function w defined in a neighborhood V of γ expressed in
terms of (s, t). Taylor’s expansion of w is
w(s, t) = w(s, 0) + ∂tw(s, 0) + t
2
∫ 1
0
∫ σ
0
∂2tw(s, τt) dτdσ.
Let us suppose that another function v¯(s, t) is given in such a way that
w(s, t)− v¯(s, t) = t2
∫ 1
0
∫ σ
0
∂2tw(s, τt) dτdσ + v˜(s, t),
where v˜(s, t) = h(s)O(e−2λµλt), and h ∈ L2(0, |γ|). Let us denote
K±(ξ, η) =
[
∆x, χ
±
1
]
(w − v¯) ◦X−1γ,λ(ξ, η).
We state now:
Lemma 5.5. Under the above conditions and notations it holds
(5.35) ‖K±‖L2
θ
(Cα|γ|) . β
1+2θm1M
(‖w‖H2(V ) + ‖h‖L2(0,|γ|)) .
Proof. We have
K± =
(
(∆xχ
±
1 )(w − v¯)
) ◦X−1γ,λ(ξ, η) + (∇xχ±1 )∇x(w − v¯)) ◦X−1γ,λ(ξ, η).
We use (5.27)–(5.28) with χ = χ±1
K± = O(δ−2λ )(χ±1 )′′(η/M log β)(w − v¯) ◦X−1γ,λ(ξ, η) +O(δ−1λ )(χ±1 )′(η/M log β)(w − v¯) ◦X−1γ,λ(ξ, η)
+
[O(δ−1λ )(χ±0 )′(η/M log β)∂η]∇x(w − v¯) ◦X−1γ,λ(ξ, η)
=
3∑
j=1
K
±
j .
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We will calculate ‖K±1 ‖L2θ(Cα|γ|). Set
R(ξ, η) =
η
λµλ
∫ 1
0
∫ σ
0
∂2tw(ξ/α, τη/λµλ) dτdσ =
∫ 1
0
∫ ση/λµλ
0
∂2tw(ξ/α, t) dtdσ.
We have
δ−2λ
{∫
R
∫ α|γ|
0
|(χ±1 )′′(
η
M log β
)|2
(
η
λµλ
)2
e 2θ|η| R(ξ, η)2 dξdη
}1/2
. δ−2λ
{∫
R
∫ α|γ|
0
|(χ±1 )′′(
η
M log β
)|2
(
η
λµλ
)3
e 2θ|η|
(∫ α|γ|
0
∫ η/λµλ
0
|∂2tw(ξ, t)|2 dηdξ
)}1/2
. δ−2λ β
−1β2θmM‖w‖H2(V )
. β1+2θmM‖w‖H2(V ).
We also have
δ−2λ
{∫
R
∫ α|γ|
0
|(χ±1 )′′(
η
M log β
)|2e 2θ|η||v˜(ξ/α, η/λµλ)|2 dξdη
}1/2
. δ−2λ β
1/2‖h‖L2(γ)
{∫
R
|(χ±1 )′′(
η
M log β
)|2e−2(1−θ)|η| dη
}1/2
. β5/2β−(1−θ)m1M‖h‖L2(0,|γ|)
. β1+2θm1M‖h‖L2(0,|γ|)
where the last inequality follows from the choice of θ. We have found
(5.36) ‖K±1 ‖L2(Cα|γ|) . β1+2θm1M
(‖w‖H2(V ) + ‖h‖L2(0,|γ|))
Estimates of K±j , j = 2, 3 are similar and lead to the analog of (5.36). This ends the proof. 
Based on the results of the above Lemma (which applies with w replaced by w±) we will require
that the following matching condition is satisfied
(5.37)
∥∥∥[∆x, χ±1 ] (w±1 − v¯1) ◦X−1γ,λ∥∥∥
L2
θ
(Cα|γ|)
. β1+2θm1M
(‖w±1 ‖L2(Ω±) + ‖v¯1‖L2(Kγ))
Conditions (5.5)–(5.9) together with (5.37) form the set of a priori assumption on the unknowns of
the problem and the solution of (5.33)–(5.34) should, consistently, satisfy the same conditions.
5.3.3. Estimate of the right hand side of (5.31). We will express F in (5.33) in the local, stretched
variables (ξ, η). By Lemma 5.4 we know
(5.38) ‖ρNλ(u0(·, f)‖L2
θ
(Cα|γ|) . β
3/2+θmρM log4 β,
where mρ is the constant in the definition of the cutoff function ρ, see (5.29). We need to estimate
the remaining terms
Eint = ρ¯ [Sλ(v2) +Gλ(v2)] + ρFλ + χ1DNλ(u0)v¯1 +
[
∆, χ+1
]
(w+1 − v¯1) +
[
∆, χ−1
]
(w−1 − v¯1)
=:
5∑
j=1
Ej .
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Let Eint = Ej(ξ, η) = Ej ◦X−1γ,λ(ξ, η).
Lemma 5.6. Let m1 be the constant in the definition of χ1 and M be the constant in the definition
of δλ. Suppose that the functions (f, v¯1, v˜1, v2, w
±
1 ) satisfy a priori hypothesis (5.5)–(5.9) and the
matching condition (5.37). There exists 0 < θ¯ < min{ω∗, 1/2, 1/Q} such that for all M large
enough and all θ such that
(5.39) θ < min
{
θ¯, 1− 1
m1M
}
,
it holds
(5.40)
‖Eint‖L2
θ
(Cα|γ|) . β‖v2‖H2θ (Cα|γ|)(1 + β‖f‖H2(M))
+ β5/2
(
‖v¯1‖2L2(Kγ) + ‖w+1 ‖2H2(Ω+) + ‖w−1 ‖2H2(Ω+)
)
+ β2‖v2‖2H2
θ
(Cα|γ|)
+
(
β1/2+4θm1M‖v¯1‖H2(Kγ) + β3/2+4m1θM‖v¯1‖L2(Kγ)
)
+ β‖v¯1‖H2(Kγ)(1 + β‖f‖H2(M))
+ β1+2θm1M
(‖w+1 ‖L2(Ω±) + ‖w−1 ‖L2(Ω±) + ‖v¯1‖L2(Kγ)) .
Proof. We have, using (5.30)
E1 = ρ¯
[
∆ξ,η − (λµλ)2(∂2η + pα∂2ξ )
]
v+ λ2ρ¯
[
exp
(
χ0v0(f) + χ
+
0 w
+
0 + χ
−
0 w
−
0
)− exp (v0(0))] v
= E11 + E12,
where, we recall, v0(f) = U(η + f) + 2 log [µλ(1 + ∂ηf)]. To estimate E11 we use (5.17)
‖E11‖L2
θ
(Cα|γ|) . β‖v‖H2θ (Cα|γ|).
To estimate E12 we use (5.5), Lemma 5.3 and the asymptotic expansion of U (2.8). We write
E12 = λ
2ρ¯
[
exp
(
χ0v0(f) + χ
+
0 w
+
0 + χ
−
0 w
−
0
)− exp (v0(f))] v2 + λ2ρ [exp (v0(f))− exp (v0(0))] v2
= E121 + E122.
Since χ1 = 1 when |η| ≤ δλλµλ,
‖E121‖L2
θ
(Cα|γ|) . β
2e−cM log β‖v2‖H2
θ
(Cα|γ|) . β‖v2‖H2θ (Cα|γ|),
choosing M in the definition of δλ large enough. Using the fact that if v2 ∈ H2θ (Cα|γ|) then
v2 ∈ H2(Cα|γ|) and the Sobolev embedding we get, taking θ < 1
‖E121‖L2
θ
(Cα|γ|) . β
2‖v2‖L∞(Cα|γ|)‖f‖L∞(M) . β2‖v2‖H2θ (Cα|γ|)‖f‖H2(M),
so that
(5.41) ‖E1‖L2
θ
(Cα|γ|) . β‖v2‖H2θ (Cα|γ|)(1 + β‖f‖H2(M)).
To estimate E2 we note that explicitly we have
Fλ(u0;u1 + u2) = λ
2eu0
[
eu1+u2 − 1− (u1 + u2)
]
.
We claim that there exists θ¯ > 0 such that
(5.42) λ2|ρe u0 | . β2e−θ¯|η|.
This claim can be proven using the asymptotic behavior of U and Lemma 5.3. Writing Fλ(ξ, η) =
Fλ ◦X−1γ,λ(ξ, η) we have
|ρFλ| . β2e−θ¯|η|
(|χ1v¯1|2 + |ρχ+1 w+1 |2 + |ρχ−1 w−1 |2 + |χ2v2|2) .
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We take θ < θ¯ to get
(5.43) ‖ρFλ‖L2
θ
(Cα|γ|)
. β5/2
(
‖v¯1‖2L2(Kγ) + ‖w+1 ‖2H2(Ω+) + ‖w−1 ‖2H2(Ω+))
)
+ β2‖v2‖2H2
θ
(Cα|γ|)
.
Next we estimate E3. We have in terms of (ξ, η):
E3 = χ1(λµλ)
2pα∂
2
ξ v¯1 − χ1λµλκ∂η v¯1 + (λµλ)2χ1
(
a˜20∂
2
η + a˜11∂ξ,η + a˜02∂
2
ξ + b˜1∂η + b˜2∂ξ
)
v¯1
+ λ2χ1
(
e u0(f) − e v0(0)
)
v¯1
The first two members above are estimated as follows
‖χ1(λµλ)2pα∂2ξ v¯1‖L2θ(Cα|γ|) . β
1/2+4m1Mθ‖v¯1‖H2(Kγ)
‖χ1λµλκ∂η v¯1‖L2
θ
(Cα|γ|) . β
3/2+4m1Mθ‖v¯1‖L2(Kγ),
where m1 is the constant in the definition of χ1 and M is the constant in the definition of δλ. The
third term is estimated similarly and it is smaller. The last term is estimated in the same way as
E12 above. As a consequence we get
(5.44)
‖E3‖L2
θ
(Cα|γ|) .
(
β1/2+4m1Mθ‖v¯1‖H2(Kγ) + β3/2+4m1Mθ‖v¯1‖L2(Kγ) + β‖v¯1‖H2(Kγ)(1 + β‖f‖H2(M))
)
For Ej and j = 4, 5 we have directly by the matching condition (5.37)
(5.45) ‖E4‖L2
θ
(Cα|γ|) + ‖E5‖L2θ(Cα|γ|) . β
1+2θm1M
(‖w+1 ‖L2(Ω±) + ‖w−1 ‖L2(Ω±) + ‖v¯1‖L2(Kγ)) .
Combining (5.41), (5.43), (5.44) and (5.45) we obtain the assertion of the Lemma.

5.3.4. Estimate of the right hand side of (5.32). By (5.26) we have
‖(1− ρ)Nλ(u0)‖L2(Ω±) . β−100.
We will now estimate the remaining terms in outer error
E±out = (1− ρ)Fλ + [∆, χ2] v2 + λ2ρ±eu0w±1 =:
3∑
j=1
E±j ,
see (5.32).
Lemma 5.7. Let θ > 0 be given, let c > 0 be the constant in the statement of Lemma 5.3 and let
M be the constant in the definition of δλ. Suppose that the functions (f, v¯1, v2, w
±
1 ) satisfy a priori
hypothesis (5.5)–(5.9) and the matching condition (5.37). Then the constant m1 in the definition
of χ1, the constant mρ in the definition of ρ and the constant m2 in the definition of χ2 can be
chosen in such a way that
(5.46) ‖E±out‖L2(Ω±) . β−3/2
(
‖w±1 ‖H2(Ω±) + ‖v¯1‖H2(Kγ) + ‖v2‖H2θ (Cα|γ|)
)
,
for all large enough β.
Proof. We begin with E±1 . We have, using the asymptotic properties of U and Lemma 5.3
|(1− ρ)Fλ| . β2e−cmρδλλµλ(1− ρ)
(|χ1v¯1|2 + |χ±1 w±1 |2 + |χ2v2|2)
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Using the definition of δλ we get from this
(5.47)
‖E±1 ‖L2(Ω±) . β2−cmρM
(
‖w±1 ‖2H2(Ω±) + ‖v2‖2H2
θ
(Cα|γ|)
+ ‖v¯1‖2H2(Kγ)
)
< β−2
(
‖w±1 ‖2H2(Ω±) + ‖v2‖2H2
θ
(Cα|γ|)
+ ‖v¯1‖2H2(Kγ)
)
,
if cmρM > 6 and β is large.
To estimate E±2 we start with
‖(∆χ2)v2‖L2(Ω+) . β2
[∫ |γ|
0
∫ 2m2δλ
m2δλ
|v2|2 dtds
]1/2
. β
[∫ α|γ|
0
∫ 2m2M log β
m2M log β
|v2|2 dηdξ
]1/2
. e−θm2M log β‖v2‖H2
θ
(Cα|γ|).
Estimates of other terms involved in E±3 are similar so that we get at the end
(5.48) ‖E±3 ‖L2(Ω±) . e−θm2M log β‖v2‖H2θ (Cα|γ|) < β
−2‖v2‖H2
θ
(Cα|γ|),
whenever m2 is large so that θm2M > 6.
We turn finally to E±4 . By the definitions of ρ
± and δλ, the asymptotic properties of U and
Lemma 5.3 we have
|λ2ρ±eu0 | . β2e− 12 cm1M log β,
hence
(5.49) ‖E±4 ‖L2(Ω±) . β2−
1
2 cm1M‖w±1 ‖H2(Ω±) < β−2‖w±1 ‖H2(Ω±),
whenever cm1M > 10.
Examining (5.47)–(5.49) we see that it suffices to chose m1, mρ, m2 > mρ such that
(5.50)
1
2
mρ > m1 >
10
cM
, m2 >
6
Mθ
.
This ends the proof. 
The proof of the following corollary is similar.
Corollary 5.2. Under the same assumption as in Lemma 5.7 it holds
(5.51) ‖E±out‖H1(Ω±) . β−1/2
(
‖w±1 ‖H2(Ω±) + ‖v¯1‖H2(Kγ) + ‖v2‖H2θ (Cα|γ|)
)
.
5.4. Solution of the fixed point problem.
5.4.1. The adjustment of parameters. As we saw in the statements of Lemma 5.6 and 5.7 patching
the inner and the outer solution depends on a somewhat intricate choice of the exponent θ, the
constant M in the definition of δλ and the constants m1,mρ in the definitions of, respectively,
χ1, ρ. Let us summarize the restrictions we have made so far. From Lemma 5.6 we have that
M > M¯ , where M¯ is chosen large and θ < min{θ¯, 1− 1m1M }, where θ¯ > 0 is fixed. At the same time
m1,mρ,m2 need to satisfy (5.50). We see that choosingM larger and θ smaller if necessary we will
have to adjusts m1,mρ,m2 at the same time but all this can be done without any contradiction.
The choice of θ¯ is associated with the choice of ω∗ in Lemma 5.2 as we need θ¯ < min{ω∗, 12 , 1/Q}.
The relation between θ and ω is seen also in Lemma 4.4. This is especially important in solving the
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modulation equation in the next section. Recall that we need to satisfy the orthogonality conditions
for the right hand side of this equation for all ωα,k < θ+ ǫ, where ǫ is a small number independent
on all other constants. Since at the same time ωα,k < ω
∗ we need θ + ǫ < ω∗ as well.
We will also need to choose β large and this means also α large and λ small. Because the
matching problem is resonant, see the statement of Proposition 3.1, we will have to be careful to
avoid the resonant sequence of the parameters (up to now in this section this was not an issue).
Let us recall that as long as α is such that
(5.52) min
n>Nq
|αn − α| > 1
4R
,
the assertion of Proposition 3.1 holds. But
α =
(β + 2 logβ)
a0
√
R1R2 log
√
R1
R2
where β = 2 log
1
a0λ
+ b0,
see (3.6). Because the relations defining α as a function of β and β as a function of λ are themselves
invertible, continuous functions from this we conclude the following:
Corollary 5.3. There exists an open set Λ ⊂ (0, 1) of λ such that 0 is in the closure of Λ and for
any λ ∈ Λ the function α(λ) satisfies (5.52) and the assertion of Proposition 3.1 holds.
This is translated directly to a similar statement for the parameter β. We conclude that there
exists an open, unbounded set B ∈ (1,∞) such that whenever β ∈ B then λ ∈ Λ. As we prefer
to state our results in terms of β rather than λ in all of the following statements we will suppose,
without saying it explicitly, that β ∈ B is taken to be sufficiently large.
Finally, we note that in (5.5)–(5.9) and the matching condition (5.37) we introduced a constant
σ ∈ (0, 1/4) which up to now has not be specified. In fact except for the assertion of Lemma 5.7,
where we used the size of the norms involved to control the quadratic terms, we have not so far
used the hypothesis on the size of functions involved in (5.5)–(5.9), (5.37) but only that they belong
to the corresponding functional spaces. The constant σ will be chosen later on but at this point we
mention that it is related to (5.38). With σ ∈ (0, 1/4) fixed we will need
θ <
σ
mρM
where mρ is the constant in the definition of the cutoff function ρ, see (5.29). This is another
restriction on the size of θ which we will eventually impose.
5.4.2. The modulation parameter f as a function of the unknowns. The first step in solving (5.33)
is to determine the modulation function f in such a way that a set of orthogonality conditions is
satisfied, according to the theory developed in section 4, see Lemma 4.4. We recall the definition of
the modulation function f in (5.3)–(5.4) and the definition of Kα in (5.2). In what follows we will
solve the modulation equation for the number of modes K˜α ≤ Kα, determined by the condition
ωα,k ≤ θ + ǫ < ω∗, k = 0, . . . , K˜α.
Replacing Kα by K˜α ≤ Kα does not change the theory of section 5.2.2.
Lemma 5.8. Given σ ∈ (0, 1/4) as in (5.8) let θ < min{θ¯, 1− 1m1M , 1+σ4m1M } and ǫ > 0 small be fixed
so that θ + ǫ < ω∗. Suppose that the functions (v¯1, v2, w+1 , w
−
1 ) satisfy the hypothesis (5.8)–(5.9).
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Then the modulation function f can be determined in such a way that (5.5) is satisfied with q = 3
and for 0 ≤ k ≤ K˜α it holds
(5.53)
∫ α|γ|
0
∫
R
1
(λµλ)2
(ρNλ(u0(f)) + Eint) (ξ, η)kωα,k(η)yα,k(ξ) dηdξ = 0,
where kωα,k = k
+
ωα,k
and kωα,k = lωα,k when 0 ≤ ωα,k ≤ ǫ and kωα,k = k±ωα,k when ǫ < ωα,k ≤ θ + ǫ.
Proof. Recall that
f(ξ, η) = [a(ξ)η + b(ξ)]Y (η), Y (η) = tanh η sech
(
η
Q
)
,
with a, b given in (5.3) by their Fourier expansions in terms of yα,k up to mode K˜α. Using (5.18)–
(5.19) we write the integrand in (5.53) in the form
(5.54)
1
(λµλ)2
(ρNλ(u0(f)) + Eint) (ξ, η) = a(ξ)Z1(η)+pα(ξ)∂
2
ξa(ξ)W1(η)+b(ξ)Z2(η)+pα(ξ)∂
2
ξ b(ξ)W2(η)−h(f)
Noting that the integrand in (5.53) is compactly supported we can integrate against kωα,kyα,k as
in (5.53). Using Lemma 5.2 and Corollary 5.1 we get
(5.55)
(
Zωα,k − ω2α,kWωα,k
)
(ak, bk)
T = (h1k, h2k) = (h1,k(f), h2k(f))
where hjk are defined as in (5.21). To finish the proof we need to show that if f satisfies (5.5) then
the map f 7→ h(f) determines a Banach contraction in the modulation space M. Motivated by
(5.22) we take q = 3 in (5.5) and our goal is to show that
(5.56) ‖h(f)‖L2
θ
(Cα|γ|) .
log2 β√
β
,
assuming that f satisfies (5.5).
Consider (5.18). Note that in the definitions of the functions Zj , Wj, j = 1, 2 we take U
′ = U ′(η),
while in U ′, U ′′ are taken as functions of η + f . This produces an term of size O(‖f‖2H2(M)) in h.
The remaining terms in ((5.18), contained in lines two and three, result in the error of similar size.
Thus the main in (5.18) is U
′
κ
λµλ
, and the size of its projection is estimated in (5.22). This means
that the norm of the part of h that comes from (5.18) is consistent with (5.56).
The remaining part of h comes from Eint, whose size is controlled by (5.40). It is not hard to
check that under the hypothesis (5.5)–(5.9) this part of h also is estimated consistently with (5.56)
provided that
σ <
1
4
, θ <
1 + σ
4m1M
,
as we assumed. In summary, we have verified that the system (5.55) defines a map from the ball
‖f‖H2(M) < β−1/2 log3 β into itself. Checking that this map is a contraction is standard and we
omit the details. 
For the purpose of the fixed point argument which we will develop below we will rephrase the
modulation equation slightly. Let us go back to the formula (5.54) and its projections (5.55) and
note that the function h can be interpreted as a nonlinear function of f and also of all other unknown
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functions (v¯1, v2, w
+
1 , w
−
1 ). Then, with these functions as data we look for f˜ ∈ Kγ ,
(5.57) f˜(ξ, η) = [a˜(ξ)η + b˜(ξ)]Y (η), a˜ =
K˜α∑
k=0
a˜kyα,k, b˜ =
K˜α∑
k=0
b˜kyα,k
such that
(5.58)
(
Zωα,k − ω2α,kWωα,k
)
(a˜k, b˜k)
T = (h1,k, h2k)
where hj,k = hj,k(f, v¯1, v2, w
+
1 , w
−
1 ). The result of the above Lemma gives a map
(f, v¯1, v2, w
+
1 , w
−
1 ) 7→ f˜
and it is not hard (but somewhat tedious) to show that this map is Lipschitz with the Lipschitz
constant less than 1.
5.4.3. Solution of the inner problem. Having determined the modulation function f as a function
of the other unknowns we are in position to solve the inner problem (5.33). We will rely on the
theory of section 4 and in particular on Lemma 4.4. Passing to interior variables we are to solve
(5.59) Lξ,ηφ2 = − (λµλ)−2 [ρNλu0(·; f) + Eint]
The right hand side of this equation is compactly supported in the set |η| ≤ mρ¯M log β. By Lemma
5.8 it satisfies the hypothesis of Lemma 4.4 with θ and ǫ as in the hypothesis of Lemma 5.8 (we
will restrict θ further when necessary).
We will prove the following:
Lemma 5.9. Given σ ∈ (0, 1/4) let
0 < θ < min
{
θ¯, 1− 1
m1M
,
1− σ
4m1M
,
σ
mρM
}
,(5.60)
0 < ǫ < min
{
σ
mρM
− θ, 1
8mρ¯M
,
1− σ
Mm1
− 4θ, σ
4mρ¯M
− θmρ
4mρ¯
,
1− σ
4mρ¯M
− 4θm1
4mρ¯
}
,(5.61)
be fixed so that ǫ < θ < θ+ǫ < ω∗. Suppose that the functions (v¯1, v2, w+1 , w
−
1 ) satisfy the hypothesis
(5.8)–(5.9). There exists φ2 ∈ H2θ (Cα|γ|) solving (5.59) and such that
(5.62) ‖φ2‖H2
θ
(Cα|γ|) < β
−1/2+σ.
Proof. Denote the right hand side of the equation (5.59) by g and write φ for φ2 for short. We will
find a solution to
(5.63) Lξ,ηφ = g
The function g is a nonlinear function of (v¯1, v2, w
+
1 , w
−
1 ) only since the modulation function has
already been determined using Lemma 5.8. We will apply Lemma 4.4 and taking the projections
P as in the cases (i)–(iv) of Lemma 4.4 we will control ‖Pφ‖H2
θ
(Cα|γ|) by ‖Pg‖L2θ(Cα|γ|).
As in (i) and (ii) in Lemma 4.4, denoting by P one of the projections P>θ+ǫ or Pǫ<θ−ǫ, we find
(5.64)
‖Pg‖L2
θ
(Cα|γ|) . β
−2‖PρNλu0(·; f)‖L2
θ
(Cα|γ|) + β
−2‖PEint‖L2
θ
(Cα|γ|)
. β−2
(
‖ρNλu0(·; f)‖L2
θ
(Cα|γ|) + ‖Eint‖L2θ(Cα|γ|)
)
. β−1/2+θmρM log4 β + β−1+σ log3 β + β−3/2+4θm1M
<
1
3
β−1/2+σ
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where the next to the last estimate follows from (5.25) in Lemma 5.4 and (5.40) in Lemma 5.6 and
the last estimate follows taking β large enough.
In the case corresponding to (iii) we have to consider all terms involved in g since their supports
vary somewhat. This can be done following the proof of Lemma 5.6. We get
(5.65)
‖Pθ−ǫ<θ+ǫφ‖H2
θ
(Cα|γ|) . log β
(
β−1/2+(θ+ǫ)mρM + β−1+σ+ǫmρ¯M log3 β + β−3/2+(ǫ+4θ)m1M
)
<
1
3
β−1/2+σ,
for β large.
In the case (iv) we choose θ˜ such that θ + 8ǫ > θ˜ > θ + 4ǫ. We have
‖P<ǫφ‖H2
θ
(Cα|γ|) .
1
|θ˜ − θ| ‖P<ǫg‖L2θ˜(Cα|γ|) .
1
ǫ
β(θ˜−θ)mρ¯M‖g‖L2
θ
(Cα|γ|)
.
1
ǫ
β4ǫmρ¯M‖g‖L2
θ
(Cα|γ|)
.
Comparing this with the next to the last line in (5.64) we get
(5.66)
‖P<ǫφ‖H2
θ
(Cα|γ|) . β
4ǫmρ¯M
(
β−1/2+θmρM log4 β + β−1+σ log3 β + β−3/2+4θm1M
)
<
1
3
β−1/2+σ.
using the hypothesis on ǫ and taking β large. Combining all these estimates we find that
(5.67) ‖φ‖H2
θ
(Cα|γ|) < β
−1/2+σ.
This ends the proof. 
5.4.4. Solution of the matching problem and conclusion of the proof. Here we rely on the theory
developed in section 3. Assuming that the modulation function f is given we will solve the inner
problem (using Lemma 5.9) and outer problem (in what follows) for (v¯1, v2, w
+
1 , w
−
1 ). To start with
the latter we suppose that the functions (f, v2, v¯1, w
+
1 , w
−
1 ) satisfying (5.5)–(5.9) and the matching
condition (5.37) are given. We look for functions φ¯ ∈ H2(Kγ), φ± ∈ H2(Ω±) such that (see (5.34)):
(5.68)
−∆φ± = (1 − ρ)Nλ(u0) + E±out, in Ω±,
φ± = 0, on ∂Ω± ∩ ∂Ω,
where assuming that
φ¯ = h¯±1 + h¯
±
2 η +O(e−a0|η|), η → ±∞,
we will require
(5.69)
φ± = h¯±1 , on γ,
∂nφ
± = λµλh¯±2 , on γ.
Keep in mind that h¯±j = h¯
±
j (s). We need to show that, consistently, the functions φ
± satisfy (5.9),
the function φ¯ satisfies
‖φ¯‖H2(Kγ) ≤ β−1+σ
and that the matching condition (5.37) between these functions holds. Let us say at this point a
few words about the choice of different constants. First, we choose θ, m1 < mρ so that (5.50) and
(5.60) hold. Next, we choose m2 so that (5.50) is satisfied and finally we chose mρ¯ so that we can
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find ǫ > 0 in (5.61), this may require further adjustment of m2 > mρ¯. Clearly, all these conditions
can be satisfied by an open set of parameters.
We use Proposition 3.1 to solve (5.68)–(5.69). By this proposition, Corollary 3.1, Lemma 5.4,
Lemma 5.7 and Corollary 5.2 we have
(5.70)
‖φ+‖H2(Ω+) + ‖φ−‖H2(Ω−) ≤ β−1+σ
‖φ¯‖H2(Kγ) ≤ β−1+σ
Finally, we use Lemma 5.5 to check the matching condition between φ± and φ¯ holds. As a conse-
quence we have defined a map which to the given functions (f, v2, v¯1, w
+
1 , w
−
1 ) assigns φ
±, φ¯ in such
a way that (5.9) and the matching condition are satisfied.
We are in position to conclude the proof of the theorem. The equations defining the map F
(f, v2, v¯1, w
+
1 , w
−
1 ) 7−→ (f˜ , φ¯1, φ, φ+1 , φ−1 )
are: the modulation equation (5.57)–(5.58), the inner equation (5.63) and the outer problem (5.68)–
(5.69). We have shown in Lemma 5.8, Lemma 5.9 and Proposition 3.1 and its consequence (5.70)
that when the data satisfies (5.5)–(5.9) and the matching condition (5.37) so do the solutions of
these problems. It suffices now to show that the map F is a Lipschitz contraction. To do this we
write a system consisting of (5.57)–(5.58), the inner equation (5.63) and the outer problem (5.68)–
(5.69). It is standard to show that the right hand sides of these equations are indeed contractions
and thus applying the Banach contraction mapping theorem we conclude that F has a fixed point.
This gives a solution of (1.1). From the construction we obtain immediately (1.7). Similarly, using
additionally (2.2)–(2.5) and (4.5) we obtain (1.8) by a simple calculation (details can be found in
[29]). This completes the proof.
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