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We study dephasing in electron transport through a large quantum dot (a Fabry-Perot interfer-
ometer) in the fractional quantum Hall regime with filling factor 2/3. In the regime of sequential
tunneling, dephasing occurs due to electron fractionalization into counterpropagating charge and
neutral edge modes on the dot. In particular, when the charge mode moves much faster than the
neutral mode, and at temperatures higher than the level spacing of the dot, electron fractionalization
combined with the fractional statistics of the charge mode leads to the dephasing selectively sup-
pressing h/e Aharonov-Bohm oscillations but not h/(2e) oscillations, resulting in oscillation-period
halving.
PACS numbers: 71.10.Pm, 73.23.-b, 73.43.Cd, 03.65.Yz
I. INTRODUCTION
A fractional quantum Hall (QH) system of filling frac-
tion ν has edge channels that support fractional charges
obeying fractional braiding statistics1. At ν = 2/3, the
edge states are decomposed into a νedgec = 2/3 charge
mode and a counterpropagating neutral mode2,3. They
originate from renormalization of two counterpropagat-
ing charge modes4,5, νedge1 = 1 and ν
edge
2 = −1/3, and
stabilize at low temperature under strong disorder. Neu-
tral modes have attracted much attention, as they are
charge neutral and carry energy. They have been re-
cently detected through shot noise measurements6, and
their properties such as energy and decay length have
been extensively studied7–20.
Electron interaction is a dominant source of dephas-
ing at low temperature21. It leads to electron fractional-
ization22,23 in quantum wires; an electron, injected into
a wire, splits into constituents (spin-charge separation,
charge fractionalization), showing reduction of interfer-
ence visibility or dephasing24. Interestingly, when the
wire is finite, the constituents recombine after bouncing
at wire ends, resulting in coherence revival25. Fraction-
alization was detected26 in a non-chiral wire, and studied
in the integer QH edge27–32.
Coherent transport, as well as dephasing, can be tack-
led through the study of low energy dynamics at the edge.
This is particularly important in the context of the frac-
tional QH regime. The present study implies that the
presence of neutral modes could be a dominant source of
dephasing. Note that neutral modes have been observed
in almost all fractional QH systems16. At the same time
there is no uncontested observation of anyonic interfer-
ence oscillations in the pure Aharonov-Bohm regime of a
fractional QH interferometer33.
The present study of the ν = 2/3 QH regime empha-
sizes two dephasing mechanisms by fractionalization of
an electron into charge and neutral components, plas-
monic dephasing and topological dephasing. Concerning
the plasmonic dephasing mechanism, the overlap between
the plasmonic parts of the charge and neutral compo-
nents decreases with time, as the two components prop-
agate with different velocities in the opposite directions.
The resulting dephasing is similar to the plasmonic de-
phasing that takes place in a quantum wire or in integer
QH edges. On the other hand, the topological dephas-
ing is a new mechanism unnoticed so far. It occurs be-
cause the zero-mode parts of the components, satisfying
fractional statistics, may braid with thermally excited
anyons. Thermal average of the resulting braiding phase
leads to dephasing that occurs only in the interfering pro-
cesses characterized by particular values of topological
winding numbers.
Our analysis addresses the AB oscillation of differential
conductance G through a quantum dot (QD) in the ν =
2/3 QH regime. We focus on linear response of electron
sequential tunneling into the QD. G is decomposed into
the harmonics of the AB flux Φ in the QD,
G = e
2
h
∑
δp=0,1,2,···
Gδp cos(2piδp Φ
Φ0
), (1)
Φ 0 0 𝑥𝓛 𝑥𝓡
𝑣𝑐
𝑣𝑛 
FIG. 1. (Color online) A large quantum dot (Fabry-Perot
interferometer) in the fractional QH regime of ν = 2/3, cou-
pled to lead edge states of ν = 2/3 (black solid lines) through
quantum point contacts (QPCs) at xL,R. Electron (rather
than fractional quasiparticle) tunneling occurs through the
QPCs (dotted lines). Following the tunneling, each electron
(and the hole left behind in the lead edge) fractionalizes into
a charge component propagating at velocity vc (solid blue ar-
row) and a neutral component counterpropagating at velocity
vn (dashed red). The magnetic flux in the dot area is Φ.
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2where Φ0 ≡ ~c/|e| is a flux quantum; see Fig. 1. Semi-
classically, δp represents the relative winding number of
a fractionalized charge component, around the circum-
ference L of the QD, between two interfering paths: an
electron, after tunneling into the QD, fractionalizes into
charge and neutral components; see Fig. 1. The charge
(neutral) component has propagation velocity vc(n), spa-
tial width LT,c(n) ≡ ~vc(n)/(2pikBTδc(n)) at temperature
T , level spacing Ec(n) ≡ 2pi~vc(n)/L, and scaling dimen-
sion δc = 3/4 (δn = 1/4) in the electron tunneling op-
erator at low temperatures. Gδp is determined by the
overlaps of the components of the same kind between
two interfering paths of relative charge winding δp.
We find two mechanisms suppressing Gδp 6=0, the plas-
monic dephasing and the topological dephasing; the for-
mer (latter) involves plasmon (zero-mode) parts of the
components. In the plasmonic dephasing, Gδp is con-
tributed from the two interfering paths whose charge
components overlap maximally between the paths. But,
their neutral components overlap only partially between
the interfering paths, reducing Gδp; similar dephasing
occurs in other fractionalizations24,25. The topologi-
cal dephasing additionally occurs, but depending on δp,
in contrast to the other known mechanisms. When
vc  vn34,35, the first harmonics Gδp=1 is suppressed
at kBT > En/(4pi
2δn) (namely, L > LT,n). It is be-
cause the charge component gains thermally fluctuating
fractional braiding phase of piNc (leading to e
ipiNc = ±1),
while it winds once (δp = 1) around Nc electronic or any-
onic thermal excitations on the QD edge or in the bulk.
By contrast, the second harmonics Gδp=2 is not affected
by the topological dephasing (as braiding phase piNcδp
and (±1)δp = 1 are trivial) and dominates G, resulting
in h/(2e) AB oscillations. These above findings occur in
both the regimes of strong disorder and weak disorder in
the edge of the QD. Note that the topological dephasing
does not occur in the Coulomb dominated regime33,36
where Coulomb interactions between the bulk and edge
of the QD is strong, as discussed later.
II. SETUP AND HAMILTONIAN
The ν = 2/3 QD is coupled to two lead edges via quan-
tum point contacts (QPCs)37; see Fig. 1. The Hamilto-
nian is H = HD +HL+HR+HT. HD describes the edge
of the QD, while HL(R) the ν = 2/3 left (right) lead edge.
Each edge consists of the bosonic mode φ1 (ν
edge
1 = 1)
and the counterpropagating φ2 (ν
edge
2 = −1/3). φi=1,2
supports charge eνedgei and satisfies [φi(x), φi′(x
′)] =
ipiνedgei sgn(x− x′)δii′ at positions x, x′. Introducing the
charge mode φc ≡
√
3/2(φ1 + φ2) (supporting charge
2e/3) and the neutral mode φn ≡ (φ1 + 3φ2)/
√
2, one
writes2,3
HD =
~
4pi
∫ L
0
dx[vc(∂xφc)
2 + vn(∂xφn)
2 + v∂xφc∂xφn]
+
∫ L
0
dx[ξ(x) exp(i
√
2φn) + H.c.]. (2)
Disorder-induced tunneling amplitude ξ(x) between φ1
and φ2 is modeled by a Gaussian random variable with
mean zero and variance ξ∗(x)ξ(x) = Wδ(x − x′). For a
finite range of bare parameters, φc and φn decouple
2 at
low temperatures, rendering v irrelevant. HL,R is written
similarly to HD, except
∫ L
0
→ ∫∞−∞ in Eq. (2). Note that
we ignore the Coulomb interaction between the bulk and
edge of the QD, considering that the QD size is large
enough36.
The QPCs are almost closed, so electron tunneling
is facilitated. Renormalization group analysis2,3 indi-
cates four equally most relevant electron tunneling op-
erators between the electron field operators, Ψ±(xα) =
ei
√
3/2φc(xα)e±iφn(xα)/
√
2/
√
2pia at xα=L,R on the QD,
and Ψα,±(0) on lead edge α; a is an ultra-violet cutoff and
Ψα,± has the same form as Ψ±. So the tunneling Hamil-
tonian is HT =
∑
α=L,R
∑
i,j=±[tαijΨ
†
α,i(0)Ψj(xα) +
H.c.], where tαij is the tunneling strength.
III. TOPOLOGICAL DEPHASING
We show that at ν = 2/3, fractionalization and frac-
tional statistics cause the topological dephasing. We ad-
dress the number operatorNc(n) of charge (neutral) mode
at the QD edge,
1
3
Nc = N1 − 1
3
N2, Nn = N2 −N1, (3)
defined through the zero-mode parts of φ1,2 (see Ap-
pendix B). The number operator N1(2) of φ1(2) is an inte-
ger since e and −e/3 are the elementary charges of φ1,2;
Nc is an integer measuring charge excitations in the units
of e/3 (Nc = 1 for a quasiparticle of charge e/3; Nc = 3
for an electron).
A quasiparticle of charge e/3 at position x on the
QD edge is written as eiφc(x)/
√
6e±iφn(x)/
√
210. Consider
clockwise exchange of two such quasiparticles. Since
[φc(x), φc(x
′)] = ipisgn(x − x′), the exchange of the two
charge components results in statistical phase pi/6,
e
i√
6
φc(x)e
i√
6
φc(x
′)
= e±i
pi
6 sgn(x
′−x)e
i√
6
φc(x
′)
e
i√
6
φc(x). (4)
So, after the charge component of the electron operator
Ψ± winds once clockwise around Nc charge-mode exci-
tations on the edge, a phase 3 × Nc × 2 × pi/6 = piNc
is gained38. Here, 3 means the number of charge com-
ponents forming Ψ±(x), and 2 refers to braiding (dou-
ble exchanges). Similarly, the exchange of the neutral
components of the two quasiparticles leads to exchange
3phase −pi/2. So the neutral component of Ψ±(x) gains
±1×Nn×2×(−pi/2) = ∓piNn, after winding once around
Nn neutral-mode excitations; the number of the neutral
components of Ψ± is ±1.
This has implications on the dynamics of an electron
which enters into the QD and then fractionalizes. When
vc  vn, there is a process where the charge component
of the electron winds once around the QD, while the neu-
tral component moves very little. In terms of the winding
numbers of the charge and neutral components, p and
q, this process is denoted by (p, q) = (1, 0). This pro-
cess interferes with that of no winding (p′, q′) = (0, 0),
contributing to the h/e harmonics Gδp=1; see Fig. 2.
The relative winding numbers between the two interfer-
ing paths are (δp = p − p′ = 1, δq = q − q′ = 0), and
the net braiding phase gained from that winding around
Nc charge and Nn neutral excitations on the edge is
pi(Ncδp ∓ Nnδq) = piNc. Since Nc is an integer, ther-
mal fluctuations of quasiparticle (or electron) excitations
on the edge give rise to fluctuations of the braiding phase
factor eipiNc = ±1 [+ (−) for even (odd) Nc], suppressing
the h/e harmonics. This topological braiding-induced de-
phasing also occurs due to thermal quasiparticle or elec-
tron fluctuations in the bulk; see Appendix F for quasi-
particle fluctuations in the bulk. Note that this topo-
logical dephasing is utterly different from a dephasing
mechanism at zero temperature, arising when quasipar-
ticles travelling along an edge change internal degrees of
freedom within the bulk (e.g., Ref.39).
By contrast, the main contribution to the h/(2e) har-
monics Gδp=2 comes from (δp, δq) = (2,0). In this case,
the braiding phase factor epii(Ncδp∓Nnδq) = 1, regardless
of Nc being even or odd. Hence, Gδp=2 is immune to the
topological dephasing. In general, such dephasing occurs
only with odd δp + δq, since the fluctuating Nc ± Nn is
always even; see Eq. (3).
When vc ' vn, the topological dephasing does not oc-
cur, since δp = −δq and Nc ±Nn is even.
The above arguments hold for the pure AB regime
(or for the intermediate regime between pure AB and
Coulomb-dominated regimes). An apt question is to
what extent this analysis holds for the Coulomb domi-
nated regime. When an electron of a given energy enters
the QD by the process of sequential tunneling, it occupies
a certain orbital state of the QD edge, satisfying energy
conservation. In the pure AB regime, the area enclosed
by the orbit (hence, the AB phase assigned to the or-
bit) is not modified when the number of quasiparticles
or electrons in the bulk of the QD fluctuates thermally:
edge-bulk interactions are negligible. Hence, such ther-
mal fluctuations affect only the braiding phase gained
by the electron, leading to topological dephasing. By
contrast, in the Coulomb-dominated regime, the fluctua-
tions are fully screened by the edge, reflecting the effect
of edge-bulk interaction. This screening leads to mod-
ification of the area of the orbit, hence it modifies the
AB phase of the orbit. This change of the AB phase ex-
actly cancels out the change of the braiding phase caused
(b) 
(c) (d) 
(a) 
𝑥𝓛 
Δ𝐿 
FIG. 2. (Color online) Dynamical processes involving differ-
ent winding numbers of the charge (p) and neutral (q) compo-
nents. (a) (p, q) = (0, 0): an electron injected at xL fractional-
izes into charge (moving along blue solid arrows) and neutral
(red dashed) components. (b) (p, q) = (1, 0). For vc & vn,
the charge (neutral) component arrives at xL, after winding
once around the QD, p = 1 (almost once, q = −1). The
interference of relative winding numbers (δp, δq) = (1,−1)
between (a) and (b) contributes to Gδp=1. Reduced overlap
between the neutral components of (a) and (b) leads to plas-
monic dephasing. For vc  vn, the dynamics is depicted for
(c) (p, q) = (1, 0) and (d) (p, q) = (2, 0). The charge com-
ponent winds once in (c) and twice in (d), while the neutral
component moves little by ∆L in (c) and 2∆L in (d) (hence
mainly q = 0). The interference between (a) and (c) suffers
from topological dephasing with odd δp+δq. The interference
between (a) and (d) is immune to topological dephasing.
by the thermal fluctuations. It follows that topological
dephasing disappears in the Coulomb-dominated regime.
IV. SEQUENTIAL TUNNELING
We compute G in Eq. (1) to the order of sequential
tunneling,
G ' e
2
~
cgγ˜kBT
∑
j=±,α
∫ 0
−∞
dtF (t)ImGj(xα, xα; t), (5)
where γ˜ = γLγR/(γL+γR), γα ∝ |tαij |2 is the (renormal-
ized) electron tunneling rate between the QD and lead
edge α = L,R, Gj(xα, xα; t) ≡
〈[
Ψ†j(xα, t),Ψj(xα, 0)
]〉
is the Green function describing the time (t) evolution of
the fractionalized components of an injected electron de-
scribed by Ψj(xα, t = 0), and cg is a constant. The start
and end positions of the Green function Gj(xα, xα; t) co-
incide, since the Green function describes the sequential
tunneling. The injection leaves a hole behind on the
lead edge. F (t) = (pikBTt/~) sinh−2(δc+δn)(pikBTt/~)
accounts for the fractionalization of the hole. For the
detailed derivation of Eq. (5), see Appendix C.
Gδp comes from the interference between two pro-
cesses of relative charge winding number δp. At kBT >
Ec/(2pi
2), the charge component has spatial width LT,c <
4L. Then, Gj(xα, xα; t) contributes to Gδp mainly around
the times δpL/vc, at which the charge component arrives
at the initial injection point xα after winding δp times
around L; the neutral component winding times δqL/vn
are much less important, because of the scaling dimen-
sions δc = 3δn > δn. We focus on Gδp=1 and Gδp=2, as
they involve the shorter times of δpL/vc, are more robust
against the dephasing discussed below, hence are much
larger than Gδp≥3 at kBT  Ec. At kBT  Ec, we
compute Gδp=1 and Gδp=2 analytically in the absence of
disorder and interaction (W = 0, v = 0), and also in the
strong disorder regime, based on a finite-size bosoniza-
tion25,40–44 and a semiclassical approximation (see Ap-
pendix E).
V. CLEAN REGIME
We first deal with the regime of W = 0 and v = 0 [see
Eq. (2)] and then discuss the regime of weak disorder
and weak intermode interaction. We treat various con-
tributions to dephasing quantitatively for the two cases
of vc & vn and vc  vn.
When vc & vn and kBT  Ec, only the plasmonic
dephasing is important. The dominant contribution to
G comes from the h/e harmonics. With the additional
condition of kBT  ~vn/(L−∆L), we obtain
Gδp=1 ∝ γ˜L(kBT )3 exp(− L
LT,c
− ∆L
LT,n
− L−∆L
LT,n
),(6)
where ∆L = Lvn/vc. We explain two processes, whose
interference dominates Gδp=1. In one process [Fig. 2(a)],
an electron tunnels from lead edge L into the QD and
fractionalizes at xL at time t′1 = 0, while at t
′
2 = −L/vc
in the other [Fig. 2(b)]. The charge components of the
two processes interfere at xL at t = 0, contributing to
Gδp=1, after respective windings p = 0 and 1. At that
time, the distance between the neutral components is
L−∆L, leading to partial overlap, hence, to the third fac-
tor exp(−(L−∆L)/LT,n) of Gδp=1. The tunneling leaves
a hole behind on L, which also fractionalizes into charge
and neutral components (not shown in Fig. 2). The par-
tial overlap at t = 0 between the two charge components
from the holes created at t′1 and t
′
2, and that between the
two neutral components, lead to the first two exponential
factors of Gδp=1 in Eq. (6), respectively.
In the other limit of vc  vn, both plasmonic and
topological dephasings are crucial. There are two inter-
fering processes for Gδp=1 shown in Figs. 2(a) and 2(c),
and for Gδp=2 in Figs. 2(a) and 2(d). When kBT  Ec,
we obtain
Gδp=1 ∝ γ˜L(kBT )3 exp (− L
LT,c
− ∆L
LT,n
− ∆L
LT,n
+
(∆L)2
LLT,n
)
× exp[− (L−∆L)
2
LLT,n
] (7)
Gδp=2 ∝ γ˜L(kBT )3 exp[−2( L
LT,c
+
∆L
LT,n
+
∆L
LT,n
)]. (8)
The first three exponential factors of Gδp=1 and Gδp=2 re-
sult from plasmonic dephasing, as those of Eq. (6). The
third factor has a form different from that of Eq. (6) of
vc & vn, as the interfering neutral components in the QD
are now ∆L apart in space. The factor 2 in the arguments
of Gδp=2 arises from the double winding. Another expo-
nential factor exp[(∆L)2/(LLT,n)] of Gδp=1 comes from
the plasmonic part of the neutral component; it is can-
celled out with zero-mode contributions in Eqs. (6) and
(8) and also in other cases25.
The last suppression factor in Eq. (7), exp[−(L −
∆L)2/(LLT,n)], represents the topological dephasing,
arising from the zero-mode parts of Gj(xα, xα; t). The
process in Fig. 2(c) (where the center of the neutral
component hardly moves, while the charge component
winds once around L) interferes with that of Fig. 2(a),
contributing to (δp, δq) = (1, 0). As discussed around
Eq. (4), this interference with δp + δq = 1 is suppressed
by the thermally fluctuating braiding phase factor of
eipi(δpNc+δqNn) = ±1. The suppression factor is inter-
estingly determined by the spatial tail (or finite LT,n) of
the zero-mode part of the neutral component. The tail
indicates that the neutral component can quantum me-
chanically wind once more than the semiclassical number
q of the center; the quantum mechanical winding is well
defined by the Poisson formula (see Appendix D). Hence,
from the processes in Figs. 2(a) and 2(c), interference
with the total relative winding number of δp + (δq + 1)
can occur. As δp+ δq+ 1 is even, this interference avoids
the topological dephasing, dominantly contributing to
Gδp=1, but it is reduced by the separation L − ∆L of
the neutral components of δq+ 1 relative windings. This
explains the factor exp[−(L−∆L)2/(LLT,n)]; the expo-
nent is quadratic in L−∆L, since it originates from the
zero-mode part25.
We point out that the topological dephasing occurs
when L > LT,n (kBT > En/(4pi
2δn)), as seen in the last
exponential factor in Eq. (7). In contrast, the plasmonic
dephasing occurs when kBT  Ec. Note that we choose
the condition of kBT  Ec for the derivation of Eq. (7),
to show both of the plasmonic dephasing and the topo-
logical dephasing simultaneously.
Because of the topological dephasing, Gδp=2 is much
larger than Gδp=1 when vc  vn; exp(−(L −
∆L)2/LLT,n) is much smaller than the other factors. As
a result, G shows h/(2e) AB oscillations. In Fig. 3, we
numerically compute G for both vc & vn and vc  vn
without employing the semiclassical approximation. The
result for vc  vn demonstrates the topological dephas-
ing and consequent period halving even at kBT < Ec.
So far, we have discussed the regime of no intermode
interaction (v = 0) and no disorder (W = 0). The argu-
ment of the regime holds also in the regime of weak inter-
mode interaction and weak disorder, with slight modifi-
cations. In this regime, the plasmonic part of the neutral
component decays, together with the diffusive spread-
ing of the plasmonic part of the charge component3.
These slightly modify the plasmonic dephasing (the first
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(a) 𝑣𝑛 = 0.9𝑣𝑐 
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FIG. 3. (Color Online) Topological dephasing and period
halving. Shown are Aharonov-Bohm oscillations of G for (a)
vn = 0.9vc (period Φ0) and for (b) vn = 0.1vc (period Φ0/2)
at kBT = Ec/20 (blue curve). G is measured in units of
e2γ˜a/(h2v
3/4
c v
1/4
n ) and L = 200a.
three dephasing factors in Eqs. (6)−(8), but do not affect
the topological dephasing. Note that the weak disorder
regime is realized when the renormalization ofW stops by
temperature T or QD size L before going to the strong
disorder regime, and a weak intermode interaction oc-
curs in a dot, when the Coulomb interaction between the
charge modes is larger than the confining potential (see
Appendix G and Refs.15,45). In recent experiments12,
neutral modes are measured with QDs of size 4µm2, im-
plying that the intermode interaction is sufficiently weak
in the QDs.
VI. STRONG DISORDER REGIME
We show that Eqs. (6)−(8) hold in the strong disorder
regime of a QD edge without any modification. In this
regime, the neutral component is totally decoupled with
the charge component (v = 0 in Eq. (2))2.
We start with the diagonalized form of HD HD =∫ L
0
dx[vc(∂xφc)
2/(4pi)+vnψ˜
†i∂xψ˜]. This form is obtained
from Eq. (2), where the effect of disorders is included.
Here, ψ˜(x) ≡ (ei(χ˜+φ˜n)/
√
2, ei(χ˜−φ˜n)/
√
2)T = U(x)ψ(x),
the unitary matrix U(x) = Tx exp[−i
∫ x
0
dx′(ξ(x′)σ+ +
ξ∗(x′)σ−)/vn] represents random disorder scattering,
ψ ≡ (ei(χ+φn)/
√
2, ei(χ−φn)/
√
2)T is a two-component
fermionic operator, χ is an auxiliary bosonic field, and
σ± = σx ± iσy, σx and σy are the Pauli matrices. The
equal-position correlator 〈[Ψ†±(xL, t),Ψ±(xL, 0)]〉 is re-
placed by 〈[Ψ˜†±(xL, t), Ψ˜±(xL, 0)]〉 when we choose the
global gauge transformation making U(xL) = 1. Then,
it is readily computed because the Hamiltonian is free in
the basis of Ψ˜±, and is the same asGj(xα, xα; t) in Eq. (5)
that is obtained in the absence of interaction (v = 0) be-
tween the charge and neutral components and disorder
(W = 0). Hence, Eqs. (6)−(8) can be also applied to the
strong disorder regime.
VII. DISCUSSION AND CONCLUSION
We have studied electron dephasing at ν = 2/3. Elec-
tron fractionalization into charge and neutral compo-
nents leads to plasmonic dephasing. When vc  vn
(which is likely34,35) and at kBT > En/(4pi
2δn), a new
type of dephasing additionally arises. This dephasing is
topological, resulting from the fractionalization and the
fractional braiding statistics of the components, and oc-
curs depending on the topological sectors characterized
by the winding numbers (δp, δq) of the components; its
dependence on the even-odd parity of δp + δq is math-
ematical reminiscent of the parity (integer versus half-
integer spin) dependent role of the topological θ term in
antiferromagnetic spin chains46. It leads to period halv-
ing of the AB oscillations.
We emphasize that the topological dephasing occurs in
both the regimes of strong and weak disorder, when bulk-
edge interactions are not strong. In the case of weak dis-
order, which may be realized in high temperatures, weak
intermode interaction causes the decay of the plasmonic
part of the neutral component, accompanied by the dif-
fusive spreading of the plasmonic part of the charge com-
ponent3. These do not affect the topological dephasing,
hence the emergence of the h/2e oscillations. On the
other hand, in the case of strong disorder at low temper-
atures, v renormalizes towards zero2, and then does not
change the physics of the topological dephasing. Note
that bulk-edge Coulomb interactions become weaker in
QDs of larger area; the pure AB regime (or the inter-
mediate regime between the pure AB and the Coulomb-
dominated regimes) could be achieved when the edge-to-
bulk capacitance is smaller than other capacitances even
when strong backscattering occurs at QPCs.
We also note that the QH edges at ν = 2/3 may un-
dergo more complex edge reconstruction at about T > 50
mK15,47. At lower temperature our analysis is appli-
cable, while at higher temperature different topological
dephasing may occur. Assuming vn ∼ 5 × 104 m/s,
vc ∼ 5 × 105 m/s, and L = 10µm, we expect that
the h/(2e) oscillation will appear at temperature kBT >
~vn/(2piδnL) ∼ 20 mK. In this case, the oscillation will
be suppressed at kBT > ~vc/(2piδcL) ∼ 60 mK, due to
the plasmonic dephasing.
Detection of the period halving supports the topologi-
cal dephasing, thus, the fractional statistics of the charge
component at ν = 2/3. The plasmonic dephasing and the
topological dephasing will occur, with modifications, in
other anyon interferometers or at other ν’s.
It should be mentioned that the known mechanisms
yielding h/(2e) oscillations in other mesoscopic systems
do not apply to our setup. The Altshuler-Aronov-Spivak
mechanism48,49 employs disorder averaging in multi-
channel geometries, which is not present in our setup.
Another mechanism for h/2e oscillations50,51 relies on in-
teger QH edge modes in an antidot at temperatures much
below the charging energy of the antidot. Moreover, our
setup does not have superconducting fluctuations that
6support such periodicity.
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Appendix A: Quantum-Dot Hamiltonian
We derive the Hamiltonian HD (cf. Eq. (2) in the main
text). HD is written in terms of the mode φ1 of filling
factor ν1 = 1 and the counterpropagating mode φ2 of
ν2 = −1/3, as
HD =
~
4pi
∫ L
0
dx[v1(∂xφ1)
2 + 3v2(∂xφ2)
2 + 2v12∂xφ1∂xφ2]
+
∫ L
0
dx[ξ(x) exp(iφ1 + 3iφ2) + H.c.]. (A1)
v1(2) is the velocity of φ1(2) (renormalized by the intra-
mode interactions) and v12 describes the inter-mode in-
teraction. φ1,2 satisfies [φi(x), φi′(x
′)] = ipiνedgei sgn(x −
x′)δii′ . Each field φi(x) is decomposed through φi(x) =
φpli (x) + φ
0
i (x) into a plasmonic mode φ
pl
i (x), satisfying
the periodic boundary condition of φpli (x + L) = φ
pl
i (x),
and a zero mode φ0i (x),
φ0i (x) =
2piνix
L
(Ni +
1
2
− Φ
Φ0
)− λi. (A2)
The number operator Ni counts the excess num-
ber of quasiparticles of charge νedgei e. Its canon-
ical conjugate λi satisfies [λi, Ni′ ] = iδii′ , and
e±iλi changes Ni by ±1, acting as a Klein fac-
tor. This ensures [φ0i (x), φ
0
i′(x
′)] = 2iδii′piν
edge
i (x −
x′)/L. Combined with the commutation rule of
the plasmonic part [φpli (x), φ
pl
i′ (x
′)] = ipiνedgei (sgn(x −
x′) − 2(x − x′)/L)δii′ , this leads to [φi(x), φi′(x′)] =
ipiνedgei sgn(x − x′)δii′ . The term 1/2 in the bracket of
Eq. (A2) is introduced, to impose the boundary con-
dition of electron operators, exp(iφi(x+ L)/ν
edge
i ) =
exp(iφi(x)/ν
edge
i ) exp(−2piiΦ/Φ0). The magnetic flux
Φ enclosed by the QD edge states causes the shift of
Ni → Ni −Φ/Φ0 in Eq. (A2); as Φ increases (decreases)
by Φ0, the edge state with filling factor ν
edge
i is energet-
ically stabilized by removing (adding) its own quasipar-
ticle of charge νedgei e.
Combining φi’s, one introduces the charge mode φc =√
3/2(φ1 + φ2) and the neutral mode φn =
√
1/2(φ1 +
3φ2), satisfying [φc/n(x), φc/n(x
′)] = ±ipisgn(x− x′) and
[φc(x), φn(x
′)] = 0. Putting this into Eq. (A1), we derives
Eq. (2).
Appendix B: Derivation of Nc and Nn
We derive Eq. (3) in the absence of disorder (W = 0).
The charge (neutral) mode is decomposed into the zero-
mode part φ0c(x) (φ
0
n(x)) and the plasmonic part φ
pl
c (x)
(φpln (x)). The latter describes edge plasmonic excitations,
while the former anyon number excitations. The zero-
mode parts are determined from Eq. (A2) as
φ0c(x) =
√
1
6
2pix
L
(
Nc + 1− 2 Φ
Φ0
)
−
√
6λc,
φ0n(x) = −
√
1
2
2piNnx
L
−
√
2λn. (B1)
We impose [λc(n), Nc(n)] = i, [λc(n), Nn(c)] = 0, and
[φplc(n)(x), φ
pl
c(n)(x
′)] = ±ipisgn(x − x′) ∓ 2pii(x − x′)/L.
These ensure [φ0c/n(x), φ
0
c/n(x
′)] = ±2pii(x − x′)/L
and [φc/n(x), φc/n(x
′)] = ±ipisgn(x − x′). Comparing
Eqs. (B1) with (A2), one gets Eq. (3).
Appendix C: Derivation of differential conductance
In this appendix, we derive G in Eq. (5). The electron
current IR along the right lead edge is given by IR,
〈IR〉 = ed〈nR〉
dt
= i
e
~
〈[HT, nR]〉
= − ie
~
∑
i,j=±
〈
Tt exp
(
i
~
∫ 0
−∞
dtHˆT(t)
)[
tRijΨˆ
†
R,i(0, t
′ = 0)Ψˆj(xR, t′ = 0)−H.c.
]
Tt exp
(
− i
~
∫ 0
−∞
dtHˆT(t)
)〉
,
(C1)
nR counts electron number in the right lead edge, Tt
is the time ordering, the operators with (without) caret
are in the interaction (Heisenberg) picture, and 〈·〉 is the
thermal average. We set t = 0 at which IR is measured.
To second order in the tunneling strengths, 〈IR〉 is cal-
culated as
7〈I(2)R 〉 =
e
~2
∑
i,j=±
∫ 0
−∞
dt
〈[
HˆT(t), (tRij〈Ψˆ†R,i(0, 0)Ψˆj(xR, 0)〉 −H.c.)
]〉
=
e
~2
∑
i,j=±
|tRij |2
∫ 0
−∞
dtRe
[
exp
(− i
~
(µR − µD)t
)(
GKD,j(−t)(GRR,i −GAR,i)(t)− (GRD,j −GAD,j)(−t)GKR,i(t)
)]
.
(C2)
GRα(D),±, G
A
α(D),± and G
K
α(D),± are the retarded, advanced, and Keldysh Green’s functions of lead edge α = L,R (QD),
(GRα,± −GAα,±)(t) ≡ −i〈{Ψˆα,±(0, t), Ψˆ†α,±(0, 0)}〉, GKα,±(t) ≡ −i〈[Ψˆα,±(0, t), Ψˆ†α,±(0, 0)]〉,
(GRD,± −GAD,±)(t) ≡ −i〈{Ψˆ±(xα, t), Ψˆ†±(xα, 0)}〉, GKD,±(t) ≡ −i〈[Ψˆ±(xα, t), Ψˆ†±(xα, 0)]〉, (C3)
and µα (µD) is the chemical potential for lead edge α (the QD). µD is assumed to be uniform over the entire region
of the QD, which is valid in the linear response regime. The expression 〈I(2)L 〉 of electron current in the left lead edge
is similar to that of 〈I(2)R 〉. To second order in the tunneling strengths, the current I through the QD is written as
I = −〈I(2)L 〉 = 〈I(2)R 〉.
Applying the current conservation condition of 〈I(2)R 〉+
〈I(2)L 〉 = 0, we write the symmetrized form of I as
I = γL〈I
(2)
R 〉 − γR〈I(2)L 〉
γL + γR
[
γL/R =
∑
i,j=±
|tR/Lij |2/(~av3/4c v1/4n )
]
=
e
4~
av3/4c v
1/4
n
γLγR
γL + γR
∑
i,j=±
∫ 0
−∞
dt
× Re
[(
e−
i
~ (µR−µD)t − e− i~ (µL−µD)t)(GKD,j(−t)(GRR,i −GAR,i)(t)− (GRD,j −GAD,j)(−t)GKR,i(t))]. (C4)
In the second equality, we used the simplification that
the left and right lead edges are symmetric (HL = HR),
namely GRL,± = G
R
R,±, G
A
L,± = G
A
R,±, and G
K
L,± = G
K
R,±.
We also used the fact that the Green’s functions are inde-
pendent of the index i = ± of the electron field operators
in HT. The differential conductance G = dI/dV |V→0 is
written as
G = − e
2
8~2
av3/4c v
1/4
n
γLγR
γL + γR
∑
i,j
∑
α=R,L
∫ 0
−∞
dtIm
[
t
(
GKD,j(−t)(GRα,i −GAα,i)(t)− (GRD,j −GAD,j)(−t)GKα,i(t)
)]
,
where eV ≡ µL−µR. The Green’s functions for the lead
edges are computed as
(GRα,i −GAα,i)(t) = −
i
pia
Re
[(
sinh( ipiakBT~vc )
sinh
(
pikBT
~vc (ia− vct)
)) 32( sinh( ipiakBT~vn )
sinh
(
pikBT
~vn (ia− vnt)
)) 12 ],
GKα,i(t) =
1
pia
Im
[(
sinh( ipiakBT~vc )
sinh
(
pikBT
~vc (ia− vct)
)) 32( sinh( ipiakBT~vn )
sinh
(
pikBT
~vn (ia− vnt)
)) 12 ]. (C5)
8The Green’s functions are independent of the index α =
L,R, because of the imposed symmetry between the left
and right lead edges. Since (GRα,i−GAα,i)(t) GKα,i(t) at
|t| > a/vn, and since the processes of |t| < a/vn do not
contribute to the interference in G, we can ignore GKα,i(t)
in the expression of G. Then, a simplified form of G is
obtained as
G = e
2
4~2
γLγR
γL + γR
a2kBT
~v3/4c v1/4n
∑
j=±
∑
α=R,L
∫ 0
−∞
dtF (t)ImGj(xα, xα; t) =
e2
~
cgγ˜kBT
∑
j=±
∑
α=R,L
∫ 0
−∞
dtF (t)ImGj(xα, xα; t).
Here, γ˜ = γLγR/(γL + γR), cg = a2/(4~2v3/4c v1/4n ),
the weight factor F (t) = (pikBTt/~) sinh−2(pikBTt/~),
and Gj(xα, xα; t) ≡
〈[
Ψ†j(xα, t),Ψj(xα, 0)
]〉
represents a
Green’s function of the QD; its starting position xα is
the same with the ending one in the sequential tunnel-
ing regime. The weight factor F (t) decays rapidly as
e−2pikBTt/~ for t ~/kBT , describing the plasmonic de-
phasing (by partial overlap due to different positions of
the neutral components between the interfering paths)
occuring at lead edge α. The above is the derivation of
Eq. (5) in the main text.
Below, we further compute G in the case of v = 0. We
note that in the absence of disorders (W = 0) and inter-
action (v = 0) between the two modes, the Hamiltonian
H0D of the zero-mode parts is obtained
H0D =
pi~vc
6L
(
Nc + 1− 2 Φ
Φ0
)2
+
pi~vn
2L
N2n
=
Ec
12
(
Nc + 1− 2 Φ
Φ0
)2
+
En
4
N2n. (C6)
Here we define energy scales Ec(n) ≡ 2pi~vc(n)/L. Then,
the Green’s function Gj is decomposed into the charge
and neutral components. Then G is simplified as
G = e
2
h
γ˜akBT
~2v3/4c v1/4n
∫ ∞
−∞
dtFα(t)ReG
0(t)
× Im[Gc(t)Gn(t)e−3piivct/2Le−piivnt/2L], (C7)
where the plasmonic parts Gc(t) and Gn(t) of the charge
and neutral modes and the zero-mode part G0(t) are
Gc(t) = 〈ei
√
3
2φc(t)e−i
√
3
2φc(0)〉
=
(
exp
( ipivct
L
) θ1(− ipiaL , e−γc)
θ1(
pi(vct−ia)
L , e
−γc)
) 3
2
,
Gn(t) = 〈ei
√
1
2φn(t)e−i
√
1
2φn(0)〉
=
(
exp
( ipivnt
L
) θ1(− ipiaL , e−γn)
θ1(
pi(vnt−ia)
L , e
−γn)
) 1
2
,
G0(t) =
〈
eipivct(Nc+1−2Φ/Φ0)/Le−ipiNnvnt/L
〉
. (C8)
The elliptic-theta function of the first kind is θ1(z, q) =
2q1/4 sin z
∞∏
n=1
(1−2q2n cos(2z)+q4n)(1−q2n), and γc(n) ≡
pi~vc(n)/(kBTL)43. In the derivation of Eq. (C7), we
used the relations of Gj=+(xα, xα, t) = Gj=−(xα, xα, t),
Gc(n)(−t) = G∗c(n)(t), and F (t) = −F (−t). The zero-
mode part G0(t) will be calculated in Appendix D.
Appendix D: Topological dephasing
We first sketch the topological dephasing in the case of
vc  vn and no disorder, and derive it, by expanding the
zero-mode contribution to G in harmonics of the wind-
ing numbers. The discussion is valid even with strong
disorder.
As in the main text, we consider the interference be-
tween the processes in Figs. 2(a) and 2(c). In the semi-
classical regime of L  LT,c/n, counting the winding
numbers p and q of the center of the spatial distributions
of the charge and neutral components, we find that this
interference contributes mainly to (δp, δq) = (1, 0), and
gains the net phase of θ = pi(Nc − 2Φ/Φ0)δp from those
windings that braid with Nc charge excitations and Nn
neutral excitations. At lower temperature of L & LT,c/n,
the tails (namely the spatial width LT,c/n) of the spa-
tial distributions of the components are non-negligible,
and imply that the two processes can also contribute to
quantum mechanical net windings (δpqm, δqqm) that can
differ from (δp, δq). To see the contribution to different
windings, we expand the average of 〈eiθ〉kBT over the
thermal fluctuations of Nc and Nn in the harmonics of
(δpqm, δqqm),
〈eiθ〉kBT =
∑
δpqm,δqqm∈Z
f(δpqm, δqqm, kBT )
× exp(2piiδpqmΦ/Φ0) exp(2piiδqqmϕn), (D1)
where we introduce a fictitious ”neutral flux” ϕn in the
mathematical analogy of Φ/Φ0 in order to have the ex-
pansion; θ is now generalized to θ = pi(Nc − 2Φ/Φ0)δp+
pi(Nn − 2ϕn)δq, and we put ϕn → 0 at the end. The
thermal fluctuations of Nc and Nn are governed by the
QD-energy H0D = Ec(Nc − 2Φ/Φ0 + 1)2/12 + En(Nn −
2ϕn)
2/4 (cf. Eq. (C6)). Notice H0D(Φ/Φ0, ϕn)|Nc,Nn =
H0D(Φ/Φ0 + 1, ϕn + 1)|Nc+2,Nn+2 and θ(Φ/Φ0)|Nc,Nn =
θ(Φ/Φ0 + 1)|Nc+2,Nn+2, meaning that θ and H0D are re-
stored by changing Nc and Nn by 2, when each flux shifts
by one as Φ/Φ0 → Φ/Φ0 + 1 and ϕn → ϕn + 1.
9We decompose the amplitude f(δpqm, δqqm, kBT ) =
fe(δpqm, δqqm, kBT ) + fo(δpqm, δqqm, kBT ) into the av-
erage fe over (even Nc, even Nn) and that fo over
(odd Nc, odd Nn); Nc and Nn should have the
same parity, according to Eq. (3) in the main text.
We find a useful relation of fo(δpqm, δqqm, kBT ) =
(−1)δpqm+δqqmfe(δpqm, δqqm, kBT ), obtained from the
fact that the thermal average of 〈eiθ〉kBT over odd Nc
and odd Nn at (Φ/Φ0, ϕn) is identical to that over even
Nc and even Nn at (Φ/Φ0 + 1/2, ϕn + 1/2), according
to H0D. This relation leads to f(δpqm, δqqm, kBT ) = 0
for odd δpqm + δqqm, describing the topological dephas-
ing. For the interference between those in Figs. 2(a)
and 2(c), the contribution from the semiclassical wind-
ing of (δp, δq) = (δpqm, δqqm) = (1, 0) vanishes (inde-
pendent of temperature T !), while Gδp=1 is contributed
dominantly from the quantum mechanical winding of
(δpqm, δqqm) = (1,−1) of the tail.
We confirm the above discussion mathematically. The
flux dependence of G in Eq. (1) comes from the zero-
mode part of the electron field operator Ψ±, hence, from
the Green’s function G0 in Eq. (C8). Using Eq. (C6),
G0 = 〈exp[ipivct(Nc− 2Φ/Φ0 + 1)/L] exp(−ipivntNn/L)〉
is computed as
G0(t) =
[ ∞∑
nc,nn=−∞
{
exp
(
−
Ec
12
(
2nc + 1− 2ΦΦ0 + 1
)2
+ En4
(
2nn + 1
)2
kBT
)
ei
pivct
L (2nc+1− 2ΦΦ0 +1)e−i
pivnt
L (2nn+1)
+ exp
(
−
Ec
12
(
2nc − 2ΦΦ0 + 1
)2
+ En4 (2nn)
2
kBT
)
ei
pivct
L (2nc− 2ΦΦ0 +1)e−i
pivnt
L (2nn)
}]
/[ ∞∑
nc,nn=−∞
{
exp
(
−
Ec
12
(
2nc + 1− 2ΦΦ0 + 1
)2
+ En4
(
2nn + 1
)2
kBT
)
+ exp
(
−
Ec
12
(
2nc − 2ΦΦ0 + 1
)2
+ En4 (2nn)
2
kBT
)}]
.
(D2)
The first term of Eq. (D2) comes from odd integers Nc =
2nc+1 and Nn = 2nn+1, and the second from even inte-
gers Nc = 2nc and Nn = 2nn. Utilizing the Poisson sum-
mation formula of
∑∞
n=−∞ exp[−a(n + δ)2] exp[2bi(n +
δ)] =
∑∞
p′=−∞ exp(−2piip′δ) exp[−(pip′+ b)2/a] with real
constants, a, b and δ, we obtain
G0(t) =
∞∑
δp′,δq′=−∞
(−1)δp′(1 + (−1)δp′+δq′) exp(2piiδp′Φ/Φ0) exp
[− 3pi2kBTEc (vctL − δp′)2] exp [− pi2kBTEn ( vntL + δq′)2]
∞∑
δp′′,δq′′=−∞
(−1)δp′′(1 + (−1)δp′′+δq′′) exp(2piiδp′′Φ/Φ0) exp
(− 3pi2kBTEc δp′′2) exp (− pi2kBTEn δq′′2)
=
∑
δp′+δq′∈2Z
(−1)δp′ exp(2piiδp′Φ/Φ0) exp
[− 3pi2kBTEc ( vctL − δp′)2] exp [− pi2kBTEn (vntL + δq′)2]∑
δp′′+δq′′∈2Z
(−1)δp′′ exp(2piiδp′′Φ/Φ0) exp
(− 3pi2kBTEc δp′′2) exp (− pi2kBTEn δq′′2) . (D3)
Here 2Z is the set of even integers. The denominator is
approximated as 1 at high temperature kBT  ~vc/L;
this condition of kBT  ~vc/L is chosen for simplicity,
and it is not a condition for the topological dephasing.
Then G0(t) is written by the harmonics of winding num-
bers δp′ → δpqm and δq′ → δqqm,
G0(t) '
∑
δpqm+δqqm∈2Z
(−1)δpqm exp(2piiδpqmΦ/Φ0)
× exp [− 3pi2kBT
Ec
(vct
L
− δpqm
)2]
× exp [− pi2kBT
En
(vnt
L
+ δqqm
)2]
. (D4)
Notice that the windings of odd δpqm + δqqm do not con-
tribute to G0(t), as mentioned in the main text.
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Appendix E: Semiclassical approximation:
Derivation of Eqs. (6)−(8)
In this Appendix, we compute the analytic expression
of Gδp for the two cases vc & vn (Eq. (6)) and vc  vn
(Eqs. (7) and (8)), utilizing a semiclassical approxima-
tion such that the time t in the integrand of Eq. (C7)
is replaced by δpL/vc except for the time argument t
in Gc(t). The approximation is based on the fact that
the dominant contribution to the integrand of Eq. (C7)
comes from a peak structure of Gc(t) near t = δpL/vc;
the other peaks from Gn(t) near t = δqL/vn is more
monotonous and less important because the scaling di-
mension (δn = 1/4) of the neutral component in the elec-
tron tunneling operator is smaller than that (δc = 3/4)
of the charge component. This approximation is applica-
ble when (i) the spatial distance between two interfering
neutral components in the QD at t = δpL/vc is much
larger than the width LT,n ∝ ~vn/kBT of the neutral
components (then Gn(t) is sufficiently monotonous), and
(ii) L ~vc/kBT (then F (t), coming from the lead edge,
is sufficientlly monotonous). We focus on the contribu-
tion from near t = ±L/vc and near ±2L/vc, since that
from larger times t = δpL/vc of |δp| > 2 is much more
smaller due to more dephasing.
We first compute Gδp=1 in the vc & vn case with
the semiclassical conditions of kBT  ~vc/L and
kBT  ~vn/(L − ∆L), where ∆L ≡ Lvn/vc. In
Eq. (C7), the main contribution occurs at t = ±L/vc.
Near t = L/vc, we use the following approximations:
(1) For the portion of (δpqm, δqqm) = (1,−1) in the
zero-mode part, Re[G0] ' − cos(2piΦ/Φ0) exp(−(L −
∆L)2/(LLT,n)); cf. Eq. (C8). (2) For the lead
edge part, F ' 4pikBTL exp[−2pikBTL/~vc]/(~vc) =
(8L/3LT,c) exp(−L/LT,c) exp(−∆L/LT,n). (3) For the
QD plasmon part,
Gc(t)Gn(t) exp
(
− 3piivct
2L
)
exp
(
− ipivnt
2L
)
'2eipi/4
(
sinh( ipikBTa~vc )
sinh
(pikBT (L−vct+ia)
~vc
))3/2( a
LT,n
)1/2
× exp (− L−∆L
LT,n
)
exp
( (L−∆L)2
LLT,n
)
. (E1)
We have used θ1(u, exp(−γ)) ' 2(−1)n
√
pi/γ exp[−(u−
npi)2/γ] exp(−pi2/4γ) sinh(pi(u− npi)/γ) for γ  1.
We compute Eq. (C7), merging together (1)-(3), to get
Eq. (6) in the main text,
Gδp=1 ' −g0γ˜L(kBT )3 exp(− L
LT,c
) exp(− ∆L
LT,n
)
× exp(−L−∆L
LT,n
)
= −g0γ˜L(kBT )3 exp(− L
LT,c
) exp(− L
LT,n
). (E2)
Here g0 = 16e
2
√
2pipi(a/~vc)13/4(a/~vn)3/4(Γ(3/4))2/(ah)
is a constant, Γ is the Gamma function, and we have
used the integral formula of∫ ∞
−∞
dt
(
sinh( ipiakBT~vc )
sinh
(
pikBT
~vc (ia− vct)
)) 32 = 2a
vc
(2akBT
~vc
) 1
2
Γ
(3
4
)2
.
(E3)
Notice that the factor exp(−(L − ∆L)2/(LLT,n)) of
Re[G0] (zero-mode part) exactly cancels out exp[(L −
∆L)2/(LLT,n)] from Gn(t) (the plasmonic part). This
fact was found in a Luttinger liquid with finite size25.
We next move to Gδp=1 in the vc  vn case.
The main contribution to Gδp=1 also occurs near
t = ±L/vc. We observe the followings. (1) Because
the portion of (δpqm, δqqm) = (1, 0) in Re[G
0] fully
vanishes, the dominant contribution comes from the
portion of (δpqm, δqqm) = (1,−1), which leads to
Re[G0] ' − cos(2piΦ/Φ0) exp(−(L − ∆L)2/(LLT,n)).
(2) F ' 4pikBTL exp(−2pikBTL/~vc)/(~vc) =
(8L/3LT,c) exp(−L/LT,c) exp(−∆L/LT,n). (3) For
the QD plasmon part, the same expression is obtained
as Eq. (E1), except that L − ∆L is replaced by ∆L.
Merging (1)−(3) and using Eq. (E3), we obtain Eq. (7)
in the main text,
Gδp=1 ' −g0γ˜L(kBT )3 exp(− L
LT,c
) exp(− ∆L
LT,n
)
× exp(− ∆L
LT,n
) exp[− (L−∆L)
2 − (∆L)2
LLT,n
]
= −g0γ˜L(kBT )3 exp(− L
LT,n
) exp(− L
LT,c
). (E4)
In the same way, we obtain Eq. (8),
Gδp=2 ' 2g0γ˜L(kBT )3 exp(− 2L
LT,c
) exp(−2∆L
LT,n
) exp(−2∆L
LT,n
)
= 2g0γ˜L(kBT )
3 exp(− 10L
3LT,c
). (E5)
Appendix F: The quasiparticle fluctuation in the
bulk
We consider quasiparticle fluctuations in the bulk, dif-
ferentiating the QD bulk from the edge. In the limit of
bulk charging energy smaller than temperature, we show
that the zero-mode part G0 has the same expression as
Eq. (D3) in the presence of quasiparticle fluctuations in
the bulk, hence, that the period halving (h/2e oscillation)
takes place.
We argue that the zero-mode part of the QD states
is characterized by four numbers (Ne, Nn, Nqp, Nqp,n),
when we additionally consider the bulk degrees of free-
dom. Ne and Nn are necessary to describe excess elec-
trons in the QD. For an additional excess electron, the
number Ne of excess electrons increases by 1. This elec-
tron is decomposed into 3 additional charge components
(Nc → Nc+3; the charge of the charge component is e/3)
and ±1 additional neutral component (Nn → Nn±1), as
11
discussed in the main text. Nn counts the number of the
neutral components by excess electrons in the QD, as in
the main text. On the other hand, Nqp and Nqp,n are in-
troduced to describe quasiparticle excitations in the QD
bulk. When an additional quasiparticle excites in the
bulk, the number Nqp of quasiparticles increases by 1.
This quasiparticle is decomposed into 1 charge compo-
nent and ±1 neutral component (Nqp,n → Nqp,n ± 1).
Nqp,n counts the number of the neutral components by
bulk quasiparticle excitations.
Taking into account quasiparticle fluctuations in the
bulk and electron fluctuations inside the QD, the zero-
mode part of the QD Hamiltonian H0D is expressed as
H0D(Ne, Nqp, Nn, Nqp,n)
=
Ec
12
(
3Ne + 1− 2Φ
Φ0
−Nqp
)2
+
En
4
(Nn −Nqp,n)2
+Ebc
(
2Φ
Φ0
+Nqp
)2
, (F1)
where Ebc is the bulk charging energy. The first (sec-
ond) term describes the interaction between the charge
(neutral) components on the edge while the third term
describes the interaction between the charge components
in the bulk. The flux dependence in the bulk-charging
energy term describes charge accumulation in the bulk
as the magnetic flux increases. We ignore the interac-
tions between the neutral components in the bulk be-
cause they are of dipole type hence weaker than the in-
teraction terms of the total charge. We also assume that
it is in the Aharonov-Bohm regime neglecting electro-
static coupling between quasiparticles in the bulk and on
the edge.
We consider the case that the relaxation time from the
QD edge to the bulk is much longer than the QD dwell
time of an electron injected from a lead edge, hence, that
the electron enters only into the QD edge. Then, the
zero-mode part exp(i
√
3/2φ0c± i
√
1/2φ0n) of the electron
operators Ψ±(x) is evolved by Eq. (F1) as
ei
√
3
2φ
0
c(x,t)±i
√
1
2φ
0
n(x,t)
=eiH
0
Dtei
√
3
2φ
0
c(x)±i
√
1
2φ
0
n(x)e−iH
0
Dt
= exp
(
i
√
3
2
φ0c(x)± i
√
1
2
φ0n(x)
+
ipivct
L
(3Ne + 1− 2Φ
Φ0
−Nqp)± ipivnt
L
(Nn −Nqp,n)
)
.
(F2)
And, the zero-mode part G0(t) of the Green’s function〈
Ψˆ†±(xL, t)Ψˆ±(xL, 0)
〉
is written as
G0 ∝
〈
exp
[ ipivct
L
(
3Ne − 2Φ
Φ0
+ 1−Nqp
)]
exp(± ipivnt
L
(Nn −Nqp,n))
〉
=
{ ∞∑
δpqm,δp′,δqqm=−∞
e−ipiδp
′/3(1 + (−1)δpqm+δqqm)(1 + (−1)δp′+δqqm) exp(2piiδpqmΦ/Φ0)
× exp [− 3pi2kBT
Ec
(vct
L
+
δp′
3
)2]
exp
[− pi2kBT
En
(
δqqm ± vnt
L
)2]
exp
[− pi2kBT
4Ebc
(
δpqm − δp
′
3
)2]}
/{ ∞∑
δpqm,δp′,δqqm=−∞
e−ipiδp
′/3(1 + (−1)δpqm+δqqm)(1 + (−1)δp′+δqqm) exp(2piiδpqmΦ/Φ0)
× exp [− 3pi2kBT
Ec
(δp′
3
)2]
exp
[− pi2kBTδq2qm
En
]
exp
[− pi2kBT
4Ebc
(
δpqm − δp
′
3
)2]}
. (F3)
We applied the Poisson summation formula as in
Eq. (D3). At temperature much higher than the bulk-
charging energy, the portion of δp′ = 3δpqm survives,
resulting in the same expression as Eq. (D3).
Appendix G: Confining potential and Coulomb
interaction
When the edge potential is smooth enough15,45, we
below show that vc is much larger than vn and v; see
Eq. (2) in the main text. In the absense of Coulomb
interaction, the edge Hamiltonian at ν = 2/3 has the
form of Hcon =
1
4pi
∫
dx[v1,con(∂xφ1)
2 + 3v2,con(∂xφ2)
2]
in terms of the velocities of the original edge modes,
v1,con and v2,con, which are solely determined by the
edge confining potential. When the Coulomb interac-
tion is tuned on, it leads to an interaction Hamiltonian
Hint =
vint
4pi
∫
dx(∂x(φ1 +φ2))
2, which counts the interac-
tion by the total charge density ∂x(φ1 + φ2)/(2pi); here,
we assume that vint is indepedent of momentum, (which
is valid when the Coulomb interaction is short ranged due
to the screening by gates). Then, the total Hamiltonian
is HD = Hcon +Hint =
1
4pi
∫
dx[vc(∂xφc)
2 + vn(∂xφn)
2 +
12
v∂xφc∂xφn], where vc = 3v1,con/2 + v2,con/2 + 2vint/3,
vn = v1,con/2 + 3v2,con/2, and v = −
√
3(v1,con + v2,con).
This shows that v and vn are much smaller than vc, if the
edge potential is smooth enough such that vint  v1,con,
v2,con.
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