Generalized solitary waves with exponentially small non-decaying far field oscillations have been studied in a range of singularly-perturbed differential equations, including higherorder Korteweg-de Vries (KdV) equations. Many of these studies used exponential asymptotics to compute the behaviour of the oscillations, revealing that they appear in the solution as special curves known as Stokes lines are crossed. Recent studies have identified similar behaviour in solutions to difference equations. Motivated by these studies, the seventh-order KdV and a hierarchy of higher-order KdV equations are investigated, identifying conditions which produce generalized solitary wave solutions. These results form a foundation for the study of infinite-order differential equations, which are used as a model for studying lattice equations. Finally, a lattice KdV equation is generated using finite-difference discretization, in which a lattice generalized solitary wave solution is found.
Introduction
Following widespread interest in in the existence of generalized solitary waves (GSW) in Korteweg-de Vries (KdV) type continuous models, we show for the first time that GSW appear in a discrete KdV equation arising from finite difference discretization. This is related to an infinite-order partial differential equation, and so we investigate related phenomena in fifth-and seventh-order KdV equations to lay a groundwork for our study. Following this line of reasoning, we then consider a finite difference discretization of the unperturbed KdV equation (2) . While this system does not immediately appear to have an obvious singular perturbation, singularly perturbed terms are in fact introduced into the system by the discretization process itself. Adapting the discrete exponential asymptotic methods used in [23, 24, 25] , we provide the first example of GSW in a lattice. * Electronic address: christopher.lustri@mq.edu.au; corresponding author 
Background
Generalized solitary waves are nonlinear travelling waves with a central core that demonstrates classical solitary wave behaviour, as well as non-decaying oscillations that continue away from the core indefinitely in one or both directions, and have amplitude that is exponentially small in some asymptotic parameter. This is distinct from classical solitary waves, such as those exhibited by the Korteweg-de Vries equation (KdV) discussed below, which are localized in a frame that moves with the wave core. Examples of solitary waves and GSW are displayed in Figure 1 .
These GSW, also known in the literature as 'nanoptera', have been studied in a physical contexts, particularly arising in fluid dynamics, including solitary water waves with surface tension. This problem has been studied analytically in [14, 15, 35, 37] , typically using a fifth-order Kortweg de Vries model. Numerical studies illustrating GSW in gravity-capillary wave systems include [8, 11, 39] , and the existence of these waves was rigorously proven by [2, 21, 36] .
GSW have also more recently been studied in discrete problems, including both difference and differential-difference equations. Systems that have been shown to demonstrate this behaviour include discrete nonlinear Schrödinger lattices [29, 28, 34] , Fermi-PastaUlan-Tsingou systems [13, 19] , and Toda chains [27, 38] , the discrete Klein-Gordon equation [1] , the Frenkel-Kontorova dislocation model [25] , and nonlinear chains of oscillators [22] . Given that there are many difference equations which produce GSW, it seems natural to expect that there are also lattice equations which produce GSW solutions. [ 35] , who showed that while the fifth-order KdV does produce GSW, this is not necessarily true of the corresponding seventh-order KdV.
The seventh-order KdV equation (7KdV) discussed in [35] is given by 
Pomeau et al. [35] showed that 7KdV only possesses GSW solutions for λ ≤ . If λ is not below this critical value, any oscillations are damped in the far field, leading to a localized classical solitary wave solution. In later work, Grimshaw et al. [16] showed that similar results do hold for the corresponding fifth-order KdV equation, where the critical value of λ is zero.
In subsequent work, Grimshaw & Joshi [15] , showed that Pomeau's results for the fifthorder KdV equation could be explained by studying this equation using exponential asymptotic techniques. This was further confirmed in later studies [14, 37] . They determined that the GSW could be understood be consider the behaviour of special curves in the solution domain, known as 'Stokes lines', across which exponentially small behaviour in the solution appears. In this paper, we will show that the results of [35] for 7KdV can also be explained by using exponential asymptotic methods. Using exponential asymptotics, we will determine the location of Stokes lines in the solution, and we will compute the exponentially-small oscillations that are switched as these Stokes lines are crossed. From these computations, we will see that these oscillations decay away from the core of the wave when λ > 1 4 producing localized solitary waves, as identified by [35] .
For more detailed descriptions of the foundations of exponential asymptotics, see [3, 4, 5] .
For more details on the exponential asymptotic techniques used in this paper, see [9, 33] .
Seventh-Order KdV
In this section, we study the exponentially small oscillations present in travelling wave solutions to the seventh-order KdV equation (1) . Using exponential asymptotics, we will show that these oscillations are switched on across special curves known as Stokes lines, and recover the condition that GSW solutions appear for λ > 1/4 [35] .
Formulation and Series Expansion
Consider 7KdV, given by Eǫ {u} = 0 (1). We expand u(x, t) as a power series in ǫ 2 ,
Applying this expansion to 7KdV and matching at O(1) as ǫ → 0 gives E0 {u0} = 0,
showing that u0 satisfies the KdV equation (2) . We select u0(x, t) to be the one-soliton solution to the KdV equation, given by
where c is an arbitrary choice of the soliton speed. Analytically continuing x shows that u0(x, t) has singularities at xs = ct + iπM / √ c, where M ∈ 2Z + 1. In the neighbourhood of these singularities, the leading-order behaviour is given by
The singularities that will dominate the solution behaviour for real (physical) values of x are those closest to the real x axis, associated with M = ±1. In subsequent analysis, we will denote the location of these singularities as x+ and x−.
To find subsequent terms in the series, we must match (36) at higher orders of h.
Matching at O(ǫ 2k ) for k ≥ 2 gives the general recurrence equation
Repeatedly applying this recursion relation produces terms in the series (3); however, this will not capture the far-field oscillations, as they are exponentially small in the limit ǫ → 0 and hence beyond the reach of the algebraic series expression. However, this recurrence relation permits us to obtain the form of uj in the limit that j → ∞, known as the late-order series behaviour.
Late-Order Asymptotic Terms
Following [12, 33] , we observe that this is a singularly-perturbed problem with singularities in the analytically continued leading-order behaviour. This series will therefore diverge in a predictable a factorial-over-power fashion, as the late-order behaviour is dominated by the results of repeatedly differentiating the singular term [12] . We therefore follow [9] and propose an ansatz for the late-order terms of the form
Substituting this expression into the recurrence relation gives
where the terms omitted are O(u k+1/2 ) in the limit as k → ∞.
Noting that χx cannot be zero, we simplify this to give the singulant equation
This has four solutions,
where the signs are chosen independently.
If λ > 1 4 , the solutions to this equation are complex, with nonzero real and imaginary parts. We denote the solution with positive real and imaginary part as χx = α. The four solutions are given by χx = ±α and ±α.
If λ ≤ 1 4 , the solutions are imaginary conjugate pairs. We denote the solution with smallest positive imaginary part as χx = iβ, with β ∈ R + .
We first consider the case λ > 1 4 . Recalling that the singulant must be zero at the location of the leading-order singularities, denoted xs, we solve (9) to give
The two singularities, located at xs = x+ and xs = x− therefore each have four associated late-order contributions, corresponding to the four singulants. If we perform a full analysis on all eight contributions, we find that only four produce Stokes switching that affects real values of x. We therefore restrict our attention to the four contributions associated with
The remaining analysis will be performed in detail for the contribution associated with χ1,
with corresponding results stated for the remaining singulants.
Returning to (8) and matching at O(u k+1 ), noting that χxx = 0, we find that Fx = 0.
Consequently, F is independent of x.
We require that the singularity strength of the ansatz (7) in the limit that x approaches the singularity must be consistent with the local leading-order singular strength in (5). The inner limit of this outer behaviour is given by
From the recurrence relation (6), it is apparent that strength of the singularity at x = x+ increases by two at each order, and we therefore require γ = 2 in order for the singularity strength of this term to be consistent with the leading-order singularity behaviour given in (5).
To determine the value of F , we must now match the behaviour of the late-order terms with a local expansion in the neighbourhood of the singularity at xs. This inner analysis is performed in Appendix A, and shows that the prefactors for each of the four contributions are constant. The constant associated with χ1 is denoted by F (x, t) = Λ. In Appendix A, we perform an example calculation with λ = 1 that shows Λ ≈ 0.711 + 0.694i. The remaining constants are always equal to either Λ or Λ.
The late order terms responsible for Stokes switching in the solution are therefore given (14) as j → ∞ where x± = ct ± iπ/ √ c.
A similar analysis may be applied to the case λ ≤ . In this case, we need only consider the singulants with smallest absolute value, which will dominate the late-order behaviour.
We therefore have only two relevant contributions, χx = ±iβ. The form of the late-order terms is given by
The inner analysis for this problem required to determine the constant value of Λ is signif-icantly simpler than the λ > 1 4 case, as each singularity corresponds to only one late-order contribution in (15) . The differences in the inner analysis are discussed in Appendix A, in which we also show that Λ is always real for this case. We demonstrate an example inner analysis for λ = 1 8 , finding that Λ ≈ −11.70.
Exponential Asymptotics
In this section, we perform straightforward application of the matched asymptotic expansion technique described in [33] in order to determine the amplitude of the exponentially small oscillations present in the solution. We therefore omit several technical computations, and direct the reader to this reference for further details.
To perform an exponential asymptotic analysis on the late-order terms from (45), we must truncate the asymptotic series optimally, ensuring that the remainder is exponentially small [4, 5, 6] . To find the optimal truncation point, which we denote as N , we follow the commonly-used heuristic described by [6] , in which the series is truncated at its smallest term. The resultant expression gives N ∼ |χ|/2ǫ; we therefore set N = |χ|/2ǫ + ω, where
We note that N → ∞ in the limit that ǫ → 0, justifying the assumption that N is large in the asymptotic limit.
We truncate the series (35) at the optimal truncation point to give
where R is the truncation remainder.
We apply this expression to (1) , and use (6) to eliminate series terms, leaving
Keeping only the largest terms in the limit that ǫ → 0 and N → ∞, and applying (6) to simplify the right-hand side of the expression, we obtain
where the omitted terms do not contribute to the dominant behaviour as ǫ → 0.
The right-hand side only contributes to the remainder behaviour in the neighbourhood of the Stokes line. We can therefore determine the behaviour away from the Stokes line by solving the homogeneous problem for R. Using a Liouville-Green (or JWKB) ansatz, u ∼ f (x, t)e −g(x,t)/ǫ , we see that this is satisfied by g = χ. Consequently, we select the form of the remainder in the limit that h → 0 as
where S(x, t) is the Stokes multiplier that captures the variation in the neighbourhood of the Stokes line.
where µ = 7λχ
x , recalling that the limit ǫ → 0 corresponds to N → ∞. We now set the optimal truncation point, N = |χ|/2ǫ + ω, and express the singulant using polar terms so that χ = ρe iθ . We note that the right-hand side is exponentially small except on θ = 0, which is the Stokes line location. This corresponds to Re(χ) > 0 and Im(χ) = 0, or the straight line extending downwards form the singularity along Re(x) = ct.
We define a set of inner coordinates to consider (20) in a neighbourhood of width O( √ ǫ)
near the Stokes line. This process can be seen in more detail in [33] . Solving the inner equation and converting back to outer coordinates gives
where S0 is a constant of integration. Consequently, the jump in S as the Stokes line is crossed from left to right is given by
At this point, the exponential asymptotic analysis is valid for general χ, and may therefore be applied to both (14) and (15) . In order to analyse the jump across the Stokes line, it is useful to consider λ > 1 4 and λ ≤ 1 4 seperately.
Case A
Using the remainder ansatz (19) and the value of χ1, the jump in the Stokes multiplier (22) corresponds to a jump in the remainder of
where we have denoted this as R1 to indicate that it is the contribution associated with χ1. We require that the oscillations are exponentially small in the far field; however, this contribution becomes exponentially large for x < ct − π 3/c. This necessitates that the exponential contribution be inactive in this region. Consequently, this contribution is inactive on the left-hand side of the Stokes line, and switched on as the Stokes line at x = ct is crossed from left to right. Therefore, the remainder R1 switches from R 
The remaining contributions can be calculated using nearly-identical analyses. The contribution R3 gives a complex conjugate expression to (24) . The contributions R2 and R4
are complex conjugate quantities that are exponentially large in the region x > ct + π 3/c.
These quantities are therefore present to the left of the Stokes line, and switched off as the Stokes line is crossed from left to right. R2 and R4 are, in fact, a reflection of R1 and R3 respectively about the point x = ct; consequently, the system is symmetric about this
Stokes Line
Stokes line in u(x, t) across which the exponentially small contributions to the solution switch for both cases 7KdV, and the lKdV equation. The singularities are denoted by circles, and the Stokes line is depicted as a thick line. On the left of the Stokes line, the exponential contribution R is given by R − , and on the right of the Stokes line, the contribution is given by R + . (26), and on the right of the Stokes line, the remainder is given by R + (25) . For λ = 1, the the remainder is given in (29) and has constant, non-decaying amplitude.
point. The full remainder R is given by
for x > ct + δ, and
for x < ct − δ, where α = αr + iαi, and δ = O(ǫ 1/2 ) denotes the inner region that contains the smooth Stokes switching. The Stokes structure is illustrated in Figure 2 .
The remainder expressions in (25) and (26) 
Case B
In this case, we instead find that the jump in the exponential behaviour is given by
The remainder term clearly does not grow exponentially on either side of the Stokes line, and therefore we are free to select S0 in (21) arbitrarily. In order for the solution to be symmetric about the point x = ct, we must select S0 so that S = 0 on the Stokes line. The remainder term switches rapidly from S − to S + as the Stokes line is crossed, where
We perform a similar analysis on the late-order terms associated with χ2, and find the resultant contribution is the complex conjugate of R1. From the switching information given in (28) , and knowing that R ∼ Se −χ/ǫ , we find that the combined exponentially small remainder term R switches from R − to R + as the Stokes line at Re(x) = ct is crossed from left to right, where these quantities are given by
These oscillations are symmetric about x = ct, as required. Consequently, Figure 3 also shows the Stokes structure for the λ < 1 4 case, where the remainder terms are non-decaying oscillatory functions given in (29) .
We see that, as first noted in [35] , 7KdV only produces GSW if λ ≤ 1 4 , and instead has exponentially localized solutions if λ > 
Higher-order KdV equations
The decay of the exponentially small oscillations in 7KdV for λ > 1 4 could have been predicted directly from the form of the singulant (9) . Knowing that the form of the exponentially small remainder is generally (19) , it is clear that non-decaying oscillations correspond
to imaginary values of χx. Any real component of χx will cause the remainder to grow or decay exponentially in space, violating the definition of a GSW.
For example, we consider a general class of singularly-perturbed n-th order KdV equations that contains (1), given by
with λ ∈ R and λ = 0. If we expand this as a power series using (3), the behaviour of u0 is always governed by the KdV equation, and therefore permits solutions of the form (4).
Obtaining the late-order terms using an ansatz, as in Section 2.2, we find that the singulant Values of λcrit are shown for a range of even k in Figure 4 .
In order to visualise the distribution of solutions for χx as k varies, we consider the case of (30) for λ = 1. The corresponding singulant equation is given by
noting that χx = 0. It is clear from direct factorization that when k is odd, this polynomial has solutions given by χx = ±i, while Figure 4 shows that this polynomial has no imaginary solutions when k is even. Some examples of the solutions to this polynomial are seen in Figure 5 . In each case, solutions for χx that do not lie on the imaginary axis correspond to oscillations that grow or decay as x − ct → ±∞, while the labelled solutions on the imaginary axis correspond to non-decaying oscillations in the far field.
Therefore we conclude that only when k is odd can the higher-order KdV equation given in (30) for λ = 1 produce GSW. The corresponding solutions when k is odd must decay exponentially in the far field as x − ct → ±∞. We do note from the pattern of solutions in
Re(χx) Figure 5 that for sufficiently large even k, the nearest χx that are nearest to the imaginary axis can be found arbitrarily close to χx = ±i. As the real part of these solutions is very small, the spatial decay will be comparatively slow; however, the associated exponential behaviour will always decay away from x = ct.
3 Finite-Difference KdV
Formulation and Series Expansion
The previous analysis suggests that the exponential asymptotic analysis holds in a straightforward fashion, even as the order of the partial differential equation is taken to be arbitrarily large. In this case, the analysis is that of an infinite-order system, which is typically associated with a difference or delay equation, such as those considered in [23, 24, 25] . We therefore consider the behaviour of a lattice KdV equation, generated by applying a finite difference scheme to the KdV equation.
Consider a finite-difference approximation of the KdV equation, with spatial grid distance given by h, and time step by τ , where h and τ are positive. Using central difference approximations for partial derivatives in time and space, we obtain a lattice version of the KdV equation (lKdV),
A similar analysis could be applied to other typical finite-difference approximations, such as using forward difference approximations for the time derivatives; the resultant analysis proceeds in a nearly-identical fashion.
We set τ = λh, and take the limit that h → 0. Applying a Taylor approximation around
We expand u(x, t) as a power series in h 2 , giving
Applying this to (34) gives
We see that, although we discretized an unperturbed KdV equation, the discretization process has introduced higher-order derivatives which disappear for h = 0. Consequently the singular perturbation was created by the discretization process.
Matching this expression at O(1) as h → 0 shows that u0 is governed by the unperturbed KdV equation (2) . We therefore select the leading-order soliton used in the analysis of 7KdV, given in (4). We again denote the relevant singularities in the analytic continuation of u0(x, t) as x+ and x−, located at x = ct ± iπ/ √ c.
Late-Order Asymptotic Terms
We again observe that this is a singularly-perturbed problem with singularities in the analytically continued leading-order behaviour, and that the series (35) will therefore diverge.
We therefore again propose an ansatz for the late-order series terms of the form (7).
Substituting this ansatz into the recurrence relation (37) gives
Recalling that the ansatz (7) applies to late-order terms for which k is large, we follow [23, 24, 25] and take the limit of the summation term as k → ∞. This introduces only exponentially small error into the behaviour of χ, which has no significant impact on the oscillatory tails in the solution. The resultant singulant equation is given by
or χx = iπN , where N ∈ Z. Recalling that the singulant must be zero at the location of the leading-order singularities, denoted xs, we solve (40) to give
The dominant contributions to the late-order behaviour those associated with nonzero solutions of χ which have the smallest absolute value, corresponding to N = ±1. This gives four possible late-order term contributions; however, a full analysis shows that only two of these will produce exponentially small contributions in the solution, associated with
Returning to (38) and matching at O(u k+1 ), noting that χxx = 0, we find
Again, we may take k → ∞ while introducing only exponentially small error into the final contribution. We find that this gives 2Fx = 0. Consequently, F is independent of x.
As in the analysis of 7KdV in Section 2.2, we find that the ansatz can only be consistent with the leading-order solution near the singularity (5) if γ = 2, so that the inner limit of the late-order ansatz is given by
A similar analysis applies to the late-order terms corresponding to the singularity at x = x−.
To determine the value of F , we again match the behaviour of the late-order terms with a local expansion in the neighbourhood of the singularity at xs. This inner analysis is performed in Appendix B, and shows that the prefactors associated with both of χ± are constant, both given by F (x, t) = Λ ≈ −2.68 × 10 3 .
The late order terms responsible for Stokes switching in the solution are therefore given
where x± = ±iπ/ √ c + ct.
Exponential Asymptotics
The exponential asymptotic analysis for the lattice KdV equation is almost identical to the analysis of 7KdV, however we demonstrate the analysis in order to illustrate the changes that occur due to the Taylor series terms in (34) .
The first step of the exponential asymptotic analysis is again to optimally truncate the divergent series. We apply the heuristic from [6] and determine that N ∼ |χ|/2h as h → 0.
We therefore set N = |χ|/2h + ω, where 0 ≤ ω < 1 is chosen so that N ∈ Z. We truncate the series (35) at this point to give
where R is the truncation error. We apply this expression to (36) , and apply (37) to eliminate series terms. The largest remaining terms can be rearranged to give
where again the omitted remainder terms are negligible in the limit h → 0.
The right-hand side again only contributes to the remainder behaviour in the neighbourhood of the Stokes line. We can therefore determine the behaviour away from the Stokes line by solving the homogeneous problem for R. Using a Liouville-Green ansatz, we again find the appropriate form for the remainder is given in the limit that h → 0 as R ∼ Se −χ/h .
Applying this expression to (47) gives, after some simplification,
Evaluating the summation terms for χx = ±iπ and applying the late-order ansatz (7) gives 4
where the omitted terms are smaller than those retained in the limit that h → 0 and
The remaining analysis is practically identical to Case B of the 7KdV analysis in Section 2.3.2. We apply the late-order ansatz (7) to (49), and and set the optimal truncation point to be N = |χ|/2h + ω. We again apply polar coordinates, so that χ = ρe iθ , and then consider the behaviour near θ = 0, which corresponds to the Stokes line. We again find that S θ is exponentially small except on the curve θ = 0. Hence, this curve describes the Stokes line across which S varies rapidly, which has the same location as the Stokes curve in the fifth-and seventh-order KdV problems. The Stoke line behaviour is therefore identical to that shown in Figure 3 , where R − and R + are given below, in (52).
We again introduce inner coordinates θ = h 1/2 φ, and solve the resultant expression.
Converting back into outer coordinates gives
where S0 is a constant of integration. Consequently, we see that the jump in S as the Stokes line is crossed from left to right is given by
We again find that the amplitude of the remainder is constant and exponentially small, and therefore does not decay or grow in the far field. As in Case B of the 7KdV analysis, we are free to choose S0 in (50). Choosing this value so that S = 0 on the Stokes line produces the required symmetric oscillatory behaviour, given by
where R = R − for x < ct − δ, and R = R + for x > ct + δ. These oscillations are symmetric about x = ct, as required. Consequently, Figure 3 also shows the Stokes structure for the lattice KdV problem, where the remainder terms are non-decaying oscillatory functions given in (52).
The amplitude of the far-field oscillations varies depending on the choice of c and h, shown in Figure 6 . The oscillations are clearly exponentially small in h, however they do not decay in the far field.
The purpose of this study was to identify instances of GSW in a lattice equation. We considered a finite difference discretization scheme to the unperturbed KdV equation (2) and utilized Taylor expansions in order to represent the lattice equation in terms of an infinite sum of derivative terms. We then applied methods developed in [23, 24, 25] for difference equations in order to study exponentially small contributions to the solution behaviour. We found that the solution contains Stokes lines across which non-decaying exponentially small oscillations are switched. This demonstrates that lattice equations can produce GSW solutions in the asymptotic limit corresponding to the discretization parameter, even if the system being discretized is not singularly perturbed.
We first motivated this result by considering exponentially small terms in the seventhorder KdV equation 1, and subsequently a higher-order KdV hierarchy (30) . This extends the work of [14, 15, 37] , who considered the singularly perturbed fifth-order KdV using exponential asymptotic methods. We first identified that the exponentially small oscillations in 7KdV have constant, non-decaying amplitude in the far field for λ ≤ . If instead λ > 1 4 , then the oscillations can only decay in the far field, meaning that the wave is localized, and the solution is a classical solitary wave. This is consistent with the result obtained by [35] .
We then found that solutions of the KdV hierarchy also critical values of λ at which the solution changed between GSW and classical solitary waves. For even k, corresponding to singularly-perturbed differential equations with order 4Z + 1, we found that travelling wave solutions for λ > 0 were GSW, while solutions for λ < 0 were localized solitary wave. This result is consistent with the work of [16] for the fifth-order KdV in this hierarchy.
An important consequence of this work is noting that discretized systems can potentially produce exponentially small oscillations as a consequence of the choice of discretization procedure. While the amplitude of these waves is typically extremely small (see Figure 6 ), these could cause difficulties in the study of systems such as the 7KdV, which can have oscillations of comparably small size (see Figure 3) . It is apparent from the oscillation amplitude in Figure 6 that this difficulty can be averted by selecting appropriately small values of h. This value should be chosen in order to ensure that any oscillations caused by the discretization of the system are much smaller than any other feature of interest in the solution, such as non-decaying oscillatory behaviour that is present in the asymptotic solution to the original, non-discretized problem.
There are a number of extensions to the problems considered here that warrant closer examination. It would be of interest to understand how GSW in these systems interact. The problems considered here concentrated on the one-soliton solution 4, however it would be of interest to see if more complicated behaviours and interaction effects arise as a consequence of wave interactions in n-soliton solutions. In particular, such solutions would allow us to identify bound states, as in [7, 17] , in which the oscillations that are switched on by one solitary wave are switched off by another. This means that, even though the solutions are GSW, the waves are not necessarily present in the far field, but rather restricted to the region between to travelling wave cores.
It would also be of great interest to study the behaviour of solutions in lattice equations that are not travelling waves, but rather the evolution of some prescribed initial condition.
In the study of partial differential equations using exponential asymptotic methods [10, 20] , complicated Stokes switching effects such as higher-order Stokes switching was found that was not typically present in solutions to ordinary differential equations. These effects have never been computed in lattice equations, and it would be of significant interest to determine whether such effects are lattice equation solutions which are allowed to evolve from some prescribed initial data.
Furthermore, there are a number of other problems that could be studied using the methods described in the present study. It would be of particular interest to study oscillations present in singularly perturbed variants of higher-order integrable variants of the KdV equation, such as the seventh-order Lax equation [26] , or members of the classical KdV hierarchy described in [30] . The unperturbed versions of these equations possess solitary wave solutions; it would be interesting to study the effect of discretization on these systems, and whether applying a Taylor series expansion to the discretized equations would produce GSW solutions.
It would also be worthwhile to apply exponential asymptotic methods to integrable discretizations of the KdV equations, such as the lattice KdV derived in [32] and studied at length in [31] . There exist many other integrable discretizations of KdV variants, catalogued in [18] . As these discrete systems are integrable, they permit classical solitary wave (or plane wave) solutions. This suggests that the process of discretization process does not necessarily produce GSW solutions in the manner seen for the non-integrable hierarchy (30) , and it would be of interest to understand how this occurs. 
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A Inner Analysis for the Seventh-Order KdV
In order to determine the behaviour of F (x, t), we need to match the late-order ansatz (7) to the inner problem near the singularity at x = x±.
We define an inner spatial variable ǫη = x − x±, and a new independent coordinate v(η, t) = ǫ 2 u(x, t). The governing equation (1) becomes
In order to match the outer behaviour with the inner region, we require only the leading order governing equation for the inner region behaviour in the limit that ǫ → 0, which contains terms that are O(1/ǫ 3 ). The inner expansion therefore satisfies
We note that time derivatives do not contribute at this order, and therefore vj is constant in time. We now apply an asymptotic expansion in the inner coordinate, in the limit that We set v0 = -2 in order for this expression be consistent with the local singularity behaviour described in (5). We match this expression at successive orders of η in order to obtain a recurrence relation for vj. By matching at O(1/η 2k+5 ) and simplifying the expression, we obtain the recurrence relation
where we use the convention that vj = 0 for j < 0. This expression can be rearranged to obtain a recurrence relation for v k in terms of vj for j < k, beginning with v0 = −2. By repeatedly applying this recurrence relation, values of vj may be obtained for any choice of j.
Matching the inner expansion (55) with the outer ansatz (13) requires some care, as we must account for both of the contributions that dominate behaviour in the neighbourhood of x = x+. The full inner limit of the outer expansion (13) is therefore
as j → ∞ and x → x+, where α = 1 2
. Matching between the outer limit of the inner expansion (55) and the inner limit of the outer expansion (57) is complicated by the fact that there are two contributions of equal size.
We follow the strategy for finding the prefactor with multiple contributions used in [23, 24] and adapt it to consider the sum of three consecutive terms. Consequently, we find that
where the fact that 1 + (α/α) 2 + (α/α) 4 
As vj does not vary in time, F1 and F2 clearly take constant values. We will denote this value as F = Λ1 and Λ2 respectively. By evaluating vj for sufficiently large values of j using (63), we can approximate Λ using (58) and (59). This process is illustrated in Figure   7 for λ = 1.
We see that as vj increases, Λ tends to a constant value. This process was continued to j = 600, establishing that if λ = 1, we have Λ1 ≈ 0.711 + 0.694i and Λ2 = Λ1. A similar analysis in the neighbourhood of x = x− shows that Λ3 = Λ1 and Λ4 = Λ2; this is a consequence of the fact that uj and vj are always real, and therefore must be the sum of complex conjugates.
In the λ ≤ 
This is always a real-valued expression, meaning that unlike the λ > 1 4 case, Λ will only take real values. An example calculation for λ = 1 8 using the recurrence relation (56) is illustrated in Figure 8 . The value of Λ was approximated using (7) with j = 600, giving Λ ≈ −11.70.
B Inner Analysis for the Lattice KdV
In order to determine the behaviour of F (x, t), we need to match the late-order ansatz (7) to the inner problem near the singularity at x = x±. The process is similar to Appendix A, although the recurrence relation is more complicated, as the number of terms depends on the recursion depth.
We define an inner spatial variable hη = x − x±, and a new independent coordinate v(η, t) = h 2 u(x, t). The governing equation (34) 
The matching requires only the leading-order terms the limit that h → 0. At O(1/h 3 ), we 
The time derivatives again do not contribute at this order, and therefore vj is a constant.
We now apply an asymptotic expansion in the inner coordinate, in the limit that η → ∞,
given by (55). We again set v0 = -2 in order for this expression be consistent with the local singularity behaviour described in (5) and match η → ∞ in order to obtain a recurrence relation for vj . At O(1/η 2k+5 ), we obtain the recurrence relation 
This expression can be rearranged to obtain a recurrence relation for v k in terms of vj for j < k, beginning with v0 = −2. By repeatedly applying this recurrence relation, values of vj may be obtained for any choice of j.
Matching the inner expansion (55) with the outer ansatz (44) requires that
As vj is constant, F (t) must also be a constant, which we again denote as Λ. By evaluating vj for sufficiently large values of j using (63), we can approximate Λ using (64). This process is illustrated in Figure 9 . As vj increases, the approximation for Λ tends to a constant value. This process was continued to j = 200, establishing that Λ ≈ −2.68 × 10 3 .
