I Introduction
In this paper we apply a soft-decision sequential decoding method for block codes to a ReedSolomon (RS) encoded phase-shift keying (PSK) system in a Rayleigh fading channel. The decoder uses a stack algorithm with a variable bias-term metric that arrives at a decoding decision with a relatively small number of operations on average. An outer (hard-decision decodable) RS code is concatenated with the inner (soft-decision decodable) RS-encoded PSK system to correct errors and erasures generated by the inner decoder.
There are several motivations for this approach. First, it is well known (e.g., 1]) that the minimum Hamming distance determines the asymptotic diversity order of a coded system in a fading channel. Since RS codes are maximum distance separable, they achieve maximum possible asymptotic diversity order for a given code rate and block length. Second, softdecision decoding of RS codes o ers additional coding gain that is otherwise unattainable with conventional hard-decision decoding. Third, the code structure and algebraic properties of RS codes are well known, giving rise to exibility in choice of design parameters without requiring lengthy computer searches for good codes. Finally, a block encoded (as opposed to trellis encoded) approach may be well suited to packet-oriented communication.
The greatest obstacle to overcome in realizing this coding scheme is implementation of the inner soft-decision decoder. Despite the enormous coding gains achieved, most soft-decision decoding (SDD) schemes have a prohibitively high complexity to implement in practice. Various approaches to solving this problem have appeared in the literature, including an errors-and-erasures decoding procedure 2, 3] (see also 4]) or a limited search based on channel reliability information 5] . In this paper, we use a sequential stack-algorithm-based inner decoder with a variable metric bias-term 6]. This decoder has the advantage that it is adaptive to noise, and at high signal-to-noise ratios (SNRs) can locate the maximumlikelihood codeword with a minimum of computational e ort. To overcome the variable decoding delay inherent in all sequential decoders, we impose a \time-out" on the decoder.
If the decoder has not made a decoding decision before a prescribed decoding time, the received block is declared an erasure, and passed on to the outer decoder.
The outer code, another Reed-Solomon code, but with a larger symbol alphabet, is used to \clean up" erasures and undetected errors passed to it from the inner decoder. Conventional algebraic hard-decision errors-and-erasures decoding is used. With this approach, signi cant coding gain over uncoded modulation can be achieved.
This paper is organized as follows. In Section II, we brie y present the standard memoryless Rayleigh fading channel model used in our study, and describe design parameters of the concatenated system. In Section III, we describe the sequential decoding procedure used for soft-decision decoding. In Section IV, we proposal a simple and e ective fading amplitude estimate for encoded PSK systems. Section V brie y describes the operation of the outer code. In Section VI we present comparisons among various approaches to transmission on the Rayleigh fading channel. Finally, some conclusions are o ered in Section VII.
II System Model
In this section we brie y describe the channel model and system parameters. A block diagram of the transmission system under consideration is shown in Fig. 1 . The system uses M-ary phase shift keying (MPSK) as the underlying modulation method. To simplify analysis, the following assumptions are made: 1) interleaving is perfect, so that the channel appears memoryless to symbols entering the interleaver; 2) the receiver performs perfect coherent detection, compensating for any phase shift introduced by the fading process; 3) the fading amplitude is Rayleigh-distributed. In practice, of course, the in uence of memory in the fading process and imperfect phase synchronization would have to be considered. Furthermore, other (more complicated) fading models (e.g., Ricean or Nakagami-m fading) of shadowing models might be appropriate in various contexts. Nevertheless the Rayleigh channel model appears as a \worst-case" channel in many of these models, and the simplify-ing assumptions made are useful to establish a benchmark in comparing coded modulation schemes.
The coding channel that we deal with, therefore, is the discrete-time memoryless Rayleigh fading channel. This channel accepts a complex valued (baseband) input x n] at time n, and produces the output r n] = n]x n] + N n] (1) where N n] = N i n]+jN q n] is complex-valued additive white Gaussian noise, and n] is an independent (memoryless) real-valued Rayleigh random variable, having probability density function f (x) = 2xe ?x 2 ; x 0;
with a mean-squared value of unity. The in-phase and quadrature noise components, N i n] and N q n], are independent and have variance N 0 =2. For purposes of illustration, our goal is to produce a coded scheme capable of transmitting approximately 2 bits per channel-use, so that we can make comparisons with uncoded 4-PSK. Including the modulation, three levels of \encoding" are included in Fig. 1 .
The modulation scheme we use is 8-PSK, hence the inner code should be de ned over an alphabet with eight symbols. We use GF(8), the eld f0; 1; ; 2 ; ; 6 g with eight elements, where 3 = 1 + . We map symbols from GF(8) to the 8-PSK constellation using the Gray mapping shown in Fig. 2 . The inner code can be any (n; k; d) code de ned over GF (8) . Here n denotes the block length, k the number of GF(8) information symbols, and d the minimum Hamming distance of the code. A soft-decision decoding algorithm (with erasure declaration) is used to decode the inner code. This decoding algorithm will be described in the next section.
The purpose of the outer code is to correct (\clean-up") erasures and errors passed to it by the inner decoder. Typically, a relatively long Reed-Solomon code, capable of handling bursts of errors and erasures, is used as the outer decoder. In our system, we propose to use an (N; K; D) Reed-Solomon code de ned over GF(64). A GF(64) symbol can be conveniently obtained by concatenating two GF(8) symbols from the inner code. A standard algebraic \error-and-erasure" correcting decoder can be used to decode the outer code.
Our rst concern in designing the system is the overall data throughput rate, given as 3kK=(nN) bits per channel-use. Since our example design objective is achieve an overall data throughput rate of approximately 2 bits/channel-use, we would like (kK)=(nN) 2=3. We will use an inner code rate in excess of 2/3, and an outer code rate near unity. Although an outer code with low code rate would be capable of correcting more errors, it would drastically diminish the overall data throughput rate.
The inner code should be chosen so that the complexity of soft-decision decoding is not too great, while at the same time achieving maximum possible minimum Hamming distance at the desired code rate. Of course these are, in general, con icting objectives. To achieve the stated design goal of a transmission rate near 2 bits/channel-use, we found that the (7,5,3) Reed-Solomon code was a reasonably good choice for the inner code. However, we also studied the performance obtained with (7, 6, 2) and (14,10,4) codes over GF (8) . (See Section VI).
The outer code must be chosen to achieve a relatively high rate, while providing sucient minimum distance to correct errors and erasures passed to it by the inner decoder. Consequently, the exact choice of outer decoder will depend on the decoding algorithm used by the inner decoder. Since decoding of the outer code is done using conventional algebraic methods, relatively long block lengths are not precluded, and these long block lengths give good exibility in the choice of code parameters.
III Sequential Decoding of Reed-Solomon Codes
In this section, we describe a soft-decision sequential decoder for Reed-Solomon codes. Of course one approach to soft-decision decoding of Reed-Solomon codes is to perform a breadth-rst search of the code trellis 7] using the Viterbi algorithm. A minimal trellis (in the sense of minimizing the number of states required to represent all codewords) can be found, e.g., via Wolf's procedure 7] or in a number of other equivalent ways 8, 9, 10]. Every n; k] maximum distance separable code over GF(q) has the same minimal trellis (apart from branch labels) 10]; the minimal trellis always has s i = min(q i ; q n?i ; q k ; q n?k ) states at time index i 10, 11] . The Viterbi algorithm explores all states in the trellis; therefore, the number of states visited is given by where m = min(k; n ? k). For large q and m, a complete trellis search becomes computationally infeasible.
As an alternative to Viterbi decoding, we adopt a sequential soft-decision decoding approach in this paper. Unlike the Viterbi algorithm, which searches the code trellis, sequential decoding algorithms typically search the code tree. While a tree will have more vertices (states) than the minimal trellis describing the same code, in most cases, only the small relevant portion of the tree is generated and searched at each decoding step.
We propose to use a stack algorithm 12, 13] for which e cient systolic architectures that maintain the priority queue (stack) have been devised 14, 15] . Such architectures maintain a priority queue (stack) in which pushes and pops (of the least cost node) are performed in a small xed amount of time, independently of the size of the stack. The main cost in processing a node, therefore, is to compute the set of its successors (and their associated accumulated metrics), for which we will describe a computationally e cient procedure. Software implementation of the stack is not precluded; however, manipulating the stack (which can be done in time proportional to the number of elements in the stack) becomes an important cost associated with processing each node. Even in this case, though, for large signal-to-noise ratios and for a reasonably large code, the stack algorithm will provide a computational savings relative to the Viterbi algorithm.
The novel features of our sequential decoder include the use of a variable bias-term branch metric (equivalent to a soft-decision \Fano metric" 6, 16]), and a \time-out" mechanism (as in 15, 17] ) that declares a received block to be an erasure if the decoder requires an excessive time to locate the maximum-likelihood codeword.
A Constructing the Code Tree
For any nonzero n-tuple v = (v 1 ; v 2 ; . . .; v n ) with elements from a nite eld (for example, a nonzero codeword of length n), we de ne the start of v as the smallest index i for which v i 6 = 0. A generator matrix G for a given block code is said to be in tree-oriented form if no two rows of G start in the same position. Tree-oriented form is a generalization of trellis-oriented form (see, e.g., 9, 10]). Examples of tree-oriented generator matrices include any matrix in systematic form IjP], where I is an identity matrix, or a generator matrix whose rows are obtained as cyclic shifts of a generator polynomial. For n; k] RS codes (or, indeed, any k-dimensional maximum distance separable code) each row of the tree-oriented generator matrix must start in one of positions f1; 2; . . . ; kg. (This property is not true for an arbitrary linear code). In what follows, we assume that the rows of the tree-oriented generator matrix G are arranged so that the ith row starts in position i. We assume, further, that the mapping between an information k-tuple u and a codeword v is achieved by matrix multiplication v = uG.
A tree for a given code over GF(q) can be constructed from its tree-oriented generator matrix by iteratively \expanding" each node starting from the root of the tree, which is at depth zero in the tree. Consider a node at depth i < n in the tree. Such a node will have either exactly q descendants (if some generator starts in position i + 1 in the tree-oriented generator matrix) or exactly one descendant (if no generator starts in position i + 1 in the tree-oriented generator matrix). Since the rows of the tree-oriented generator matrix start in positions f1; . . . ; kg in a q-ary Reed-Solomon code, a node at depth i will have exactly q descendants for 0 i < k, and exactly one descendant for k i < n. For example, Fig. 3 illustrates this for a 4,2] code over GF (4) .
Associated with each node of the tree is a q-ary k-tuple: the \state label". The root node is labelled with the all-zero k-tuple. Associated with each branch in the tree is the \branch label." Each codeword in the code is generated by following a path from the root node to a leaf node at depth n, reading o the branch labels as the path is traversed.
A major operation in a sequential decoder is to determine the set of successors of a given node, along with the associated state and branch labels. For a given node at depth i in the Reed-Solomon code tree, this can be done as follows. If i k, the single descendant node will have the same state label as its parent. Let e j be the unit k-tuple with a single`1' in the jth position, and zeroes elsewhere. If i < k, the state state labels of the q descendants are obtained by adding the q nonzero multiples of e i+1 to the state label of the parent. For example, in the tree of Fig. 3 , the four descendants of a node labeled x0 at depth 1 are labeled x0; x1; x!; x! for any x 2 GF(4). This method of de ning state labels has the advantage that the state label corresponding to a given node at depth n in the tree is equal to the information k-tuple corresponding to that codeword. Thus no \traceback" is needed to recover the information k-tuple corresponding to a decoded codeword.
The edge label corresponding to each descendant can be computed by multiplying the descendant's state label with the i + 1st column of the tree-oriented generator matrix. If the tree-oriented generator matrix is in systematic form and i < k, then the branch label is simply the i + 1st component of the descendant's state label. In this way, the tree (or any relevant portion of the tree) can be constructed iteratively, starting from the root node.
B Variable Bias Term Branch Metric
Soft-decision decoding is translated to a graph search problem by assigning weights to the branches in the graph. The weight (or \branch metric") assigned to a given branch measures the likelihood that the received word might have traversed the given branch. The goal of decoding is to nd a minimum cost path from the root node to a terminal node in the tree.
The particular branch metric used in the Rayleigh fading channel depends on the assumptions made about the availability of channel state information (CSI) or measurements thereof. Typically, by \CSI" is meant knowledge of the fading amplitude i a ecting the ith symbol in a transmitted codeword.
For Gaussian channels, a Euclidean distance metric is used:
where k r i ? c i k 2 is the squared Euclidean distance between the received signal r i and transmitted signal component c i (corresponding to a given branch), and R i is a \bias term." The bias term is set to zero when the Viterbi algorithm is used. In sequential decoding, this bias term is nonzero, and it has an e ect on the average number of nodes explored during decoding. Our particular choice of the bias term will be explained below. In a fading channel, the metric being used depends on the available knowledge of the fading amplitude (CSI). There are two possibilities: We will show later that the knowledge of the fading amplitude i is crucial in the perfor-mance, and we will propose an estimate of this quantity.
We use a variable, data-dependent bias term as proposed in 6, 16] . If fc 0 ; c 1 ; . . .; c 7 g is the set of eight PSK signal constellation points, we take
min 0 j 7 (kr i ? i c j k 2 ) with CSI; min 0 j 7 (kr i ? c j k 2 ) without CSI Unlike the xed bias term used in decoding convolutional codes, this bias term is datadependent and adaptive. An explanation of the rationale for choosing this bias term is given in 6, 16] . Brie y, by including this metric, the cost associated with opening a given node is the sum of the total cost in traversing from the root to that node, plus a lower bound on the cost of reaching a terminal node from the given node. Subtracting R i from the actual squared Euclidean distance at each branch is a computationally e cient method of including this latter term. For the purposes of this paper, it su ces to say that including this bias term signi cantly reduces the average number of nodes explored by the sequential decoding algorithm, without losing the maximum-likelihood character of the decoding algorithm (see Fig. 4 ).
C The Stack Algorithm
The stack (or Zigangirov-Jelinek) algorithm 12, 13] performs a priority rst search of the code tree. The algorithm maintains a data structure known as a \stack" or \priority queue." This data structure is arranged so that retrievals (\pops") from the stack produce nodes ordered according to a \priority" measure. In sequential decoding, the priority measure is the total accumulated metric associated with a given node in the tree, i.e., the sum of the branch metrics (de ned above) encountered in traversing from the root node to the given node.
The stack is initialized with the root node, having zero total accumulated metric. The algorithm proceeds as follows:
1. Pop a node from the stack.
2. If the node is a terminal node, this is the maximum-likelihood decoding codeword, and the associated state label can be returned as a decoding decision.
3. Otherwise, the set of successor nodes is created, and updated with their total accumulated metric. These are pushed into the stack, and the process repeats itself from step 1.
It is easy to see that there are essentially two fundamental operations taking place in the stack algorithm; namely, (1) \opening" a node (i.e., creating the set of successors of a given node and their associated costs), and (2) manipulating the stack. As stated above, if the stack is implemented in hardware as proposed in 14, 15] , the delay associated with stack manipulation is negligible, independently of the size of the stack. On the other hand, if the stack is implemented in software, stack manipulation becomes an important cost associated with processing a given node.
The number of nodes explored by the stack algorithm is highly variable, depending on the particular noise pattern produced by the channel. The average number of nodes explored is SNR-dependent. At high SNR values, this number tends to be quite small. For example, Fig. 4 shows the average number of nodes explored in decoding a (7,5,3) RS-encoded PSK scheme in Rayleigh fading, in the absence and presence of the variable bias term. The number of nodes explored by the Viterbi algorithm is also plotted to facilitate comparison.
We can see from Fig. 4 that a dramatic reduction in decoding complexity is achieved when the variable bias term is included. Actually, the average number of nodes examined over the SNR range plotted is now always less than the number of nodes traversed using the Viterbi algorithm. The advantage of the stack algorithm over the VA is fully demonstrated for the SNR range under our investigation. This result, however, should be interpreted with caution for two reasons. First, this is only an average. Occasionally, the number of nodes examined will even exceed that of the VA. Second, the complexity involved in examining a node using the VA is di erent from the SA. However, provided that the stack is implemented in hardware, we feel that complexity involved in extending a node and updating accumulated metric values is comparable to that of the VA. Of course, if the stack is implemented in software, the per-node complexity of the stack algorithm would be greater due to the complexity of maintaining the stack.
D Time-out Mechanism
All sequential decoding algorithms exhibit a wide variability in the number of nodes explored during the decoding process. In practice, because codewords are transmitted at a constant rate, this variability in decoding can create system-level problems requiring extensive data bu ering, etc. One way to surmount this di culty is to impose a \time-out" on the decoder. If the decoder has not arrived at a decoding decision within a given amount of time, the received codeword is declared to be an erasure, and the decoder moves on to the problem of decoding the next received word.
The rationale for this approach is that received blocks that require a large decoding e ort are likely to be unreliable, even if the decoder is allowed to continue decoding inde nitely. Received words that are decoded quickly are likely to be more reliable. This rationale is borne out by the simulation results plotted in Fig. 5 , where the bit error rate (BER) after decoding the (7,5) RS code is plotted as a function of the number of decoding steps (i.e., as a function of the \time-out"). The minimum number of nodes explored in sequential decoding of the (7, 5) code is 42. If we isolate those decodings that require exploration of fewer than 50 nodes, we can see that the BER is approximately one order of magnitude better than the average BER at high SNR. Unfortunately, only about 20% of the received words fall into this category, as shown in Fig. 6 , so a 50 node limit is too low in practice.
If the \time-out" is set longer (more nodes explored), the probability of incomplete decoding can be gradually reduced. If we aim at terminating inner code decoding when the probability of incomplete decoding is less than approximately 10%, we can use Fig. 6 to select an appropriate time-out value. For example, by setting the node limit to 500, this 10% value can be achieved at all SNR values larger than 0 dB. Adjusting this time-out is an important design parameter in our system.
IV Channel State Information Estimation
In this paper, Channel State Information (CSI) refers to knowledge of the fading amplitude a ecting a given transmitted symbol. The importance of CSI in a decoding procedure is shown in 18]. We observe in 18] that without CSI, the performance of decoding of RS code is about 3dB worse than the case with perfect CSI. Since the CSI plays an important role in decoding, we propose an estimation of the CSI as follows.
Since we are using a PSK constellation, the energy of all the possible signalling points are identical. We assume that the amplitude of the fading process, , is considerably larger than the amplitude of Gaussian noise, i.e., we are operating at a high-SNR environment. As a result, we propose to use the amplitude of the received signal as an estimate of the fading amplitude, i.e., if (x; y) is the transmitted signal point, and (x 0 ; y 0 ) = ( x; y) + (n x ; n y ) is the noisy faded received data, we estimate as^ = q (x 0 ) 2 + (y 0 ) 2 . To illustrate the accuracy of this estimate, a computer simulation is carried out. The precision of this estimate for di erent signal to Gaussian noise ratios is plotted in Fig. 7 .
We can see that the peak of the distribution of the estimate lies around the centre region ( 20%) of the actual fading amplitude. This peak increases progressively with increasing SNR. At SNR = 30dB, the estimate is almost identical to the actual one with a probability close to 1.
The curve of Fig. 8 displays the bit error rate performance of (7,5) RS-encoded PSK with maximum-likelihood decoding under conditions of no CSI, perfect CSI, and with a CSI estimate. These results con rm that the decoding performance using this simple channel state estimate is almost identical to that obtained assuming perfect CSI.
We should note, however, that we have assumed perfect symbol timing (ideal sampling phase) and perfect phase coherence in this section. In practice, variation of the sampling phase or of the the signal phase can have a signi cant e ect on the accuracy of our fading amplitude estimate, and hence the results of this section provide an overly optimistic assessment of achievable performance. Nevertheless, in a fading channel environment in which the phase can be tracked for coherent detection, it is quite likely that the fading amplitude can also be reliably estimated. Thus we proceed assuming the availability ideal or near-ideal CSI.
V Algebraic Outer Decoder
Although the soft-decision maximum-likelihood decoder used for inner code decoding gives an optimum estimate of the transmitted codeword, such a decoder is not suitable to be used as the outer decoder. Instead, we propose to use standard algebraic hard-decision decoding algorithms with the outer code. Algebraic hard-decision errors-and-erasures decoding can be e ciently performed using \o -the-shelf" decoding chips that implement errors-and-erasures decoding. We refer to a given codeword to be decoded by the outer code as an outer codeword.
It is well known that a linear (n; k; d) block code is capable of correcting erasures in addition to errors. Indeed, such a code is capable of simultaneously correcting t errors and e erasures provided that 2t + e d ? 1. There are several possible cases of error and erasure patterns that might occur.
Case I: If e > d ? 1 the erased symbols cannot be recovered, and random bits are assigned to the erased symbols.
Case II: If e d ? 1, errors-and-erasures decoding is performed. In addition to the e erasures, the code is capable of correcting up to t = b(d ? e ? 1)=2c errors. If there are e erasures and t or fewer symbol errors in an outer codeword, the decoding will be successful and correct. If there are e erasures and more than t symbol errors, and the received word syndrome corresponds to a correctable error pattern, the decoding will be \successful" with undetectable errors. This typically introduces more errors in the outer codeword, and is beyond the control of the inner and outer decoder. When the number of errors exceeds the error correcting capability t, and the received codeword syndrome does not correspond to any correctable error pattern, there is no simple method to recover a valid codeword. There are two possible action for the decoder.
1. The entire block of outer codewords is erased, and retransmission is requested, if possible.
VI Performance Comparisons
In this section, we present simulation results comparing the performance of several concatenated (and unconcatenated) systems. We also compare these results with other results obtained in the literature. As a simple means of comparison, we evaluate the relative performance in terms of SNR gain at P e = 10 ?5 . The BER of the coded schemes are shown in Fig. 9 . Although all schemes have transmitted bit rates near 2 bits/channel-use, they are not all identical. The bit rates of the various schemes are indicated in Fig. 9 .
We can see that at P e = 10 ?5 , there is a gain of about 20 dB by using the (7,5,3) RS code together with the soft-decision ML decoding algorithm over the uncoded 4-PSK. The errors-and-erasures decoding scheme of 3] applied to the same (7, 5, 3) is also shown in Fig. 9 for comparison. Our soft-decision approach provides considerable performance improvement.
A further 8 dB improvement can be obtained by using a longer (14, 10, 4) linear block code over GF (8) . This code can be constructed by applying the (UjU + V ) construction 19] with U a (7; 6; 2) RS code and V a (7; 4; 4) RS code. However, this improvement comes with a penalty of an increase in decoding complexity. Although it is still feasible to decode this code using the sequential decoding procedure presented here, the minimal trellis for the corresponding code has as many as 8 4 = 4096 states, making a Viterbi algorithm search of this code infeasible.
The power of concatenation is evident when we use a concatenated coding scheme consisting of a (7, 5) inner RS code and a (63,50) outer RS code with a data throughput rate of 1.7 bits/channel-use. We can observe a 10 dB improvement over the (7, 5, 3) RS encoded scheme, which corresponds to a further 2 dB gain over the (14, 10, 4) block coded system (which, however, uses no concatenation).
If we are to increase the data throughput rate closer to 2 bits/channel-use, we can use a (7, 6) inner RS code and the same (63,50) outer RS code. However, this comes with a reduction in performance by about 2 dB relative to the (7,5) concatenated system. We can see that this system has a similar BER as the 32 state Trellis Coded Modulation (TCM) scheme in 20] . A trellis for the (7, 6) inner code has only eight states, and so could be feasibly decoded using either the sequential decoding method presented here or by the Viterbi algorithm. Since the outer code can be decoded using \o -the-shelf" decoding chips, the decoding can be done e ciently. We can also change the rate of the outer code by simply altering the parameters of the code. This means we can easily alter the tradeo between performance and complexity.
We also compare our results with those in 21]. The system in 21] uses a 64-state TCM as inner code and a (255,223) RS outer code, and so represents a system of reasonably high complexity. Although the performance of our system using (7, 5) inner RS code and (63,50) outer RS code is inferior to that, our system has the following advantages. First, the design parameters of our system can be adjusted as the properties of RS codes are well known. Second, the decoding delay (\time-out") of the inner decoder can be altered according to the speci c application. For applications where the BER is paramount, we can implement the inner decoder on a chip with better computing power. On the other hand, if the cost of the decoder has a higher priority, we can use a shorter \time-out" on the inner decoder, and use a lower rate outer code to recover the erasures and undetected errors.
VII Conclusions
A sequential soft-decision maximum-likelihood decoder with variable bias-term was presented and applied to a Reed-Solomon-encoded phase shift keying system. Simulation results show that on average this decoding procedure visits signi cantly fewer nodes in the decoding tree than does a Viterbi algorithm search of the minimal code trellis.
The importance of knowledge of the fading amplitude, or channel state information (CSI), was also addressed. A simple fading amplitude estimate gave excellent results and was used throughout this work.
We found a coding of 20 dB at BER=10 ?5 by using the soft-decision maximum-likelihood decoding algorithm on a (7,5,3) RS code when compared with an uncoded 4-PSK signalling system, as shown in Fig. 9 .
To further improve the performance, we used a longer (14,10,4) linear block code over GF (8) . We observed an approximately 8 dB gain over the (7, 5, 3) RS code using the same soft-decision maximum-likelihood decoding algorithm. However, this improvement comes with an increase in decoding complexity.
Concatenation of an outer Reed-Solomon code further improved the BER without increasing the decoding complexity signi cantly. By concatenating a (63,50,14) RS code over GF(64) with soft-decision decoded (7, 5, 3) RS-encoded PSK, we were able to achieve an extra 10 dB gain over the (7, 5, 3) RS code, or approximately 30 dB gain over uncoded modulation at a bit error rate of 10 ?5 .
In an attempt to increase the overall data throughput rate, we also use a (7,6,2) RS inner code and (63,50,14) outer RS code concatenated structure. Together with this increase in data rate, there is a 2 dB loss at BER=10 ?5 . However this scheme appears quite attractive in terms of performance and relatively small decoding complexity.
A major achievement of this work is to achieve near maximum-likelihood decoding of RS-encoded PSK with moderate decoding complexity. The decoder operates with a xed upper limit on decoding delay. If ML decoding is not achieved in the given delay, or if there are undetected errors, the outer decoder will be able to recover those. This will further improve the BER, which does not come with the penalty of a dramatic increase in overall decoding complexity. In our design, we try to minimize the reduction in overall code rate, in an attempt to improve the performance. Depending on the application, it is possible to further reduce the code rate and achieve a better BER, or vice versa. This can be done by changing the parameters of the outer code, the inner code and the time-out value to achieve di erent results.
The results reported in this paper show that sequential soft-decision decoding of blockencoded modulation with the exibility a orded by time-out adjustment and concatenation of an outer code is a promising approach for digital transmission over fading channels. 
