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a b s t r a c t
This paper introduces three (one linear and two nonlinear) automatic scaling techniques for NLPs with
states and constraints spread over several orders of magnitude, without requiring complex off-the-shelf
external tools. All of these methods have been compared to standard techniques and applied to three
problems using SNOPT and IPOPT. The results confirm that the proposed techniques significantly improve
the NLP conditioning, yielding more reliable and in some cases, faster NLP solutions.
© 2014 Elsevier B.V. All rights reserved.1. Introduction
Optimal control problems which are too complex to be solved
analytically can often be solved numerically once the original prob-
lem is converted to a nonlinear programming problem (NLP). This
conversion is carried out by using one of the many transcription
methods, which transform the original continuous problem into
an approximate discretized version that can be numerically solved
with one of the well-known NLP solvers such as SNOPT [7] or
IPOPT [12]. Unfortunately, having a good transcription method is
not sufficient to ensure the quality of the solution, since poor scal-
ing can make it difficult to compute the minimizer accurately or to
even compute theminimizer at all. To overcome this problem, his-
torically the first approach has always been the time-consuming
process of manually scaling the problem [2,10], although sev-
eral automatic scaling methods can also be found in the litera-
ture, c.f. the isoscaling (IS) and Jacobian rows normalization (JRN)
methods described in [10,1,9]. The evolution of these automatic
scaling techniques leads to the development of the projected Ja-
cobian rows normalization (PJRN) which we propose here, and
by extension, to the nonlinear scaling methodologies. For com-
pleteness, it is important to stress that convex optimization [4] or
pre-optimization [8] could also be used to automatically scale the
NLP, although this is out of the scope of this work, since we are
interested in simple techniques which do not require additional
off-the-shelf software. This paper is organized as follows. Section 2
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0167-6377/© 2014 Elsevier B.V. All rights reserved.characterizes the NLP problem to be scaled, and Section 3 briefly
reports the standard scaling technique for the states, which is in-
dependent of the NLP scaling that we discuss here. Sections 4 and 5
present the proposed linear and nonlinear automatic scaling tech-
niques. Finally, Section 6 reports the improvements in the condi-
tion numbers obtained with the presented techniques. Moreover,
the CPU times required to scale and solve the NLP problems are re-
ported, along with the minimal cost obtained by solving the scaled
NLP for the three different problems analyzed here.
2. Characterization of the NLP problem
A detailed description of NLPs arising from the transcription of
optimal control problems can be found in [3,5]. In the general case,
we can formulate the NLP as having a cost function J(X), a set of
algebraic constraints F(X) representing the differential equations,
and in some cases, a set of path constraints G(X). Hence the NLPs
we consider are of the form (1).
min J = J(X),
F(X) = 0
gL ≤ G(X) ≤ gU .
(1)
A measure of the quality of a scaling method is the condition
number of the Jacobian of the NLP (1), which in the general case is
a rectangular matrix given by (2).
Jac =
∇J
∇F
∇G

. (2)
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of a scaling method’s quality because the Jacobian defines the
search direction during the iterative process, and therefore a well-
conditioned Jacobian is essential for solving (1) without excessive
rounding errors.
In the following sections, we will show how the Jacobian of the
differential equations F(X) and the path constraints G(X) can be
treated with different techniques.
3. Scaling of NLP states
The states X of the NLP problem are scaled using the standard
linear transformation given in [1], regardless of the NLP scaling
method (IS, JRN, etc.) that we use. Specifically, the scaled state X˜
is given by (3).
X˜ = Kx · X+ bx. (3)
Kx is a diagonal matrix, and bx is a vector having the same di-
mensions as X. Since we always deal with bounded states and con-
trol, the diagonal elements of the matrices Kx and bx are defined
to be
Kxii =
1
XUi − XLi
, bxi = −
XLi
XUi − XLi
. (4)
Note that the transformation (4) yields scaled states X˜which al-
ways lie in the interval [0, 1]. In case of unbounded states, artificial
upper and lower boundaries are usually introduced [1].
4. Linear techniques
Linear scaling techniques use a scaling of the form (5).
F˜ = Kf · F, G˜ = Kg · G. (5)
Kf and Kg are diagonal matrices. The isoscaling (IS) method is
one such technique whereby the constraints F are scaled exactly
like the states, that is,
Kf = Kx,
where Kx is given by (4), see [1,9]. Note that isoscaling does not
help in scaling the constraints G. A possible refinement of this ap-
proach has been suggested by Rao [10], who uses randomly sam-
pled points around the vector X, and computes the mean of the
norms of the Jacobian rows of F andG instead of the norm of the Ja-
cobian rows. Unfortunately, this technique significantly increases
the CPU time needed to compute the scaling coefficients, since the
Jacobian matrix must be evaluated many more times. Next, we in-
troduce a simple linear scaling technique which does not require
additional Jacobian evaluations, and hence is much less computa-
tionally expensive.
4.1. Projected Jacobian rows normalization
Isoscaling bases the scaling of the constraints solely on the scal-
ing of the states. In other words, it does not take into account the
relationship between the states and the constraints, which is rep-
resented in linearized form by the Jacobian. Conversely, the Ja-
cobian rows normalization (JRN) only considers this relationship,
without involving the states’ normalization in the process. Specif-
ically, in the JRN technique, the diagonal elements of Kf and Kg are
given by (6).
Kfii =
1
|∇F|i , Kgii =
1
|∇G|i . (6)The projected Jacobian rows normalization (PJRN) technique
which we propose considers both of these factors. Specifically, in
the PJRN, the diagonal elements of Kf and Kg are given by (7).
Kfii =
1∇F · K−1x i , Kgii =
1∇G · K−1x i . (7)
As we will show in Section 6, this scaling generally leads to
a better-conditioned Jacobian matrix, and to a more uniformly
distributed singular values.
The Jacobian of the PJRN-scaled NLP is given by (8).
˜Jac =

∇˜ J˜
∇˜F˜
∇˜G˜
 =
 KJ · ∇J · K
−1
x
KF · ∇F · K−1x
KG · ∇G · K−1x
 . (8)
KJ is a parameter which normalizes the cost function J , Kx is
given by (4), and Kf and Kg are given by (6).
5. Nonlinear techniques
Nonlinear scaling techniques generalize the second relationship
reported in (5). Note that it is also possible to scale F with a non-
linear scaling technique, however we will take advantage of the
boundedness of G, and hence we only consider the nonlinear scal-
ing of G in this paper. Specifically, we propose using the logarithm
and the inverse-power.
5.1. Logarithmic scaling
The first nonlinear scaling technique we propose is the natural
logarithm, in which case the scaled constraint function is given
by (9).
G˜ = log (G+ C) . (9)
The constant vector C ensures that the argument of the loga-
rithm is always greater than or equal to 1. Specifically, since the
constraint function is bounded from below by gL (1), we choose C
to be given by (10).
C = −gL + 1. (10)
When the constraints are intrinsically positive (e.g. when we
consider the dynamic pressure or the heat rate, as in the case of
the Space Shuttle Entry Problem), this simply reduces to
C = 1 (11)
where 1 is a vector of ones with the same dimensions as G.
The Jacobian of a logarithmically scaled NLP is of the form (8),
where ∇G˜ is given by (12).
∇˜G˜ = 1
G+ C · ∇G · K
−1
x . (12)
Note that since the logarithmic scaling only affects G, Kf must
be chosen using a linear scaling technique such as IS, JRN, or PJRN.
5.2. Inverse-power scaling
The second nonlinear scaling technique we propose is the
inverse-power scaling technique, in which case the scaled con-
straint function is given by (13).
G˜ = (G+ C) 1n (13)
n is a positive integer, andC is chosen so thatG+C is always greater
than or equal to 1. Specifically, in the present paper, we always
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Automatic scaling performances.
Problem Technique Scaling performances SNOPT performances IPOPT performances
∇F˜ ∇G˜ C.N. ratio CPU time (s) J CPU time (s) J CPU time (s)
SS
IS JRN 5.857990e+006 3.025e−001 −3.063849e+001 5.795e+000 −3.063850e+001 6.116e+001
IS PJRN 9.677610e+005 4.550e−002 −3.063850e+001 3.165e+000 −3.063850e+001 6.020e+001
IS LOG 5.823251e+006 4.619e−002 −3.063849e+001 4.596e+000 −3.063850e+001 4.424e+001
IS IP 5.881658e+006 3.647e−002 −3.063849e+001 4.598e+000 −3.063850e+001 2.659e+001
JRN JRN 7.654331e+005 4.447e−001 −3.063850e+001 2.621e+000 −3.063849e+001 1.833e+001
JRN PJRN 7.635124e+005 1.761e−001 −3.063850e+001 1.898e+000 −3.063849e+001 3.173e+001
JRN LOG 7.654697e+005 1.987e−001 −3.063850e+001 2.124e+000 −3.063850e+001 4.804e+001
JRN IP 7.654017e+005 1.624e−001 −3.063850e+001 1.513e+000 −3.063849e+001 1.787e+001
PJRN JRN 3.063962e+006 1.313e−001 −3.063850e+001 1.083e+000 −3.063849e+001 1.917e+001
PJRN PJRN 3.370484e+007 2.972e−002 −3.063849e+001 1.923e+000 −3.063849e+001 1.758e+002
PJRN LOG 5.172896e+006 3.178e−002 −3.063848e+001 2.398e+000 −3.063850e+001 4.544e+001
PJRN IP 9.801066e+006 2.967e−002 −3.063850e+001 1.482e+000 −3.063850e+001 7.329e+001
NONE NONE – – Solution not valid – Solution not valid –
AUTO AUTO – – Solution not valid – Solution not valid –
AB
IS JRN 5.990499e+003 2.427e−001 3.069326e+001 3.457e+000 2.999047e+001 5.186e+000
IS PJRN 1.389897e+005 3.509e−002 3.013058e+001 2.678e+000 3.013107e+001 6.322e+000
IS LOG 1.002052e+002 4.573e−002 2.999047e+001 2.455e+000 2.999047e+001 2.475e+000
IS IP 3.340174e+001 6.262e−002 2.999047e+001 3.694e+000 2.999047e+001 4.782e+000
JRN JRN 5.431878e+003 3.0844−001 3.013108e+001 3.802e+000 3.013107e+001 5.568e+000
JRN PJRN 3.139037e+004 1.922e−001 3.013106e+001 3.220e+000 3.013107e+001 9.661e+001
JRN LOG 1.152042e+002 1.783e−001 3.013108e+001 3.178e+000 3.069973e+001 2.720e+000
JRN IP 3.840144e+001 1.590e−001 3.013107e+001 2.758e+000 2.999047e+001 6.105e+000
PJRN JRN 4.420080e+003 1.817e−001 2.999047e+001 3.979e+000 2.999047e+001 3.713e+000
PJRN PJRN 1.131537e+005 3.251e−002 3.013107e+001 2.995e+000 3.013107e+001 7.307e+001
PJRN LOG 1.152033e+002 4.600e−002 3.071294e+001 2.827e+000 3.069973e+001 2.419e+000
PJRN IP 3.840110e+001 3.861e−002 3.070010e+001 1.775e+000 3.013107e+001 5.895e+000
NONE NONE – – 3.013108e+001 3.733e+000 2.999047e+001 2.059e+001
AUTO AUTO – – 3.013108e+001 2.460e+000 2.999047e+001 1.733e+001
HG
IS JRN 3.53921e+001 1.006e−001 −1.248032e+003 1.041e+000 −1.248032e+003 2.239e+000
IS PJRN 3.281319e+001 1.528e−002 −1.248032e+003 8.580e−001 −1.248032e+003 1.437e+000
IS LOG 1.854903e+001 9.602e−003 −1.248032e+003 5.453e−001 −1.248032e+003 1.467e+000
IS IP 1.071138e+001 1.277e−002 −1.248032e+003 5.929e−001 −1.248032e+003 2.045e+000
JRN JRN 9.384483e+000 1.285e−001 −1.248032e+003 7.432e−001 −1.248032e+003 1.370e+000
JRN PJRN 9.024341e+000 5.274e−002 −1.248032e+003 6.736e−001 −1.248032e+003 1.439e+000
JRN LOG 6.165254e+000 5.309e−002 −1.248032e+003 5.719e−001 −1.248032e+003 1.507e+000
JRN IP 3.848432e+000 5.291e−002 −1.248032e+003 5.770e−001 −1.248032e+003 1.363e+000
PJRN JRN 8.954468e+003 4.344e−002 −1.248032e+003 4.417e−001 −1.248032e+003 1.825e+000
PJRN PJRN 8.657115e+003 1.431e−002 −1.248032e+003 6.012e−001 −1.248032e+003 1.517e+000
PJRN LOG 6.061327e+003 1.068e−002 −1.248032e+003 4.340e−001 −1.248032e+003 1.777e+000
PJRN IP 3.835293e+003 1.005e−002 −1.248032e+003 4.355e−001 −1.248032e+003 1.657e+000
NONE NONE – – −1.248032e+003 2.346e+000 −1.248032e+003 3.463e+001
AUTO AUTO – – −1.248032e+003 2.770e+000 −1.248032e+003 8.848e+001chose C according to (10). Furthermore, we chose n to be given
by (14).
n = ceil [log (G+ C)] . (14)
Like the logarithmic scaling, the inverse-power scaling is only
applied to the constraint function G. Hence the Jacobian of an
inverse-power scaled NLP is of the form (8), where ∇G˜ is given
by (15).
∇˜G˜ = 1
n (G+ C) n−1n
· ∇G · K−1x . (15)
Note that since the inverse power scaling only affectsG,Kf must
be chosen using a linear scaling technique such as IS, JRN, or PJRN.
6. Test problems definition
Here we compare the aforementioned scaling techniques for
the Space Shuttle entry problem (SS), the reorientation of an
asymmetric body (AB), and the range maximization of a hang
glider (HG). A complete description of the problems can be found
in [1]. All of the problems have variables and constraints defined
over a wide range of magnitudes. Furthermore, constraints onthe maximum heat rate, the maximum angular speed and the
maximum load factor are included.
The problems are transcribed using SPARTAN, a tool developed
by the DLR which implements the global Flipped Radau Pseu-
doSpectral Method [6,11] for solving optimal control problems.
The scaling techniques have been applied using a set of 50 nodes
with two different NLP solvers, SNOPT and IPOPT, based respec-
tively on Sequential Quadratic Programming and Interior-Point
methods. The dynamics F and constraints G have been scaled using
the three linear techniques (IS, JRN, and PJRN), while the nonlinear
techniques have only been used on the constraints. The optimality
and feasibility tolerances are set to 1.0e−015. Moreover, for ev-
ery problem, the results obtainedwithout scaling (NONE) andwith
solvers’ internal scaling procedures (AUTO) are reported. Table 1
shows the ratio of the condition numbers of the Jacobians of the
nonscaled and scaled NLPs, that is,
C.N. Ratio = cond(Jac(X))
cond( ˜Jac(X˜)) . (16)
Note that a higher C.N. ratio is better, since it implies a bigger
improvement in the Jacobian conditioning. Furthermore, Table 1
also shows theCPU times required to compute the scalingmatrices,
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IPOPT, and the minimizing cost functions obtained by solving the
scaled NLPs. All of the examples have been solved with a cold start,
that is, no helpful initial guesses were provided.
For all the cases we consider, the proposed scaling techniques
reduce the required CPU time and improve the Jacobian condition-
ing more than the traditional linear methodologies. The CPU time
required to solve the NLPs is particularly reduced when SNOPT is
used. For some of the techniques we proposed it is also possible to
observe slight improvements in the cost functions. These improve-
ments are stronger when IPOPT is used. This holds for the Space
Shuttle and the Reorientation problems. For the Hang Glider prob-
lem, no variations in the cost functions were observed, but the CPU
time is positively affected by the use of the proposed techniques
in several cases. When no scaling or NLP solvers’ scaling routines
were used, for the Space Shuttle problem it was not even possible
to get a valid solution. For the other problems, valid solutions were
obtained, but with worse performances.
7. Conclusion
In this paper, three different strategies for automatically scaling
NLP problems have been proposed. The methods have been
compared against two traditional methods using two different
solvers and three different reference problems. In general (but not
in all of the cases) less time was required to solve the related
NLP problems. This aspect becomes relevant when hundreds or
thousands of NLP problems need to be solved (for instance in
case of trajectory-database generation).While PJRN is an extension
of traditional linear scaling methods, the nonlinear methods we
proposed are still widely unexplored, and additional investigationinto the application of nonlinear scaling techniques to the equality
constraints F is merited. Furthermore, the impact of a completely
nonlinear scaling methodology on the solution of NLP problems
has yet to be analyzed.
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