It is shown that (i) among BIB designs with parameters (2"+' -1, 2t+1 -1, 2t -1,2* -1, 2L-1 -l), the incidence matrix of the BIB design PG(t, 2):t -1 derived from a finite projective geometry PG(t, 2) has the minimum 2-rank and (ii) among BIB designs with parameters (2", 2*+' -2, 2$ -1, 2*-l, 2'-' -l), the incidence matrix of the BIB design EG(t, 2):t -1 derived from an atIine geometry EG(t, 2) has the minimum 2-rank.
INTRODUCTION
A balanced incomplete block (BIB) design [14] with parameters (v, b, I, k, X) is an arrangement of u objects (treatments) into b sets (blocks) such that: The last inequality is due to Fisher [4] . After numbering the v treatments and b blocks in some way, we define the incidence matrix of a BIB design to be the matrix: N = II nii II ; i=l,2 u >**-, and j = 1, 2,..., b where nij = 1 or 0 according as the ith treatment occurs in the jth block or not. If the transpose of the incidence matrix N of a BIB design with parameters (u, b, r, k, h) is used as a parity check matrix of a q-ary linear code C, the code C (called a q-ary BIBD code with parameters u, b, r, k, A) has a merit in that a relatively simple decoding procedure, called majority decoding [9] , is applicable where q is a prime or a prime power, say q = pm. In such a majority decodable code, it is desirable to obtain a code which is capable of correcting a relatively large number of errors and has a relatively large number of information symbols. It is well known [lo, I l] that if C is a q-ary BIBD code with parameters U, b, r, k, A, it is capable of correcting up to [r/2X] errors by one step majority decoding and the number of information symbols of the code C with length o is equal to u -Rank,(N), where [e] is the greatest integer not exceeding e and Rank,(N) denotes the rank over the Galois field GF(q) (i.e., the q-rank) of N. It is, therefore, necessary to obtain the incidence matrix N having a small q-rank in BIB designs with given parameters (a, b, r, k, A).
Hamada [7 1 , one of the present authors, investigated in detail the q-rank of the incidence matrix of a BIB design (more generally, a PBIB design) and conjectured that (i) among BIB designs with parameters ((qt+l -l)/(q -l), M>P.,cdY M-LP-Lq)r (4 U+l -l)/(q -I), 4(t -2, p-2, q)), the incidence matrix N(q; t, p) of points and p-flats in a finite projective geometry PG(t, q) has the minimum q-rank and (ii) among BIB designs with parameters W, #@, P, 4) -M -1, CL, s>, $0 -1, P -1,4), 4", 9% -2, P -2, d), the incidence matrix M(q; t, p) of points and p-flats in an affine geometry EG(t, q) has the minimum q-rank where d(t, /A, q) = ((qtfl -I)(qt -1) *** (qt-u+l-l))/((qu+l -l)(qu -1) **a (q -1)).
U-2)
The purpose of this paper is to show that this conjecture is true in the caseq=2andp=t-1.
THE P-RANK OF THE INCIDENCE MATRIX
OF A BIB DESIGN Since each entry of the incidence matrix N of a BIB design is 0 or 1, the rank of N over G&Q") is equal to its rank over GF(p) for any prime p and any positive integer n. We shall, therefore, deal with only the rank over GF(p) (i.e., the p-rank) of N in the following.
In [7] , Hamada showed that the p-rank of the incidence matrix N of a BIB design with parameters (a, b, r, k, A) is never less than v -1 unless p is a factor of r -A. For a primep which is a factor of r -A, thep-rank of N may be less than 2, -1 but it depends, in general, on the block structure of the design. It is known [13] where each of the numbers 1,2,..., 8 represents each of the eight treatments and each set of four numbers c1c2c3c4 represents a block which contains four treatments c1 , c2 , cQ and c4 . Let Ni be the incidence matrix of the BIB design Di , then it can be shown that Rank&V,) = 4, Rank,(N,) = 5, Rank&V,) = 6, Rank.@,) = 7 and the design D, is isomorphic with the BIB design EG(3,2) : 2. This shows that when a prime p is a factor of r -X, the p-rank of the incidence matrix of a BIB design with parameters (0, b, I, k, h) depends on the block structure of the design and in BIB designs with parameters (8, 14, 7,4, 3), the incidence matrix of the BIB design EG(3,2) : 2 has the minimum 2-rank. (For another example, see Hamada [7] .) In Sections 4 and 6, we shall show that (i) among BIB designs with parameters (2 $+l -1, 2t+1 -1, 2t -1, 2t -1, 2t-1 -l), the incidence matrix of the BIB design PG(t, 2) : t -1 has the minimum 2-rank and (ii) among BIB designs with parameters (2t, 2t+1 -2, 2t -1, 2t-1, 2t-1 -l), the incidence matrix of the BIB design EG(t, 2) : t -1 has the minimum 2-rank.
THE P-RANK OF THE INCIDENCE MATRIX OF THE BIB DESIGN PG(t, q):p
With the help of the Galois field GF(q), we can define a finite projective geometry PG(t, q) oft dimensions as a set of points satisfying the following conditions:
(a) A point in PG(t, q) is represented by (v) where v is a nonzero element of GF(qt+l).
(b) Two points (vr) and (vJ represent the same point when and only when there exists a nonzero element u of GF(q) such that vr = uv2 .
(c) A p-flat (0 < p < t) in PG(t, q) is defined as a set of points {(uovo + qv1 + --* + a,v,>> where a's run independently over the elements of GF(q) and are not all simultaneously zero and (I+,), (Q),..., (v,) are linearly independent over the coefficient field GF(q), in other words, they do not lie on a (TV -I)-flat.
It is well known [2] that the number, c', of points in PG(t, q) is equal to u = (qt+l -l)/(q -1) and the number, b, of p-flats in PG(t, q) is equal to b = #(t, TV, q). After numbering 0 points and b p-flats in PG(t, q) in some way, we define the incidence matrix of u points and b p-flats in PG(t, q) to be the matrix: Since r -h = q%&t -2, p -1, q), it is necessary to investigate the p-rank of N(q; t, CL) where q = p". The following theorem is due to Hamada [6, 71. 
THE DESIGN HAVING THE MINIMUM P-RANK (I)
In this section, we shall show that among BIB designs with parameters (2t+l -1, 2t+1 -1, 2t -1, 2t -1, 2t-1 -l), the incidence matrix N(2; t, t -1) of the BIB design PG(t, 2) : t -1 has the minimum 2-rank. and the equality is attained when and only when the design D is isomorphic with the BIB design PG(t, 2) : t -1. In order to establish this theorem, we first prove the following lemmas and theorem. LEMMA 4.1. Let N be the incidence matrix of a BIB design with parameters (v, b, r, k, X) and let A = 11 a, )I (i = 1, 2 ,..., v; j = 1, 2 ,..., a) be any v x OL matrix whose column vectors are linearly independent vectors over GF (2) of N where 01 = Rank,(N). If r # X, all row vectors of A must be distinct.
Proof
Suppose that there exist two row vectors ai1 and ai, of A such that at1 = ata where ai = (ai1 , aia ,..., a,=). Since each column vector of N is a linear combination of the column vectors of A, it follows that the i,-th row vector of N is equal to the i,-th row vector of N. This contradicts to r + h. LEMMA 4.2. Let N be the incidence matrix of any BIB design D with parameters (2t+1 -1, 2t+1 -1, 2t -1, 2t -1, 2t-1 -1) . Then, Proof. Let A = jl aij jl be a (2 t+l -1) x 01 matrix whose column vectors are linearly independent vectors of N* where 01 = Rank,(N*).
If 01 < t + 1, it follows from 2a < 2 t+l -1 that there exists, at least, one pair (ai, , ai,) of row vectors ai and ai, of A such that ai, = ai . Since r = 2t and h = 2t-1, this contradicts to Lemma 4.1. Hence, cy m&t be an integer such that (Y > t + 1.
From Corollary 3.1 and Lemma 4.2, it follows that the 2-rank of the incidence matrix of the complementary design of PG(t, 2) : t -1 is equal to t + 1. Therefore, there exists, at least, one design such that Rank,(N*) = t + 1.
We shall show that such a design is unique.
If 01 = t + 1, it follows from r # 0 and Lemma 4.1 that every row vector of A is not the zero vector and the (2t+1 -1) row vectors of A must be all distinct. Since A is a (2t+1 -1) x (t + 1) matrix whose entries are 0 or 1, this shows that the matrix A is unique except for the order of rows ofA.
Since the dual of D* is also a BIB design with same parameters, every column vector of N* is not the zero vector and the (2t+1 -1) column vectors of N* must be all distinct. This shows that N* is the (2t+l -1) x (2t+l -1) matrix whose column vectors are composed of all linear combination, except for the zero vector, with the coefficient field GF(2) of the (t + 1) column vectors of A. Hence, the BIB design such that Rank&V*) = t + 1 is unique. This completes the proof.
From Theorem 4.2 and Lemma 4.2, we have Theorem 4.1.
THEP-RANK OF THE INCIDENCE MATRIX OF THE BIB DESIGN EG(t,q):p
The affine geometry of t-dimensions, denoted by EG(t, q), is a set of points which satisfy the following conditions:
(i) A point is represented by (v) where Y is an element of GF(qt) and each element represents a unique point.
(ii) A p-flat (0 =C p < t) passing through the origin, denoted by (0), is defined as a set of points: where a's run independently over the elements of G&'(q) and vl , v, ,.,., v* are linearly independent elements of GF(q*) over GF(q).
(iii) A p-flat not passing through the origin is defined as a set of points: where u's run independently over the elements of GF(q) and v, , v1 ,..., v,, are linearly independent elements of GF(q3.
It is well known that the number, v, of points in EG(t, q) is equal to v = qt and the number, b, of p-flats in EG(t, q) is equal to b = 40, ~3 4 -d<t -1, P, 4). The following theorem is due to Hamada [7] . where q = pm and R,(t, pm) is given by (3.2).
In the special case TV = t -1, we have the following corollary:
The p-rank of the incidence matrix M(p"'; t, t all points and all hyperplanes in EG(t, p") is equal to (t+r*)m.
This corollary plays an important role in proving Theorem 6.1. In this section, we shall show that among BIB designs with parameters (2t, 2t+1 -2, 2t -1, 2t-1, 2t-1 -I), the incidence matrix M(2; i, t -1) of the BIB design EG(t, 2) : t -1 has the minimum 2-rank. THEOREM 6.1. Let M be the incidence matrix of a BIB design D with parameters (2t, 2t+1 -2, 2t -1, 2t-1, 2t-1 -1). Then, Rank,(M) > t + 1 (6.1) and the equality is attained when and only when the design D is isomorphic with the BIB design EG(t, 2) : t -1.
In order to prove this theorem, we state the following lemma due to Connor [3] . all blocks of D must be distinct. Since 0 < k < u and A is a 2t x (t + 1) matrix such that 9&(A) = W,(M), this shows that M is the 2t x (2t+1 -2) matrix whose column vectors are composed of all linear combination, except for the zero vector and J, , of the (t + 1) column vectors of A. Hence, the BIB design such that Rank,(M) = t + 1 is unique. This completes the proof.
