ABSTRACT In order to extract more texture and detail information from a given image, a memristor cell neural network is proposed by replacing the state resistances of the neurons as the memristors. The characteristic of memristor could be maintained in the whole information processing of the cell neural network so that the historical state information could be used and the information processing ability of the network could be enhanced. Furthermore, based on the fractional order calculus theory, a fractional order control template is designed for the memristor cell neural network to enhance the middle-and high-frequency information and retain more low-frequency texture information in the image edge extraction. The network could be used to extract edge information from various kinds of images. The simulation results show that the edge images extracted by this method have more complete and clear contour information and more abundant texture detail information. Both the average gradient and the information entropy of the edge images could be significantly improved.
desired function. Then, in the information processing stage, the weights of the network are fixed, and the network carries out the corresponding information processing tasks in the same way as the traditional cellular neural network. However, in this way, the memristor only plays the role of the weight adjustment, and the memory characteristics of memristor are not used in the whole information processing. Therefore, the performance of MCNN is the same with that of the traditional cellular neural network.
Cellular neural network, as a dynamic system, would converge to a stable state through a transition process. If the memristor memory characteristic could be integrated into the information processing, it would enhance the utilization rate of historical information, improve the memory ability of the network, and ameliorate the application performance of the network.
Besides, the effect of CNN in image edge extraction is closely related to the design of the weight templates which could be commonly designed by the constraint analysis method or the learning method. The learning method train the weight template by the given or ideal image samples [17] [18] [19] . Instead, the constraint analysis method directly design the weight template according to the task without the sample space [20] , [21] . However, the edge extraction template based on the integer order calculus could only enhance the high-frequency information in the image, and greatly suppress the middle-frequency and the lowfrequency information. Therefore, some blurry texture and detail information would be lost during the image edge extraction.
It is well-known that fractional order calculus is an extension of integer order calculus. Compared with integer order calculus, fractional order differential could not only dramatically enhance the high-frequency information, but also heighten the middle-frequency information and retain the low-frequency information in nonlinear [22] [23] [24] . Therefore, fractional calculus theory could be applied to improve the image processing performance [25] [26] [27] [28] [29] . Such as, the restoring and maintaining the edges and textural details capability of the fractional-order image restoration algorithm is superior to that of the integer-order image restoration algorithm [30] . The image denoising method based on fractional calculus operator could not only preserve more image edges and texture information, but also get a better visual effect [31] . Contrast Enhancement method based on the fractional order differential could preserve edges and textural details than that based on the integer order differential [32] . Above all, the image processing methods based on fractional calculus theory could retain more texture and detail information of the middle-frequency and the low-frequency.
Therefore, in order to improve the edge detection performance, a novel memristor cell neural network model is proposed. A fractional order edge detection control template is designed to reserve the middle-frequency and the low-frequency information in the image, and the memristor memory characteristic always plays the role to enhance the utilization ratio of information in the whole process of the information processing. Thus, more fine texture details could be extracted from the original image.
II. MEMRISTOR CELLULAR NEURAL NETWORK
The connection weights of the traditional cellular neural network could be implemented by multiplier. The model of the voltage controlled current source in the network is shown in Figure 1 .
From Figure 1 , the connection weight template of CNN is fixed. If the connection weights need to be changed, the network must be reconstructed. Therefore, the network is lack of flexibility.
The resistance of memristor could be changed with its applied voltage or current. When different excitations were applied to the memristor, the memristor would exhibit different hysteretic memory characteristics. The controllability of the memristor resistance could be used to adjust flexibly the connection weights of CNN in hardware.
The structure of voltage-controlled current source in memristor cell neural network is given in Figure 2 .
In Figure 2 , when the W 1 and W 2 are opened and W 3 and W 4 are closed, the memristor weight M could be adjusted. At this time, the input excitation of the memristor would be larger than its adjustment threshold, the resistance of the memristor could be changed by controlling the time of the input excitation. That is, the resistance of the memristor could be changed by the applied voltage. In the working stage of the network, W 1 and W 2 are closed, W 3 and W 4 are opened, and the memristor weight M would be connected into the CNN. At this time, the input excitation on the memristor is less than its adjustment threshold, and the resistance of the memristor could not be changed. The memristor value would be fixed in the network in the information processing.
Although the weights could be flexibly and conveniently adjusted in the way above, the memristor characteristic would disappear in the working stage. The network could only work as the same way of the traditional cellular neural network, and the information processing performance could not be improved significantly.
In order to take full advantage of the memristor memory characteristics to improve the information processing performance, a new memristor cell neural network is constructed by keeping the memristor memory characteristic in the whole process of information processing. The equivalent circuit of the neuron is shown in Figure 3 .
In Figure 3 , the state resistance of the central cell is designed as a memristor, and the memristor value would be changed according to the applied voltage. The state equation of memristor cellular neural networks could be described as:
(a ij,kl y kl +b ij,kl u kl (t))+I (1)
The feedback template a ij , kl indicates the effect of the output y kl of the neighboring cells on the central cells C(i, j). The control template b ij , kl indicates the effect of the input u kl (t) of the neighboring cells on the central cells C(i, j). The function y ij is the output of the central cells C(i, j).
M (t) is the memristor value which is based on the boundary migration model given in Reference [16] as:
where, D represents the thickness of the thin film between the electrodes, and w represents the width of the high conductivity doped region, and w is between 0 and D. When w = 0, the dielectric material of the memristor is entirely composed of undoped region, and the memristor value reaches the maximum R OFF , that is,
When w = D, the dielectric material of the memristor is entirely composed of doped region, and the memristor value reaches the minimum R ON , that is,
When different excitations are applied to the memristor, the memristor would exhibit different characteristics. For instance, Figure 4 gives the volt-ampere characteristics of the memristor.
From Figure 4 , the memristor value is related to its applied voltage process. For the same applied voltage, the memristor value could be different due to different historical states. Therefore, the historical information could be memorized in the memristor. Therefore, the characteristic of memristor could be maintained in the whole information processing of CNN, so that the historical state information could be used, and the information processing ability of the network could be enhanced.
When the MCNN above is used to extract the image edge, the state of the network can automatically converge to a steady state according to the dynamics characteristics of the network. In this way, the historical state information of the neurons could play a positive role in extracting the image edge.
The image edge extraction performance of MCNN is related closely to the control template B. The traditional edge extraction template based on the integer calculus could only boost the high-frequency information, and suppress the middle and low frequency information, which cause the loss of some detail information. The existing fractional order calculus theory shows that the fractional order differential could not only boost the high frequency information, but also enhance the middle frequency information and nonlinearly retain the low frequency information. For this reason, a fractional order differential edge extraction template is designed for MCNN to improve the edge detection performance.
III. FRACTIONAL ORDER CONTROL TEMPLATE
The sizes of the feedback template A and the control template B determine the receptive filed of the neurons and the computation cost of the network. When the feedback template and the control template of CNN are chosen as the size of 3 × 3, the forms of the network templates, A, B, and the threshold I , could be designed as:
In Eq. (6), the parameters, a, b 0 , b 1 and I , are the main parameters of the network. The parameter a should meet the constraint condition, a >1/R OFF , to make the network converge to the steady binary output state [9] . Besides, the parameters, b 0 , b 1 and I , should meet the following constraint conditions to make the network perform the edge detection [9] :
The constraint conditions above are just the sufficient conditions of the image edge extraction. In order to retaining more middle and low frequency information in the edge image, a fractional order differential edge extraction template is constructed under constrain conditions above for MCNN. Thus, more texture and detail information in the middle or the low frequency domain would be retained in the edge image.
For now, there are three common definitions of the fractional order calculus: Riemann-Liouville (R-L) fractional calculus, Grünwald-Letnikov (G-L) fractional calculus and Caputo fractional calculus. The numerical calculation based on R-L fractional order differential definition or G-L fractional order differential definition could be transformed into convolution integral calculation, so R-L definition or G-L definition is best applied to the signal processing field. By contrast, Caputo fractional order differential definition is best applied to the initial boundary value problem of the fractional differential equation. Moreover, R-L fractional order differential definition and G-L fractional order differential definition are equivalent [27] . Above all, for the image edge extraction problem, R-L fractional order differential definition is used to design the control template.
For a function f (t), its R-L fractional order differential is defined as:
where, (·) is the second type of Euler integral-Gamma function. In the fractional order differential operator a D α t , a and t are separately the upper and the lower bounds of the integral, and α is the differential order, where, 0 ≤ n − 1 ≤ α ≤ n and t > a.
When f (t) ≡ c, where c is a constant, for 0 < α < 1,
According to Eq. (9), for a constant or no fluctuation function, its fractional order differential is not zero. That is, the fractional order differential could extract some tiny change information. For an image, the fractional order differential is high sensitive to the slight fluctuation of the gray value. Therefore, the fractional order differential edge detection template could be designed to extract some indistinctive texture information from the image.
For the discrete pixels in an image, the continuous fractional order differential operator must be discretized. Set a = 0 and the step h = 1. The interval [0,t] is divided into m equal pieces and t is an integer. Thus, m = (t-a)/h = t.
According to the discrete Fourier transform, the fractional order differential operator could be discretized as:
According to Eq. (10), a fractional order differential edge extraction template could be designed for the image with the size M × N . The template is designed to be isotropic. b i is the coefficient in the i-th layer around the central point. Thus, according to Eq. (11), the coefficient b i could be described as:
If set 0< α <1, then n = 1. Thus,
Fractional order differential edge detection template coefficients are arranged in layers. To ensure the sum of template coefficients to be zero, b 0 is set as:
For instance, when α = 0.5, the coefficients could be calculated as: b 1 = −0.0997 and b 0 = 0.7976. Thus, the control template B with the size of 3×3 could be designed VOLUME 7, 2019 as: It can be verified that the parameters meet the constraint conditions in Eq. (7) in case of 0> I > −0.1994. For instance, the parameter I could be set as -0.03. Therefore, MCNN based on the fractional order template (MCNN-FOT) above could be used to extract the image edge. The edge extraction process based on MCNN-FOT could be described as:
Step 1: Memristor cellular neural networks is designed according to the size of the image. The number of neurons is equal to the number of the pixels in the image.
Step 2: Design off-line the feedback template, the control template and threshold according to the constraint conditions.
Step 3: Input the image to the MCNN-FOT, and iterate the network until the network converges to a stable state.
Step 4: Output the stable state which is just the edge extraction result.
Both the feedback template and the control template are designed off-line, so the online calculation cost is not increased. That is, the calculation complexity of MCNN-FOT is equivalent to that of CNN.
IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. PARAMETER ANALYSIS
Some key parameters in MCNN-FOT play the important roles in the process of the edge extraction. Therefore, the experiment analysis is performed to determine the optimal parameters.
According to Eq. (12), the control template of the MCNN-FOT is determined by fractional order α. That is, fractional order α directly impacts on the edge extraction results. Therefore, the MCNN-FOT with the different fractional order template is applied to extract the image edge to show the role of the parameter.
The average gradient G and the information entropy H , which are the most common assessment criteria for the edge extraction, are used to evaluate the edge extraction performance.
The average gradient G is defined as:
where, F i , j represents the gray value of the pixel in the i-th row and the j-th column in the image. M × N is the size of the image. The bigger the average gradient is, the more edge information the image contains. The information entropy H is defined as: (16) where, p i is the proportion of the gray level i. Similarly, the bigger the information entropy is, the more edge information the edge image contains. The original image is an actual image in which a white badminton in the background with the similar color. The badminton in the image has much edge and texture information. When I = −0.03, the edge extraction results are shown in Figure 5 .
From Figure 5 , intuitively, the edge extraction results with α >0.4 are similar and the main texture and detail features could be extracted. The average gradient G and the information entropy H of the detection results above are shown in Figure 6 and Figure 7 .
From Figure 6 and Figure 7 , when α = 0.5, both the average gradient and the information entropy would be maximum, which means more texture and detail features could be extracted.
The threshold I is the other key parameter which affects the edge extraction results. When α = 0.5, the tendencies of the average gradient G and the information entropy H with the change of the threshold I are shown in Figure 8 and Figure 9 .
From Figure 8 and Figure 9 , the smaller the absolute value of the threshold I , the bigger the average gradient G and the information entropy H . Figure 10 show the edge extraction results with the different parameter I . From Figure 10 , the threshold just simply determines the number of the edge points. That is, the smaller the absolute value of the threshold, the more noise points obtained in the edge image. Otherwise, the bigger the absolute value of the threshold, the less edge points. By comprehensive consideration, the threshold I is set as −0.03.
Furthermore, the size of the template also affects the network performance. The large size template could make the neuron have a big receptive field which helps to improve the edge extraction results but also increase the computational cost. Figure 11 and Figure 12 are the comparison results of the different template sizes 3 × 3 and 5 × 5.
For the different parameter I , the edge extraction results obtained MCNN-FOT with the template size 5 × 5 are shown in Figure 13 .
From Figure 10 to Figure 13 , the edge extraction results based on the 5 × 5 template are better than those based on the 3 × 3 template. However, the connection number of one neuron would be increased from 9 to 25, which would cause more complex structure and more extra calculation burden. Therefore, the 3×3 template is used in MCNN-FOT to extract the image edge. 
B. THE COMPARISON RESULTS
Based on the parameters above, MCNN-FOT is used to extract the edge from the images with the different characteristics, and the edge extraction results are compared with other methods based on CNN, MCNN, Canny Operator, Sobel Operator, Roberts Operator and Prewitt Operator. Especially, MCNN is the memristors cell neural network without the fractional control template, and MCNN-FOT is the memristors cell neural network with the fractional control template.
1) EDGE EXTRACTION FOR THE DISTINCT OUTLINE IMAGE
The edge of Lena image which has the distinct outline is extracted by the methods above. The extraction results are shown in Figure 14 .
Lena image is clear and its main contour edge is easy to extract. From Figure 14 , the methods based on the operators could only extract the main edge contours. Much texture and detail information in the low and medium frequency is lost. Instead, the method based on the CNN could extract more texture and detail information. From this aspect, the edge extraction effect of CNN is obviously better than that of the methods based on the detection operators. For instance, the detailed information such as Lena's hat and hair could be extracted. However, some detail information is still lost. For instance, the edge information in the mirror could not be extract entirely. Especially, the upturned mouth is wrongly detected as the downturned mouth. By contrast, MCNN could improve the edge extraction performance because more historical information of the neurons could be utilized in edge extraction process. For instance, the shape of the mouth could be extract correctly. Furthermore, MCNN-FOT could extract more edge information by retaining the low frequency information and enhance the middle-high frequency information. Therefore, the edge information could be extracted more completely and continuously.
2) EDGE EXTRACTION FOR THE GRAY IMAGE
The gray image, Cameraman, has abundant edge information in the foreground and the background. The edge extraction results of the Cameraman image are shown in Figure 15 . From Figure 15 , only approximate contour of Cameraman image could be roughly extracted by the methods based on the edge detection operators. The edge information of the building in the background is almost lost. The integrity contour of Cameraman image could be extracted by CNN. However, the detail information on the camera is still not abundant enough, and the edge of the building is also discontinuous. Comparatively, MCNN has better edge extraction performance than CNN. MCNN could extract the more detail information from the camera in the foreground and the building in the background. Besides, the middle and low frequency edge information of the water ripples in the image could also be extracted precisely by MCNN-FOT.
3) EDGE EXTRACTION FOR THE OBSCURE IMAGE
The obscure Baboon image has much weak whisker texture, and it is difficult to detect the texture detail feature. The edge detection results of Baboon image are shown in Figure 16 .
From Figure 16 , the edge of this image could not be detected completely by the detection operators, and only part of the edge information could be extracted. The contour of this image extracted by CNN is clearer and the details are more abundant. MCNN could extract more the details of the facial beard and hair, and MCNN-FOT could extract more complete and more continuous contour than CNN and MCNN. 
4) EDGE EXTRACTION FOR THE LONG TAKE IMAGE
The Cornfield image contains large number of edge information separately in the close, medium and long shot. The edge detection results of the Cornfield image are shown in Figure 17 .
From Figure 17 , the edge information of this image could not be extracted completely and continuously by detection operators as well. The edge extraction effect of CNN could be improved, but the vehicles in the medium shot could only be detected as a bright region, so that the actual edge features are not really obtained. MCNN could completely extract the edge contour of crops in close shot, and the edges of vehicles in the medium shot and trees in the long shot could also be detected clearly. MCNN-FOT could extract more middle and low frequency edge information hidden in the cornfield, so the performance of the edge extraction could be improved further.
5) EDGE EXTRACTION FOR THE FINE TEXTURAL IMAGE
The edge extraction results of the actual badminton image are shown in Figure 18 .
From Figure 18 , the detection results obtained by the methods based on the detection operators are incomplete. CNN could extract most of texture information but the edge information on the right is lost badly. In contrast, MCNN could extract more texture information than CNN. And more detailed information of the feather texture could be retained by MCNN-FOT.
C. PERFORMANCE ANALYSIS
The performances of the edge extraction results above are shown in TABLE 1.
From TABLE 1, the edge detection operators could only detect the general outline, and a large amount of middle and low frequency information is omitted, so the average gradient and the information entropy are low. In contrast, cellular neural network (CNN) has the better edge detection ability, so both the average gradient and the information entropy could be enhanced. Furthermore, the MCNN could increase the information utilization rate according to the history states of neurons, so more texture detail information could be extracted from the image, and both the average gradient and the information entropy are higher than CNN. MCNN-FOT could heighten the middle-frequency information and retain more low-frequency information, so the average gradient and the information entropy of the edge images extracted by MCNN-FOT are highest.
Furthermore, MCNN has the same structure as CNN, so both of them have the similar convergence performance. Besides, the fractional order differential control template of MCNN-FOT is designed off-line. Therefore, the computational online complexity of MCNN-FOT is also the same as that of CNN. That is, compared with the complexity of CNN, the complexity of MCNN-FOT is not increased.
V. CONCLUSION
In this paper, the model of memristor cellular neural network based on fractional order control template is constructed. The state resistance of neuron is replaced by memristor. Thus, in the process of information processing, the memristor value could be changed with its state voltage. In this way, the information utilization rate could be enhanced, and the performance of the network could be improved. Fractional order template could heighten the middle-frequency information and retain more low-frequency information during the edge extraction. Therefore, the edge contour of image could be continuously and completely detected by the network. Both the average gradient and the information entropy of the edge image obtained by the proposed method are higher than those of other methods.
