I
nformation theory has been discussed as a technique to analyse communicative processes or sequential behaviour of nonhuman animals, as in MacKay (1972) , Slater (1973) and Bradbury & Vehrencamp (1998, chapters 13-15) among others. Recently, McCowan et al. (1999) proposed the use of information theory for their study of bottlenose dolphin, Tursiops truncatus, whistles. They discussed several aspects of their analysis techniques. Although we agree about the effectiveness of information theory to analyse unknown sources, we would like to further the discussion of one analysis method used in McCowan et al. (1999) . Specifically, we wish to illustrate that Zipf's law is of little use in the analysis of communication signals. The presence or absence in dolphins and other animals of some features of human language remain intriguing and open questions (Tyack 1999) . However, we assert that a Zipf-based technique is methodologically inappropriate to address these questions. McCowan et al. (1999, page 410) noted that 'Few investigators of animal behaviour have examined the use of first-order entropic analysis known as Zipf's law or statistic'. In fact, Zipf's law has been discarded as a linguistic tool, strongly criticized by Miller (1957) , Miller & Chomsky (1963) and more thoroughly by Rapoport (1982) . McCowan et al. (1999, page 411 ) also cite the application of Zipf's law to DNA sequences by Mantegna et al. (1994) 'with varying interpretations and reliability (Flam 1994; Damashek 1995; Bonhoeffer et al. 1996; Israeloff et al. 1996; Voss 1996) '. These references' interpretations vary from strong criticisms of the use of Zipf's law in the Mantegna et al. study (Bonhoeffer et al. 1996; Israeloff et al. 1996; Voss 1996) Tests based on Zipf's law are highly susceptible to false positives, both in theory and practice. Consequently, when Zipf's law is used as a test for linguistic, communicative or otherwise meaningful processes, as in McCowan et al. (1999) , the results are uninterpretable, even if estimates of the Zipf statistic are appropriately obtained. We present two simple probabilistic examples illustrating this issue, one in which a meaningless process satisfies the test proposed by McCowan et al. (1999) , and another in which a meaningful process (this manuscript) fails the test. Moreover, we will illustrate that the estimation procedure used by McCowan et al. (1999) and Zipf (1949) is underconstrained and produces results that are not internally consistent. A properly constrained and internally consistent estimation process for the Zipf parameter would degrade the R 2 values of Table 1 in McCowan et al. (1999 ). Finally, McCowan et al. (1999 use some important technical terms without clear explicit definition, or define them differently from the information theory literature upon which they draw. To avoid any confusion, we will explicitly define 'random', 'entropy' and 'entropies', and 'first-order' before embarking on a discussion of the problems in using Zipf's law as a diagnostic test.
First, McCowan et al. (1999) used 'random' as synonymous with 'independently uniformly distributed' when describing information sources or communication systems. In the engineering and mathematics communities, which gave birth to the information theory McCowan et al. promote for the study of animal communication, 'random' is used to denote any process or event with a nondeterministic or stochastic component, and not the highly restrictive meaning McCowan et al. assign to it. For example, probability and statistics texts commonly
