Abstract-A key technical challenge for overlay multicast is that the highly dynamic multicast members can make data delivery unreliable. In this paper, we address this issue in the context of live media streaming by exploring 1) how to construct a stable multicast tree that minimizes the negative impact of frequent member departures on an existing overlay and 2) how to efficiently recover from packet errors caused by end-system or network failures. For the first problem, we identify two layout schemes for the tree nodes, namely, the bandwidth-ordered tree and the time-ordered tree, which represent two typical approaches to improving tree reliability, and conduct a stochastic analysis on their properties regarding reliability and tree depth. Based on the findings, we propose a distributed Reliability-Oriented Switching Tree (ROST) algorithm that minimizes the failure correlation among tree nodes. Compared with some commonly used distributed algorithms, the ROST algorithm significantly improves tree reliability and reduces average service delay, while incurring only a small protocol overhead; furthermore, it features a mechanism that prevents cheating or malicious behaviors in the exchange of bandwidth/time information. For the second problem, we develop a simple Cooperative Error Recovery (CER) protocol that helps recover from packet errors efficiently. Recognizing that a single recovery source is usually incapable of providing the timely delivery of the lost data, the protocol recovers from data outages using the residual bandwidths from multiple sources, which are identified using a minimum-loss-correlation algorithm. Extensive simulations demonstrate the effectiveness of the proposed schemes.
INTRODUCTION
O VERLAY multicast [7] (or application-level multicast [19] ) has emerged as an effective technique to provide largescale data dissemination over networks. Although it is the case that shifting multicast functionality from routers to end hosts brings greater flexibility, the transient nature of the end hosts introduces problems of service reliability: In an overlay multicast tree, the (unannounced) departure of a member may result in data outages on all its downstream members. This paper considers this issue in the context of live media streaming, where the data is streamed from a single source to a large number of clients over a data delivery tree. Such an application has several characteristics that differentiate it from other applications (for example, file transfers) and, hence, calls for special considerations in system design: 1) It is bandwidth intensive, and yet, the available bandwidth resources possessed by a multicast group may be far from rich. Each member has an out-degree (the number of immediate downstream nodes) constraint, and there may exist a large proportion of free riders (that is, zero-out-degree members) in the network [21] , [24] , [28] . 2) Multicast members exhibit a significant amount of heterogeneity in bandwidths [22] , [24] , and as a result, the multicast tree nodes have a wide range of out-degrees, which imply vastly different tree shapes under various overlay construction methods. 3) Multimedia streaming generally does not require perfect reliability, and the packet error recovery can be performed in a best effort manner.
With these observations, we explore the following problems: 1) how to construct a stable multicast tree that minimizes the negative impact of frequent member departures on an existing overlay and 2) how to efficiently recover from packet errors caused by end-system or network failures.
For the construction of a stable tree, we examine two existing approaches proposed in the literature. The first is to construct a shortest tree [18] , [27] , [23] , [8] , [4] in which a failed node will affect relatively few downstream nodes compared with a tall tree. The second approach [23] makes use of the nodes' heavy-tailed lifetime distribution [24] , [22] under which older nodes have longer mean residual lifetimes than younger nodes. As a result, if older nodes are placed higher in the tree than younger nodes, nodes will be less likely to be affected by the departures of their ancestors in their lifetimes. We identify two layout schemes for tree nodes, namely, the bandwidth-ordered (BO) tree and the time-ordered (TO) tree, which represent two extreme cases for the two approaches, and conduct a stochastic analysis on their effect on tree properties. The analytical results show that although the BO tree has good reliability and small depth (and, thus, average service delay, which is our secondary concern in terms of performance), the TO tree delivers even better reliability in certain scenarios, despite having a depth that is far from optimal.
We therefore propose a distributed algorithm that combines the strengths of both the BO and the TO trees. This algorithm, called the Reliability-Oriented Switching Tree (ROST), is designed with the following objectives in mind:
2. small average service delay of members, 1 3. small protocol overhead, 4. resistance to cheating or malicious behavior, and 5. simplicity of implementation. ROST uses the product of a node's outbound bandwidth 2 and its age as a new metric, termed the bandwidth-time product (BTP), to adjust the tree: The nodes with large BTPs are moved gradually up the tree in a distributed manner. Simulation results demonstrate that 1) ROST reduces the average number of streaming disruptions per node by 65-89 percent as compared with two commonly used distributed algorithms and obtains comparable reliability to two centralized algorithms, 2) ROST achieves the smallest end-to-end service delay as compared with the distributed algorithms and only incurs a small increase in service delay of 10-15 percent compared with a centralized depth-optimal approach, and 3) ROST introduces a very low protocol overhead.
In contrast to the proactive approach used by ROST to improve tree reliability, the Cooperative Error Recovery (CER) protocol is a reactive mechanism that recovers from streaming disruptions incurred by node failures. When a nonleaf overlay node fails, the affected nodes need to rejoin the tree, which involves failure detection and parent refinding periods and usually lasts in the order of tens of seconds [7] . During these periods, the affected nodes must retrieve the lost data from other normal nodes before the receiving buffer is exhausted. Many techniques have been proposed to identify recovery nodes and request data from them [30] , [2] , [31] , [29] , [9] . However, they are all based on a single-source-based recovery mechanism. We propose using multiple recovery nodes, which are identified using a minimum-loss-correlation (MLC) algorithm in order to recover from node failures. Our experiments demonstrate that substantial improvements can be achieved using this scheme. This paper focuses on the single-tree-based data delivery paradigm. Although there exist multiple-tree-based approaches that improve fault resilience by leveraging some specialized media encodings (for example, multiple description coding [18] ), using a single tree provides a more general approach, and we believe that the techniques developed under this paradigm can also be applied to the multiple-tree case.
The remainder of this paper is organized as follows: Section 2 reviews related work in both reliable overlay construction and packet error recovery; Section 3 analyzes the performance of the BO tree and the TO tree in terms of tree reliability and tree depth; Section 4 describes the ROST algorithm in detail; Section 5 presents the CER protocol; Section 6 introduces the simulation methodology; Section 7 analyzes the simulation results; and Section 8 concludes the paper.
RELATED WORK
We review the related work in two aspects: the construction of overlay multicast trees and packet error recovery for overlay multicast.
Construction of Overlay Multicast Trees
Some of the earlier research on overlay construction for large-scale single-source multicast includes NICE [1] and ZIGZAG [27] . However, these methods do not consider the out-degree limits of multicast nodes and, thus, are not well suited to high bandwidth media streaming. Overcast [10] is a reliable overlay multicast protocol, but the primary goal is to build trees that maximize each node's bandwidth from the source.
For media streaming multicast, most algorithms try to construct a fault-resilient overlay. An important approach to achieving this is to build a short tree to ensure both a small failure correlation and a small average service delay from the source. The minimum depth algorithm [8] , [18] , [23] is an example of this approach. It searches from the tree root downward to the leaf layer to identify a parent with spare bandwidth capacity for a new node to join. If multiple such parents exist, the nearest parent in terms of network delay is chosen. A variant of this algorithm [17] first selects a number of members randomly from the overlay and then performs the minimum depth algorithm. Borrowing the idea of "fat-trees" from parallel architectures, Birrer et al. propose to build a fat tree [4] with similar characteristics to the short (and wide) tree. The high-bandwidth-first algorithm [8] achieves minimum tree depth by placing the nodes from high to low layers in a nonincreasing order of bandwidths; that is, nodes do not have more bandwidth capacity than any node higher up in the tree. This algorithm achieves a global optimization. However, it imposes very high protocol overheads and is therefore not practical for real-world implementations.
In contrast to the depth-optimizing approach that uses the members' bandwidth properties, Sripanidkulchai et al. propose to use the characteristics of the nodes' heavy-tailed lifetime distribution. Their longest-first algorithm [23] selects the longest-lived member among those with spare bandwidth capacities as the new member's parent.
Very recently, Bishop et al. conducted a comparative study on some of the abovementioned algorithms [5] . In particular, they examine the effect of bandwidth-and agebased node preemption on tree reliability using trace-based simulations. They also propose a bandwidth-age hybrid preemption method that is very similar to our ROST algorithm. Their major observations include 1) bandwidthbased preemption improves tree reliability significantly, 2) age-based preemption brings noticeable improvement, although the benefit is less clear-cut than that of bandwidthbased preemption, and 3) the bandwidth-age hybrid approach brings only marginal improvement over the bandwidth-based method. These findings are consistent with our experimental results under particular settings (for example, those in Section 7.2). One major difference between their work and ours is that they assume a centralized protocol for all the schemes, which make the algorithms less practicable for large-scale networks. In 1. In this paper, every node in the overlay is a member of a multicast group, so we will use the terms "node" and "member" interchangeably.
2. The outbound bandwidth is the maximum outgoing bandwidth provided by the access link. Throughout this paper, it is assumed that this maximum is also the upper limit that would not incur network congestions near the end-hosts and, for simplicity, the outbound bandwidth is also referred to as the bandwidth.
contrast, we focus on the design and evaluation of distributed schemes that are more practical.
Packet Error Recovery for Overlay Multicast
Levine et al. present an excellent survey of reliable multicast protocols in [15] . Although based on the network layer, some of these techniques can be directly used in the application layer multicast. For example, the negative acknowledgment (NACK)-based retransmission [20] and the forward error correction [16] are immediately applicable in overlay-based multicast.
STORM [30] is a resilient multicast protocol for continuous-media applications in which the media data is delivered using network-layer multicast, and the error recovery mechanism is built on an overlay. Each receiver maintains a list of recovery parents that provide the loss repair service. The idea of using multiple recovery parents is similar to our CER protocol. However, the selection of recovery parents and the recovery procedure are both different from our scheme.
Probabilistic Resilient Multicast (PRM) [2] is a multicast data recovery scheme that uses a technique called randomized forwarding. The randomized forwarding adds some random cross-tree edges on the overlay tree so that packet losses can be repaired in a proactive manner. PRM handles node failures by raising the forwarding probability of some recovery nodes to one. This is equivalent to using all the residual bandwidth of one recovery node. Cooperative Patching [9] uses a list of recovery nodes for each receiver when recovering from parent failures, a technique that focuses on the selection of recovery nodes.
Lateral Error Recovery (LER) [29] aims to provide fast recovery for overlay multicast. In LER, all subtrees immediately under the root node (called planes in LER) are organized in a way such that a node in a subtree has a small network latency from its recovery nodes in other subtrees. Since failure correlation of these subtrees is small, the error recovery can be performed in a fast and reliable manner. This tree construction method does not consider the inherent out-degree constraints of tree nodes and, thus, may not be able to exploit the bandwidth heterogeneity to construct a shortest tree for high-bandwidth streaming services.
ANALYSIS OF EXISTING ALGORITHMS
As introduced in Section 2.1, the reliability of an overlay multicast tree can be optimized in two ways:
. Depth optimizing. The tree is optimized in depth. Two representative algorithms are the minimum-depth algorithm and the high-bandwidth-first algorithm of which the latter is the extreme case of the former. Since it places the nodes in order of bandwidth, the highbandwidth-first algorithm is called a BandwidthOrdered (BO) algorithm, and the constructed tree is called a BO tree. An example of this type of tree is shown in Fig. 1b . In this figure, a failure at node 1 in the BO tree affects fewer descendants than in a random tree (see Fig. 1a ). However, this type of tree needs frequent disconnections and reconnections between nodes to maintain such a bandwidth layout.
. Time optimizing. The nodes are placed in the tree according to their time properties (ages). A representative algorithm is the longest-first algorithm. An extreme case of this approach is a TO algorithm that constructs a Time-Ordered (TO) tree in which the nodes are placed in such a way that they are not older than any node found at higher levels in the tree. Fig. 1c provides an example of this kind of tree. The research in [23] has shown that the time ordering can give good prediction on the relative stability of multicast members. Like the BO tree, the TO tree also incurs high protocol overheads.
To gain a deeper understanding into the degree to which the above approaches benefit tree reliability and how they compare with each other, we present a modeling analysis of the properties of three types of trees: the BO tree, the TO tree, and the random tree. Specifically, we consider three problems: 1) the depth of a TO or random tree, 2) the depth of a BO tree, and 3) the reliability of the three types of trees.
In the model, a tree organizes its 
Depth of a TO or Random Tree
In a TO or random tree, the bandwidths of nodes can be seen as random with the node's positions in the tree. (We assume that a node's bandwidth is independent of its lifetime [23] .) The number of nodes at layer L iþ1 is determined by the aggregate bandwidth provided by layer L i , which in turn is equal to the sum of bandwidths of all nodes in layer i; that is, X kþ1 % B k . It is natural to describe the process fX k ; k ¼ 1; 2; Á Á Ág as a Branching Process [14] , which implies E½X kþ1 % E½X k : With the initial condition that
: Summing up all E½X k gives the mean of the total number of nodes in an N-layer tree, ð N À 1ÞC=ð À 1Þ. Now, we define N as the minimum integer that satisfies ð
then, N is the minimum depth with which a tree has a mean number of nodes not less than M. In other words, a depth of N is the lowest requirement for a tree to accommodate M nodes on average (over multiple tree instances). This definition of tree depth will be used in the following analysis.
Depth of a BO Tree
Let the nodes' bandwidths in a BO tree from the highest to the lowest layers be
To compute the depth of a BO tree, the aggregate bandwidth of layer L k , B k , needs to be determined. In essence, this is a problem of order statistics and can be treated by using related theories. However, when M is very large (usually of tens of thousands), an exact numerical solution for such a problem becomes infeasible. Hence, in the following, an alternative approach is used to approximate the average value of B k and, further, the tree depth, while the detailed distribution of B k is ignored. Suppose that i 's distribution function is defined on ðu; vÞ, where both u and v are positive real numbers. We first consider B 1 , the sum of b 1 ; b 2 ; Á Á Á ; b X1 . Since F ðuÞ ¼ 0 and F ðvÞ ¼ 1, there must exist some z 1 , u < z 1 < v such that F ðvÞ À F ðz 1 Þ ¼ X 1 =M. In other words, there exists a range ðz 1 ; vÞ in which i ð1 i MÞ falls with probability p 1 ¼ X 1 =M. Let the number of i values that lie between ðz 1 ; vÞ be r.v. Z 1 ; then, for a large M, Z 1 approximately follows a normal distribution NðMp 1 ; Mp 1 ð1 À p 1 ÞÞ (DeMoivre-Laplace Theorem). Noting that the mean value of Mp 1 ¼ X 1 , we can approximate the range that covers b 1 ; b 2 ; Á Á Á ; b X 1 using ðz 1 ; vÞ. By the law of large numbers, the average of b 1 ; b 2 ; Á Á Á ; b X1 can be approximated by the mean of i conditioned on z 1 < i < v,
, it is possible to compute A 2 as follows. First, choose the range ðz 2 ; z 1 Þ such that F ðz 1 Þ À F ðz 2 Þ ¼ X 2 =M; this range is expected to cover b X 1 þ1 ; b X 1 þ2 ; Á Á Á ; b X1þX2 . Following the process of computing A 1 , we can obtain A 2 , which in turn leads to B 2 % A 2 X 2 . Continuing in this way, X 3 ; X 4 ; . . . can also be computed.
With all X k at hand, the depth of the tree is readily obtained by counting the minimum number of X i whose sum is no less than M. Fig. 2 gives the comparison of tree depths for the three types of tree. The root node's outdegree X 1 ¼ 100. The nodes' bandwidths follow a bounded Pareto distribution, denoted by BP(; u; v), where , u, and v are the shape, scale, and upper bound parameters, respectively. The generated bandwidth skewness among the nodes is comparable to the findings from [24] and [22] . It can be seen that the TO or random tree is two to four times higher than the BO tree.
Reliability of Trees
As assumed in the model, all nodes have a common lifetime distribution with p.d.f. gðtÞ and c.d.f. GðtÞ. Suppose that at some point in time, node i has remained in the system for a period of t i (with an age of t i ), then its hazard rate (or failure rate) [14] , which measures the instantaneous probability of its departure (failure), is p ti ¼ gðt i Þ=½1 À Gðt i Þ: Now, consider a root-to-leaf path in the tree consisting of m nodes 1; 2; Á Á Á ; m. For any node i in the path, its departure will cause a service disruption to all its descendants in the tree (not only on the path). Let DðiÞ denote the number of descendants of node i in the tree and R the number of descendants that encounter service disruptions caused by all possible failures on the path, then
Prfnode k departs while all nodes lðl < kÞ remaing Â DðkÞ
For a TO or random tree, DðiÞ can be approximated by the total number of nonroot nodes in the k-ary subtree rooted at node i, where k is the mean value of the peers' bandwidth distribution; whereas, for a BO tree, DðiÞ can be computed from the average node bandwidth (
We use the mean of R, called the reliability index of the root-to-leaf path, to evaluate the reliability of a tree. Clearly, the lower the E½R, the more reliable the tree. E½R is actually an r.v. governed by the joint distribution of m i.i.d. r.v.s T 1 ; T 2 ; Á Á Á ; T m , which represent the ages of the m nodes on the path. According to [26] and [11] , the p.d.f. of T i in a steady-state overlay network is given by f T i ðtÞ ¼ ½1 À GðtÞ=E½T i . Using this, E½R can be computed as follows: First, a sequence of T 1 ; T 2 ; Á Á Á ; T m are generated; this sequence of T i is in random order for a BO or random tree and in descending order for a TO tree. We then obtain a sample of R according to (2) . The average over a large number of such samples is expected to approach the actual value of E½R.
Figs. 3 and 4 compare the reliability indices of the TO, the BO, and the random trees. The lifetime is assumed to follow a lognormal distribution, denoted by LN(; ), with parameters chosen as reported in [28] . All results of E½R are averages more than 100,000 instances of R after which the values remain stable.
It can be seen that either the depth-optimizing or the timeoptimizing approach brings significant improvement to tree reliability. In certain cases, the TO tree reduces the reliability index by nearly an order of magnitude as compared with a random tree. Furthermore, the TO tree's performance varies as the lifetime distribution parameters change: For lifetime distribution LN(5.08, 2.03), the TO tree's reliability index is consistently lower than that of the BO tree, even though the former is two to four times higher than the latter; whereas, for distribution LN(4.29, 1.28), it shows no advantage over the BO tree.
Hence, our findings are 1) both time ordering and bandwidth ordering have a significant impact on tree reliability and 2) although the BO tree has good performance in terms of reliability and tree depth (service delay), the TO tree has considerably higher reliability than the BO tree in many cases, which suggests that the power of time ordering cannot be ignored if we wish to obtain the highest possible reliability of trees.
In the following sections, we develop a new algorithm that takes into account the characteristics of both TO and BO trees and, in so doing, generate a tree that achieves high reliability while preserving the shortness of the BO tree.
THE RELIABILITY-ORIENTED SWITCHING TREE (ROST) ALGORITHM
In this section, we present a new algorithm called ROST, and besides the primary goal concerning tree reliability and depth, additional objectives include the requirement for the following:
1. A distributed implementation. For large-scale overlay networks in which the nodes may arrive in flash crowds, centralized tree construction approaches like the BO/TO algorithm or the algorithm presented in [18] and [5] often have limited scalability.
2.
A mechanism for protecting against cheating or malicious behavior. Most of the previous approaches relying on information such as bandwidth or time do not consider the possibility of malicious behavior and, thus, are potentially vulnerable to attacks. 3. A small protocol overhead. In contrast to the high overhead of the BO/TO algorithm, the new method should not impose high overheads of parent refinding on overlay nodes. 4. A simple implementation. Introducing extra switching operations in addition to basic multicast tree construction/fixing has been studied in previous work [12] , [3] . However, these methods generally require complex node coordination. The new approach should also consider this practical issue.
Basic Idea of ROST
The ROST algorithm uses a simple switching tree technique to optimize the overlay. The criterion guiding the switching operation is a metric called the BTP, which is defined as the product of a node's outbound bandwidth and its age. The primary idea of the algorithm is to move nodes with large BTPs higher in the tree so that the tree nodes are partially ordered in bandwidth and partially ordered in time. An implicit effect of this operation is that it forms an incentive mechanism that helps increase overall system resources: since either a large bandwidth or a long service time helps to increase BTP, a node can be encouraged to contribute more bandwidth or longer service time as a trade for higher tree positions, which mean better service quality (less stream disruptions and smaller service delay).
Key Operations
ROST is performed in a completely distributed manner. It includes three basic operations: joining, leaving, and BTPbased switching.
Member Joining and Leaving
When a new member joins the network, ROST assumes that there is a bootstrap mechanism that provides at least one active member in the group. The new member then queries the existing members for information regarding other participants until it obtains a certain number (say, 100) of known members or the procedure exceeds some time limit. It then sends a JOIN request to these members, who will respond with an ACCEPT message if they possess spare bandwidth. If there is more than one possible parent, the new member chooses the one with the smallest tree depth (each member is aware of its own layer numbering in the tree). If multiple such parents exist at the same layer, it selects the nearest parent in terms of network delay. When a member leaves, it may give notification to its neighbors, or it may just leave abruptly. In either case, the children of the departing node have to rejoin the tree by contacting other members.
BTP-Based Switching
The multicast source is preassigned an infinite BTP and always remains at the top of the tree. When a new member initially enters the network, its BTP is 0. In most cases, the high layers of the tree are occupied, and the new member becomes a low-layer node. As time goes on, a node's BTP increases at a rate proportional to its bandwidth. If its bandwidth is larger than its parent, then there must exist some point in time at which its BTP exceeds its parent (if the parent does not leave before itself). At that time, the algorithm will exchange the roles of these two nodes. Fig. 5 gives an example of this operation. In Fig. 5a , node a's BTP is 10 and has an out-degree of 2; node b has a BTP of 12 and an out-degree of 3. Node b is therefore moved up to become the parent, and node a is moved down to become the child. Now that node a can support only two of the three nodes d, e, and f, one child must be assigned a new parent. The algorithm chooses f, the node with the largest BTP, and reconnects to node b, which now has a spare out-degree.
The switching is performed autonomously by all members. For every interval of a certain time (called a switching interval), a member compares its own BTP with its parent's current BTP. If its BTP exceeds that of its parent and its bandwidth is no less than the parent's bandwidth, then the switching operation is triggered. The bandwidth comparing avoids unnecessary switching since if the child has a smaller bandwidth, the BTP will eventually be exceeded by the parent, and it will ultimately be placed below the parent.
When a node decides to switch with its parent, it first tries to "lock" a set of relevant nodes, including its parent, its grandparent, and all of its children and siblings in order to maintain a consistent state of the nodes. If any of these nodes is already in the process of another switching or operations such as overlay failure recovery, the lock cannot be acquired and the initiating node waits for a certain amount of time (say, 15 seconds) before it tries to check the switching condition and lock again. It can be seen that a switch operation involves an average overhead of 2d þ 1 in terms of the number of parent changes, where d is the average node out-degree. By choosing a relatively large switching interval (for example, 15 minutes) this overhead can be made very small while preserving the advantages of this method, as will be demonstrated in Section 7.
The algorithm moves nodes up the tree in a gradual manner. This potentially prevents short-lived clients (which account for a nontrivial fraction of clients [28] [24]) from climbing up the tree upon joining, which itself may bring stream disruptions to many downstream nodes. In contrast, placing a new member at the leaf layer first and then adjusting its position according to its behavior can reduce this risk. The longer a node stays in the network, the safer it is to be moved up the tree.
Our approach does not require a very precise estimate of node bandwidth, as in today's Internet, hosts' outbound bandwidths often vary in a wide range (for example from 100 kilobits per second to 100 megabits per second); it suffices to provide only a certain number of bandwidth levels. By this means, ROST can accommodate bandwidth fluctuation within a fairly wide range. In addition, we do not distinguish between a user's total bandwidth and his/ her contributed bandwidth.
Preventing Cheating or Malicious Behavior
Honest reporting is critical for ROST. Without a mechanism to enforce this, a node can simply report that it has a large bandwidth or that it has stayed in the overlay for a long time in order to have itself gradually moved up toward the root of the tree. As a result, the ROST approach would benefit nodes that cheat instead of providing incentives for nodes to contribute to the system. Worse still, a malicious node may easily attack the system by moving to a place near the root and then disrupting the streaming to most tree nodes. None of the previous algorithms documented in Section 2 has considered this issue.
ROST provides a certain degree of security using a reference node mechanism based on a Chord-like Distributed Hash Table (DHT) [25] . Each node participates in the DHT while it joins the overlay tree and is associated with a set of r nodes called reference nodes, which are assigned in the following way. Assuming a node has a DHT ID a, we let the nodes with (or immediately succeeding) IDs a þ D; a þ 2D; . . . ; a þ rD, where D is a constant parameter ( the size of DHT ID space divided by r þ 1), be a's reference nodes. When some node b needs to verify node a's age/bandwidth information, it can interrogate one of a's reference nodes via DHT routing (without asking a for the reference node's address). This approach makes collusion difficult, since the reference nodes are not designated by a node itself, but chosen by the underlying DHT. In addition, under the random ID generation function, it is very unlikely that two general nodes act as reference nodes for each other, meaning that there is little chance for two nodes to cheat on behalf of each other. Upon joining the overlay, a node notifies its nearest reference node (in terms of DHT ID distance) of its arrival; this reference node then records its joining time and synchronizes with its other reference nodes. After this, the reference nodes establish heartbeat connections with the new node and act as its age witnesses. On arriving, a node also obtains a set of nodes, called the bandwidth measuring set, from the bootstrap node. This set of nodes will have enough spare incoming bandwidths that can be used to measure the new node's effective outgoing bandwidth. To do this, the new node concurrently transmits testing data to these nodes, who measure the partial bandwidths and jointly form an aggregated bandwidth measure on the new node's nearest reference node, which then synchronizes with the remaining r À 1 reference nodes about the bandwidth information.
The size of the reference set needs to be greater than 1 for the purpose of fault tolerance. When a node detects that a reference node leaves or breaks down, it instructs the substitute reference node (which will be selected automatically by the DHT) to synchronize with the existing active reference nodes. Note that, in an asynchronous environment like the Internet, the age information maintained by the multiple reference nodes need not be strictly consistent, since perfectly accurate values of age are not essential in our scheme. The relationship between the reference set size r (which implies control and communication overheads) and the fault tolerance capability is given as follows. If we assume the same tree model as in Section 3 and let E s denote the mean time for node i to replace a failed/leaving reference node, then the following theorem holds. Theorem 1. When the network has reached a stationary state, the probability of a node finding all of its reference nodes in a failure state at a given point of time is given by ¼ 2Es 2 þ 2 þ2Es r ; where and are the mean and variance of the nodes' lifetime distribution.
Proof (Sketch). The evolution of a reference node, say, x, of some node i can be viewed as an alternating renewal process with two states: the normal state and the reparation/ synchronization state. If a node has stayed in the network for a long time, then Smith's theorem [14] applies, and the limiting probability of i finding x in a reparation/ synchronization state is p ¼ EðUÞ=ðEðUÞ þ EðDÞÞ, where U and D denote the durations of time of the normal and reparation/synchronization states, respectively. According to [26] , the p.d.f of U in a steady-state network is given by f U ðxÞ ¼ ½1 À GðxÞ=; hence, EðUÞ ¼ À Á [28] , where È is the standard normal distribution function, then < 3 Â 10 À8 for r ¼ 3, which indicates that the probability of a node's information being unverifiable is negligible with only three reference nodes.
The cheating and malicious access problems are not unique to the ROST algorithm, but rather common to all forms of overlay network where centralized authority is unavailable and the information of a node's property can not be obtained by simple probing. Our scheme builds on existing DHT techniques and improves the multicast system's resilience against misbehavior as compared with previous schemes that ignored this issue. It should be noted, however, that the level of security of our scheme depends on the security provided by the underlying DHT, which has been an active research topic since the introduction of DHT. We will further explore this issue in future work.
THE COOPERATIVE ERROR RECOVERY (CER) PROTOCOL
Due to network congestion and transient or permanent intermediate failures of routing services, packet errors (mainly losses) are inevitable. Although the inherent data redundancy in the media coding provides a degree of loss tolerance, it is usually inadequate for failure recovery from abrupt overlay node failures. To restore the normal streaming, a member needs to rejoin the tree. This process may involve failure detection, contact with multiple nodes (for example, 50) to select an appropriate parent, and, potentially, some waiting time when concurrent join requests compete on some parent. Taking into account all of these factors, this process can take a time in the order of tens of seconds [7] , [6] . Yang and Fei [31] have proposed a proactive approach to expedite this process by computing a rescue scheme in advance. However, in a large-scale Internet-based system that is dynamic in nature, this still remains as a general problem.
To address this issue, we propose using multiple CER sources, called a Minimum Loss Correlation (MLC) group, to help a node that suffers from a stream disruption find the lost data while it is looking for a new parent. As the name suggests, the MLC group has the property that a node failure or packet missing on one node is unlikely to affect other nodes within the same group. This is important, because in a tree structure with a high degree of flow dependence, a packet loss occurring on a certain node may affect many downstream nodes. By carefully choosing a set of nodes with small loss correlation, the loss recovery can be performed more efficiently.
Minimum-Loss-Correlation Recovery Group
Loss correlation is caused by a common network path shared by two multicast members. The failure of any entity on the shared path, including the underlying physical links and intermediate overlay nodes, could result in streaming disruptions on both of these members. However, it is difficult for an overlay protocol to identify the shared physical links between two general overlay nodes. Also, because the failure probability of physical links is much lower than that of overlay members, we only consider the loss correlation at the overlay level.
We assume a tree T ¼ ðV ; EÞ, where V and E are the sets of all nodes and edges, respectively, and define the loss correlation function w : V Â V ! I, where I is the set of nonnegative integers, and wðv 1 ; v 2 Þ represents the number of common edges between the tree paths from the root r to v 1 and v 2 . The MLC group problem is thus to find a set of nodes K such that P v i ;v j 2K wðv i ; v j Þ is minimized. We solve this problem in two steps. First, a node constructs a partial tree using the information of other nodes maintained by itself. Recall that during the multicast process, nodes periodically exchange neighbor information with each other, so each node will know about a medium-sized (for example, 100) subset of other nodes. The information of each node includes its own address and the addresses, layer numbers, and out-degrees of all its ancestors. An example of a node using these information to construct a tree T is shown in Fig. 6 .
The second step is to find the desired MLC group. We assume that the ith level of the tree T is a node set L i , with L 0 consisting of only the root node r. Each node has a set of children C i ¼ fc i0 ; c i1 ; Á Á Ág and a set of descendants D i ¼ fd i0 ; d i1 ; Á Á Ág. The proposed algorithm first identifies a set G 0 of root nodes of K subtrees from which the members of the MLC group G can be derived. Algorithm 1 describes the process. 
The number sequence 1; 2; Á Á Á ; 5 in Fig. 6 gives an example of the process of identifying the MLC group G 0 . G can then be derived from G 0 by randomly selecting descendants from the subtrees rooted at all v i 2 G 0 . The randomized selection is used for the purpose of load balancing and for also providing alternatives for the isolated nodes in search of the nearest recovery nodes.
The Loss Recovery Protocol

Explicit Loss Notification (ELN)
For each packet in the stream, there is a delivery deadline and playback deadline for a specific member. The delivery deadline accounts for the delivery latency from the root to the member along the overlay path and a slack accommodating the network latency variance. The playback deadline is the delivery deadline plus the application's buffering time. Clearly, any packet missing the playback deadline is meaningless. When a member detects a delivery deadline missing, it regards this as a packet loss and may try to refind the lost packet within the playback deadline.
A member needs to determine whether or not the packet loss or streaming disruption is due to its parent so as to avoid duplicate error recovery or unnecessary rejoins. An approach called ELN is used to address this problem. In this approach, each multicast member, upon detecting a packet loss, sends a notification packet containing only the missed sequence number (ELN packet) to its children, who then infer that the packet loss does not originate from their parent. The notification packet is further propagated downstream so that all the descendant nodes can count on the repairing actions of the first ancestor node that detects the packet loss, thereby avoiding duplicate recovery. If a member continuously detects large gaps (for example, sequence gap > 3) between the sequence of either normal data or ELN packets, there must be a parent failure or link congestion/failure occurring, and this member simply launches the rejoin process; its downstream nodes remain unchanged. After recovery, the recovering node transmits the recovered data downstream to its descendants. Note that an ELN packet only contains a sequence number (or a series of sequence numbers when necessary) and, hence, will bring negligible extra overhead on the network compared to the normal streaming traffic.
Repairing the Lost Data
A member places the nodes of its recovery group in order of network distance. Upon detecting a packet loss, it sends a packet repair request to the first recovery node. The request also contains a list of other recovery members. The first recovery node searches its buffer or waits a certain time for the requested packet to arrive. If found or received, the requested packet is sent back to the requesting node; otherwise, the first recovery node sends back a NACK packet, and at the same time, it forwards the request to the second recovery node, which then performs the same repair operation. This process continues until the requested packet is discovered or all recovery nodes are contacted. All repaired packets are sent back to the intermediate nodes in addition to the original requesting node.
If a member detects a parent failure, it still sends a loss repair request to the first recovery group node, asking for a recovery at a full streaming rate. If the first node has only a residual bandwidth of 1 < 1 (we assume the full stream rate is 1), it takes responsibility for sending all packets that satisfy ðn mod 100Þ < 100 1 , where n is the sequence number. The first recovery node then passes the request on to the second recovery node, which has a residual bandwidth of 2 , and then takes care of repairing packets whose sequence numbers satisfy 100 1 ðn mod 100Þ < 100ð 1 þ 2 Þ. The process continues until the sum of all residual bandwidths of the examined recovery nodes is not less than 1 or all recovery nodes have been contacted. An event-driven simulator has been developed in order to study the performance of the different algorithms. The Georgia Tech Internetwork Topology Models (GT-ITM) transit-stub model [32] is used to generate an underlying network topology consisting of 15,600 nodes. Link delays between two transit nodes, transit nodes and stub nodes, and two stub nodes are chosen uniformly between [15, 25] ms, [5, 9] ms, and [2, 4] ms, respectively. Of all the 15,360 stub nodes, a fraction of them are randomly selected to participate in the multicast tree. The server's location is fixed at a randomly chosen stub node.
In all simulations, the media streaming rate is assumed to be 1. The root node has a bandwidth of 100, resembling the capability of a powerful source server. Other nodes' outbound bandwidths follow a Bounded Pareto distribution, 3 whose shape, lower bound, and upper bound parameters are set to 1.2, 0.5, and 100, respectively (denoted by BP(1.2, 0.5, 100)). This means that 55.5 percent of the members are effectively "free riders," and a small number of "super-nodes" exist with out-degrees larger than 20. By default, the nodes' lifetimes follow a lognormal distribution [28] , with the location and shape parameters set to 5.5 and 2.0, respectively (denoted by LN(5.5, 2.0)), such that the mean lifetime is 1,809 sec. Some other lifetime distributions, such as Pareto distribution [11] , with varying parameters are also tested, and the schemes are found to have similar trends in performance; the focus of discussion therefore centers on the case of the lognormal distribution. The simulation considers different network sizes in terms of average number of nodes in a steady state. According to Little's Law, the node arrival rate is determined from M divided by the mean lifetime. For the ROST algorithm, the default switching interval is 360 seconds.
We implement three distributed algorithms: 1) the minimum-depth algorithm, as introduced in Section 2, wherein a new member always chooses a parent highest in the tree from up to 100 nodes 4 in the network, 2) the longest-first algorithm, as introduced in Section 2, wherein a new member always chooses the oldest parent from up to 100 nodes in the network, and 3) the ROST algorithm, as introduced in Section 4.
For a more complete comparison, two centralized algorithms the relaxed BO algorithm and the relaxed TO algorithm are also implemented. These are two variants of the BO and TO algorithms, as introduced in Section 2. Since the (strict) BO and TO trees have unacceptably high protocol overheads in terms of average number of reconnections for a single node during its lifetime, a modification is made to ensure that the compared scenarios appear more realistic: When a member joins/rejoins the tree, it always searches from the high to low layers to see if there is a smaller bandwidth or younger node, and if so, the located node is replaced with the new one. The evicted node and possibly together with some of its children in the case of time ordering are forced to rejoin the tree. This results in bandwidth/time ordering among parents and children, but a node may have smaller bandwidth/age than another nonchild node in the next layer. Since these two variants still follow the basic ideas of bandwidth/time ordering, they are used for performance comparisons. Note that both algorithms rely on global topological information.
PERFORMANCE EVALUATION
This section first compares the ROST algorithm against the other four tree construction algorithms by using a variety of performance metrics and then studies the performance of the CER protocol.
Tree Reliability
Tree reliability is measured by the average number of streaming disruptions experienced by a single node during its lifetime in the steady state of a multicast tree. The experiments consider the extreme case in which every node departs abruptly without notification to others and, hence, results in a disruption on each of its descendants. This metric reflects the stability of a tree in the most uncooperative and dynamic environment. Fig. 7 compares the performance of the five algorithms under different sizes of network.
It can be seen that the minimum-depth algorithm and the longest-first algorithm perform the worst, because they either are completely reliability-ignorant or operate very conservatively in ordering the nodes in terms of age. Compared with these, ROST reduces the average number of disruptions per node by 65-89 percent. A further observation is that the performance of ROST is much less sensitive to the network size as compared with the other two distributed algorithms, which do not consider bandwidth ordering and, therefore, vary more significantly in tree depth.
Compared with the minimum-depth algorithm and the longest-first algorithm, the relaxed BO algorithm also has substantially higher reliability due to the reduced tree depth. Nevertheless, it is outperformed by the relaxed TO algorithm, which has better reliability owing to the time ordering.
Among the five algorithms, the ROST algorithm appears to yield the best result. Compared with the relaxed BO algorithm, the number of disruptions has been reduced by 36-57 percent, and compared with the relaxed 3. Previous studies [22] , [23] , [21] have shown that the (access link) bandwidths of overlay nodes exhibit characteristics similar to that of heavytailed distributions, a typical example of which is the Pareto distribution. Considering the practical limits of possible bandwidth values, we use a bounded Pareto distribution to model the members' bandwidths.
TO algorithm, the second best algorithm, the reduction is up to 40 percent in certain cases. Fig. 8 provides information concerning the reliability of the schemes in an 8,000-node network in the form of C.D.F. Fig. 9 shows the accumulative number of stream disruptions experienced by a typical member over time under the various algorithms. This member is selected so that it has a moderate bandwidth and a long lifetime and has joined the overlay after the network enters a steady state; this allows the observation over a long period. We can see that with the ROST algorithm, the frequency of stream disruptions (that is, the slope of the line) becomes smaller as the member ages, which reflects how ROST benefits the long-lived members. Although it has only an average bandwidth, the member gradually ascends the tree and becomes less and less frequently interrupted by the dynamics of other members.
Sensitivity to Lifetime Distribution Parameters
The effectiveness of time ordering relies on the nodes' residual lifetime characteristics. We vary the location parameter and shape parameter of the lognormal distribution such that the mean lifetime remains unchanged while the variance changes. (Note that the range of covers the statistical findings reported in [28] .) The smaller the , the smaller the lifetime variance, and the more likely it is that the nodes' lifetimes are distributed near the mean. Intuitively, the smaller the difference between the nodes' lifetimes, the less likely it is that an old node will stay longer than a young node. Table 1 shows the average numbers of disruptions per node under the various distributions. The performance of the minimum-depth algorithm is chosen as a baseline, and the ratios of other schemes' performance to this baseline are shown in the parentheses.
As can be seen from the table, the ROST algorithm consistently outperforms the other two distributed algorithms, although its advantage over the two centralized algorithms varies. As changes from 2.8 to 1.2, the performance of ROST degrades (from 0.17 to 0.23); the same trend is found with the relaxed TO algorithm. With the diminishing effect of time ordering, the relaxed TO algorithm starts to be outperformed by the relaxed BO algorithm at ¼ 1:5, and ROST also loses its advantage over the relaxed BO algorithm when reaches 1.2. These observations agree with the analytical results presented in Section 3. Similar results are also obtained for a Pareto lifetime distribution with varying shape parameter. Generally, when the tail of the lifetime distribution gets lighter (as opposed to "heavy tailed"), time ordering becomes less influential, and bandwidth ordering in the ROST algorithm begins to dominate the optimization of tree reliability.
Service Delay and Network Stretch
This set of experiments examine the tree quality of the various algorithms in terms of end-to-end service delay and network stretch. The network stretch is defined as the ratio of one nodes' service delay to the delay along the direct unicast path in the underlying network [1] , [7] . Fig. 10 shows the average, maximum, and minimum service delays of tree nodes. It can be seen that the ROST algorithm achieves the best results in terms of average and maximum service delays among the three distributed algorithms. Compared with the relaxed BO tree, however, ROST has a small increase in average service delay of 10-15 percent and an increase in maximum service delay up to 100 percent. This is because the ROST algorithm optimizes Fig. 8. C.D.F . of the average number of disruptions. Fig. 9 . Number of disruptions of a member over time.
TABLE 1 Average Number of Disruptions per Node for Varying Parameters of the Lifetime Distribution
The bold column corresponds to the default setting.
the layout in a more confined space (only along the childparent paths regardless of the bandwidth order between siblings) and, hence, yields a more suboptimal bandwidth layout. However, it should be pointed out that the best performance of the relaxed BO algorithm relies on a centralized controller that assumes the presence of global topological information, which makes it impractical for large-scale networked systems. Fig. 11 shows the average stretch of nodes under various network sizes, which agrees with the observations from Fig. 10 . Fig. 12 shows the service delay of a typical member with the same property as assumed in the experiments in Fig. 9 . It can be seen that under the ROST and relaxed TO algorithms, the examined member's delay becomes smaller as time progresses, implying an increasingly higher position in the multicast tree. In contrast, the delay fluctuates with no convergence with the other three algorithms that do not consider time ordering.
Protocol Overhead
Both bandwidth ordering and time ordering require reconnections between nodes to optimize the structure of the tree, thus introducing a protocol overhead. This overhead is measured in the average number of reconnections brought by the optimizing mechanism on a single node during its lifetime. Fig. 13 compares the protocol overheads of the five algorithms. Note that the minimum-depth algorithm and the longest-first algorithm do not impose any protocol overheads at all.
The results show that the ROST algorithm performs best among the three algorithms that do incur protocol overheads. Besides which, the ROST algorithm requires far less than one reconnection for a single node during its lifetime. This indicates that ROST is very efficient in general. Recall that the average node lifetime is 1,809 seconds, and the default switching interval is 360 seconds. These translate to five switches per node, which is clearly larger than the measured overhead. The reason behind this is that a switching interval does not necessarily correspond to an actual switching operation; rather, it only provides a possible opportunity for switching. In an overlay that has evolved for a long time, many high-bandwidth or long-lived nodes have already occupied the higher positions in the tree, so most of the remaining nodes have only a small chance of climbing up the tree.
Effects of Switching Interval
Fig. 14 shows the impact of various switching intervals on the performance of an 8,000-node system. As expected, a smaller interval provides more adjusting opportunities for the overlay and, thus, the streaming reliability is higher. Because of the implicit bandwidth ordering, a small interval also leads to a small average service delay and network stretch. These benefits, however, come at the expense of an increase in protocol overhead, as shown in the bottom-right subfigure in Fig. 14 . Also note that the protocol overhead is fairly small (0.15 reconnections per node) even when the interval is 480 sec (which is the smallest value).
Effects of Recovery Group Size
We also examine the effect of different recovery group sizes on the user-perceived quality of service and the requirement on the user buffer through packet-level simulation. The data is propagated from the tree root at a constant rate of 10 packets per second after the network enters a steady state. By default, each node has a playback buffer size of 5 seconds or 50 packets; hence, every lost packet must be repaired within 5 seconds. It is assumed that a member needs 5 seconds to detect a failure of its parent, and another 10 seconds to rejoin the tree; thus, a failure recovery takes 15 seconds in total. We only consider packet losses incurred by node failures. A node's residual bandwidth is uniformly distributed in 0-9 packets per second, and it only uses the residual bandwidth to help others in error recovery.
A metric called starving time ratio, defined as the ratio of the total streaming disruption time to the whole view time since the playback begins, is used to evaluate the quality of service perceived by a user under the workload assumed in Section 6. Fig. 15 presents the average starving time ratios of all multicast members for varying recovery group sizes. The tree is constructed using the minimum-depth algorithm. The result shows that, compared with the group size of 1, a small increase to a group size of 3 can reduce the average starving time by an order of magnitude (< 0:2 percent for all network sizes). Fig. 16 depicts the cumulative contribution function of starving time of all nodes for an 8,000-member network. It can be seen that with a recovery group size of 1, the fraction of members that experiences a starving time ratio above 2.5 percent is over 20 percent, whereas with group sizes 2 and 3, this fraction sharply reduces to 3 percent and 0.1 percent, respectively. Fig. 17 depicts the relationship between the user's buffer size and starving time ratio. Clearly, a larger buffer size can better accommodate streaming dynamics. However, a large buffer size also means a long start-up delay and, hence, worse quality of service in terms of interactivity. Again, we can see that a small increase in the recovery group size can dramatically reduce the required buffer size. For example, for the one-recovery-node case, the buffer size must be ! 27 seconds to make the average starving time ratio 0:55 percent, whereas, for the two-recovery-node case, the buffer size needs only to be 5 seconds to meet the same requirement.
Evaluation of ROST+CER
We compare ROST+CER against a general overlay multicast scheme in which the tree is constructed using the minimum-depth algorithm, and the packet losses are recovered from a single source. We vary the recovery group size from 1 to 3 and examine the average starving time ratio under the two schemes. Fig. 18 gives the results with a 95 percent confidence interval. It can be observed that, for each group size, the use of ROST+CER significantly reduces the average starving time ratio. On average, the ratio is reduced by 8-9 times. One can also see that, even with a recovery group size of 1, the ROST+CER scheme performs better than a Minimum-depth + Single Source scheme with two recovery group members, which again reflects the effectiveness of the ROST algorithm.
CONCLUSIONS
This paper addresses fault resilience for overlay-multicastbased live media streaming. It makes the following contributions: 1) It provides a stochastic analysis for the performance of two types of tree layouts, the BO tree and the TO tree, in terms of tree reliability and tree depth, which reveals the effect of bandwidth and time ordering in improving tree reliability.
2) It provides a proactive protocol called ROST that minimizes the failure correlation among multicast tree nodes. The ROST algorithm gradually switches the tree toward a structure partially ordered in bandwidth and partially ordered in time. The resulting tree delivers the best reliability among the three distributed tree construction algorithms and also shows comparable performance as compared with two centralized algorithms.
3) It provides a reactive mechanism that recovers from streaming disruptions incurred by upstream member failures using a CER protocol. The experimental results show that even with a small increase in the recovery group size, the user-perceived starving time ratio can be reduced by an order of magnitude. The performance of ROST and CER as a whole is also evaluated by comparing it against a general resilient overlay multicast scheme; the results demonstrate the superiority of the proposed schemes. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
