The most widely used analytic approach in functional magnetic resonance imaging (fMRI) research is the general linear model (GLM). This approach is based on the idea that brain regions involved in performing a task can be discovered by subtracting the activity measured during task performance from that of a control condition. Typically, both experimental and control trials are performed many times and trials of each type are averaged together in an effort to increase the signalto-noise ratio. In some cases, the brain's activity measured in the absence of a task or experimental stimuli (so called "resting state") is used as a control. In other cases, the control may differ from the experimental condition only in the cognitive feature to be studied. In either case, the analysis relies on the assumption that brain activity measured in task and control conditions sums linearly. In order for this assumption to be valid, each experimental condition must evoke additional physiological activity that does not influence activity related to other conditions, a concept known as "pure insertion." Although most studies are based on this assumption, there is a growing body of evidence demonstrating that brain activity does not sum linearly. Indeed, there is evidence of nonlinear and complex behavior on all levels of neuronal function from the bursting patterns of single cells to complex interactions of cortical ensembles (Korn and Faure, 2003) . More than 15 years ago, Friston et al. (1996) used a factorial experimental design to challenge the assumptions of pure insertion. This work demonstrated that subtractive experimental designs lead to erroneous conclusions due to nonlinear interactions between brain regions and experimental conditions. Interactions between different experimental conditions, which have been observed in many studies, suggest that measured brain activity should be viewed as the product of a dynamic system whose activity at any point is influenced by previous brain activity. Therefore, consideration of the interactions between brain activity across different functional states is critical to understanding brain dynamics.
Many researchers ceased using restingstate as a control condition after the discovery of functionally relevant structure in resting-state brain activity (Biswal et al., 1995) . Since then, an increasing amount of research has gone into characterizing resting-state activity. It has been shown that patterns of correlated brain activity during rest are consistent across individuals, and predictive of disease states when abnormal. Additionally, a network of brain regions has been identified that exhibit increased activity at rest and decreased activity during task performance, called the default mode network (DMN). Despite these findings, and even though task-related metabolic increases account for only 5% of total neural metabolism, there is currently no consensus on how to interpret metabolic activity measured in resting-state (Raichle and Mintun, 2006) . Resting-state is often described as the spontaneous activity of the brain. Other definitions focus on activity associated with self-referential thoughts, or awareness of sensory input, and environmental changes. (Fransson, 2005; Fox and Raichle, 2007) The critical point is that if this activity is consistent and persists independently of task performance, it should subtract out of any GLM analysis leaving only the brain activity of interest. However, many studies (see Northoff et al., 2010 for review) have shown that brain activity measured in the resting state and task-evoked activity influence one another.
Evidence of the interaction between ongoing and evoked brain activity came from a comparison of variance in spontaneous and evoked activity published recently in The Journal of Neuroscience by Biyu He. This author points out that if ongoing and task-evoked activity sum linearly without interaction, then averaging across trials would suppress the variability in ongoing activity, revealing the "true" task-evoked response. However, if there is a positive or negative interaction between spontaneous and task-evoked activity, then single trial brain responses would be partially canceled out when averaged to-gether. The author used the law of variance of sums to challenge the assumption that spontaneous and task-evoked activity vary independently of one another. This law states that the sum of the variance of two or more random variables is equal to the sum of the variance of each variable only if the variables are independent. If they are not independent, the sum of their variances also depends on their covariances. With two variables (ongoing brain activity and task-evoked activity), there are three possibilities each resulting in a different relationship between the sum of their variances: no interaction between the two variables, positive interaction, and negative interaction. Both positive interaction and no interaction would result in greater variance in across-trial taskassociated activity than during rest. Negative interaction, on the other hand, would cause a decrease in variance associated with task activity compared with rest. Subjects were asked to perform a target detection task interspersed with resting periods. For whole brain analysis and a separate analysis on 33 regions of interest (ROIs), variances were calculated as the square of the SDs of trial-to-trial measurements during rest and target detection periods. The data showed a decrease in variability in all 33 ROIs (significant decrease at p Ͻ 0.05 in 19 ROIs and at the population level at p Ͻ 1e-16) and in 86.8% of voxels in the whole brain analysis. This result is strong evidence of a negative interaction between spontaneous and task-evoked activity. Biyu He's study represents a novel mathematical characterization of the interaction between ongoing brain activity and that measured during task performance. Although these results were obtained using a target detection task, many others have demonstrated such interactions using a variety of other experimental protocols.
Several studies have yielded evidence that task-evoked activation of cortical networks shape the pattern of correlated activity at rest. In one study, it was shown that training required for a shape discrimination task induced a negative correlation in the resting-state between visual cortex and fronto-parietal attentional areas whose activity was independent before training (Lewis et al., 2009). These negative correlations corresponded with improved perceptual learning and did not extend to other networks. Such results suggest that the DMN functions as a filter for unattended sensory information, becoming less important as training progresses (Lewis et al., 2009 ). Albert et al.
(2009) obtained similar results using a motor learning paradigm. Therefore, resting-state activity may contain physiological evidence of network level neuroplasticity arising from experience-driven coactivation of cortical circuitries. While these studies provide evidence that taskevoked brain activity has an influence on the brain at rest, there are also indications that ongoing brain activity influences that evoked by experimental manipulation.
Several studies have demonstrated the influence of ongoing brain activity on task-performance. One such study, showed that pain intensity perception could be predicted by preceding levels of brain activity in the medial thalamus, lateral fronto-parietal areas, posterior cingulate, precuneus and tempero-pariatel cortices (Boly et al., 2007) . Mennes et al. (2010) demonstrated that interindividual differences in resting-state functional connectivity could be used to predict differences in task-induced BOLD activity in a flanker task paradigm. In another study, Weissman et al. (2006) used a visual attention task to show that attentional lapses begin with reduced prestimulus activity in the anterior cingulate and less deactivation in the DMN, leading to system wide changes in stimulus-evoked activity. Therefore, regionally specific variability in resting activity also predicts changes in behavioral performance and task-evoked brain activity.
This growing body of evidence of interactions between brain activity across experimental conditions motivates using more sophisticated approaches to fMRI data analysis. Biyu He suggests that reduction of variability during task performance may facilitate sensory processing and may be an additional informationtransmitting feature in the brain. He recommends several alternative analysis approaches for fMRI such as multivariate pattern analysis, which takes into consideration both the across-trial mean response and trial-to-trial variability. Multivariate approaches also have the advantage of accounting for spatial correlations across voxels rather than erroneously assuming that each voxel's activity is independent. Additionally, as the author points out, his results are consistent with an alternative view of brain function as a "dynamic system selecting its trajectory based on context and tightening the trajectory when performing a specific task" as apposed to an independent amalgam of ongoing and evoked activity. Bjyu He's study, and others that demonstrate interactions between ongoing brain activity and experimentally induced activity, collectively make a case for fMRI analysis using state space modeling (SSM). Because of its ability to model spatial and temporal interactions, SSM provides an excellent framework for understanding the sequential changes in neural systems underlying behavior. SSM describes the brain as a dynamic system comprised of regional interactions, which can be described at any time by a point in multidimensional space. In a state-space model, temporal evolution of brain activity is determined by a smooth trajectory described by a transition matrix that is dependent on previous states, activity in other brain areas, and perturbations due to external stimuli. In this way, the transition matrix encapsulates both endogenous and exogenous influences. Although the computational requirements of this kind of analysis are significant and require thoughtful approaches to data dimensionality reduction, several groups have successfully used such models for fMRI analysis. Janoos et al. (2011) used SSM to distinguish between a control group and one with developmental dyscalculia (a mathematical disability) in a multiplication task. Unlike traditional analysis methods however, SSM also allowed them to characterize the spatio-temporal variations both between and within populations. Gössl et al. (2000) applied the technique to fMRI data collected during visual and auditory stimulation and showed that the influence and spatial extent of activation changed over the course of the experiment. Therefore, using more sophisticated multidimensional methods of analysis it is possible to move beyond an understanding of brain function that merely assigns participation of brain regions to cognitive abilities. These models allow for deeper investigation of temporal dynamics that underly shifts between varying degrees of consciousness, and attentional focus as well as the dependence of psychiatric disorders on the temporal dynamics of brain activity.
