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GENERALIZED UNIVERSAL SERIES
S. CHARPENTIER, A. MOUZE, V. MUNNIER
Abstract. We unify the recently developed abstract theories of universal series and extended
universal series to include sums of the form
∑n
k=0 akxn,k for given sequences of vectors (xn,k)n≥k≥0
in a topological vector space X. The algebraic and topological genericity as well as the spaceability
are discussed. Then we provide various examples of such generalized universal series which do not
proceed from the classical theory. In particular, we build universal series involving Bernstein’s
polynomials, we obtain a universal series version of MacLane’s Theorem, and we extend a result
of Tsirivas concerning universal Taylor series on simply connected domains, exploiting Bernstein-
Walsh quantitative approximation theorem.
1. Introduction
In 1914, Fekete proved that there exists a formal Taylor series on [−1, 1] whose subsequences of
partial sums approximate uniformly any function continuous on [−1, 1] which vanishes at 0 [25].
Since then, several results of this type have appeared. In 1996, Nestoridis provided renewed vigor
to the research on this kind of maximal divergence in [23] by showing that there exists a power
series
∑
k≥0 akz
k of radius of convergence 1 such that for any compact set K ⊂ C \ D (where
D = {z ∈ C; |z| < 1}) with connected complement, and any function h continuous on K and
holomorphic in the interior of K, there exists an increasing sequence (λn)n ⊂ N such that
sup
z∈K
∣∣∣∣∣
λn∑
k=0
akz
k − h(z)
∣∣∣∣∣→ 0, as n→ +∞.
These approximating series are now referred to as universal series. A lot of other universal series
appeared in different context (Faber series, Laurent series, Jacobi series...). We refer the reader to
the excellent surveys [8] and [10].
The theory of universal series is a part of the theory of universality in operator theory which
consists in the study of the orbit of a vector under the action of a sequence of operators. In
fact universal series and hypercyclic operators constitute for now the most important instances
of universality. The abstract theories of hypercyclicity and universal series respectively are now
rather well-known (see [3, 2] and the references therein) and provide a very efficient tool to exhibit
new instances of hypercyclicity or universal series. But in a lot of situations we have to deal with
objects which cannot be handled by these theories. For example we can be interested in studying the
universal properties of the Cesa`ro means of the sequence of the iterates of a hypercyclic operator T
([12]) or in studying the averaged sums
(
1
n
∑n
k=0 akz
k
)
n
. Yet these new objects cannot be considered
from the point of view of hypercyclicity or universal series any more. Furthermore the previous
abstract theory of universal series cannot provide a tool to study the action of summability processes
on universal series. A very abstract theory of universality has been developed in [7] and in Part C
of [2] in order to provide criteria for universality and a description of the set of universal vectors.
The point of view is very general and, so far, it was only used in the context of both universality
and universal series in [20].
The purpose of this paper is to generalize the notion of classical universal series and to provide,
like [2] for universal series, a rather complete abstract theory of generalized universal series in order
to significantly enlarge the class of universal objects which can be understood in a systematic way.
Our theory is based on the more general under-exploited result of [2, Part C]. We introduce the
following notion of generalized universal series. Given two convenient Fre´chet spaces E and X,
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a sequence (ek)k ⊂ E and a double-indexed sequence (xn,k)n≥k≥0 ⊂ X we say that f ∈ E is a
generalized universal series if there exists (ak)k ⊂ KN (K = R or C) such that f =
∑
k akek ∈ E
and the set {∑nk=0 akxn,k, n ≥ k ≥ 0} is dense in X. This definition differs from that of a classical
universal series by the only fact that a simple sequence (xn)n≥0 is replaced by a double-indexed
sequence (xn,k)n≥k≥0 but we will see that this modification is significant. When E = K
N we will
refer to a generalized universal series as a formal generalized universal series.
Up to now, very specific results have been provided towards this direction. Hadjiloucas [9] defined
extended universal series by requiring the set
{
1
φ(n)
∑n
k=0 akxk, n ≥ 0
}
to be dense in X, where
φ is an increasing function converging in (0,+∞]. He extended the abstract results obtained for
classical universal series in [2] but all his examples settled in RN or CN and directly came from
classical universal series. In 2012, Tsirivas [26] continued the study of [9] by producing the first
examples of extended universal Taylor series in simply connected domains. In particular, he linked
the asymptotic behavior of φ to the existence of function f holomorphic on a simply connected
domain Ω such that any entire function is the uniform limit on every compact subset in Ωc, with
connected complement, of a subsequence of
(
1
φ(n)
∑n
k=0 ak (z − ξ)k
)
n
, where ak = f
(k)(ξ)/k!, ξ ∈ Ω.
Now, this essentially reduces to study generalized universal series where xn,k =
xk
φ(n) where (xk)k is
a sequence in X. We also mention that Melas and Nestoridis exhibited large classes of power series
which are universal and whose Cesa`ro means are also universal [17] (more general summability
processes are considered). Notice that we unify all the previous results with our formalism.
In this paper we characterize the existence of generalized universal series in terms of easy-to-
check approximating lemmas and, using [2, Theorem 27] we obtain a description of the set of
generalized universal series in terms of genericity (Gδ-dense and algebraic genericity). We also
adapt a general criterion given in [5] for the spaceability of these sets, i.e. the existence of a closed
infinite dimensional subspace of E consisting of generalized universal series. When E = KN the
existence of formal generalized universal series reduces to a very simple criterion and the spaceability
can be characterized, extending [5, Theorem 4.1] (see below for more details). The results contained
in [9] - in which the spaceability was not discussed - then appear as a very particular case. The
rest of the paper is dedicated to examples of generalized universal series which are connected to
classical phenomena of convergence or universality but which follow from neither hypercyclicity nor
classical universal series.
The organization of the paper is as follows: Section 2 deals with the above mentioned abstract
theory of generalized universal series. In Section 3, we provide the first results about the genericity
of the set of extended universal series in the sense of [9], in settings different from RN or CN. A
simple idea to produce potentially generalized universal series consists in considering partial sums of
the form
∑n
k=0 akαn,kxk, where (αn,k)n≥k≥0 is a sequence in K = R or C, and where the sequence
(xk)k induces classical universal series of the form
∑n
k=0 akxk. In particular, it is motivated by
the natural question: how much or in which manner can we perturb a classical universal series in
order to keep a universal object (to get a generalized universal series)? In Section 3, we derive
from Fekete’s Theorem that, there exists a function f ∈ C∞ such that every continuous functions
on R which vanishes at 0 can be uniformly approximated on each compact subset of R by some
partial sums of the form
∑n
k=0
f(k)(0)
k! αn,kx
k, provided that the sequence (αn,k)n is convergent for
every k ≥ 0. We prove in an abstract fashion how the algebraic and topological genericity, as well
as the spaceability, are preserved under such a perturbation. In the same section, we also build
generalized universal series with respect to a sequence (xn,k)n≥k≥0 of Bernstein’s type polynomials
(e.g.
(
n
k
)
xk(1 − x)n−k, n ≥ k ≥ 0). We recall that this sequence is associated to any continuous
function g on [0, 1] and the sums
∑n
k=0
(n
k
)
g(k/n)xk(1− x)n−k converge to g(x) uniformly on [0, 1]
as n→ +∞ [11]. Thus, these Bernstein generalized universal series come in a natural way. Such a
simple example is again specific to the formalism of generalized universal series and do not proceed
from the classical theory.
In every instance of classical universal series, the main idea is that whatever can be approximated
by polynomials can also be approximated by some partial sums of a series. Then the notion of
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universal series cannot be but connected to approximation theory. Nevertheless, non-quantitative
approximation theorems such as Weierstrass Theorem or Mergelyan Theorem were sufficient to
construct classical universal series. In [26], the author used Bernstein’s Walsh quantitative approx-
imation theorem to build the extended universal series mentioned above. We improve his result by
showing the existence of generalized universal series induced by a sequence (xn,k)n≥k≥0 of the form(
αn,kz
k
)
n≥k≥0
. With such a kind of “perturbations”, the situation is technically more involved.
We obtain a result of the following type (see Section 4):
Theorem. Let (αn,k)n≥k≥0 be non-zero complex numbers. Denote by Uα(D) (where D stands for
the open unit disk) the set of holomorphic functions f ∈ H (D) such that, for every compact subset
K ⊂ C, K ∩ D = ∅, Kc connected, every function h continuous on K and holomorphic in the
interior of K, there exists a sequence (λn)n such that
∑λn
k=0 αn,k
f(k)(0)
k! z
k → h(z), uniformly on K,
as n→ +∞. The following assertions hold:
(1) If the sequence (αn,k)n is convergent in C for every k ≥ 0 and if we have
lim sup
(
min
0≤k≤n
{
n
√
|αn,k|
})
≥ 1,
then Uα(D) 6= ∅;
(2) If we have Uα(D) 6= ∅ then
lim sup
(
max
0≤k≤n
{
n
√
|αn,k|
})
≥ 1.
In the case αn,k = 1/φ(n) where φ(n) converges in C\{0}∪{∞}, the above result, in an equivalent
form, was proven by Tsirivas in [26]. Our result is more general and our proof is direct since we
are using a precise version of Bernstein-Walsh’s Theorem (see Theorem 4.7). The proof of this
result shows that having approximating polynomials is no more sufficient to construct generalized
universal series, but we also need a control on the degree of the approximating polynomials involved
in the construction of the series. In addition, this control is also connected to the way in which the
perturbation φ grows along some of its subsequences. This connection clearly appears in the proof
of this theorem. This is the purpose of Section 4.
Some examples of generalized universal series also highlight other strange behaviors. In Section
5, we construct functions f holomorphic around 0 which are universal in the sense that the set{
αnSn
(
f (n)
)
, n ∈ N} is dense in H (C), where Sn(g) stands for the n-th partial sum of the Taylor
expansion of g at 0 and (αn)n is a sequence of non zero complex numbers. When αn = 1 for every n,
it reminds MacLane’s result concerning the hypercyclicity of the differentiation operator in H(C).
In general, we relate in a precise way the radius of convergence of the Taylor expansion of f at 0
to the asymptotic behavior of the sequence (αn)n.
2. Abstract theory of generalized universal series
2.1. Background on universality. The first part of this subsection is mostly inspired by Part
C of [2] and Section 3 of [5]. We will recall the formalism introduced in [2].
Let K = R or C. Let Y be a separable complete metrizable topological vector space (over K)
and Z a metrizable topological vector space (over K), whose topologies are induced by translation-
invariant metrics dY and ̺, respectively. Let M be a separable closed subspace of Z. Let Ln : Y →
Z, n ∈ N, be continuous linear mappings.
Definition 2.1. With the above notations, we say that y ∈ Y is universal with respect to (Ln)n
and M if
M ⊂ {Lny : n ∈ N}.
We denote by U (Ln,M) the set of such universal elements.
We make the following assumption.
Assumption (I). There exists a dense subset Y0 of Y such that, for any y ∈ Y0, (Lny)n converges
to an element in M .
We recall the following result from [2].
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Theorem 2.2. (1) ([2, Theorems 26 and 27]) Under Assumption (I), the following are equivalent.
(i) U (Ln,M) 6= ∅;
(ii) For any open subset U 6= ∅ of Y and any open subset V 6= ∅ of Z with V ∩M 6= ∅ there is
some n ∈ N with Ln(U) ∩ V 6= ∅;
(iii) For every z ∈M and ε > 0, there exist n ≥ 0 and y ∈ Y such that
̺ (Lny, z) < ε and dY (y, 0) < ε;
(iv) U (Ln,M) is a dense Gδ subset of Y .
(2) ([2, Theorem 28 (1)]) If, for every increasing sequence (µn)n ⊂ N, U (Lµn ,M) is non-empty,
then U (Ln,M) contains, apart from 0, a dense subspace of Y .
Remark 2.3. When the sequence (Ln)n satisfies Condition (ii) in the above theorem, we say that
(Ln)n is topologically transitive for M .
In the classical theory of universal series, it is useful to assume that (Ln)n satisfies the following
additional assumptions.
Assumption (II). There exist continuous linear maps Un : Y → Y , n ∈ N, and a continuous map
P : Z → Z with P|M = idM such that
• For any y ∈ Y , n ∈ N, LmUny → PLny as m→ +∞;
• For any y ∈ Y , if (Lnk)k converges to an element in M , then Unk → y as k → +∞.
We use the notations L−1 = U−1 = 0. Under these extra assumptions, Theorem 2.2 can be
improved as follows. We refer to [2, Theorem 29] and [2, Remark 27 (a)].
Theorem 2.4. Under Assumptions (I) and (II), the following assertions are equivalent.
(1) U (Ln,M) 6= ∅;
(2) U (Ln,M) is a dense Gδ subset of Y ;
(3) For every z ∈M and ε > 0, there are n ≥ 0 and y ∈ Y such that
̺ (Lny, z) < ε and dY (Uny, 0) < ε;
(4) For every z ∈M , ε > 0, and p ≥ −1, there are n > p and y ∈ Y such that
̺ (Lny − Lpy, z) < ε and dY (Uny − Upy, 0) < ε;
(5) For every increasing sequence (µn)n ⊂ N, U (Lµn ,M) is a dense Gδ subset of Y ;
(6) For every increasing sequence (µn)n ⊂ N, U (Lµn ,M) contains, apart from 0, a dense subspace
of Y .
The question of the spaceability of the set of universal elements has always been considered
separately. Actually, it is more involved in general because the condition U (Ln,M) 6= ∅ does not
always imply that U (Ln,M) is spaceable. As far as we know, the most general criterion for the
spaceability of the universal set is Proposition 3.7 in [5], given when M = Z. This result naturally
extends to any subspace M ⊂ Z. To state this latter, we introduce a condition.
Definition 2.5. With the above notations, assume that Y is a Fre´chet space. The sequence (Ln)n
satisfies Condition (C) for M if there exist an increasing sequence (nk)k ⊂ N and a dense subset
Y1 ⊂ Y such that
• For all y ∈ Y1, Lnky → 0, as k → +∞;
• For every continuous semi-norm p on Y , M ⊂ ∪k≥0Tnk ({y ∈ Y : p(y) < 1}).
Condition (C) has been introduced in [13] for sequence of operators between Banach spaces, and
extended in [19] in the case of Fre´chet spaces, when M = Z. In practice, Condition (C) is not quite
easy to handle. In fact, it is closely related to a more common notion, that of mixing sequence of
operators for a subspace.
Definition 2.6. With the above notations, we say that the sequence (Ln)n is mixing for M if the
following condition is satisfied: for any open subset U 6= ∅ of Y and any open subset V 6= ∅ of Z
with V ∩M 6= ∅ there is some n ∈ N such that Ln(U) ∩ V 6= ∅ for any n ≥ N .
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The following immediate proposition (see for example [2, Remark 27 (b)]) reformulates the notion
of mixing sequence of operators for M .
Proposition 2.7. With the above notations, if for every increasing sequence (µn)n ⊂ N, U (Lµn ,M)
is non-empty, then the sequence (Ln)n is mixing for M .
A straightforward adaptation of [5, Proposition 3.5] yields the following chains of implications:
Mixing for M =⇒ Condition (C) for M =⇒ Topologically transitive for M.
Now, [19, Theorem 1.11 and Remark 1.12] extend to universality for a subspace, using Condition
(C) for a subspace, as follows. The proof is, up to very slight changes, quite identical to that of
Menet’s result, and so it is omitted.
Proposition 2.8. With the above notations, we assume that Y is a Fre´chet space with continuous
norm. Let (pn)n be a non-decreasing sequence of norms and (qn)n a non-decreasing sequence of
semi-norms defining the topologies of Y and Z respectively. It the sequence (Ln)n satisfies Condition
(C) for M and if there exists a non-increasing sequence of infinite dimensional closed subspaces
(Mj)j of Y such that for every continuous semi-norm q on Z, there exists a positive number C, an
integer k ≥ 1 and a continuous norm p on Y such that we have, for any j ≥ k and any x ∈Mj
q
(
Lnj(x)
) ≤ Cp(x),
then U (Ln,M) is spaceable.
2.2. Generalized universal series. In this paper, we are interested in generalizing the classical
notion of universal series studied in [2]. Let E, A ⊂ KN and X be three Fre´chet spaces whose
topologies are defined by translation-invariant metrics dE , dA and ̺, respectively. Let (ek)k denote
the canonical sequence in KN. For p a polynomial in KN, i.e. a finite linear combination of the ek’s,
we denote by v(p) its valuation (i.e. v(p) = min(k; ak 6= 0) where p =
∑
k≥0 akek) and by d(p) its
degree (i.e. d(p) = max(k; ak 6= 0) where p =
∑
k≥0 akek). Let F = (fk)k≥0 be sequence in E and
let X = (xn,k)n≥k≥0 be a sequence in X. We make the following assumptions.
(i) The set G ⊂ KN of all polynomials is included in A and is dense in A;
(ii) The coordinate projections A→ K, a = (an)n 7−→ ak, k ≥ 0, are continuous;
(iii) The set GE ⊂ E of all polynomials in E (i.e. the finite linear combinations of the fk’s) is dense
in E;
(iv) There exists a linear continuous map T0 : E → A such that T0 (fk) = ek for every k ≥ 0;
(v) For every k ≥ 0, the sequence (xn,k)n≥k is convergent in X.
We also denote by SFn : A → E (resp. SXn : A → X) the map which takes (an)n to
∑n
k=0 akfk
(resp.
∑n
k=0 akxn,k).
Remark 2.9. One can observe that (iv) implies that the family (fk)k is linearly independent.
Definition 2.10. We keep the above assumptions. Let µ = (µn)n≥0 ⊂ N be an increasing sequence.
(1) An element f ∈ E is a µ-generalized universal series (with respect to (xn,k)) if
X =
{
SXµn ◦ T0(f) : n ≥ 0
}
.
We denote by Uµ (X ) ∩ E the set of such elements.
(2) An element f ∈ E is a µ-restricted generalized universal series (with respect to (fk), (xn,k)) if
X × {0} ⊂ {(SXµn ◦ T0(f), f − SFµn ◦ T0(f)) : n ≥ 0}.
We denote by UµE (X ) the set of such elements.
Remark 2.11. (1) Observe that the indices n and k in (xn,k)n≥k≥0 do not play the same role in
the definition of generalized universal series.
(2) When xn,k = xk for every n ≥ 0 and every 0 ≤ k ≤ n, we recover the standard notion of
universal (resp. restricted universal) series with respect to (xk)k.
(3) When (fk)k is a Schauder basis of E, we automatically have Uµ ∩ E (X ) = UµE (X ).
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Notation 2.12. When µ = N, we simply denote Uµ (X ) ∩ E (resp. UµE (X )) by U (X ) ∩ E (resp.
UE (X )). When xn,k = xk for every n ≥ 0 and every 0 ≤ k ≤ n, we use the standard notations
Uµ∩E and UµE to denote the set of classical universal series and that of classical restricted universal
series respectively [2].
The next result characterizes the existence of formal generalized universal series (i.e. when E =
A = KN).
Proposition 2.13. Let µ = (µn)n ⊂ N be an increasing sequence. Under the previous notations
and assumptions, the following assertions are equivalent.
(1) Uµ (X ) ∩KN 6= ∅;
(2) For all K ≥ 0,
⋃
n∈µ
span (xn,k, K ≤ k ≤ n) is dense in X;
(3) For all N ≥ K ≥ 0,
⋃
n≥N
n∈µ
span (xn,k, K ≤ k ≤ n) is dense in X.
Proof. (2)⇐⇒(3): The implication (3)⇒(2) is obvious. Then, we assume that (2) is satisfied. Let
(K,N) ∈ N2, K ≤ N , be fixed. By (2),
X =
⋃
n∈µ
span (xn,k, N ≤ k ≤ n)
=
⋃
n≥N
n∈µ
span (xn,k, N ≤ k ≤ n)
⊂
⋃
n≥N
n∈µ
span (xn,k, K ≤ k ≤ n),
which gives the conclusion.
(1)⇒(2): Let (Uj)j≥0 be a denumerable basis of open sets inX and let us fix j0. Let alsoK ≥ 0 be
fixed. Let a = (an)n ∈ Uµ (X ). Let p = (a0, a1, . . . , aK , 0, . . .) and pn =
∑K
k=0 akxn,k. By assump-
tion (v) above, pn has a limit in X when n tends to +∞. Hence a−p = (0, . . . , 0, aK , . . . , an, . . .) ∈
Uµ (X ) also. Therefore, there exists n ≥ K, n ∈ µ, such that ∑nk=K akxn,k ∈ Uj0 , which gives (2).
(2)⇒(1): The assumption allows to build a sequence of polynomials (pj)j≥0 with d (pj) ∈ µ for
any j ≥ 0, v (pj) > d (pj−1), and such that SXd(pj) (pj) ∈ Uj −
∑j−1
i=0 S
X
d(pi)
(pi). Then the (block)
sequence (pj)j ∈ KN belongs to Uµ (X ) ∩KN. 
Remark 2.14. When xn,k = xk for every n ≥ 0 and every 0 ≤ k ≤ n, we recover that U ∩ KN is
non-empty if and only if span (xk, k ≥ n) is dense in X for every n ≥ 0.
We are interested in a description of the set of generalized universal series. To this purpose, the
results of Subsection 2.1 are very useful. With the notations of this latter, we will consider the two
following settings, depending on what we are considering: generalized universal series or restricted
generalized universal series. We fix an increasing sequence µ = (µn)n ⊂ N.
(A) For generalized universal series:
A-(a) Y = E, Z =M = X;
A-(b) Ln =
(
SXµn ◦ T0
)
, n ∈ N;
A-(c) Y0 = GE , where we recall that GE is the set of all finite combinations of the fk’s.
(B) For restricted generalized universal series:
B-(a) Y = E, Z = X × E and M = X × {0}
B-(b) Ln =
(
SXµn ◦ T0, idE − SFµn ◦ T0
)
, n ∈ N;
B-(c) Y0 = GE .
It is easily checked that Assumption (I) (see above) is satisfied under (A) or (B). The main result
of this section states as follows.
Theorem 2.15. Let µ = (µn)n ⊂ N be an increasing sequence.
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(A) For generalized universal series, we have:
(A)-(1) The following assertions are equivalent.
(i) Uµ (X ) ∩ E 6= ∅;
(ii) For every x ∈ X and every ε > 0, there exist n ≥ 0 and f ∈ E such that
̺
(
SXµn ◦ T0(f), x
)
< ε and dE (f, 0) < ε;
(iii) Uµ (X ) ∩ E is a dense Gδ subset of E.
(A)-(2) If, for every increasing sequence ν = (νn)n ⊂ µ, Uν (X ) ∩ E is non-empty, then
Uµ (X ) ∩ E contains, apart from 0, a dense subspace of E.
(A)-(3) If E admits a continuous norm and if, for every increasing sequence ν = (νn)n ⊂ µ,
Uν (X ) ∩ E is non-empty, then Uµ (X ) ∩E is spaceable.
(B) For restricted generalized universal series, we have:
(B)-(1) The following assertions are equivalent.
(i) UµE (X ) 6= ∅;
(ii) For every x ∈ X and every ε > 0, there exist n ≥ 0 and f ∈ E such that
̺
(
SXµn ◦ T0(f), x
)
< ε and dE
(
SFµn ◦ T0(f), 0
)
< ε;
(iii) UµE (X ) is a dense Gδ subset of E.
(B)-(2) If, for every increasing sequence ν = (νn)n ⊂ µ, UνE (X ) is non-empty, then UµE (X )
contains, apart from 0, a dense subspace of E.
(B)-(3) If E admits a continuous norm and if, for every increasing sequence ν = (νn)n ⊂ µ,
UνE (X ) is non-empty, then UµE (X ) is spaceable.
Proof. Parts (A)-(1), (A)-(2), (B)-(1) and (B)-(2) are direct applications of Theorem 2.2. We just
mention that, to get (B)-(1)-(ii), we use the density of polynomials (with respect to the fk’s) in E
and the continuity of the maps SFµn ◦ T0, n ≥ 0.
It remains to prove (A)-(3) and (B)-(3). Both of these assertions will proceed from Proposition
2.8. By Proposition 2.7, (Ln)n is mixing for M in both cases (in case (A), M = X, in case (B),
M = X × {0}). In particular, it satisfies Condition (C) for some increasing sequence (nk)k ⊂ N.
For j ≥ 0, let Mj = ∩njk=0 kerSXk ◦ T0. Every Mj is an infinite dimensional closed subspace of E,
and (A)-(3) immediately comes from an application of Proposition 2.8. For (B)-(3), we just need
to observe that for any seminorm q of the Fre´chet space X ×E, there actually exists a continuous
norm p of E such that for any f ∈Mj,
q
(
Lnj (f)
)
= q
(
0, f − SFnj(f)
)
≤ Cp(f),
for any j ≥ 0, by continuity of SFnj . 
Remark 2.16. (1) When the sequence (fk)k is a Schauder basis of E, we shall say that Part A
and Part B of the previous theorem coincide.
(2) Using that the set of all finite combinations of the fk’s is dense in E, it easily stems that
Assertion (A)-(1) (ii) can be rephrased as follows, using the fact that the generalized universal
property is preserved under translation by polynomials:
(A)-(1) (ii)’ For every x ∈ X and every ε > 0, there exist m ≥ n ≥ 0 such that
̺
(
SXµn ◦ T0(f), x
)
< ε and dE
(
SFµm ◦ T0(f), 0
)
< ε.
On the one hand, if xn,k = xk for every n ≥ 0 and every 0 ≤ k ≤ n, then we observe that
Assumption (II) in Subsection 2.1 is satisfied in the setting of restricted universal series, that is
under (B). Therefore, Theorem 2.4 immediately yields [2, Theorem 1] which asserts, in particular,
that if UE is non-empty, then it automatically contains, apart from 0, a dense subspace. In this
context, [18] also ensures that if E admits a continuous norm and if UE is non-empty, then UE is
spaceable. On the other hand, the formalism of generalized universal series is too much general to
proceed from Theorem 2.4 and [18] (or [4]).
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2.3. Spaceability of generalized universal series in KN. Let us return in this section to the
space KN = RN or CN endowed with the Cartesian topology. It is well known that KN does not
admit a continuous norm, so the spaceability of the set of generalized universal series in KN cannot
proceed from Theorem 2.15. We keep the previous notations: let X be a metrizable vector space
over the field K = R or C. Let us denote X = (xn,k)n≥k≥0 a fixed sequence of elements in X. In
this context we always have UKN(X ) = U(X ) ∩KN. We are interested in the spaceability of the set
U(X ) ∩ KN. In the case of classical universal series, a complete answer is given by Theorem 4.1
of [5]. The general case seems much more complicated. In the next proposition, we give sufficient
conditions for the spaceability (resp. the non spaceability) of U(X )∩KN, which will cover the new
examples of generalized universal sets. First, for every l ≥ 1, let us introduce the sets
El = {b ∈ X; ∃(n,m) ∈ N2 with n > m ≥ l and bl, bl+1, . . . , bm, . . . , bn ∈ K such that
b =
m∑
j=l
bjxm,j and
m∑
j=l
bjxn,j =
n∑
j=m+1
bjxn,j}
and
Tl = {b ∈ X; ∃(n,m) ∈ N2 with n > m ≥ l and bl, bl+1, . . . , bm, . . . , bn, bn+1, · · · ∈ K such that
b =
m∑
j=l
bjxm,j and for every k ≥ n,
m∑
j=l
bjxk,j =
k∑
j=m+1
bjxk,j}
We are ready to state the following propositions.
Proposition 2.17. If for every l ≥ 1 the set Tl is dense in X, then U(X ) ∩KN is spaceable.
Proof. Assume that, for every l ≥ 1, the set Tl is dense in X. In particular, X is separable and we
can consider a countable basis of open sets (Up) in X. We want to construct a sequence (up)p≥0
in KN such that the sequence of valuations (v(up))p≥0 is strictly increasing and all the non-zero
elements
∑
p≥0 αpup are universal. Using the hypothesis, for any p ≥ 0, any l ≥ 0, there exist
b ∈ KN, m ≥ l, n ≥ m and bl, . . . , bn, bn+1, · · · ∈ K such that
l ≤ v(b), SXm(b) ∈ Up and ∀k ≥ n
m∑
j=l
bjxk,j =
k∑
j=m+1
bjxk,j.
Define the sequence a = (0, . . . , 0, bl, . . . , bm,−bm+1, . . . ,−bn,−bn+1, . . . ). Therefore we have
l ≤ v(a), SXm(a) ∈ Uk and ∀k ≥ n SXk (a) = 0.
We finish the proof along the same lines as that of (2)⇒ (1) of [5, Theorem 4.1]. 
Proposition 2.18. Assume that X admits a continuous norm ‖·‖ . Then, if there exists l ≥ 1 such
that El is not dense in X, then U(X ) ∩KN is not spaceable.
Proof. First assume that there exists l ≥ 0 such that the set El is not dense in X. Therefore
there exists an open set U ⊂ X such that U ∩ El = ∅. Suppose that there exists an infinite
dimensional closed subspace F in U(X) ∩ KN. One can find a sequence (u(n))n≥0 in F \ {0} such
that (v(u(n)))n≥0 is strictly increasing and v(u
(0)) ≥ l [4, Lemma 5.1]. Since for every n ≥ 0, u(n)
is a universal element, there exists mn ≥ v
(
u(n)
)
such that SXmn(u
(n)) =
∑mn
j=l u
(n)
j xmn,j ∈ U. If
there exists k > mn such that Sk(u
(n)) 6= 0, then we have ∑mnj=l u(n)j xk,j = −∑kj=mn+1 u(n)j xmk ,j,
i.e. u(n) ∈ El, which is impossible. Thus we have SXk (u(n)) 6= 0 for all k > mn. We finish the proof
along the same lines as that of (1)⇒ (2) of [5, Theorem 4.1]. 
Example 2.19. (1) When xn,k = (1/ϕ(n))xk for every n ≥ 0, where ϕ is an increasing function
N → K \ {0} converging in K \ {0} ∪ {∞}, i.e. in the case of extended universal series [9] (see
Example 2.24 (1)), observe that the set Tl is dense in X if and only of the set El is dense in X.
In particular, we obtain a characterization of the spaceability of sets of extended universal series
in KN. For example, Theorem 2.15 ensures that there exists a universal sequence a = (an)n≥0
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of real numbers such that the set of all partial sums 1n
∑n
j=0 aj is dense in R and that the set of
such sequences is spaceable. Moreover it is easy to check that all the examples of sets of extended
universal series given in [9] are not spaceable.
(2) Further using the fact that there exists a universal sequence a = (an)n≥0 of real numbers such
that the set of all partial sums 1p
∑p−1
j=0 aj , when p is a prime number, is dense in R, observe that
we can construct a Lebesgue-measurable function f such that its Riemann sums
(
1
n
∑n−1
j=0 f
(
j
n
))
n
are dense in R. To do this, it suffices to set f
(
j
p
)
= aj , for j = 0, . . . , p− 1, if p is a prime number,
and f(t) = 0 otherwise. Observe that f = 0 Lebesgue almost-everywhere.
(3) Theorem 2.15 ensures that there exists a universal sequence a = (an)n≥0 of real numbers
such that the set of all partial sums
∑n
j=0
aj
n+j is dense in R and Proposition 2.17 ensures that the
set of such sequences is spaceable. This example is not covered by the extended abstract theory.
Further notice that it is possible to argue as in the above assertion (2) to find a Lebesgue-integrable
function t 7→ f(t)1+t such that the sequence of all its Riemann sums
(∑n−1
j=0
f( j
n
)
j+n
)
n
is dense in R.
(4) If for every integer n the family (xn,k)n≥k≥0 is a free family, then Proposition 2.18 ensures
that the set U(X ) ∩KN is not spaceable.
2.4. A large class of generalized universal series. The easier way to produce generalized uni-
versal series is the following. Let X = (xk)k≥0 be a sequence in X and let α = (αn,k)n≥k≥0
and β = (βn,k)n≥k≥0 be two sequences of non-zero elements of K, such that for any k ≥ 0,
the sequences (αn,k)n and (βn,k)n are convergent in K. Roughly speaking, the next proposi-
tion asserts that, whenever there exists a formal generalized universal series with respect to
αX = (xn,k)n≥k≥0 := (αn,kxk)n≥k≥0, there also exists a formal generalized universal series with
respect to βX = (xn,k)n≥k≥0 := (βn,kxk)n≥k≥0.
Proposition 2.20. Let µ ⊂ N and ν ⊂ N be two increasing sequences of natural numbers. The set
Uµ (αX ) ∩KN is non-empty if and only if the set Uν (βX ) ∩KN is non-empty.
Proof. Without loss of generality, it suffices to prove that Uµ (αX )∩KN 6= ∅ implies that Uν (βX )∩
KN 6= ∅. Let (Uj)j≥0 be a denumerable basis of open sets in X and let us fix j0. Let also K ≥ 0.
According to Proposition 2.13, there exists n ≥ K, n ∈ µ, such that ∑nk=K akαn,kxk ∈ Uj0 . Let
m be an integer in ν such that m ≥ n. Then we have ∑mk=K ak αn,kβm,kβm,kxk ∈ Uj0 , with ak = 0 for
every n < k ≤ m. By Proposition 2.13, we deduce that Uν (βX ) ∩KN 6= ∅. 
Denoting by Uµ the set of formal classical universal series (i.e. Uµ = Uµ (βX ) with βn,k = 1 for
every n ≥ k ≥ 0), we immediately deduce the following corollary, using Theorem 2.15.
Corollary 2.21. Let µ ⊂ N be an increasing sequence. The following assertions are equivalent.
(1) Uµ ∩KN is non-empty;
(2) For every increasing sequence ν ⊂ N, Uν (αX ) ∩KN is non-empty;
(3) For every increasing sequence ν ⊂ N, Uν (αX )∩KN is a dense Gδ-subset of KN and contains,
apart from 0, a dense subspace.
Remark 2.22. In view of Proposition 2.20, given two sequences α and β, we can wonder whether
the following equality holds:
Uµ (αX ) ∩KN = Uµ (βX ) ∩KN?
We show with an example that the answer to this question is negative. With the previous notations,
we take X = R and we consider a sequence X = (xn,k)n≥k≥0 ⊂ R\{0}. Let q : N→ Q a one-to-one
and onto sequence such that q0 6= 0. We define a sequence (ak)k≥0 ⊂ R as follows: a0 = q0 and if
we assume that a0, . . . , an have been built, we define inductively an+1 so that
qn+1 =
n+1∑
k=0
akxn+1,k.
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Hence the numbers ak, k ≥ 0, are defined in order to have
qn =
n∑
k=0
akxn,k for every n = 0, 1, . . . ,
so that the sequence (
∑n
k=0 akxn,k)n is dense in R, and then (an)n ∈ U(X ) ∩ RN.
Notice that there are infinitely many non-zero ak. We can define the sequence β = (βn,k)n≥k≥0
in R as follows: For every n ∈ N and 0 ≤ k ≤ n, we set βn,k = 0 if ak = 0 and βn,k = 1/ak
otherwise. Therefore
∑n
k=0 akβn,k ∈ N for every n ∈ N so, taking xn,k = 1 for every 0 ≤ k ≤ n, we
get U(X ) ∩ RN 6= U(βX ) ∩ RN.
In the case E = A = KN we also have the following.
Proposition 2.23. Let µ ⊂ N be an increasing sequence and let X := (xn,k)n≥k≥0 and Y := (yk)k≥0
be such that xn,k → yk as n→ +∞ for every k ≥ 0. If Uµ(Y) ∩KN 6= ∅ then Uµ(X ) ∩KN 6= ∅ but
the converse does not hold.
Proof. The first assertion is obvious by property (2) of Proposition 2.13, the fact that xn,k → yk as
n→ +∞ for every k ≥ 0 and the triangle inequality.
We now prove that Uµ(X ) ∩ KN 6= ∅ does not necessarily imply Uµ(Y) ∩KN 6= ∅. Observe that
if yk = 0 for every k ≥ 0 except a finite set of natural numbers then by property (2) of Proposition
2.13 we have Uµ(Y) ∩KN = ∅. To obtain the desired conclusion, it suffices to construct a sequence
X = (xn,k)n≥k≥0 where we have Uµ(X )∩KN 6= ∅. So, using the previous notations, we take X = R,
endowed with the usual topology, and K = R. Let q : N → Q be a sequence that is one-t-one and
onto. We inductively define the sequence λ := (λn)n ⊂ R as follows:
λ0 = q0 and, for n = 1, 2, . . . , qn =
λ0 + λ1 + · · ·+ λn
n
.
For every n = 1, 2, . . . , we set
xn,k =
1
n
, k = 0, 1, 2, . . . , n.
Observe that we have
n∑
j=0
λjxn,j = qn,
which implies that the sequence (
∑n
j=0 λjxn,j)n is dense in R. It follows that U(X ) ∩ RN 6= ∅ and
since xn,k → 0, as n→ +∞, for every k ∈ N, the proof is complete.

Example 2.24. (1) αn,k = 1/ϕ(n) for every n ≥ 0, where ϕ is an increasing function N→ K \ {0}
converging in K \ {0} ∪ {∞}. As we already said, this class of examples has been studied in [9].
His main result [9, Theorem 3.1] is a consequence of the more general Theorem 2.15 and Corollary
2.21. Also observe that an application of Proposition 2.20 to this case yields [9, Theorem 5.1].
(2) αn,k =
n− k + 1
n
: it corresponds to consider the sequence of Cesa`ro means (Mn)n≥0 of the
partial sum operators Sn:
Mn =
S1 + . . .+ Sn
n
.
In particular, if the sequence of operators (Sn)n is universal, then the sequence (Mn)n is also
universal. This result is a version for generalized universal series of Cesa`ro hypercyclicity (see [6]).
The examples given in this subsection are quite natural, but they live in KN (except Example
2.19 (2)), which is a strong limitation to produce interesting examples. In the next sections, we
will exhibit examples of more sophisticated (restricted) generalized universal series, some living in
spaces different from KN, and inducing surprising properties (see Sections 4 and 5 especially).
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3. Examples of generalized universal series
3.1. Generalized Fekete universal series. With the notations of the first section, the setting
is the following. The space E is the Fre´chet space C∞(R) of C∞ functions on R, endowed with the
topology defined by the countable family of semi-norms (pn)n, with
pn =
n∑
k=0
sup
[−n,n]
∣∣∣f (k)∣∣∣ .
We take A = RN equipped with the Cartesian topology, and X = C0 (R) the space of continuous
functions on R which vanishes at 0, endowed with the topology of uniform convergence on compact
sets. We consider the sequences αX := (xn,k)n≥k≥0 = (αn,kxk)n≥k≥0, where α = (αn,k)n≥k≥0 ⊂ K
is as in the previous section and X = F = (xk)k≥0 = (fk)k≥0 :=
(
xk+1
)
k≥0
. Finally, the map T0 is
the Borel map which takes f ∈ C∞(R) to the sequences of its Taylor coefficients (f (k)(0)/k!)
k≥0
.
The following theorem is a generalization of Fekete’s Theorem, from the point of view of C∞
functions.
Theorem 3.1. Let µ ⊂ N be an increasing sequence. With the above notations, there exists a
C∞ function f such that, for any continuous function h : R → R, with h(0) = 0, any compact set
K ⊂ R, there exists an increasing sequence (λn)n ⊂ µ such that
sup
x∈K
∣∣∣∣∣
λn∑
k=0
f (k)(0)
k!
αn,kx
k+1 − h(x)
∣∣∣∣∣→ 0, as n→ +∞.
In addition, if we denote by Uµ (αX )∩C∞ the set of such µ-generalized Fekete universal functions,
then this latter is a dense Gδ subset and contains, apart from 0, a dense subspace and an infinite
dimensional closed subspace of C∞(R).
Proof. A combination of classical Fekete’s result together with Proposition 2.20 shows that Uµ (αX )∩
RN is non-empty, for every increasing sequence µ ⊂ N. Borel’s Theorem ensures that Uµ (αX )∩C∞
is non-empty and the result follows from Theorem 2.15 Part (A), except the very last assertion.
Now an application of Theorem 2.15 Part (A)-(3) ensures that Uµ (αX )∩C∞ ([−1, 1]) is spaceable.
Finally, the conclusion follows from the proof of [5, Theorem 3.14]. 
3.2. Bernstein generalized universal series. In this subsection, we investigate examples where
the fixed sequence (xn,k)n≥k≥0 does not take the form (αn,kxk)n≥k≥n with αn,k ∈ K. First we obtain
a Fekete type result when we consider the sequence (xn,k)n≥k≥0 = (x
k(1− x)n−k)n≥k≥0.
Theorem 3.2. Let µ ∈ N be an increasing sequence. There exists a sequence a = (a1, a2, . . . ) of
real numbers such that, for every continuous real function f on [0, 1] vanishing at 0, there exists a
sequence (λn) ⊂ N of integers such that
λn∑
k=1
akx
k(1− x)λn−k → f(x), as n→ +∞, uniformly on [0, 1].
The set of such µ-generalized universal series is a dense Gδ-subset of R
N and contains, apart from
0, a dense subspace of RN, but it is not spaceable.
Proof. Observe that for every integer k ≥ 1, xk(1 − x)n−k converges to 0 uniformly on [0, 1], as
n → +∞. Let µ ⊂ N be an increasing sequence. Then, according to Theorem 2.15, it suffices to
prove that for every ε > 0, every p ≥ 1 and every h continuous on [0, 1] and vanishing at 0, one can
find n ∈ µ and ap, . . . , an ∈ R such that supx∈[0,1]
∣∣∣∑nk=p akxk(1− x)n−k − h(x)∣∣∣ < ε.
Since h(0) = 0 and h is a continuous function, there exists η > 0 such that |h(x)| < ε/3 for |x| < η.
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Define a continuous function g on [0, 1] by
g(x) =


h(x)
xp
if x ∈ [η, 1]
x
η
h(x)
ηp
if x ∈ [0, η]
Weierstrass’ theorem ensures the existence of a polynomial P (x) =
∑l
i=0 cix
i, with l + p ∈ µ (up
to take ci = 0 for d(P ) + 1 ≤ i ≤ l) satisfying
sup
x∈[0,1]
|P (x)− g(x)| < ε/3.
We expand P along the basis xk(1−x)l−k, 0 ≤ k ≤ l, of polynomials of degree less than l and write
P (x) =
∑l
i=0 bix
i(1 − x)l−i. We set n = l + p and we consider xpP (x) =∑li=0 bixi+p(1 − x)l−i =∑n
k=p akx
k(1 − x)n−k, with ak = bk−p for p ≤ k ≤ n. Now observe that xpP (x) does the job.
Indeed, for 0 ≤ x ≤ η, we have
|xpP (x)− h(x)| ≤ |xp||P (x)| + |h(x)|
≤ |xp||P (x) − g(x)|+ |xp||g(x)| + |h(x)|
< ε/3 + |h(x)| + ε/3 < ε.
Now, for x ∈ [η, 1], we have
|xpP (x)− h(x)| = |xp||P (x)− g(x)| < ε.
The assertion is proved and we obtain the topological genericity as well as the existence of a dense
universal subspace, except 0. Finally, using Proposition 2.18 (see Examples 2.19 (4)), we conclude
that the set of such generalized universal series, is not spaceable. 
In the same spirit, we prove an analogue of Theorem 3.2 using classical Bernstein polynomials.
Proposition 3.3. Let µ ⊂ N be an increasing sequence. There exists a sequence a = (a0, a1, a2, . . . )
of real numbers such that, for every continuous real function f on (0, 1), there exists an increasing
sequence (λn) ⊂ µ such that
λn−1∑
k=0
(
λn
k
)
akx
k(1− x)λn−k → f(x), as n→ +∞,
uniformly on every compact set in (0, 1). The set of such µ-generalized universal series is a dense
Gδ subset of R
N and contains, apart from 0, a dense subspace.
Proof. In order to apply the results of Section 2, we have to check that for every integer k ≥ 0, the
polynomials Bn,k(x) =
(n
k
)
xk(1− x)n−k converges uniformly on every compact set in (0, 1). To see
this, it suffices to observe that, for any integer k ≥ 0 and any compact set L ⊂ (0, 1), there exists
n0 large enough such that for all n ≥ n0, one has
sup
x∈L
|Bn,k(x)| ≤ Bn,k(1/
√
n) and Bn,k(1/
√
n)→ 0, as n→ +∞.
Let µ ⊂ N be an increasing sequence. Now the proof of the proposition works as that of Theorem
3.2 with easy modifications. Indeed according to Theorem 2.15, it suffices to prove that for every
ε > 0, every p ≥ 1, every continuous function h on (0, 1) and every compact set L ⊂ (0, 1), one can
find n ∈ µ and ap, . . . , an ∈ R such that supx∈L
∣∣∣∑n−1k=p (nk)akxk(1− x)n−k − h(x)∣∣∣ < ε.
Weierstrass’ theorem ensures the existence of a polynomial P (x) =
∑l
i=0 cix
i, with l + p + 1 ∈ µ,
(up to take ci = 0 for d(P ) + 1 ≤ i ≤ l) satisfying
sup
x∈L
|P (x)− h(x)
xp(1− x) | < ε/ infx∈L |x(1− x)|.
We expand P along the basis
(l+p+1
k+p
)
xk(1 − x)l−k, 0 ≤ k ≤ l, of polynomials of degree less than l
and write P (x) =
∑l
i=0
(l+p+1
i+p
)
bix
i(1−x)l−i. We set n = l+p+1 and we consider xp(1−x)P (x) =
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i=0
(l+p+1
i+p
)
bix
i+p(1−x)l+1−i =∑n−1k=p (nk)akxk(1−x)n−k, with ak = bk−p for p ≤ k ≤ n− 1. Now
observe that supx∈L |xp(1− x)P (x)− h(x)| < ε. 
Remark 3.4. Let a = (an)n≥0 be a universal sequence of real numbers such that the set of Bernstein
sums
∑p−1
j=0
(p
j
)
ajx
j(1−x)p−j , for p a prime number, is universal in the space of continuous functions
on (0, 1) endowed with the topology of uniform convergence on compact sets (Proposition 3.3). We
can easily construct a non-continuous (but Lebesgue measurable) function f such that the sequence
of all its Bernstein sums
(∑n
j=0
(n
j
)
f( jn)x
j(1− x)n−j
)
n
is universal in the same topological space.
To do this, it suffices to set f
(
j
p
)
= aj , for j = 0, . . . , p − 1, if p is a prime number, and f(t) = 0
otherwise (in fact f is even equal to 0 Lebesgue almost everywhere). In comparison, we recall
that if g is a continuous function on [0, 1] then
∑n
j=0
(n
j
)
g( jn )x
j(1 − x)n−j → g(x), as n → +∞,
uniformly on [0, 1].
In the context of measurable functions, Proposition 3.3 takes the following form.
Corollary 3.5. There exists a sequence a = (a0, a1, a2, . . . ) of real numbers such that, for every
σ-finite Borel measure µ on [0, 1] with µ({0}) = µ({1}) = 0 and every µ-measurable function f on
[0, 1], there exists a sequence (λn) of integers such that
λn−1∑
k=0
(
λn
k
)
akx
k(1− x)λn−k → f(x), as n→ +∞, µ− a.e.
The set of such sequences is a Gδ and dense subset of R
N and contains, apart from 0, a dense
subspace.
Proof. Since every µ-measurable function is the almost everywhere pointwise limit of a sequence of
continuous functions, Proposition 3.3 yields the result. 
The following result holds too. The proof works as that of Proposition 3.3 with obvious modifi-
cations.
Proposition 3.6. Let µ ⊂ N be an increasing sequence. There exists a sequence a = (a0, a1, . . . )
of real numbers such that, for every continuous real function f on (0, 1], there exists an increasing
sequence (λn) ⊂ µ such that
λn∑
k=0
(
λn
k
)
akx
k(1− x)λn−k → f(x), as n→ +∞,
uniformly on every compact set in (0, 1]. The set of such µ-generalized universal series is a dense
Gδ subset of R
N and contains, apart from 0, a dense subspace.
4. Generalized universal Taylor series on simply connected domains
In the whole section, Ω will denote a simply connected domain in C. Let H (Ω) be the Fre´chet
space of all holomorphic functions in Ω, endowed with the translation-invariant metric dH(Ω),
associated with the family of semi-norms ‖·‖n given by ‖f‖n = supLn |f | , where (Ln)n is an
exhaustion of compact subsets of Ω.
Let us recall a result due to Nestoridis [24] completed in the version below by [18, Theorem 4.2].
Theorem 4.1. Let ξ ∈ Ω. There exists a holomorphic function f ∈ H (Ω) such that, for every com-
pact subset K ⊂ C, K ∩Ω = ∅, Kc connected, every function h continuous on K and holomorphic
in the interior of K, there exists a sequence (λn)n such that
sup
z∈K
∣∣∣∣∣
λn∑
k=0
f (k) (ξ)
k!
(z − ξ)k − h(z)
∣∣∣∣∣→ 0, as n→ +∞.
Moreover, the set of such functions is a dense Gδ subset of H (Ω) and contains, apart from 0, a
dense subspace and an infinite dimensional closed subspace of H (Ω).
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An crucial tool to prove the existence of such universal Taylor series is the following lemma,
stated in this form in [24].
Lemma 4.2. There exists a sequence of compact sets (Kn)n ⊂ C, with Kn ∩ Ω = ∅ and Kcn
connected for every n ≥ 0, such that every compact set K ⊂ C, with K ∩Ω = ∅ and Kc connected,
is contained in some Kn, n ≥ 0.
We will see that, in order to make the link with the formalism of Section 2, it was necessary to
state such a lemma from now.
In this section, we will be interested in restricted generalized universal series in the sense of
Theorem 4.1. But first of all, let us quote an easier result, which is a combination of Seleznev’s
Theorem together with the analogue of Lemma 4.2, where Ω is replaced by {ξ}, ξ ∈ C ([14], see
also [2, Part B-1, Theorem 4]).
Theorem 4.3. Let ξ ∈ C. There exists a sequence (an)n ⊂ C such that, for every compact set
K ⊂ C \ {ξ}, Kc connected, every function h continuous on K and holomorphic in the interior of
K, there exists an increasing sequence (λn)n such that
sup
z∈K
∣∣∣∣∣
λn∑
k=0
ak (z − ξ)k − h(z)
∣∣∣∣∣→ 0 as n→ +∞.
For both Theorems 4.1 and 4.3, the formalism of Section 2 is not general enough. We keep the
notations of Section 2, except that, instead of a single space X, we will consider a sequence of
metrizable vector spaces Xl, l ∈ N, with a translation-invariant metric dl respectively. Note that,
in these two results, Mergelyan’s Theorem ensure that it is sufficient to approach entire functions
h (in fact polynomials) on compact subsets. First of all, let E = H (Ω) and dE = dH(Ω). For any
l ≥ 0, let Xl be the metric space H (C) of entire functions endowed with the norm supz∈Kl |f |,
where (Kl)l is the sequence of compact sets in C given by Lemma 4.2 (for Theorem 4.3, Ω is
replaced by {ξ}). Let also X = F = (xk)k≥0 = (fk)k≥0 =
(
(z − ξ)k
)
k≥0
and α = (αn,k)n≥k≥0
be non-zero complex numbers such that (αn,k)n converges in C for every k ≥ 0 (see Section
2), and let αX =
(
αn,k (z − ξ)k
)
n≥k≥0
. T0 is the map which takes f ∈ H (Ω) to the sequence(
f(k)(ξ)
k!
)
k≥0
⊂ CN.
Now, Theorem 4.3 together with Proposition 2.20, Theorem 2.15 Part B and Proposition 2.18
(which both hold in the case of a countable sequence of spaces (Xl)l) directly yield the following.
Theorem 4.4. With the notations above, for every ξ ∈ C, there exists a sequence (an)n ⊂ C such
that, for every compact set K ⊂ C \ {ξ}, Kc connected, every function h continuous on K and
holomorphic in the interior of K, there exists an increasing sequence (λn)n such that
sup
z∈K
∣∣∣∣∣
λn∑
k=0
akαλn,k (z − ξ)k − h(z)
∣∣∣∣∣→ 0, as n→ +∞.
The set of such sequences is a dense Gδ subset of C
N, contains, apart from 0, a dense subspace of
CN but it is not spaceable.
In this section, we will refer to such sequences as generalized universal Taylor series. Even if
we will omit to specify it, we may keep in mind that this notion makes sense with respect to the
sequence (αn,k)n≥k≥0. The previous result asserts that there exists a generalized universal Taylor
series with radius of convergence 0. One of the main goal of this section is to prove that there
also exist generalized universal Taylor series with positive radius of convergence, as soon as every
sequence (αn,k)n≥0, k ≥ 0, does not converge to 0 too fast.
We keep the notations introduced before Theorem 4.4, except that E now stands for the space
H (Ω), that Ω is assumed to be bounded, and that the sequence (Kn)n is now given by Lemma 4.2.
We introduce a condition, concerning the sequence (αn,k)n≥k≥0, which will be crucial in the sequel.
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Condition (Cµ). Let µ ⊂ N be an increasing sequence. We say that (αn,k)n≥k≥0 satisfies Condition
(Cµ) if
lim sup
n∈µ
(
min
0≤k≤n
{
n
√
|αn,k|
})
≥ 1.
Remark 4.5. Observe that (αn,k)n≥k≥0 satisfies Condition (Cµ) if and only if for every A > 1,
there exists an increasing sequence ν(A) ⊂ µ such that |αn,k| ≥ A−n for every n ∈ ν and every
0 ≤ k ≤ n.
For reasons that will be clear in the sequel, we cannot obtain a result as general as we would
wish. In order to deal with an arbitrary sequence (αn,k)n≥k≥0 satisfying Condition (Cµ) for some µ,
we need to consider domains Ω which are discs. In order to work on an arbitrary bounded domain
Ω, we have to restrict ourselves to a class of sequences (αn,k)n≥k≥0 which has been considered in
[26].
The notation DR will stand for the disc of radius R centered at 0, and D1 will be simply denoted
by D. The main result of this section states as follows.
Theorem 4.6. Let Ω be a disc, let ξ ∈ Ω, let µ ⊂ N be an increasing sequence and let (αn,k)n≥k≥0
be a sequence of non-zero complex numbers satisfying Condition (Cµ). There exists a function
f ∈ H (Ω) such that, for every compact subset K of C, with K ∩ Ω = ∅ and Kc connected, and
every function h continuous on K and holomorphic in the interior of K, there exists an increasing
sequence (λn)n ⊂ µ such that
sup
z∈K
∣∣∣∣∣
λn∑
k=0
f (k) (ξ)
k!
αλn,k (z − ξ)k − h(z)
∣∣∣∣∣→ 0, as n→ +∞.
We denote by Uµα (Ω, ξ) the set of such functions. Moreover, if (αn,k)n≥k≥0 satisfies Condition (Cµ)
for every µ ⊂ N, then Uµα (Ω, ξ) is a dense Gδ subset of H (Ω) and contains, apart from 0, a dense
subspace and an infinite dimensional closed subspace of H (Ω), for every µ.
The proof of this result appeals to a quantitative version of Runge’s Theorem, that is Bernstein-
Walsh’s Theorem, and an easy Bernstein’s type inequality. For the first one, we need to introduce
some background. We will say that a compact K ⊂ C, with connected complement, is regular for
the Dirichlet problem at infinity if there exists a function gK , continuous on C, harmonic in C \K,
equal to 0 on K (equal to 0 on the boundary of K and then extended by 0 on K), and equal, up
to a bounded function, to log |z| near infinity. If it exists, this function (that we will always denote
by gK) is unique and we will refer to it as the solution of the Dirichlet problem at infinity for K. It
can be shown that gK does not vanish in C \K. In particular, when K is the closed disc of radius
R, centered at 0, gK is equal to log |z| − logR. We now quote Bernstein-Walsh’s Theorem as it
appears in [1, Theorem 1.1] (see also [27, Chapter IV]).
Theorem 4.7. [Bernstein-Walsh’s Theorem]Let K be a compact subset of C, with connected com-
plement, which is regular for the Dirichlet problem. Let f be a function bounded on K, and for
each nonnegative integer n set
Dn (f,K) = inf
{
sup
K
|f − P | : P is a holomorphic polynomial of degree less than n
}
.
Let 0 ≤ ̺ < 1. Then lim supn→∞Dn (f,K)1/n ≤ ̺ if and only if f is the restriction to K of a
function holomorphic on {z ∈ C : gK(z) < log 1/̺}, where gK is the Green function for K.
Note that every compact subset of C, with a finite number of connected components, connected
complement and C∞-boundary, is regular for the Dirichlet problem.
We also need the following result. This is a kind of Bernstein inequality.
Lemma 4.8. Let R > 0 be a real number. Let P (z) =
∑n
k=0 akz
k be a (holomorphic) polynomial
and let α = (α0, . . . , αn) be n + 1 complex numbers. We denote by Pα the polynomial Pα(z) =
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k=0 αkakz
k. For every compact set K ⊂ DR, we have
(1) sup
z∈K
|Pα(z)| ≤
√
2
dDRK
max
0≤k≤n
|αk| sup
z∈DR
|P (z)| ,
where dDRK stands for the distance from K to the complement of DR.
Proof. Let K ⊂ DR be a compact set. Without loss of generality, we may and shall assume that
K is a disc of radius 0 < r < R, centered at 0. Let r0 =
r +R
2
. For any s > 0, let H2 (Ds) be the
Hardy space of the disc Ds, that is
H2 (Ds) =
{
f ∈ H (Ds) , sup
0<t<s
∫
T
|f(tz)|2 dσ(z) < +∞
}
,
where σ is the rotation-invariant measure on the unit circle T, endowed with the norm ‖·‖2,s =√
sup0<t<s
∫
T
|f(tz)|2 dσ(z). Using that, for any f(z) =∑+∞k=0 akzk ∈ H2 (Ds), ‖f‖22,s = ‖fs‖22,1 =∑+∞
k=0 |ak|2 s2k, with fs(z) = f(sz) for every z ∈ D, we get
‖Pα(z)‖22,r0 =
∥∥(Pα)r0 (z)∥∥22,1
=
n∑
k=0
|αkak|2 r2k0
≤ max
0≤k≤n
|αk|2
n∑
k=0
|ak|2R2k
= max
0≤k≤n
|αk|2 ‖P‖22,R
≤ max
0≤k≤n
|αk|2 sup
z∈DR
|P (z)|2 .
Now, from Cauchy’s formula and the previous estimate, it follows
sup
z∈Dr
|Pα(z)|2 ≤ 2
R− r max0≤k≤n |αk|
2 sup
z∈DR
|P (z)|2 ,
as desired. 
Remark 4.9. Up to take r0 = λR + (1 − λ)r instead of (R+ r)/2, and letting λ tend to 1 in the
proof of the previous proposition, the constant
√
2/dDRK can be replaced by
√
1/dDRK . Anyway, this
will not be of importance for us.
We can now turn to the proof of Theorem 4.6.
of Theorem 4.6. Up to a translation, we may and shall assume that Ω is a disc centered at 0 and
that ξ = 0. Then we can also assume that each compact set Ln in the exhaustion (Ln)n ⊂ Ω is a
disc centered at 0. Let µ ⊂ N be an increasing sequence. By Lemma 4.2 and Theorem 2.15 Part
B, we are reduced to prove the following: Let ε > 0, let h be an entire function, let K ⊂ C \ Ω be
a compact set with connected complement, and let L ⊂ Ω be a disc centered at 0. There exists an
integer n > 0 and a (holomorphic) polynomial P with degree less than µn such that
sup
K
∣∣h(z) − SαXµn (P )∣∣ ≤ ε and sup
L
|P | ≤ ε,
where α = (αn,k)0≤k≤n is as in the statement of the theorem. Let us prove this fact. Since K and
L are disjoint compact subsets, there exists η > 0 such that, if we set
Kη = {z ∈ C : d (z,K) ≤ η} and Lη = {z ∈ C : d (z, L) ≤ η} ,
then Kη and Lη are compact, and Kη ∩ Lη = ∅. Lη is a disc centered at 0 that we will simply
denote by L′. In addition, since every connected component C of Kη contains a disc of radius
η/2, Kη has a finite number of connected components. Let us denote by c
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by a compactness argument, Kη \ K have positive width in the sense that there exists c closed
polygonal Jordan curves Γ in the interior of Kη \ K, with a finite number of vertices, such that
there exists r > 0 such that, for any ζ ∈ Γ, the disc of center ζ and radius r is contained in the
interior of Kη \K. Now, since every polygonal Jordan curve with a finite number of vertices can
be uniformly approximated by a C∞-Jordan curve, it follows that Kη \ K contains c C∞-Jordan
curves, which are the boundaries of the finitely many connected components of a simply connected
domain K ′, with connected complement, containing K. In particular, K ′ ∪ L′ is a domain which
satisfies the assumption of Bernstein-Walsh’s Theorem. Up to take an open neighborhood U of
K ′∪L′ small enough, we may assume that h0 is the restriction to K ′∪L′ of a holomorphic function
on U . Now, let gK ′∪L′ be the solution ot the Dirichlet problem at infinity for K
′ ∪L′. Since gK ′∪L′
is continuous on C and does not vanish in the complement of K ′ ∪ L′, there exists 0 ≤ ̺ < 1 such
that {z ∈ C : gK(z) < log 1/̺} ⊂ U . Let ̺′ and A be such that 0 ≤ ̺ < ̺′ < A−1 < 1. Since
(αn,k)n≥k≥0 satisfies Condition (Cµ) and according to Remark 4.5, there exists ν ⊂ µ such that
|αn,k| ≥ A−n for n ∈ Nu large enough and every 0 ≤ k ≤ n. Therefore, we can apply Bernstein
Walsh’s Theorem to K ′ ∪ L′ and h0, to get the existence of an increasing sequence (νnk)k≥0 ⊂ ν
and a sequence of polynomials
(
Pνnk
)
k≥0
, Pνnk ’s being of degree less than νnk respectively, such
that, for every k ≥ 0,
(2) sup
z∈K ′
∣∣∣h(z)− Pνnk
∣∣∣ ≤ (̺′)nk and sup
z∈L′
∣∣∣Pνnk
∣∣∣ ≤ (̺′)νnk .
Let us write Pνnk =
∑νnk
i=0 ak,iz
i for any k ≥ 0 (if the degree of Pνnk is less than νnk , then we
complete the sum up to νnk by 0), and define Qνnk =
∑νnk
i=0
ak,i
ανnk ,i
zi. By (2), we get
sup
z∈K ′
∣∣∣h(z)− SαXνnk
(
Qνnk
)∣∣∣ = sup
z∈K ′
∣∣∣h(z) − Pνnk
∣∣∣ ≤ ε,
for k large enough. It remains to show that supL
∣∣∣Qνnk
∣∣∣ ≤ ε for k large enough. With the notations
of Lemma 4.8, we have Qνnk =
(
Pνnk
)
β
for any νnk , with β the sequence
(
1/ανnk ,i
)
0≤i≤νnk
(observe
that Condition Cµ ensures that the ανnk ,i’s are non-zero). Since L is a compact subset of the interior
of the disc L′, we can apply Lemma 4.8 to every Pνnk , k ≥ 0, and to β, L′ and L to obtain
(3) sup
L
∣∣∣Qνnk
∣∣∣ ≤ C max
0≤i≤νnk

 1∣∣∣ανnk ,i
∣∣∣

 sup
L′
∣∣∣Pνnk
∣∣∣ ≤ C max
0≤i≤νnk

 1∣∣∣ανnk ,i
∣∣∣

(̺′)νnk ,
for every k ≥ 0, where C is a constant independent of k. Now, it follows from Condition Cµ that
max
0≤i≤νnk

 1∣∣∣ανnk ,i
∣∣∣

(̺′)νnk ≤ (A̺′)νnk ,
for every 0 ≤ i ≤ νnk . Since 0 < A̺′ < 1, (A̺′)νnk tends to 0 as k tends to +∞, which gives the
conclusion by (3). 
Remark 4.10. Note that the sequence (αn,k)n≥k≥0 satisfies Condition Cµ for every µ ⊂ N if and
only if for every A > 1, |αn,k| ≥ A−n for every n ∈ N large enough and every 0 ≤ k ≤ n.
We deduce from Theorem 4.6 and the previous remark the following corollary.
Corollary 4.11. Under the notations and assumptions of Theorem 4.6, if for every A > 1, |αn,k| ≥
A−n for every n ∈ N large enough and every 0 ≤ k ≤ n, then for every µ, Uµα (Ω, ξ) contains, apart
from {0}, a dense subspace and an infinite dimensional closed subspace of H (Ω).
Theorem 4.6 shows that if the sequence (αn,k)n≥k≥0 does not go to 0 faster than exponentially
along some subsequences, then Uα (Ω, ξ) is not empty. The question is whether the converse is true.
The following proposition approaches a positive answer.
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Proposition 4.12. Let Ω ⊂ C be a simply connected domain, let ξ ∈ Ω and let µ ⊂ N be an
increasing sequence. With the notations of Theorem 4.6, if Uµα (Ω, ξ) 6= ∅ then
(4) lim sup
n∈µ
(
max
0≤k≤n
{
n
√
|αn,k|
})
≥ 1.
Proof. Let Dr(ξ) be the largest open ball centered at ξ, contained in Ω. Let x ∈ Dr(ξ) ∩ ∂Ω,
where ∂Ω stands for the boundary of Ω. Let us write x = ξ + reiϑ with ϑ ∈ [0, 2π[. Since Ω is
simply connected, we can find εn → 0 and ϑn → ϑ, such that every point xn = ξ + r (1 + εn) eiϑn
is contained in Ωc.
Let f ∈ H(Ω), with f(z) = ∑k≥0 ak (z − ξ)k for any z ∈ Dr(ξ) and assume that f ∈ Uµφ (Ω, ξ).
Then, approximating 1 uniformly on the compact subset {xn} ⊂ Ωc by some subsequences of(∑m
k=0 akαn,k (z − ξ)k
)
m
, we get an increasing subsequence (νj)j ⊂ µ, so that∣∣∣∣∣1−
νj∑
k=0
akανj ,kr
k(1 + εn)
keikϑn
∣∣∣∣∣ ≤ 12 .
By the triangle inequality we obtain, for every n, j ∈ N,
νj∑
k=0
∣∣ανj ,kak∣∣ rk (1 + εn)k ≥ 12 .
Furthermore,
∑
k≥0 ak (z − ξ)k ∈ H (Dr(ξ)), so that for k large enough,
|ak| ≤ 1
rk (1− εn)k
.
Hence, for every n, j ∈ N we have
1
2
≤
νj∑
k=0
∣∣ανj ,kak∣∣ rk (1 + εn)k ≤ max
0≤k≤νj
(∣∣ανj ,k∣∣) (νj + 1)
(
1 + εn
1− εn
)νj
.
Thus, for any n ∈ N, there exists ν ⊂ µ such that max
0≤k≤m
(|αm,k|) ≥ 1
2 (m+ 1)
(
1 + εn
1− εn
)−m
for
every m ∈ ν. Since εn tends to 0 as n tends to infinity, Condition (4) follows. 
The following corollary summarizes the previous main results of the present section.
Corollary 4.13. Let Ω ⊂ C be a simply connected domain, let ξ ∈ Ω and let µ ⊂ N be an increasing
sequence.
(1) Assume that the sequence (αn,k)n is convergent in C for every k ≥ 0. If Ω is a disc and if
we have
(5) lim sup
n∈µ
(
min
0≤k≤n
{
n
√
|αn,k|
})
≥ 1,
then Uµα (Ω, ξ) 6= ∅;
(2) If we have Uµα (Ω, ξ) 6= ∅ then
(6) lim sup
n∈µ
(
max
0≤k≤n
{
n
√
|αn,k|
})
≥ 1.
Important remark. The previous results (Corollary 4.13) are not totally satisfying for at least
two reasons:
(i) Firstly, Equations (5) and (6) are of course not equivalent in general. The first one comes
from Lemma 4.8 again, and it seems to be difficult to sharpen Estimate (1) by replacing max (αk)
by something smaller. Equation (6) seems to be optimal if no extra assumption is made on the
sequence (αn,k)n≥k≥0.
(ii) Secondly, Point (1) of Corollary 4.13 holds only when Ω is a disc. Actually, Estimate (3) in
the proof of Theorem 4.6 is given by Lemma 4.8, a proof of which for general domains is rather
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unlikely. In fact, we can show that an estimate similar to (1) holds in general, but with constant
depending on the shape and the size (the “distortion”) of the compact set together with the degree
of the polynomial. This is not sharp enough to ensure that supL
∣∣∣Qνnk
∣∣∣ is small in the proof of
Theorem 4.6. Thus we can ask the following question:
Question. Does Theorem 4.6 hold for an arbitrary simply connected domain Ω?
Nevertheless, there is a particular case in which Restrictions (i) and (ii) are no more necessary:
until the end of the present remark, let assume that the sequence (αn,k)n≥k≥0 does not depend
on k anymore, and write αn,k = 1/φ(n) for every k ≥ 0, and for some φ : N → C convergent in
C \ {0} ∪ {∞} (see Example 2.24 (1)).
We now make the following observations.
(i) Equations (5) and (6) above are trivially equivalent, and since φ(n) is convergent in C \{0}∪
{∞}, they are also equivalent to:
(7) lim inf
n∈µ
n
√
|φ(n)| = 1.
(ii) With the notations of the proof of Theorem 4.6, the polynomial Qνnk is equal to φ(νnk)Pνnk .
Then, whatever the domain Ω and the compact subset L inside Ω, Estimate (3) is trivially true,
i.e. Qνnk is small uniformly in L, whenever φ satisfies Condition (7). Therefore, Theorem 4.6 holds
in this case for every domain Ω.
In this particular case, the method developed in this paper (via Theorem 2.15) allows us to
recover the main result of [26] when φ(n) is convergent in C \ {0} ∪ {∞}. Here, we simply denote
by Uφ(Ω, ξ) the set Uα(Ω, ξ).
Theorem 4.14. Let Ω be a simply connected domain in C, and let ξ ∈ Ω and let φ : N → C
convergent in C \ {0} ∪ {∞}. The set Uφ(Ω, ξ) is non-empty if and only if
lim inf
n∈µ
n
√
|φ(n)| = 1.
Remark 4.15. To finish, we mention that the generalized universal Taylor series given by Theorem
4.6 possess Ostrowski-gaps. Let us recall that for a strictly increasing subsequence (nk) in N, we
say that a power series
∑+∞
ν=0 aν(z − ξ)ν possesses Ostrowski-gaps with respect to (nk) if there are
ǫk > 0, k ≥ 1, so that limν∈I |aν |1/ν = 0, for I = ∪k≥1[ǫknk, nk]. Assume that (αn,k)0≤k≤n satisfies
Condition (Cµ) for every µ. According to Corollary 4.11, for every µ, there exists f ∈ Uµα (Ω, ξ) . Up
to take a translation, assume that ξ = 0. By using the universality, we get a sequence SαXnk (f)(z)
which simply converges on a closed and non-thin set at ∞ (see for instance [22, Section 2] for the
definition). Thus, by using [22, Lemma 2], we get for every R > 0:
lim sup
k→+∞
(
sup
z∈D(0,R)
∣∣SαXnk (f)(z)∣∣
)1/nk
≤ 1.
Up to extract a subsequence from (nk), we get for k large enough:
sup
z∈D(0,k)
∣∣∣∣∣∣
nk∑
j=0
αnk,jajz
j
∣∣∣∣∣∣ ≤ 2nk .
Now by Cauchy’s formula,
∣∣αnk,jajkj∣∣ ≤ 2nk for every 0 ≤ j ≤ nk, and since αnk,j ≥ A−nk for every
A > 1 and k ∈ N large enough, we get
|aj| ≤
(
2A
e
)log(k)
→ 0, as k → +∞,
for every j ∈
[
nk
log(k) , nk
]
and some 1 < A < e/2. Hence, we get the existence of Ostrowski-
gaps
[
nk
log(k) , nk
]
for SαXN (f)(z). Moreover, by using Theorem 1 of [15], we also get in the case of
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αn,k = 1/φ(n) that a generalized universal series with respect to the center ξ1 is also a generalized
universal series with respect to the center ξ2, for ξ1, ξ2 ∈ Ω (see [17] for the classical case).
5. Derivatives and generalized universal Taylor series
As in the previous section, we denote by Dr = {z ∈ C : |z| < r} the disc centered at 0, of radius
r ∈ R+ ∪ {+∞}, with the convention D∞ = C. The notation H (D0) will stand for the space of
formal power series, i.e. CN endowed with the Cartesian topology. As usual, for f holomorphic
around 0, Sn(f)(z) stands for the n-th partial sum of the Taylor development of f at 0.
The main result of this section states as follows.
Theorem 5.1. Let µ = (µn)n≥0 be an increasing sequence of positive integers. Let (αn)n≥0 be a
sequence of non-zero complex numbers and R ∈ [0,+∞] be the radius of convergence of the power
series
∑
n≥0
zn
n!|αn|
. There exists a function f ∈ H (DR) such that, for every compact subset K of
C, with Kc connected, and every function h continuous on K and holomorphic in the interior of
K, there exists an increasing subsequence (λn)n ⊂ µ such that
sup
z∈K
∣∣∣αλnSλn(f (λn))(z)− h(z)∣∣∣→ 0 as n→ +∞.
Moreover, the set W(µ)R (αn) of such functions is a dense Gδ subset of H (DR) and contains a dense
subspace, apart from 0, and an infinite dimensional closed subspace of H (DR).
Theorem 5.1 provides a large class of examples, some being rather surprising:
Example 5.2. (1) Taking αn = 1 for any n ≥ 0, Theorem 5.1 ensures that there exists an entire
function f which is universal in the sense that the set
{
Sn
(
f (n)
)
, n ∈ N} is dense in H (C). In
addition, the set of such functions is both topologically and algebraically generic and it is spaceable.
It reminds MacLane’s result on the existence of an entire function f such that for every entire
function g there exists an increasing sequence (λn) of positive integers such that f
(λn)(z) → g(z)
locally uniformly in C, as n→ +∞ [16].
(2) Taking αn = n! for any n ≥ 0, Theorem 5.1 ensures that there exists an holomorphic function
f ∈ H(D) which is universal in the sense that the set { 1n!Sn (f (n)) , n ∈ N} is dense in H (C). In
addition, the set of such functions is both topologically and algebraically generic and it is spaceable.
(3) More generally, with a good choice of (αn)n≥0, we can show that there exists a power series with
arbitrary radius of convergence which is universal in the sense of Theorem 5.1, with topological
and algebraic genericity, and spaceability of the set of such power series.
The proof of Theorem 5.1 requires some preparation. Indeed, although such functions f given by
Theorem 5.1 will be referred to as generalized universal series because the approximation property
is realized by series, the notion of generalized universal series under consideration in Theorem 5.1
is slightly different from that considered in the two previous sections.
Let us introduce the formalism. We keep the notations of the beginning of Section 2. We take
Y = H (DR) for some R ∈ R+ ∪ {+∞}, X = H (C) (as in Section 4, by Mergelyan’s Theorem,
the problem of approximating uniformly on some compact set K ⊂ C any function continuous
on K, holomorphic in the interior of K, is equivalent to approximating any function in H (C)),
Z = H (C) × H (DR), and M = H (C) × {0}. Consider a sequence (αn)n≥1 of non-zero complex
numbers and define a fixed sequence X := (xn,k)n≥k≥0 in H(C) as follows:
x2n+1,k = 0 for 0 ≤ k ≤ 2n+ 1 and x2n,k =


0 for 0 ≤ k < n and k > 2n,
k!
(k − n)!αnz
k−n for n ≤ k ≤ 2n.
Clearly, for any k ≥ 0, xn,k → 0 as n tends to +∞. As usual, we denote by SXn the map which
takes a sequence of complex numbers (ak)k≥0 to
∑n
k=0 akxn,k, and we identify it with the map
which carries f =
∑
k≥0 akz
k to
∑n
k=0 akxn,k. A straigtforward computation ensures that
αnSn
(
f (n)
)
= SX2n(f).
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With the notations of Section 2 in mind, we define the continuous linear mappings Ln : Y → Z,
f 7→ (SX2n(f), id− Sn(f)). Assumption (I) of Section 2 is satisfied because for a polynomial p(z) =∑d
i=0 aiz
i, we have Ln(p) = (αnSn(p
(n)), p − Sn(p)) → (0, 0), as p → +∞. We are now ready for
the proof of Theorem 5.1.
Proof of Theorem 5.1. Let us first consider the case R > 0. According to Theorem 2.2 combined
with the continuity of the maps Ln, the density of polynomials and Mergelyan’s Theorem, the proof
of Theorem 5.1, except the assertion concerning the spaceability, will follow if we check that for
every ε > 0, every compact sets K ⊂ C, with Kc connected, every L ⊂ Dr, with r < R, and every
polynomial h, there exist n ∈ µ, m ∈ N with m ≥ n and a0, a1, . . . , an, . . . , am ∈ C such that
sup
z∈K
∣∣∣∣∣∣
min(m,2n)∑
k=n
ak
k!
(k − n)!αnz
k−n − h(z)
∣∣∣∣∣∣ < ε, supz∈L
∣∣∣∣∣
n∑
k=0
akz
k
∣∣∣∣∣ < ε and supz∈L
∣∣∣∣∣
m∑
k=0
akz
k
∣∣∣∣∣ < ε.
Set h(z) =
∑d
i=0 biz
i and define qn(z) =
∑d
i=0 bi
i!
αn(i+n)!
zi+n. Clearly one has
αnSn(q
(n)
n )(z) = q(z)
for n large enough and
sup
z∈L
|qn(z)| ≤ (d+ 1)(1 + rd) max
0≤i≤d
|bi|
(
rn
|αn|n!
)
→ 0, as n→ +∞,
and
sup
z∈L
|Sn(qn)(z)| ≤ |b0|
(
rn
|αn|n!
)
→ 0, as n→ +∞.
Thus, let us choose n ∈ µ large enough, with n ≥ d, and a0 = a1 = . . . = an−1 = 0, ak = bk−n (k−n)!k!αn
for k = n, . . . , d+ n = m to obtain the conclusion.
For the spaceability, we just need to apply Proposition 2.8 and to proceed as in the second
paragraph of the proof of Theorem 2.15. Now for the case R = 0, the proof works along the same
lines as above, except for the spaceability, which will proceed from Proposition 2.17. Indeed we can
check that the sets Tl (we refer the reader to Proposition 2.17 for the definition) are dense in H(C)
by combining the density of polynomials with the above construction and the fact that x2n,k = 0
for 0 ≤ k < n. 
Now we can wonder whether the radius of convergence of previous universal series is connected
to the parameters R. Indeed the universal approximation property is valid in C, i.e. even inside
the domain of holomorphy of the universal function when R is strictly positive. In the following,
we prove that the radius of convergence of generalized universal series in W(µ)R (αn) is exactly R.
First of all we need of a combinatoric lemma.
Lemma 5.3. For every 0 < δ < 1 the following holds:
2n∑
l=n
δl−nl(l − 1) . . . (l − n+ 1) = n!
n∑
k=0
(
2n + 1
k
)
δk(1− δ)n−k.
Proof. Using Taylor’s formula we get
+∞∑
l=2n+1
δl−nl(l − 1) . . . (l − n+ 1) =
∫ δ
0
(2n+ 1)!
(1− t)2n+2
(δ − t)n
n!
dt.
We put t = δ − (1− δ)x. We obtain
+∞∑
l=2n+1
δl−nl(l − 1) . . . (l − n+ 1) = (2n+ 1)!
(1− δ)n+1n!
∫ δ/(1−δ)
0
xn
(1 + x)2n+2
dx.
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Since we have the equality
xn
(1 + x)2n+2
= − d
dx

∑nk=0 n!2k!(2n+1−k)!xk
(1 + x)2n+1

 ,
we deduce that the following equality holds
(8)
+∞∑
l=2n+1
δl−nl(l − 1) . . . (l − n+ 1) = n!
(1− δ)n+1 − n!
n∑
k=0
(
2n + 1
k
)
δk(1− δ)n−k.
Now observe that
+∞∑
l=n
δl−nl(l − 1) . . . (l − n+ 1) = n!
(1− δ)n+1
and
∑2n
l=n =
∑+∞
l=n −
∑+∞
l=2n+1 . By Equality (8), the conclusion follows. 
Proposition 5.4. Let (αn)n≥1 be a sequence of non-zero complex numbers and R ∈ R+∪{+∞} be
the radius of convergence of the power series
∑
n≥0
zn
n!|αn|
. Assume that, for every r > R, we have
rn/(|αn|n!) → +∞, as n → +∞. Let f ∈ W(µ)R (αn). Then the radius of convergence of its Taylor
development at 0 is equal to R.
Proof. Let us write f(z) =
∑+∞
n=0 anz
n ∈ WR(αn). Let R0 be its radius of convergence. According
to Theorem 5.1 one has R0 ≥ R. Without loss of generality, we may suppose that R < +∞.
Assume that R0 > R. We have
(9)
1
R0
= lim sup |an|1/n.
Choose ε > 0 such that R(1 + ε) < R0. Equality (9) implies that there exists n0 ∈ N such that for
every n ≥ n0,
|an|1/n ≤ 1
R0
(1 + ε).
Define z0 ∈ C \ {0} such that δ := |z0|R0 (1 + ε) < 1 and |z0| < R01+ε −R. For all n > n0, the following
estimate holds∣∣∣αnSn (f (n)) (z0)∣∣∣ =
∣∣∣∣∣αn
2n∑
l=n
all(l − 1) . . . (l − n+ 1)zl−n0
∣∣∣∣∣
≤ |αn|
2n∑
l=n
(
|al|1/l|z0|
)l
l(l − 1) . . . (l − n+ 1)|z0|−n
≤ |αn|
2n∑
l=n
δll(l − 1) . . . (l − n+ 1)|z0|−n
Applying Lemma 5.3, we get∣∣∣αnSn (f (n)) (z0)∣∣∣ ≤ |αn|n! δn|z0|n
n∑
k=0
(
2n+ 1
k
)
δk(1− δ)n−k
≤ |αn|n! δ
n
|z0|n
2n+1∑
k=0
(
2n+ 1
k
)
δk(1− δ)n−k
≤ |αn|n!
1− δ
(
δ
|z0|(1− δ)
)n
.
Now |z0| < R01+ε − R so δ|z0|(1−δ) < 1R . Therefore the previous inequality shows that the sequence
(αnSn(f
(n))(z0))n≥0 is bounded. It is in contradiction with the universality of f , and R0 = R. 
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