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We study the onset of dissipation in an atomic Josephson junction between Fermi superfluids in
the molecular Bose-Einstein condensation limit of strong attraction. Our simulations identify the
critical population imbalance and the maximum Josephson current delimiting dissipationless and
dissipative transport, in quantitative agreement with recent experiments. We unambiguously link
dissipation to vortex ring nucleation and dynamics, demonstrating that quantum phase slips are
responsible for the observed resistive current. Our work provides a comprehensive description of
vortex ring dynamics in three-dimensional inhomogeneous constricted superfluids at zero and finite
temperatures, connecting microscopic features with macroscopic dissipative transport.
Interest is growing in model systems that allow for
investigating the interplay between resistive and dissi-
pationless quantum transport. In this context, ultra-
cold gases in tailored optical potentials represent an ideal
framework, owing to the unprecedented real-time control
over the relevant parameters in experiments [1, 2], com-
bined with the ability for ab initio theoretical modelling
[3, 4]. Ultracold atoms enable the detailed and effective
study of general transport phenomena of the solid state
[1, 2]. A paradigmatic example is the quantum dynamics
of two atomic superfluids weakly coupled through a thin
tunnelling barrier, realizing a Josephson junction [5, 6].
Josephson junctions (JJs) represent minimal platforms
to observe coherent quantum transport [6, 7], but also to
explore its breakdown driven by dissipative microscopic
mechanisms [8, 9].
The dynamics in atomic JJs [10–20] is governed by the
competition of two energy terms: the charging energy
EC and the Josephson tunneling energy EJ [10, 11]. The
former relates the chemical potential difference across the
tunnelling barrier with the relative population imbalance,
and depends on interparticle interactions. The latter pro-
motes instead the delocalization of the superfluid across
the two reservoirs, and sets the maximum coherent flow
through the weak link. When EJ dominates, the super-
fluid current and relative phase across the junction os-
cillate in quadrature at the Josephson plasma frequency.
In the opposite regime, and in the absence of dissipation
[11, 12], the system may enter the so-called Macroscopic
Quantum Self-Trapping (MQST) regime characterized by
high-frequency coherent oscillations of the population im-
balance around a non-zero value, driven by a monotoni-
cally increasing relative phase [10, 13, 16–18, 20]. Even in
the absence of thermally induced decay of the population
imbalance [12, 18, 21], the manifestation of MQST de-
pends essentially on whether vortices nucleated inside the
barrier annihilate therein [22, 23], or penetrate into the
superfluid reservoirs – the latter case rendering MQST
unstable against dissipative flow. Recent experiments
with inhomogeneous three-dimensional Fermi superfluids
[24, 25] revealed the intimate connection between dissi-
pation and phase slippage, arising from vortices created
within the barrier region being shed into the superfluid.
Similar effects have been studied in ring-shaped bosonic
condensates [26–29] and mesoscopic structures [30, 31],
and discussed also in lower-dimensional geometries [32–
34]. While vortices crossing the weak link are known to
yield a finite resistance [25, 27, 30], a detailed link be-
tween the microscopic vortex dynamics and dissipative
macroscopic flow is missing to date.
In this work, we determine the critical population
imbalance and the maximum coherent current delimit-
ing the boundary between dissipationless and dissipa-
tive transport in an atomic JJ of fermionic superfluids.
We provide an unambiguous connection between macro-
scopic resistive currents and vortex ring (VR) dynamics
both at zero and at finite temperatures T . Our numerical
results show excellent agreement with recent measure-
ments [24, 25], clarifying their interpretation. Further,
we reveal how trap asymmetry fosters the emergence of
Kelvin wave excitations of the VRs, while thermal fluctu-
ations – which do not affect vortex generation and quan-
tum phase slippage processes – sizeably reduce the VR
lifetime. Moreover, the motional symmetry of the VRs
breaks, elucidating the peculiar long-time evolution of
macroscopic observables revealed in the experiments.
Methodology. Our numerical simulations are based on
the experimental parameters of Ref. [25]. We consider
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2two molecular Bose-Einstein condensates (BEC) of 6Li
atom pairs weakly coupled through a thin optical bar-
rier, with about 105 particles and an interatomic scat-
tering length of 1600 Bohr radii. The harmonic trapping
potential is asymmetric with frequency ratio of about
(1:12:10) along the x, y and z-axis, respectively. The
repulsive Gaussian barrier intersects the gas along the
weakest (x) direction, and it is about four times wider
than the superfluid coherence length [25]. Superfluid
transport through the barrier is triggered by an initial
non-zero population imbalance z0 = zBEC(0) between the
two reservoirs. Here, zBEC(t) = (NR(t) −NL(t))/NBEC,
with NL (NR) the BEC number in the left (right) reser-
voir, and NBEC = NL + NR the total condensate num-
ber. The imbalance corresponds to a chemical potential
difference (µL − µR) = ECz0NBEC/2. To simulate dy-
namics in the T = 0 limit, we solve the time-dependent
Gross-Pitaevskii equation (GPE). To account for a ther-
mal component in the experimentally relevant regime
T . 0.4Tc, Tc being the BEC critical temperature, we
use a self-consistent scheme of GPE dynamically coupled
to a collisionless Boltzmann equation [3, 4, 35, 36].
Dynamical Regimes and Phase Diagram. We study
zBEC(t), varying both the initial population imbalance z0
and barrier height V0. For each V0 value, we observe two
distinct dynamical regimes. For z0 smaller than a criti-
cal value zcr, zBEC exhibits sinusoidal plasma oscillations
(Josephson regime). For z0 > zcr, we instead observe an
initial rapid decay of zBEC (dissipative regime), followed
by plasma oscillations with amplitude smaller than zcr.
We validate our numerics by comparing zBEC(t) with ex-
periments under the same conditions, finding excellent
agreement in both regimes [see Fig. 1(a), insets].
Combining calculated and newly extracted experimen-
tal zcr values, we construct the phase diagram delimiting
these two different regimes as a function of the normal-
ized barrier height V0/µ(T ) [Fig. 1(a)]. Here, µ(T ) is
the chemical potential, including for T > 0 the thermal
mean-field contribution [35, 36]. As expected, the on-
set of dissipation arises for smaller zcr with increasing
V0/µ(T ). This boundary is found to reasonably repro-
duce the experimentally extracted one within the exper-
imental uncertainty, and it is robust up to T ≈ 0.3Tc
upon keeping the condensate number equal to the T = 0
case in our simulations. Note that previous double-well
experiments [17, 20], using optical lattices with larger ra-
tio between barrier width and healing length, found no
decay of zBEC.
Our findings can also be interpreted in terms of the
critical current Imax across the junction, defined as the
maximum value of I = z˙BECNBEC/2 at z0 = zcr
[Fig. 1(b)]. Numerically, |I|max is well approximated by
zcr ωJ NBEC/2, where ωJ is the plasma frequency in the
Josephson regime. The corresponding |I|max constructed
from the experimentally determined zcr and ωJ reveals
excellent agreement with the theoretical prediction. The
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FIG. 1. Phase diagram of a thin Josephson junction: (a)
Critical population imbalance zcr as a function of V0/µ(T ),
via numerical simulations at T = 0 (blue symbols) and
T ≈ 0.3Tc (red symbols), and experimental data (black sym-
bols). Grey shaded area accounts for the experimental range
of particle number. Vertical error bars are set by the dis-
creteness of the numerically-probed z0 values (simulations)
and the standard deviations over at least four measurements
(experiments); horizontal experimental error bars are set by
the combined uncertainties in measuring barrier width, par-
ticle number and laser power. Insets: comparison of nu-
merical and experimental population imbalance evolution in
Josephson (left) and dissipative (right) regimes. (b) Maxi-
mum superfluid current, |I|max, based on the numerical time
derivative of population imbalance (down triangles), and on
the numerical/experimental estimate |I|max ' zcr ωJ NBEC/2.
Green shaded area: predicted maximum supercurrent (includ-
ing second-order harmonics in the current-phase relation), ac-
counting for uncertainties in V0/µ [36].
overall trend of |I|max against V0/µ(T ) is quantitatively
captured by an analytical model, originally developed for
two homogeneous BECs weakly coupled through a rect-
angular barrier [14], extended here to Gaussian barrier
and inhomogeneous density distribution in the local den-
sity approximation [36].
Vortex Ring Nucleation. The onset of the dissipative
regime has been linked in our experiments [24, 25] to
the presence of topological defects shed in the superfluid.
Here, by studying the time evolution of the BEC wave-
function, we provide an unambiguous description of such
nucleated topological defects, found to emerge as vortex
rings, fully characterizing their key role as a dissipation
mechanism. Crucial to our analysis is the calculation of
the superfluid velocity v = (~/M)∇φ, where M is the
atom pair mass and φ the condensate phase. The VR
nucleation can be understood through the x-component
of the velocity, weighted over the transverse density in
the x = 0 plane via: −〈vx〉 = −
∫
nvx dy dz /
∫
ndy dz
[see Fig. 2(a)]. A unidirectional accelerated superfluid
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FIG. 2. Vortex ring generation and early-stage dynamics.
(a) Density-weighted x-component of superfluid velocity at
the barrier; the dashed line denotes the mean speed of sound,
c =
√
µ/2M . (b) Mean radius and (c) position of the first few
generated vortex rings (in units of lx =
√
~/Mωx). (d) Su-
perfluid current flowing through the barrier. Vertical shaded
areas denote the maxima of superfluid velocity when VRs
are generated. Shown are both T = 0 (blue symbols) and
T ≈ 0.4Tc (red symbols) for z0 = 0.25, V0/µ ' 0.8 and
NBEC ' 6×104. (e) BEC density isosurface at 19.5 ms, where
the 3rd and 4th generated VRs are visible.
flow is established between the two coupled reservoirs
driven by the corresponding chemical potential gradi-
ent ∇µ according to the Josephson-Anderson relation
M v˙ = −∇µ [50–52]. When −〈vx〉 reaches a critical value
of the order of the mean speed of sound c, it exhibits a
rapid decrease (possibly even changing sign). This be-
haviour is associated with VR nucleation [see Fig. 2(e)]
and its early-stage dynamics. The VR is generated out-
side the Thomas-Fermi surface on the central radial plane
(x = 0), where the superfluid velocity is maximum (due
to the flow constriction) and the local speed of sound is
minimum (since density vanishes). After its nucleation,
the VR mean radius RVR rapidly shrinks [see Fig. 2(b)],
in order to conserve its incompressible kinetic energy
EVR =
∫
R dV (Mn/2)v
2
ω. Here R is the volume encom-
passing the VR and vω is the VR-generated flow velocity
calculated via Biot-Savart law [36]. Such radial shrinking
dynamics arises mainly as a consequence of the strong
radial density inhomogeneity in the barrier region [22].
In this initial stage, the VR remains located within the
barrier region (xVR ' 0), while correspondingly −〈vx〉
drops. When the shrinking dynamics ceases, the VR
travels away from the barrier at constant velocity [see
Fig. 2(c)], while the superfluid flow is accelerated again
by the remaining ∆µ, until the next VR is nucleated
after a time ∆tslip ' h/∆µ. This leads to the sawtooth-
like evolution of 〈vx〉, typical of the phase slippage phe-
nomenon observed in superfluid helium [50–53]. We also
verify that VR nucleation is associated with local relative
phase jumps of 2pi [36].
More insight into such behaviour is obtained by decom-
posing the total superfluid velocity v into the main flow
velocity v0, and the velocity vω generated by the VR [36].
The nucleation and dynamics of the VR leads to the re-
duction of v0 by ∆v0 through the transfer of incompress-
ible kinetic energy to the VR. Dissipation originates from
such reduction in the main flow energy [25, 50–52]. As
the VR moves away from the nucleation region, vω, cal-
culated at the barrier position, rapidly decreases. This
results in the sawtooth-like profile of 〈vx〉 with ampli-
tude ∆v0 ∼ vω ∼ κ/RVR [36, 52], shown in Fig. 2(a).
The initial persistence of the shrinking VR within the
barrier, due to the inhomogeneous nature of our geome-
try, slows down the drop of 〈vx〉, rendering it less abrupt
than analogous observations in superfluid helium. ∆v0
can even overcome the generating flow velocity, leading
to flow reversal (i.e. backflow) in the post-nucleation dy-
namics, in agreement with Biot-Savart calculations [36].
Due to the overall decay of zBEC(t), the amplitude of
each subsequent velocity drop is reduced over time, as
visible in Fig. 2(a). Correspondingly, the radius of sub-
sequent VRs leaving the barrier region slightly increases,
reflecting a smaller VR propagation velocity in the bulk
[see Figs. 2(b)-(c)]. In Fig. 2(d), the current −I(t) is
displayed, mirroring the behaviour of −〈vx〉(t). How-
ever, the maxima of I do not coincide with those of 〈vx〉,
due to the varying density during the nucleation pro-
cess. Interestingly, finite temperatures T ≈ 0.4Tc (com-
parable to experimental values) do not sizeably affect the
VR ring generation process (see red symbols in Fig. 2),
being here too low to thermally activate vortices (with
kBT < 0.8V0). The nucleation timescale is indeed much
shorter than that required for damping – stemming from
the relative BEC-thermal motion – to produce significant
effects. The thermal cloud does however add an extra
potential to the BEC, as also observed in the context of
vortex dynamics and reconnections [54–56].
Vortex Ring Properties and Evolution. To character-
ize this process further, we focus in Fig. 3 on the first
VR nucleated for z0 ∈ [0.13, 0.37]. Increasing z0 leads to
a decreasing VR propagation velocity vVR extracted by
a linear fit of xVR(t) (and thus a larger RVR), in agree-
ment with the monotonic increase of EVR [Fig. 3(a)] [36].
The VR lifetime is found to increase with increasing z0
[Fig. 3(b)], with two competing effects determining the
VR survival during its propagation in the superfluid bulk:
On the one hand, the vortex ring would tend to expand
[57] to conserve its incompressible kinetic energy as it
40.2 0.3 0.4
z0
5.8
6
6.2
6.4
6.6
4
4.5
5
5.5
6
E V
R
(1
0−
2 h¯
ω
x)
v V
R
(m
m
/s
)
( a )
0.1 0.2 0.3 0.4
z0
2
4
6
τ(
m
s)
0.1 0.2 0.3 0.4
z0
0
4
8
12
N V
R
( b ) ( c )
FIG. 3. Role of initial population imbalance z0 on: (a)
first VR velocity vVR (left axis, red/black symbols) and en-
ergy EVR (right axis, grey circles); (b) first VR lifetime and
(c) total number of VRs penetrating the bulk. The brown
line denotes NVR estimated from the time-averaged phase-
slippage rate ∆µ(t)/h [50]. Shown are T = 0 (black symbols)
and T ≈ 0.4Tc (red symbols) results.
is moving towards lower-density regions with decreasing
transverse size. On the other hand, moderate radial trap-
ping asymmetry (ωy 6= ωz) leads to elliptical VR profiles
with oscillating aspect ratio, corresponding to an m = 2
Kelvin wave excitation on a circular VR [58]. This wob-
bling motion leads to dissipation of the VR incompress-
ible kinetic energy via emission of phonon-like excita-
tions, thus reducing its radius [59]. As a result, when
RVR becomes of the order of the healing length, the VR
loses its circulation and annihilates in a rarefaction pulse
[22] [see left part of Fig. 2(e)]. An increased z0 value leads
to larger number of nucleated vortices NVR [Fig. 3(c)],
due to the larger time-averaged chemical potential differ-
ence [50], also consistent with experimental observations
[25]. While the thermal cloud has no detectable effect
on the first VR propagation velocity [Fig. 3(a)] or on the
number of nucleated VRs, it does reduce the VR lifetime
[Fig. 3(c)] as discussed below.
To connect directly with experimental observations
[24, 25], we implement in our simulations the same pro-
tocol by which vortices were observed in time of flight
after gradually removing the barrier over a 40 ms pe-
riod. The dynamics of the 4th VR generated in the same
conditions as in Fig. 2 [rightmost VR in Fig. 2(e)] is
shown in Fig. 4, including or excluding the barrier re-
moval procedure. Upon removing the barrier (orange
curve), the VR propagates for longer time and for a
longer distance [Fig. 4(a)]; this facilitates the direct ob-
servation of Kelvin-wave oscillations [visible in Fig. 4(b)],
whose period is consistent with the dispersion relation
ω(k) ∼ κk2/(4pi)[ln(2/(kξ)− 0.5772] [36, 58]. The longer
lifetime can be attributed to the larger kinetic energy of
VRs nucleated during the gradual barrier removal pro-
cess. As the VR approaches the edge of the condensate,
it breaks up into two anti-parallel vortex lines [Fig. 4(c)]
[22, 57, 60]. Critically, thermal fluctuations destabilize
the VR, reducing its lifetime and causing it to drift off-
axis, thus reaching the transversal boundary asymmetri-
cally [Fig. 4(c)]; there, it reconnects with its image and
forms a ‘vortex handle’ (i.e. one more pronounced vortex
line), an effect already found in dynamical simulations in
the presence of noise [61, 62]. This effect could be key to
explain why a single vortex line is typically detected in
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FIG. 4. Vortex ring evolution under different conditions: (a)
Evolution of the semi-axes and mean radius of the fourth VR
for z0 = 0.25 and V0/µ ' 0.8, with barrier kept on (blue
line) or removed over a period of 40 ms from t = 13 ms (or-
ange line). Shadowed areas in each case mark the limiting
values of the two semi-axes. Dashed blue/orange lines on top
denote the transverse Thomas-Fermi radius of the conden-
sate at the instantaneous location of the VR. (b) Dynamical
2D VR profiles with barrier on (blue) and removed (orange)
plotted alongside the corresponding transverse Thomas-Fermi
surface (dash-dotted lines). The displayed profiles correspond
to evolution times marked by vertical solid lines in (a), with
the VR surviving only until t ' 23 ms with barrier on. (c)
Typical evolution of a 2D VR profile in the case of barrier
removal at T ≈ 0.4Tc. The VR moves off-axis, generating a
single vortex handle at the boundary.
each experimental run after removing the barrier [24, 25].
Conclusions. By performing extensive numerical sim-
ulations, we have characterized the dynamics of a thin
atomic Josephson junction in the case of large initial en-
ergy bias. We have shown that dissipative currents are
directly connected with the generation, propagation and
decay of vortex rings, providing a clear and comprehen-
sive microscopic picture of the phase slippage mechanism
for three-dimensional constricted superflow. Moreover,
in agreement with recent experimental observations, we
have demonstrated that such microscopic description of
dissipation is robust to finite, experimentally relevant
temperatures. Understanding vortex-ring generation and
their subsequent stability will be valuable for future stud-
ies on the deterministic generation of vortex structures
5and their interactions [63, 64], while advancing our under-
standing of the complex superfluid dynamics in emerging
atomtronic devices.
Acknowledgments. We thank A. Smerzi and A. Mun˜oz
Mateo for valuable discussions. This work was sup-
ported under QuantERA project NAQUAS (EPSRC
EP/R043434/1), EPSRC project EP/R005192/1, Fon-
dazione Cassa di Risparmio di Firenze project QuSim2D
2016.0770, European Research Council grant agreement
no. 307032 QuFerm2D and no. 637738 PoLiChroM, and
European Union’s Horizon 2020 research and innova-
tion programme under the Marie Sk lodowska-Curie grant
agreement no. 705269.
[1] C.-C. Chien, S. Peotta, and M. Di Ventra, Nat. Phys.
11, 998 (2015).
[2] S. Krinner, T. Esslinger, and J.-P. Brantut, J. Phys.
Condens. Matter 29, 343003 (2017).
[3] N. Proukakis, S. Gardiner, M. Davis, and M. Szyman´ska,
eds., Quantum Gases: Finite Temperature and Non-
Equilibrium Dynamics (Imperial College Press, London,
United Kingdom, 2013).
[4] N. G. Berloff, M. Brachet, and N. P. Proukakis, Proc.
Natl. Acad. Sci. USA 111, 4675 (2014).
[5] B. D. Josephson, Phys. Lett. 1, 251 (1962).
[6] A. Barone and G. Paterno`, Physics and Applications of
the Josephson Effect (John Wiley, New York, 1982).
[7] M. Tinkham, Introduction to Superconductivity, 2nd ed.
(McGraw-Hill, New York, 1996).
[8] A. Caldeira and A. Leggett, Annals of Physics 149, 374
(1983).
[9] R. Fazio and H. van der Zant, Phys. Rep. 355, 235 (2001).
[10] A. Smerzi, S. Fantoni, S. Giovanazzi, and S. R. Shenoy,
Phys. Rev. Lett. 79, 4950 (1997).
[11] I. Zapata, F. Sols, and A. J. Leggett, Phys. Rev. A 57,
R28 (1998).
[12] J. Ruostekoski and D. F. Walls, Phys. Rev. A 58, R50
(1998).
[13] S. Raghavan, A. Smerzi, S. Fantoni, and S. R. Shenoy,
Phys. Rev. A 59, 620 (1999).
[14] F. Meier and W. Zwerger, Phys. Rev. A 64, 033610
(2001).
[15] F. S. Cataliotti, S. Burger, C. Fort, P. Maddaloni, F. Mi-
nardi, A. Trombettoni, A. Smerzi, and M. Inguscio, Sci-
ence 293, 843 (2001).
[16] T. Anker, M. Albiez, R. Gati, S. Hunsmann, B. Eier-
mann, A. Trombettoni, and M. K. Oberthaler, Phys.
Rev. Lett. 94, 020403 (2005).
[17] M. Albiez, R. Gati, J. Fo¨lling, S. Hunsmann, M. Cris-
tiani, and M. K. Oberthaler, Phys. Rev. Lett. 95, 010402
(2005).
[18] S. Levy, E. Lahoud, I. Shomroni, and J. Steinhauer,
Nature 449, 579 (2007).
[19] L. J. LeBlanc, A. B. Bardon, J. McKeever, M. H. T.
Extavour, D. Jervis, J. H. Thywissen, F. Piazza, and
A. Smerzi, Phys. Rev. Lett. 106, 025302 (2011).
[20] G. Spagnolli, G. Semeghini, L. Masi, G. Ferioli,
A. Trenkwalder, S. Coop, M. Landini, L. Pezze`, G. Mod-
ugno, M. Inguscio, A. Smerzi, and M. Fattori, Phys.
Rev. Lett. 118, 230403 (2017).
[21] Y. M. Bidasyuk, M. Weyrauch, M. Momme, and O. O.
Prikhodko, J. Phys. B 51, 205301 (2018).
[22] F. Piazza, L. A. Collins, and A. Smerzi, New J. Phys.
13, 043008 (2011).
[23] M. Abad, M. Guilleumas, R. Mayol, F. Piazza, D. M.
Jezek, and A. Smerzi, EPL 109, 40005 (2015).
[24] G. Valtolina, A. Burchianti, A. Amico, E. Neri, K. Xhani,
J. A. Seman, A. Trombettoni, A. Smerzi, M. Zaccanti,
M. Inguscio, and G. Roati, Science 350, 1505 (2015).
[25] A. Burchianti, F. Scazza, A. Amico, G. Valtolina, J. A.
Seman, C. Fort, M. Zaccanti, M. Inguscio, and G. Roati,
Phys. Rev. Lett. 120, 025302 (2018).
[26] K. C. Wright, R. B. Blakestad, C. J. Lobb, W. D.
Phillips, and G. K. Campbell, Phys. Rev. Lett. 110,
025302 (2013).
[27] F. Jendrzejewski, S. Eckel, N. Murray, C. Lanier, M. Ed-
wards, C. J. Lobb, and G. K. Campbell, Phys. Rev. Lett.
113, 045305 (2014).
[28] A. C. Mathey, C. W. Clark, and L. Mathey, Phys. Rev.
A 90, 023604 (2014).
[29] K. Snizhko, K. Isaieva, Y. Kuriatnikov, Y. Bidasyuk,
S. Vilchinskii, and A. Yakimenko, Physical Review A
94, 063642 (2016).
[30] S. Eckel, J. G. Lee, F. Jendrzejewski, C. J. Lobb, G. K.
Campbell, and W. T. Hill, Phys. Rev. A 93, 063619
(2016).
[31] G. Gauthier, S. S. Szigeti, M. T. Reeves, M. Baker, T. A.
Bell, H. Rubinsztein-Dunlop, M. J. Davis, and T. W.
Neely. Preprint at arXiv:1903.04086.
[32] C. D’Errico, S. S. Abbate, and G. Modugno, Philos.
Trans. Royal Soc. A 375, 20160425 (2017).
[33] J. Polo, V. Ahufinger, F. W. J. Hekking, and A. Min-
guzzi, Phys. Rev. Lett. 121, 090404 (2018).
[34] J. Polo, R. Dubessy, P. Pedri, H. Perrin, and A. Min-
guzzi. Preprint at arXiv:1903.09229.
[35] A. Griffin, T. Nikuni, and E. Zaremba, Bose-Condensed
Gases at Finite Temperatures (Cambridge University
Press, 2009).
[36] See Supplemental Material, which includes Refs. [37–49],
for details on methodology, analysis and extraction of
vortex ring properties at zero and finite temperatures.
[37] A. Burchianti, G. Valtolina, J. A. Seman, E. Pace,
M. De Pas, M. Inguscio, M. Zaccanti, and G. Roati,
Phys. Rev. A 90, 043408 (2014).
[38] W. Ketterle and M. Zwierlein, Rivista del Nuovo Cimento
31, 247 (2008).
[39] B. Jackson and E. Zaremba, Phys. Rev. A 66, 033606
(2002).
[40] E. Goldobin, D. Koelle, R. Kleiner, and A. Buzdin, Phys.
Rev. B 76, 224523 (2007).
[41] T. Frisch, Y. Pomeau, and S. Rica, Phys. Rev. Lett. 69,
1644 (1992).
[42] C. Raman, M. Ko¨hl, R. Onofrio, D. S. Durfee, C. E.
Kuklewicz, Z. Hadzibabic, and W. Ketterle, Phys. Rev.
Lett. 83, 2502 (1999).
[43] J. W. Park, B. Ko, and Y. Shin, Phys. Rev. Lett. 121,
225301 (2018).
[44] J. R. Anglin, Phys. Rev. A 65, 063611 (2002).
[45] P. Mason, N. G. Berloff, and A. L. Fetter, Physical Re-
view A 74, 043611 (2006).
[46] A. L. Fetter, Rev. Mod. Phys. 81, 647 (2009).
[47] R. Ha¨nninen and A. W. Baggaley, Proc. Natl. Acad. Sci.
USA 111, 4667 (2014).
6[48] C. Rorai, J. Skipper, R. M. Kerr, and K. R. Sreenivasan,
Journal of Fluid Mechanics 808, 641-667 (2016).
[49] A. Villois, G. Krstulovic, D. Proment, and H. Salman,
J Phys A: Math. Theor. 49, 415502 (2016).
[50] P. W. Anderson, Rev. Mod. Phys. 38, 298 (1966).
[51] O. Avenel and E. Varoquaux, Phys. Rev. Lett. 55, 2704
(1985).
[52] Y. Sato and R. E. Packard, Rep. Prog. Phys. 75, 016401
(2011).
[53] E. Hoskinson, Y. Sato, I. Hahn, and R. E. Packard, Nat.
Phys. 2, 23 (2006).
[54] B. Jackson, N. P. Proukakis, C. F. Barenghi, and
E. Zaremba, Phys. Rev. A 79, 053615 (2009).
[55] A. J. Allen, E. Zaremba, C. F. Barenghi, and N. P.
Proukakis, Phys. Rev. A 87, 013630 (2013).
[56] A. J. Allen, S. Zuccher, M. Caliari, N. P. Proukakis, N. G.
Parker, and C. F. Barenghi, Phys. Rev. A 90, 013601
(2014).
[57] W. Wang, R. N. Bisset, C. Ticknor, R. Carretero-
Gonza´lez, D. J. Frantzeskakis, L. A. Collins, and P. G.
Kevrekidis, Phys. Rev. A 95, 043638 (2017).
[58] C. F. Barenghi, R. J. Donnelly, and W. F. Vinen, Phys.
Fluids 28, 498 (1985).
[59] L. Galantucci, A. W. Baggaley, N. G. Parker, and C. F.
Barenghi, Proc. Natl. Acad. Sci. USA (in press). Preprint
at arXiv:1812.00473.
[60] M. D. Reichl and E. J. Mueller, Phys. Rev. A 88, 053626
(2013).
[61] P. Scherpelz, K. Padavic´, A. Ranc¸on, A. Glatz, I. S.
Aranson, and K. Levin, Phys. Rev. Lett. 113, 125301
(2014).
[62] A. M. Mateo and J. Brand, New J. Phys 17, 125013
(2015).
[63] M. J. H. Ku, B. Mukherjee, T. Yefsah, and M. W. Zwier-
lein, Phys. Rev. Lett. 116, 045304 (2016).
[64] S. Serafini, L. Galantucci, E. Iseni, T. Bienaime´, R. N.
Bisset, C. F. Barenghi, F. Dalfovo, G. Lamporesi, and
G. Ferrari, Phys. Rev. X 7, 021031 (2017).
1Supplemental Material
Critical transport and vortex dynamics in a thin atomic Josephson junction
K. Xhani,1,2 E. Neri,3 L. Galantucci,1 F. Scazza,2,4 A. Burchianti,2,4 K.-L. Lee,1
C. F. Barenghi,1 A. Trombettoni,5 M. Inguscio,2,4,6 M. Zaccanti,2,3,4 G. Roati2,4 and N. P. Proukakis1
1 Joint Quantum Centre (JQC) Durham-Newcastle, School of Mathematics, Statistics and Physics,
Newcastle University, Newcastle upon Tyne NE1 7RU, United Kingdom
2European Laboratory for Non-Linear Spectroscopy (LENS), Universita` di Firenze, 50019 Sesto Fiorentino, Italy
3Dipartimento di Fisica e Astronomia, Universita` di Firenze, 50019 Sesto Fiorentino, Italy
4Istituto Nazionale di Ottica del Consiglio Nazionale delle Ricerche (CNR-INO), 50019 Sesto Fiorentino, Italy
5Istituto Officina dei Materiali del Consiglio Nazionale delle Ricerche (CNR-IOM) and Scuola Internazionale
Superiore di Studi Avanzati (SISSA), Trieste, Italy
6Department of Engineering, Campus Bio-Medico University of Rome, 00128 Rome, Italy
NUMERICAL METHODS
We study the superfluid transport of the molecular
BEC through the thin barrier using two different mod-
els. Specifically, the T = 0 dynamics is modelled by the
Gross-Pitaevskii equation. At finite temperatures we in-
stead make use of a collisionless kinetic model, in which
the condensate dynamics is self-consistently coupled to
a dynamical thermal cloud described by a Boltzmann
equation.
Experiment Overview and System Parameters
Superfluids of N ' 105 6Li atom pairs are produced
by cooling a balanced mixture of the two lowest spin
states |F = 1/2,mF = ±1/2〉 to T/Tc ∼ 0.3(1) [24, 25,
37]. Interactions between fermions are parametrized by
1/(kFa), where kF =
√
2mEF /~ is the Fermi wave-vector
(m is 6Li atomic mass and EF the Fermi energy), and a
is the interatomic tunable s-wave scattering length. The
focus of this work is on the regime of superfluidity of
the molecular BEC, and we restrict our modelling to the
case of 1/(kFa) ' 4 . To realize an atomic Josephson
junction the fermionic superfluid is separated into two
weakly-coupled reservoirs by focusing onto the atomic
cloud a Gaussian-shaped repulsive sheet of light, yielding
a trapping potential
Vtrap(x, y, z) =
1
2M(ωx
2x2 + ωy
2y2 + ωz
2z2) + V0 · e
−2x2
w2
(S.1)
where ωx,y,z are the trapping frequency along x, y and
z-directions, M = 2m is the molecular mass, V0 is the
height of the Gaussian barrier and w ≈ 2.0 ± 0.2µm
is the barrier 1/e2 width, which is just four times wider
than the superfluid coherence length ξ. The experimental
trap frequencies are ωx ' 2pi × 15 Hz, ωy ' 2pi × 187Hz,
ωz ' 2pi × 148Hz (cigar-shaped trap), and V0 is varied
in the regime of 0.6µ . V0 . 1.2µ where µ denotes the
chemical potential of the system.
Gross-Pitaevskii Equation (T = 0)
At T = 0 we model the system by the molecular
BEC wavefunction ψ obeying the time-dependent Gross-
Pitaevski equation (GPE):
i~
∂ψ(~r, t)
∂t
=
(
− ~
2
2M
∇2 + Vtrap + g|ψ(~r, t)|2
)
ψ(~r, t)
(S.2)
where g = 4pi~2aM/M is the interaction strength, and
aM = 0.6 a ' 7 × 10−3 lx is the molecular scattering
length. The equilibrium state is found by substitut-
ing ψ(~r, t) = ψ0(~r) exp (−iµt/~) which gives the time-
independent GPE:
µψ(~r) =
(
− ~
2
2M
∇2 + Vtrap + g|ψ(~r)|2
)
ψ0(~r) (S.3)
with µ the system chemical potential. The equilibrium
state is obtained numerically via imaginary time prop-
agation in the presence of an additional linear poten-
tial, −x, along the x-direction which sets up the de-
sired initial population imbalance, z0, between the two
wells (i.e. initial chemical potential difference). As there
is initially a larger population in the right well, the ini-
tial flow is induced along the negative x-direction. The
BEC dynamics instead is initiated by the instantaneous
linear potential removal at t = 0. Eq. (S.2) is stud-
ied in dimensionless form, with length scaled to the
harmonic oscillator length along the x-direction, lx =√
~/mωx ' 7.5µm. In our numerical simulations we
use grid sizes [−24, 24] lx, [−4, 4] lx, [−4, 4] lx along the x,
y and z-directions, and 1024× 128× 128 grid points re-
spectively. Throughout this work, the barrier width is set
to w ' 2µm ≈ 4ξ, with ξ = 1/√8piaMnmax ≈ 0.5µm'
0.067 lx. To account for experimental, Fig.1(a) of the
main paper considered molecule numbers in the range
(6 − 12) × 104. Throughout this Supplemental Material
instead, we fix the condensate number at NBEC = 6×104.
In analyzing our results, we express the barrier height
2V0 in units of the system chemical potential µ. The
numerically-extracted equilibrium µ is well approximated
by the analytical formula in the Thomas-Fermi approxi-
mation:
µ =
1
2
~ω
(
15NBECaM
l
)2/5
(S.4)
with ω = (ωxωyωz)
1/3 and l =
√
~/Mω the geomet-
ric mean of harmonic oscillator lengths [38]. For typ-
ical parameters (T = 0, NBEC = 6 × 104 molecules)
µ ' 114~ωx and the barrier height numerically explored
is in the range [0.6, 1.22]µ.
The Collisionless “ZNG” Kinetic Model (T > 0)
At finite temperature, the bosonic quantum gas is par-
tially condensed and we must consider the presence of the
thermal cloud. The GPE is therefore generalized to ac-
count for the thermal cloud mean field potential, 2gnth,
so that Eq. (S.2) becomes [35]:
i~
∂ψ
∂t
=
[
−~
2∇2
2M
+ Vtrap + g(|ψ|2 + 2nth)
]
ψ . (S.5)
The equilibrium ψ0 solves the time-independent general-
ized GPE:
µ(T )ψ0 =
(
− ~
2
2M
∇2 + Vtrap + g(|ψ0|2 + 2n0th)
)
ψ0
(S.6)
where n0th is the equilibrium thermal cloud density, while
µ(T ) is the temperature-dependent system chemical po-
tential counting for the thermal cloud equilibrium mean
field potential. This has been used for extracting V0/µ(T )
(x-axis of phase diagrams in Fig. 1 of the main paper).
To account for thermal cloud dynamics, we solve this
equation self-consistently with a collisionles Boltzmann
equation for the thermal molecule phase-space distribu-
tion, f , obeying:
∂f
∂t
+
~p
M
· ∇~rf −∇~rVeff · ∇~pf = 0 (S.7)
where Veff = Vtrap + 2g[|ψ|2 + nth] is the generalized
mean-field potential felt by the thermal molecules, and
the thermal cloud density is defined by
ntherm =
1
(2pi~)3
∫
d~p f(~p, ~r, t) . (S.8)
The initial finite-temperature equilibrium distribution is
obtained iteratively for a fixed total atom number, as de-
scribed in Ref. [35, 39]. Our model corresponds to the
collisionless limit of the “Zaremba-Nikuni-Griffin” (ZNG)
kinetic theory which has been successfully used to model
collective modes, vortex dynamics and evaporative cool-
ing [3, 35, 54–56].
In choosing parameters for our finite temperature sim-
ulations, we ensure that the BEC number is equal to the
corresponding T = 0 number, fixed here to 6 × 104 par-
ticles. In order to capture the entire thermal cloud –
which resides primarily outside the BEC region – our fi-
nite temperature simulations use an extended grid length
[−48, 48] lx, [−8, 8] lx, [−8, 8] lx along the x, y and z direc-
tions respectively, and 2048 × 256 × 256 grid points for
the thermal cloud.
FLOW DYNAMICS: SUPERFLUID CURRENT,
PHASE SLIPS, BACKFLOW AND VORTEX
RING ENERGY
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FIG. S1. Density-weighted superfluid velocity along the x-
direction (upper plot), the transverse integrated density (mid-
dle plot), and their product (violet symbol lower plot) calcu-
lated at the trap center for V0/µ ' 0.8 and z0 = 0.13. In the
lower plot we also show the current calculated from the time
derivative of the population imbalance (black symbols).
Extracting the superfluid current through the
barrier
Figs. 1 and 2 of the main paper show numerical results
for the maximum superfluid current and its temporal pro-
file. Here we show how these results have been obtained.
There are two ways to calculate the superfluid current:
the first one is from the time derivative of the population
imbalance I = z˙BECNBEC/2 and the second one from
the transverse integral of the probability current density
I =
∫
RzTF
∫
RyTF
jx(x = 0, y, z) dy dz , (S.9)
3where R
y(z)
TF is the Thomas-Fermi radius along the y(z)-
direction. Here jx is the x-component of the density cur-
rent of probability defined as:
j =
~
2iM
(ψ∗∇ψ − ψ∇ψ∗) (S.10)
The latter can also be written as:
I =
∫
RzTF
∫
RyTF
|ψ(0, y, z)|2 · vx(x = 0, y, z)dydz (S.11)
where vx is the component of the superfluid velocity along
the x-direction. By defining the density-weighted super-
fluid velocity as:
〈vx〉 =
∫
vx · |ψ(x = 0, y, z)|2dydz∫ |ψ(0, y, z)|2dydz , (S.12)
we can write
I = ρx 〈vx〉 , (S.13)
where ρx =
∫ |ψ|2(x = 0, y, z)dydz. The numerical re-
construction of Eq. S.13 is shown in Fig. S1.
These two ways of calculating I are equivalent as shown
in Fig. S1 (lower plot) for the case of V0/µ ' 0.8 and
z0 = 0.13. We note here that the maximum of −〈vx〉 is
shifted with respect to the current maximum due to the
varying density (Fig. S1). Corresponding profiles of the
−〈vx〉 and superfluid current were also shown in Fig. 2
of the main paper for a higher value of z0 = 0.25 at the
same V0/µ ' 0.8.
Second order term in the Josephson current-phase
relation
Here we explain the role of the second order harmonic
to the current-phase relation plotted by the green shaded
area in Fig. 1(b) of the main text.
The overall trend of the maximum current as a func-
tion of V0/µ is quantitatively captured by extending the
analytic model developed in Ref. [14] for homogeneous
Bose gases and rectangular barriers, to the harmonically
trapped case with a Gaussian barrier, relevant for our
study. While more details will be given elsewhere, in
the following we briefly summarize how such model ex-
tension has been obtained. First, we recall that based
on a perturbative approach valid in the limit V0  µ,
Meier and Zwerger [14] derived analytic expressions for
the critical current, up to second order in the tunneling
hamiltonian, for a homogeneous, T = 0 weakly interact-
ing BEC. In particular, they obtained explicit predictions
for the first and second order contributions to the super-
fluid current, respectively denoted by Ic and J1, yielding
a current-phase relation of the kind [14]:
I(ϕ) = Icsin(ϕ) + J1sin(2ϕ) ≡ Ic · (sin(ϕ) + g¯ · sin(2ϕ))
(S.14)
where g¯ = J1/Ic. Notably, these terms solely depend
upon the bulk condensate density and the boson tunnel-
ing amplitude, which in turn can be recast in terms of the
bulk chemical potential and the single-particle transmis-
sion coefficient across the barrier [14]. As such, within
this framework, predictions for the maximum current
supported by a generic junction can be obtained from the
knowledge of the bulk properties of the superfluid, and
by evaluating the single-particle transmission coefficient
associated with the specific barrier under consideration.
FIG. S2. The prediction of the maximum superfluid current
taking only the first order term in the current-phase relations
(yellow profile) and including also the second order terms
(green profile) and the experimental data (black points).
To proceed with obtaining the theoretical curves, we
modified the analytic results given in Ref. [14] in the fol-
lowing ways. First, we derived an analytic expression for
the tunneling amplitude tcc(V0, µ) (using the notation of
[14]) across our Gaussian barrier, by approximating the
Gaussian profile with a symmetric Eckart potential of the
kind VEc = V0/cosh(x/d)
2 with d = 0.6w.
Second, we employed local density approximation to re-
cast the first and second order currents within an integral
form, in order to account for the inhomogeneous density
distribution featured by our trapped samples. From the
knowledge of Ic and J1, we then obtained the maximum
current enabled by our junction, up to first and second
order, respectively. These are shown in Fig. S2. In the
former case, the critical current is simply given by Ic.
The yellow shaded area in Fig. S2 is delimited by the
trend of Ic predicted by our analytic model, assuming a
±5% relative variation of the peak chemical potential µ0
of the trapped Bose gas at T = 0, around the nominal
value of µ0 based on the measured molecule number and
trapping frequencies.
While Ic provides an excellent description of Imax de-
rived from the experimental data and numerical simula-
tions for V0/µ ≥ 0.9, it systematically underestimates the
maximum current found for lower barrier heights. This
mismatch is expected in light of the fact that second or-
der contributions become increasingly important for pro-
gressively lower V0/µ values [14]. In order to account for
4second order corrections to Imax, we exploited our model
prediction for J1 in connection with the analytic results
obtained in Ref. [40] for a generic current-phase rela-
tion with first and second harmonics (Eq. (S.14)). For
any value of g¯ = J1/Ic, it can be shown [40] that the
maximum current will read:
Imax
Ic
=
(
√
1 + 32g¯2 + 3)3/2(
√
1 + 32g¯2 − 1)1/2
32|g¯| (S.15)
The green shaded area in Fig. 1(b) of the main pa-
per shows the trend of Imax based on Eq. (S.15) and the
value of g¯ derived from our analytic model, assuming a
±5% variation of the peak chemical potential, as for the
first order case. By comparing corresponding first (yel-
low area) and second order (green area) contributions in
Fig. S2, one can notice how inclusion of second harmon-
ics generally increases Imax, and enables to excellently
reproduce both experimental and GPE results, down to
barrier heights as low as V0 ∼ 0.6µ.
Population imbalance decay and phase slippage
Here we provide more evidence for interpreting the re-
lation between population imbalance decay (dissipation),
vortex ring (VR) nucleation [41–43], and phase slippage.
VR effects on the population imbalance profile
Fig. 1(a) of the main text plotted the phase diagram in
terms of a critical population imbalance zcr. This value
was identified as the value of z0 at which zBEC(t) firstly
exhibits decay of the population imbalance to zero. Fig.
S3 shows the evolution of zBEC(t) for V0/µ ' 0.8 and
population imbalances (a) z0 = 0.13 and (b) z0 = 0.25.
FIG. S3. Temporal evolution of the population imbalance for
z0 = 0.13 (a) and z0 = 0.25 (b) both for V0/µ ' 0.8. The
dashed grey line show the moment at which different VRs
enter the Thomas-Fermi surface.
As discussed in the main text, such dips in the oth-
erwise rapid (and monotonic) decay of zBEC(t) is due
to the generation of VRs, which are nucleated outside of
the Thomas-Fermi surface and subsequently enter such
surface – with the corresponding times indicated by ver-
tical dashed line in Fig. S3. Specifically for z0 = zcr
there is only one VR generated. For z0 = 0.25, the
zBEC(t) achieves its zero value later in time with respect
to z0 = 0.13. This is not just because its value is higher
but also because a VR causes a backflow (see next sec-
tion) everytime it is generated, i.e. larger number of VRs
give a cumulative effect slowing down the population im-
balance decay. Fig. S3(b) shows that a higher population
imbalance leads to a larger number of vortex rings gen-
erated (an effect already shown in Fig. 3(c) of the main
paper). Specifically, seven VRs are generated in the case
z0 = 0.25 (case discussed in Fig. 2 of main paper). The
total number of VRs (NVR) propagating in the left well,
which is plotted in the main paper Fig. 3(c) is found by
looking at the 3D density plots. However different meth-
ods can be used as comparison to check for consistency:
NVR can be also found by counting the number of -〈vx〉
time evolution maxima. Another way to stimate NVR is
by the expression [50]:
〈µL − µR〉 = h〈dn
dt
〉 (S.16)
where the 〈· · · 〉 indicate time-averaged values, (µL−µR)
is the chemical potential difference and dn/dt is the rate
of VRs crossing a certain path. The chemical potential
in the left (right) well is estimated by using Eq. (S.4),
upon replacing NBEC with NL = (1 − zBEC)/2, (NR =
(1 + zBEC)/2).
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FIG. S4. Time evolution of (a) the first vortex ring axial
position, and (b) of its semiaxes mean value, generated for
different initial imbalances. Horizontal grey line in (a) at
x = −0.55lx indicates the temporal value from which we start
extracting the linear fit, vV R (shown in Fig. 3 of main paper.)
5FIG. S5. Relation between phase slip and VR generation: (a) 2D BEC density after substracting the background density,
scaled to its maximum value, and (b) 3D density profile (density isosurface taken at 5% of maximum density) showing the VR
at t=8.7 ms. (c) Corresponding relative phase evolution in time. Example here is for V0/µ ' 0.8 and z0 = 0.25 (parameters of
Fig. 2 of main paper).
Note that the first VR is generated earlier in time with
higher population imbalance, as shown in Fig. S4: This
is because the larger z0, i.e. larger chemical potential
difference, leads to higher initial superfluid acceleration
as followed from Josephson-Anderson expression mv˙ =
Oµ, i.e. the critical velocity is reached earlier in time. As
mentioned in the main paper, the first generated vortex
ring travels slower (with velocity extracted by a linear
fit from |xV R| > 0.55 ' 2w) and has a lifetime which
increases with increasing z0 (Figs. 3(a)-(b) of main paper,
respectively). As a result of this, the first VR for higher
z0 propagates further into the left reservoir (which has
smaller condensate density) (Fig. S4(a)), maintaining a
constant radius during this propagation for longer time
than the smaller z0 cases (Fig. S4(b)).
Moreover the first VR radius for z0 = 0.37 during its
propagation (flat area Fig. S4(b)) is larger than the one at
z0 = 0.13 which is consistent with its smaller propagation
velocity value (shown in Fig. 3(a) main paper).
Phase slippage
In order to get more insight on the link between phase
slippage and VR nucleation in our inhomogeneous BEC
we show in Fig. S5 the time evolution of the relative
phase ∆φx along the x-direction for V0/µ ' 0.8 and
z0 = 0.25 at the location of the VR when first gener-
ated. Specifically in Fig. S5 this is calculated for z = 0
and y ≈ 0.5lx, a value consistent with the location of
the VR as seen by the density minima of the 2D and 3D
density plots of Fig. S5(a)-(b) respectively. Fig. S5(c)
shows clearly that ∆φx jumps locally by ∼ 2pi at a time
t = 8.7ms.
More details of this process are shown in Fig. S6 which
plots the renormalized 2D density and phase profiles
at different times during the initial VR dynamics, and
specifically from the time it is nucleated, until it enters
the left reservoir. The initial phase jump of around 2pi
at the vortex core position is indicated by an ‘x’ at the
2D phase profile (see S6). This picture is consistent with
the phase slippage concept for superfluid helium. [50].
Backflow
Here we provide more details about the interpretation
of the drop in superfluid velocity and critical current re-
ported in the main text in relation to Figs. 2(a), (d).
As also noted in the main paper, we start by decom-
posing the superfluid velocity v into a superfluid poten-
tial flow v0 and in the flow generated by the superfluid
singular vorticity distribution vω, via
v = v0 + vω . (S.17)
Given the complexity of the system studied, as a first
approximation we neglect the density gradient effects on
the superfluid velocity. In addition, as the role of vortex
images with respect to the BEC boundaries is still par-
tially unresolved [44–46], we do not consider the velocity
field generated by the images of the VRs with respect to
the boundaries of the condensate.
In order to calculate the superfluid potential flow v0 at
each time t in the center of the trapO(0, 0, 0), we subtract
the velocity field vω(O, t) generated by the reconstructed
VRs from the total superfluid velocity v(O, t), i.e.
v0(O, t) = v(O, t)− vω(O, t) , (S.18)
where v(O, t) is obtained via the phase gradient of the
numerically computed wavefunction ψ and vω is calcu-
6FIG. S6. Planar (z = 0) 2D snapshots of (a) the BEC den-
sities, and (b) the corresponding 2D phase profiles at differ-
ent times, selected to cover the temporal window from the
moment the VR enters the Thomas-Fermi surface at the bar-
rier position, until when it leaves the barrier. The radii and
positions of the tracked VR and their numerical error bars,
associated with the uncertainty in the determination of the
position due to the finite size of the vortex core, are denoted
by ‘x’ in the 2D phase profiles. Same parameters as in Fig. S5.
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FIG. S7. Temporal evolution of the total superfluid axial
velocity vx, the vortex ring induced axial velocity vωx and
the axial potential flow velocity v0x in the center of the trap
for the first four rings generated in the case V0/µ ' 0.8 and
z0 = 0.25.
lated via the Biot-Savart integral [47]:
vω(O, t) = − κ
4pi
N∑
i=1
∮
Ci(t)
s′(ζ, t)× s(ζ, t)
|s(ζ, t)|3 dζ , (S.19)
where κ = h/m is the quantum of circulation, N is the
number of VRs present in the BEC, Ci(t) is the closed
curve corresponding to the i-th VR reconstructed via an
algorithm based on the pseudo-vorticity vector [48, 49],
s(ζ, t) is the position of the VR line-element correspond-
ing to arclength ζ and s′(ζ, t) its unit tangent vector. In
Fig. S7 we show the temporal evolution of the axial (x)
components of v0, vω and v in the centre of the trapO for
the parameters of Fig. 2 of the main paper (V0/µ ' 0.8
and z0 = 0.25).
We observe that in the event of a vortex ring genera-
tion, the superfluid flow v0x slows down and even reverses
its sign for the first two rings generated: the nucleation
of vortex rings leads to a reduction in the main flow, thus
slowing down the population imbalance dynamics.
In fact, the corresponding reduction in I clearly visible
in Fig. 2 of the main paper, is even more pronounced in
Fig. S1, where it even becomes visibly negative.
FIG. S8. Two-dimensional plot of the total kinetic energy
density per unit mass ek in units of ~ωx/(M`3x). The volume
between the red dotted lines is the region R for ∆x = 6ξ.
7FIG. S9. (a) Time evolution of x-position of the 4th VR [shown in the white box] for both barrier on and barrier removal for
initial V0/µ = 0.8 and z0 = 0.25 (discussed in main paper Fig. 4). Density isosurface (taken at 5% of maximum density) for
(b) barrier on, and (c) barrier removal at t=19.5 ms. (d)-(e) Corresponding profiles at t=23.4 ms.
VORTEX RING ENERGY CALCULATION
In the main paper we have used the kinetic energy of
the generated VRs (shown as a function of z0 in Fig. 3(a)
of the main paper) to further characterize their motion.
The kinetic energy of the VR, which depends on vω
only, is obtained by the following procedure. We first
integrate the total kinetic energy density per unit mass
ek = (1/2)nv
2 on the volume R encompassing the vortex
ring. This is defined as
R ={(x, y, z) : xVR −∆x < x < xVR + ∆x ;
−RTFy (x) < y < RTFy (x) ;
−RTFz (x) < z < RTFz (x) } ,
where xVR = −lx and ∆x = 6ξ, where ξ is the healing
length. For improved clarity, a visualization of the
region R is given in Fig. S8).
These values of xVR and ∆x are chosen due to the
following considerations: First, the flow velocity is negli-
gible in R, i.e. v0 ≈ 0 and hence v ≈ vω. Therefore, the
following equalities hold:
ER =
∫
R
ekdx =
∫
R
1
2
nv2ωdx . (S.20)
As a consequence, ER is a reasonable estimate of the
VR kinetic energy. Moreover, the VR is still close to its
nucleation region and therefore ER can, at least qualita-
tively, be considered as proxy for the VR initial kinetic
energy. Investigating the dependence of ER on the initial
population imbalance z0, shown in Fig. 3(a) of the main
paper, we find that ER is an increasing function of z0.
We have checked that this result does not depend on the
region of integration as long as we are far enough from
the barrier region.
KELVIN WAVES AND BARRIER REMOVAL
Fig. 4(a)-(b) of the main paper discussed how the bar-
rier removal process – implemented experimentally prior
to time-of-flight observation – affects the VR dynamics.
Specifically, we first let the system evolve for 13 ms, and
subsequently we remove the barrier linearly over a period
of 40 ms, and observe the motion of the fourth generated
VR (i.e. VR generated around t ∼ 17.5 ms in Fig. 2 of
main paper). As commented in the paper, this process
significantly extends the lifetime of this VR.
More details of this effect are given in Fig. S9, which
compares the evolution of the x-position of the 4th VR
in the case of barrier on (blue points in Fig. S9(a)) and
barrier removal (red points), showing also a direct com-
parison of appropriate 3D density isosurfaces which re-
veal the vortex rings in both cases at times t ≈ 19.5 ms
(Fig. S9(b)-(c)) and t ≈ 23.4 ms (Fig. S9(d)-(e)). From
the slope of Fig. S9(a), we deduce that the VR velocity in
the case of barrier removal is smaller than the one with
barrier on. This is consistent with a larger propagating
VR radius in the case of barrier removal, an effect vis-
ible by comparing the size of the VR highlighted inside
the white box in the 3D density plots of Fig. S9(b)-(c).
Specifically at t = 19.5ms, the image shows two VRs (re-
spectively the third and fourth VRs generated), while a
few ms later, at 23.4ms, we see clearly that only one VR
remains in the case of barrier on (Fig. S9(d)), whereas
three VRs are still visible in the corresponding case of
gradual barrier removal (Fig. S9(e)). Note that, in the
case of barrier removal, the total number of VRs gener-
ated is less than the corresponding case with barrier on,
because the decrease in the barrier height leads to an in-
crease in the density inside the barrier, thus increasing
the local speed of sound, which in turn decreases the su-
perfluid velocity to below the speed of sound c =
√
gn/M
– a process which prohibits further VR generation.
Another crucial point to note in relating our findings
to experimental observables is that in the experiment [25]
they observe vortices propagating in the system even for
8FIG. S10. (a)-(b) Comparison of (a) x-position, and (b) VR radius in the case when barrier height is kept fixed (blue points),
or gradually decreased (red points) for V0/µ = 1.2 and z0 = 0.25. Density isosurface (taken at 5% of maximum density) at
(c)-(d) t=20.7ms and (e)-(f) 24.5ms for both cases of barrier on or removed.
initial barrier height V0 > µ. In our simulations with
fixed barrier height V0 > µ, the VRs generated inside the
barrier shrink fast without entering in the bulk, whereas
the experimentally relevant barrier removal enables their
detection in the bulk. This is shown in Fig. S10 for
V0/µ = 1.2 for both cases of barrier on and barrier re-
moval.
Specifically, we observe that once the barrier height,
while decreasing its value, reaches some characteristic
value (here ∼ 0.9µ) the VR is able to escape the bar-
rier region and propagate in the left reservoir (red points
in Fig. S10(a)), unlike the corresponding case of constant
barrier height V0 > µ (blue points). As visible in the den-
sity plots at t=20.7 ms (Fig. S10(c)-(d)), the VR in the
case of barrier on (Fig. S10(c)) has a much smaller radius
that the corresponding one when the barrier is removed
(Fig. S10(d)), i.e. a much smaller energy. For this rea-
son at the subsequent t=24.5 ms, the VR with barrier on
(Fig. S10(e)) has already shrunk while the one generated
under gradual barrier removal (Fig. S10(f)) propagates
inside the superfluid. In fact the removal can in this
case (t=24.5 ms) facilitate the simultaneous observation
of two VRs, in stark contrast to the barrier on case which
reveals none.
Kelvin Waves
The main paper discussed the role of Kelvin Wave
(KW) excitation on the VR dynamics, already visible
in Figs. 4(a)-(b) of main manuscript. Here we pro-
vide further details on this characterization. Due to
the anisotropy in the transverse direction (ωy 6= ωz)
the VR shape is elliptic when it is nucleated. During
its propagation the VR shape oscillates by inverting its
elliptical semiaxis, representing an m = 2 KW excita-
tion of the circular shape. In fact, the VR 2D profile
is best fit by the function (y/a)2 + (z/b)2 = 1. If we
define RV R = (a + b)/2, the deformation of the ellip-
tic VR from its ideal circular shape with radius RV R is
(a − RV R) along the y-direction and (b − RV R) along
the z-direction. Fig. S11 shows the time evolution of
these quantities in the case of the 4th VR undergoing the
barrier removal process over the relevant post-generation
temporal window t ∈ [17.5, 45] ms. After such time
the VR is destroyed by interaction with the condensate
boundary, an effect already studied in different contexts
in [44, 45, 61, 62].
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FIG. S11. Evolution of deviations (a − RV R) (green points)
and (b− RV R) of the VR semiaxes from their average value.
Inset: sinusoidal fit (black line) to (a − RV R) in the time
interval [24,34]ms, confirming the KW nature of the VR ex-
citations.
9In the limit of a VR radius much larger than the core
size, the period of oscillations of KW is given by the dis-
persion relation ω(k) ∼ κk2/(4pi)[ln(2/(kξ)−0.5772] [58],
with k the wavenumber, ξ the vortex core and κ = h/M
the quantum of circulation. The KW wavenumber k is
found from the wavelength λ = 2pi/k, which satisfies the
relation λm = 2piR for m = 2 and R the VR radius. Esti-
mating the vortex core inside the bulk as being compara-
ble to the molecular BEC coherence length (ξ ' 0.5µm)
and approximating R as the mean value of the 4th VR
radius in the time interval [24, 34] ms, the above disper-
sion relation predicts a KW period τ ' 3.3 ms,which is
found to be in excellent agreement with a sinusoidal fit
to our numerically extracted values of (a − RV R) in the
range [24, 34] ms (black line in inset of Fig. S11) which
yields τ = (3.19± 0.03) ms; we note that this agreement
is excellent, even though the VR radius is only five times
the vortex core.
T>0 VORTEX RING DYNAMICS
The main paper has shown that, in the range 0 ≤ T ≤
0.4Tc considered (for which 0.4V0 < kBT < 0.8V0) finite
temperatures have practically no effect on the VR gen-
eration process, provided the condensate number is fixed
to the corresponding T = 0 value. At the same time,
temperature has a notable cumulative effect on the over-
all post-generation VR dynamics: specifically, it reduces
the VR lifetime (shown in Fig. 3(b) of the main paper
for the first generated VR and different z0) and breaks
its motional symmetry (main paper Fig. 4(c)). Here we
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FIG. S12. Density profile along x-direction (y=z=0) of the
condensate (black line) and thermal cloud (red line) at equi-
librium (a) and at 10.6 ms time evolution (b) where a VR
is present (at x ∼ −1.4lx) for V0/µ ' 0.8, z0 = 0.25 and
T' 0.4Tc. The inset in (b) shows the condensate and ther-
mal density around the VR position.
provide more details on the effect of the thermal cloud
on the VR dynamics.
For easier visualization, Fig. S12 shows an example
of the axial condensate (black) and thermal cloud den-
sity (red) for V0/µ ' 0.8, z0 = 0.25 and T' 0.4Tc. In
this figure, density is plotted along the x-direction (for
y = z = 0) both (a) at equilibrium, and (b) at a later
time (t = 10.6 ms) when the first VR has already entered
the left well (visible for x ∼ −1.4lx). As expected, the
thermal cloud has local maxima at both the barrier posi-
tion, and at the edges of the condensate where the BEC
density has local minima. This is because of the repulsive
interaction between the thermal cloud and the conden-
sate. Moreover when a VR is present, its core is filled by
thermal molecules, as seen clearly in Fig. S12(b) (around
x ∼ −1.4lx). This effect has already been reported in
[54–56].
Even though the considered temperature range (with
kBT < 0.8V0) has a small effect on the VR generation
process, nonetheless it does exert a ‘drift force’ causing
the VR to go off-center while propagating along the neg-
ative x-direction. A clear visualization of this effect is
shown in Fig. S13, showing the time evolution of the
fourth VR center along the y and z directions for a char-
acteristic single numerical realisation when the barrier
is gradually removed (corresponding to Fig. 4(c) of the
main paper) . Corresponding 3D densities are shown in
Fig. S14, clearly contrasting the T = 0 to the T > 0 case,
providing an alternative visualization to that of Fig. 4(b)-
(c) of the main paper. Note that while the lifetime is well
predicted within our kinetic model, the precise details of
the VR trajectory – i.e. exactly how it goes off center and
approaches the boundary – are sensitive to the numerical
realisation.
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FIG. S13. The first VR center along the y and z directions at
T = 0 (horizontal dashed line) and at T' 0.4Tc (red symbols)
in the case of barrier removal with initial V0/µ ' 0.8 and
z0 = 0.25.
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FIG. S14. Density isosurface (taken at 5% of maximum density) for the parameters of Fig. S13. The fourth VR discussed in
the main paper is the leftmost VR in each plot (the other visibile VR is the subsequently-generated fifth VR).
