Data exchange is the problem of transforming data structured under a schema, called the source schema, into data structured under another schema, called the target schema. Existing work on data exchange considers settings where the source instance does not contain incomplete information. In this paper we study semantics and address algorithmic issues for data exchange settings where the source instance may contain incomplete data. We investigate the query answering problem in such data exchange settings. First we give two different meaningful semantics to certain answers: One via the certain answers in the corresponding complete data exchange problems and the other via the set of all solutions of the corresponding complete data exchange problems. We use the chase to compute a universal instance which is materialized over the target schema and is used to compute the certain answers to unions of conjunctive queries. We prove that computing certain answers (under both semantics) for unions of conjunctive queries can be done in polynomial time when the schema mapping contains constraints that consist of a weakly acyclic set of tuple-generating dependencies and equality-generating dependencies.
INTRODUCTION
Data exchange, also known as data translation, is the problem of transforming data structured under a schema, called the source schema, into data structured under another schema, called the target schema. Schema mappings are typically used to define formally such a transformation. One of the most important goals of data exchange is to actually materialize a target instance that satisfies the relationship between the schemas and then use this instance to answer queries posed on the target schema. Data exchange has received considerable attention recently, for relational databases [13, 14, 9, 4, 16, 23, 22, 25, 2, 1] and XML databases [5] . A schema mapping tool, Clio, was implemented at the IBM Almaden Research Center [28, 29] which grew over the years [18, 3] . On the other hand, due to new applications (e.g., sensor and scientific data, information extraction) a considerable interest has been shown in issues concerning incomplete data and uncertain data. Significant work on querying incomplete data [21] and recently on querying uncertain data [8, 11, 30] has been done in the literature.
To the best of our knowledge, all existing work on answering queries in data exchange settings assumes that the source instance does not contain incomplete or uncertain data; we refer to this setting as complete data exchange setting. A complete data exchange setting assumes a set of constraints, Σ, that consist of source-to-target constraints Σst and target constraints Σ t . In this paper we consider relational data exchange settings in which the source instance I may be incomplete. To characterize the worlds represented by I, incomplete databases may be accompanied by data dependencies. Therefore, the incomplete data exchange setting that we introduce in this paper assumes also source constraints denoted Σ s . Figure 1 illustrates an incomplete data exchange setting M where I is the source instance on schema S and J is the target instance (to be materialized) on schema T. In this paper, we investigate the following problem: Given a source instance and a set of constraints (that encompass schema mappings and integrity constraints), what instance to materialize on the target so that we can use it to answer unions of conjunctive queries. Work on data exchange (and data integration in general) has often adopted the notion of certain answers for the semantics of query answering (see e.g., [13] ). The semantics of certain answers are typically based on the concept of possible worlds. For complete data exchange settings, we know how to define meaningful semantics for certain answers for unions of conjunctive queries based on the possible target instances that satisfy the constraints (called solutions).
In a data exchange setting, the source database instance and the target database instance are on different schemas. Thus, even in the cases where the source instance does not contain incomplete data, the materialized target instance most probably does. Hence, this target instance actually is seen as representing a set of possible worlds. Thus, we define a fact to be in the certain answers of a query q posed on the target if this fact is in the answer to query q posed on every target possible world. In this paper, we adopt the notion of certain answers as the query answering semantics, i.e., we are interested in obtaining answers to the query that do not contain nulls and are guaranteed to be answers to the query on every possible world. However, we need to revisit the definition of the set of possible worlds because we have two sources of incompleteness now, a) the incomplete source instance and b) the incomplete target instance due to difference of the schemas of the source and the target. A natural way to attack this problem is to first think how to exchange data for every possible world represented by the incomplete source instance in separate, and then integrate.
The set of possible worlds represented by the incomplete source instance and the source constraints are the complete databases that are derived from it by replacing the nulls with constants and adding missing facts and for which the source constraints are satisfied. This gives rise to two natural semantics of certain answers: The first semantics is based on deriving first the certain answers for every possible world of the source instance (viewed as a data exchange problem over complete data) and then take the intersection. The second semantics is based on considering again every possible world of the source instance but, instead of computing the certain answers, we consider all solutions, compute the query on every solution and take the intersection of the answers. The difference lies in that even if some possible worlds of the source do not have a solution, the set of certain answers may be non-empty because we just ignore these worlds. I.e., given an incomplete instance I over the source schema and a set of source constrains, in the first semantics, an element in the set of possible worlds is a complete data exchange problem for one of the complete source instances represented by I. In the second semantics, an element in the set of possible worlds is a solution of one of these complete data exchange problems. Figure 2 illustrates the two distinct semantics introduced in this paper. We will revisit this figure later after we introduce formally the two semantics. In this paper, we show that the two semantics are closely related to each other, actually one is strictly more liberal than the other. Interestingly, however, the computation of each set of certain answers poses a different algorithmic challenge. We show that for both our semantics, the certain answers to unions of conjunctive queries can be computed in polynomial time under the same assumptions for the constraints as for complete data exchange settings (i.e., for sets of weakly acyclic tuple-generating dependencies). The following example shows that the two semantics are natural and that both may be of interest in applications. In our setting, an incomplete database is a database instance which may have unknown values (nulls) or even some facts may be missing. We allow for integrity constraints to come with the incomplete database. These constraints may be functional dependencies or in general any equality-generating dependencies and tuple-generating dependencies (e.g., inclusion dependencies). In the above example, for simplicity, we did not have any source constraints. E.g., we could have the functional dependency Email → N ame, in which case the instance I1 = {Members(john@gmail.com, John, null), Members(john@gmail.com, null, null)} would have been the same as the instance I = {Members(john@gmail.com, John, null)}.
Our Contributions
We consider sets of constraints that are equality-generating dependencies and tuple-generating dependencies. The contributions of this work are summarized as follows:
(a) We define two meaningful semantics of certain answers for data exchange settings in which the source instance may contain incomplete data.
(b) We show that the two semantics are closely related and we identify the cases in which they coincide.
(c) We use the chase to compute a universal instance which is materialized in the target and is used to compute the certain answers of unions of conjunctive queries.
(d) We investigate the complexity of query answering under both semantics. In particular, we show that if the source constraints consist of egds and weakly acyclic tgds, the sourceto-target constrains of tgds and the target constraints of egds and weakly acyclic tgds, then we can compute certain answers in PTIME.
Related Work
In the literature several frameworks for sharing data between independent applications have been proposed. Many of them use the notion of certain answers for query answering. It is well recognized that for different query languages some semantics are not meaningful (see e.g., [2, 1] ) and, therefore, the definition of certain answers problem has to be revisited. Thus, for complete data exchange settings, work has been done on defining certain answers for aggregate queries [1] and for data exchange settings which may incorporate arithmetic comparisons in their constraints and for queries with arithmetic comparisons [2] . Work in [25] focuses on giving various semantics for query answering that are meaningful in fragments of first order logic.
On the other end, for the query language of unions of conjunctive queries, and after the work in [13] , broader frameworks have been considered and complexity results are obtained. In [15] the peer data exchange setting (PDE in short) was proposed where target-to-source constraints are also assumed and the target may have its own data. In this framework, under certain assumptions about the rules for exchanging the data, computing certain answers becomes intractable (coNP-complete). In arbitrary peer data management systems (PDMS in short) the relationship between peers is specified using constraints that can be in either direction (from one peer to another, and vice versa). In PDMS, query answering, is undecidable [19, 31] . In [10] , computing certain answers for a special case of PDMS is shown to be in Π P 2 . Incomplete data exchange settings, introduced in this paper, are more expressive settings than complete data exchange and the problem of query answering is shown in this paper to be tractable whereas in peer data exchange settings and full peer data management systems it is proven intractable (see Figure 3 for an illustration of the discussion on the complexity of query answering for unions of conjunctive queries).
PRELIMINARIES
In this section we review the classes of tuple-generating dependencies and equality-generating dependencies, and the concepts of instance and ground instance. We review the results on complete data exchange settings, and in particular the semantics of certain answers in complete data exchange settings.
Data Dependencies and Instances.
We review the classes of tuple-generating dependencies (tgds) and equality-generating dependencies (egds). -An equality generating dependency (in short egd) is a first-order formula of the form
In the above formulas, φ(x) is a conjunction of atomic relational formulas over D with variables in x. Each variable in x occurs in at least one formula in φ(x). In addition, ψ(x, y) is a conjunction of atomic relational formulas with variables in x and y and each variable in y occurs in at least one formula in ψ(x, y). x 1 and x 2 are variables from x.
In the rest of the paper, in some cases we will drop the universal and existential quantifiers in tgds and egds implicitly assuming such quantification. We use rhs (lhs) to refer to the right hand side (left hand side) of a tgd or an egd. A tgd with no existentially quantified variables is called full tgd.
We assume an infinite domain of constants Const and an infinite set Var of variables, called labeled nulls, such that Const ∩ Var = ∅. A fact is a relational atom over constants from Const and labelled nulls from Var. We define an instance to be a set of facts. For an instance K, we use Const(K) and Var(K) to denote the set of constants and the set of labeled nulls in K, respectively. An instance K where Var(K) is empty, is called ground instance.
Let d : ∀x φ(x) → ∃y ψ(x, y) be a tgd and D a database instance. We say that D satisfies d if whenever there is a homomorphism h from φ(x) to D, there exists an extension h of h, where h is a homomorphism from the conjunction
Query Answering in Complete Data Exchange Settings.
Fagin et al. in [13] introduced a data exchange setting where the source instance is assumed to contain only constants. In the rest of the paper, we refer to this setting as complete data exchange setting (in short CDE).
Let S ={S1, . . . , Sn} and T = {T1, . . . , Tm} be two disjoint schemas, where each element in the sets is a relation. We refer to S as the source schema and to T as the target schema. Instances over S are called source instances whereas instances over T are called target instances. Target instances may contain values, called labeled nulls, that appear in the target instance but not in the source instance ("fresh" values).
A source-to-target dependency is a tgd of the form ∀x φ S (x) → ∃y ψ T (x, y) . A target dependency is either a tgd of the form ∀x φ T (x) → ∃y ψ T (x, y) , or an egd of the form
and φ T (x) are each a conjunction of atomic relational formulas over S or T respectively and xi, xj are among variables in x. The following definition formalizes a complete data exchange setting.
• S is the source schema and T is the target schema;
• Σst is a finite set of source-to-target tgds;
• Σ t is a finite set of target tgds and target egds.
We consider query answering for conjunctive queries posed over the target schema. A conjunctive query q(x) over a schema T is a formula of the form ∃yϕ(x, y), where ϕ(x, y) is a conjunction of atomic formulas over T. The semantics adopted for query answering is that of certain answers. Certain answers were introduced as the standard semantics used in incomplete databases [17, 27] . It then became the standard semantics of query answering in data integration [24] and data exchange [13] . Definition 2.3 defines certain answers in CDE settings. Given a CDE setting M and a source instance I, a target instance J is called a solution for I under M, if (I, J) = I ∪ J satisfies Σst, and J satisfies Σt. 
where SOL(M, I) is the set of solutions for I and q(K) denotes the result of applying q on instance K.
For a CDE setting, an infinite set of solutions may exist. Consequently, from Definition 2.3 it is clear that computing the certain answers involves checking an infinite space of solutions. In [13] it was shown that for a CDE setting M and a source instance I, we can use chase to produce an instance J called universal solution for I under M. Then a universal solution is used to compute the certain answers to a union of conjunctive queries. Specifically, the chase begins with I and in each step produces an instance K i . In general, each chase step considers a tgd (egd respectively) φ(x) → ∃y ψ(x, y) (φ(x) → x 1 = x 2 , respectively) in the set of constraints Σ and the current instance Ki. For every pair of tuples a, b from Ki such that φ(a, b) is true in Ki, we introduce a fresh tuple of distinct nulls u and create new facts in the K i so that ψ(a, u) holds (we either equate a 1 to a 2 or report "fail" if a 1 and a 2 are distinct constants, respectively) and thus we obtain Ki+1. A detailed description of the chase is given in Section 5.
More specifically, for complete data exchange settings and for queries that are unions of conjunctive queries, suppose J is a universal solution, then we can compute certain answers to unions of conjunctive queries using J:
where q(J) ↓ is the set of all "null-free" tuples in q(J), i.e., all tuples t in q(J) such that every value in t is a constant. 
INCOMPLETE DATA EXCHANGE SET-TINGS (IDE)
In this section we introduce incomplete data exchange setting (in short IDE) which generalizes CDE settings in that the source instance could be incomplete, i.e., it may either contain null values or have missing facts, and thus it may be accompanied by dependencies defined over the source schema. The meaning of these dependencies, called source dependencies is that the possible worlds represented by the incomplete instance should also satisfy certain constraints. Thus, in addition to source-to-target dependencies (Σ st ) and target dependencies (Σ t ), an IDE setting contains also source dependencies denoted Σs. A source dependency is a dependency over the source schema S. Every source dependency in Σ s could be a tgd of the form ∀x φ S (x) → ∃y ψ S (x, y) , or an egd of the form ∀x φ S (x) → (xi = xj) , where φ S (x) and ψ S (x, y) are conjunctions of atomic relational formulas over S and x i , x j are among variables in x. The following definition formalizes an incomplete data exchange setting. 
• S is a source schema and T is a target schema;
• Σs is a finite set of source tgds and source egds;
An IDE problem is a pair (I, M) where M = (S, T, Σ s , Σ st , Σ t ) is an IDE setting and I is an incomplete instance of schema S.
Notice that in CDE settings the set of source-to-target constraints does not contain egds because this would amount to assuming also source constraints in the data exchange setting. In IDE settings we do not also consider source-totarget egds because these are in essence source egds.
Similarly to complete data exchange settings, we assume here an infinite domain of constants Const and an infinite set Var of variables, called labeled nulls, such that Const and Var are disjoint. Here however, we also assume an infinite domain Null of nulls which are pairwise disjoint from Const and Var. An incomplete instance over a schema consists of relational facts with constants from Const, nulls from Null, and labeled nulls from Var. A source incomplete instance in an IDE setting contains only constants and nulls.
Recall that in the CDE setting, labeled nulls are introduced because the target instance may contain incomplete data and the labeled nulls are used to model unknown values in the target instance. In IDE settings, both the source instance and the target instance may be incomplete. Thus, we use nulls to represent unknown values in the source and labeled nulls to represent unknown values in the target for reasons of clarity of presentation. However, most of our technical tools do not need this distinction. Now towards defining meaningful semantics for certain answers in the next section, we explain, in the following paragraph, how an IDE problem can be viewed as a set of complete data exchange problems.
An
Let M = (S, T, Σs, Σst, Σt) be an IDE setting. We call the CDE setting M = (S, T, Σst, Σt) the corresponding to M CDE setting. Let (I, M) be an IDE problem. Let 
SEMANTICS OF QUERY ANSWERING IN IDE SETTINGS.
In this section we investigate query answering in IDE settings. For the semantics of query answering we adopt the concept of certain answers. Certain answers are defined as the intersection of the answer of the query over all possible worlds. In general, for a setting M, and source instance I, if we determine the set of possible worlds in the target, P W (I, M), then the definition of certain answers is certain P W (I,M) (q, I) = ∩{q(J)|J ∈ P W (I, M)}. For complete data exchange settings ( [13] ), the set of possible worlds, P W CDE (I, M), is defined as P W CDE (I, M) = {J|J ∈ SOL(M, I)}.
In IDE settings, we introduce two semantics for certain answers. Suppose we are given an incomplete source instance I. We define certain answers of a query Q by resorting to the corresponding complete data exchange problems for all complete source instances represented by I. However there are two different perspectives to define sets of possible worlds. Either by taking all CCDE problems, for each of which we have defined certain answers (see previous sections that describe known work for complete data exchange settings), i.e.,
is a CCDE of (I, M)}; in this case we take the intersection of certain answers as computed over each (I i , M ) and this results to the definition of certain A . Or, by taking all solutions for each CCDE and computing the answers to the query in each solution and then taking the intersection, i.e., in this case, P W
for all CCDE problems (Ii, M ). This results to the definition of certain
B . This amounts to two different semantics where one is strictly more liberal than the other. Definitions 4.1 and 4.2 introduce the two semantics. Figure 2 illustrates the two concepts of certain answers. The following proposition states the relationship between the two semantics. Observe that if the two semantics of certain answers compute the same set or not depends only on the instance I and the set of constraints, i.e., it does not depend on the query. There is the following semantic difference between the two definitions certain A and certain B . Observe that the dependencies pose more constraints on the possible source ground instances in an indirect way. In particular, the target dependencies may cause some source ground instances to be "inconsistent", in the sense that they do not have a solution, e.g., a(11, 1, 2) in Example 4.1. In such a case, certain B will ignore such source grounds instances, while certain A will say the answer is empty since the input of the problem is not "consistent". As we discussed in the example, both definitions are meaningful depending on which are the desirable answers.
. be all instances in Rep(I) ∩ Sat(Σ s ). Let A be the set of instances such that an instance J is in A iff J is a solution of
I i under M . Then, certain B M (q, I) = ∩J i ∈Aq(Ji).= certain M (q, I 1 ) ∩certain M (q, I 2i ) = {11} ∩ ∅ = ∅.
COMPLEXITY OF QUERY ANSWERING
In this section we investigate the complexity of the query answering problem in IDE settings. We prove that we can compute certain answers under both semantics by using the result of a finite chase [26, 7, 6, 17] ) on the source instance I. We define a universal instance to be the result of a finite chase (if chase does not fail) on I. We know that for an arbitrary set of dependencies, a finite chase may not exist. The conditions identified in [13] were characterized under the term weak acyclicity (or under the term stratified witness in the independent work [12] ). In Section 5.1 we show that the same conditions are still sufficient to compute certain answers to union of conjunctive queries in IDE settings.
Computing a Universal Instance
In this subsection we describe the chase procedure and describe conditions under which chase is guaranteed to terminate. We use chase to compute a universal instance for an IDE problem which will be materialized in the target and will be used to compute certain answers as we show in the next subsection. Chase is a useful tool for reasoning about dependencies (e.g. [26, 7, 6, 17] ). A chase procedure may a) either never terminate; b) or fail; c) or terminate successfully. For the last case the result of chase is guaranteed to satisfy the dependencies. 
−→ K .
We continue with the definition of chase.
Definition 5.2. (Chase)
Let Σ be a set of tgds and egds, and K be an incomplete instance.
• An chase sequence of K with Σ is a sequence (finite or infinite) of chase steps
• A finite chase of K with Σ is a finite chase sequence Ki In the rest of the paper, given an IDE setting M and a source instance I where we have renamed the nulls in I into labelled nulls, we refer to the result of the chase J projected to the target schema as universal instance.
Weak Acyclicity.
In CDE settings a chase may never terminate because of a target constraint. In IDE settings, a similar phenomenon may also occur because of a source constraint. So we need to identify the conditions under which there is a finite chase. The notion of weak acyclicity guarantees the termination of chase. A characteristic example of weakly acyclic tgds is the class of full tgds, i.e., tgds with no existentially quantified variables. Without the weak acyclicity assumption on the set of target tgds, it has been shown that the existence of solution problem in complete data exchange settings may be undecidable [22] . The following definition formalizes the concept of weak acyclicity for a set of tgds. (ii) In addition, for every existentially quantified variable y in y and for every occurrence of y in ψ(x, y) in position
We say Σ is weakly acyclic if the dependency graph has no cycle going through a special edge.
The following lemma from [13] establishes the polynomial time bound in Theorems 5.1 and 5.3. Proof. We apply chase on the source instance I after renaming all nulls to labelled nulls. From Lemma 5.1 we know that the length of chase in CDE settings is bounded by polynomial time. Therefore, a universal instance can be computed in polynomial time in the size of I since the incomplete data exchange setting is fixed.
The following is an interesting observation: If Σ t is a weakly acyclic set of tgds then certain
This is a consequence of Proposition 4.1 and the fact that if there is an instance Ii in Rep(I) ∩ Sat(Σs) that has no solution then this can be caused only by the existence of an egd. The reason is that, for complete data exchange settings that have a weakly acyclic set of tgds as target dependencies (i.e., no egds) there is always a solution [13] .
The following is a known fact that shows the robustness of the notion of universal instance. There can be more than one chase sequence given an input instance I. However, we can prove that the results of any chase on I are guaranteed to be homomorphically equivalent. The proof is similar to an analogous result about universal solutions in [13] .
Computing Certain Answers in IDE Settings.
We prove now that, by using the universal instance, we can compute certain answers in polynomial time for unions of conjunctive queries for both semantics and for IDE settings where the constraints contain a weakly acyclic set of tgds and a set of egds. In particular, given an IDE setting M = (S, T, Σs, Σst, Σt), and a (possibly incomplete) source instance I, let J be a universal instance and let (I i , M ) be a CCDE problem and J i be the universal solution of (I i , M ). According to our definitions, Certain , I) , we run the algorithm which decides whether there is a CCDE with no solution and then we either compute q(J) ↓ or we decide that the set of answers is empty.
Complexity of computing certain
B answers.
Here we show that the result of chase, i.e., the universal instance, can be used to compute certain B answers to unions of conjunctive queries. We simply compute the query on the universal instance. The following theorem states it formally. Theorem 5.3 shows that the complexity of computing certain B answers of conjunctive queries is PTIME. The proof of Theorem 5.2 is a consequence of the lemmas that are proved in the rest of this subsection. Proof. The proof of the theorem is a straightforward consequence of Theorem 5.2. We can evaluate q on a universal instance J in polynomial time and we can decide in polynomial time whether a tuple t is in the certain answers of q on J. Therefore, computing certain B (q, I) can be done in polynomial time.
In the rest of this subsection we prove the lemmas that are used in the proof of Theorem 5.2. Lemma 5.2 is proved in [13] . The following lemma proves that a universal instance computed by the chase has a similar property as a universal solution in the complete data exchange settings, i.e., it can be homomorphically mapped to all solutions for all CCDEs. Proof. We will first prove that ∩{q(J i )} ⊆ q(J) ↓ . Equivalently we will prove that the following holds: if a tuple t is not in q(J) ↓ then there is a source instance Ii ∈ Rep(I) ∩ Sat(Σs) and a universal solution Ji for Ii such that t is not in q(J i ).
Intuitively, we will prove that there is a ground instance I i which has, under the CCDE problem, a universal solution Ji such that q(Ji) "reduced" to the tuples that contain only constants of I is equal to q(J) ↓ . Then the proof of the lemma is a straightforward consequence of this. We give below the technical details.
Let the result of chase on I be I ∪ J where I are the tuples in the relations in the schema of the source and J are the tuples in the relations in the schema of the target. Let I 1 ∪Ji be the result after replacing all labeled nulls in I ∪J by distinct constants (distinct from any constant present in I ∪ J ). (Thus, we obtain ground instances I 1 resulting from I and J i resulting from J .) Observe that if I 1 = I i is the input to the corresponding CDE setting then, Ji is a universal solution of this setting because of isomorphism. However, J i is isomorphic to J hence q(J ) ↓= q(J i ) ↑ where the symbol ↑ denotes that we consider the tuples that use only constants from J (not the new constants introduced to obtain J1 from J).
For the other direction, let t be in q(J) ↓ . According to Lemma 5.3 the homomorphism from q to J creates a homomorphism from q to J i . Hence t is in q( The following example shows how the result of chase can be used to compute certain answers. 
Interesting Observation.
We include an interesting observation from a clear theoretical point of view. Our results extend previous results related to incomplete database theory. Imielinski and Lipski in [20] proved a property of the already known chase procedure for incomplete databases. In particular, they proved that we may ignore dependencies while computing answers to conjunctive queries on incomplete, provided the database is always maintained in a "chased" form.
Let D be an incomplete database. Suppose a state of D consists of a single table T (built up from constants and variables) and a set Σ of implicational dependencies (i.e., equality-generating dependencies and total tuple-generating dependencies (i.e., full tgds)). Let Rep(T ) denotes the set of possible worlds represented by T and Sat(Σ) the set of all relations satisfying all dependencies in Σ as we defined them in our setting. Then, w.r.t. answering conjunctive queries, the following holds:
Our results about computing certain B essentially extend this result to tuple generating dependencies which may not be total. To see that, imagine an IDE setting with no target constraints and with source-to-target constraints to be only copying tgds.
Complexity of computing certain
A answers.
In this subsection we essentially give an algorithm which tells whether a particular IDE problem (M, I) has a CCDE problem which does not have a solution. If there is, then we know that certain A answers is empty for every conjunctive query, if not then for any conjunctive query the notions of certain A and certain B coincide. We state it formally in the theorem below. Intuition: whether there is a ground instance I0 in Rep(I)∩ Sat(Σs) which has no solution wrto M is a "local" property, i.e., it depends on a set of tuples in I whose cardinality is bounded by a constant (which is a function of the maximum size of the tgds and egds).
Let c = c 2 0 where c0 is the maximum size of tgd or egd in the constraints. The algorithm is the following:
Step 1. For each combination S of at most c nulls of I 0 we construct a sequence of I j S which is I after we equate the nulls in S to one of the constants in I say constant j.
Step 2. For each I j S , we apply chase with respect to all constraints (source, source-to-target and target constrains). If the chase does not fail we proceed to the next I j S . Otherwise, we report that certain A (q, I) = ∅. Step 4. We compute certain B (q, I). Proof of correctness: The one direction is easy, if the chase fails, then we have a counterexample to that that certain A (q, I) = ∅ a ground instance in Rep(I) ∩ Sat(Σs) which has no solution. For the other direction, suppose instance I 0 in Rep(I) ∩ Sat(Σ s ) has no solution. Suppose J 0 is the target instance produced after chasing with the sourceto-target dependencies. Then this means that some target egd d failed on J0 which means in turn that there is a homomorphism h from the lhs of d to J0 (that requires, on the rhs, to equate two distinct constants). The image of h is at most c 0 tuples from J 0 . These c 0 tuples were produced while applying the source-to-target tgds on I 0 , hence they used at most c 2 0 tuples of I0. Now, construct I 0 which locally on these c 2 0 tuples is isomorphic to I 0 and otherwise is "like" I. I 0 is one of the I j S that the algorithm looks at and also, by construction, it is guaranteed for the chase to fail.
In particular this is how we construct I 0 : The c tuples are isomorphic as in I0. The rest of the tuples in I are modified in that some nulls are equated to produce the c tuples. We equate these nulls and leave the rest of the nulls as they are. And we equate each null now to a distinct constant. I = {a(3, y), a(z, 5) } be an incomplete source instance. A possible world represented by I is Ii = {a(3, N ) , a(N, 5)}. Then, chasing with d1 results to {b(3, N ), b(N, 5)} and then d 2 is applied and chase [13] fails. However, if we apply chase to I then we produce J = {b (3, y) 
CONCLUSION
In this work we study the query answering problem in data exchange settings where the source instance may contain null values and have missing tuples and is accompanied by dependencies. For the semantics of query answering we give two definitions of certain answers either (a) over all certain answers of the query on the corresponding complete data exchange settings or (b) over all solutions of the corresponding complete data exchange settings. Both definitions use an infinite number of possible worlds. Hence, it is a challenge to show that the problem of computing certain answers is even decidable. We show here that, for unions of conjunctive queries, we can compute certain answers in polynomial time for both semantics.
In this paper we focused on deriving those answers to the query that do not contain null values and that are guaranteed to be derived in any possible worlds. A future direction is to allow nulls in the answers and possibly derive answers that may not be guaranteed in all possible worlds but that satisfy another meaningful criterion. Another future direction is to investigate the problem of computing certain answers for incomplete data for aggregate queries and queries which have built-in predicates (e.g., arithmetic comparisons). Finally, when we have uncertain data (i.e., data with probabilities attached to it or with lineage), the problem of how to compute certain answers (in fact how to define the semantics) is open.
