Southern Methodist University

SMU Scholar
Mechanical Engineering Research Theses and
Dissertations

Mechanical Engineering

Spring 5-14-2022

Optical Microresonator-Based Flow-Speed Sensor
Elie Ramon Salameh
Southern Methodist University, esalameh@smu.edu

Follow this and additional works at: https://scholar.smu.edu/engineering_mechanical_etds
Part of the Aerodynamics and Fluid Mechanics Commons, Other Electrical and Computer Engineering
Commons, Other Engineering Commons, and the Space Vehicles Commons

Recommended Citation
Salameh, Elie Ramon, "Optical Microresonator-Based Flow-Speed Sensor" (2022). Mechanical Engineering
Research Theses and Dissertations. 45.
https://scholar.smu.edu/engineering_mechanical_etds/45

This Dissertation is brought to you for free and open access by the Mechanical Engineering at SMU Scholar. It has
been accepted for inclusion in Mechanical Engineering Research Theses and Dissertations by an authorized
administrator of SMU Scholar. For more information, please visit http://digitalrepository.smu.edu.

OPTICAL MICRORESONATOR-BASED FLOW-SPEED SENSOR

Approved by:

Prof. M. Volkan Ötügen
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Optical sensors have become more prominent in atmospheric measurement systems,
with LiDAR instruments deployed on a variety of earth-bound, air-borne, and space-based
platforms. In recent years, the interest in the human exploration of Mars has created a substantial push towards reliable and compact sensing elements for Mars exploration missions,
particularly during a spacecraft’s entry, descent, and landing stages. Real-time sensors able
to reliably measure the craft’s speed relative to the surrounding atmosphere during these
stages are thus of great interest. In this dissertation, a proof-of-concept for an optical microfabricated sensor, which leverages the whispering-gallery-mode (WGM) and Doppler shift
principles, is developed to measure wind speed from atmospheric particles through light scattering. WGM micro-resonators could replace Fabry–Perot interferometers and other optical
frequency discriminators often employed in remote sensing applications, thereby significantly
reducing the size and weight of the measurement system. The capabilities of the presented
sensor concept are first studied under the aerosol scattering regime, and the measurement
resolution of the WGM resonators is assessed. An optical system is developed, and velocity
measurements near the exit of a seeded air jet nozzle are carried out to validate the velocity
measurement capabilities from aerosol streams.
The feasibility of employing WGM resonators for molecular scattering-based measurements of atmospheric properties is also investigated. A modified mathematical model for
coherent and spontaneous scattering is implemented in the performance analyses of the resonators for different altitudes of Earth and Mars atmospheres. Spectral profiles generated
from the model are compared to those in the literature under similar conditions. An analysis
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for photon count under various atmospheric conditions and altitudes is also carried out. The
analyses indicate that WGM resonator-based spectral instruments may be viable as part of
future compact and lightweight atmospheric sensors.
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Chapter 1
INTRODUCTION
Optical sensors play a significant role in measuring atmospheric parameters, especially in
the aerospace field. LiDAR-based systems have been deployed on a multitude of land-based,
airborne, and space-based platforms. A wide range of data on temperature and pressure
profiles, wind speed, as well as aerosol and chemical species concentration has been collected
in several planetary environments. In recent years, the interest in the human exploration
of Mars has created a substantial push towards reliable and compact sensing elements for
Mars exploration missions, especially during spacecraft entry, descent, and landing stages.
In particular, real-time sensors that can reliably measure the speed of the craft relative to
the surrounding atmosphere during these stages are of great interest.
Therefore, the aim of this dissertation work is the development of a proof-of-concept for
an optical micro-fabricated sensor, based on the principle of whispering gallery modes, to
measure wind speed from atmospheric particles through light scattering. Since the sensing
environment may be composed of aerosols in addition to air (or other gases), the capabilities
of the presented sensor concept are studied under both particulate and molecular scattering
regimes. The study includes both analyses and experiments to explore the feasibility of
this novel measurement approach. While the main motivation of this effort stems from
NASA’s entry, descent, and landing (EDL) requirements, this sensor concept possesses the
versatility for a wider range of applications, both in laboratory environments as well as in
field measurements.
1.1. Background and Motivation
Reliable and real-time measurement of atmospheric parameters has gained significant
interest in recent decades, particularly for planetary atmospheres such as Earth and Mars. A
large fraction of that interest is due to the desire to monitor climate change effects on Earth [7,
8], and the interest in future human exploration of Mars [9, 10]. Observations within Earth’s
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atmosphere have been performed through a wide range of land-based [11–14], airborne [15–
19], and space-based platforms [20–24]. Despite the versatility of the conventional air-data
systems typically employed on these platforms (such as pitot-tubes), multiple limitations
are encountered in terms of size, range, and applicability, especially at higher altitudes.
The advent of optical sensors for atmospheric measurements has contributed to overcoming
many of these obstacles. However, size still presents a considerable restriction, specifically in
current LiDAR systems. For Mars, measurement options are more limited, and rely on data
collected from instruments deployed during space missions. Despite the increased interest
and frequency of Mars missions, some sensing elements, particularly those used to monitor
the craft’s hypersonic entry speed and attitude during mission-critical EDL sequences, rely
on inertial systems that may be prone to failure. Therefore, the optical sensor concept
developed in this research aims to overcome the limitations of measurement systems employed
in both Earth and Mars, with a focus on measuring wind speed over a wide range of values
(atmospheric to hypersonic). A review of the measurement systems employed in Mars EDL
missions, as well as the recent sensor failure serving as the motivation for this research,
are presented below. In addition, a brief overview of LiDAR instruments currently used in
air-data systems on Earth and their limitations are also discussed.
In recent years, Mars missions have increased in capacity and complexity, as demonstrated by the deployment of Ingenuity as the first aerial drone on Mars, accompanying the
Perseverance Mars rover in February of 2021 [25]. However, the successful deployment of
landers, rovers, and other surface-based equipment requires thorough consideration of all
the facets of a specific mission. In particular, the EDL sequences present the most critical and failure-prone part of any surface deployment of spacecraft, often described as the
“seven minutes of terror” [26, 27]. Safe landing of the craft hinges on its ability to slow
down to a manageable terminal velocity relative to the environment and land within the
designated touchdown ellipse. This process is drastically different between Earth and Mars,
mainly due to the difference in atmospheric densities and chemical composition, along with
the corresponding thermo-aerodynamics involved [28]. Therefore, understanding the process
and reducing prediction uncertainties has been a focus in recent years, as highlighted by the
NASA 2015 technological roadmaps [9]. Numerous analyses and studies have been conducted
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in that regard, many of which rely on data from sensors operating during EDL sequences
[27, 29–34]. Compact and reliable sensing elements thus play a fundamental role in ensuring
mission success while maintaining the desired small footprint for space payloads.
Mars landing missions rely on a systematic process for the multiple phases of EDL, based
on the successful strategies of the Viking landers [27, 28, 33]. The multiple stages of the
EDL sequence are shown in Fig. 1.1.

Figure 1.1: EDL stages of the European Space Agency’s (ESA) Schiaparelli module. Courtesy of
ESA [35]

A combination of timed sequences, on-board instrumentation, and satellite communication is mostly used to ensure the lander reaches its intended target within the estimated
window [28, 36]. While all parts of the EDL sequence present a significant challenge, the
range control phase, or hypersonic phase, within the entry stage up to parachute deployment and heatshield separation, plays the most critical role as the lander exhibits the largest
heating and deceleration during this stage [26, 27, 31, 33, 36]. Therefore, maintaining a
lander attitude and an atmospheric flight path within the estimated bounds is essential, and
is performed by a variety of techniques by the multiple NASA landers on Mars.
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The Viking landers used a Reaction Control System (RCS) to align atmospheric entry to
an unguided lifting trajectory (negative angle-of-attack) and also relied on Doppler RADAR
systems to adjust the descent attitude control [28]. The later Mars PathFinder (MPF), Mars
Exploration Rover (MER) –A, and MER–B missions, which delivered the PathFinder, Spirit,
and Opportunity rovers, respectively, used a more static two-rotation-per-minute (2-RPM)
lander approach with a ballistic entry (zero angle-of-attack), with the latter two employing
an on-board Internal Measurement Unit (IMU) for descent monitoring and control up until
parachute deployment [28, 33]. The more advanced Mars Science Lab (MSL), InSight, and
Mars2020 missions carrying the Curiosity rover, InSight lander, and Perseverance rover,
respectively, employed guided entry through the Entry Terminal Point Controller guidance
system, previously used in the command module guidance system on Apollo missions [31,
34, 37–40], which allowed for real-time aero-maneuvering of the lander. These landers used
on-board Descent RCS (DRCS) and Descent IMU (DIMU) packages for hypersonic guidance
[27, 28, 31, 33, 37–39]. A Thermal Protection System (TPS) sensor suite was also mounted
on the heat shield and back shell of both the Curiosity and Perseverance landers [41, 42].
The Mars2020 mission employed novel technology, such as the range trigger technique for
parachute deployment timing, and Terrain Relative Navigation (TRN) for landing hazard
avoidance, reducing landing risk down from 20% to 0.3% [34]. Satellite communication
was also essential throughout the missions, and was achieved through the communication
of the MSL lander with the Mars Reconnaissance Orbiter (MRO) and the Mars Odyssey
Orbiter [26, 43], and the communication of the Mars2020 lander with the MRO and the
Mars Atmospheric and Volatile EvolutioN (MAVEN) satellite [34].
The success of these missions hinges on a significant number of prior measurements,
analysis, and simulations in order to ensure the lander completes the EDL sequence within
the targeted design parameters. The Martian terrain is imaged for possible landing sites,
wind profiles are obtained and analyzed to predict weather variations, and subsequent flight
mechanics and Monte Carlo simulations are carried out as part of the preparation phase
[28, 29, 31, 34]. A large amount of data is obtained on a continuous basis and up until
the EDL sequence, through the landers, rovers, and orbiters currently deployed on Mars
[27, 33, 34, 43]. The craft is then continuously updated with the required trajectory correction
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maneuvers for a successful touchdown. However, this success is at the expense of data, time,
and fuel costs. Orbiters may also undergo risky orbit trim maneuvers to precisely align their
orbits with the landing modules’ atmospheric entry location [26, 28, 34].
Novel lander technology has greatly reduced landing uncertainty, and allowed for real time
lander aero-maneuvering. Some of these features were used in the Curiosity and Perseverance
missions, such as guided entry maneuvers, updated RADAR altimeter and imaging packages,
the TRN system, as well as the novel sky crane used for rover touchdown [34]. However, most
of these systems do not activate until after frontal heat shield separation. Lander modules
still rely on their DIMUs for the bulk of their attitude control during the hypersonic entry
phase. These inertial units, while demonstrating an exceptional track record of successful
landings, are also highly prone to catastrophic failure.
One example is the crash of the European Space Agency’s Schiaparelli Entry Demonstrator Module (EDM), which was part of the ExoMars 2016 mission. Loss of the EDM
was due to the persistent overload of the gyroscope within the DIMU, causing a premature
release of the parachute and backshell, insufficient firing of the retrorockets, and ultimately
the free-fall of the EDM to a crash landing [35, 44]. The loss of the module was due to the
contribution of multiple factors, such as the total dependence of the lander on the DIMU
during its descent stage, the insufficient conservative modeling of parachute dynamics, as well
as the inadequate handling of the saturation flag by the guidance, navigation, and control
(GNC) system [44]. External measurements taken during the hypersonic entry phase may
greatly reduce that risk and improve the lander’s aero-maneuvering performance. Therefore,
employing a more reliable class of sensors, such as optical-based systems, especially during
the hypersonic phase, would significantly increase the probability of mission success.
Apart from their potential use in spacecraft EDL, as described above, optical sensors have
become prominent in the continuous monitoring of atmospheric parameters, and provide
data for the development and validation of mathematical models [6, 15, 19, 22, 23, 45,
46, 46, 47]. Optical sensing techniques are non-intrusive, operate in near real-time, and
offer long and adjustable stand-off distances. Sensing elements may also be developed with
high measurement resolutions, enhanced robustness, and resistance to external interference.
Optical methods have been deployed on a multitude of platforms, from land-based [11, 12,
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14], to airborne [16, 18, 48], and more recently in space-based systems [20–24, 50]. Current
optical systems for atmospheric measurement typically consist of LiDAR instruments, and
may employ either coherent or direct detection techniques [14, 17, 48, 51–55].
Direct detection measures changes in the collected signal with high-resolution imaging
detectors equipped with narrow band-pass filters. Detection is typically in the visible wavelength range, and employs a light pulse for probing. Either time-of-flight or Doppler-shift
methods may be employed for measurements [54–58]. Light sources may consist of narrowline lasers and similar coherent sources (used for Doppler shifts), or of non-coherent elements
such as LEDs (typical in time-of-flight systems). Doppler-based measurements are more
common in atmospheric applications, with filters consisting of Fabry-Perot interferometers
in imaging mode and atomic line filters [54]. Two types of techniques are employed for
Doppler-based detection. The edge technique extracts the Doppler shift by measuring amplitude variations in the interference signal on the Fabry-Perot [54, 56]. The fringe imaging,
or spectral resolving, technique relies on the displacement of the interference fringes on the
imaging detector corresponding to Doppler shifts [54]. Direct detection LiDARs generally
possess high measurement resolutions and are simpler in configuration [59, 60].
Coherent detection is based on interferometric re-combination of the collected signal with
a reference in a local oscillator to create a “beat” frequency fb . Coherent systems generally operate in both the visible and infrared wavelength ranges, often relying on frequencymultiplied Nd:YAG lasers operating at the 1064nm, 532nm, and 355nm wavelengths [14, 17].
Operation may either be through a pulsed laser beam, or with a continuous wave. The beat
signal may consist of a single frequency fb = f , where f is also the frequency of the probe
signal (homodyne technique), or of two combined frequencies f1 and f2 (f2 > f1 ) such that
fb = f2 − f1 , where f2 is also the probe signal frequency (heterodyne technique).
Different types of local oscillators are employed to generate the beat signal. Oscillator
cavities may consist of balanced photo-detectors [61–63], etalon or fiber-based interferometers
[64–67], as well as micro-fabricated structures [68–72]. Balanced detectors and etalon-based
interferometers (Fabry-Perot, Michaelson, and Mach-Zehnder) are relatively bulky and more
susceptible to external interferences, despite their high measurement resolutions. Fiberbased interferometers offer smaller sizes, improved robustness, less external susceptibility,
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and overall lower optical losses. However, birefringence and free-space-to-fiber alignment
concerns still present significant limitations for space-based missions [68]. Micro-fabricated
electro-optical elements, such as delay line interferometers [70], and Kerr Soliton micro-combs
[71, 72], are becoming more commonplace due to their extremely compact sizes and robust
integrated structures. However, their electronic interconnects render them susceptible to
electronic interference, particularly in space environments.
Coherent measurements may be conducted through several techniques. Frequency and
phase shift detection in the beat signal is commonly employed in ranging (distance) and
velocity LiDARs. A common type of coherent atmospheric systems employing this method
consists of frequency-modulated continuous wave (FMCW) LiDARs. FMCW systems rely
on a frequency-modulated (chirped) continuous-wave beam to conduct measurements. Frequency tuning is performed with a triangular signal to maintain a linear frequency-time
relationship and allow direct measurement of both phase and frequency shifts. FMCW
LiDARs possess high resolutions and large measurement ranges, can measure absolute distances, exhibit long-term stability, and can be combined and multiplexed into a network
with a single source and detector [63, 69, 73].
Changes in the beat signal intensity based on absorption or scattering interactions of the
probe beam with the environment can be used for sensing. Coherent LiDAR instruments
employing these techniques consist of differential absorption (DIAL) LiDARs and resonance
scattering LiDARs. Absorption-based systems are typically employed for species and aerosol
concentration measurements [74–76], while resonance-based instruments are used for temperature and one-dimensional wind measurements in the upper atmosphere, particularly within
the Mesosphere, using atomic ions such as metallic Sodium [12, 77–79].
Direct-detection LiDARs have been extensively used in atmospheric wind speed measurements [14, 48, 80–84]. However, sizing requirements for the employed Fabry-Perot elements
are typically on the orders of ∼ 100mm [57], which would drastically limit their applicability in space-based environments. Coherent sensors, particularly heterodyne-based systems,
have recently become more common due to their increased sensitivity and the improvement
of the corresponding collection and interference components [69, 74, 77, 79]. However, their
interferometric nature and use of local oscillator amplifiers significantly increases the photon
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shot noise effect due to the recombination of the faint collected light with the reference signal
[59, 85]. Therefore, an optical sensor that can leverage the simplicity of direct detection, the
high measurement resolutions obtainable with frequency-modulated coherent systems, the
small footprint of coherent local oscillators, and the frequency filtering capabilities of LiDAR
techniques while minimizing photon shot noise is of great interest.
In the present study, an optical sensing element based on whispering gallery modes
(WGMs) is proposed for wind velocity measurement as a direct detection element. As shown
later in this dissertation (Chapter 4), this approach also lends itself to the measurement of
temperature by spectrally analyzing the back-scattered Rayleigh-Brillouin scattered light.
WGM sensors are purely optical, act as ultra-stable frequency discriminators with no heterodyning requirements, and can be fabricated on ultra-compact silicon-based microchips.
They can easily be designed to be robust, highly sensitive, and operate in near real-time due
to their optical characteristics. Therefore, the main aim of the research work presented in
this dissertation is the development of a proof-of-concept for a WGM-based micro-resonator
sensor, primarily geared towards wind-speed measurements. The main motivation for this
sensor concept is the development of an instrument concept for future Mars EDL landers
during the hypersonic entry phase. However, the versatility of the concept can easily be extended to other atmospheric measurements, such as wind speed, temperature, and chemical
species.
1.2. WGM Measurement Principle
The WGM phenomenon was first mathematically formulated by Lord Rayleigh during
the early 20th century to describe acoustic waves traveling along the edges of the dome of
the St. Paul’s cathedral in London [86]. Sound waves would propagate in a narrow area
along the walls of the dome, and could be heard great distances away [87]. The WGM
phenomenon is also observed in electromagnetic waves, described as the resonance of light
due to total internal reflection (TIR) inside a concave cavity with smooth edges. A first-order
approximation of the resonant condition is obtained using ray optics. For a circular cavity
of radius RC , light with a wavelength λ satisfies the resonant condition for WGMs when
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2πRC nef f = lλ,

(1.1)

where nef f is the effective refractive index of the cavity medium, which accounts for cavity
material and geometry effects, and l is an integer representing the polar mode number
(l = 1, 2, 3...). Equation 1.1 is a valid first-order approximation when RC ≫ λ.
Dielectric WGM resonator cavities consist of circular geometries, such as micro-spheres,
disks, rings, or toroids. Light is tangentially introduced into the resonator, typically via
evanescent coupling from a single-mode optical fiber or an on-chip waveguide, acting as an
input/output conduit, as shown in Fig. 1.2.

Figure 1.2: (Top) Schematic of spherical resonator coupled to a tapered optical fiber;
(Bottom) Micro-fabricated waveguide-ring-resonator pair representation

In the above figure, two typical resonator geometries and light coupling approaches are
depicted. Typically, sphere resonators are directly exposed to the environment (air, water,
etc.), whereas ring resonators, along with their waveguides, are usually embedded in an
optical chip. In both cases, the refractive index of the resonator is larger than that of the
adjacent environment/material surrounding it to confine light within the resonator. Sphere
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resonators are relatively easy to fabricate in a lab environment. Ring resonators, on the other
hand, require microfabrication processes. However, while fiber-coupled sphere resonators
may possess several closely located (even partially overlapping) spatial, as well as transverseelectric (TE), and transverse-magnetic (TM) modes, ring resonators are designed to support
only a single mode for a given laser wavelength λ. Figure 1.3 illustrates a typical WGM
micro-resonator excitation and detection scheme.

Figure 1.3: Typical WGM resonator setup showing spectral dips on collected signal

When the input laser light is scanned across a narrow wavelength range, optical resonances (WGMs) are observed as sharp dips at the output of the fiber/waveguide [88], as
shown in the figure. For this reason, laser sources used for WGM measurements must be
tunable and possess a narrow linewidth. Such lasers are fairly common when working in
near-infrared (NIR) telecommunication wavelengths, with a wide range of options, such as
distributed-feedback (DFB) diode packages. For shorter wavelengths, however, narrow-line
tunable laser systems are generally scarcer and may require advanced driving and tuning systems. The detection side of the WGM signal is typically simpler to collect. Different types
of optical detectors may be used depending on the desired wavelength range and signal level,
such as silicon– or InGaAs–based photodiodes, avalanche diodes, and even photo-multiplier
tubes (PMTs).
WGM resonator measurements are obtained when the spectral shift of the WGM dips
is linked to a change in the desired parameter. WGM shifts may result either directly from
morphological changes to the resonator geometry, or indirectly from frequency shifts in the
incoming light. For morphological changes of the WGM resonators, the dependence of the
wavelength on the radius and the refractive index in Eq. 1.1 indicates that the spectral shift
∆λ would be a function of the contributions from the refractive index change ∆n, denoted
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as the photo-elastic effect, as well as on the radius change ∆R, or mechanical strain effect.
Therefore, the WGM shift for morphological changes may be reliably estimated through [89]:
∆λ
∆R
∆n
=
+
.
λ
R
nef f

(1.2)

External effects acting on the propagating light, such as Doppler shift, may show up as an
apparent shift in the WGM dip. For atmospheric applications, many LiDAR systems operate
on the principle of light scattering. The presence of a relative velocity vector between the
scattering medium and the sensing system creates a shift in the frequency of the collected
light, ∆f . For two-dimensional velocity measurements, this shift can be calculated from [90]:
∆f =

α
2VP
sin
,
λ
2

(1.3)

where α is the back-scatter angle, which corresponds to the angle between the incident laser
wave vector k0 and the collection wave vector kS . The parameter VP is the projection of the
velocity vector V along the direction kS − k0 , the system’s resultant vector. The projection
may be found through the vector dot product given by
VP = V · (kS − k0 ) .

(1.4)

The vectors and their corresponding projections and angles are illustrated in Fig. 1.4.

Figure 1.4: (Left)−Two-dimensional vector arrangement of Doppler angles and measured velocity;
(Right)−Configuration employed in this work (described in later chapters)
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In the figure, θ represents the angle between the incident wave vector and the velocity
vector. The vectors may be defined in Cartesian coordinates by referring to the diagram,
such that




k0 = ı̂,



kS = cos αı̂ + sin αȷ̂,





V = |V | cos θı̂ + |V | sin θȷ̂.

(1.5)

Therefore, VP becomes
VP = |V | [cos θ (cos α − 1) + sin θ sin α] .

(1.6)

The frequency shift can thus be represented as
α
2
∆f = |V | [cos θ (cos α − 1) + sin θ sin α] sin
.
λ
2

(1.7)

In velocity sensing, the WGM wavelength shift is related to the Doppler frequency shift.
This shift is expressed by differentiating the relation f = c/λ, where c is the vacuum speed
of light
df = −c

dλ
.
λ2

(1.8)

Assuming an incremental change, df is simplified to ∆f , such that
∆f = −c

∆λ
.
λ2

(1.9)

The velocity magnitude can be expressed in terms of Doppler wavelength shift as
|V | = −

c · ∆λ
,
2λκ

where κ is defined as κ = [cos θ (cos α − 1) + sin θ sin α] sin

(1.10)
α
2


, and κ ∈ [−2, 2].

The measurement resolution of a WGM sensor is characterized by the optical quality
factor, or Q-factor, which represents the degree of damping of the optical modes [91]. High
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Q-factors are associated with low optical losses and narrow resonance linewidths, and may
be found by using the sharpness of the dip in the wavelength spectrum, as shown by
Q=

λ
,
δλ

(1.11)

where δλ is the full-width at half maximum (FWHM) of the spectral dip. WGM resonators
typically possess remarkably high Q-factors, with values ranging from ∼ 105 [92, 93], up to
∼ 107 and 108 [94], demonstrated in previous applications. The high measurement resolutions
resulting from these large Q-factors have led to the development of several WGM-resonator
sensor concepts in recent years, many of which based on three-dimensional resonator geometries, such as dielectric micro-spheres. These applications included force [95], pressure
[96], wall pressure [97], wall shear stress [98], electric field [99], as well as magnetic field
sensor concepts [100]. Since three-dimensional resonators are inherently susceptible to external disturbances, particularly mechanical and thermal, and require extra effort in coupling alignment and stability, integrated WGM resonators based on planar micro-fabricated
ring-waveguide pairs have been developed as more robust alternatives. Several sensing applications have been presented for these on-chip devices, such as solid-state seismometers
[101] and magnetic field detectors [94]. The speed sensor concept developed in this research
work employs integrated ring resonators and relies on Doppler shifts to measure atmospheric
wind speeds.
1.3. Previous Work
The first phase of this project focused on the feasibility of employing a WGM microresonator to measure Doppler shifts, and thus relative velocity, from scattered laser light.
These studies were performed as part of a Masters’ thesis of a previous student in the
Microsensor lab [1]. As an initial step, a solid moving target was used to scatter the incoming
laser light, which was then collected and used to measure relative WGM shifts. The shifts
relative to a static reference represented the Doppler shift of the collected light, which could
be translated to the relative speed of the target through Eq. 1.10 with the given setup angles.
A schematic of the experimental setup is shown in Fig. 1.5. The optics are set up such that
α = −90◦ and θ = −180◦ (referring to Fig. 1.4).
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Figure 1.5: Experimental setup schematic for solid target measurements. From [1]

A 9mW , 639nm Littman–Metcalf cavity diode laser was used as the light source. The
output light was focused on the edge of a highly-specular 95mm-diameter rotating disk [102].
The laser wavelength was scanned at a rate of 700Hz by a ramp waveform signal from a
function generator. The disk frequency ωR was varied between 48 and 240 rotations per
second, corresponding to edge tangential velocities of 14.3m/s and 71.6m/s, respectively.
The scattered light from the edge of the disk was collected, collimated, and re-focused to
couple into a single-mode optical fiber. The mode-field diameter of the fiber core was ∼
3.6µm. The fiber-coupled light was then directed through a tapered section of the fiber,
where it was coupled into a ∼ 500µm–diameter spherical silica resonator with a Q-factor of
Q = 6 × 106 . The transmitted light was collected by a photodiode, and its output discretized
by a 12-bit analog-to-digital converter. The data was then analyzed on a desktop computer.
A magnetic tachometer was used to determine the rotational speed of the disk.

14

The collected signal was digitized at 6000 data points per wavelength scan, phase-locked,
and ensemble-averaged over approximately 600 successive laser scans for each disk speed.
The transmission spectra in the vicinity of a selected WGM resonance dip is shown in Fig.
1.6 for a single laser scan. The corresponding ramp acting as the driving signal is also shown
for reference.

Figure 1.6: Transmission spectra around the selected resonance for several ωR . From [1]

As the disk’s rotational frequency increases, the resonances move to the right (longer
wavelengths) due to the Doppler shift. The Doppler shifts vs disk rotational speed are
shown in Fig. 1.7.
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Figure 1.7: WGM shifts for various disk rotational speeds. From [1]

Data processing consisted of phase-locked averaging of 600 individual laser scans to obtain an ensemble-averaged transmission spectrum at a given disk rotational speed. Two sets
of experiments were performed with two different setups, at two different times. The measured Doppler shifts were determined by applying cross correlation between each ensembleaveraged scan and a reference scan. The reference scans used corresponded to disk rotational
frequencies of 48Hz for experiment 1 and 60Hz for experiment 2. The solid line represents
the WGM shifts calculated using Eq. 1.10. The dotted lines represent the systematic uncertainty of the measured Doppler shift due to misalignment in α and θ. For two sets of angle
misalignments, ±3◦ and ±5◦ , are shown in the figure. Even a relatively modest angle misalignment affects the measured Doppler shifts considerably, resulting in the slightly different
slopes obtained in the two sets of measurements.
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Approximately 1.6mW of light scattered from the disk’s edge was captured by the collecting optics, and about 13.5µW was coupled into the optical fiber. The light power captured
by the photodetector after the tapered fiber region was approximately 0.05µW , which corresponded to a total light loss of ∼ 99.63% between the collecting fiber coupler and the
photodetector. The resulting coupling was poor, but not unexpected, due to the significant insertion and scattering losses in the fiber coupling and tapering sections, respectively.
The freestanding nature of the optics and the high precision required in free-space-to-fiber
coupling significantly amplified coupling losses, while the tapering of the fiber down to a
diameter of ∼ 10µm to sufficiently expose the evanescent field resulted in substantial light
loss through scattering. These losses can be mitigated by using an integrated waveguide–ring
resonator system, which does not require tapering for efficient light coupling between the
waveguide and the resonator. Therefore, the only significant coupling loss would occur at the
input and output ends of the waveguide. Additional losses from setup misalignment were also
significant due to the highly specular surface of the rotating disk. Imperfections in the disk
concentricity and edge flatness caused the edge of the disk to “wobble,” leading to considerable degradation and loss of signal on the collection side, resulting in poor signal-to-noise
ratios (SNRs). Thus, optical coupling and transmission efficiency posed a challenge in the
setup of this previous M.S. thesis work. Despite these factors, the experiments demonstrate
the feasibility of the measurement technique, which lays the ground for the aerosol-based
measurements presented in this dissertation.
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Chapter 2
SENSOR SYSTEM
To carry out the aerosol-based velocity measurements, the poor optical coupling and
transmission efficiency challenges presented in the previous experimental setup had to be
addressed. For this purpose, an improved opto-electronic arrangement was designed and
implemented, which included the laser unit, the optics, as well as to the resonator cavity.
The sub-systems of the current experimental setup are presented in detail in this chapter.
2.1. Laser Unit
A free-space tunable diode laser with a central wavelength of 639nm and a nominal
output power of 9mW was used in the initial phases of this project [1]. Diode lasers are
typically more compact and stable than vapor, gas, and dye lasers, and were thus a suitable
lasing medium for this concept demonstration. Transmitted and collected laser beams were
required as the current velocity measurement technique draws from LiDAR-based systems.
Therefore, a free-space laser output was necessary for the present application (as opposed
to a fiber-based system). WGM resonances are observed when the light is spectrally tuned.
In addition, the ability to resolve smaller Doppler shifts is directly related to the resolution
of the measured velocity. This is, in return, a function of the resonator’s Q-factor, which
is a measure of the WGM linewidth. The smaller the linewidth, the smaller the measured
minimum WGM shift. Evidently, the linewidth of the tunable laser must be significantly
smaller than that of the WGM for the resonance to be accurately resolved. In contrast to
velocity measurements of solid targets, measurements in a gas medium are more challenging
since the scattered light intensity is significantly smaller. This intensity is yet much smaller
if the gas does not contain aerosol particles and scattering is solely from gas molecules
(Rayleigh-Brillouin). Shorter wavelengths transmit more energy per photon in accordance
with the Planck relation Eph = h̄c/λ (h̄ is the Planck constant). Therefore, lasers with higher
output powers and shorter wavelengths significantly improve the intensity of scattered signal.
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A new laser system that satisfied the above conditions was thus employed in the latter
part of this research work. A solid-state, narrow-line, tunable external-cavity diode laser
(Toptica DL Pro HP 461) with a central wavelength of 461nm, linewidth of ∼ 500kHz, and
nominal output power of 110mW was used. The laser unit outputted a continuous-wave
elliptical beam, with a 3mm × 1mm cross-section and a ≤ 2mrad beam divergence. The
laser’s output power may be adjusted by varying the cavity current, which ranges between
28mA (the lasing threshold) and 187.5mA (maximum power).
The laser operates with a single spatial mode. The output beam is linearly polarized in
the vertical direction. The polarization extinction ratio (PER) for the laser’s vertical mode
is ∼ 1100 : 1. The PER represents the degree of confinement of the principal linear polarization mode (vertical) to that of the orthogonal linear polarization mode (horizontal). The
single-mode and high-confinement operation of the laser simplified both the estimation of
the scattering profile for aerosol and molecular scattering, and the structure of the resonator
cavity. The laser’s central wavelength was tuned by moving the piezo-mechanical element
that acts on the resonator cavity grating (opto-mechanical effect). The laser piezo voltage,
represented by the “PZT” parameter, ranges between −1V and 140V . Power stability control was achieved by varying the cavity current when the PZT changes to maintain constant
output power. Thermal stability control was achieved through a finely-calibrated thermoelectric element with a reported precision of 0.001◦ C. The thermal drift of the laser was
reported to be ≤ 100M Hz/◦ C by the manufacturer. For the given precision of the thermal
control module, this random drift was ≤ 100kHz, representing 1/5 of the laser linewidth.
The mode-hop-free frequency scanning range of the laser was determined to be ∼ 20GHz.
The laser was calibrated against a reference. This was done to establish the laser’s
spectral response to changes in the PZT voltage, and for later characterization of the WGM
resonators. Variations in the PZT may manifest as DC offsets (static components) or as
oscillations (dynamic components). Since temperature, current, and PZT all affect the laser
output, both cavity temperature and current were stabilized by the controller, and laser
calibration is performed using both “static” and “dynamic” approaches.
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2.1.1. Static Calibration
Static calibration consisted of first fixing the laser at a single central wavelength, and then
changing this wavelength by manually varying the PZT over a range of voltages. The wavelength shift was then recorded, first with a wavemeter (Burleigh WA-1000), then through a
scanning Fabry-Perot interferometer (FPI) (Thorlabs SA200-3B). The wavemeter was useful for the estimation of the laser’s absolute wavelength, while the FPI more accurately
determined wavelength shifts.
For calibration with the wavemeter, a 50mm-focus achromatic doublet lens (Thorlabs
AC254-050-A-ML) was used to focus the laser beam into a single-mode optical fiber (Thorlabs
SM600). Both ends of the fiber were pigtailed with FC/PC connectors. One end was set
at the lens focus, while the other was fed into the fiber input of the wavemeter. This
configuration is shown in the schematic in Fig. 2.1a. For calibration with the FPI, the
laser beam was first attenuated with a free-space absorptive neutral-density filter of optical
density OD = 1.0 (Thorlabs NE10A-A). Using the relation τ = 10−OD , the final light
transmittance τ was 10%. This avoided saturation and damage to the FPI detector from
the laser’s high-intensity light. The beam was then focused into the FPI’s cavity through
a 200mm-focus achromatic doublet lens (Thorlabs AC254-200-A-ML). The signal collected
by the FPI detector was then sent to an 8-bit digital oscilloscope for data acquisition. A
schematic of this setup is illustrated in Fig. 2.1b.

(a)
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(b)

Figure 2.1: Static calibration setup with: (a)−The wavemeter; (b)−The scanning FPI

The wavemeter operated over a broad range of wavelengths (from 400nm to 1100nm),
with a measurement resolution of 1pm for a bandwidth range of ∼ 15GHz. Wavelength
measurements were averaged over 10 individual samples at each voltage of the laser PZT
with a sampling time of 2.5s for each voltage. Direct wavelength values were recorded for
each voltage. Some instances of mode-hopping were observed during the voltage scanning, so
multiple runs were conducted. The PZT was varied between 60V and 80V with increments
of 1V . The laser input current was set to 175mA for a PZT voltage of 70V . The cavity
temperature was set at TL = 22.0◦ C, which was slightly higher than the recorded ambient
temperature of Tambient ∼ 21.1◦ C. Higher lasing temperatures were chosen to promote
thermal operation stability and prevent oscillations of the temperature regulator modules
when TL = Tambient , particularly in the case of fine-tuned thermoelectric controllers.
Multiple calibration runs were performed with the wavemeter. This was done due to
the mode-hopping experienced by the laser during some instances. The recorded wavelength
shifts against the PZT and the corresponding linear fits for the multiple runs are shown
in Fig. 2.2. The slopes of each fit, representing the calibration constants, as well as their
uncertainties are shown in Table 2.1.
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Figure 2.2: Static laser calibration plots with the wavemeter

Run

Calibration

Calibration

Number

Constant (pm/V )

Uncertainty (pm/V )

1

−1.951

±0.030

2

−1.924

±0.031

3

−1.679

±0.022

4

−1.858

±0.027

5

−1.854

±0.026

Table 2.1: Static laser calibration data with the wavemeter (rounded to 0.001)

Despite the offsets between the multiple calibration runs, the slopes in the table are still
close enough to consider that mode-hopping does not affect the wavelength shifts. The error
bars along x axis represent the combination of uncertainties related to the measurement of
the PZT for each run. These uncertainties resulted from the voltage resolution set by the
laser controller (0.001V ), the standard deviation between the individual samples and their
average, and the root-mean-square error/deviation (RMSe) between the set voltage (used in
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the linear fit) and the actual voltage. The error bars along y axis represent the combination
of uncertainties related to the wavemeter. These are represented by the wavemeter precision (1pm), and the RMSe between the recorded wavelengths and the corresponding linear
fits. The calibration uncertainties in Table 2.1 represent the final propagated uncertainty
for the calibration constants. Calculation methods for the standard deviation, RMSe, and
propagated measurement uncertainty are discussed at the end of this chapter in more detail.
While the wavemeter provided absolute values for the laser wavelength, its measurement
resolution was limited. Hence, the FPI was used to measure wavelength shifts with an
improved resolution. The FPI was used in scanning mode. The half-silvered mirrors had a
broadband reflectance of ∼ 99.5%. When the free-space laser beam was introduced into the
FPI on one end (through an adjustable aperture), interference in the cavity resulted in light
resonance for specific cavity lengths. At the other end of the FPI, a photo-detector collected
some of the light that passes through the back half-mirror. A piezo-mechanical element
attached to this mirror tuned its longitudinal position, resulting in the modulation of the
cavity length. When the piezo voltage was driven with a waveform from a function generator,
the full resonance peaks were observed. These peaks were tracked with the post-processing
algorithms discussed in Chapter 3. The FPI had a finesse of F = 241, and a free-spectral
range (FSR) of ∼ 1.5GHz. At least two resonance peaks were used to obtain the FSR
separation during calibration, which acted as a reference value for the shifts recorded when
varying the laser wavelength. This technique was used for both static and dynamic laser
calibrations with the FPI.
The interferometer cavity was tuned with a 12Hz, 6V amplitude ramp signal from an
external function generator (Agilent 33220A). The ramp waveform created a linear relationship between the peaks and the wavelength. This tuning range maintained the 2-3 peaks
required to track the FSR. The laser PZT was varied from 69V to 71V with 0.1V increments.
The laser temperature was set to 20.0◦ C (with the ambient temperature ∼ 18◦ C), and the
current was set to 175mA for a PZT of 70.0V . Data collection was performed with an 8-bit
digital oscilloscope, and the corresponding signal was exported to a personal computer as
CSV files for post-processing.
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The static calibration plot and linear fit for the FPI are shown in Fig. 2.3. The calibration
constant (slope) is estimated to be −1.538 ± 0.003pm/V .

Figure 2.3: Static laser calibration plot with the FPI

The error bars along x axis represent the combination of uncertainties resulting for the
PZT measurements. These consisted of the 0.001V voltage resolution of the laser controller
and the deviations between the set PZT and the actual voltage values. The error bars
along y axis represent the combination of uncertainties resulting from shift measurements
with the FPI. These consisted of the instrument resolution and sampling rate (∼ 0.4ms or
12.3f m based on the chosen measurement range), the deviation in the FSR measurements
and the recorded shifts compared to their mean values (3 shift points and 2 FSR values
per increment), and the difference between the plotted data points and their corresponding
linear fit. Despite all the sources of uncertainty, the static calibration curve in Fig. 2.3
retains high accuracy.
Slight discrepancy was observed between the calibration constants from the wavemeter
and from the FPI. Since jet velocity measurements relied on wavelength deviations due to
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Doppler shifts, the calibration curve generated with the FPI was considered a more reliable
static laser characterization reference.
2.1.2. Dynamic Calibration
Dynamic calibration is essential since generation of the WGM dips relied on the modulation of the laser wavelength with a higher frequency. The same setup as that for the
static calibration was used. However, the laser wavelength was now tuned instead of the
FPI cavity length. A triangular waveform from the function generator was used to drive
the laser’s PZT modulation. A DC offset was then introduced to the scanning waveform to
create an apparent shift in the central wavelength (simulating Doppler shift). The cavity
length of the FPI was fixed by parking its piezo element at a specific voltage fed from a DC
power source. Scanning of the laser wavelength generated the FPI resonance peaks used for
calibration.
The triangular waveform maintained linearity between the wavelength and the input
voltage, and avoided the lengthy post-processing required with sinusoidal waveforms [103].
In addition, due to the laser’s delicate driving requirements and mode-hopping tendency, a
triangular signal avoided the sharp dip present in ramp waveforms, which can affect laser
performance, particularly with wider scanning ranges.
The laser was scanned at 2Hz with an amplitude of 2Vpp (peak-to-peak). This represented the scanning rate that was used in the jet experiments in Chapter 3. The DC offset
on the function generator was varied between 0V and 5V (both increasing and decreasing
directions), with 0.2V increments. The central PZT was set to 70.0V , and the laser temperature was set to 20.0◦ C. The current was reduced from 175mA to 150mA to further decrease
the overload risk on the laser cavity and the Fabry-Perot detector. To avoid mode-hopping,
piezo feed-forward was used with a set rate of −1.0mA/V . Data collection was performed
with a 12-bit FPGA system (National Instruments NI PXI-1033 with a PXI-6115 DAQ card)
connected to a personal computer. A near real-time data-acquisition software (NI SignalExpress 2013) was used for data sampling and storage, with a sampling rate of 10k-samples/s.
The calibration plot is shown in Fig. 2.4, with an average calibration constant (slope) of
−1.560 ± 0.004pm/V .
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Figure 2.4: Dynamic Calibration of the laser with the FPI (2Hz laser scanning)

Another dynamic calibration sequence was performed to validate the laser’s performance
for a faster tuning rate and a wider PZT offset range. In this case, the laser was scanned
at 10Hz with an amplitude of 2Vpp , and the DC offset was varied from 0V up to 10V with
1V increments. All other parameters were unchanged. The calibration plot for this run is
shown in Fig. 2.5, along with its linear fit with a slope of −1.575 ± 0.004pm/V .

Figure 2.5: Addition dynamic laser calibration sequence (10Hz scanning)
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The error bars in both cases resulted from similar sources of measurement uncertainty.
The bars along the x axis represent the combination of uncertainties from the PZT measurements. In this case, these were characterized by the bit-resolution on the FPGA (∼ 0.5mV
based on the chosen scanning range) and the precision of the function generator. The uncertainties for the function generator listed by the manufacturer were split into static and
dynamic types. The static values did not change with the scanning parameters, and comprise the 0.1mVpp error on AC tuning and the 1mV error on DC offsets. Dynamic errors
were provided as percentages of the tuning parameters. These included the ±2% error on
DC offset values and the ±1% error on AC scanning ranges. The error bars along the y axis
represent the combination of uncertainties from shift measurements with the FPI. These
were the same sources as those encountered in the static FPI calibration, with the exception
of the instrument resolution related to the FPGA (∼ 0.1ms or 3f m for the chosen range).
The difference between the two sets of calibrations constants was less than 1%. Therefore,
the laser performance was reliably characterized through the dynamic calibration in Fig. 2.4,
and its corresponding calibration factor (−1.560pm/V ) was used to estimate the WGM shifts
in the jet experiments discussed in the next chapter.
2.2. Optical System
After the characterization of the laser, the transmitting and collecting optics were setup
for the jet velocity measurements. Both the transmitted beam (sent from the laser to the
measurement volume) and the collected light (gathered by the optics and guided to the
WGM resonators) must possess matching features to maximize light collection, transmission
and coupling efficiency. The setup angle configuration, optical component characteristics,
and beam alignment all play critical roles.
The benchtop jet measurement system was a bistatic optical configuration (the transmitted and collected light beams are along two different axes). While a monostatic configuration
(both transmission and collection are along a single axis) typically employed in LiDAR instruments possessed improved beam alignment and offered larger relative Doppler shifts, a
bistatic arrangement resulted in a simpler benchtop component set-up and a reduced chance
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of stray light collection. The directions of the axes and the jet velocity in this case were defined in terms of the angles α and θ, as presented in Eq. 1.10 and Fig. 1.4. The experiments
were set up to measure the streamwise jet velocity, with both the incident and collection
directions at 45◦ to the jet axis. Therefore, the laser transmission and light collection angles
were chosen to be α = 90◦ and θ = 135◦ , resulting in |κ| = 1. This angle arrangement may
be easily and accurately mounted on an optical benchtop, and avoided contamination from
the jet stream to any mounted optical components. A 3D plot of |κ|, along with the chosen
configuration, are shown in Fig. 2.6.

Figure 2.6: Variation of |κ| with α and θ. The circle indicates the configuration used in this work

The optical components used in the setup must tightly focus, collect, and direct the laser
light to the WGM resonators. The WGM sensors used in the jet experiments consisted of
micro-fabricated waveguide–ring resonator pairs, as described later in this chapter. These
micro-chips were pigtailed with single-mode optical fibers to direct light into and out of the
resonators. Therefore, the collection optics must gather the scattered light from the jet and
couple it into the fiber. Mode-field diameters (MFDs) of single-mode optical fibers operating
in the 461nm wavelength range are in the 3 − 5µm range. Hence, the optimal beam waist
desired for the collection optic focus was taken as ∼ 4µm.
28

Monostatic telescope configurations, such as Cassegrain-type instruments, are commonly
employed in space measurements due to their compact sizes and application versatility. An
envisioned Cassegrain-type transmission and collection telescope system with a shielding
Sapphire window is shown in Fig. 2.7a. For the benchtop experiments, a simpler doublelensed refracting telescope was developed as the collection optic. Two ∅75mm cementeddoublet lenses were placed together (with a 4.56mm air gap) to form a symmetric telescope.
One side collected the scattered light, while the other focused it into an optical fiber through
an FC fiber adapter mounted on a 3-axis nano-positioning stage (Thorlabs MBT616D).
The resulting effective focal length was ∼ 296.71mm, and the beam diameter at focus was
∼ 4.2µm. Due to the symmetric telescope setup, the optical magnification factor was 1,
which greatly simplified the structure of the focusing optics and avoided optical distortion
of the collected light cone. A schematic of the benchtop telescope was shown in Fig. 2.7b.

(a)

(b)

Figure 2.7: (a)−Shielded Cassegrain telescope with transmit and receive optics; (b)−Simplified
benchtop refracting telescope assembly
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The alignment of the light coupled from the telescope into the single-mode fiber was
crucial as the largest signal loss was incurred in this step. The level of light coupling was
determined from the coupling efficiency η between the telescope focus and the fiber. It may
be calculated from the overlap integral [104]:
2

E1 E2∗ dA
η=R
.
R
|E1 |2 dA |E2 |2 dA
R

(2.1)

The electric fields E1 and E2 refer to those on the collecting optic (telescope) and fiber
sides, respectively. The differential area dA represents the common (overlapping) area between both electric field distributions. Modal finite-element analysis (FEA) for the transverse
electric field was conducted through an electromagnetic wave solver to obtain an estimate
for the electric field distribution of the optical fiber E2 . A standard mesh was used with
additional refinement around the fiber core with perfectly-matching-layer boundary conditions. The frequency-domain distribution of the fiber’s fundamental mode was generated
and presented in Fig. 2.8.

Figure 2.8: Electric field distribution of a single-mode fiber generated with FEA
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The solid line in the figure represents the fiber core with a diameter of 3µm. The field
distribution of the free-space light coming from the telescope and focused on the fiber face
was assumed to follow a Gaussian distribution with a diameter of 4µm at the 1/e2 width.
The coupling efficiency was calculated using Eq. 2.1 for a range of concentric misalignment
values ρM . The dependence of η on ρM is plotted in Fig. 2.9. The maximum possible
coupling efficiency was ∼ 93.57% when ρM = 0. While coupling was relatively strong for
perfectly aligned beams, even a small misalignment resulted in a significant loss in coupling.
This highlighted the difficulty in using free-space optical components as opposed to fullyintegrated systems, such as Bragg gratings, and could be part of future developments for
this sensor concept.

Figure 2.9: Coupling efficiency versus concentric misalignment

The transmission and collection beam waists must both match at the focus of the probe
region or volume. Beam alignment was also an important concern. Therefore, the laser and
transmission optic positions were adjustable to fine-tune their alignment with the telescope
focus. The laser unit was mounted on a three-axis micro-translation stage, while some of
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the transmitting optics were mounted on single-axis micro-stages with manual height and
angle adjustments. In order to simplify the optical system, a straightforward three-lens
configuration acting as an expander re-focuser triplet for the laser beam was employed. The
lenses used were off-the-shelf achromatic cemented doublets (Thorlabs AC254-050-A-ML,
Thorlabs AC254-200-A-ML, and AC254-100-A-ML), which allowed tighter focal lengths and
limited the effect of spherical aberrations, especially when the laser beam was not centered
on the lens aperture [105]. An ideal profile of 3µm × 10µm was expected at the focus for the
given elliptical beam profile of the laser.
Both the transmission optics and the telescope were initially aligned using a static reference (25µm-diameter pin head) mounted to a three-axis nano-positioning stage. The
mounted laser, the focusing lenses, the collection telescope, as well as the static target are
shown in Fig. 2.10.

Figure 2.10: Benchtop optical setup
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2.3. Micro-resonators
The WGM micro-resonators used as sensing elements typically consisted of dielectric
circular structures. Silica micro-spheres coupled to tapered optical fibers have been used in
the previous phase of this research work. However, significant coupling and scattering losses
were encountered between the sphere and the fiber. Therefore, micro-fabricated planar
waveguide-resonator pairs were developed to overcome these limitations.
Planar resonator cavities may consist of circular or elliptical geometries, such as rings,
crescents (non-concentric rings), and disks. Ring resonators are ideal due to the absence of
the spatial modes present in dielectric micro-spheres. However, crescent resonators remain of
some interest in terms of mode distribution and circumferential mode confinement. Hence,
both concentric and crescent ring geometries were considered for initial testing.
Resonator material and cross-section greatly impacted light propagation inside the resonator. Since, ideally, only one fundamental WGM mode was desired, a high aspect-ratio
cross-section was used for both the waveguide and the resonator. A rectangular crosssection was chosen to guide the linearly-polarized light collected from the scattered laser
beam, as it facilitated coupling in and out of the chip, and promoted evanescent coupling
while minimizing perturbation of the resonator’s intrinsic Q-factor. In addition, matching
both cross-sections maintained mode-matching. Furthermore, stray light propagation and
collection was significantly reduced by introducing a slight offset in the waveguide between
the input and output sides of the chip, which contributed to an increased signal-to-noise
ratio (SNR).
Ring size also significantly affected both the Q-factor and the FSR of the resonators.
Small and compact ring resonators were chosen while maximizing the radius-to-wavelength
ratio. Increasing this ratio reduced radiative bending losses in the resonator cavity that would
lead to a drop in the Q-factor. The FSR was affected by both the size and constitution of
the ring due to the effect of material absorption/attenuation on the propagating mode, and
is defined through [106, 107]:
∆νF SR =

33

c
,
ng L

(2.2)

where L is the resonator round-trip length and ng is the group refractive index. For the
circular ring resonators with radius R, the length is L = 2πR. The group index describes
the dispersion and attenuation inside the waveguide cross-section, and is defined by
ng = nef f − λ0

dnef f
,
dλ

(2.3)

where λ0 represents the central wavelength.
Selection of the resonator ring size leveraged the balance between compact sizing, a high
Q-factor for increased measurement resolutions, and a sufficiently narrow FSR for conducting WGM measurements without requiring additional external calibration. The final outer
ring diameter was thus set at D = 1mm mostly because it provided the highest Q-factor.
Crescent geometries were also used by varying the concentricity and size of the inner ring.
Three iterations of crescent resonators with different inner ring diameters were employed. A
schematic representation of the multiple ring geometries is illustrated in Fig. 2.11.

Figure 2.11: Tested ring geometries: (a)−Concentric resonator with an outer ring diameter of
1000µm; crescent resonators with inner ring diameters of (b)− 500µm; (c)− 750µm; (d)− 850µm
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Since the expected degree of coupling was unknown, a range of waveguide-resonator bus
gaps was introduced. Resonators were arranged in arrays with bus gaps varying between
500nm and 1.9µm, with 100nm increments, which enabled the experimental characterization
of the evanescent field extent.
The fabrication of the resonator arrays was performed by an external company. The
resonator arrays were fabricated through a Silicon Nitride-on-Insulator process, similarly to
the one outlined in [108]. A single-crystal semiconductor-grade Silicon wafer was initially
subjected to a high-temperature oxygen-diffusion process, which resulted in the formation of
thermally-grown (TG) Silicon dioxide (or Silica) on top of the Silicon substrate. The provided
thickness of the thermal oxide was ∼ 3µm. This acted as a lower cladding layer and blocked
mode loss from the extension of the electric field into the substrate. A ∼ 30nm-thick layer of
Silicon Nitride (Si3 N4 ) was then deposited through a low-pressure chemical-vapor deposition
(LPCVD) procedure. The waveguide-resonator geometry was then imprinted on the wafer
with a mask. All optical features were part of this guiding Nitride layer, and were created by
removing the excess Nitride through “dry” or plasma etching. To raise the effective index and
finalize fabrication, a final layer of 3µm-thick LPCVD Silica was then deposited as an upper
cladding or “capping” layer. Matching the lower and upper cladding thicknesses ensured the
electric field distribution was centered in the Nitride “core” layer, while minimizing radiation
losses into the substrate and out to the environment. A schematic cross-section of the chip
is shown in Fig. 2.12.

Figure 2.12: Schematic of the chip cross-section

35

Three identical wafers or “dies” were fabricated and delivered by the company, each with
arrays of all the four types of ring resonators shown in Fig. 2.11. A photograph of the
resonator arrays is presented in Fig. 2.13.

Figure 2.13: Die 2 with all four types of ring resonator arrays

The cross-section of the waveguide and resonator structures was ∼ 800nm wide by
∼ 30nm thick. A modal study was performed to calculate the expected effective index
and electric field distribution in the Nitride layer. This was through FEA similar to the
calculations performed for the electric field E2 in Eq. 2.1. Based on that, an ideal Q-factor
and FSR of the resonators were calculated. A two-dimensional plot of the corresponding
electric field distribution was generated and presented in Fig. 2.14.
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Figure 2.14: Left−Waveguide electric field distribution; Right−Extents of waveguide’s electric field
compared to the total chip cross-section

The refractive indices for the Nitride and the Oxide layers at 461nm were found from FEA
as nSi3 N4 ∼ 2.07 and nSiO2 ∼ 1.48, respectively. For the current resonator cross-sections,
the resulting effective index for the fundamental mode was nef f ∼ 1.51. Since nef f ∼ nSiO2 ,
most of the energy transmitted through the waveguide traveled in the surrounding silica
cladding, as demonstrated by the FEA results in Fig. 2.14. The laser operated within a
narrow wavelength tuning range (0.1nm). The change in the effective index for this range
as estimated (through FEA) to be dnef f /dλ = −2.54 × 10−4 nm−1 . The group index was
thus ng = 1.62, and the resonator FSR was ∆νF SR = 58.9GHz. The laser’s mode-hop-free
scanning range (∼ 20GHz) was thus sufficiently wide to resolve one full resonance dip and
capture WGM shifts, but did not span the full FSR. Therefore, the WGM resonators required
calibration against a reference to relate their time shifts in the experiments to wavelength
shifts.
Initial testing was performed for multiple waveguide-resonator pairs to check their respective coupling and spectral behavior. The initial batch of micro-chips required manual
coupling on both sides of the waveguides. Several types of coupling approaches were tested
on the chip edges, such as direct free-space focusing (Fig. 2.15a), bare fibers (Fig. 2.15b),
and lensed fibers (Fig. 2.15c). The lensed fibers were deemed to provide the best coupling,
and thus a pair of single-mode fibers with gradient index (GRIN) lenses and FC/PC fiber
connectors (OZ Optics LPF-D1-461-3) were used for subsequent tests. Custom fixtures for
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both the resonator chips and the lensed fibers were developed and mounted on high-precision
nano-positioning stages (Newport 562F-XYZ for the lensed fibers, Newport 561D-YZ for the
chip).

(a)

(b)

(c)

Figure 2.15: (a)−Free-space telescope coupling; (b)−Optical fiber coupling; (c)−Lensed fiber coupling

Photo-detectors suitable for light collection from the chip were employed. While Siliconbased photodiodes were typically used for visible wavelengths, their responsivity is limited
when working with weak sources such as scattered light. In addition, both the photon shot
noise and electronic noise were amplified at higher gain values. Hence, a voltage-driven
photo-multiplier tube (PMT) with a wide dynamic range and extremely low dark-current
capabilities was employed instead (Hamamatsu H10721P-210). A voltage divider circuit was
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developed to finely tune the PMT dynode gain. The output of the PMT was directed to the
FPGA acquisition board through a BNC connection.
Multiple waveguide-resonator bus gaps for both concentric and crescent resonators were
tested. Co-directional evanescent coupling between the waveguide and its corresponding ring
was assessed for each case, and the respective Q-factors were estimated from the recorded
spectral response. The characterized resonators are highlighted in blue in Fig. 2.16, and
their corresponding Q-factors are shown in Table 2.2.

Figure 2.16: Die 3 array structure with resonators of interest numbered. The initially-tested
resonators are highlighted in blue
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Number

Resonator

Type

Bus Gap (nm)

Q-Factor

1

R1

Concentric

500

8.06 × 105

2

R2

Concentric

600

7.39 × 105

3

R3

Concentric

700

7.21 × 105

4

R4

Concentric

1900

No Coupling

5

R5

Crescent (500µm)

500

3.53 × 105

6

R6

Crescent (500µm)

600

4.68 × 105

7

R7

Crescent (850µm)

500

5.28 × 105

8

R8

Crescent (750µm)

500

5.23 × 105

Table 2.2: Q-factor estimations for tested resonators

The concentric ring resonator with the smallest bus gap (labeled R1) was chosen as the
main candidate for initial pigtailing with optical fibers. The chip containing R1 was sent to
an external company for pigtailing. The chip was mounted and held with epoxy resin on
a plastic fixture, with single-mode optical fibers with FC/APC fiber connectors used. The
fibers were held in position with specialized guiding channels and optical glue. The pigtailed
resonator chip is shown in Fig. 2.17.

Figure 2.17: Left−Pigtailed resonator setup with enclosure; Right−Closeup of resonator connections

The final coupling efficiency between the fiber and the chip was ∼ 10% per side, for
an overall of ∼ 1% total light transmittance. Due to the substantial light loss encountered
with the pigtailed resonator, the actual Q-factor for R1 was re-estimated by recording a
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new spectral response, which is shown in Fig. 2.18. The new estimated Q-factor for R1
was ∼ 4 × 105 at λ = 461nm. Even though fiber-to-chip coupling was relatively poor, the
high-intensity of the collected light remained sufficiently powerful to resolve WGM dips with
acceptable shot noise.

Figure 2.18: Spectral response of Pigtailed R1

Laser wavelength was noticed to drift over time. This was attributed to possible thermal
instability in the thermo-electric element and thermal dissipation issues due to the laser
being suspended on the three-axis translation stage. Therefore, a second resonator was used
as a reference and thermal-correction element. The resonator labeled “R10” in Fig. 2.16 was
tested and pigtailed for this purpose, with a similar coupling performance. The measured
Q-factor for R10 was ∼ 2×105 at λ = 461nm. Laser light was directed through a 90:10 beam
splitter (Newport PBS-2 ∅51.6mm uncoated pellicle) before going through the transmitting
optics. Approximately 10% of the light focused into a single-mode fiber through a series
of mirrors and lenses (Thorlabs BB1-E02 mirror, Thorlabs AC254-100-A-ML lens). The
fiber was coupled into the pigtailed R10 resonator and terminated at another PMT. Both
resonators were enclosed in the same environment to minimize external effects.
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The resonators must be calibrated against a reference since the scanning range of the
laser was narrower than their FSR. Calibration was performed to tie the resonator output
to that of the previously-characterized laser. The FPI employed for laser calibration was
also used here as the reference. The 90:10 beam-splitter was used to direct 10% of the laser
light into the FPI cavity, while the rest was coupled into each of the two resonators, one at a
time. The laser was tuned with a triangular waveform by the external function generator at
a rate of 2Hz and an amplitude of 5Vpp . The DC offset on the function generator was varied
between 0V and 0.1V with 0.02V increments (both increasing and decreasing directions).
The central PZT was set to 70.0V , the current was set to 100mA, the temperature was set
to 22.0◦ C with an ambient of ∼ 20◦ C. The feed-forward was set to −0.76mA/V to avoid
mode-hopping in the scanning range. The setup is shown in 2.19, with the corresponding
calibration plots in 2.20.

Figure 2.19: Resonator calibration setup
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Figure 2.20: Calibration plots for: Left−R1; Right−R10

The calibration constants for R1 and R10 were 0.687 ± 0.11V /pm and 0.632 ± 0.09V /pm,
respectively. The error bars along x represent the combination of uncertainties resulting
from the FPI measurements, and are the same sources encountered during dynamic laser
calibration. The error bars along y represent the combination of uncertainties related to the
WGM shift measurements. WGM shifts were initially collected in the time domain, where the
sources of uncertainty were the instrument resolution of the FPGA over the 5Vpp range, the
deviation of the individual shifts from their mean (10 points per shift), and the RMSe between
the mean shifts and their corresponding linear fits. Conversion to voltage was performed
by multiplying the time shifts by the slope of the triangular waveform. This allowed the
measured time shifts on the resonators to be directly linked to those on the FPI, while
eliminating the dependence on the scanning rate and range, which may be different between
experiments. Hence, uncertainties associated with the voltage conversion were combined as
well, consisting of the static and dynamic errors from the function generator presented during
dynamic laser calibration and the deviations in the temporal waveform measurements.
2.4. Measurement Uncertainty
Several factors affected the accuracy of the measurements carried out in the experiments.
Mechanical, optical, as well as electronic instruments all contributed to multiple forms of
errors. Thus, formulations for the measurement uncertainties and their effects through combination and propagation were studied and presented.
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The errors encountered in the experiments may be classified as one of two types, both of
which may be combined and propagated. The first is physical variability, either spatial or
temporal, and is represented by the precision of the measuring instrument, such as the ones
on the 8-bit oscilloscope and the 12-bit FPGA used in the calibration runs. The second type
is represented by statistical error, most commonly encountered during post-processing, and
is in the form of the standard deviation and RMSe. It should be noted that the standard
deviation considered in this work is the “population” rather than the “sample” deviation
as the processed measurements were considered as the complete population data. Other
types of error, such as systemic bias, unrepresentativeness of measurement samples, and
higher-order uncertainty functions were either not encountered or were not considered due
to characterization complexity or the absence of corresponding quantifiable evidence.
The population standard deviation σ is defined as the uncertainty between the considered
data points and their average value. It is defined as
s

P

σ=

i

(xi − x̄)2
,
N

(2.4)

where xi is the individual ith sample point, x̄ is the mean of all xi ’s, and N the total
population number. While σ represents the deviation of the individual points relative to their
mean, the uncertainty on the mean value itself may be found by calculating the standard
error as

√
σSt = σ/ N .

(2.5)

The standard error was particularly useful when working with average voltage and WGM
shift measurements. In contrast to the standard deviation, the RMSe represents the uncertainty relating the data points to their expected values. These values may be either from an
analytical formulation or from a data fit. It is similarly defined as
s
σRM Se =

P

i

(xi − xp,i )2
,
N

where xp,i is the predicted/reference value of xi .
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(2.6)

Equations 2.4−2.6 were used in the calculation of the final uncertainty. To combine
and propagate these errors, two types of variance combination approximations were used
depending on the nature of the considered parameter. Linear variance propagation was
considered when the measurement consisted of a linear combination from multiple sources,
each with their own uncertainty, as
ZN = fA · A + fB · B + fC · C + ...,

(2.7)

where ZN represents the measured quantity, and fI represents a constant multiplier for input
I. The final uncertainty for ZN is the weighted sum of the variances
σZ2 N =

X

fI σI2 .

(2.8)

I

For the case where fI ̸= cte or ZN is a non-linear function of the inputs A, B, C..., the
a non-linear Gaussian propagation is employed
σZ2 N

=

X  ∂ZN
∂I

I

2
σI

.

(2.9)

The equations encountered in the experiments mostly consisted of parameter multiplication and division. Hence, the possible bias introduced with logarithmic non-linear error
estimations was not encountered. For both propagation types, uncertainties for the inputs
A, B, C... were considered to not be correlated. This simplifying assumption held for almost
all the uncertainties handled in the experiments, and eliminated the more complex covariance term from the propagation equations. While these first-order estimations may be less
accurate than exact analytical methods and Monte Carlo simulations, they were simpler,
faster, and reliable enough to be used in WGM measurements.
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Chapter 3
JET VELOCITY MEASUREMENTS
Once the setup components are characterized and the resonators are calibrated, velocity
measurements are performed in a free aerosol jet. Several signal processing techniques for
shift detection are used to analyze the experimental results and verify the capabilities of the
sensor concept.
3.1. Overview of Free Jet Flows
Light is collected by focusing the optics on a seeded free-flowing jet. In this case, the
jet is created by pushing air with particles from a pressurized medium into a region with
constant atmospheric pressure through an exit nozzle. The behavior of the jet in the nearfield, including the initial velocity profile, is influenced by shape of the nozzle (or orifice),
and the environment into which the jet is emerging [109]. A brief near-field description of a
circular (axisymmetric) incompressible jet is provided based on excerpts from the literature.
Free jet flows can be classified into multiple regions based on their behavior [110–112].
These regions are illustrated in the schematic in Fig. 3.1.

Figure 3.1: Schematic of velocity profile and initial regions in a fully-turbulent ideal free jet

46

In this work, the streamwise velocity at the exit of the jet is assumed to have a constant (flat) profile at its center, with two main downstream regions. The first region lies
between the exit face of the nozzle/orifice and the apex of the potential core, and is typically
termed the initial jet region. The potential core is of particular interest for measurements
as it represents the portion of the jet where the velocity remains constant and equal to its
centerline value at the exit. Hence, aligning both the transmission and collection optics to
this area would ideally produce constant velocity measurements with minimal influence from
the surrounding shearing layers. The next region downstream extends from the end of the
potential core out to the region where the flow is considered fully established, or “fully developed”, and the velocity profiles are reduced to a single universal shape when normalized.
In this second intermediate region, the annulus of shearing flow surrounding the potential
core collapses onto itself, and flow is fully shearing. In this region, the jet grows in the radial
direction as it combines into the surrounding stagnant fluid. While the centerline streamwise
velocity within the potential core in the initial region is constant, in this second region, the
centerline velocity decays in the axial direction.
The jet Reynolds number plays a pivotal role in flow development. Four characteristic
patterns are observed for free jets based on the Reynolds number at the nozzle exit [110]:

ReN = ρVN DN /µ,

(3.1)

where VN is the exit velocity at the nozzle face, ρ and µ are the fluid density and dynamic
viscosity, respectively, and DN is the exit diameter of the nozzle. For ReN < 300, the
jet rapidly dissipates with no potential core due to overwhelming viscous effects. When
300 < ReN < 1000, the jet flow is fully laminar, and its profile is a smooth parabolic
curve with minimal lateral dissipation. Transitional or semi-turbulent behavior occurs for
1000 < ReN < 3000, characterized by significant shear-mixing effects and a small potential
core. When ReN > 3000, the downstream flow is fully turbulent, with a well-defined potential
core extending beyond the nozzle face. Hence, a large Reynolds number is ideal for constant
velocity measurements within its potential core.
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3.1.1. Jet Seeding
In the present study, measurements are obtained from light scattered from the seed
particles in the flow. Therefore, the ability of these particles to follow the flow behavior is of
some concern. The behavior of seed particles suspended in a fluid stream may be described
by the Stokes number, which characterizes the particle’s ability to react to changes in the
flow, as
Stk = τP /τf ,

(3.2)

where τf and τP are the characteristic times associated with the changes in the flow and the
particle response, respectively. Particles are considered to follow the flow streamlines closely
when Stk ≪ 1. When the fluid density is negligible compared to the particle density, the
particle timescale τP is estimated from [113]:

τP =

ρP DP2
,
18µ

(3.3)

where ρP is the density of the particle, and DP is the average particle size. The flow timescale
τf is obtained through its characteristic lengthscale LN and the free-stream velocity VN ,
expressed as

τf = LN /VN .

(3.4)

Here, the characteristic lengthscale is taken as the nozzle exit diameter such that LN =
DN . The Stokes number is a valid behavior indicator when the particle Reynolds number
ReP is less than unity, where [113]:

ReP =

ρDP
|V − VN | .
µ

(3.5)

In Eq. 3.5, V is the initial particle velocity relative to that of the free-stream at the nozzle
exit VN . The particle ReP tends to 0 as V approaches VN . As a conservative approach, the
particles are initially considered to be at rest relative to the flow, such that V = 0.
When ReP ≫ 1, the Stokes number is modified with a correction factor to account for
the increased drag force acting on the particles [114]:
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StkN = Stk · ψ (ReP ) ,

(3.6)

where ψ is the drag correction factor defined by
24
ψ=
ReP

Z
0

ReP

dRe′
,
CD (Re′ ) · Re′

(3.7)

where CD (Re′ ) is the Reynolds-dependent drag coefficient for each particle. When spherical
particles are considered, ψ is calculated from [115]:
3

√
i
h√
cS ReP − arctan
cS ReP 1/3

ψ=

3/2

,

(3.8)

cS ReP
where cS = 0.158 represents an empirical constant. The Stokes numbers and their corrective
terms are used to approximate the behavior of the jet in the following section.
3.2. Mie Scattering Analysis
The jet system consists of a water-atomizing nozzle with an internal-mixing chamber
and two input ports (EXAIR SR1020SS). The diameter of the output nozzle is ∼ 1.27mm.
Pressurized air is fed through one input port, while low-pressure water is directed through the
other. This specific atomizer design accepts modest siphon or gravity heads as water inputs,
which avoids the issues and safety concerns encountered with pressurized liquid systems.
In this case, a water column is used as the source with a set gravity head (hydrostatic
pressure). A check valve is mounted at the water inlet to increase flowrate uniformity and
limit re-circulation of the high-pressure air into the water line. The atomizer is mounted
on a three-dimensional nano-translation stage, and is positioned at the focus of the optical
system, as shown in Fig. 3.2.
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Figure 3.2: Mounted atomizing nozzle with scattered light at the jet exit from the laser (blue) and
from the alignment laser on the telescope (red)

The diameters of the water droplets listed in the nozzle specifications range between
25µm and 83µm for various liquid- and air-pressure ranges. No further information on
particle size distribution and flow output is provided, so these sizes are used as estimates.
Light scattering from aerosols within this size range is described by Mie scattering, which
is defined as the interaction of light with particles with sizes in the order of or larger than
the wavelength of the incident light. The scattered intensity function for the Mie regime
is represented by a combination of Bessel and Hankel functions, and Legendre polynomials
[116–118]:



2
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∞
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X
λ
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2
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(3.9)

where IC is the scattering intensity, I0 is the incident intensity, rS is the collection distance
from the scatterer, Πn and τn are angular-dependent functions that depend on the Legendre polynomials, and an and bn are parameters that are functions of the half-integer-order
Bessel functions of the first and second kinds and the half-integer-order Hankel function of
the second kind. Due to the intricacy of these functions, the intensity profiles are generated computationally by discretizing the functions along the scattering plane, based on the
analysis in [117]. The two-dimensional scattering plane is typically considered as a valid
first-order estimate.
An analysis of the collected power relative to the particle size is carried out. This is
performed to find the smallest size within the given range that produces the highest scattering
intensity. For the analysis, the central laser wavelength of 461nm is used. The incident light
beam is considered to have a plane wavefront, a vertical polarization, and a power density of
I0 = 4.67×109 W/m2 at the laser focus based on its nominal power of 110mW and beam focus
described in Chapter 2. The surrounding medium is air at 20◦ C and 1atm. The incident
power is considered to be fully focused on the particle, which simplifies the Mie analysis.
However, due to the size difference between the focused beam dimensions of 3µm × 10µm
and the minimum particle diameter of 25µm from the nozzle, light may exhibit geometric
refraction and scattering inside the water droplets. Increased noise and intermittent loss
may be thus be experienced in the collected signal. However, since the analysis is an orderof-magnitude estimate, these effects are not incorporated in the collected power calculation.
Since scattering is collected at the telescope aperture face, the centerline collection angle
and distance are set to 90◦ and rS = 29.7cm, respectively. The total collection angle along
the scattering plane based on the aperture diameter is 14.62◦ . The collected intensity is
obtained by averaging the Mie profile over the angle range 90◦ ± 7.31◦ . This intensity is
assumed to be constant over the collection area, hence the power can be approximated by
multiplying the intensity by the aperture area. The collected power relative to the particle
sizes is shown in Fig. 3.3. A moving-average fit based on a 5-point window (range of 5µm)
is also added to incorporate the effect of polydisperse particle distributions and monitor the
overall trend.
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Figure 3.3: Collected power at telescope aperture

The Mie intensity profiles for three selected particle sizes are generated through the same
computational analysis and are shown in Fig. 3.4.

(a)

(b)

(c)

Figure 3.4: Polar Mie scattering profiles showing incident (blue arrow) and collection (red arrow)
directions for water particles with diameters of: (a)– 25µm; (b)– 57µm; (c)– 83µm

The 25µm-diameter water particles are selected for the experiments since they provide
an acceptable scattering power (3.3mW on the telescope aperture) while maintaining a small
size relative to the probe volume. In addition, the input parameters to generate this droplet
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size are listed by the manufacturer and are easily re-produced in the experiments. The
water column height (gravity head) and the input air pressure are thus set to 82cm and
60psi, respectively.
Assuming no losses in the telescope optics, the power incident on the telescope aperture
would be the same as that on the fiber connector face. The best coupling efficiency of 93.57%
between the telescope focus and the fiber from Fig. 2.9 is used, along with the fiber/chip
insertion efficiency of 10% per side from Chapter 2. Assuming no other losses in the system,
around 30.5µW would be incident on the photo-detector face. Using the Planck equation
for photon energy Eph = h̄ · c/λ, this power represents ∼ 7.08 × 1013 s−1 photons picked up
by the detector.
In addition to the scattering behavior, assessing the ability of the seed particles to follow
the air flow remains crucial. This is carried out by calculating the Stokes number for a
given flow velocity. However, the complex geometry and mixing dynamics of the inner
nozzle chamber and multi-component nature of the flow prevent the initial estimation of
the expected jet centerline velocity. Hence, an initial velocity measured with the nozzle, as
described in the experiments in later sections, is used (17.52m/s). For an average particle
diameter of DP = 25µm and an output nozzle diameter of 1.27mm, ReN = 1512, ReP =
29.76, ψ = 17.56, and StkN = 464.7. Since StkN ≫ 1, detachment from the flow stream
and a noticeable uncertainty in velocity measurements are expected. In addition, since
1000 < ReN < 3000, the flow is expected to be in the transition regime, resulting in increased
shearing effects and a smaller potential core. Despite these drawbacks, this jet flow still
demonstrates the capabilities of WGM resonators to measure velocity of aerosol-scattered
light within the potential core close to the nozzle exit, as presented in the results.
3.3. Experimental Setup
The optical arrangements presented in Chapter 2 are employed for the jet measurements.
The setup configuration is based on the angles α = 90◦ and θ = 135◦ , such that the transmitting and receiving optics are perpendicular to each other and are both oriented at 45◦
from the jet stream. The atomizing nozzle is mounted on the three-axis nano-positioning
translation stage at the focal point of the telescope. A collection funnel connected to the
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suction port of a high-power vacuum system is placed at a distance from the nozzle exit
to capture the water droplets and prevent contamination to the optics. Pigtailed resonator
chips R1 and R10 are used, with R1 set as the sensing resonator, and R10 employed as the
reference for drift correction. The FC/APC fiber connections on the R1 pigtail are connected
to the telescope focus at one end and to the PMT on the other. The 90:10 beamsplitter
pellicle employed during the FPI calibrations is also implemented in this setup. About 10%
of the laser light is directed from the output of the laser aperture into a set of mirrors and
lenses focusing into the FC/APC fiber connector constituting one side of the pigtailed R10
connections, while the other fiber end is terminated at a PMT. Both resonators and their
PMTs are placed in a sealed enclosure to limit external effects and provide both resonators
with similar reference conditions.
The external function generator tunes the laser’s wavelength with a triangular waveform.
The waveform signal is also directed through the 12-bit FPGA’s DAQ system and is used as
a reference for post-processing. The output of both resonator PMTs are similarly digitized
by the DAQ unit. A schematic of the experimental setup is illustrated in Fig. 3.5a, along
with the corresponding benchtop picture in Fig. 3.5b.
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(a)

(b)

Figure 3.5: (a)−Schematic of the jet experiment (collection funnel not shown for clarity);
(b)−Picture of the benchtop setup
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3.4. Data Collection and Processing
Signals from the function generator and the resonator PMTs are collected through a
data-acquisition system, which consists of a NI BNC-2110 terminal block connected to a NI
PXI-6115 simultaneous-sampling I/O card on-board the NI PXI-1033 FPGA. The function
generator signal is denoted as the “driver”, while those from the PMTs are considered as the
“sensing” (from R1) and “reference” (from R10) signals, respectively. The NI SignalExpress
software monitors and saves the data. The corresponding dataframes are saved as TDMS
files by SignalExpress and are post-processed in Python 3.7. Samples for typical driver,
reference, and sensing spectra over a period covering two scan cycles are presented in Fig.
3.6.

(a)

(b)
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(c)

Figure 3.6: Typical signals during an experiment: (a)−Laser driver; (b)−Reference signal;
(c)−Sensor signal

Signal data is post-processed to determine the location of the WGM dips, as well as their
time shifts due to the Doppler effect. These are then converted to wavelength shifts through
the resonator calibration constants obtained in Chapter 2, and subsequently to velocities
through Eq. 1.10 and the setup angles α and θ. The location of the WGM dips is obtained
for each positive and negative ramp of the driver signal, such that the segment shown in the
figure contains four individual measurements.
Three different signal processing approaches are used to determine the WGM shifts. Direct dip-detection, where the minimum value and its spectral location are directly detected,
has the shortest processing time. However, this technique suffers from reduced accuracy,
especially for the sensing signal where the signal-to-noise levels are low. Another method
is cross-correlation, which measures signal similarity using a convolution algorithm [103].
This approach also possesses a reduced computational requirement and generally yields an
acceptable accuracy. Despite these advantages, employing cross-correlation in these experiments requires pre-processing of the signal due to its double-sided slope, rendering it
time-consuming for the larger data sets typically collected throughout the jet measurement
runs. The third method is based on the fitting of the WGM dips with a matching CauchyLorentz function, whose minimum is then determined from the optimal fitting parameters.
Although the process is initially more taxing, it requires minimal pre-processing, offers the
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highest accuracy as it eliminates the measurement dependency on the noisy sensing signal,
and could potentially measure shifts below the linewidth of the WGM dip. Based on the jet
experiments, a WGM shift resolution of ∼ 11.7f m (or 16.5M Hz) could be achieved using the
Lorentzian fit method, corresponding to a velocity of 3.8m/s in the current system. While
this resolution may be limiting when working with velocities of around 17.52m/s, they offer
high resolutions for high-speed flows, particularly when dealing with hypersonic velocities of
∼ 20km/s typically encountered during EDL sequences.
3.5. Results
Two types of experiments are performed with the jet setup. In the first set of measurements, the jet is switched on and off in quick succession. The objective of this experiment
is to gauge the ability of the system to track large, sudden WGM shifts. In the second set,
the velocity profile is measured across the jet by laterally varying the nozzle’s position on
its translation stage. This experiment aims to check the fine-measurement capability of the
WGM resonators by slightly varying the jet’s location. The scattering plane in the vicinity
of the nozzle is thus divided into longitudinal and radial directions, as shown in Fig. 3.7.

Figure 3.7: Jet coordinates
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The laser is scanned at a rate of 2Hz over a PZT range of 10VP P . The large range is
chosen to view the WGM dips for both R1 and R10 since their spectral resonant locations
do not initially closely match. Mode-hop-free operation is ensured by adjusting the feedforward rate to −0.92mA/V and monitoring the laser behavior through its controller. The
laser current is set to 100.0mA, and the initial central PZT is set to 70.0V .
The on/off measurements are performed at the centerline of the nozzle at x/DN = 0.787.
The jet is turned on and off by switching the air supply valve. A total signal time of ∼ 3.5s
is collected by the data acquisition system, corresponding to 14 individual WGM dips. The
Doppler shifts are then determined through the Lorentz-fitting process and are converted to
velocities. A typical result for these measurements is shown in Fig. 3.8, with V representing
the streamwise mean velocity.

Figure 3.8: On/off velocity measurements

The error bars along the y axis represent the combination of uncertainties related to the
shift measurement and conversion. These represent the measurement resolution of the 12-bit
FPGA and the uncertainty related to the Lorentz fitting process described in the previous
section. The average velocity for the on/off measurements is calculated to be 17.52m/s.
59

The jet velocity profile is obtained by laterally varying the location of the nozzle centerline
through the corresponding micrometer on the translation stage. The measurement range is
determined by the level of the PMT signal, with the extents set to the signal drop-out of
the WGM dips (where the dips stop being detectable by the PMT). The jet centerline is
chosen as the location with the maximum collected intensity throughout the axis sweep. The
profile measurements are performed at x/DN = 1.5. To increase measurement accuracy and
reduce the effect of shot noise, especially at the edges of the profile, a longer integration time
is taken for each position. A total signal time of ∼ 12s is considered, corresponding to 48
WGM dips per data point. The final profile is shown in Fig. 3.9. Although some scatter is
present in the data, the potential core region at the center with uniform velocity, along with
the adjacent shearing layers, are clearly observed.

Figure 3.9: Radial profile of mean streamwise velocity at x/DN = 1.5

The error bars along x axis represent the uncertainty related to the precision of the
stage’s micrometer used in the experiment (10µm). The error bars along y axis represent the
combination of uncertainties related to the shift measurement and conversion and constitute
the same sources as those in the on/off measurements.
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The uniform flow section at x/DN = 1.5 in Fig. 3.9 is narrower than those typically
reported in the literature for axisymmetric free jets [111, 112]. It is worth noting that the
jet profile measurements are carried out using a small nozzle diameter (DN = 1.27mm),
which contributes to measurement error due to the uncertainty in the probe positioning. In
addition, as discussed in Section 3.1, the transitional flow regime and the relatively large
Stokes number may influence the width of the uniform profile, especially towards the edges
where shear mixing is more substantial. Nevertheless, the experiments demonstrate the
capability of the WGM micro-resonators to measure velocity in an aerosol flow.
To further demonstrate the capabilities of the WGM resonators, the performance of the
signal processing algorithm for shift-detection is further assessed by recording its runtimes
on a small microcontroller board. This is performed as an intermediate step towards the integration of the data acquisition and processing systems in anticipation of space-deployment
sensor packaging efforts.
A Raspberry Pi 4 (RPI) is used due to its versatility and application in CubeSat array
measurements [119, 120]. A data stream from the on/off measurement experiments with ∼
95000 samples per scan is used. Each scan corresponds to half a triangular signal (ramp) with
a 2Hz scanning rate and a 5V amplitude. This dataset is used alongside the Python-based
shift-detection algorithm. Several sample sizes are taken per scan, and the corresponding
runtimes, mean velocities, and standard deviations are obtained. The runtimes and the
standard deviations (relative to the calculated mean) are shown in Table 3.1.
Run Number
1
2
3
4

Resonator

Samples per Scan

RPI Results

R1

95000 (bench setting)

Runtime: 4min15s

R10

95000 (bench setting)

σ = 1.52m/s

R1

1900

Runtime: 4.45s

R10

1900

σ = 1.91m/s

R1

950

Runtime: 2.72s

R10

1900

σ = 2.64m/s

R1

950

Runtime: 2.61s

R10

950

σ = 3.62m/s

Table 3.1: Runtimes and velocity results for the RPI for different numbers of samples
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As shown in Table 3.1, even when only 1900 samples per scan are used for both R1 and
R10, the spread in the velocity measurements remains reasonable (σ ≤ 2). This confirms that
even without high-performance data-processing hardware, measurements may be performed
in near real-time. In addition, sub-sampling of the data, equivalent to employing a data collection system with reduced sampling capabilities, would still yield acceptable measurement
uncertainty.
In this chapter, the capabilities of the WGM micro-resonators to detect Doppler shifts
from Mie-scattered light are demonstrated. Both substantial (on/off) and small (jet profiling) shifts could be detected with these resonators. Hence, this sensor concept is feasible for
atmospheric aerosol measurements and may be extended to other types of scattering. Furthermore, the measurement method employed with these resonators allows them to be used
for other atmospheric measurements, such as temperature and species concentrations. In the
following chapter, an analysis is carried out to assess the viability of a WGM-based atmospheric sensor to conduct speed and temperature measurements through Rayleigh-Brillouin
scattering.
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Chapter 4
PERFORMANCE ANALYSIS FOR RAYLEIGH SCATTERING
The Mie-scattering measurements presented in Chapter 3 are typically applicable at
lower altitudes, particularly within the Earth’s troposphere where aerosols (particulates and
liquid droplets) are abundant. At higher altitudes, however, where aerosol concentrations
are lower, most scattering is molecular. Thus, the feasibility of employing the WGM microresonators for molecular scattering measurements of atmospheric properties, especially wind
speed and temperature, is investigated in this chapter. In particular, the expected behavior
of coherent and spontaneous Rayleigh-Brillouin scattering profiles are studied with the WGM
resonators employed as the spectral instrument. A modified mathematical scattering model
is implemented in the performance analysis of the resonators for different altitudes of Earth
and Mars atmospheres. Spectral profiles calculated from the model are compared to those
in the literature under similar conditions.
Scattering from aerosols provides significantly higher signal levels as compared to those
from molecules. Hence, measurements at higher altitudes are more challenging due to lower
optical signal levels. An analysis for photon count under various atmospheric conditions and
altitudes is carried out and added to the model. The analyses indicate that WGM-based
spectral instruments may be viable for molecular scattering measurements.
4.1. Rayleigh-Brillouin Scattering Model
Rayleigh scattering is observed when the incident light interacts with particles significantly smaller than its wavelength (atmospheric molecules in this case) [116]. The electric
field component of light causes the molecules to vibrate with the same frequency as that of
the incoming field, generating an optical dipole moment and a subsequent density perturbation wave in the gas [121–123]. The effects of the dipole force and that of molecular collisions
characterize the gas kinetic behavior.

63

The power density of the incident light plays an essential role in this phenomenon, and
must be ≪ 1015 W/m2 to avoid high-intensity interactions and electronic energy transitions
[124–127]. While this condition mostly aims to maintain the perturbative low-energy nature
of the studied molecular scattering regime, it is also used to simplify internal molecular
energy representations presented further in this chapter.
Scattering modes can be grouped into two types depending on the perturbation source.
Spontaneous scattering relies on the perturbation wave generated by the interaction of a
single incident laser beam with molecules, while coherent scattering relies on the interference pattern generated by two interacting “pump” laser beams to create the perturbation
medium. A probe beam is then directed onto the interference region to generate the coherent
scattering. Based on the target measurement application in this research, spontaneous scattering is chiefly considered due to instrument weight, volume, and power demand limitations,
but solutions for both types are obtained by the model.
The quantum Boltzmann equation derived from the Schrodinger wave equation is used to
describe the kinetic behavior for dilute gases [128]. In molecules, the energy conservation of
the internal degrees of freedom (vibrational and rotational) are also considered in addition to
that of the translational modes during collisions [122, 123, 129]. This renders the Boltzmann
equation complex and highly non-linear, and thus requires simplifying assumptions for semianalytical solutions.
A commonly-used approach in molecular scattering is based on the Wang-Chang-Uhlenbeck
(WCU) equation, which assumes a dilute gas that follows a Maxwellian behavior [122, 123,
130–134], as follows


∂
+ Vi · ∇ + a · ∇V
∂t


Fi (Vi , r, t) =

XZ

(Fo Fp − Fi Fj ) |Vi − Vj | Sijop dΩdVj3 ,

(4.1)

jop

where Vi represents the velocity vector of the first molecule in the ith state before collision,
Vj is the velocity vector of a second molecule in the j th state before collision, o and p are the
states of the first and second molecules after collision, respectively, a is the acceleration vector
of the oscillating optical dipole charge, Sijop is the collision cross-section of the molecules, dΩ is
the differential solid angle of collision interaction, and Fi , Fj , Fo , and Fp are the distribution
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functions of the ith , j th , oth , and pth states, respectively. The equation combines the effect
of the dipole force (left-hand side) and that of collisions on a molecule (right-hand side).
The dilute assumption considers that thermodynamic relaxation occurs between each
subsequent molecular collision, and the Maxwellian assumption allows the application of
spherical symmetry to the average collisional cross-section [123, 135]. The equation is further
simplified by disregarding spatial degeneracy effects [128]. Even with these simplifications,
the WCU model is still a sufficiently accurate kinetic description for most atmospheric cases,
as reported by [132, 133].
The WCU equation is reduced to an eigenvalue problem by linearizing its collision integral
terms (right-hand side of Eq. 4.1). Several solutions are presented in the literature, such as
the original “S7 model” [133], the “S6 model” [134], the “SH model” [136], the “SM model”
[137], and the updated “S7 model” [123]. The updated S7 model is taken as the basis for
the present study, with a linear system of the form
N0
AS (IS , JS ) · XS = BS (IS ) ,
kV0

(4.2)

where AS is a 7 × 7 matrix, while BS and XS are 7 × 2 matrices. The parameters N0 ,
k, and V0 are the gas number density, the angular wave vector magnitude, and the most
likely molecular speed, respectively. The ideal gas assumption may be used to calculate the
number density as
N0 = P NA /R̄T,

(4.3)

where NA is the Avogadro number, R̄ is the universal gas constant, and T and P are the
thermodynamic temperature and pressure, respectively. The angular wave vector magnitude
is found by
k = 2πn/λ,

(4.4)

where n is the refractive index of the medium. For dilute gases with n ∼ 1, Eq. 4.4 can be
approximated by k = 2π/λ. The most likely molecular speed, or mode speed, represents the
maximum value of the Maxwell-Boltzmann distribution, and can be found through
V0 =

p
2kB T /Mm ,
65

(4.5)

where kB is the Boltzmann constant, and Mm = M/NA represents the molecular mass of the
gas, where M is the molar mass of the gas.
The AS matrix is a function of IS and JS , whereas BS is a function of IS only. The IS
vectors describe the contributions of both the coherent and spontaneous scattering, whereas
the JS vectors represent the gas-dynamic parameters. The IS parameters can be obtained
by using the Maxwellian assumption applied in Hilbert space, while the JS parameters
may be determined from the Chapman-Enskog analysis [123]. Additional information on
the forms and content of the AS and BS matrices are available in Appendix A and in
[123, 133, 134, 138].
The present solution method for Eq. 4.2 is the same as that described in [123, 138],
with the exception of the calculation of the plasma dispersion function w0 , which is used
to determine IS . The IS parameters are linear combinations of the generalized plasma
dispersion functions of the form
Z

+∞ K −t2

wK (Z) =
−∞

t e
dt;
Z −t

K = 0 → 6,

(4.6)

where wK (Z) is the K th order plasma dispersion function, and Z = ξ +ı̃YS . The dimension√
less parameters in Z are ξ = ω/kV0 and YS = −nJ030 /kV0 . Here, ı̃ = −1 is the complex
unit, ω is the perturbation to incident frequency, and J030 is a gas-dynamic parameter representing the common eigenvalue, defined as
J030 = −

kV0 3
yG .
N0 2

(4.7)

The parameter yG = N0 kB T /µkV0 describes the degree of rarefaction of the gas, with µ
representing the gas shear viscosity. For K = 0, Eq. 4.6 reduces to the Faddeeva function
Z

+∞

w0 (Z) =
−∞

2

e−t
dt.
Z −t

(4.8)

In contrast to the direct computational integration approach performed in [138], a simpler
representation for w0 is used in the present model based on the complement of the complex
error function erfc (Z) [139, 140], where
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2
erfc (Z) = √
π

∞

Z

2

e−t dt.

(4.9)

Z

The Faddeeva function is then calculated as
2

w0 (Z) = −πı̃e−Z erfc (ı̃Z) .

(4.10)

The remaining dispersion functions, wK , are obtained in terms of w0 as

√



w1 = − π + Zw0 ,







w2 = Zw1 ,




√


w3 = − π + Zw2 ,
2

(4.11)




w4 = Zw3 ,




√



w5 = − 34 π + Zw4 ,






w6 = Zw5 .
The eigenvector XS contains the thermodynamic and internal energy transport contributions to the system (see Appendix A). The normalized gas density perturbation function
ν and the dimensionless internal specific heat capacity cint are used to obtain the scattering profile. The perturbation function defines the spectral profile, while the specific heat
capacity ties the excitation energy to the internal degrees of freedom of the gas.
The parameter cint is important as it also contributes to the calculation of multiple
parameters within the AS matrix. It is obtained through the analysis of the internal degrees
of freedom of molecular gases at the classical limit [141, 142]. The contribution of the
molecular degrees of freedom to the total energy is assessed. For a given number of nuclei
NT , the total number of kinetic degrees of freedom is 3NT , corresponding to modes along the
3 axes. The total energy is split into kinetic and potential components, which are assumed
statistically independent, each contributing a degree of T /2 to the total energy and 1/2 to
the total specific heat capacity. The total kinetic energy is KE = 3NT T /2, and consists of
contributions from the translational and rotational modes [141].
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The potential energy only consists of contributions from vibrational modes. The vibrational degrees of freedom are considered as harmonic oscillators with a total number of
degrees NV , such that the corresponding energy and specific heat capacity are
Evib = NV T,

(4.12)

cvib = NV .

(4.13)

and

The internal energy and specific heat capacity in molecules contain contributions from
vibrational and rotational modes
Eint = Erot /2 + Evib /2,

(4.14)

cint = crot /2 + cvib /2,

(4.15)

where the 1/2 factors are the statistical effects from both modes. The rotational portion
(Erot and crot ) is extracted from the kinetic energy by removing the translational mode
contribution of 3T /2 as
Eint =

3 (NT − 1)
NV
T+
T,
2
2

(4.16)

3 (NT − 1) NV
+
.
2
2

(4.17)

cint =

The number of vibrational degrees NV may be rewritten in terms of NT by removing the
effect of the other modes. For a general case, there are 3 translational modes and 3 rotational
modes, corresponding to the 3 coordinate axes. When molecules are axially-symmetric along
the translational direction, rotational modes reduce to 2, where

NV =



3NT − 6

General case,


3NT − 5

Axial symmetry.

(4.18)
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This yields to an internal specific heat capacity of

cint =



3 (NT − 1)

General case,


3NT − 7/2

Axial symmetry.

(4.19)

For gases where the total energy (represented by the thermodynamic temperature T )
is high enough to excite the rotational modes of the molecules, but not the vibrational
degrees of freedom, such that Evib ≫ T ≫ Erot , the temperature is much smaller than the
energy separation between the ground state and first excited state, and vibrational modes
are frozen. Thus, their contributions to Eint and cint are removed. This occurs in the case
of atmospheric N2 and O2 [131]. In addition, the axial-symmetry of both molecules reduces
the total internal energy and specific heat capacities to
Eint = Erot = T,

(4.20)

cint = 1.

(4.21)

This value of cint is used in the P7 model for N2 and O2 . These values are also employed
in [138]. For CO2 , the specific internal heat capacity depends on the excitation frequency,
with the mode speed (V0 ) tending to an asymptotic limit of 282m/s due to the freezing of
the vibrational modes at lower energies [143]. Since CO2 is an axially-symmetric molecule
[131, 144, 145], the analysis presented for N2 and O2 may be extended to this gas as well.
Therefore, the employed internal specific heat capacity for CO2 is also set as cint = 1.
The state of the gas significantly affects the distribution of scattering energy between
the elastic (central Rayleigh line) and the inelastic (Brillouin wings) portions of the spectral
profile. It is assessed by obtaining the yG -parameter [123, 138, 146]. Calculations are carried
out primarily in the range 0.2 ≤ yG ≤ 2, which corresponds to the transition phase of the
gas regime where most atmospheric measurements are performed.
The inputs to the scattering model are categorized into two types. The intrinsic inputs make up the variables used in the linear system, while the extrinsic inputs represent
properties of the system and are used to calculate the intrinsic ones. The extrinsic inputs
represent the state and thermodynamic properties under equilibrium. These include the
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temperature T , pressure P , and the thermodynamic transport properties such as the specific heat capacities cP and cV , specific heat ratio γ, shear viscosity µ, bulk viscosity µB , and
the thermal conductivity ς, the probe laser wavelength λ, the perturbation frequency ω, the
angle between the probing and collection directions α, and the molar mass of the gas M .
These input parameters use case-specific values. While this may provide close estimates
for the scattering profile under specific conditions, it is lacking in terms of applicability towards more general atmospheric applications. Therefore, in the current approach, the model
is extended with analytical and empirical expressions for the corresponding inputs taking
into account the external thermodynamic, rarefaction, and coupling effects, when available.
These effects are considered due to their significance for higher-altitude measurements of
atmospheric quantities. Altitude-based models are adapted for extrinsic inputs, when available, such as temperature and pressure models, to generalize applicability to the considered
atmospheres. Other parameters, such as the transport properties, are presented as function
of the other inputs.
The optical properties are considered first. The range of the “frequency perturbation” ω
is chosen wide enough to resolve the full Rayleigh-Brillouin spectrum to at least within its
1/e2 limits, and is thus taken as ω ∈ [−3GHz, 3GHz], which aligns with the ranges used in
[123, 138, 140]. Referring to scattering measurements in the literature [6, 15, 122, 131, 147–
150], the range for λ is taken as 300nm to 600nm.
Thermodynamic transport properties for both atmospheres (Earth and Mars) are evaluated based on the corresponding volume content. For Earth, standard atmosphere values
and empirical expressions for air are used when available. Otherwise, a volume combination
of 78.08%N2 and 20.95%O2 is used [151, 152]. Mars is chiefly (96%) CO2 [153], and can be
reliably approximated by pure CO2 gas.
Thermodynamic inputs are also affected by several parameters, such as moisture content,
especially for Earth, and molecular dissociation, especially for Mars. For Earth, the relatively
low moisture percentage, high variability of moisture content, as well as implementation
complexity of a reliable unified model, make the addition of moisture effects to the model
infeasible. For Mars, moisture content is negligible on average (210ppm [151, 152]), so its
effect is ignored in this study.
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Molecular dissociation is also important due to the introduction of partial pressures and
the effect of ions and electrons. For diatomic molecules with one considered ionization state
such as N2 and O2 , the number of dissociated ions Ne is used. For the Earth’s ionosphere
(∼ 50km to 300km), the electron number density is Ne ∼ 1012 m−3 [154]. The neutral
number density calculated for air at the Mesopause (∼ 85km) based on the standard model
is N0 ∼ 1019 m−3 [5, 6]. Therefore, since Ne /N0 ≪ 1, dissociation effects on air in the model
are ignored in this model.
Dissociation of CO2 in the Martian atmosphere is much less understood. The numerous measurements performed by orbiters and landers do not align with currently-proposed
analyses explaining CO2 dissociation without introducing significant error margins [155].
Dissociated number densities for CO are listed to be Nion ≤ 2 × 1014 m−3 at an altitude of
150km [150, 156]. No model for the atmospheric parameters at these altitudes is available.
The neutral number density at the maximum model altitude of 60km is N0 ∼ 1020 m−3 . Since
the number density of dissociated molecules is expected to increase with altitude (from exposure to a higher fraction of ionizing radiation), the dissociated number density at 150km
is compared against N0 at 60km. Again, since Nion /N0 ≪ 1, the inclusion of dissociation
effects for the Martian atmosphere in the model is also unwarranted.
The spectral response of the WGM micro-resonators and their effects on the scattering
profiles are also introduced in the model. The scattering equations, the inputs, as well as
the WGM instrumentation effects are included in the model and implemented in a Python
3 environment as part of this dissertation work. The model is denoted as the “P7” model.
The determination of the several input parameters is discussed in the following section.
4.2. Planetary Atmospheric Characteristics
4.2.1. Temperature and Pressure Formulations
Temperature and pressure are fundamental parameters that drastically change within
each section of the atmosphere. Temperature models for Earth are split into multiple layers,
following the structure presented in the updated US standard atmosphere model [5, 6].
Intermittent effects such as those from weather changes and large-scale turbulent eddies are
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not incorporated due to their modeling complexity. Temperatures are approximated by a
series of linear equations of the form
T = TH,ref + LH,T (h − hH,ref ) ,

(4.22)

where h is the altitude, LH,T is the thermal lapse rate of the atmospheric layer H, and
hH,ref and TH,ref are the altitude and temperature at the bottom of layer H, respectively.
Pressure distribution for Earth is also split into similar layers, and is determined through
the barometric formulas [5, 6]. The employed equation is based on the lapse rate LH,P .
For LH,P = 0
(

P (h) = PH,ref e

−1000g0 h−hH,ref
RTH,ref

)
.

(4.23)

For LH,P ̸= 0

P (h) = PH,ref

TH,ref

TH,ref
+ LH,P (h − hH,ref )

1000g0
 RL

H,P

.

(4.24)

where g0 = 9.81m/s2 is the reference gravitational acceleration at h = 0, R is the gas-specific
constant (R = R̄/M ), and PH,ref is the pressure at the bottom of layer H. The lapse rates
LH,T and LH,P are generally equal and differ only in the last layer.
The atmospheric layers, reference altitudes, and lapse rates are shown in Table 4.1. For
the first layer (H = 1), T0 and P0 are the reference temperature and pressure at sea level
(h = 0), respectively, and are taken as T0 = 297K and P0 = 1atm in this model. The
reference temperature TH,ref and reference pressure PH,ref for the other layers (H > 1) are
found through Eq.s 4.22−4.24.
Layer
Number H
1
2
3
4
5
6
7

Layer Altitude
Range h (km)
0 → 11km
11 → 20km
20 → 32km
32 → 47km
47 → 51km
51 → 71km
71 → 84.852km

8

84.852 → 86km

Reference Altitude
hH,ref (km)
0
11
20
32
47
51
71
84.852 for T
71 for P

Reference
Temperature TH,ref (K)
T0 = 297.0K
226.5
226.5
237.5
279.5
279.5
223.5

Reference Pressure
PH,ref (P a)
P0 = 101325P a
13647.5
3489.72
647.638
117.323
71.9466
2.13007

195.8

2.13007

Lapse Rates LH,T
and LH,P (K/km)
−6.5
0.0
1.0
2.8
0.0
−2.8
−2.0
L8,T = 0.0;
L8,P = −2.0

Table 4.1: Temperature and pressure model parameters for air, from [5, 6]
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The Martian atmosphere is still not fully understood and characterized. Its temperature
and pressure profiles are thus approximated by a series of equations fitted from data obtained
through NASA’s Mars Global Surveyor [157, 158]. The thermal profile is piece-wise defined
around h = 7km as
For h < 7km
T = 273.15 − [31 + 0.998h] .

(4.25)

T = 273.15 − [23.4 + 2.22h] .

(4.26)

For h ≥ 7km

The pressure profile is approximated by a single equation
P = 103 × 0.699e−0.09h .

(4.27)

Scattering calculations are carried out for altitude ranges where the thermodynamic
parameters are valid. For both Earth and Mars, this limit lies at the Turbopause, which
represents the limit of atmospheric turbulent mixing [159]. For Earth, the Turbopause almost
coincides with the Mesopause geometric altitude of ∼ 85km [159, 160], while the Turbopause
range for Mars lies between 60km and 140km [161], with 60km used as a conservative
estimate. The altitude limits are thus set to 0km to 85km for Earth, and 0km to 60km for
Mars, where h = 0 represents sea-level for Earth, and mean planetary elevation for Mars.
The profiles for temperatures and pressures in both atmospheres are shown in Fig. 4.1.

Figure 4.1: Temperature and pressure profiles for:(Left)−Earth; (Right)−Mars
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The average temperatures based on Eq.s 4.22−4.27 for the altitude ranges in the figure
are expected to be around 196K to 300K for Earth and around 117K to 242K for Mars.
Pressures are expected to range from 1P a to 101kP a for Earth and from 3.16P a to 700P a
for Mars. Therefore, the validity of transport, optical, and kinetic parameters are assessed
with these ranges, where available.
4.2.2. Gas Transport Parameters
The transport parameters used in the model are the specific heat capacities cP and cV ,
their adiabatic ratio γ = cP /cV , the shear and bulk viscosities µ and µB , and the thermal
conductivity ς.
4.2.2.1. Specific Heat Capacity
The isobaric specific heat capacity cP is commonly used in thermal measurements. Hence,
empirical formulations for it are obtained in terms of the temperature T [5, 6, 45, 162, 163].
For air, cP is approximated as a least-squares estimation as a function of T [45], and is valid
for temperatures ranging from 200K up to 1000K as


cP = R a1 T −2 + a2 T −1 + a3 + a4 T + a5 T 2 + a6 T 3 + a7 T 4 ,
where the a parameters are given by
Parameter a

Value

a1

1.00995016 × 104 K 3

a2

−1.96827561 × 102 K 2

a3

5.00915511K

a4

−5.76101373 × 10−3

a5

1.06685993 × 10−5 K −1

a6

−7.94029797 × 10−9 K −2

a7

2.18523191 × 10−12 K −3

Table 4.2: Empirical parameters used in Eq. 4.28
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(4.28)

A similar approach is used for CO2 gas through a 6th -order polynomial approximation
[162]:
c P = b1 + b2 T + b3 T 2 + b4 T 3 + b5 T 4 + b6 T 5 + b 7 T 6 ,

(4.29)

where the b factors are defined as
Parameter b

Value

b1

678.012J · kg −1 · K −1

b2

−0.390396J · kg −1 · K −2

b3

6.23594 × 10−3 J · kg −1 · K −3

b4

−1.3596256 × 10−5 J · kg −1 · K −4

b5

1.3942973 × 10−8 J · kg −1 · K −5

b6

−7.036 × 10−12 J · kg −1 · K −6

b7

1.40115 × 10−15 J · kg −1 · K −7

Table 4.3: Empirical parameters used in Eq. 4.29

The isochoric specific heat capacity is found through the thermodynamic equation cV =
cP − R, and the specific heat capacity ratio is defined as γ = cP /cV .
4.2.2.2. Shear Viscosity
Shear viscosity is calculated through Sutherland’s law for pure and non-reacting gases
[131, 164]:

µ = µref

T
Tref

 32

Tref + S
,
T +S

(4.30)

where µref is the reference shear viscosity at the reference temperature Tref , and S is the
Sutherland constant specific to the gas. These parameters are found through [165, 166]:
Air

CO2

µref

1.716 × 10−5

1.473 × 10−5

Tref

273.15

293.15

S

110.4

244

Table 4.4: Constants for Sutherland’s law for air and CO2

Sutherland’s law for air is valid for temperature ranges from 170K to 1900K within a 2%
error margin [165, 167]. For CO2 , temperature validity ranges from 216.52K to 1100K [168].
75

Pressure validity for both gases ranges from 0.01atm to 100atm [167]. In the upper layers
of both atmospheres, temperatures and pressures drop below the limits of Sutherland’s law.
Under these conditions, rarefaction effects are considered, and kinetic equations for the shear
viscosity are employed instead [169]:
1
µ = N0 V̄ Mm Λ,
3

(4.31)

where Λ is the mean-free path, and V̄ is the average molecular speed. The mean-free path
P
for gas mixtures is estimated through the additive property, such that Λ = ni=1 χi Λi , with
χi representing constituent volume fraction, and Λi =

1√
.
N0 Γ 2

The variable Γ is the collision

cross-section for a single molecule. Referring to the spherical-symmetry collision assumption
in the P7 model, Γ may be approximated by assuming the molecules are elastic, hard-shelled,
2
[124, 170]. The average molecular
and spherical, with diameter DM , such that Γ = πDM
q
speed is found from V̄ = π8 · kMBmT [169].

4.2.2.3. Bulk Viscosity
Bulk viscosity µB is more complex to define compared to other parameters since it depends on energy exchanges between internal modes through molecular collisions [124, 131,
144, 171]. The bulk viscosity is generally a temperature and wavelength dependent parameter. In atomic gases, bulk viscosity is zero due to the absence of internal degrees of freedom.
However, for molecular gases, this is no longer valid due to the internal asymmetry, presence of vibrational and rotational energies, and molecular relaxation [172, 173]. Gas-specific
ratios for N2 , O2 , and CO2 have been estimated through acoustic perturbation experiments
at ultrasonic frequencies (∼ 1M Hz) [172, 174, 175]. However, the higher perturbation frequencies experienced during optical scattering (∼ 1GHz) require different representations
for increased accuracy [131].
For air, a temperature-dependent least-squares fit from spontaneous scattering measurements is used to estimate bulk viscosity [124, 131, 134, 149, 176]:
µB = µ0B + ΓB · T,
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(4.32)

where µ0B is the reference bulk viscosity, and ΓB is the thermal slope describing the change
of µB with temperature. Based on the measurements in [131], these parameters are µ0B =
−3.15 × 10−5 kg.m−1 .s−1 and ΓB = 1.58 × 10−7 kg.m−1 s−1 .K −1 .
Equation 4.32 is based on measurements conducted at a wavelength of λ = 403nm,
and is expected to retain validity from 366nm to 403nm. It is also considered valid for
temperatures between 250K and 340K, and pressures between 60kP a and 300kP a [131].
At higher altitudes, however, these limits are no longer satisfied. Under these conditions,
the bulk viscosity is estimated by the ratios described in the acoustic experiments for dilute
gases [138, 172, 175]. Even though these ratios may not be as accurate for optical scattering
applications, they still offer valid estimates in the absence of better descriptions.
For air, which is considered as a mixture of pure non-interacting gases, the bulk viscosity
is calculated from the weighted sum of the viscosity ratios for N2 and O2 , where
 
µB
= 0.73,
µ N2

(4.33)





µB
µ


air


µB
= 0.40,
µ O2
 
 
µB
µB
= 0.73
+ 0.40
.
µ N2
µ O2

(4.34)

(4.35)

For CO2 , a different type of analysis is typically used to account for the lower excitation
threshold of vibrational modes compared to N2 and O2 [138, 144, 172]. For atmospheric
CO2 , however, vibrational modes are typically frozen, so bulk viscosity, taking into account
relaxation times and other internal modes, is found from [124, 144]:
µB = 2N0 kB T

3Nrot τrot
,
(3 + Nrot )3

(4.36)

where Nrot is the number of rotational degrees of freedom of CO2 (generally Nrot = 2 under
atmospheric conditions), and τrot is the relaxation time of the rotational modes. Relaxation
times vary between ∼ 0.2ns for a temperature of 350K and pressure of 107P a [177], ∼ 0.22ns
for a temperature of 302K [178], and ∼ 0.93ns for a temperature of 292K and varying
pressures (50.6kP a to 405.3kP a) [144]. In this case, an estimate for relaxation time is used
based on the mean of the presented values as τrot ∼ 0.45ns.
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Equation 4.36 is valid for CO2 for temperatures in the range of 250K to 350K, and
pressures in the range of 107P a to 405kP a. However, the temperature and pressure within
the Martian atmosphere are expected to go below these limits. In these cases, a similar
approach as that for air is employed, based on the viscosity ratio obtained from acoustic
measurements [138, 172]:


µB
µ


= 1000.

(4.37)

CO2

4.2.2.4. Thermal Conductivity
Thermal conductivity is determined through the Chapman-Enskog analysis for both atmospheres, and is a function of the shear viscosity µ, the isochoric specific heat capacity
cV , and the specific heat ratio γ. A modified Eucken approximation factor fEu , valid for
low-density polyatomic gases with frozen vibrational modes, is defined as [144, 175, 179]:
9
5
fEu = γ − .
4
4

(4.38)

ς = fEu · µ · cV .

(4.39)

The thermal conductivity is thus

Rarefaction drastically affects heat conduction, especially in the upper atmospheres. For
conditions where the thermodynamic representation of µ is no longer valid, the kinetic model
for µ and ς is applied [169]. The rarefied conductivity is calculated by combining molecular
kinetic energy with the Fourier law for heat flux. For both gases, this can be represented by
1
ς = V̄ N0 Mm ΛcV .
3

(4.40)

The input parameters described above are used as inputs into the modified P7 algorithm.
The model is then run for a range of atmospheric and optical conditions to estimate the
spectral response of the WGM resonators to Rayleigh-scattered light. These findings are
presented in the following section.
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4.3. Performance Analysis of WGM Sensors
Once all the inputs are calculated, the effect of instrument broadening from physical
devices, such as the WGM resonators, is estimated computationally. The profiles calculated
from the P7 model presented in the previous section are combined with the spectral response
of the WGM resonators to generate the instrument-broadened scattering profile.
Measurements at high altitudes also present challenges in terms of collected light intensity
due to the reduced number of scatterers. Therefore, the photon counts for various altitudes
are also estimated in this section as part of the performance analysis of the WGM-based
measurement system.
4.3.1. Instrument Broadening
The capability of WGM micro-resonators to spectrally resolve the scattered signal is taken
as the main instrumentation effect. Since these sensors are physical devices, they inherently
experience spectral broadening, which may affect their ability to resolve the scattering profile.
This effect is evaluated by combining the WGM profile and that from the P7 model. The
spectral WGM profile can be closely estimated by a normalized Cauchy-Lorentz function, as
[180]:
LO (λ) = h
1+

1

λ−λ0 2
δλ

i,

(4.41)

where LO is the three-parameter Lorentzian function, δλ is the linewidth of the total dip/peak
related to the optical Q-factor, and λ0 is the spectral location of the dip/peak center. The
normalized Lorentz profile is then convoluted with the spectral peak generated from the
model converted into the wavelength domain. This results in
Z

∞

C7 (λ) = (R7 ∗ LO ) =

R7 (ΛL ) LO (λ − ΛL ) dΛL ,

(4.42)

−∞

where C7 (λ) is the instrument-broadened spectral profile, and R7 (λ) is the profile generated
by the P7 model (in the wavelength domain). The broadened profile is used for model validation and the estimation of Rayleigh-Brillouin scattering profiles under various atmospheric
conditions.
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4.3.2. Photon Count Analysis
Measurements at high atmospheric altitudes pose a significant challenge in optical signal
collection due to the reduced number of scattering molecules. An analysis for photon count
is thus carried out based on its altitude-dependent inputs. The detection capability of the
system may then be improved by adjusting the collection aperture, increasing exposure and
integration times, or through other factors, within certain limits.
Using the assumption of spherical symmetry to molecules, the scattering intensity from
one molecule is given by [122]:
IC =

I0 ∂σS
,
rS2 ∂Ω

(4.43)

where I0 is the incident intensity, rS is the collected distance from the scatterer, and ∂σS /∂Ω
is the differential scattering cross-section defined as
π 2 α2
∂σS
= 2 P4 sin2 ϕ.
∂Ω
3ε0 λ

(4.44)

In the equation, ε0 is the free-space (vacuum) electric permittivity, ϕ is the angle of
collection relative to the dipole vector, and αP is the polarizability. In this case, collection
is taken to be along the horizontal scattering plane with a vertically-polarized incident light,
such that ϕ = 90◦ and sin2 ϕ = 1. The polarizability is a dispersive parameter defined
through the Lorentz-Lorenz equation [181]:
αP =

3ε0 n2 − 1
.
N0 n2 + 2

(4.45)

The polarizability is assessed over various altitudes for Earth and Mars, and N0 is expected to vary with the corresponding temperatures and pressures. Therefore, the change
in the refractive index of the gas must also be considered, particularly in the expression
(n2 − 1), where this change plays an essential role in dilute gases with n ∼ 1. Therefore,
appropriate values for n have to be determined first. Atmospheric models for the refractive
indices are considered for air and CO2 .
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4.3.2.1. Index of Air
The refractive index model for air is based on the Sellmeier dispersion equation, with
temperature and pressure effects introduced through corrective terms [182]. Reference temperatures and pressures are used, such that Tnref = 273K and Pnref = 100kP a. The
dispersion formula is thus
n2air

−1=

P
Pnref

Tnref
T



B1 λ2
B2 λ2
+
λ2 − C 1 λ2 − C 2


.

(4.46)

The terms B1 , B2 , C1 , and C2 are coefficients of the Sellmeier equation, and λ is in µm.
For air, these are taken as B1 = 14926.44×10−8 , B2 = 41807.57×10−8 , C1 = 19.36×10−6 µm2 ,
and C2 = 74.34 × 10−4 µm2 [182]. Equation 4.46 is valid over a wavelength range of 400nm
to 1000nm, and over a pressure range of 5P a up to 100kP a [182].
To demonstrate the importance of the temperature and pressure effects, the polarizability
αP is calculated using Eq. 4.45 for the model for a constant index, calculated from Eq. 4.46 at
sea level, and for a variable index by using the altitude-dependent values from Eq.s 4.22–4.24
in Eq. 4.46. The polarizability for both cases, along with the number density, are shown in
Fig. 4.2.

Figure 4.2: Polarizability αP and number density N0 relative to altitude for Earth
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The figure shows that the change in the refractive index of air plays a key role in the
value of its polarizability. Therefore, the change in nair with T and P must be incorporated
into the photon count analysis for an accurate estimation within the Earth’s atmosphere.
4.3.2.2. Index of Carbon Dioxide
The refractive index of CO2 in the Martian atmosphere is not yet well characterized due
to the limited available information. Approximations for the dispersion relation are based
on empirical formulations from experiments of CO2 in air or as an isolated gas [2, 183–188].
Hence, a Sellmeier equation with five terms is used in this case [188]:

nCO2 − 1 = 1205.5 × 10−5


5.79925
0.12005
5.3334 × 10−3 4.3244 × 10−3 1.218145 × 10−4
·
+
+
+
+
,
166.175 − ν̃ 2 79.609 − ν̃ 2
56.3064 − ν̃ 2
46.0196 − ν̃ 2
0.0584738 − ν̃ 2
(4.47)
where ν̃ is the linear wavenumber in µm−1 . Equation 4.47 is valid over a wide wavelength
range of λ: 181nm to 1690nm. However, the dependence on atmospheric temperature
and pressure remains unexplored. Due to their fundamental importance in Eq. 4.45, as
highlighted in Fig. 4.2, temperature and pressure effects are added to Equation 4.45 as
corrective terms, similarly to Eq. 4.46. The reference parameters employed in the correction,
Pnref = 1atm and Tnref = 273.15K, are obtained from the experimental conditions in [188],
such that
nCO2 ,new − 1 =

P
Pnref

Tnref
(nCO2 − 1) .
T

(4.48)

This modification to Eq. 4.47 must be validated against refractive indices in the literature
under similar conditions. The indices calculated from the equation are compared to reference
data with variations in the temperature [3], pressure [3, 4], and wavelength [2], and are shown
in Fig. 4.3.
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(a)

(b)

(c)

(d)

Figure 4.3: Refractive index of CO2 compared to measurements in the literature. The markers
represent the experimental data, while the lines are the indices calculated by Eq.4.48. (a)–Index
versus wavelength, with T = 0◦ C and P = 1atm [2]; (b),(c)–Index versus (b): temperature, and
(c):pressure, with λ = 488nm [3]; (d)–Index versus pressure, with T = 293.12K and λ = 800nm [4]

As seen in Fig. 4.3, the refractive index for CO2 matches well with the references over
a wide range of wavelengths and temperatures. Even though the temperature range in the
literature (308K to 358K, [3]) is out of range of the expected conditions within the Martian
atmosphere, this comparison is used as the best order-of-magnitude validation in the absence
of additional data. A similar observation can be made for the pressure ranges in Fig. 4.3(c)
and Fig. 4.3(d), with slight offsets noted in Fig. 4.3(c). Despite these offsets, the slopes
between the model and the reference match fairly well. Therefore, Eq. 4.48 may be used in
the model to estimate nCO2 for multiple conditions within the Martian atmosphere.
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The polarizability and the differential scattering cross-section can now be calculated.
The power collected from a single scattering molecule is found by integrating IC over the
collection area AS , where
Z
IC dA.

PS =

(4.49)

AS

The collection solid angle can be defined in terms of the area, such that ΩS = AS /rS2 and
dΩ = dA/rS2 . The collection area is represented by the base of the optical cone receiving the
light, as illustrated in Fig. 4.4.

Figure 4.4: Collection light cone with two-dimensional sections

The angle θC = tan−1 (DC /2fC ) in the figure is the collection half-angle set by the
receiving optics, where fC is the focal distance of the collection optic (equal to rS in Eq.
4.43), and DC is the diameter of the optical aperture. The angles Θ and Ψ may be used to
define the differential collection angle dΩ, where
dΩ = sin ΘdΘdΨ.

(4.50)

The scattered power may thus be written as
Z

dσS
dΩ =
PS =
I0
dΩ
ΩS

2π

Z

Z

θC

I0
0
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0

dσS
sin ΘdΘdΨ.
dΩ

(4.51)

The total power can be characterized as the sum of individual scattering powers due to
the random molecular motion, which randomizes the scattering intensity. The differential
scattering cross-section in this case is taken to be independent of the angles Θ, Ψ, and the
solid angle Ω. In a perfectly-transmitting environment, the total power is thus given by
dσS
PS = I0 N0 ∀
dΩ

Z

2π

Z

θC

sin ΘdΘdΨ = 2πI0 N0 ∀
0

0

dσS
(1 − cos θC ) .
dΩ

(4.52)

where ∀ is the collection probe volume. In this study, it is represented by the telescope focus
within its depth-of-focus limits. The shape of the beam profile is described by a hyperboloid
of one sheet, as shown in Fig. 4.5.

Figure 4.5: Left–Three-dimensional probe volume with slice plane (blue); Right–Cross-section along
the slice plane

The beam waist for a circular beam along the collection direction z is defined as [189]:
s
 2
z
W (z) = W0 1 +
,
(4.53)
zR
where W0 is the beam waist at the focus (W0 = 2µm in this study), and zR is the depth-offocus distance, or Rayleigh length, calculated from
zR =

πW02 n
.
λ
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(4.54)

Following Cavalieri’s principle, the volume of the hyperboloid within the depth-of-focus
limit is
Z

zR

∀=

Z
AT dz = 2

−zR

zR

"
W02 1 +



0

z
zR

2 #

4
dz = W02 zR .
3

(4.55)

This analysis essentially shows that for the envisioned optical setup and for an orderof-magnitude photon count analysis, the volume can be simply taken as that of a cylinder
with the beam waist as the diameter and the depth-of-focus as the height, as shown by the
collection optics.
Once the total power is calculated, the total number of collected photons is obtained by
comparing the energy extracted from this power over a time window to that of an individual
photon. The energy per photon is defined through the Planck equation
Nph = h̄c/λ.

(4.56)

The collection time window is used to convert the total scattered power into energy as
Etotal = Ptotal · τC ,

(4.57)

where τC is the desired time collection window. The total number of collected photons per
window τC can therefore be found from
Nph = Etotal /Eph .

(4.58)

4.3.3. Results
Spectral profiles for both spontaneous and coherent scattering are generated by the P7
model. The coherent results are compared to those presented in the reference S7 model under
similar conditions [123, 144]. The temperature, wavelength, and scattering angles used in
the comparison are T = 292K, λ = 532nm, and α = 178◦ , respectively. The profiles for
the P7 model are generated for air and CO2 . While some of the input parameters for air
consider the individual contributions from N2 and O2 , most atmospheric parameters are only
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available for air as a mixture. The S7 model, on the other hand, handles N2 , O2 , and CO2
separately. Since air is taken as 78.1%N2 , air from the P7 model is thus compared against
N2 from the S7 model as a best available estimate. The results are shown in Fig. 4.6 for
air/N2 , and in Fig. 4.7 for CO2 .

(a)

(b)

(c)

(d)

Figure 4.6: Comparison of spectral profiles under similar conditions for air from the P7 model
(green) to N2 from the S7 model (red)
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(a)

(b)

(c)

(d)

Figure 4.7: Comparison of spectral profiles for CO2 between the P7 model (green) and the S7
model (red)

The spectral profiles between the P7 model and the reference match well for both gases,
particularly at lower pressures and yG values. At higher pressures, the central Rayleigh peak
is less defined in the P7 model, and slight deviations are noticed in the spectral location of
the Brillouin side wings, particularly in the case of air/N2 . This may be attributed to several
factors, such as the contribution of O2 , the different definitions for the extrinsic inputs, and
the modified definition of the plasma dispersion function. Nevertheless, the profiles from the
two models agree well and the P7 model may therefore be used for Rayleigh-Brillouin profile
estimations in both atmospheres.
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The feasibility of using WGM micro-resonators for molecular scattering measurements
is studied next. The scattering profiles and the corresponding photon counts under various
conditions are estimated in both atmospheres. The scattering mode chosen is spontaneous
due to its preference and application in airborne platforms. The wavelength is set to λ =
461nm, and the collection angle is α = 180◦ for a full backscatter. The Mie scattering setup
in Chapter 3 is not expected to be optimal for photon collection from molecular scattering.
The laser power and collection optics are thus chosen based on LiDAR systems from the
literature [15, 22, 55, 122, 131, 157, 190]. The parameters are set to Plaser = 1W (for a
continuous-wave laser), DC = 0.30m, and fC = 0.30m. The collection time window is set to
10s since the laser light is taken as a continuous-wave beam.
The effect of instrument broadening from the WGM resonators is incorporated in the
analysis. Two values for Q are used. The first is the Q-factor of the sensing resonator (R1)
used in the aerosol experiments in Chapter 3, with Q = 4 × 105 , with its profile shown as
the dotted green line in Fig. 4.8a. The second is based on the highest measured Q-factor for
the micro-fabricated ring resonators in the lab, with Q = 107 , with its profile shown in Fig.
4.8a [94, 101]. The scattering profiles for these linewidths are shown in Fig. 4.8 for Earth
and in Fig. 4.9 for Mars, along with the unbroadened profiles for reference.

(a)

(b)
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(c)

(d)

Figure 4.8: Spontaneous scattering profiles for air at altitudes of: (a) h = 0km (sea level); (b)
h = 20km; (c) h = 50km; (d) h = 75km

(a)

(b)

(c)

(d)

Figure 4.9: Spontaneous scattering profiles for CO2 at altitudes of: (a) h = 0km (mean planetary
level); (b) h = 10km; (c) h = 20km; (d) h = 50km
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The profiles in Fig.s 4.8 and 4.9 show that the WGM micro-resonators can be effectively
used to discern the Rayleigh scattering profiles at different altitudes of Earth and Mars.
In addition, if resonators with high Q-factors (∼ 107 ) are used, no deconvolution of the
instrument broadening is required for the measured spectra. Integrated ring resonators with
these Q-factors have recently been demonstrated in [94, 101]. The scattering profiles shown
in the above figures may be used for both temperature measurements (thermal broadening)
and for velocity measurements (Doppler shift). However, it should be noted that thermal
broadening affects the resolutions of velocity measurement due to the change in the profile
linewidth. This means that temperature may also be measured alongside wind speed when
some prior information about the gas is known at the expense of velocity resolution.
Compared to the calculated velocity resolution of 3.8m/s for the aerosol measurements
with a Q = 4 × 105 , the expected velocity resolutions for the molecular scattering profiles
varies between 5.9m/s and 4.0m/s for Earth (from h = 0km to h = 75km), and between
3.5m/s and 2.8m/s for Mars (from h = 0km to h = 50km) for a Q-factor of 107 and a laser
wavelength λ = 461nm. These resolutions are calculated based on the linewidth, similarly
to the analysis for the Lorentz function fitting in Chapter 3. These resolutions depend on
the application, but they are remain high enough to accurately resolve velocities during the
hypersonic entry phase of EDL sequences (20km/s), which constitute the initial research
motivation.
The corresponding photon counts (Nph ) and signal-to-noise ratio (SN R =

p
Nph ) are

presented in Tables 4.5 and 4.6. The values in Table 4.5 represent the number of photons
incident on the collection aperture, while those in Table 4.6 are the final number of photons
collected at the face of the photo-multiplier. For these estimates, coupling efficiencies similar
to those presented in Chapter 2 are used.
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Earth

Mars

Altitude (km)

Nph

SNR

Altitude (km)

Nph

SNR

0

4.76 × 108

2.18 × 104

0

1.12 × 107

3.35 × 103

20

2.16 × 107

4.65 × 103

10

4.85 × 106

2.20 × 103

50

4.06 × 105

637

20

2.18 × 106

1.48 × 103

75

7.40 × 103

86

50

2.17 × 105

465

Table 4.5: Ideal photon count for both atmospheres at collection aperture

Earth

Mars

Altitude (km)

Nph

SNR

Altitude (km)

Nph

0

4.45 × 106

2.11 × 103

0

1.05 × 105

324

4

5

SNR

20

2.02 × 10

449

10

4.54 × 10

213

50

3.80 × 103

61

20

2.04 × 104

142

75

69

8

50

2.03 × 103

45

Table 4.6: Expected photon count for current system at the photo-detector face

The data in Table 4.5 shows that the signal-to-noise ratio is sufficiently high at the
telescope aperture for most of the cases considered. However, the coupling losses, particularly
in the fiber-chip insertion and collection, need to be addressed to increase the number of
photons incident on the photo-detector, especially at higher altitudes, as highlighted by the
data in Table 4.6. Overall, the results verify the capabilities of the WGM resonators as
spectral instruments for Rayleigh scattering measurements within both atmospheres, with
some expected modifications to the system.
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Chapter 5
CONCLUSIONS
In this dissertation, an optical micro-resonator sensor concept for speed measurement
was investigated. The application envisioned for this class of sensors was based in a significant part on NASA’s EDL requirements for planetary missions, particularly for Mars.
Computational and experimental analyses were carried out to determine the viability of the
sensor concept.
In the experimental phase of this study, an optical benchtop setup was developed, and
micro-fabricated WGM ring resonators were calibrated. Proof-of-concept experiments were
then conducted to measure the streamwise velocity in the near-field of an aerosol jet. The
experiments demonstrated the capability of the micro-resonators to record both gradual
and large Doppler shifts from the jet. A post-processing algorithm was used to convert
these wavelength shifts to velocity with a minimum shift resolution of 11.7f m (16.5M Hz),
corresponding to a velocity resolution of ∼ 3.8m/s. While this resolution may be limiting
when working with velocities of around 17.52m/s, they offer high resolutions when dealing
with the hypersonic velocities of ∼ 20km/s typically encountered during EDL sequences,
which represent the initial motivation of this research.
A performance analysis of the resonators was also carried out for molecular scattering in
the Rayleigh-Brillouin regime to assess the applicability of the sensor concept in gases with
little to no aerosol content. In this regime, expected signal levels would be several orders
of magnitude smaller than aerosol scattering, and thermal broadening effects on the signal
would be significant. A modified mathematical model was developed to estimate the scattering profiles over multiple altitude ranges of both Earth and Mars atmospheres. The effect
of the WGM Q-factors on the scattering profile was accounted for in the form of instrument
broadening, and an analysis of the expected photon count was performed. The results showed
that the presented model agrees well with that found in the literature. Therefore, it could
be reliably used to assess the performance of the WGM-based sensor concept for aerosol93

free atmospheres. The calculations indicated that for resonators with optical Q-factors in
the order of 107 , no discernible instrument broadening is experienced. Overall, the results
showed that the micro-resonators may be used for molecular-based measurements in both
atmospheres, with some limitations at very higher altitudes due to the insufficient number
of scatterers (molecules) and excessively long sampling time windows, even with the absence
of background noise.
While the main motivation for this effort stems from NASA’s EDL requirements for speed
measurement, this sensor concept may be extended to a wide range of measurements, such
as temperature and chemical species detections. Temperature profiles may be measured by
leveraging the thermal broadening of the WGM resonances, while species characterization
may be performed by tuning the WGMs to specific spectral absorption lines.
Several advancements can be made to the current benchtop system to meet the requirements for planetary atmosphere measurements. Improvements to the current optics, including the laser, the lenses, and the resonators can all be realized. The bulky free-space laser
may be exchanged for a fiber-based unit, such as a tunable distributed-feedback diode or a
broadband on-chip laser. In addition, exchanging the continuous-wave laser with a pulsed
system, typically employed in LiDAR applications, would substantially reduce energy requirements and collection times, thereby suppressing background noise while maintaining
high scattering intensity levels.
The optical system used in the experiments consisted of free-standing components for
light transmission and collection. This system may be considerably improved by integrating
the optics and consolidating the system in a fashion similar to a Cassegrain telescope configuration. Improving the telescope-fiber interface through grating-based couplers would decrease misalignment susceptibility and improve light collection performance. A full backscatter (monostatic) configuration, with pulsed lasers for spatial resolution and ranging, would
also contribute to an improved velocity measurement resolution by increasing the detected
shifts.
The Q-factors of the ring resonators used in the jet experiments were modest compared to
typical WGM sensors due to their small diameters. Employing larger resonators (∅ ∼ 25mm)
would increase these factors dramatically, further improve measurement resolutions, and
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suppress instrument broadening effects. In addition, the second resonator and its optics
may be eliminated by employing a self-referencing configuration with a single resonator.
This would remove the calibration requirement for an additional resonator and increase
measurement robustness. Integrating the link between the proposed collection grating and
the resonators would eliminate fiber coupling and substantially cut down on insertion losses.
Furthermore, tuning the resonators (for example, via mechanical strain) instead of the input
laser light to obtain the WGM spectra would greatly simplify the optical configuration by
enabling the use of a fixed-wavelength laser. In fact, with the high variability in velocity,
especially during atmospheric entry (large shifts from zero to hypersonic), the tunability
ranges of high-power scanning lasers would not be enough to resolve these large shifts.
Overall, the exceptional spectral filtering capabilities of these resonators, along with the
proposed improvements, would allow them to be extended to a wide variety of applications.
The encouraging results of this study also bring forth the possibility of using such systems
in aerodynamic ground testing. Specifically, the proposed measurement approach can be used
in wind tunnels ranging from subsonic to hypersonic. One particular application of interest
is the study of boundary layers. Few, if any, measurement methods are currently available
that can be simply and reliably applied for measurements of temperature and velocity in
thin boundary layers, such as those in hypersonic flows. The compact nature of the system
would also allow integrating the instrumentation directly into the tested apparatus. As such,
spatially-resolved measurements of the velocity and temperature can be made. Knowledge
of these quantities would improve the quantification of heat transfer processes to gain both
direct knowledge and input for model validation.
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Appendix A
SCATTERING MODEL - ADDITIONAL INFORMATION
The P7 model for Rayleigh-Brillouin scattering presented in Chapter 4 utilizes a linearized
kinetic system based on the Wang-Chang-Uhlenbeck (WCU) equation [123]. The WCU
satisfies mass, momentum, and total energy conservation, but requires further reduction to
be solvable. To linearize the system, linear deviations in the number density, macroscopic
flow velocity, pressure tensor, translational temperature, internal temperature, translational
heat flux, and internal heat flux are introduced in their respective equilibrium equations
during collisions. The corresponding distribution functions are used to transform the energy
conservation equations into Hilbert space, resulting in a collision operator matrix, which is
split into elastic and inelastic collision counterparts.
The eigenvectors and eigenvalues for the elastic components are found by applying the
Maxwell force law between two colliding molecules to generate the gas-dynamic parameters
JS . Collision models from the literature for elastic and inelastic collisions are then implemented along with space-time Fourier transforms to generate the linear system of the form
[123]:
N0
AS (IS , JS ) · XS = BS (IS ) ,
kV0

(A.1)

where AS is a 7 × 7 matrix, while BS and XS are 7 × 2 matrices. The parameters N0 , k,
and V0 are the gas number density, the angular wave vector magnitude, and the most likely
molecular speed, respectively, found through Eq.s 4.3−4.5.
The AS matrix is a diagonalized function of the IS and JS parameters. The IS parameters
are linear combinations of the generalized plasma dispersion functions defined through Eq.s
4.10−4.11. The AS matrix, along with its corresponding IS , are shown on the following
page.
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The remaining IS parameters can be defined through symmetry relations for diagonalized
matrices, such that
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The JS parameters represent the gas-dynamic quantities determined through the ChapmanEnskog analysis and through matrix symmetry relations. They are functions of the yG parameter, cint , the internal relaxation number Rint , and the Eucken factor fu , where
Rint =

3µB (1.5 + cint )
,
2µ
cint

(A.5)

and
fu =

Mm ς
.
µkB (1.5 + cint )

(A.6)

The equations for JS are thus
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3 G N0 3/2+cint −1+ 4 fu (3/2+cint )+ cint fu
15
3R
int

The eigenvector XS includes the solutions to the perturbation equations for both spontaneous and coherent scattering modes, and is of the form
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(A.8)

where ν is the gas density perturbation, Vz is the macroscopic flow velocity along z-axis
(light propagation direction), qtr,z is the translational heat flux along z-axis, Πzz is the
first-order pressure tensor component of the density perturbation wave along z-axis, τtr is
the translational temperature along z-axis, τint is the internal temperature along z-axis,
cint is the dimensionless internal specific heat capacity, and qint,z is the internal heat flux
along the z-axis. The subscripts SP T and COH represent the solutions for spontaneous
and coherent scattering, respectively. The perturbation function is used to generated the
scattering profile, and the solution for spontaneous scattering is νSP T = 2 × IR {ν}, while
for coherent scattering νCOH = ν · ν̄.
The BS matrix constitutes the right-hand-side of the system with contributions from
both scattering modes, as

BS =



BSP T BCOH ,
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(A.9)

such that
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These parameters are used in the P7 Model to generate and solve the linear system for
the spectral profile. For a more detailed analysis of the parameters and the linearization,
the reader is referred to the initial models in [123, 133, 134, 138].
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Appendix B
P7 MODEL CODE
The P7 Model presented in Chapter 4 is implemented in Python 3. The corresponding
script is presented in this appendix.
# -*- coding: utf-8 -*"""
Created on Wed Sep 30 13:58:12 2020
Model Last Modified on Thu Mar 31 18:50:00 2022
Development of the P7 Model for Spontaneous Rayleigh-Brillouin Scattering.
Basic Linearized WCU kinetic model based on S7-Pan model
@author:

Elie Ramon Salameh
esalameh@smu.edu

Created in Python 3.7.6. Latest verified in version: 3.9.7
"""
# ==============================================================================
# ==============================================================================
# Libraries:
import numpy as np # Numpy package. Utilized version: 1.18.1
from scipy import special # Used to define the ERFc function. Utilized version:
# 1.4.1
import math as mth # Standard math package. Part of the Python standard package.
import cmath as cmth # Used for complex-based analysis, mostly for linear
# systems. Part of the Python standard package.
import matplotlib.pyplot as plt # Test plotter package. Utilized version: 3.1.3
# ==============================================================================
# ==============================================================================
’’’
# ==============================================================================
#
USER MODEL INPUTS
# ==============================================================================
# ==============================================================================
Gas Definitions:
0 for Air (Earth Atmosphere)
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1 for CO2 (Martian Atmosphere)
Model Altitude Limits:
- For Earth: 0 --> 85km (Mesopause)
- For Mars: 0 --> 60km (Approximate Turbopause Minimum)
’’’
# ==============================================================================
wave = 461 # Input/probe light wavelength in nm
angle = 90 # Angle b/w incoming and collection directions in deg
Gas = 0 # Gas/Atmosphere selection
Altitude = 0 # Geometric elevation from mean sea/planetary surface level in km
Q1 = 1e7 # Maximum Q-factor of the considered probe (or resonator)
Q2 = 4e5 # Minimum Q-factor of the taken probe/resonator. Set equal to Q1 if no
# range is desired
# ==============================================================================
# Reference Properties at h0 (zero altitude): Preferable to maintain as-is:
T0 = 297 # Reference temperature in K
P0 = 101325 # Reference pressure in Pa
# ==============================================================================
# ==============================================================================
# Override Section:
Override = 0 # Overrides values for P and T with user-inputted values. For testing
# purposes only: Override = 1 initiates the override
# Override of y-parameter also added for testing
OV_y = 0 # Override for y-parameter (independent
# of 1 initiates the override
# NOTE: y override deemed not necessary for most
# were noticed to have matching y values (within
# required, but is kept purely as a testing tool

purposes
of override for T and P). A value
cases since even different models
5%). Hence, this approach is not

’’’
WARNING: Overriding values to ones out-of-range of the correlation validity for
mu, mu_b, varsig, Cp and Cv are to be done at the user’s own risk. Overriding
still requires specification of the gas, and assumes a non-rarefied state where
applicable
’’’
T_O = 292 # Override temperature in K
P_O = 1*101325 # Override pressure in Pa
y = 1.0 # Will only override if Ov_y = 1
# ==============================================================================
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# ==============================================================================
# Photon Counter Input Section:
PH_count = 1 # Photon counter enabler switch. Set to 1 to enable feature
P_0 = 0.110 # Probe power (as outputted light into the system), in W
tau_C = 10 # Selected photon collection window, or laser pulse time, in sec
W0A = 1e-5 # in m (represents the major diameter of the focus ellipse)
W0B = 3*1e-6 # in m (represents the minor diameter of the focus ellipse) - set
# equal to W0A if the focus ellipse is a circle
Af = 0.25*np.pi*W0A*W0B # Focus area in m^2
I0 = P_0/Af # Incident intensity in W/m^2
# Collection Optics: Collection optics in this case are taken as a collection
# telescope or lens with focal length fc and aperture size (diameter) of Dc
Dc = 0.0762 # Diameter of collection optics aperture, in m
fc = 0.296 # Focal length of collection optics aperture, in m
theta_c = np.arctan2(Dc/2,fc) # Collection Half-angle (in rad)
’’’
# ==============================================================================
#
NO MODIFICATION BELOW THIS LINE
# ==============================================================================
# ==============================================================================
’’’
# ==============================================================================
# Plasma Dispersion Function:
# ==============================================================================
# Definition of w0(Z): Definition of integral based on Pan2004 reference paper
# as well as Faddeeva function model (latter implemented since Pan thesis model
# is difficult to implement in python - originally in F77):
def PDF(Z,N):
# Initial w0 according to [4] and function definitions:
W0 = -np.pi*1j
# Initializing w output:
w = np.zeros(1,dtype=complex)
# If Real Part of Z goes to zero, the solve matrix becomes singular.
# this, the erf of Z is initialized to w as if Z ∈ R:
if np.real(Z) == 0:
w = cmth.exp(-Z**2)*special.erfc(np.imag(Z))

To avoid

# Making sure all points are in the upper half-plane (positive imaginary values)
if np.imag(Z)<0:
Z = np.conj(Z)
# Code is adapted into python for this purpose with some modifications
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# to suit the current model:
# Range definitions:
# N in this case is the order of truncation of the series (defaults at 16
# for the Faddeeva function, but taken as the half-range from Xi here):
M = int(0.5*N)
M2 = 2*N # Number of sampling points
K = np.arange(-N+1,N-1,1)
L = np.sqrt(M/np.sqrt(2)) # Optimal choice of L
# Variables theta and t for the equation:
theta = K*np.pi/N
t = L*np.tan(theta/2) # numpy gives the element-wise tangent
# Defining transform function:
f = np.zeros(1)
plc = np.multiply(np.exp(-t**2),(np.add(L**2,t**2)))
for j in range(len(plc)):
f = np.append(f,plc[j])
# Defining transform coefficients:
a = np.real(np.fft.fft(np.fft.fftshift(f)))/M2
a = np.flip(a[1:M]) # Reorder coefficients
zz = np.divide(np.add(L,np.multiply(1j,Z)),np.add(L,np.multiply(-1j,Z)))
# Polynomial evaluation:
p = np.polyval(a,zz)
# Evaluation of w(z):
w = np.add(np.divide(2*p,np.add(L,np.multiply(-1j,Z))**2),np.divide(1/
np.sqrt(np.pi),np.add(L,np.multiply(-1j,Z))))
# Conversion into the employed function:
w0 = np.multiply(w,W0)
return w0
# ==============================================================================
# Constants and Input Conversions:
# ==============================================================================
Pi = np.pi # Pi re-definition (to shorten naming)
sqpi=np.sqrt(Pi) # Square-root of Pi
Kb = 1.380649e-23 # Boltzmann constant in J/K
NA = 6.02214076*1e23 # Avogadro’s number
c = 299792458 # Speed of light in vacuum, in m/s
R = NA*Kb # Universal gas constant in J/K.mol
H = 6.62607015*1e-34 # Planck’s constant in J.s
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EPS_0 = 8.8541878128*1e-12 # Vacuum permittivity in Farad/m
AN = angle # Useful for plotting later on
angle = angle*(Pi/180) # Conversion from deg to rad
wave = wave*1e-9 # Conversion of wavelength from nm to m
# ==============================================================================
# Reference Gravitational Acceleration for Pressure Calculation:
# ==============================================================================
if Gas == 0:
g0 = 9.80665 # Reference gravitational acceleration in m/s^2
#(at zero altitude-mean sea level)
if Gas == 1: # Not used for any calculations, but is present as a reference
g0 = 3.711 # Reference average gravity at zero altitude on Mars (ignoring
# seasonal changes and other complex interactions) in m/s^2
#
#
#
#
#
#
#
#
#
#
#
#
#

==============================================================================
Model Definitions for T and P with altitude:
==============================================================================
Terran temperature profiles vary within the atmosphere. Since the altitude limit
is set to 86km (Mesopause), the Troposphere, the Stratosphere, and the Mesosphere
profiles are to be obtained: Reference the 1976 U.S Standard Atmosphere model
for thermal profiles (geopotential height used for elevations up to 86km):
From US Standard Model, the kinetic temperatures are approximated by a series
of linear equations as follows: Tm = Tm,b + Lm,b * (h - hb)
In the above equation, b is the index corresponding to the layer (7 total); Lm,b is
the slope of the corresponding layer (denoted as the molecular-scale temperature
gradient), Tm,b is the initial temperature (taken from the end of previous layer),
and hb is the reference height (from previous layer as well)

# Pressure definitions for Terran atmosphere valid from sea level to
#(geometric) or about 84.852km (geopotential/gravity-adjusted):

86km

if Gas == 0:
# Utilizing same ranges as for the pressure (lb), all temperatures in K
# Reference is taken at altitude h0:
M = 0.02897 # Molar Mass of Air in kg/mole
Rair = R/M # Air-specific gas constant
Alt = [11,20,32,47,51,71,84.8520,86] # Altitude limits for comparison and
# assignment of Lmb:
hb = [0,11,20,32,47,51,71,84.8520] # Reference height in equations, in km
Lmb_T = [-6.5,0,1,2.8,0,-2.8,-2,0] # Thermal lapse rate for the different
# layers in K/km
Lmb_P = [-6.5,0,1,2.8,0,-2.8,-2,-2] # Pressure lapse rate for the layers in K/km
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Tmb = T0 # Defining the reference for the first layer as T0, in K
Pmb = P0 # Defining the reference for the first layer as P0, in Pa
for Tran in range(len(Alt)):
if Altitude <= Alt[Tran]:
T = Tmb + Lmb_T[Tran]*(Altitude - hb[Tran])
# Final barometric formula:
# For Non-Zero Time-lapse rate:
if Lmb_P[Tran] != 0:
P = Pmb*(Tmb/(Tmb+Lmb_P[Tran]*(Altitude-hb[Tran])))**(1e3*g0/
(Rair*Lmb_P[Tran])) # in Pa
# For Zero Time-Lapse rate:
if Lmb_P[Tran] == 0:
P = Pmb*np.exp(-1e3*g0*(Altitude-hb[Tran])/(Rair*Tmb))
break
else:
Tmb = Tmb + Lmb_T[Tran]*(hb[Tran+1] - hb[Tran]) # Updated definition
# for reference temperature
# For reference pressure: Applying barometric equation at reference
# altitude:
# For Non-Zero Time-lapse rate:
if Lmb_P[Tran] != 0:
Pmb = Pmb*(Tmb/(Tmb+Lmb_P[Tran]*(hb[Tran+1]-hb[Tran])))**(1e3*
g0/(Rair*Lmb_P[Tran])) # in Pa
# For Zero Time-Lapse rate:
if Lmb_P[Tran] == 0:
Pmb = Pmb*np.exp(-1e3*g0*(hb[Tran+1]-hb[Tran])/(Rair*Tmb))

# The temperature and pressure profiles are much simpler for Mars, as approximate
# empirical profiles split piece-wise are provided around the 7km mark:
if Gas == 1:
M = 0.0440095 # Molar Mass of CO2 in kg/mole
# Temperature formulas originally given in Celsius. Converted to K.
if Altitude < 7: # defined in km
T = 273.15 - 31-0.998*Altitude # in K
else:
T = 273.15 - 23.4-2.22*Altitude # in K
#
#
#
#
P

Martian Barometric formula:
Simple equations for Martian pressure profiles split piecewise
by altitude of 7km (only T profile changes); equations initially in kPa,
converted to Pa:
= 699*mth.exp(-0.09*Altitude) # in Pa

if Override == 1:

# Override for T and P:
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T = T_O
P = P_O
# ==============================================================================
# Gas Rarefaction:
# ==============================================================================
Prar = 1000 # In Pa. Lower limit on Sutherland’s law. Utilized as the rarefaction
# limit in both atmospheres.
Trar = 216.52 # In K. Validity limit of T for CO2 (vs 170K for air) - higher
# value used as limit
Rarefied = 0
if P < Prar or T < Trar:
Rarefied = 1 # Determines if measurement is to be done in dilute/rarefied gases
#(upper atmosphere) or further in the planet’s atmosphere (0 = Not Rarefied Gas)
#(Comparable to a Knudsen number Kn>10 condition)
if Override == 1:
Rarefied = 0

# For T and P overrides

# ==============================================================================
# Specific Transport Properties Cp and Cv:
# ==============================================================================
if Gas == 0: # Air Case
# NOTE: Cp coefficients are assumed to not be affected by gas rarefaction in
# upper Terran atmosphere, hence no dependence on pressure.
# Data from McBride’s model (1994 and 1996 model publications):
a1=1.00995016*1e4 # In K^2
a2=-1.9682756*1e2 # In K
a3=5.00915511 # No unit
a4=-5.76101373*1e-3 # In K^-1
a5=1.06685993*1e-5 # In K^-2
a6=-7.94029797*1e-9 # In K^-3
a7=2.18523191*1e-12 # In K^-4
Cp=Rair*(a1*T**(-2)+a2*T**(-1)+a3+a4*T+a5*T**2+a6*T**3+a7*T**4) # Cp Empirical
# relation in J/kg.K
if Gas == 1: # CO2 Case:
# Using CO2 - Real gas, most likely at pressure of 1atm (no Martian CO2
# capacities found as of yet):
a1=678.012 # In J/kg.K
a2=-0.390396 # In J/kg.K^2
a3=6.23594*1e-3 # In J/kg.K^3
a4=-1.3596256*1e-5 # In J/kg.K^4
a5=1.3942973*1e-8 # In J/kg.K^5
a6=-7.036*1e-12 # In J/kg.K^6

107

a7=1.40115*1e-15 # In J/kg.K^7
Cp = a1+a2*T+a3*T**2+a4*T**3+a5*T**4+a6*T**5+a7*T**6 # in J/kg.K
# Finding Cv:
Cv=Cp-R/M # Also in J/kg.K
# Adiabatic Ratio (Heat Capacity Ratio):
gamma = Cp/Cv
# ==============================================================================
# Average Number Density:
# ==============================================================================
# Ideal Gas Law taken here as an approximation:
N0 = P*NA/(R*T) # In m^-3
# ==============================================================================
# Molecular Mass:
# ==============================================================================
m_m = M/NA # In kg/molecule of gas (or kg)
# ==============================================================================
# Shear Visocity:
# ==============================================================================
# NOTE on Sutherland’s law: Validity for pressures from 0.01 to 100 atm (and 0K to
# 3000K) Validity for T ranges specifically from 170K to 1900K (within 2% error).
# These are applied for non-rarefied cases.
if Gas == 0: # Air Case: Sutherland’s Law for Air:
if Rarefied == 0:
mu_ref = 1.716*1e-5 # Reference viscosity at Tref or T0 in kg/ms
Tref = 273.15 # Reference temperature in K
S = 110.4 # Sutherland temp in K
mu = mu_ref * (T/Tref)**(3/2) * (Tref+S)/(T+S) # Dynamic vicosity in Pa.s
if Rarefied == 1: # Rarefied case
# For the rarefied cases, the kinetic definition of the viscosity in terms
# of the mean-free path and other parameters is taken:
# For air, the mixture requires the calculation of an equivalent mean
# free path depending on the combination of N2 and O2 (the primary
# considered constituents of the atmosphere) in their 78.1% and 20.9%
# corresponding compositions:
# Average kinetic diameter of N2 molecule:
Dm_N2 = 364e-12 # in m
# Average kinetic diameter of O2 molecule:
Dm_O2 = 346e-12 # in m
# Collision cross-section sigma for each molecule:
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GamN2 = Pi*Dm_N2**2
GamO2 = Pi*Dm_O2**2
# Mean-free path for each, and total:
LAMBDA_N2 = 1/(np.sqrt(2)*N0*GamN2)
LAMBDA_O2 = 1/(np.sqrt(2)*N0*GamO2)
LAMBDA = 0.781*LAMBDA_N2 + 0.209*LAMBDA_O2
# Average molecular speed:
vbar = np.sqrt(8/Pi * Kb*T/m_m)
# Shear viscosity:
mu = 1/3 *N0*vbar*m_m*LAMBDA

if Gas == 1: # CO2 Case: Sutherland’s law may also be applied to CO2 as an
# individual constituent approximating the Martian atmosphere:
# Law valid for temperature ranges from 216.52K to 1100K
# For the Martian atmosphere, the lower pressure limit of Sutherland’s law
# is valid for surface Martian pressure and slightly higher. Hence, the main
# case is the rarefied case for higher altitudes, but the general model may
# still be applied closer to the surface.
if Rarefied == 0:
# Reference for CO2 Sutherland parameters taken and converted to
# metric:
mu_ref = 1.473*1e-5 # Reference viscosity at Tref or T0 in kg/ms or Pa.s
Tref = 293.15 # Reference temperature in K
S = 244 # Sutherland temp for CO2 in K
mu = mu_ref * (T/Tref)**(3/2) * (Tref+S)/(T+S) # Dynamic vicosity in Pa.s
if Rarefied == 1: # Rarefied case
# Similar to the air case:
# Since Mars is considered to have only CO2 as the main constituent, a
# single gas will be used to get the required parameters
# Average kinetic diameter of CO2 molecule:
Dm = 330e-12 # in m
# Collision cross-section sigma:
Gamma = Pi*Dm**2
# Mean-free path:
LAMBDA = 1/(np.sqrt(2)*N0*Gamma)
# Average molecular speed:
vbar = np.sqrt(8/Pi * Kb*T/m_m)
# Shear viscosity:
mu = 1/3 *N0*vbar*m_m*LAMBDA
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# ==============================================================================
# Bulk Visocity:
# ==============================================================================
# More complex in molecular gases due to vibrational/rotational energies and
# molecular relaxation. Will be approximated by an approximate ratio that is gas
# dependent:
# Assumptions: pure gases in the dilute region:
# Scattering exhibits GHz frequencies of gas density perturbation, and thus
# analysis is performed:
if Gas == 0: # Air Case - uses the equation eta_B = eta_B,0 + Gamma*T for T b/w
# 250K and 340K and P between 60kPa and 300kPa
if T > 250 and P > 60000: # Greater than 250K and 60kPa (upper range not set
# since model caps out at atmospheric conditions)
mu_b_ref = -3.15*1e-5 # Bulk viscosity cte in kg/m.s
Gamma_B = 1.58*1e-7 # Bulk slope in kg/m.s.K
mu_b = mu_b_ref+Gamma_B*T
else:
# When T drops below that, using ultrasound ratios as ballpark estimates:
mu_b = mu * (0.781*0.73+0.209*0.4)
if Gas == 1: # CO2 case - similar logic, but equation and ranges are different:
if T > 250 and P > 107:
Nrot = 2 # Number of rotational degrees of freedom
tau_rot = 4.5*1e-10 # Rotational relaxation time in sec
mu_b = 2*N0*Kb*T*3*Nrot*tau_rot/(3+Nrot)**3 # Bulk viscosity
else:
mu_b = mu * 1000 # Representation for acoustic measurements
# ==============================================================================
# Heat Conductivity:
# ==============================================================================
if Gas == 0: # Air Case
# Employ the Chapman-Enskog approach basing on the shear viscosity nu or eta,
# and Cv:
# IMPORTANT: Rarefaction has been noted to drastically affect heat conduction.
# Since analysis is still taken within layers of the atmospheres that do not
# exhibit molecular breakdown, empirical approximations for each case may still
# be considered as valid:
if Rarefied == 0:
# In addition, since air is considered to be a non-spherically-symmetric
# molecule, Eucken approximation is employed for the numerical factor f:
f = 0.25*(9*gamma - 5) # For non-spherically-symmetric molecules
# (atmospheric mostly)
varsig = f*mu*Cv # Heat conductivity in W/m.K
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if Rarefied == 1:
# For the rarefied air case, the apparent thermal conductivity is required
# instead that may depend on density (pressure) as well, and is
# characterized by the heat conductivity ratio. Alternatively, the kinetic
# definition in combination with the Fourier law for heat flux is utilized:
varsig = 1/3 *vbar*N0*m_m*LAMBDA*Cv # Heat conductivity in W/m.K
if Gas == 1: # CO2 Case
if Rarefied == 0:
textcolorcodegray# The definition for CO2 is very similar to air:
f = 0.25*(9*gamma - 5)
varsig = f*mu*Cv # In W/m.K
if Rarefied == 1:
# This case is also defined similarly to the one for air:
varsig = 1/3 *vbar*N0*m_m*LAMBDA*Cv # Heat conductivity in W/m.K
# ==============================================================================
# Dimensionless Internal Specific Heat Capacity:
# ==============================================================================
# cint is found by assessing mode contributions at the classical limit. This
# results in cint = 1 for both cases under the taken conditions (T,P not high
# enough to excite vibrational modes in any molecule)
if Gas == 0: # Air case; since N2 and O2 both have the same cint values, the total
# remains the same
cint = 1
if Gas == 1:
cint = 1
#
#
#
#
#
#
k

# CO2 case:

==============================================================================
Angular Wave Propagation Vector:
==============================================================================
Also denoted as the interaction or gas-density wave vector:
Formula: k = 4*pi*sin(alpha/2)/lambda (no index dependence for dilute gases
with n ∼ 1):
= np.sin(angle/2)*4*Pi/wave # In m^-1

# ==============================================================================
# Reference/Max Speed-of-Sound (Max Location of Maxwell-Boltzmann Distribution):
# ==============================================================================
# Also denoted as most-likely molecular speed:
V0 = np.sqrt(2*Kb*T/m_m) # In m/s
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# ==============================================================================
# Defining Dimensionless Parameters:
# ==============================================================================
# y-parameter (same definition as y = P/(eta*k*np.sqrt(2*Kb*T/m_m)))
if OV_y == 0: # y override condition (satisfied when no override is present)
y = N0*Kb*T/(mu*k*V0) # Model-dependent
# Internal Relaxation Number:
Rint = 1.5*mu_b/mu *(1.5+cint)/cint
# Eucken Factor:
Eu = m_m*varsig/(mu*Kb*(1.5+cint))
# -Dimensionless Variable Representing Real Part of Z: Taken as the input
# range:
pmran = 5.0 # Dimensionless range
pmN = 1000 # Number of data-points for analysis
Xi = np.arange(-pmran,pmran,(2*pmran)/pmN)
# Defining Range for Wavelength Based on Xi range: Mainly for plotting
# In this case, wavelength scanning is performed such that the range of Xi ranges
# between approximately -3 and 3 (dimensionless), which is in line with what other
# studies performed:
D_lam = -1/(c/((2/wave)*np.sin(angle/2)*V0))*(pmran*wave**2) # Obtained from
# deriving the expression of Xi wrt lambda, discretizing, and re-arranging to
# obtain D_lam in terms of D_Xi:
wave_ran = np.arange(-D_lam,D_lam,2*D_lam/pmN)
wave_ran = np.multiply(wave_ran,1e12) # Conversion to pm for plotting
# ==============================================================================
# Gas-Dynamic Definitions (Jxxx Definitions through Chapman-Enskog analysis):
# ==============================================================================
# These are defined as n0/knu_0 * Jxxxyyy since the A matrix contains their
# product. As such, the above product will be defined below as NJxxxyyy,
# where N = n0/knu_0 The xxx represents the subscript, the yyy represents
# the superscript<--(not always present)
NJ020 = -y
NJ030 = -1.5*y
NJ100 = -y/(Rint)*cint/(1.5+cint)
NJ110 = -2*y/3 - 5*y/(6*Rint) *cint/(1.5+cint)
NJ011110 = -np.sqrt(5/(8*cint)) * y/Rint * cint/(1.5+cint)
NJ011 = -2*y/3 * cint/(1.5+cint) * (2/5 *(1.5+cint) + (3+cint)/(2*Rint) +
9*Eu/(16*Rint**2))/(-1 +4/15 *Eu*(1.5+cint) + cint*Eu/(3*Rint))
# It can be concluded that:
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y7 = 1.5*y
# NOTE: Referring to the definition of the plasma dispersion function, this
# parameter should ALWAYS be positive. A negative y7 = Im(z) indicates a
# fundamental flaw in the system.
# Additional NJ Definitions Used in Building the A Matrix:
NJ001 = NJ100*3/(2*cint)
NJ100001 = np.sqrt(3/(2*cint))*NJ100
# ==============================================================================
# Main Model: Looping Over Range of Xi:
# ==============================================================================
spt = [] # Defining final plotter for spontaneous case
cht = [] # Defining final plotter for coherent case
for K in range(pmN):
# ==========================================================================
# Defining the Plasma Dispersion function and the w relations:
# ==========================================================================
# The Plasma Dispersion Function in this case is a variant of the classical
# Faddeeva function (The principal value integral defining the Hilbert
# transform of the Gaussian function):
# Z here is the complex variable in the first or second quadrant.
# In this case, defined as:
Z = Xi[K] + 1j*y7
w0 = PDF(Z,pmN) # Defined through function at beginning of code
w1 = -sqpi + Z*w0
w2 = Z*w1
w3 = -sqpi/2 + Z*w2
w4 = Z*w3
w5 = -3*sqpi/4 + Z*w4
w6 = Z*w5
# ==========================================================================
# From this, defining the Ixxyy parameters: xx as subscript, yy as superscript:
# ==========================================================================
I0000 = w0/sqpi
I0202 = 2*(w0-2*w2+2*w4)/(3*sqpi)
I0001 = w1*np.sqrt(2/Pi)
I0210 = (w0+4*w2-4*w4)/(3*np.sqrt(2*Pi))
I0002 = (-w0+2*w2)/np.sqrt(3*Pi)
I0010 = (-w0+2*w2)/np.sqrt(6*Pi)
I0101 = 2*w2/sqpi
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I0211 = (-w1+8*w3-4*w5)/np.sqrt(15*Pi)
I1010 = (5*w0-4*w2+4*w4)/(6*sqpi)
I0011 = (-3*w1+2*w3)/np.sqrt(5*Pi)
I0102 = (-w1+2*w3)*np.sqrt(2/(3*Pi))
I1011 = (7*w1-8*w3+4*w5)/np.sqrt(30*Pi)
I0110 = (-w1+2*w3)/np.sqrt(3*Pi)
I0111 = (-3*w2+2*w4)*np.sqrt(2/(5*Pi))
I1111 = (13*w2-12*w4+4*w6)/(5*sqpi)
# Additional I Definitions Used in Building A Matrix:
# Since Symmetry is assumed, the terms Ixxyy are flipped to become Iyyxx and
# are set to be equal:
I0100 = I0001
I1100 = I0011
I0200 = I0002
I1000 = I0010
I1101 = I0111
I0201 = I0102
I1001 = I0110
I1102 = I0211
I1002 = I0210
I1110 = I1011

#
#
#
#
#

==========================================================================
Initialization of Linear System:
==========================================================================
Main Linear System Model:
A.X = B

#
#
#
A

==========================================================================
A-Matrix:
==========================================================================
= np.zeros((7,7),dtype=complex) # Initialized to a 7 x 7 matrix of zeros

# Row-wise definitions:
# In the following: -1/1j = + 1j and vice versa:
A[0,:] = [-NJ030*I0000 + 1j , -NJ030*I0100 , (NJ030 - NJ110)*I1100 ,
(NJ020 - NJ030)*I0200 , (NJ030 - NJ100)*I1000 , NJ100001*I1000 ,
NJ011110*I1100]
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A[1,:]

A[2,:]

A[3,:]

A[4,:]

A[5,:]
A[6,:]

#
#
#
B

= [-NJ030*I0001 , -NJ030*I0101 + 1j , (NJ030 - NJ110)*I1101 ,
(NJ020 - NJ030)*I0201 , (NJ030 - NJ100)*I1001 , NJ100001*I1001 ,
NJ011110*I1101]
= [-NJ030*I0011 , -NJ030*I0111 , (NJ030 - NJ110)*I1111 - 1j ,
(NJ020 - NJ030)*I0211 , (NJ030 - NJ100)*I1011 , NJ100001*I1011 ,
NJ011110*I1111]
= [-NJ030*I0002 , -NJ030*I0102 , (NJ030 - NJ110)*I1102 ,
(NJ020 - NJ030)*I0202 + 3j/2 , (NJ030 - NJ100)*I1002 , NJ100001*I1002 ,
NJ011110*I1102]
= [-NJ030*I0010 , -NJ030*I0110 , (NJ030 - NJ110)*I1110 ,
(NJ020 - NJ030)*I0210 ,(NJ030 - NJ100)*I1010 - 1j , NJ100001*I1010 ,
NJ011110*I1110]
= [0 , 0 , -NJ011110*I0100 , 0 , -NJ100001*I0000 , (NJ001 - NJ030)*I0000
+ 1j , (NJ011 - NJ030)*I0100]
= [0 , 0 , -NJ011110*I0101 , 0 , -NJ100001*I0001 , (NJ001 - NJ030)*I0001
, (NJ011 - NJ030)*I0101 + 1j]

==========================================================================
B-Matrix:
==========================================================================
= np.zeros((7,2),dtype=complex) # Defining the RHS as a 7 x 2 array:

# For spontaneous cases:
# Column-wise definition:
B[:,0] = np.multiply(-1/(k**2 * V0),[I0000 , I0001 , I0011 , I0002 , I0010 ,
0 , 0])
# Addition of Coherent B-Matrix Entry for Testing:
B[:,1] = np.multiply(-np.sqrt(2)/(k*V0**2),[I0100 , I0101 , I0111 , I0102 ,
I0110, 0 , 0])
# ==========================================================================
# X-Matrix: Eigenvector: To be found by solving the system. In the form:
’’’
X = (
nu
)
(
sqrt(2)*u_z
)
(
(2/sqrt(5))*q_tr,z
)
(
(1/sqrt(3))*PI_zz
)
(
sqrt(3/2)*tau_tr
)
(
sqrt(cint)*tau_int
)
( (sqrt(2/cint))*q_int,z )
’’’
# ==========================================================================
# Solving for X:
X = np.linalg.solve(A,B)
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spt.append(2*np.real(X[0,0]))
cht.append(np.multiply(X[0,1],np.conj(X[0,1])))
# ==============================================================================
# ==============================================================================
# Normalization of amplitudes to assist plotting:
spt = np.divide(np.subtract(spt,np.amin(spt)),(np.subtract(np.amax(spt),
np.amin(spt))))
cht = np.real(cht)
cht = np.divide(np.subtract(cht,np.amin(cht)),(np.subtract(np.amax(cht),
np.amin(cht))))
# Sizing both arrays to match (Required for some cases of wave_ran):
wave_ran = wave_ran[range(len(spt))]
# ==============================================================================
# ==============================================================================
# Lorentzian Function: WGM Generation:
# ==============================================================================
# The Lorentzian is utilized to approximate the profile of the WGM peak/dip given
# its FWHM:
def lorentz (x, amp, cen, sig, DC): # Lorentzian fit function
return DC + (amp) * (1/(((x-cen)/sig)**2 + 1)) # sig is the HWHM
# ==============================================================================
# Q-factor translates to a wavelength FHWM by associating it with the working
# wavelength through the equation: Q = lambda / d_lam
FWHM = wave/Q1 * 1e12 # In pm
FWHM2 = wave/Q2 * 1e12 # In pm
# Setting up parameters for Lorentzian:
DC = 0 # No offset
cen = 0 # Centered at zero pm (relative)
amp = 1 # Normalized amplitude
DC2 = 0 # No offset
cen2 = 0 # Centered at zero pm (relative)
amp2 = 1 # Normalized amplitude
# Probe Function:
Probe = lorentz(wave_ran,amp,cen,0.5*FWHM,DC)
Probe2 = lorentz(wave_ran,amp2,cen2,0.5*FWHM2,DC2) # Probe function
# ==============================================================================
# Function Convolutions:
# ==============================================================================
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# Re-order dimensions to be able to perform the convolutions for Q1 and Q2:
P7M = np.squeeze(spt) # Spontaneous scattering
P7C = np.squeeze(cht) # Coherent scattering
COVM = np.convolve(Probe,P7M,mode=’same’) # Linear convolution with ’same’ mode
# option returns array with size of wave_ran, capable to be plotted
COVC = np.convolve(Probe,P7C,mode=’same’)
COVM = np.divide(np.subtract(COVM,np.amin(COVM)),(np.subtract(np.amax(COVM),
np.amin(COVM)))) # Normalization
COVC = np.divide(np.subtract(COVC,np.amin(COVC)),(np.subtract(np.amax(COVC),
np.amin(COVC))))
COVM2 = np.convolve(Probe2,P7M,mode=’same’) # Convolution for spontaneous
COVC2 = np.convolve(Probe2,P7C,mode=’same’) # Convolution for coherent
COVM2 = np.divide(np.subtract(COVM2,np.amin(COVM2)),(np.subtract(np.amax(COVM2),
np.amin(COVM2)))) # Normalization
COVC2 = np.divide(np.subtract(COVC2,np.amin(COVC2)),(np.subtract(np.amax(COVC2),
np.amin(COVC2))))
# ==============================================================================
# ==============================================================================
# Photon Counter Section:
# ==============================================================================
if PH_count == 1: # Photon count trigger
Eph = H*c/wave # Energy in J/photon
Ac = 0.25*Pi*Dc**2 # Surface area of collection aperture, in m^2
Omega = Ac/fc**2 # Solid collection angle, in Sr (assuming collection focus
# point is the desired measurement length)
# Refractive index definitions - Dispersion formulas:
# All index definitions are based on Sellmeier empirical equations with
# temperature and pressure corrections:
if Gas == 0:
# - For Air: Sellmeier eq. with the corrective terms based on:
# > Reference temperature: Tnref = 0C = 273.15K
# > Reference pressure: Pnref = 1atm = 101325 Pa
# > Wavelength range validity: 400nm --> 1.0um
# > Temperature validity range: Not stated - will be employed for all
# Earth temperatures in the model
# > Pressure validity: Stated to be from 0.05mbar to 1bar. Should be
# valid for almost all model.
Lambda = wave*1e6 # Conversion to um to use in Air equation
Tnref = 273.15 # in K
Pnref = 100000 # in Pa
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# Sellmeier equation with air parameters:
B1 = 14926.44*1e-8 # Unitless
B2 = 41807.57*1e-8 # Unitless
C1 = 19.36*1e-6 # In um^2
C2 = 74.34*1e-6 # In um^2
n = np.sqrt(1 + (P/Pnref)*(Tnref/T)*((B1*Lambda**2)/(Lambda**2 - C1) +
(B2*Lambda**2)/(Lambda**2 - C2)))
if Gas == 1:
# - For Carbon Dioxide CO2: Similar analysis to Air, but from a
# different source. Inherently, does not have T and P dependence, so that
# is added similar to what was done with the Sellmeier equation for air.
# Validity might be affected, but due to lack of any other data
# source, this is still as long as the trend matches observations in the
# literature.
# > Reference temperature: 0C
# > Reference pressure: 1atm
# > Wavelength range validity: 187nm --> 1.69um
# > Temperature and Pressure validities: Not stated (N/A)
# Dispersion equation (fifth-order fit), wavelength in um:
Lambda = wave*1e6 # Conversion to um to use in CO2 equation
Nu_tilde = 1/Lambda # Linear wavenumber used in dispersion in um^-1
Tnref = 288.15 # in K
Pnref = 101325 # in Pa
n = 1 + (P/Pnref)*(Tnref/T)*(1205.5 * 1e-5 * ((5.79925)/(166.175Nu_tilde**2)+(0.12005)/(79.609-Nu_tilde**2)+(5.3334*1e-3)/
(56.3064-Nu_tilde**2)+(4.3244*1e-3)/(46.0196-Nu_tilde**2)+
(1.218145*1e-4)/(0.0584738-Nu_tilde**2)))
# Differential scattering cross-sections: Taking phi = 90degrees
ALPHA = 3*EPS_0/N0 * (n**2-1)/(n**2+2) # Polarizability
dSdO = (Pi*ALPHA)**2/(3*EPS_0**2 * wave**4) # Diff Scatt Cross-section
# Total scattering volume:
W0Eq = np.sqrt((2*W0A**2 * W0B**2)/(W0A**2 + W0B**2))
Vbar = 1/3 *W0A*W0B*(Pi*W0Eq**2*n)/wave
Pc = 2*Pi*I0*N0*Vbar*Omega*dSdO*(1-np.cos(theta_c))
# Number of photons per window:
Nph = Pc*tau_C/Eph
print(’The number of photons in the %s sec window is ∼%s photons’ %(tau_C,
’0:.6g’.format(np.floor(Nph))))
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# ==============================================================================
# ==============================================================================
# Sample Elevation Plots:
# ==============================================================================
# Spontaneous Scattering For Air:
if Gas == 0:
plt.figure(figsize=(6,5))
plt.plot(np.multiply(wave_ran*1e-12,c/wave**2)*1e-9,P7M,color=’tab:red’,
zorder=11,label=’No Broadening’,linewidth=3)
plt.plot(np.multiply(wave_ran*1e-12,c/wave**2)*1e-9,COVM,color=’tab:blue’,
zorder=12,label=’Q = %s’ %(’0:.2g’.format(Q1)),linewidth=2)
plt.plot(np.multiply(wave_ran*1e-12,c/wave**2)*1e-9,COVM2,color=’tab:green’,
zorder=13,label=’Q = %s’ %(’0:.2g’.format(Q2)),linewidth=2)
plt.grid(’True’)
plt.xlim(-3,3)
plt.ylim(0,1.5)
plt.xticks(fontsize=12)
plt.yticks(fontsize=12)
plt.yticks(np.arange(0,1.6,0.25))
plt.xlabel(’$\omega$(GHz)’,fontsize=14)
plt.ylabel(’Normalized Intensity’,fontsize=14)
legend_properties = ’weight’:’bold’,’size’: 11
legend = plt.legend(loc=’upper right’,ncol=1,prop=legend_properties,
columnspacing=0.5)
legend.get_frame().set_linewidth(2)
legend.get_frame().set_edgecolor(’k’)
plt.text(-2.90,1.27,’P7 Model - Air\nh = %skm’ %(’0:.2g’.format(Altitude)),
fontsize = 16,fontweight = ’bold’)
plt.savefig(’SPT_AIR_%skm.SVG’%(’0:.2g’.format(Altitude)),bbox_inches=
’tight’,pad_inches=0)
# Spontaneous Scattering For CO2:
if Gas == 1:
plt.figure(figsize=(6,5))
plt.plot(np.multiply(wave_ran*1e-12,c/wave**2)*1e-9,P7M,color=’tab:red’,
zorder=11,label=’No Broadening’,linewidth=3)
plt.plot(np.multiply(wave_ran*1e-12,c/wave**2)*1e-9,COVM,color=’tab:blue’,
zorder=12,label=’Q = %s’ %(’0:.2g’.format(Q1)),linewidth=2)
plt.plot(np.multiply(wave_ran*1e-12,c/wave**2)*1e-9,COVM2,color=’tab:green’,
zorder=13,label=’Q = %s’ %(’0:.2g’.format(Q2)),linewidth=2)
plt.grid(’True’)
plt.xlim(-3,3)
plt.ylim(0,1.5)
plt.xticks(fontsize=12)
plt.yticks(fontsize=12)
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plt.yticks(np.arange(0,1.6,0.25))
plt.xlabel(’$\omega$(GHz)’,fontsize=14)
plt.ylabel(’Normalized Intensity’,fontsize=14)
legend_properties = ’weight’:’bold’,’size’: 11
legend = plt.legend(loc=’upper right’,ncol=1,prop=legend_properties,
columnspacing=0.5)
legend.get_frame().set_linewidth(2)
legend.get_frame().set_edgecolor(’k’)
plt.text(-2.90,1.27,’P7 Model - $CO_2$\nh = %skm’ %(’0:.2g’.format(Altitude)),
fontsize = 16,fontweight = ’bold’)
plt.savefig(’SPT_CO2_%skm.SVG’%(’0:.2g’.format(Altitude)),bbox_inches=
’tight’,pad_inches=0)
#
#
#
#

==============================================================================
==============================================================================
==============================================================================
EOF
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