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Abstract
This paper deals with bisimulation quantiﬁers logic BQL, that is, the extension of propositional
dynamic logic PDLwith the so-called “bisimulation quantiﬁers”. This logic is expressively equivalent
to the -calculus (an extension of modal logic with extremal ﬁxpoints), albeit its formulas are easier
to understand. In this work we provide a complete axiomatization of BQL, based on certain normal
form results for the -calculus obtained by Janin and Walukiewicz.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we consider the logic of bisimulation quantiﬁers BQL. This is a logic
extending propositional dynamic logic PDL, by means of the bisimulation quantiﬁers: an
existential bisimulation quantiﬁer ∃˜X(X) holds in a model (M, V ) if and only if (X)
holds in a model which is bisimilar to (M, V ) with respect to the language of  minus the
variableX. In other words, ∃˜X acts like a monadic second order existential quantiﬁer, but
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allows one to look for a subset X satisfying  not only within the model, but also in other
models, provided they are bisimilar to the given one.
Bisimulation quantiﬁers were ﬁrst introduced in [9] for propositional intuitionistic logic,
and then studied in different contexts mainly as a tool for proving strong forms of the
interpolation property (see, e.g. [3,11,1]).
A logic related to BQL is (modal) -calculus, introduced in [7]. This is a logic obtained
from modal logic by adding least and greatest ﬁxpoints of monotone operators. It is known
that BQL is equivalent to the -calculus (see [1]). The most difﬁcult step of the proof is
that -calculus is closed under bisimulation quantiﬁers. This result can also be interpreted
in terms of interpolation; in fact, the closure of -calculus under bisimulation quantiﬁers
implies that the -calculus (and BQL as well) enjoys a strong form of interpolation, called
uniform interpolation.
The equivalence of BQL with the -calculus proves that BQL is able to express any
monadic second order property which is invariant under bisimulation; for example, the
wellfoundedness property is expressed by the BQL formula
¬˜∃X(X ∧∗(X →♦X)),
while a fairness property like the existence of an inﬁnite path where P holds inﬁnitely often
can be expressed by
∃˜X(X ∧∗(X →♦♦∗(X ∧ P)))
(to realize that these formulas are the right ones, just read the existential bisimulation
quantiﬁer as a standard monadic quantiﬁer: as we shall see, this is always possible provided
the property we want to express is invariant under bisimulation).
An advantage of BQL with respect to the -calculus is that the structure of formulas is
closer to natural language in the ﬁrst logic than in the second; hence BQL formulas tend
to be easier to understand than  formulas, especially when nested occurrences of ﬁxed
point operators occur: consider, e.g. the fairness property above which is expressed by the
 formula
XY ((P ∧ ♦X) ∨ ♦Y ).
The  formula is shorter, but it is not so easy for a non-specialist to ﬁnd it or even just to
check that the formula works.
Auseful feature of a logic is the existence of a natural, sound and complete axiomatization.
This exists for the -calculus: it has been proposed in [7] and it has been proved complete
in [13]. However, the existence of a natural axiom system for the -calculus does not imply
immediately that we have a natural system for the equivalent logic BQL.
In this paper we prove that there does exist a fairly natural axiomatization for BQL (by
abuse of notation we shall denote both the system and the logic by the same name). The
key idea is that an existential bisimulation quantiﬁer can be eliminated when applied to
separative formulas. We say that a BQL formula F(Y1, Y2) is separative in Y1, Y2 if it
is positive in Y1, Y2 and, whenever F(Y1, Y2) holds, then we can “separate” Y1, Y2 in a
bisimilar model in such a way that F still holds. In the BQL dialect this is expressed by the
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validity of the formula
F(Y1, Y2)→ ∃˜Y ′1˜∃Y ′2(F (Y ′1, Y ′2) ∧∗(Y ′1 → ¬Y ′2)) ∧ (Y ′1 ⇒ Y1) ∧ (Y ′2 ⇒ Y2).
For example, the formula Y1 ∧ Y2 is not separative, while Y1 ∧ ♦(Y1 ∨ Y2) is separative.
Separative formulas are related to bisimulation quantiﬁers as follows. Suppose a BQL for-
mula G(Y1) is in negation normal form and the formula F(Y1, Y2) = G[¬Y1/Y2] is sepa-
rative (where G[¬Y1/Y2] denotes the formula obtained from G by substituting the literal
¬Y1 with a new variable Y2): then one can show that ∃˜Y1G is semantically equivalent to
F [Y1/, Y2/], that is, the existential bisimulation quantiﬁer can be eliminated.Moreover,
this elimination can be proved inside the BQL system.
Separative formulas are used to prove the completeness of BQL via the -calculus and
its disjunctive formulas. There exists a natural translation of  formulas into BQL formulas,
and we shall see that BQL proves all formulas which are (translation of) valid formulas of
the -calculus. Moreover, BQL proves that (the translation of) any disjunctive formula  is
separative in Y1, Y2 provided Y1, Y2 do not appear together in any conjunction of . Using
these results, the completeness of BQL can be proved via an inverse translation from BQL
to the -calculus.
The paper is organized as follows. In Section 2 we brieﬂy introduce the -calculus. In
Section 3 we discuss the syntax and semantics of bisimulation quantiﬁers logic BQL and
compare it with the -calculus. In Section 4.1 we introduce materials needed to present, in
Section 5, an axiom system for BQL. In this section we also prove that the BQL system,
via the natural translation from  formulas to BQL formulas, is at least as strong as the
-calculus. In Section 6 we prove that the system we propose is indeed complete.
2. The -calculus
Our completeness result for BQL is based on certain properties of the -calculus, in
particular on the existence of the disjunctive normal form: here we ﬁx some notation and
recall deﬁnitions and results about this logic that we shall use in later sections.
Deﬁnition 2.1. The -calculus  is deﬁned as the least set which contains a countably
inﬁnite set of propositional constantsP , a countably inﬁnite set of variables V , and satisﬁes:
if , ∈  then ¬,∨,♦ belong to ; if X ∈ V and X occurs positively in  (i.e. if
every occurrence of X is in the scope of an even number of negations) then X. belongs
to .
The derived operators  ∧ ,→ , ↔ ,, and X. are deﬁned as usual. The
variable X is said to be bound in X., X.. Free variables in a formula are deﬁned as
usual. A sentence is a formula without free variables.
If  is a formula, then L() is deﬁned as the set of propositional constants and free
variables occurring in . We call  a modal formula if it is constructed without using the
ﬁxed point operators.
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A -calculus formula is interpreted in structures for the language {r, R} ∪ P; these are
Kripke-structures, i.e. tuples of the form
M = (DM, rM,RM,PM1 , . . .),
where DM (the domain) is a non-empty set, rM (the root) is an element of DM , RM is a
binary relation on DM , and PM1 , . . . are subsets of DM , one for each Pi ∈ P .
A structure is called a tree if for every vertex v ∈ DM there is a unique path from rM to
v. If v,w are vertexes of a tree, we say that v is an ancestor of w written v < w, if v is
different from w and lies in the path from rM to w. We say that w is a descendant of v if
v < w or v = w. We denote by Desc(A) the set of all descendants of elements of a given
set A.
Given a structureM and a valuation V : V → ℘(DM), a  formula is interpreted inM
as a subset M,V of DM , deﬁned as follows:
PM,V := PM,
XM,V := V (X),
¬M,V := DM \ M,V ,
( ∨ )M,V := M,V ∪ M,V ,
(♦)M,V := {s ∈ DM | M,V ∩ {t : sRMt} = ∅},
(X.)M,V := ⋂ {S ⊆ DM | M,V [X:=S] ⊆ S},
where V [X := S] is equal to the valuation function V except that X is assigned to S. By a
classical theorem of Tarski (see [10]) (X.)M,V is the least ﬁxed point of the monotone
operator S → M,V [X:=S].
In the following, we denote s ∈ M,V by (M, s, V ) and we may leave out the
valuation, if  is a sentence. We say that the formula  is true in the model (M, V ) if
(M, rM, V ) (also denoted simply by (M, V )). A -calculus formula is called valid
if it is true in all models.
An alternate syntax for the -calculus is obtained by substituting the ♦ operator with a
set of COVER operators, one for each natural n. For n1 these operators are deﬁned as
follows: if 1, . . . ,n are formulas, then
COVER(1, . . . ,n)
is a formula.We also allow the constant operatorCOVER(∅). Intuitively, COVER(1, . . . ,n)
means that the successors of the root are covered by 1,...,n. More formally, the COVER
operators are interpreted in a Kripke structureM as follows: COVER(∅) is true inM if and
only if the root of M does not have any successor, while (M, V )COVER(1, . . . ,n) if
and only if:
1. for all i = 1, . . . , n there exists v with (rM, v) ∈ RM and (M, v, V )i ;
2. for all v with (rM, v) ∈ RM there exists i = 1, .., n with (M, v, V )i .
If F = {F1, . . . , Fn} is a ﬁnite set of formulas, we deﬁne COVER(F) as
COVER(F1, . . . , Fn).
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We call this syntax the covers-syntax to distinguish it from the original ♦-syntax. Since
COVER(1, . . . ,n) is equivalent to
♦(1) ∧ . . . ∧ ♦(n) ∧(1 ∨ . . . ∨ n),
cover operators are deﬁnable in the♦-syntax.Conversely,♦ is equivalent toCOVER(,),
hence the diamond is deﬁnable in the covers-syntax. It follows that the -calculus obtained
from the covers-syntax is equivalent to the familiar -calculus constructed using the ♦-
syntax. In this paper we use the covers-syntax because cover operators allow us to easily
deﬁne an important class of  formulas, the disjunctive class, that we shall use in proving
the completeness of the BQL system.
Deﬁnition 2.2. (see e.g. (Janin and Walukiewicz [5])) The class of disjunctive  formulas
is the least class containing ,⊥, and non-contradictory conjunctions of literals which is
closed under:
1. disjunctions;
2. special conjunctions: if 1, . . . ,n are in the class and  is a non-contradictory con-
junction of literals, then  ∧ COVER(1, . . . ,n) is in the class;
3. ﬁxed point operators: if  is disjunctive,  does not contain X ∧  as a subformula for
any formula , and X is positive in , then X., X. are in the class.
A formula is called guarded if, for any bound occurrence of a variableX, denoting by X
(with  =  or  = ) its ﬁxpoint binding, then X is contained in a COVER which is in the
scope of X. The guarded disjunctive formulas are representative of the whole -calculus:
Theorem 2.3. (see Janin and Walukiewicz [5], Kozen [7]) Any -calculus formula
is equivalent to a guarded disjunctive one.
The semantics of the ﬁxpoints can be also calculated by ordinal approximation. Consider
modal logic with inﬁnitary conjunctions and disjunctions. In this logic, given a -calculus
ﬁxpoint formula X.F , we can deﬁne the -th ordinal approximants X.F of X.F , by
• 0X.F = ⊥;
• +1X.F = F(X.F);
• X.F =∨< X.F for  limit,
and it results in
X.F ⇔∨

X.F,
where the disjunction ranges over all ordinals.
3. Bisimulation quantiﬁers logic
The syntax of BQL is the following.
Deﬁnition 3.1. Bisimulation Quantiﬁers Logic BQL is deﬁned as the least set which con-
tains a countably inﬁnite set of propositions P , a countably inﬁnite set of variables V , and
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which satisﬁes: if F,G ∈ BQL and X ∈ V , then F ∨G, ¬F , ♦F , ♦∗F , and ∃˜XF belong
to BQL.
The additional operators∧,→,,∗ are deﬁned as usual: in particular∗F :=¬♦∗¬F ;
we also consider the strong implication F ⇒ G deﬁned as∗(F → G), the operator♦+F
deﬁned as ♦(♦∗F), and the operator +F deﬁned as (∗F). Finally, the universal
bisimulation quantiﬁer ∀˜ is deﬁned as the dual of the existential one: ∀˜XF := ¬˜∃X¬F .
The notion of a free variable of a formula F and of a sentence of BQL is deﬁned as usual.
The language L(F) of a BQL formula F is the set containing all propositional constants
and free variables of F .
The structures where sentences of BQL are interpreted have the same form as the ones
we already encountered for  sentences, i.e. they are tuples of the form
M = (DM, rM,RM,PM1 , . . .).
If M is a structure and w ∈ DM we denote by (M,w) the structure which is like M
except for the root, which is now interpreted as w.
In order to explain the semantics of bisimulation quantiﬁers we need the notion of
bisimulation.
Deﬁnition 3.2. LetM ,M ′ be structures withDM,DM ′ as respective domains. If V : V →
℘(DM) and V ′ : V → ℘(DM ′) are valuations of the variables of V inM ,M ′, respectively,
and V ′ ⊆ V , a relation Z ⊆ DM ×DM ′ is a V ′-bisimulation between (M, V ), (M ′, V ′) if:
1. rMZrM ′ ;
2. if P ∈ P , X ∈ V ′, and wZw′ then:
w ∈ PM iff w′ ∈ PM ′ ,
w ∈ V (X) iff w′ ∈ V ′(X);
3. if wZw′ and wRMv, then there exists a v′ such that w′RM ′v′ and vZv′;
4. if wZw′ and w′RM ′v′, then there exists a v such that wRMv and vZv′.
Two structures (M, V ), (M ′, V ′) areV ′-bisimilar if there exists aV ′-bisimulationbetween
them (notation: (M, V ) ∼V ′ (M ′, V ′)).
If X ∈ V we denote the existence of a V \ {X}-bisimulation between (M, V ) and
(M ′, V ′) by
(M, V ) ∼−X (M ′, V ′).
Deﬁnition 3.3. IfM is a structure for the language {r, R}∪P ,w ∈ DM , V is a valuation of
the variables inM , andF is aBQL formula, the relation (M,w, V )F is deﬁned inductively
as follows:
(M,w, V )P iff w ∈ PM ; (M,w, V )X iff w ∈ V (X);
(M,w, V )F ∨G iff (M,w, V )F or (M,w, V )G;
(M,w, V )¬F iff (M,w, V )  F ;
(M,w, V )♦F iff ∃v with wRMv and (M, v, V )F ;
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(M,w, V )♦∗F
iff
∃w0, . . . , wn with w = w0RMw1 . . . wn−1RMwn and (M,wn, V )F ;
(M,w, V )˜∃XF
iff
there exists a model (M ′, w′, V ′) with (M ′, w′, V ′) ∼−X (M,w, V ) and
(M ′, w′, V ′)F.
Notice that in the semantics of ∃˜XF we can always suppose the model (M ′, w′, V ′) to
be a tree (otherwise just unravel it to a tree).
As usual, (M,w, V )F does not depend on the valuation of the variables which are not
free in F . In particular, if F is a sentence we can leave out the valuation. If H is a formula
and (M, V ) is a structure we denote by HM,V the set {w ∈ DM : (M,w, V )H }, and
the following property is easily provable by induction: if G, H are BQL formulas and the
substitution ofH for X inG is admissible (in the sense that no free variable ofH becomes
bound after the substitution) then:
(M, V )G[X/H ] iff (M, V [X := HM,V ])G.
A formula is called a negation normal form if it is constructed from variables, proposi-
tions, negatedpropositions, andnegatedvariables byusing theoperators∨,∧,,♦,∗,♦∗
and the quantiﬁers ∃˜, ∀˜. Note that every formula is equivalent to a negation normal form.A
formula F is called positive in an atom A (which can be either a propositional constant P
or a variable X) if it is in negation normal form and ¬A never occurs in F .
The importance we give to BQL is justiﬁed by its equivalence with the -calculus:
Theorem 3.4 (Hollenberg [4]). BQL and the -calculus have the same expressive power.
Sometimes we shall need to compare the existential bisimulation quantiﬁer ∃˜X with
its corresponding monadic quantiﬁer ∃X. In doing this we shall implicitly consider the
extension of BQL with the quantiﬁer ∃X whose semantics is, as usual,
(M,w, V )∃XF iff there exists S ⊆ DM with (M,w, V [X := S])F.
Let us now consider some example of the semantics of BQL-formulas.
Example 3.5.
1. ∃˜XX and ∃˜X¬X are both equivalent to .
2. ∃˜X♦X is equivalent to ♦(). More generally, if F is a disjunctive modal formula (see
Deﬁnition 2.2) then ∃˜XF is equivalent to the formula obtained fromF by simultaneously
substituting X and ¬X with : this is because in this case one can prove that the
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existential bisimulation quantiﬁers can be shifted in front of the atoms and then use
∃˜XX ≡ ∃˜X¬X ≡ : e.g.
∃˜X(♦(X) ∨ (X ∧ P ∧(¬X ∨ P)) ≡ ♦() ∨ P.
This property generalizes to bisimulation quantiﬁers applied to disjunctive formulas of
the -calculus (see [2]). Since any modal or  formula is equivalent to a disjunctive
formula (modal or , respectively), we see that the quantiﬁer ∃˜ does not increase the
expressive power of modal logic or of the -calculus.
3. On the other hand, notice that bisimulation quantiﬁers do increase the power of PDL (see
Theorem 3.4): as we already noted in the introduction, wellfoundedness is expressible
in BQL, while this property is beyond the capability of PDL (see [7]).
4. Consider the standard monadic second order quantiﬁer ∃X. From the semantics of the
existential bisimulation quantiﬁer it is clear that ∃XF → ∃˜XF is true in any model for
anyBQL-formulaF . The converse is in general not true, e.g. ∃X(♦X∧♦¬X) is true in a
model if and only if the root has at least two successors, while ∃˜X(♦X∧♦¬X) is true if
and only if it has at least one successor. However, it is clear from the deﬁnition that if the
property expressed by ∃XF is invariant under bisimulation, then ∃˜XF is equivalent to
∃XF . This facilitates the understanding and the use of bisimulation quantiﬁers. Consider
for example the property expressed by -operators, e.g. X.F for a PDL-formula F .
From Tarski ﬁxpoint Theorem [10] we know that the greatest ﬁxed point operator  can
be expressed as the union of all postﬁxed points of the operator F(X), that is, X.F
is equivalent to the monadic second order formula ∃X(X ∧ (X ⇒ F)). Since X.F
is bisimulation invariant, it follows that X.F is semantically equivalent to ∃˜X(X ∧
(X ⇒ F)). Notice that in this way we can translate the whole -calculus into BQL (see
Section 5.1).
We now show that if we restrict the class of interpretations to a certain class of trees, the
	-expanded ones, then for any BQL formula F the formula ∃˜X1, . . . , ∃˜XnF is equivalent
to ∃X1, . . . , ∃XnF , that is: we don’t have to leave the tree we are in and go to a bisimilar
one in order to ﬁnd subsets X1, . . . , Xn for which F holds.
Deﬁnition 3.6. If T is a tree, V is a valuation, and V ′ ⊆ V , then the pair (T , V ) is said to
be	-expanded with respect to V ′ if wheneverwRT v holds in the tree then there are at least
	 successors of w which are V ′-bisimilar to v.
It can be easily shown that any model (M, V ) is V ′-bisimilar to an 	-expanded tree: a
possible candidate is given by the 	-expansion (M, V )	 of the modelM:
Deﬁnition 3.7. For any structure (M, V ) the 	-expansion (M, V )	 = (M	, V 	) of
(M, V ) is deﬁned as follows.
• Its domainM	 consists of all ﬁnite sequences v0, 1, v1, . . . , h, vh where:
1, . . . , h are natural numbers;
v0 = rM ;
for all i < h we have viRMvi+1.
We deﬁne the function end :M	 → M as follows: end(rM) = rM , end(w) = w.
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• The accessibility relations are deﬁned by
RM
	

 iff 
 = w.
• The root is the sequence rM having only one element.
• The unary predicates and the values of the variables are deﬁned by
 ∈ PM	 ⇔ end() ∈ PM,
V 	(X) := { : end() ∈ V (X)}.
The 	-expansion (M, V )	 of a structure (M, V ) is a tree, which is bisimilar to (M, V )
via the relation Z = {(, end()) :  ∈ M	}. Moreover, any successor v of a node
w = end() in M is bisimilar to any successor of  of the form v, with  ∈ 	. Hence
the node v has been copied 	 times inM	, and the class of the 	-expanded trees contains,
modulo bisimulation, all possible interpretations.
Lemma 3.8. If F is a BQL formula and (T , V ) is 	-expanded with respect to the free
variables of ∃˜X1 . . . ∃˜XnF , then
(T , V )˜∃X1 . . . ∃˜XnF ↔ ∃X1 . . . ∃XnF.
Proof. The validity of ∃X1 . . . ∃XnF → ∃˜X1 . . . ∃˜XnF follows easily from the semantics
of ∃˜. For the converse, we shall use the following fact (see [12]): if the trees (T , V ), (T ′, V ′)
are 	-expanded with respect to a subset of variables V ′ and bisimilar with respect to V ′,
then they satisfy the same MSO-formulas with free variables in V ′. This holds because
on 	-expanded trees any MSO-formula is equivalent to a -calculus formula [6], and
bisimilar structures satisfy the same  formulas. Consider now a tree (T , V ) which is 	-
expanded with respect to the set V ′ of the free variables of ∃˜X1 . . . ∃˜XnF and suppose
(T , V )˜∃X1 . . . ∃˜XnF . Then there exists a model M ′ and a valuation V ′ such that (T , V )
is V ′-bisimilar to (M ′, V ′) and (M ′, V ′)F . If we consider the 	-expansion (M ′	, V ′	)
of (M ′, V ′) we still have (M ′	, V ′	)F , and hence also (M ′	, V ′	)∃X1 . . . ∃XnF . But
(M ′	, V ′	) is V ′-bisimilar to (T , V ) and both are 	-expanded w.r.t. V ′; hence they satisfy
the same monadic second order sentences, and (T , V )∃X1 . . . ∃XnF . 
4. Flatness and semiﬂatness
Aswe shall see, theBQL formalism is strong enough to subsume the-calculus formalism,
in the sense that there exists a translation + from  formulas to BQL formulas, such that
for any model (M, V ) it holds:
(M, V ) iff (M, V )+.
In Section 5, we will introduce a system of axioms and rules for BQL which is able to
prove (the translation of all) valid  formulas and, moreover, can provably eliminate the
existential bisimulation quantiﬁer in front of (the translation of) disjunctive  formulas. The
key notion to achieve this goal is a semantical property which we call ﬂatness.
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4.1. Flatness
Deﬁnition 4.1. Let X = {X1, . . . , Xn},Y = {Y1, . . . , Ym} be sets of variables. A BQL
formula F is called ﬂat in X ; Y , if it is monotone in all the variables of X ∪ Y and,
whenever F(X1, . . . , Xn, Y1, . . . , Ym) is true in a model (M, V ), there is a tree (T , V ′)
which is bisimilar to (M, V ) with respect to the free variables of F , and there are two sets
of new variables X ′ = {X′1, . . . , X′n},Y ′ = {Y ′1, . . . , Y ′m} for which the following “ﬂatness
properties” hold:
1. (T , V ′)F(X′1, . . . , X′n, Y ′1, . . . , Y ′m) (where in F the variables in X ∪ Y have been
substituted by the corresponding variables in X ′ ∪ Y ′);
2. if Z is any variable in X ∪ Y and Z′ is the corresponding variable in X ′ ∪ Y ′ then
V ′(Z′) ⊆ V ′(Z);
3. if Z′ and S′ are distinct variables in X ′ ∪ Y ′ then V ′(Z′) ∩ V ′(S′) = ∅;
4. if Z′ ∈ X ′ and S′ ∈ X ′ ∪ Y ′, there is no ancestor relation v < w in the tree with
v ∈ V ′(Z′) and w ∈ V ′(S′).
The last item says that in (T , V ′) the points of V ′(X′1), . . . , V ′(X′n) are not allowed to lie
below any point of V ′(X′1) ∪ . . . ∪ V ′(X′n) ∪ V ′(Y ′1) ∪ . . . ∪ V ′(Y ′m). Instead, the points of
V ′(Y ′1)∪ . . .∪V ′(Y ′m)may lie below other points of V ′(X′1)∪ . . .∪V ′(X′n)∪V ′(Y ′1)∪ . . .∪
V ′(Y ′m).
If the valuation V ′ satisﬁes the conditions above we say that V ′ satisﬁes the “ﬂatness
properties”. In the proofs we will sometimes omit the reference to the valuation V , e.g.
we will speak of the “set” X in (M, V ) instead of V (X). Notice how the variables of the
two types, X and Y , play a different role in the deﬁnition. We also allow the possibility of
having an empty X , or an empty Y . From the deﬁnition it follows that if a formula is ﬂat in
X ;Y then it is also ﬂat in X #;Y# for any X # ⊆ X , Y# ⊆ Y .
For any BQL formula F the ﬂatness of F with respect to X ,Y is expressible by the
validity of a BQL formula as follows. The monotonicity of F with respect to the variables
in a set V = {Z1, . . . , Zk} is enforced by the validity of the following formula MON(F ;V)
[(Z1 ⇒ Z′1) ∧ . . . ∧ (Zk ⇒ Z′k)] → (F ⇒ F [Z1/Z′1, . . . , Zk/Z′k]));
the ﬂatness of F in X ,Y is given by the validity of the formula FLAT(F,X ;Y) given by
the conjunction of the formula MON(F,X ∪ Y) with
F → ∃˜X′1 . . . ∃˜Y ′m
[
F [Xi/X′i , Yj /Y ′j ] ∧ (X′1 ⇒ X1) ∧ . . . ∧ (Y ′m ⇒ Ym)∧( ∧
Z,S∈X ′∪Y ′,Z =S
Z ⇒ ¬S
)
∧
( ∧
Z∈X ′,S∈X ′∪Y ′
Z ⇒ ¬♦+S
)]
.
Example 4.2. The formula Y ∧ ♦+(X ∨ Z) is ﬂat in X;Y,Z. On the other hand, the
formulas Y ∧ ♦∗(X ∨ Z), Y ∧∗(X ∨ Z) are not ﬂat.
We now give some lemmas about ﬂatness. As we shall see in Section 5, some axioms
of our system for BQL will be nothing but the formalization inside BQL of these lemmas
74 G. D’Agostino, G. Lenzi / Theoretical Computer Science 338 (2005) 64–95
and the proofs of the lemmas we give below (or that we leave to the reader) will be cited as
proofs of soundness of these axioms.
First, ﬂatness is stable under disjunctions:
Lemma 4.3. If FLAT(Fi,X ;Y) is valid for every i ∈ I , then FLAT(∨i∈I Fi,X ;Y) is also
valid.
Proof. Left to the reader. 
Flatness is also stable under cover, in the following sense.
Lemma 4.4. If FLAT(Fi,X ;Y) for i = 1, . . . , k is valid, and if  is a conjunction of
atoms and negated atoms not containing both Yj , Yl for j = l, and not containing any of
X1, . . . , Xn then
FLAT( ∧ COVER(F1, . . . , Fk),X ;Y)
is valid.
Proof. Consider a solution of∧COVER(F1, . . . , Fn) (that is: consider amodel (M, V )with
(M, V ) ∧ COVER(F1, . . . , Fn)). We want to ﬁnd a solution with the ﬂatness properties
in a bisimilar tree. Now, there is a bisimilar tree, say T , where every Fi is true in inﬁnitely
many sons of the root. In T we deﬁne an n-tuple of sons s1, . . . , sn of the root by
• s1 is a son where F1 is true,
• si+1 is a son different from s1, . . . , si where Fi+1 is true.
Now, for any son x deﬁne a number a(x) from 1 to n by
• a(si) = i,
• if x = s1, . . . , sn, then a(x) is the least i such that Fi is true in x.
Note that every son x veriﬁes Fa(x). So at every son x, we take a solution of Fa(x)
with the ﬂatness properties. The union of these solutions has still the ﬂatness properties.
Moreover, if the root is in any of the variables of Y we can add it to the corresponding
variable in Y ′, so that the ﬂatness properties are preserved while still having a solution of
 ∧ COVER(F1, . . . , Fn). 
The following lemma will allow us to commute the existential bisimulation quantiﬁer
with a ﬂat formula.
Lemma 4.5. If FLAT(F, {X}; ∅) is valid and  is a BQL formula which is free for X in F,
then
F [X/˜∃X] ↔ ∃˜XF [X/]
is valid.
Proof. The direction from right to left is easy, because by deﬁnition of ﬂatness F is mono-
tone in X and  → ∃˜X is valid. For the converse, assume F [X/˜∃X] holds in a model
(M, V ). Then F holds in the model (M, V [X := (˜∃X)(M,V )]), and, since F is ﬂat, there
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exists a tree (T , V ′) which is bisimilar to the model (M, V [X := (˜∃X)(M,V )]) and a set
X′ of pairwise incomparable points such that F(X′) and X′ ⇒ ∃˜X holds in the tree. For
every z ∈ X′, consider a new tree (Tz, V ′z) which is bisimilar to (T , z, V ′) with respect to
the language of (T , V ′) minus X, and such that (Tz, V ′z). Consider a new tree (T ′, V ′′),
obtained by substituting in the tree (T , V ′) any subtree (T , z, V ′)with z ∈ X′ with (Tz, V ′z).
Then (T ′, V ′′) is bisimilar to (T , V ′) with respect to the language of (T , V ′) minus X, and
(T ′, V ′′)F(X′) ∧ (X′ ⇒ ); it follows that (T ′, V ′′)F [X/], and, since (T ′, V ′′) is
bisimilar to the original model (M, V ) with respect to the language of the model minus X,
we have that ∃˜XF [X/] holds in this model. 
4.2. Semiﬂatness
The next lemma on the ﬂatness notion is important because it is the key result we shall
need in the completeness proof (Theorem 6.2) to prove that ﬂatness is preserved under the
 and  operators of the modal -calculus.
First we need to consider the notion of semiﬂatness, which is similar to the ﬂatness notion
except that we have an adjunctive parameter X0 for which we only require X′0 ⊆ X0.
Deﬁnition 4.6. LetX = {X1, . . . , Xn},Y = {Y1, . . . , Ym} be sets of variables (whichmay
also be empty) and letX0 be a variable.ABQL formulaF is called semiﬂat inX0;X ;Y , if it is
monotone in any variable ofX ∪Y and, whenever we haveF(X0, X1, . . . , Xn, Y1, . . . , Ym)
true in a model (M, V ), there is a tree (T , V ′) which is bisimilar to (M, V ) with respect
to the free variables of F , and there are new sets of variables {X′0},X ′ = {X′1, . . . , X′n},
Y ′ = {Y ′1, . . . , Y ′m} for which the following “semiﬂatness properties” hold:
1. (T , V ′)F(X′0, X′1, . . . , X′n, Y ′1, . . . , Y ′m);
2. ifZ is any variable in {X0}∪X ∪Y andZ′ is the corresponding variable in {X′0}∪X ′∪Y ′
then V ′(Z′) ⊆ V ′(Z);
3. if Z′ and S′ are distinct variables in X ′ ∪ Y ′ then V ′(Z′) ∩ V ′(S′) = ∅;
4. if Z′ ∈ X ′ and S′ ∈ X ′ ∪ Y ′, there is no ancestor relation v < w in the tree with
v ∈ V ′(Z′) and w ∈ V ′(S′).
As in the case of the ﬂatness notion, the semiﬂatness of a formula F with respect to
X0; X ; Y is expressed by the validity of a BQL-formula which we denote by
SEMIFLAT(F,X0;X ;Y) (we leave to the reader the task of writing this formula
explicitly).
Lemma 4.7. If V,Y are set of variables and FLAT(F,V;Y) is valid then, for any X0 ∈ V
the formula
SEMIFLAT(X0 ∧ (X0 ⇒ F),X0;V \ {X0};Y)
is also valid.
Proof. Let V = {X0, . . . , Xn},Y = {Y0, . . . , Ym}, and X = V \ {X0}. Suppose
FLAT(F,V;Y) is valid, andX0∧(X0 ⇒ F) is true in (M, V ). Considering the	-expansion
(M, V )	 = (T , V ′) of (M, V ), we want to construct a semiﬂat solution ofX0∧(X0 ⇒ F),
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with respect to X0;X ;Y , that is, we want to extend the interpretation V ′ to the new vari-
ables {X′0} ∪ X ′ ∪ Y ′ in such a way that Deﬁnition 4.6 holds. We deﬁne V ′ on the new
variables as the union of a sequence of valuations (Vi)i∈	. We build the sequence (Vi)i∈	
inductively, in such a way to satisfy the following four properties:
(a) ifZ is any variable in {X0}∪X∪Y andZ′ is the corresponding variable in {X′0}∪X ′∪Y ′
then Vi(Z′) ⊆ V ′(Z);
(b) if Z′ and S′ are distinct variables in {X′0} ∪ X ′ ∪ Y ′ then Vi(Z′) ∩ Vi(S′) = ∅;
(c) if Z′ ∈ {X′0} ∪X ′ and S′ ∈ {X′0} ∪X ′ ∪ Y ′, there is no ancestor relation v < w in the
tree with v ∈ Vi(Z′) and w ∈ Vi(S′);
(d) for all t ∈ Vi(X′0) it holds:
(T , t, Vi+1)F(X′0, . . . , X′n, Y ′1, . . . , Y ′m).
We start by deﬁning V0(X′0) as the singleton of the root, and V0(X′1) = . . . = V0(X′n) =
V0(Y ′1) = . . . = V0(Y ′m) = ∅. Since X0 ∧ (X0 ⇒ F) is true in (T , V ′), the root of T
belongs to V ′(X0), and hence V0(X′0) ⊆ V ′(X0) holds.
Assume Vi is already deﬁned and satisﬁes properties (a), (b), (c) above. We show how to
obtain Vi+1 in such a way that property (d) holds and properties (a), (b), (c) hold when Vi
is substituted with Vi+1.
Since Vi(X′0) ⊆ V ′(X0) (by (a)) and (T , V ′)X0 ⇒ F , for every element t ∈ Vi(X′0)
we have
(T , t, V ′)F(X0, . . . , Xn, Y1, . . . , Ym).
Since F is ﬂat in V; Y; we have
(T , t, V ′)˜∃X′0, . . . ∃˜Y ′m
[
F(X′0, . . . , Y ′m) ∧
∧
Z∈V∪Y
(Z′ ⇒ Z)∧
∧
( ∧
Z,S∈V ′∪Y ′,Z =S
Z ⇒ ¬S
)
∧
( ∧
Z∈V ′,S∈V ′∪Y ′
Z ⇒ ¬♦+S
)]
.
Notice that the free variables of the above formula are the same as the free variables of F .
Since the tree (T , t, V ′) is 	-expanded with respect to these variables, by Lemma 3.8 we
can replace the bisimulation quantiﬁers by monadic quantiﬁers; hence, without leaving the
tree T , for every t ∈ Vi(X′0)we can extract fromV ′(X0), . . . , V ′(Xn), V ′(Y1), . . . , V ′(Ym)
a tuple
V ti+1(X
′
0), . . . , V
t
i+1(X
′
n), . . . , V
t
i+1(Y
′
1), . . . , V
t
i+1(Y
′
m)
of sets of descendants of t satisfying the “ﬂatness properties”, and such that
(T , t, V ti+1)F(X′0, . . . , X′n, Y ′1, . . . , Y ′m).
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Notice that, since Vi satisﬁes property (c), if t, t ′ ∈ Vi(X′0) and t = t ′ then Desc(t) ∩
Desc(t ′) = ∅. Hence, if we let
Vi+1(X′0) =
⋃
t∈Vi(X′0)
V ti+1(X
′
0), . . . , Vi+1(X′n) =
⋃
t∈Vi(X′0)
V ti+1(X
′
n),
Vi+1(Y ′1) =
⋃
t∈Vi(X′0)
V ti+1(Y
′
1), . . . , Vi+1(Y ′m) =
⋃
t∈Vi(X′0)
V ti+1(Y
′
m),
we can easily see that properties (a), (b), (c) hold for Vi+1; moreover, let t ∈ Vi(X′0): by
construction, (T , t, V ti+1) satisﬁes F(X′0, . . . , X′n, Y ′1, . . . , Y ′m), and from the monotonicity
of F it follows
(T , t, Vi+1)F(X′0, . . . , X′n, Y ′1, . . . , Y ′m).
We now use the sequence (Vi)i∈	 satisfying (a), (b), (c), (d) above in order to extend V ′
on the new variables {X′0} ∪ X ′ ∪ Y ′:
V ′(X′0) =
⋃
i
Vi(X
′
0), . . . , V
′(X′n) =
⋃
i
Vi(X
′
n),
V ′(Y ′1) =
⋃
i
Vi(Y
′
1), . . . , V
′(Y ′m) =
⋃
i
Vi(Y
′
m).
To prove that (T , V ′) satisﬁes Deﬁnition 4.6, notice that
• for all t ∈ V ′(X′0) we have
(T , t, V ′)F(X′0, . . . , X′n, Y ′1, . . . , Y ′m),
and the root of T belongs to V ′(X′0); hence,
(T , V ′)F(X′0, X′1, . . . , X′n, Y ′1, . . . , Y ′m).
• If Z′ ∈ X ′ ∪Y ′ and j > i, then Vj (Z′) ⊆ Desc(Vi(X′0)). Hence, if Z′ and S′ are distinct
variables inX ′ ∪Y ′ and we suppose by contradiction that v ∈ V ′(Z′)∩V ′(S′) then there
are i, j with v ∈ Vi(Z′) ∩ Vj (S′); from the properties of the sequence Vi we know that
i = j , say i < j . Then v ∈ Vi(Z′)∩Desc(Vi(X′0)), in contradiction with property (c) of
the sequence (Vi)i∈	.
• The last property of Deﬁnition 4.6 is proved analogously. If Z′ ∈ X ′ and S′ ∈ X ′ ∪ Y ′,
suppose by contradiction that there are v ∈ V ′(Z′) and w ∈ V ′(S′) with v < w. Then
there are i, j with v ∈ Vi(Z′) and w ∈ Vj (S′), and from the properties of the sequence
Vi we know that i = j . Suppose i < j : then w ∈ Desc(Vi(Z′)) ∩ Desc(Vi(X′0)), a
contradiction. On the other hand, if j < i then v ∈ Desc(Vj (X′0)), and from v < w it
follows w ∈ Desc(Vj (X′0)), in contradiction with w ∈ Vj (S′).
However, notice that the ﬂatness properties may not hold if we add X′0 to the variables
X ′ in the last two points, because for instance, elements of Vi(X′0)may lie below elements
of Vi+1(X′0). 
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5. An axiom system for BQL
In this section we present a system of axioms and rules for bisimulation quantiﬁer logic
over PDL.
Deﬁnition 5.1. We call BQL the following system of axioms and inference rules:
1. axioms and rules for Propositional Dynamic Logic:
(a) all BQL-instances of valid formulas of Propositional Dynamic Logic;
(b) modus ponens;
(c) necessitation: from  infer ∗();
2. ∃˜ introduction and elimination: if G,H are BQL formulas then
(a) G[X/H ] → ∃˜XG, provided the substitution of H for X in G is admissible, in the
sense that no free variable of H becomes bound after the substitution;
(b) from G→ H infer ∃˜XG→ H , provided X is not free in H .
3. Flatness rules:
(a) suppose  is a conjunction of atoms and negated atoms containing at most one
variable of Y and not containing any variable of X ; if F is a ﬁnite set of formulas,
then from∧
F∈F
FLAT(F,X ;Y)
infer
FLAT( ∧ COVER(F),X ;Y);
(b) Let X ∈ X ; from
FLAT(F,X ;Y)
infer
SEMIFLAT(X ∧ (X ⇒ F),X;X \ {X};Y)
(c) If  is a BQL formula for which the substitution forX in F is admissible, then: from
FLAT(F, {X}; ∅)
infer
F [X/˜∃X.] ↔ ∃˜X.F [X/].
Using the deﬁnition ∀˜XF := ¬˜∃X¬ we can derive the schema ∀˜XG → G[X/H ],
provided the substitution of H for X in G is admissible, and the rule: from H → G infer
H → ∀˜XG, provided X is not free in H .
Notice also that from the ﬁrst of the ﬂatness rules it follows that the formula
FLAT( ∧ COVER(∅),X ;Y);
is derivable, for all  as in 3(a).
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We already proved in the previous two sections that the ﬂatness rules are sound. The
soundness of the ∃˜ axiom can be derived as follows: if (M, V )G[X/H ] then (M, V [X :=
HM,V ])G and from (M, V [X := HM,V ]) ∼−X (M,V ) it follows (M, V )˜∃XG. We
leave the soundness of the bisimulation quantiﬁer rule 2 (b) to the reader.
Notice that our system contains all valid formulas of PDL. This means that whenever we
have a PDL valid formula of type F(X), then we can prove in BQL all substitution instances
in which X is substituted by a BQL formula. We shall often use this fact in the sequel, and
write simply that a certain formula is provable by “PDL validity”.
Our next task is to prove the completeness of the system. This will require some prelimi-
nary work: in Section 5.1 we prove the existence of a natural translation from -formulas to
BQL-formulas that will allow us to use valid -calculus formulas as “lemmas” when using
our BQL system; in Section 5.2 we derive some properties of the ﬂatness and semiﬂatness
notions inside the system BQL; in Section 5.3 we show that BQL proves the existence of
certain sets that can be used to testify the existential bisimulation quantiﬁer (Corollary 5.13
and Lemma 5.16). Finally, in Section 6 we will use the results of the previous sections to
obtain the completeness proof.
5.1. The -calculus is interpretable in BQL
In this section we prove (Lemma 5.3) thatBQL is allowed to use as “lemmas” in its proofs
all valid -calculus formulas.
Lemma 5.2. If F is a BQL-formula which is positive in all variables of a set V , then BQL
proves the monotonicity of F with respect to V , that is (notation of Section 4.1):
BQL MON(F,V).
Proof. By induction. 
Consider the following translation + from  formulas to BQL-formulas: for a proposi-
tional constant P , or for a variable X we have
P+ := P, X+ := X;
the translation commutes with Booleans andmodal operators, while for the greatest ﬁxpoint
we have
(X)+ := ∃˜X(X ∧ (X ⇒ +)).
As a derived translation for the least ﬁxpoint, we have
(X)+ ⇔ ∀˜X((+ ⇒ X)→ X).
It is clear that the translation+ is semantically correct (see Example 3.5.(4)). Moreover
Lemma 5.3. If  is a valid -calculus formula, then BQL +.
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Proof. By using the completeness of the Kozen -calculus (proved in [13]) we can equiv-
alently prove that if a  formula  is provable in this calculus then BQL +. To show this
it is enough to prove the translation of any axiom and rule of the Kozen -calculus, which
consists of the axioms and rules of the modal calculus, plus the axiom (X) → X,
and the rule
if [X/] →  is derivable, so is X→ ,
where in both we suppose positive inX. Since BQL contains a complete system for modal
logic (in fact, for the larger logic PDL), we are only concerned with the axiom and rule
containing the least ﬁxed point.
Let us consider ﬁrst the rule: we have to prove that if F [X/G] → G is derivable in BQL,
then so is
∀˜X((F ⇒ X)→ X)→ G.
This is obtained simply by dualizing axiom 2(a) of Deﬁnition 5.1, which gives:
BQL  ∀˜X((F ⇒ X)→ X)→ ((F [X/G] ⇒ G)→ G);
hence, by knowing that BQL F [X/G] ⇒ G, we have BQL  ∀˜X((F ⇒ X)→ X)→ G.
To prove the translation of the -axiom, that is, to prove inside BQL the schema
F [X/˜∀X((F ⇒ X)→ X)] → ∀˜X((F ⇒ X)→ X),
for an F which is positive in X, we reason as follows.
From BQL  ∀˜X((F ⇒ X)→ X)⇒ ((F ⇒ X)→ X) and the valid PDL-schema
[A⇒ ((B ⇒ C)→ D)] → [(B ⇒ C)→ (A⇒ D)]
(applied with A = ∀˜X((F ⇒ X) → X),B = F,C = X and D = X) it follows
BQL  (F ⇒ X) → (˜∀X((F ⇒ X) → X) ⇒ X). Since F is positive in X, from
Lemma 5.2 we obtain
BQL  (F ⇒ X)→ (F [X/˜∀X((F ⇒ X)→ X)] → F).
Then, by changing antecedents we have
BQL F [X/˜∀X((F ⇒ X)→ X)] → ((F ⇒ X)→ F),
and, since BQL  (F ⇒ X)→ (F → X),
BQL F [X/˜∀X((F ⇒ X)→ X)] → ((F ⇒ X)→ X).
By the dual of rule 2(b) we obtain
BQL F [X/˜∀X((F ⇒ X)→ X)] → ∀˜X((F ⇒ X)→ X). 
Notice that we did not need the full power of BQL to prove Lemma 5.3: PDL plus the
bisimulation quantiﬁers axioms and rules sufﬁces.
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Remark 5.4. We shall use the operator∗() in a context as a synonym for the formula
with the same meaning, that is, the formula X( ∧ X). Notice that our system proves
that the translation commutes with the∗ operator (or, dually, with the♦∗ operator), in the
sense that
BQL ∗(+)↔ (X( ∧X))+,
or
BQL ∗(+)↔ ∃˜X(X ∧ (X ⇒ + ∧X)).
From right to left the proof is just an existential elimination plus PDL validity; from left to
right notice that the formula
F(X) := ∗(X)→ (X ∧ (X ⇒ X ∧X))
is PDL valid; hence BQL proves F(+) which can be written as
∗(+)→ (X ∧ (X ⇒ + ∧X))[X/+];
then
BQL ∗(+)→ ∃˜X(X ∧ (X ⇒ + ∧X))
by existential introduction.
In particular, the following equivalences are provable in BQL:
(⇒ )+ ↔ (∗(→ ))+ ↔ (X((→ ) ∧X))+
↔ ∗((→ )+)↔ ∗(+ → +)↔ (+ ⇒ +);
hence, ( ⇒ )+ and (+ ⇒ +) are equivalent in a BQL-context. The same holds for
(⇔ )+ and (+ ⇔ +).
5.2. First steps in BQL
In this section we show that BQL can already prove some properties of ﬂatness and
semiﬂatness without using rules 3(a)–3(c) of Deﬁnition 5.1: indeed, the formulas listed
in the following lemma can be proved by just using PDL plus the axioms and rules for
bisimulation quantiﬁers described in point (2) of Deﬁnition 5.1. We only sketch the proofs
of these formulas, leaving the details to the reader.
Lemma 5.5. The following formulas are provable in BQL:
1. (F ⇔ G)→ (FLAT(F,X ;Y)⇔ FLAT(G,X ;Y));
2. (F ⇔ G)→ (SEMIFLAT(F,X0;X ;Y)⇔ SEMIFLAT(G,X0;X ;Y));
3. SEMIFLAT(F,X0;X ;Y)→ FLAT(˜∃X0F,X ;Y);
4. FLAT(F,X ;Y) ∧ FLAT(G,X ;Y)→ FLAT(F ∨G,X ;Y);
5. if G is a formula not containing any variable of X ∪ Y as a free variable and
ANTIMON(G,Z) is the formula stating that G is antimonotone, that is,
(Z ⇒ Z′)→ (G[Z/Z′] ⇒ G);
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then BQL proves
SEMIFLAT(F,X0;X ;Y) ∧ANTIMON(G,X0)→ SEMIFLAT(F ∧G,X0;X ;Y).
Proof. By reasoning inside the system, suppose we know that
(F ⇔ G) ∧ FLAT(F,X ;Y)
holds. Then, as F is provably monotone so is G, and a “ﬂat” solution for F is also a ﬂat
solution for G. The opposite direction and the formula in (2) are proved similarly.
To prove the third formula, reasoning inside the system, suppose we know that
SEMIFLAT(F,X0;X ;Y) holds; then we have MON(F ;X ∪ Y), which easily implies
MON(˜∃X0F ;X ∪Y). Moreover, a semiﬂat solution for F can be proved to be a ﬂat solution
for ∃˜X0F .
To prove the fourth formula, suppose BQL knows that F andG are ﬂat. Then BQL knows
thatF andG aremonotone, and it can prove, reasoning by cases, thatF ∨G is so.Moreover,
if F ∨G holds, we can reason as follows: if F holds, then it have a ﬂat solution, which is a
ﬂat solution also for F ∨G. Hence, if F holds then F ∨G has a ﬂat solution. The same is
true if G holds, hence BQL can prove the existence of a ﬂat solution for F ∨G reasoning
by cases.
To prove the last formula, reasoning inside the system, suppose we know that
SEMIFLAT(F,X0;X ;Y)holds; since novariables ofX∪Y is free inG, fromMON(F ;X∪Y)
we can deduce MON(F ∧G;X ∪Y). Morever, if F ∧G holds, then F holds, and a semiﬂat
solution for F in the variables X′0;X ′;Y ′ is also a semiﬂat solution for F ∧ G: indeed,
from F [X0/X′0], ANTIMON(G,X0),G, andX′0 ⇒ X0 it follows (F ∧G)[X0/X′0, Xi/X′i ,
Yi/Y
′
i ]. 
We now introduce the notion of separativeness which is central for our completeness
proof, since a separative formula allows an explicit eliminationof the existential bisimulation
quantiﬁer (see Lemma 5.7).
Deﬁnition 5.6. A BQL formula F is provably separative in Y1, Y2 if
BQL FLAT(F,∅;Y1, Y2).
In particular, a separative formula F is provably monotone in Y1, Y2 and
BQL F → ∃˜Y1˜∃Y2(F ∧ (Y2 ⇒ ¬Y1)).
In the next lemma we see that the separativeness property allows us to simplify the
existential bisimulation quantiﬁer.
Lemma 5.7. If F is a BQL formula which is provably separative in Y1, Y2 then
BQL  ∃˜Y1(F [Y2/¬Y1])↔ F [Y1/, Y2/].
Proof. Since F is a separative we have
BQL F → ∃˜Y1˜∃Y2(F ∧ (Y2 ⇒ ¬Y1)).
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By provable monotonicity of F we then know that
BQL F → ∃˜Y1F [Y2/¬Y1],
and by introducing the existential quantiﬁers
BQL  ∃˜Y1˜∃Y2F → ∃˜Y1F [Y2/¬Y1].
But BQL F [Y1/, Y2/] → ∃˜Y1˜∃Y2F , hence we obtain
BQL F [Y1/, Y2/] → ∃˜Y1(F [Y2/¬Y1]).
On the other hand,
BQL F [Y2/¬Y1] → ∃˜Y2F,
and
BQL  ∃˜Y1(F [Y2/¬Y1])→ ∃˜Y1˜∃Y2F.
Since
BQL  ∃˜Y1˜∃Y2F → F [Y1/, Y2/]
by monotonicity, we obtain
BQL  ∃˜Y1(F [Y2/¬Y1])→ F [Y1/, Y2/]. 
5.3. Substitutions and special terms
In this section we give the notion of substitutions of variables by “BQL-terms” in BQL-
formulas and prove that this kind of substitutions allows the introduction of the existential
bisimulation quantiﬁer (see Lemma 5.16). This result is then used to prove Lemma 6.1,
which is an essential ingredient of the Completeness Theorem 6.2.
Axiom2(a) ofDeﬁnition 5.1 tells us that a formulamaywitness an existential bisimulation
quantiﬁer. However, there are special sets which can be deﬁned only indirectly by BQL
formulas, which we would like to be witnesses of existential bisimulation quantiﬁers as
well. Consider, e.g. the set consisting of the root of our structure: given a formula G, we
would like to obtain a formula G[X/{root}] behaving as G, when X is interpreted as the
set consisting of the root. More precisely, we would like to deﬁne a formula G[X/{root}]
such that, for every tree (T , V ) it holds:
(T , V )G[X/{root}] iff (T , V [X := {rT }])G.
On the one hand, one can easily see that there is no formulaH such that the formulaG[X/H ]
behaves as required for all G. To see this, reason as follows. Suppose there is a formula H
such that for every tree (T , V ) and formula G it holds:
(T , V )G[X/H ] iff (T , V [X := {rT }])G.
Then, taking G = X we obtain that H is true in every tree. Consider now the formula
G = X ∧ ♦(¬X): if (T , V ) is a tree in which the root has at least one successor, we see
that (T , V [X := {rT }])G, while (T , V )  G[X/H ], a contradiction.
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On the other hand,wenowshow that there is a formulaG[X/{root}]behaving as required,
although not deﬁned by formula-substitution. This can be done as follows. Let us denote
by X = {root} the formula X ∧+¬X; we have:
(T , V )X = {root} iff V (X) = {rT },
that is, X = {root} deﬁnes “implicitly” the root.
Put
G[X/{root}] := ∀˜X(X = {root} → G).
We claim that
(T , V )G[X/{root}] iff (T , V [X := {rT }])G :
if (T , V )G[X/{root}] then, since
(T , V ) ∼−X (T , V [X := {rT }]) and (T , V [X := {rT }])(X = {root}),
we obtain (T , V [X := {rT }])G;
vice versa, if (T , V [X := {rT }])G suppose (T ′, V ′) is a tree with (T , V ) ∼−X (T ′, V ′)
via the bisimulation Z and (T ′, V ′)(X = {root}). Let Z′ ⊆ Z be as follows:
Z′ = {(v, v′) ∈ Z : h(v) = h(v′)},
where h(v), h(v′) denote the heights of the nodes v, v′ in the respective trees. ThenZ′ is still
a bisimulation witnessing (T , V ) ∼−X (T ′, V ′). Since (T ′, V ′)(X = {root}) we have
V ′(X) = {rT ′ }, and Z′ also respects the valuation of X in the models (T , V [X := {rT }])
and (T ′, V ′); this shows that
(T , V [X := {rT }]) ∼ (T ′, V ′).
Then, from (T , V [X := {rT }])G we obtain (T ′, V ′)G. Hence, we proved that the for-
mula (X = {root} → G) holds for all trees (T ′, V ′) with (T , V ) ∼−X (T ′, V ′). It follows
that (X = {root} → G) holds for all models (M, V #) with (T , V ) ∼−X (M,V #) (just go
from (M, V #) to its 	-expansion), and hence that (T , V )G[X/{root}].
From the above claim, it follows that the formulaG[X/{root}] → ∃˜XG is valid: if a tree
(T , V ) satisﬁes G[X/{root}] then, by the claim, (T , V [X := {rT }])G, and (T , V ) ∼−X
(T , V [X := {rT }]). Hence, (T , V ) satisﬁes ∃˜XG.
This kind of introduction of ∃˜ can be generalized to other special sets. In the remaining
part of this sectionwe give the notion of aBQL term t and of its valuation tM,V in a structure.
These terms will denote special sets, like the root or the set of all descendants of a given
set, and we will prove that there exists a deﬁnition ofG[X/t] such that, for all trees (T , V ),
(T , V )G[X/t] iff (T , V [X := tM,V ])G.
It follows that all formulas of form
G[X/t] → ∃˜XG
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are valid. Since we claim that our system for BQL is complete, we will ﬁrst try to convince
the reader of its strength by proving these formulas (actually, the ﬁnal proof of BQL-
completeness will rely on this result).
First of all, as we did for the root, we deﬁne “implicitly” the set of all descendants of
a given set. We want to ﬁnd a formula “X = Desc(Y )” that will be true in a tree (T , V )
if and only if V (X) = Desc(V (Y )). It can be easily seen that a tree (T , V ) satisﬁes
Desc(V (Y )) ⊆ V (X) if and only if it veriﬁes the formula Y ⇒ ∗(X). For the other half,
that is, V (X) ⊆ Desc(V (Y )), consider theMSO formula
 = ∃Z(Z ∧ (Z ⇒ (Y ∨ (¬X ∧Z)))).
We want to prove that in a model (M, V ) (not necessarily a tree) is true if and only if
V (X) ⊆ {v : all paths from the root to v hit V (Y )}. (∗)
If we are in a model (M, V ) and holds in (M, V ), then (∗) holds: otherwise there would
be an element v ∈ V (X) and a path from the root to v that does not contain any element
in V (Y ). But then the properties of the subset Z imply that this path should be all in Z and
out of V (X), contradicting v ∈ V (X). Conversely, if (∗) is true in (M, V ) then the set
Z = {w : all paths from w to a point in V (X) hit V (Y )}
contains the root and veriﬁes Z ⇒ (Y ∨ (¬X ∧Z)). It follows that (M, V ).
Notice that property (∗) is invariant under bisimulation, hence from point 4 in
Example 3.5 we see that (∗) can be expressed not only with the MSO formula , but
also with the BQL formula
∃˜Z(Z ∧ (Z ⇒ (Y ∨ (¬X ∧Z)))).
Moreover, if we are in a tree then (∗) is the same as V (X) ⊆ Desc(V (Y )).
The discussion above justiﬁes the notation X = Desc(Y ) for the conjunction of Y ⇒
∗(X) and ∃˜Z(Z ∧ (Z ⇒ (Y ∨ (¬X ∧Z)))): if (T , V ) is a tree, we have
(T , V )X = Desc(Y ) iff V (X) = Desc(V (Y )).
Remark 5.8. A special feature of the translation + with respect to our special sets is that
the formulas X = {root} and Y = Desc(X) are translations of the  formulas
X ∧ Z(¬X ∧Z)
and
(Y ⇒ Z(X ∧Z)) ∧ Z(Y ∨ (¬X ∧Z)),
respectively. If we use X = {root} and Y = Desc() in a -calculus context we shall
always refer to the corresponding  formulas. Conversely, in a BQL context we identify
 formulas with their translations. In Section 6 we shall use without proof the validity of
formulas like
Y = Desc()→ (⇒ Y ).
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Let us show that BQL is smart enough to prove the existence of the above special sets,
that is, that BQL proves the formulas
∃˜X(X = {root}) and ∃˜X(X = Desc(Y )).
This is done in Lemma 5.12, where, more generally, we show the BQL provability of valid
formulas of type ∃˜X+, where  is a -formula of level N1 (see Deﬁnition 5.9). To prove
this Lemmawe proceed as follows. First we prove that disjunctiveN1 formulas are ﬂat; then
we show that, as a consequence of ﬂatness, we may simplify the existential bisimulation
quantiﬁer in front of these formulas, and, more generally, in front ofN1 formulas. Then we
use the BQL provability of valid -calculus formulas.
Let us recall the deﬁnition of the ﬁrst level of the syntactical hierarchy of the -calculus.
Deﬁnition 5.9. The class of N1 formulas of the -calculus is deﬁned as the closure of
the class of all modal ﬁxpoint free formulas in negation normal form under the operations
described in (a), (b) below.
(a) (Positive substitution). If the formulas 1, . . . ,n and (P1, . . . , Pn) are in N1, then
(1, . . . ,n) is in N1, provided P1, . . . , Pn are positive in  and no occurrence of a
variable which was free in one of the i becomes bound in (1 . . .n).
(b) If  is in N1, then X ∈ N1.
We consider ﬁrst the case of disjunctive N1 formulas. These are deﬁned as in
Deﬁnition 2.2 except that we are not allowed to use the minimal ﬁxed point operator.
To simplify the bisimulation quantiﬁer in front of such formulas, we ﬁrst prove that they
are ﬂat:
Lemma 5.10. If is aN1 disjunctive formula of the -calculus and the atomsX1, . . . , Xn,
Y1, Y2 are positive in , then
BQL FLAT(+, {X1, . . . , Xn}; {Y1, Y2})
provided:
• Y1 and Y2 never occur in  in the same conjunction of literals;
• X1, . . . , Xn never occur as members of a conjunction in .
Proof. We will prove the lemma by induction, using the following inductive steps:
1. BQL proves that conjunctions of literals are ﬂat, provided the conjunction does not
contain both Y1, Y2 and does not contain any variable X1, . . . , Xn;
2. BQL proves that conjunctions of literals and a cover of ﬂat formulas are ﬂat, under the
same proviso as before;
3. BQL proves that disjunctions of ﬂat formulas are ﬂat;
4. if
BQL FLAT(+, X1, . . . , Xn;Y1, Y2)
for a -calculus formula , then
BQL FLAT((X1)+, X2, . . . , Xn;Y1, Y2).
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The second point follows directly from the ﬂatness rules. The third point follows from
Lemma5.5.Theﬁrst point follows from the second and the third, because if is a conjunction
of literals, then
 = ( ∧ COVER(∅)) ∨ ( ∧ COVER()).
As for the fourth point we have: by deﬁnition (X1)+ = ∃˜X1(X1 ∧ (X1 ⇒ +)); by the
semiﬂatness rule we know thatX1∧ (X1 ⇒ +) is semiﬂat, and by point 3) of Lemma 5.5
we obtain that (X1)+ is ﬂat. 
Remark 5.11. Lemma 5.10 also holds without theN1 hypothesis (see Lemma 6.1), but we
will be able to prove this only in the last section of the paper.
We can now prove the existence of the root and of the set of descendants of a given set
in our system. More generally, we prove
Lemma 5.12. If  is a N1 formula of the -calculus such that ∃˜Y1+ is BQL valid, then
BQL  ∃˜Y1+.
Proof. From [2] we know that any N1 formula  of the -calculus is equivalent to a N1
disjunctive formula  which we may suppose to be of the form [Y2/¬Y1] for a N1 dis-
junctive formula in which Y1 and Y2 are positive and do not occur in the same conjunction
of literals. Since BQL proves all valid -formulas we know that BQL  + ↔ +, hence
BQL  ∃˜Y1+ ↔ ∃˜Y1+. From Lemma 5.10 we have
BQL FLAT(+,∅, {Y1, Y2}),
that is, + is provably separative in {Y1, Y2}. Then Lemma 5.7 implies that
BQL  ∃˜Y1+ ↔ +[Y1/, Y2/].
Being equivalent to ∃˜Y1+, the formula +[Y1/, Y2/] is valid and from Lemma 5.3 we
know that BQL +[Y1/, Y2/]. Consequently, BQL  ∃˜Y1+. 
Corollary 5.13.
BQL  ∃˜X(X = {root}); BQL  ∃˜X(X = Desc(Y )).
We now give the notion of a BQL term and of BQL substitutionG[X/t] of a term t for a
variable X in a formulaG, and we prove using Lemma 5.12 that BQL G[X/t] → ∃˜XG.
Deﬁnition 5.14. A BQL term is a formal expression deﬁned inductively as follows. The
elementary terms are: the variables in V , {root}, and Desc(F ), for a BQL formula F . The
set of terms is the least set containing the elementary terms which is closed under ∪,∩.
For example, if F is a BQL formula then the following expression:
{root} ∪ (X ∩ Desc(F ))
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is a BQL term. The notion of a term free for the substitution of X in a BQL formula G is
deﬁned as usual.
If t is a BQL term and (T , V ) is a tree then tT ,V is deﬁned inductively as follows:
{root}T ,V := {rT }, Desc(F )T ,V := Desc(F T,V ), ZT,V = V (Z),
(t1 ◦ t2)T ,V := tT ,V1 ◦ tT ,V2 , for ◦ ∈ {∩,∪}.
Our aim is to ﬁnd a deﬁnition of substitutionG[X/t] such that if t is free forX inG then
for all trees (T , V ) it holds
(T , V )G[X/t] iff (T , V [X := tT ,V ])G.
This can be achieved as follows.
Deﬁnition 5.15. If t is a BQL term and G is a BQL formula, then G[X/t] is deﬁned
inductively as:
1. if t is an elementary term, then
G[X/t] :=

∀˜Z(Z = {root} → G[X/Z]), if t = {root},
∀˜Z((Z = Desc(Y ))[Y/F ] → G[X/Z]), if t = Desc(F ),
G[X/Y ] if t = Y ∈ V,
where Z = {root}, Z = Desc(Y ) are deﬁned in Section 5.3 and Z is new for G, t ;
2. if t = s ∩ s′ then G[X/t] is the formula
((˜∀Z((Z ⇔ Z1 ∧ Z2)→ G[X/Z]))[Z1/s])[Z2/s′],
where Z,Z1, Z2 are variables new for G, t .
3. if t = s ∪ s′ then G[X/t] is
((˜∀Z((Z ⇔ Z1 ∨ Z2)→ G[X/Z]))[Z1/s])[Z2/s′],
where Z,Z1, Z2 are variables new for G, t .
For example if t = {root} ∪ (X∩Desc(F )) andG isX thenG[X/t] is (equivalent to)
the BQL formula
∀˜Z∀˜Z1∀˜Z2∀˜Z3
(Z ⇔ Z1 ∨ Z2) ∧ (Z1 = {root}) ∧ (Z2 ⇔ X ∧ Z3) ∧ (Z3 = Desc(F ))→ (Z).
If t is a term which is free for X in G then one can prove by induction on t that for all
trees (T , V ) it holds
(T , V )G[X/t] iff (T , V [X := tT ,V ])G.
Hence, by using term-substitutions we obtain a valid schema for introducing the bisim-
ulation quantiﬁer:
G[X/t] → ∃˜XG.
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However, we do not have to add this schema in our system, because we can prove all
instances of it in BQL.
Lemma 5.16. If t is a term which is free for X in G, then the formula
G[X/t] → ∃˜XG
is provable in BQL.
Proof. By induction on the complexity of the term t . If t is an elementary term, then
G[X/t] → ∃˜XG follows directly from the provability of the formulas ∃˜X(X = {root})
and ∃˜X(X = Desc(Y )) (shown in Lemma 5.12) and ∃˜ introduction.
As for the induction step, let us consider for example the case t = s ∩ s′. Then G[X/t]
is the formula (H(Z1, Z2)[Z1/s])[Z2/s′], where H(Z1, Z2) denotes
∀˜Z((Z ⇔ Z1 ∧ Z2)→ G[X/Z]),
and Z,Z1, Z2 are variables new for G, t . By applying the inductive hypothesis to the term
s′ and the formula H(Z1, Z2)[Z1/s], we know that
BQL  (H(Z1, Z2)[Z1/s])[Z2/s′] → ∃˜Z2(H(Z1, Z2)[Z1/s]).
On the other hand, from the inductive hypothesis we also know that
BQL H(Z1, Z2)[Z1/s] → ∃˜Z1H(Z1, Z2).
It follows that
BQL G[X/t] → ∃˜Z2˜∃Z1H(Z1, Z2),
that is
BQL G[X/t] → ∃˜Z2˜∃Z1∀˜Z((Z ⇔ Z1 ∧ Z2)→ G[X/Z]). (1)
Moreover, by the dual of axiom 2(a) of Deﬁnition 5.1, we know thatBQL proves the formula
∀˜Z((Z ⇔ Z1 ∧ Z2)→ G[X/Z])→ ((Z ⇔ Z1 ∧ Z2)→ G[X/Z])[Z/Z1 ∧ Z2],
and, since BQL  (Z1 ∧ Z2 ⇔ Z1 ∧ Z2), we obtain
BQL  ∀˜Z((Z ⇔ Z1 ∧ Z2)→ G[X/Z])→ G[X/Z1 ∧ Z2].
Then, axiom 2(a) gives us
BQL  ∀˜Z((Z ⇔ Z1 ∧ Z2)→ G[X/Z])→ ∃˜XG,
and from rule 2(b) we obtain
BQL  ∃˜Z1˜∃Z2∀˜Z((Z ⇔ Z1 ∧ Z2)→ G[X/Z])→ ∃˜XG.
Finally, (1) gives us BQL G[X/t] → ∃˜XG. 
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6. The completeness theorem
In Section 5.1 we proved that the subsystem of BQL which contains PDL and the bisim-
ulation quantiﬁers axioms and rules is strong enough to prove (the translation of) all valid
 formulas. However, we can easily convince ourselves that this subsystem is not strong
enough to be complete for BQL-semantics. To see this notice that all axioms and rules of
this subsystem are sound for the interpretation of ∃˜ as the standardMSO existential quan-
tiﬁer ∃, hence all formulas which are provable in this subsystem should be true under this
interpretation. But, for example, the formula
♦()→ ∃˜X(♦(X) ∧ ♦(¬X))
is valid under the bisimulation quantiﬁer interpretation for ∃˜, but not under the standard
MSO quantiﬁer interpretation, hence the proposed subsystem cannot be complete.
Since we have a subsystem that can prove all  valid formulas, to prove that BQL is
complete it is enough to show that any BQL-formula is provably equivalent to a  formula.
This is the point where we need our ﬂatness rules.We ﬁrst prove a generalization of Lemma
5.10 to the class of all disjunctive formulas. This implies that the (translations of) disjunctive
 formulas are provably separative in Y1, Y2 (see Deﬁnition 5.6).
We then use Lemma 5.7 to prove that any BQL-formula is provably equivalent to (the
translation of) a  formula.
Lemma 6.1. For any guarded disjunctive formula (Y1, Y2) of the -calculus, and for
every tuple of atoms X1, . . . , Xn, Y1, Y2 positive in , we have
BQL FLAT(+, {X1, . . . , Xn}; {Y1, Y2})
provided:
• Y1 and Y2 never occur in the same conjunction of literals in ;
• X1, . . . , Xn never occur as members of a conjunction in .
Proof. The proof follows the same lines as the one of Lemma 5.10, except that we also
have to verify the following property:
if
BQL FLAT(+, {X1, . . . , Xn}; {Y1, Y2})
and X1 is guarded, then
BQL FLAT((X1.)+, {X2, . . . , Xn}; {Y1, Y2}).
Assume that + is ﬂat in {X1, . . . , Xn}; {Y1, Y2} and that X1 is guarded. To prove
that (X1)+ is ﬂat, we proceed as follows. For a set of nodes Z in a tree T , consider the
antimonotone property saying that there exists no path in T where Z holds inﬁnitely often.
This property can be written in the -calculus by means of the formula
Fin(Z) := XY (((¬Z ∨X)) ∧Y ),
and since BQL proves all translations of valid -formulas, we have that BQL proves
ANTIMON(F in, Z). Hence, from the semiﬂatness ofX1∧(X1 ⇒ +) inX1; {X2, . . . , Xn};
G. D’Agostino, G. Lenzi / Theoretical Computer Science 338 (2005) 64–95 91
{Y1, Y2} (which is a rule of the system) and Lemma 5.5 we can derive the semiﬂatness in
X1; {X2, . . . , Xn}; {Y1, Y2} of
X1 ∧ (X1 ⇒ +) ∧ Fin(X1)+.
Then, by the same Lemma we obtain the ﬂatness of the formula
∃˜X1(X1 ∧ (X1 ⇒ +) ∧ Fin(X1)+)
in {X2, . . . , Xn}; {Y1, Y2}. Finally, Lemma 5.5 tells us that to prove the ﬂatness of (X1)+
we can show the following equivalence inside BQL:
(X1)+ ⇔ ∃˜X1(X1 ∧ (X1 ⇒ +) ∧ Fin(X1)+).
For the implication from right to left it is enough to prove
X1 ∧ (X1 ⇒ +) ∧ Fin(X1)+ ⇒ (X1)+;
but this is the translation 1 of
X1 ∧ (X1 ⇒ ) ∧ Fin(X1)⇒ X1,
which is a -calculus formula. From Lemma 5.3 we know that our system proves all trans-
lations of valid -calculus formulas, hence it is enough to show that the above formula is
valid.
For an ordinal  let
Fin(Z) = XY (((¬Z ∨X)) ∧Y ).
It is sufﬁcient to prove that, for any , the formula
X1 ∧ (X1 ⇒ ) ∧ Fin(X1)⇒ X1
is true in any tree. This can be proved by ordinal induction. The zero and limit case are easy,
so let us see the successor case. Assume X1 ∧ (X1 ⇒ ) ∧ Fin+1(X1) holds in a tree.
We have (X1), that is, the root is in (X1). But since X1 is guarded in , we have also
(X1 \ {root}). Moreover, every point ofX1 different from the root veriﬁes Fin(X1), and
alsoX1 andX1 ⇒ . So by inductive hypothesis, every point ofX1 different from the root
veriﬁes X1; hence the root veriﬁes (X1), that is, X1.
Consider now the inverse implication
(X1)+ → ∃˜X1(X1 ∧ (X1 ⇒ +) ∧ Fin(X1)+). (2)
Let us denote by G the −formula X1 ∧ (X1 ⇒ ) ∧ Fin(X1); by the induction rule
for the least ﬁxed point (which is provable in BQL) we see that to prove (2), that is, the
formula (X1.)+ → ∃˜X1G+, it is enough to prove the formula
+(˜∃X1G+)⇒ ∃˜X1G+,
1 see Remark 5.4.
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or, by putting outside the ﬁrst quantiﬁer (which we can do, by one of the ﬂatness rules, since
+ is ﬂat):
∃˜X1(+(G+))⇒ ∃˜X1G+.
By eliminating the ﬁrst quantiﬁer this is implied by
+(G+)⇒ ∃˜X1G+. (3)
Consider the BQL term
t := {root} ∪ (X1 ∩ Desc(G+)).
We shall prove that
+(G+)⇒ G+[X1/t],
and from this formula (3) can be proved by Lemma 5.16.
Following Deﬁnition 5.15 we see the formula G+[X1/t] is equivalent to closure with
respect to the quantiﬁers ∀˜Y1∀˜Y2∀˜Y3∀˜Y4 of the formula
((Y1 ⇔ Y2 ∨ Y3) ∧ (Y2 = {root}) ∧ (Y3 ⇔ X1 ∧ Y4) ∧ (Y4 = Desc(G+)) (4)
→ G+[X1/Y1]).
Remember that we have to prove this closure under the hypothesis
+(G+).
By universal quantiﬁer introduction, which is a derived rule of our system, we can equiv-
alently prove formula (4) under +(G+). By Lemma 5.3 this is achieved if we prove that
the  formula
(G)→ [(Y1 ⇔ Y2 ∨ Y3) ∧ (Y2 = {root}) ∧ (Y3 ⇔ X1 ∧ Y4) ∧
(Y4 = Desc(G))→ (G[X1/Y1])]
is valid. 2 To this aim, suppose we have an 	-expanded tree (T , V ) in which
(G) ∧ (Y1 ⇔ Y2 ∨ Y3) ∧ (Y2 = {root}) ∧ (Y3 ⇔ X1 ∧ Y4) ∧ (Y4 = Desc(G))
holds;we thenwant to prove thatG[X1/Y1]holds, or, equivalently, thatY1,Y1 ⇒ [X1/Y1],
and Fin[X1/Y1] hold in the root of T .
We observe that:
• Y1 holds in the root of T : this is because the formula Y2 = {root} holds; hence the root
is in Y2 which is contained in Y1.
• Y1 ⇒ (Y1) holds in the root of T . Consider a point v in Y1. Then v is either the root,
or a point which is in X1 and in Y4.
If we are in the root, G ⇒ Y3 holds, because G ⇒ X1 and G ⇒ Y4 are true in the
root (the last formula holds because Y4 = Desc(G) is true in the root, see Remark 5.8).
2 Notice that (())+ is equivalent to +(+) and consider Remark 5.4.
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Since Y3 ⇒ Y1 is true in T , it follows that G ⇒ Y1 is true. Hence, (Y1) holds in the
root, because (G) holds and  is monotone.
If v is not the root, it is in X1 and in Y4. Since the formula
Y4 = Desc(G)
holds in the root, we know that any point in Y4 is a descendant of a point in which
G holds. In particular, v is a descendant of a point where X1 ⇒  holds, and, since
X1 holds in v, the formula  holds as well. Moreover, since Y4 is true in v and Y4 =
Desc(G) holds in the root, there exists an ancestor v′ of v where the formula G holds.
But then any descendant of v is a descendant of v′ and it belongs to Y4. It follows that
∗(Y4) is true in v. This implies that the formula
⇔ [X1/X1 ∧ Y4]
is also true in v, and from v we conclude v[X1/X1 ∧ Y4].
Since X1 ∧ Y4 ⇒ Y1 holds in the root, from monotonicity we obtain that v veriﬁes
[X1/Y1].
• Finally, let us showFin(Y1). SinceY1 is a singleton plusY3, it is enough to showFin(Y3).
Now for an absurdity, let x1 < x2 < x3 . . . be an inﬁnite chain in Y3. In particular, since
Y3 is included in Desc(G), we have x1 ∈ Desc(G). Let y1 be an ancestor of x1 which
is in G. Then above y1 we have an inﬁnite chain in X1, contrary to the fact that y1 is in
Fin(X1). 
We ﬁnally have all ingredients needed to prove our main claim, that is, the completeness
of BQL.
Theorem 6.2. The system BQL is complete.
Proof. From Lemma 5.3 we know that BQL proves all valid formulas of the -calculus.
Hence to show the completeness of the system we only need the provable equivalence of
every BQL formula F with the translation (F−)+ of a formula F− of the -calculus (the
deﬁnition of the + translation is in Section 5.1). We give the deﬁnition of the formula
F− and the proof of the equivalence between (F−)+ and F by induction on the structural
complexity ofF . The translation− is the identity on propositions and variables, it commutes
with Boolean and modal operators, while
(♦∗F)− := X(F− ∨ ♦X).
Up to this point, the provable equivalence of F with (F−)+ either is straightforward or
follows from previous results (e.g. Remark 5.4 shows that BQL proves the equivalence
between ((♦∗F)−)+ and♦∗F ).As for the bisimulation quantiﬁers, givenF− and a variable
Y1, we have to deﬁne (˜∃Y1F)−. We do this as follows. From the inductive hypothesis we
know that
BQL F ↔ (F−)+;
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by applying quantiﬁers we have
BQL  ∃˜Y1F ↔ ∃˜Y1(F−)+.
Now any  formula is equivalent to a guarded disjunctive formula (see [5]); moreover, given
F− we can ﬁnd a disjunctive guarded formula (Y1, Y2) in which Y1 and Y2 never occur in
the same conjunction of literals, and such that F− is equivalent to [Y2/¬Y1]: it is enough
to consider a guarded disjunctive equivalent of F− and replace any conjunction containing
both Y1,¬Y1 with ⊥, and subsequently ¬Y1 with Y2. Since BQL proves all  validities we
have
BQL  (F−)+ ↔ [Y2/¬Y1]+.
From Lemma 6.1 we know that the formula + is separative in Y1, Y2 (see Deﬁnition 5.6),
and by Lemma 5.7 we know that
BQL  ∃˜Y1(F−)+ ↔ [Y1/, Y2/]+.
Hence, if we deﬁne
(˜∃Y1F)− := [Y1/, Y2/],
we have
BQL  ((˜∃Y1F)−)+ ↔ ∃˜Y1F.
This ends the inductive deﬁnition of F− and the completeness of BQL is ﬁnally
proved. 
Example 6.3. In this example we apply the translation F− to the BQL formula F of Exam-
ple 3.5,which expresses non-wellfoundedness, and check thatF− is semantically equivalent
to F . To deﬁne F− we follow the guidelines given in Theorem 6.2. Since F = ∃˜Y1G, where
G is the PDL formula Y1 ∧ (Y1 ⇒ ♦Y1), we ﬁrst ﬁnd a disjunctive guarded formula which
is equivalent to G. This is given, e.g. by the formula  = Y (Y1 ∧ COVER(Y,(Y, Y1))),
where
 = Z[(¬Y1 ∧Z) ∨ (Y1 ∧ ♦Y ∧(Y ∨ Z))].
SinceZ and♦Y ∧(Y ∨Y1) are equivalent to COVER(∅)∨COVER(Z) and COVER(Y )∨
COVER(Y, Y1), respectively, we may consider  and  as they were in disjunctive nor-
mal form. We leave to the reader the veriﬁcation of the equivalence between  and G (it
is better to prove ﬁrst that M,V if and only if for any ﬁnite path rM = w0, . . . , wn
with M,wn, VY1 then either M,wn, V♦(Y ) or there exists i ∈ {0, . . . , n − 1} with
M,wi, VY1 andM,wi+1, VY ). Then we substitute the literal¬Y1 in with a new vari-
able Y2 to obtain the formula (Y1, Y2): here Y1 and Y2 never occur in the same conjunction
and G is equivalent to [Y2/¬Y1]. By deﬁnition, (˜∃Y1G)− is then [Y1/, Y2/], which
is equivalent to
Y (COVER(Y, Z(Z ∨ COVER(Y ) ∨ COVER(, Y )))).
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Since Z(Z ∨ COVER(Y ) ∨ COVER(, Y )) is equivalent to , we obtain that the for-
mula [Y1/, Y2/] is equivalent to YCOVER(Y,), which is easily seen to express
non-wellfoundedness.
7. Conclusion and further work
In this paper we considered the extensionBQL of Propositional Dynamic Logic bymeans
of bisimulation quantiﬁers and we presented a complete axiomatic system for this logic.
The passage from PDL to BQL can be generalized to any logic which is invariant under
bisimulation: if L is such a logic, we can consider its extension L˜ by means of bisimulation
quantiﬁers. Compared with L, the logic L˜ has the advantage of having an explicit form for
the uniform interpolants of formulas, and the existence of uniform interpolants corresponds
to modularization (see, e.g. [2]), which is important in applications. Is there a possibility
to convert in a uniform way a complete system for the logic L to a complete system for
the logic L˜ as we did in the speciﬁc case of L = PDL? The axiomatization we propose
for BQL is quite “ad hoc” for this case, and it would be interesting to see if there is a more
uniform way of constructing such a system from an existing one.
Another point that certainly deserves further investigation in the step from L to L˜ is the
complexity aspect: if satisﬁability of L formulas is decidable, can we say that the same
holds for L˜? If so, does the complexity of the problem increase? If L has the ﬁnite model
property, what about L˜?
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