Zeta Determinants on Manifolds with Boundary  by Scott, Simon
Journal of Functional Analysis 192, 112–185 (2002)
doi:10.1006/jfan.2001.3893Zeta Determinants onManifoldswith Boundary
Simon Scott
Department of Mathematics, King’s College, London WC2R 2LS, UK
E-mail: sscott@mth:kcl:ac:uk
Communicated by Richard B. Melrose
Received January 11, 2001; accepted October 4, 2001
Through a general theory for relative spectral invariants, we study the z-
determinant of global boundary problems of APS-type. In particular, we compute
the z-determinant ratio for Dirac–Laplacian boundary problems in terms of a
scattering Fredholm determinant over the boundary. # 2002 Elsevier Science (USA)1. INTRODUCTION
The purpose of this paper is to study the z-function regularized
determinant for the Dirac Laplacian of an Atiyah–Patodi–Singer (APS)-
type boundary problem. We do so within a general framework for studying
relative global spectral invariants on manifolds with boundary. Despite the
primacy of the determinant of the Dirac Laplacian over closed manifolds,
relatively little has been known in the case of global boundary problems of
APS-type. Geometric index theory of such boundary value problems began
with the index formula [1]
indðDP5Þ ¼
Z
X
oðDÞ 
ZðDY Þ þ dimKerðDY Þ
2
: ð1:1Þ
Here D : C1ðX ;E1Þ ! C1ðX ;E2Þ is a ﬁrst-order elliptic differential operator
of Dirac-type acting over a compact manifold X with boundary @X ¼ Y .
Near the boundary, D is assumed to act in the tangential direction via a ﬁrst-
order self-adjoint elliptic operator DY over Y . A boundary problem DB ¼ D
is deﬁned by restricting the domain of D to those sections whose boundary
values lie in the kernel of a suitable order zero pseudodifferential operator B
on the space of boundary ﬁelds. APS-type boundary problems refer to the
case where B is, in a suitable sense, ‘comparable’ to the projection P5 onto
the eigenspaces ofDY with non-negative eigenvalue. The other ingredients in
(1.1) are the index density oðDÞ restricted from the closed double, and the
eta-invariant ZðDY Þ, deﬁned as the meromorphically continued value at
s ¼ 0 of ZðDY ; sÞ ¼ TrðDY jDY js1Þ.112
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ZETA DETERMINANTS 113A striking consequence of (1.1) is that, in contrast to the case of closed
manifolds, the index of APS-type boundary problems is not a homotopy
invariant. If, however, we restrict the class of boundary conditions to a
suitable classifying space for even K-theory, then the index does become a
homotopy invariant of the boundary condition. An appropriate parameter
space is a restricted Grassmannian GrðDÞ of pseudodifferential operator
(cdo) projections P on the L2 boundary ﬁelds which are comparable to P5.
Such a Grassmannian has homotopy type Z	 BU and its connected
components GrðrÞðDÞ are labeled by the index r ¼ indðDP Þ. One moves
between the different components according to the relative-index formula
indðDP1 Þ  indðDP2 Þ ¼ indðP2; P1Þ; ð1:2Þ
where ðP2; P1Þ :¼ P1 8 P2 : ranðP2Þ ! ranðP1Þ acts between the ranges of the
projections P1; P2 2 GrðDÞ.
Identity (1.2) depends on two decisive properties of global boundary
problems over GrðDÞ. The ﬁrst is analytic: the restriction to the boundary of
the inﬁnite-dimensional solution space KerðDÞ, to the subspace H ðDÞ :¼
ðKerðDÞÞjY of boundary sections, is a continuous bijection, with canonical
left inverse deﬁned by the Poisson operator of D. The resulting isomorphism
between the ﬁnite-dimensional kernel of DP and the kernel of the boundary
operator SðP Þ ¼ P 8 P ðDÞ : H ðDÞ ! ranðP Þ, where P ðDÞ is the Calderon
projection, and similarly, between the kernels of the adjoint operators,
means that
indðDP Þ ¼ indðSðP ÞÞ: ð1:3Þ
The second property is geometric: GrðDÞ is a homogeneous manifold, acted
on transitively by an inﬁnite-dimensional restricted general linear group on
the space of boundary ﬁelds, resulting in the identity indðP1; P2Þþ
indðP2; P3Þ ¼ indðP1; P3Þ for any P1; P2; P3 2 GrðDÞ. Then (1.2) follows
trivially from (1.3).
Although the relative index formula is quite classical, these two properties
resonate more powerfully when one turns to the harder problem of
computing for APS-type boundary problems the spectral and differential
geometric invariants familiar from closed manifolds. A precise under-
standing of these invariants is crucial for a direct approach to a geometric
index theory of global boundary problems of APS-type parallel to that for
closed manifolds [2, 3]. An important but rather different perspective is
provided by the b-calculus developed by Melrose [17].
One spectral invariant that certainly is well understood is the Z-invariant
ZðDP Þ for self-adjoint global boundary problems over odd-dimensional
manifolds. As a result of its semi-local character the Z-invariant obeys a
strikingly simple (to state) additivity property with respect to a partition of a
SIMON SCOTT114closed manifold [5, 14, 19, 33]. In this case, the homogeneous structure of
the ‘self-adjoint’ Grassmannian takes a much simpler form: the range of any
such P occurs as the graph of a unitary isomorphism T : F þ ! F , where
F denote the spaces of boundary chiral spinor ﬁelds [23].
The next invariant in the spectral hierarchy remains far more mysterious.
The spectral z-function of the Laplacian boundary problem DP ¼ ðDP Þ *DP
is deﬁned for ReðsÞ  0 by the operator trace
zðDP ; sÞ ¼ TrðDsP Þ;
where we assume that DP is invertible. Recent results of Grubb, following
earlier joint work with Seeley [10–12], show that for P in the ‘smooth’
Grassmannian Gr1ðDÞ (see Section 3), zðDP ; sÞ has a meromorphic
continuation to C which is regular at s ¼ 0. This means there is a well-
deﬁned regularized z-determinant of the Laplacian
detzðDP Þ ¼ exp 
d
dsjs¼0
zðDP ; sÞ
 
: ð1:4Þ
Owing to its highly non-local nature detzðDP Þ is a hopelessly difﬁcult
invariant to compute. There is, on the other hand, a quite different but also
completely canonical regularization of the determinant of DP as the
Fredholm determinant of the boundary ‘Laplacian’
SðP Þ* SðP Þ : H ðDÞ ! H ðDÞ:
The Fredholm determinant detF is deﬁned for operators on a Hilbert space
differing from the identity by an operator of trace class and is the natural
extension to inﬁnite-dimensional spaces of the usual determinant in ﬁnite
dimensions. Its analytical status, however, is essentially opposite to that of
(1.4). More precisely, the z-determinant is not an extension of the Fredholm
determinant}operators with Fredholm determinants do not have
z-determinants, operators with z-determinants do not have Fredholm
determinants.1 A more subtle fact is nevertheless true: the relative
z-determinant is a true extension of the Fredholm determinant. Here a
relative regularized determinant means a regularization of the ratio det A1=
det A2 for ‘comparable’ operators A1;A2 (see Section 2). Thus, any pair of
determinant class ð¼ Idþ Trace ClassÞ operators have a well-deﬁned
relative z-determinant. Moreover, there is a, roughly converse, ‘relativity
principle for determinants’ which states that ratios of z-determinants for
certain preferred classes of unbounded operators can be written canonically
in terms of Fredholm determinants.1We consider here inﬁnite-dimensional Hilbert spaces.
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determinants is a restatement of the fact that in order to deﬁne a
topologically meaningful Grassmannian one must do so relative to a
basepoint projection. (Dimension one is an exception since we are reduced
in this case to the usual ﬁnite-dimensional Grassmannian, no basepoint is
needed and for this reason explicit formulas for the z-determinant of
ordinary differential operators are possible. See Section 5.) This is familiar
in physics in the quantization of Fermions where the basepoint corresponds
to the Dirac sea splitting into positive and negative energy modes (the APS
splitting). The application to the determinant is a well known, if imprecise,
idea in physics folklore used extensively in deﬁning path integrals in QFT
and String Theory.
In Section 2 we prove a precise formulation of the relativity principle for
determinants adequate for our purposes here. The main result in this paper
is Theorem A in Table I. Table I summarizes relative formulas for the key
spectral invariants.
The third formula in Table I is Theorem (0.1) of [27] for self-adjoint
global boundary problems DP1 ;DP2 over a compact odd-dimensional
manifold. The operators Ti;K : F þ ! F  are the boundary unitary
isomorphisms discussed earlier, with H ðDÞ ¼ graphðKÞ. Because, in this
case, the Z-invariant is essentially the phase of the determinant, the second
formula, which holds mod 2Z, is an easy corollary when the operators are
invertible [14]. Theorem A holds for general Dirac-type operators and in all
dimensions. Notice, furthermore, that it is stated invariantly, independently
of the choice of ‘coordinates’ Ti}in Section 3.4 we explain how the second
and third formulas in Table I are derived from the invariant general
formulas for the relative Z-invariant and z-determinant proved in Section 2.
The relative determinant formulas in Table I encode a certain spectral
duality between the rapidly diverging eigenvalues of the global boundary
problems and the eigenvalues of the boundary Laplacians, which convergeTABLE I
Invariant Relative formula
Index indðDP1 Þ  indðDP2 Þ ¼ indðP2; P1Þ
Eta-invariant: Odd-dimensions ZðDP1 ; 0Þ  ZðDP2 ; 0Þ ¼
1
pi
log detF ðT
1
2 T1Þ
Zeta-determinant: Odd-dimensions
detzDP1
detzDP2
¼
detF ð12ðI þ T
1
1 KÞÞ
detF ð12ðI þ T
1
2 KÞÞ
Laplacian Zeta-determinant Theorem A.
detzðDP1 Þ
detzðDP2 Þ
¼
detF ðSðP1Þ* SðP1ÞÞ
detF ðSðP2Þ* SðP2ÞÞ
SIMON SCOTT116rapidly to 1. The point being that, for comparable global boundary
problems, taking quotients produces arithmetically similar behavior.
This extends to a differential geometric duality between smooth families
of global boundary problems ðD;PÞ ¼ fDbPb j b 2 Bg parameterized by a
manifold B and the corresponding family of boundary operators
SðPÞ ¼ fSðPbÞ ¼ Pb 8 P ðD
bÞ j b 2 Bg. Each family has an associated index
bundle and determinant line bundle. Geometrically, the regularized
determinants detzDP and detF ðSðP Þ* SðP ÞÞ deﬁne the so-called Quillen metric
[2, 3] and canonical metric [24] on the respective determinant line bundles.
For example, if D is held ﬁxed and P allowed to vary in the parameter
manifold B ¼ Gr1ðDÞ the canonical metric is just the ‘Fubini-Study’ metric
of [21] over the restricted Grassmannian. From this view point, Theorem A
expresses the relative equality of these metrics with respect to the obvious
determinant line bundle isomorphism DETðD;PÞ ﬃ DETðSðPÞÞ. Table II
lists the relative geometric index theory formulas for families of APS-type
boundary problems:
The relative index bundle formula is taking place in K0ðBÞ. For a
functional analytic proof see [6]. The determinant line bundle isomorphism
is explained in [24], where, essentially, the deﬁnition is given of the
canonical curvature form OC on DETðSðPÞÞ. For the construction of the z-
connection on DETðD;PÞ with curvature form Oz and proofs of all three
identities, see [26].
Notice that by setting P2 ¼ P ðDÞ, the relative formulas in Tables I and II
may be re-expressed as an interior term and a boundary correction term.
There is an essentially immediate application of the methods here to non-
compact manifolds. For a closely related detailed study of the Laplacian, we
refer to the seminal paper of Muller [20]. For an account of how
determinants of global boundary problems ﬁt into the framework of TQFT
we refer to [18]. The results of this paper were announced in [25].
The paper is organized as follows.
In Section 2 we prove a precise form of the relativity principle for
determinants using regularized limits of Fredholm scattering determinants
(Theorem 2.5). In Section 2.1 we explain how this is related to the heat
operator regularization of the determinant}the more usual scenario for
studying scattering determinants. The relative eta invariant for comparableTABLE II
Invariant Relative formula
Index bundle IndðD;P1Þ  IndðD;P2Þ ¼ IndðP2;P1Þ
Determinant line bundle DETðD;P1Þ DETðD;P2Þ* ﬃ DETðP2;P1Þ
Zeta curvature Oz1 O
z
2 ¼ O
C
1  O
C
2
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2.2 we prove a general formula for the relative eta invariant as the difference
of two scattering determinant limits. Section 2.3 is concerned with a general
multiplicativity property for the zeta determinant.
In Section 3 we ﬁrst review some analytic facts about ﬁrst-order global
boundary problems which will be needed as we proceed. We explain how the
scattering determinant arises canonically in terms of natural isomorphisms
between the various determinant lines. In Theorem 3.13 we prove an explicit
formula for the relative zeta determinant of ﬁrst-order global boundary
problems. As an example, we use this formula to give a new derivation of
Theorem (0.1) of [27].
In Section 4 we use Theorem 2.5 to prove a formula for the relative zeta
determinant of the Dirac Laplacian in terms of an equivalent ﬁrst-
order system. Methods from Section 3 then reduce this to the equality in
Theorem A.
In Section 5 we give a new proof using our methods of the results in [15]
for differential operators in dimension one. In this sense, the results of this
paper may be regarded as the extension of [15] to all dimensions.
2. REGULARIZED LIMITS AND THE RELATIVE ZETA
DETERMINANT
Let A1;A2 be invertible closed operators on a Hilbert space H with a
common spectral cut Ry ¼ freiy j r50g; y 2 ½0; 2pÞ. This supposes d; R > 0
such that the resolvents ðAi  lÞ
1 are holomorphic in the sector
Ly ¼ fz 2 C j jargðzÞ  yj5d or jzj5Rg ð2:1Þ
and such that the operator norms jjðAi  lÞ
1jj are Oðjlj1Þ as l!1 in Ly.
For ReðsÞ > 0 one then has the complex powers ﬁrst studied by Seeley [29]:
Asi ¼
i
2p
Z
C
lsðAi  lÞ
1 dl; ð2:2Þ
where
ls ¼ jljseis argðlÞ; y 2p4argðlÞ5y ð2:3Þ
is the branch of ls deﬁned by the spectral cut Ry, and C ¼ Cy is the
negatively oriented contour Cy;# [ Cr;y;y2p [ Cy2p;", with
Cf;# ¼ fl ¼ reif j 1 > r5rg; Cr;f;f0 ¼ fre
iy0 jf5y05f0g;
Cf;" ¼ fl ¼ reif j r4r51g; ð2:4Þ
SIMON SCOTT118and r5R. We assume there is a real a0 such that the operators
@ml ðAi  lÞ
1 ¼ m!ðAi  lÞ
m1
are trace class for m > a0, with asymptotic expansions as l!1 in Ly
Trð@ml ðAi  lÞ
1Þ 
X1
j¼0
X1
k¼0
aðiÞj;kðmÞðlÞ
ajm logkðlÞ; ð2:5Þ
where 05mþ a05   5mþ aj % þ1. Here, log ¼ logy is the branch of
the logarithm speciﬁed by (2.3); changing y may change the coefﬁcients
aðiÞj;kðmÞ. Since l
ks@k1l ðAi  lÞ
1 ! 0 as l!1 along C for ReðsÞ > 0, we
can integrate by parts in (2.2) to obtain
Asi ¼
1
ðs 1Þ    ðs mÞ
i
2p
Z
C
lms @ml ðAi  lÞ
1 dl: ð2:6Þ
From (2.5) and (2.6), the operators Asi are trace class in the half-plane
ReðsÞ > 1þ m and we can deﬁne there the spectral zeta functions of A1, A2
zyðAi; sÞ ¼ Tr A
s
i ; ReðsÞ > 1þ m:
Substituting the asymptotic expansion (2.5) in
zyðAi; sÞ ¼
1
ðs 1Þ    ðs mÞ
i
2p
Z
C
lms Trð@ml ðAi  lÞ
1Þ dl ð2:7Þ
yields the meromorphic continuation of zyðAi; sÞ to all of C with singularity
structure
p
sinðpsÞ
zyðAi; sÞ 
X1
j¼0
X1
k¼0
*a
ðiÞ
j;k
ðsþ aj  1Þ
kþ1; ð2:8Þ
where, independently of m,
*a
ðiÞ
j;k  mkGðajÞGðaj þ mÞ
1aðiÞj;kðmÞ; ð2:9Þ
mk ¼ ð1þ iðy pÞÞ
k and GðsÞ is the Gamma function (see [[12, Proposition
2.9, 28], here generalized to arbitrary y]).
Notation: In Eq. (2.9)  indicates that
GðajÞGðaj þ mÞ
1aðiÞj;0ðmÞ
sþ aj  1
þ
m1GðajÞGðaj þ mÞ
1aðiÞj;1ðmÞ
ðsþ aj  1Þ
2
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has an asymptotic expansion
f ðlÞ 
X1
j¼0
X1
k¼0
cj;kðlÞ
bj logkðlÞ þ cðlÞn
as l!1 with bj % þ1, n > 0 means that for any e > 0 and N with bN > n,
f ðlÞ ¼
XN1
j¼0
X1
k¼0
cj;kðlÞ
bj logkðlÞ þ cðlÞn þ OðjljbNþeÞ
for l sufﬁciently large, while a function g on C has singularity structure
gðsÞ 
X1
j¼0
X1
k¼0
dj;k
ðsþ gj  1Þ
k
means that
gðsÞ ¼
XN1
j¼0
X1
k¼0
dj;k
ðsþ gj  1Þ
k þ hN ðsÞ
with hN holomorphic for 1 gN5ReðsÞ5N þ 1.
At any rate, (2.8) implies that the term with coefﬁcient aðiÞj;kðmÞ in the
resolvent trace expansion (2.5) corresponds to a pole of psinðpsÞ zyðAi; sÞ
at s ¼ 1 aj of order k þ 1. In particular, since
sinðpsÞ
p ¼ sþ Oðs
3Þ around
s ¼ 0, if
*a
ð1Þ
J ;1 ¼ 0 ¼ *a
ð2Þ
J ;1; aJ ¼ 1; ð2:10Þ
then (2.8) implies the zyðAi; sÞ have no pole at s ¼ 0 and
zyðAi; 0Þ ¼ *a
ðiÞ
J ;0 ¼
aðiÞJ ;0ðmÞ
m!
: ð2:11Þ
The regularity at s ¼ 0 means we can deﬁne the z-determinants
detz;y A1 ¼ ez
0
yðA1;0Þ; detz;y A2 ¼ ez
0
yðA2 ;0Þ;
where z0y ¼ d=dsðzyÞ. If (2.10) holds we refer to each of A1;A2 as z-admissible.
Thus, for example, if A1;A2 are elliptic differential operators of order d > 0
over a closed manifold of dimension n, then they are z-admissible with
aðiÞj;0ðmÞ locally determined, aj ¼ ðj nÞ=d, so J ¼ nþ d, and a
ðiÞ
j;1ðmÞ ¼ 0 (no
log terms). In the following, we do not assume that the operators Ai are z-
admissible unless explicitly stated.
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on H with spectral cut Ry as z-comparable if for l 2 Ly:
(I) The relative resolvent ðA1  lÞ
1  ðA2  lÞ
1 is trace class and
TrððA1  lÞ
1  ðA2  lÞ
1Þ ¼ 
@
@l
log detF Sl: ð2:12Þ
Here the ‘scattering’ operator Sl ¼SlðA1;A2Þ is an operator of the form
Idþ Wl on a Hilbert spaceHl  H with Wl of trace class, so that Sl has a
Fredholm determinant detF Sl :¼ 1þ
P
k51 Trð^
kWlÞ taken on Hl.
(II) There is an asymptotic expansion as l!1
TrððA1  lÞ
1  ðA2  lÞ
1Þ 
X1
j¼0
j=J
X1
k¼0
bj;kðlÞ
aj logkðlÞ
þ bJ ;0ðlÞ
1; ð2:13Þ
where 05a05   5aj % þ1 and aJ ¼ 1.
Remark 2.2. (1) If H :¼
S
lHl forms a (trivializable) vector bundle,
then the right-hand side of (2.12) can be written TrðS1l dlSlÞ; where dl is
a covariant derivative on HomðH;H Þ. There is a canonical choice for dl
induced from the covariant derivative r@=@l ¼ P ðlÞ  ð@=@lÞ  P ðlÞ on H,
with P ðlÞ the projection on H with range Hl.
(2) If an expansion (2.13) exists, then aj > 0 since A11  A
1
2 is trace class.
If A1;A2 are z-comparable, then As1  A
s
2 is trace class for ReðsÞ > 1.
Hence we deﬁne the relative spectral z-function by
zyðA1;A2; sÞ ¼ TrðA
s
1  A
s
2 Þ; ReðsÞ > 1: ð2:14Þ
In view of (2.12) we have
zyðA1;A2; sÞ ¼
i
2p
Z
C
ls TrððA1  lÞ
1  ðA2  lÞ
1Þ dl
¼ 
i
2p
Z
C
ls
@
@l
log detF Sl dl: ð2:15Þ
zyðA1;A2; sÞ thus extends holomorphically to ReðsÞ > 1 a0 while the
asymptotic expansion (2.13) deﬁnes the meromorphic continuation to C
with singularity structure
GðsÞzyðA1;A2; sÞ 
X1
j¼0
j=J
X1
k¼0
*bj;k
ðsþ aj  1Þ
k þ
*bJ ;0
s
; ð2:16Þ
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*bj;k ¼ mkGðajÞ
1bj;k ; *bJ ;0 ¼ bJ ;0 ¼ zyðA1;A2; 0Þ: ð2:17Þ
Since bJ ;1 ¼ 0 in (2.13) then zyðA1;A2; sÞ is regular at s ¼ 0 and we can deﬁne
the relative z-determinant by
detz;yðA1;A2Þ ¼ ez
0
yðA1 ;A2;0Þ: ð2:18Þ
No assumption is made on the existence or regularity of zyðAi; sÞ. If A1;A2
are z-admissible and (I) of Deﬁnition (2.1) holds, then (2.5), (2.10) imply as
l!1 in Ly
@ml TrððA1  lÞ
1  ðA2  lÞ
1Þ

X1
p¼0
p=J
X1
k¼0
þðað1Þp;kðmÞ  a
ð2Þ
p;kðmÞÞðlÞ
apm logkðlÞ
þ ðað1ÞJ ;0ðmÞ  a
ð2Þ
J ;0ðmÞÞðlÞ
1m ð2:19Þ
with, by z-comparability, ap > 0}for, the relative resolvent trace is then
OðjljeÞ as l!1, some e > 0, and hence að1Þj;k ðmÞ  a
ð2Þ
j;k ðmÞ ¼ 0 in (2.5) for
aj40, while in (2.19) p ¼ jmaxfj j aj40g þ 1, resulting in the regularity
of zyðA1;A2; sÞ for ReðsÞ > 1 e. With ap > 0, we can integrate (2.19) to
obtain for l!1 an asymptotic expansion of form (2.13).
The bj;k are related to the coefﬁcients in (2.19) via universal constants; in
(2.16)
*bj;k  *a
ð1Þ
j;k  *a
ð2Þ
j;k ð2:20Þ
and, in particular,
zyðA1;A2; 0Þ ¼ *bJ ;0 ¼ *a
ð1Þ
J ;0  *a
ð2Þ
J ;0 ¼ zyðA1; 0Þ  zyðA2; 0Þ: ð2:21Þ
More generally:
Lemma 2.3. If A1;A2 are z-admissible operators such that (I) of Definition
(2.1) holds, then A1;A2 are z-comparable and as meromorphic functions on C
zyðA1;A2; sÞ ¼ zyðA1; sÞ  zyðA2; sÞ: ð2:22Þ
Proof. The ﬁrst statement is proved above. For ReðsÞ > 1 a0, (2.22) is
obvious. Elsewhere, from (2.17), or (2.19), (2.13), the left- and right-hand
side of (2.22) have the same singularity structure, hence zyðA1;A2; sÞ
SIMON SCOTT122zyðA1; sÞ þ zyðA2; sÞ is a holomorphic continuation of zero from ReðsÞ >
1 a0 to all of C, and is therefore identically zero. ]
To compute detz;yðA1;A2Þ in terms of the scattering matrix we need to
know more about the asymptotic behavior of S l.
Lemma 2.4. Let f be a differentiable function in the sector Ly with an
asymptotic expansion as l!1

@f
@l

X1
j¼0
X1
k¼0
cj;kðlÞ
bj logkðlÞ þ c0ðlÞ
1 ð2:23Þ
with bj % þ1 and bj=1. Then
cf ðlÞ :¼ f ðlÞ 
Xr
j¼0
X1
k¼0
cj;k
1 bj
ðlÞbjþ1logkðlÞ 
k
1 bj
ðlÞbjþ1
 !
 c0 logðlÞ; ð2:24Þ
where r ¼ maxfk j bk51g; converges uniformly as l!1. Denoting this
limit by
c1 :¼ lim
y
l!1cf ðlÞ
(the y indicating the limit is taken in the sector Ly), there is an asymptotic
expansion as l!1 in Ly
f ðlÞ 
X1
j¼0
X1
k¼0
cj;k
1 bj
ðlÞbjþ1 logkðlÞ 
k
1 bj
ðlÞbjþ1
 !
þ c0 logðlÞ þ c1: ð2:25Þ
Proof. Let l0 2 Rj with j ¼ argðlÞ and jlj5jl0j. Choosing jlj sufﬁciently
large so that (2.23) holds, then
jcf ðlÞ  cf ðl0Þj
4
Z jlj
jl0 j
@cf
@m
				 				 dm
ZETA DETERMINANTS 123¼
Z jlj
jl0 j
@f
@m
þ
Xr
j¼0
X1
k¼0
cj;kðmÞ
bj logkðmÞ þ c0ðmÞ
1
					
					 dm
¼
Z jlj
jl0 j
Oðmbrþ1 Þ dm4Cjljbrþ1þ1:
Since brþ1 > 1, then ðcf ðlÞÞ is convergent by the Cauchy criterion.
Integrating (2.23) between l and l0, we obtain for large jlj; jl0j and any
e > 0
f ðlÞ ¼
XN1
j¼0
X1
k¼0
cj;k
1 bj
ðlÞbjþ1 logkðlÞ 
k
1 bj
ðlÞbjþ1
 !
þ c0 logðlÞ þ OðjljbNþ1þeÞ þ cf ðl0Þ þ Oðjl0jbNþ1þeÞ:
Letting l0 !1 we reach the conclusion. ]
Applying Lemma 2.4 to jðlÞ ¼ log detF Sl and from (2.12), (2.13), we see
that as l!1 in Ly there is an asymptotic expansion
log detF Sl 
X1
j¼0
j=J
X1
k¼0
b0j;kðlÞ
ajþ1 logkðlÞ þ bJ ;0 logðlÞ þ crel; ð2:26Þ
where b0j;0 ¼ bj;0ð1 ajÞ
1  bj;1ð1 ajÞ
2, b0j;1 ¼ bj;1ð1 ajÞ
1 ( j=J ), and
the constant term is
crel ¼ lim
y
l!1 log detF Sl  bJ ;0 logðlÞ 
XJ1
j¼0
X1
k¼0
b0j;kðlÞ
ajþ1 logkðlÞ
" #
:
ð2:27Þ
The regularized limit of a function in the sector Ly with an asymptotic
expansion f ðlÞ 
P1
j¼0
P1
k¼0 cjkðlÞ
bj logkðlÞ þ c0 logðlÞ þ c1 as
l!1, where bj % þ1 and bj=0, picks out the constant term in the
expansion
LIMyl!1f ðlÞ ¼ c1:
We have (with S :¼ S0):
Theorem 2.5. For z-comparable operators A1;A2
detz;yðA1;A2Þ ¼ detF Se
LIMyl!1 log detF Sl : ð2:28Þ
SIMON SCOTT124With zrelð0Þ :¼ zyðA1;A2; 0Þ; one has
LIMyl!1 log detF Sl ¼ lim
y
l!1 log detF Sl  zrelð0ÞlogðlÞ


XJ1
j¼0
X1
k¼0
b0j;kðlÞ
ajþ1logkðlÞ
#
: ð2:29Þ
If A1;A2 are z-admissible
detz;yðA1;A2Þ ¼
detz;y A1
detz;y A2
: ð2:30Þ
Proof. Identity (2.30) is immediate from Lemma 2.3, while (2.29) follows
from (2.26), (2.27), and (2.17), (2.21).
To prove (2.28), since ls log detF Sl ! 0 at the ends of C for
ReðsÞ > 1 a0, we can integrate by parts in (2.15) to obtain
zyðA1;A2; sÞ ¼ sgðsÞ ð2:31Þ
and hence that
z0yðA1;A2; 0Þ ¼
d
dsjs¼0
ðsgðsÞjmerÞ; ð2:32Þ
where, with f ðlÞ ¼ log detF SlðlÞ ,
gðsÞ ¼
i
2p
Z
C
ls f ðlÞ dl ð2:33Þ
has a simple pole at s ¼ 0 with residue bJ ;0. The notation hðsÞjmer indicates
the meromorphically continued function.
We carry out the meromorphic continuation of zyðA1;A2; sÞ along the lines
of [12, Proposition 2.9]. First, log detF Sl is regular near l ¼ 0 and so f ðlÞ
is meromorphic there with Laurent expansion
f ðlÞ ¼
log detF S
ðlÞ
þ
X1
j¼0
bjðlÞ
j: ð2:34Þ
Since
R
C l
1s dl ¼ 0 for ReðsÞ > 0, then
gðsÞ ¼
i
2p
Z
C
lsf0ðlÞ dl; f0ðlÞ :¼ f ðlÞ 
log detF S
ðlÞ
: ð2:35Þ
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be shrunk to the origin, which reduces gðsÞ to
gðsÞ ¼
sinðpsÞ
p
eiðpyÞðs1Þ
Z 1
0
rsf0ðreiyÞ dr ð2:36Þ
using eisðy2pÞ  eisy ¼ 2i sinðpsÞeisðpyÞ. On the other hand, from (2.26)
there is an asymptotic expansion as l!1 along Ry
f0ðlÞ  c0
logðlÞ
ðlÞ
þ
c1  log detF S
ðlÞ
þ
X1
j¼0
j=J
X1
k¼0
b0j;kðlÞ
aj logkðlÞ; ð2:37Þ
where c0 ¼ bJ ;0 ¼ zrelð0Þ, c1 ¼ crel. Hence, since l ¼ reiy ¼ reiðypÞ with
respect to Ry, for any e > 0;N > J þ 1 we have as r!1
f0ðreiyÞ ¼ c0
logðreiðypÞÞ
reiðypÞ
þ
c1  log detF S
reiðypÞ
þ
XN1
j¼0
j=J
X1
k¼0
b0j;kr
aj eiðypÞaj logkðreiðypÞÞ þ OðraNþeÞ: ð2:38Þ
Therefore,
eiðypÞeisðpyÞ
p
sinðpsÞ
gðsÞ
¼
Z 1
0
XN1
j¼0
bjeiðypÞjrjs þ rsOðrN Þ
" #
dr
þ
Z 1
1

eiðypÞc0rs1 logðrÞ þ eiðypÞðc1 þ iðy pÞc0  log detF SÞr
s1:
þ
XN1
j¼0
j=J
X1
k¼0
cj;k;yrajs log
kðrÞ þ rsOðraNþeÞ

dr
¼ 
XN1
j¼0
bjeiðypÞj
s j 1
þ
eiðypÞc0
s2
þ
eiðypÞðc1 þ iðy pÞc0  log detF SÞ
s
þ
XN1
j¼0
j=J
X1
k¼0
cj;k;y
ðsþ aj  1Þ
k þ hN ðsÞ;
SIMON SCOTT126where hN is holomorphic for 1 aN þ e5ReðsÞ5N þ 1. Here we use the
meromorphic extension to C ofZ 1
0
rjs dr ¼
1
s j 1
; ReðsÞ5jþ 1; ð2:39Þ
Z 1
1
rbs logkðrÞ dr ¼
1
ðs b 1Þkþ1
; k ¼ 0; 1; ReðsÞ > bþ 1: ð2:40Þ
This implies the singularity structure
eiðpyÞs
p
sinðpsÞ
gðsÞ 
c0
s2
þ
c1 þ iðy pÞc0  log detF S
s

X1
j¼0
bj
s j 1
þ
X1
j¼0
j=J
X1
k¼0
eiðypÞjcj;k;y
ðsþ aj  1Þ
k : ð2:41Þ
Around s ¼ 0 one has sinðpsÞp ¼ sþ Oðs
3Þ and hence
sgðsÞ ¼ eiðpyÞsðs2 þ Oðs4ÞÞ
c0
s2
þ
c1 þ iðy pÞc0  log detF S
s
 
þ s2pðsÞ; ð2:42Þ
where p is meromorphic on C and holomorphic around s ¼ 0, giving the
pole structure in (2.41) away from the origin. We, therefore, have near s ¼ 0
d
ds
ðsgðsÞÞ ¼ iðp yÞeiðpyÞsðc0 þ sðc1 þ iðy pÞc0  log detF SÞÞ
þ Oðs2Þ þ eiðpyÞsðc1 þ iðy pÞc0  log detF SÞ þ OðsÞ:
And hence from (2.32)
z0yðA1;A2; 0Þ ¼ c1  log detF S ð2:43Þ
and this is Eq. (2.28). ]
Remark 2.6. There is freedom in specifying log detF Sl up to the
addition of a constant, and hence in specifying Sl up to composition with
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the ideal of trace-class operators; that is, SlE is also a scattering operator
for any E 2 Gl1ðHlÞ. However, since detF : Gl1ðHlÞ ! C* is a group
homomorphism and the regularized limit is linear
LIMyl!1ðgðlÞ þ c : f ðlÞÞ ¼ LIM
y
l!1ðgðlÞÞ þ c LIM
y
l!1ðf ðlÞÞ; ð2:44Þ
any constant c, then (2.28) and (2.43) are unambiguous.
With the regularized limit LIMz!0ðhðzÞÞ denoting the constant term in the
Laurent expansion of a function hðzÞ around z ¼ 0, we can recast (2.28) as
follows:
Proposition 2.7. If A1;A2 are z-comparable, then
log detz;yðA1;A2Þ ¼  LIMs!0
i
2p
Z
C
ls1 log detF Sl dl
				mer 
¼ 
i
2p
Z
C
ls1 log detF Sl dl
zrel;yð0Þ
s
 				mer
s¼0
ð2:45Þ
Equivalently,
log detz;yðA1;A2Þ ¼  LIMs!0½GðsÞzyðA1;A2; sÞj
mer þ gzrel;yð0Þ
¼  GðsÞzyðA1;A2; sÞ 
zrel;yð0Þ
s
 				mer
s¼0
þgzrel;yð0Þ: ð2:46Þ
Proof. From (2.33), (2.42), around s ¼ 0 one has
i
2p
Z
C
ls1 log detF S dl ¼ e
iðpyÞs c0
s
þ c1 þ iðy pÞc0  log detF Sþ OðsÞ
 
¼
c0
s
þ c1  log detF Sþ OðsÞ;
and hence (2.45) follows from (2.43).
On the other hand, GðsÞ ¼ s1 þ gsþ OðsÞ near s ¼ 0, so from (2.31)
GðsÞzyðA1;A2; sÞ ¼GðsÞsgðsÞ
¼ eiðpyÞs
c0
s
þ c1 þ iðy pÞc0  log detF Sþ c0gþ OðsÞ
 
;
and so (2.46) follows similarly. ]
We also have:
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is an asymptotic expansion as m!1 in Ly
log detz;yðA1  mÞ  log detz;yðA2  mÞ

X1
j¼0
j=J
X1
k¼0
b0j;kðlÞ
ajþ1 logkðlÞ þ bJ ;0 logðlÞ:
In particular, the constant term is zero: LIMym!1 log
detz;yðA1mÞ
detz;yðA2mÞ
 
¼ 0.
Proof. For m 2 Ly the operators Ai  m are z-comparable, and hence by
Theorem 2.5
log detz;yðA1  m;A2  mÞ ¼ log detF Sm  LIM
y
l!1 log detF Smþl:
Since LIMyl!1log detF Smþl ¼ LIM
y
l!1 log detF Sl the conclusion is
reached from (2.26) and (2.37). ]
Finally, it is useful to note that a similar proof allows Theorem 2.5 to be
abstracted and generalized slightly:
Proposition 2.9. Let F be a function on C which is meromorphic at 0
with Laurent expansion FðlÞ ¼
P1
j¼m bjðlÞ
j, and holomorphic in a sector
Ly with for some r 2 Z a uniform asymptotic expansion of @F=@l as l!1
in Ly
@F
@l

X1
j¼r
X1
k¼0
aj;kðlÞ
aj logkðlÞ; ð2:47Þ
where 15ar5   5a1405a05   5aj %1: Then
ZðsÞ ¼ 
i
2p
Z
C
ls
@F
@l
dl
is holomorphic for ReðsÞ > 1 ar and has a meromorphic continuation to all
of C with poles determined by the coefficients of (2.47). In particular, if aJ ;1 ¼
0 (with aJ ¼ 1) then ZðsÞ is holomorphic around s ¼ 0 with Zð0Þ ¼ aJ ;0, and
Z 0ð0Þ ¼ Fð0Þ  LIMyl!1FðlÞ; ð2:48Þ
where Fð0Þ :¼ LIMl!0 FðlÞ ¼ b0.
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In this section we derive Theorem 2.5 using the heat operator trace for
operators A1;A2 with spectrum contained in a sector of the right half-plane.
This applies, for example, to the Dirac Laplacian on a manifold with
boundary.
We assume that Rp is a spectral cut for A1;A2, so that jjðAi  lÞ
1jj ¼
Oðjlj1Þ for large l in Lp with d > p=2 in (2.1). Let C be a contour
surrounding spðA1Þ; spðA2Þ, coming in on a ray with argument in ð0;p=2Þ,
encircling the origin, and leaving on a ray with argument in ðp=2; 0Þ. For
t > 0, one then has the heat operators
etAi :¼
i
2p
Z
C
etlðAi  lÞ
1 dl ¼
i
2p
Z
C
tmetl@ml ðAi  lÞ
1 dl:
If we assume @ml ðAi  lÞ
1 is trace class for some m, then etAi is trace class
with
TrðetAi Þ ¼
i
2p
Z
C
tmetl Trð@ml ðAi  lÞ
1Þ dl:
The resolvent trace expansions (2.5) thus imply heat trace expansions as
t! 0
TrðetAiÞ 
X1
j¼0
X1
k¼0
*a
ðiÞ
j;kt
aj1 logk t ð2:49Þ
with coefﬁcients differing from those in (2.5) by universal constants, while
TrðetAiÞ ¼ OðectÞ, some c > 0, as t!1. The heat representation of the
power operators
Asi ¼
1
GðsÞ
Z 1
0
ts1etAi dt; ReðsÞ > 0 ð2:50Þ
then implies zðAi; sÞ ¼ GðsÞ
1 R1
0 t
s1TrðetAi Þ dt for ReðsÞ > 1 a0, with
(2.49) giving the pole structure of the meromorphic extension to C.
For positive z-admissible operators the heat cut-off regularization,
deﬁned by
log detheatðAiÞ :¼ LIMe!0
Z 1
e

1
t
TrðetAi Þ dt ð2:51Þ
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f ðeÞ :¼
Z 1
e

1
t
TrðetAi Þ dt  zðAi; 0Þ log eþ LIMe!0f ðeÞ

X1
j¼0
X1
k¼0
fj;keaj1 log
k e:
Since @f=@e ¼ e1 TrðeeAi Þ, the existence of such an expansion follows from
(2.49) and the small time asymptotics analogue of Lemma 2.4.
The deﬁnition in (2.51) is motivated by detheatðAÞ ¼ detF ðAÞ in ﬁnite
dimensions. However, if H is inﬁnite dimensional and A is determinant class,
then etA is not trace class and (2.51) is undeﬁned. There is, nevertheless, for
any pair of z-comparable operators A1;A2 a well-deﬁned relative heat cut-off
determinant
log detheatðA1;A2Þ :¼ LIMe!0
Z 1
e

1
t
TrðetA1  etA2 Þ dt: ð2:52Þ
This includes both when A1;A2 are determinant class or z-admissible. In
the former case, etA1  etA2 is now trace class, log detheatðA1;A2Þ ¼R1
0 
1
t Trðe
tA1  etA2 Þ dt and detheatðA1;A2Þ ¼ detF ðA1Þ=detF ðA2Þ. This
is the r-integrated version of
TrðA1r ’ArÞ ¼
Z 1
0
t1 Tr
d
dr
etAr
 
dt ðAr det classÞ; ð2:53Þ
where A14Ar4A2 is a smooth 1-parameter family of non-negative
determinant class operators (to see (2.53), set s ¼ 1 in (2.50) and use
Duhamel’s principle).
On the other hand, when the Ai are z-admissible
detheatðA1;A2Þ ¼
detheatðA1Þ
detheatðA2Þ
: ð2:54Þ
By (2.57), below, (2.54) is a restatement of (2.30) and (2.21).
The relative heat and z-function zðA1;A2; sÞ ¼ GðsÞ
1 R1
0 t
s1 TrðetA1 
etA2 Þ dt regularizations are related to the scattering determinant is as
follows.
Theorem 2.10. Let A1;A2 be positive z-comparable operators with y ¼ p,
as above. Then as e! 0 there is an asymptotic expansionZ 1
e

1
t
TrðetA1  etA2 Þ dt log detF S LIMm!1 log detF Sm
 zrelð0ÞG
0ð1Þ  zrelð0Þ log eþ
X1
j¼0
X1
k¼0
c0j;ke
aj1 logk e: ð2:55Þ
ZETA DETERMINANTS 131Hence,
log detheatðA1;A2Þ ¼ log detF S LIMl!1 log detF Sl  zrelð0ÞG
0ð1Þ:
ð2:56Þ
One has
detzðA1;A2Þ ¼ detheatðA1;A2Þezrelð0ÞG
0ð1Þ: ð2:57Þ
Remark 2.11. G0ð1Þ ¼ g.
Proof. Equation (2.57) follows from (2.56) and (2.28). Alternatively, it is
proved directly, without reference to Theorem 2.5, by an obvious
modiﬁcation of the following proof of (2.55).
From (2.12) and (2.1) we have
TrðetA1  etA2 Þ ¼ 
i
2p
Z
C
etl
@
@l
log detF Sl dl
¼  t
i
2p
Z
C
etl log detF Sl dl: ð2:58Þ
HenceZ 1
e

1
t
TrðetA1  etA2 Þ dt ¼
i
2p
Z
C
limo!1
etl
l
				o
t¼e
log detF Sl dl
¼
i
2p
Z
C
limo!1
em log detF Sm=o
m
dm

i
2p
Z
C
er log detF Sr=e
r
dr ð2:59Þ
using m ¼ ol; r ¼ el and homotopy invariance to shift the contours oC; eC
to C.
Since limo!1 log detF Sm=o ¼ log detF S and since the contour in the
ﬁrst term in (2.59) can be closed at 1, we have
i
2p
Z
C
limo!1
em log detF Sm=o
m
dm ¼ log detF S: ð2:60Þ
Now from (2.26) and (2.37), for any d > 0, as e! 0
log detF Sr=e
r
¼ c1ðrÞ
1 þ c0ðrÞ
1 log ðrÞ þ c0ðrÞ
1 log ðeÞ
þ
XN1
j¼Jþ1
X1
k¼0
cj;kððrÞ
1aje1aj ðlog ðrÞ þ log ðeÞÞk
þ OðjrejaNþdÞ: ð2:61Þ
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i
2p
Z
C
er log detF Sr=e
r
dr ¼ c1
i
2p
Z
C
erðrÞ1 dr
þ c0
i
2p
Z
C
erðrÞ1 logðrÞ drþ c0 logðeÞ
i
2p
Z
C
erðrÞ1 dr
	
XN1
j¼Jþ1
X1
k¼0
cj;ke1aj
i
2p
Z
C
erðrÞ1aj ðlogðrÞ þ logðeÞÞk þ OðjejaNþdÞ:
ð2:62Þ
From the contour integral formula for the Gamma function
GðsÞ1 ¼
i
2p
Z
C
erðrÞs dr;
we have
i
2p
Z
C
erðrÞ1 dr ¼ Gð1Þ1 ¼ 1 ð2:63Þ
and
i
2p
Z
C
erðrÞ1 logðrÞ dr ¼ 
d
dsjs¼1
ðGðsÞ1Þ ¼ G0ð1Þ: ð2:64Þ
From (2.59), (2.60), (2.62)–(2.64), we reach the conclusion. ]
For closely related formulae see Section 3 of [20].
2.2. Relative eta invariants
The dependence of the relative z-determinant on the choice of spectral cut
Ry is measured by the regularized limit in (2.28):
Lemma 2.12. Let A1;A2 be z-comparable operators for spectral cuts y;f 2
½0; 2pÞ with scattering matrices Syl;S
f
m chosen so that detF S
y
0 ¼ detF S
f
0 .
Then
detz;yðA1;A2Þ
detz;fðA1;A2Þ
¼ exp LIMa!1 log
detF S
y
eiya
detF S
f
eifa
 !" #
;
where LIM ¼ LIM0; a 2 Rþ.
By Remark 2.6 the requirement detF S
y
0 ¼ detF S
f
0 can always be
fulﬁlled, and so (2.12) follows from Theorem 2.5 and (2.44). Notice that
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and that the Fredholm determinants are taken on Heiya;Heifa, respectively.
We consider this for self-adjoint A1;A2 with spðAiÞ \ R=|; for example,
for operators of Dirac type. There are, then, up to homotopy, two choices
for y:
y ¼
p
2
; 
3p
2
4argðlÞ5
p
2
; ð1Þs ¼ eips
or
y ¼
3p
2
; 
p
2
4argðlÞ5
3p
2
; ð1Þs ¼ eips;
which we may indicate by y ¼ þ; y ¼ , respectively. We assume that A1;A2
are z-comparable so that for m 2 L
TrððA1  mÞ
1  ðA2  mÞ
1Þ ¼ 
@
@m
log detF S

m ð2:65Þ

X1
j¼0
X1
k¼0
aj;kðmÞ
aj logk ðmÞ as m!1 in L:
ð2:66Þ
We may omit the  superscripts in the following, m indicating the
appropriate scattering operator. Taking conjugates switches between
spectral cuts and so, since the Ai are self-adjoint, it is enough to assume z-
comparability for just one of y ¼ p=2 or 3p=2. Considering m ¼ ia 2 iRþ
gives
aJ ;0 ¼ a
þ
J ;0 ð2:67Þ
and
@a log detF Sia ¼ @a log detF S
*
ia: ð2:68Þ
We then have two relative z-functions zðA1;A2; sÞ, corresponding to the
contours Cþ ¼ Cp=2 and C ¼ C3p=2. Their disparity at s ¼ 0 is measured to
ﬁrst order by zðA21;A
2
2; 0Þ and the relative Z-invariant, deﬁned by
ZðA1;A2Þ :¼ LIMs!0 ZðA1;A2; sÞjmer;
where for ReðsÞ  0,
ZðA1;A2; sÞ ¼TrðA1jA1js1  A2jA2js1Þ
¼
i
2p
Z
Cp
lðsþ1Þ=2 TrðA1ðA21  lÞ
1  A2ðA22  lÞ
1Þ dl; ð2:69Þ
and Cp is a contour of type (2.4) with y ¼ p. (Here A2i ¼ A
*
i Ai have (dense)
domains domðA2i Þ ¼ fx 2 H j x;Aix 2 domðAiÞg.)
SIMON SCOTT134The existence of zpðA21;A
2
2; sÞ and ZðA1;A2; sÞ for ReðsÞ  0, the justiﬁca-
tion of (2.69), and their meromorphic continuation to C follow from the
z-comparability of A1;A2 via the identities
AiðA2i  lÞ
1 ¼ 1
2
½ðAi  l
1=2Þ1 þ ðAi þ l
1=2Þ1; ð2:70Þ
ðA2i  lÞ
1 ¼
1
2l1=2
½ðAi  l
1=2Þ1  ðAi þ l
1=2Þ1: ð2:71Þ
Here l1=2 is uniquely speciﬁed by Rp. It is important to observe that the
transformation l! l1=2 opens Cp out into a vertical contour
Cp/C1=2 :¼ Cp=2;# [ Cp=2;" [ Cr;p=2;p=2: ð2:72Þ
From (2.70), jjAiðA2i  lÞ
1jj ¼ Oðjl1=2jÞ, so AijAijðsþ1Þ=2 is deﬁned
for ReðsÞ > 0. Since A1;A2 are z-comparable, (2.70) implies A1ðA21  lÞ
1 
A2ðA22  lÞ
1 is trace class, and, from (2.66), ZðA1;A2; sÞ is deﬁned for ReðsÞ >
1 a0 (see Proposition 2.15).
If A1;A2 are individually z-admissible then ZðAi; sÞ ¼ TrðAijAijðsþ1Þ=2Þ are
deﬁned, and since ZðA1;A2; sÞ and ZðA1; sÞ  ZðA2; sÞ have the same pole
structure
ZðA1;A2; sÞ ¼ ZðA1; sÞ  ZðA2; sÞ ðAi z-admissibleÞ: ð2:73Þ
Likewise, from (2.71), jjðA2i  lÞ
1jj ¼ Oðjl1jÞ and zðA21;A
2
2; sÞ is deﬁned
for ReðsÞ > 1 a0. More precisely, setting log ¼ logp from here on, we have:
Proposition 2.13. For l 2 Lp
TrððA21  lÞ
1  ðA22  lÞ
1Þ ¼ 
@
@l
log detF Sl1=2 
@
@l
log detF Sl1=2 : ð2:74Þ
With l ¼ a 2 Rþ
TrððA21 þ aÞ1  ðA22 þ aÞ1Þ ¼
@
@a
log detF ððSi ﬃﬃap Þ*Si ﬃﬃap Þ: ð2:75Þ
[This means either ðSi ﬃﬃap Þ*Si ﬃﬃap or ðSþi ﬃﬃap Þ*Sþi ﬃﬃap .] As l!1 in Lp there
is an asymptotic expansion
TrððA21  lÞ
1  ðA22  lÞ
1Þ 
X1
j¼0
X1
k¼0
a0j;kðlÞ
ðajþ1Þ=2 logkðlÞ:
ð2:76Þ
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a0J ;0 ¼
aþJ ;0 þ a

J ;0
2
; a0J ;1 ¼ 0 ðaJ ¼ 1Þ: ð2:77Þ
Proof. The ﬁrst equation is a consequence of (2.65), (2.71) and
TrððA21  lÞ
1  ðA22  lÞ
1Þ ¼ Cðl1=2Þ þCðl1=2Þ; ð2:78Þ
where CðrÞ ¼ ð2rÞ1 TrððA1  rÞ
1  ðA2  rÞ
1Þ. Here, one uses (2.72) in
order to track which sector l1=2 is in, and hence whetherSl1=2 isS
þ
m orS

m .
The change of branch of log between (2.65) and (2.71) is unimportant.
If l ¼ a 2 Rþ, so l 2 Cp;", then l
1=2 ¼ i
ﬃﬃﬃ
a
p
with respect to Rp. Since
CðrÞ ¼ Cð %rÞ, the right-hand side of (2.78) becomes Cði
ﬃﬃﬃ
a
p
Þ þCði
ﬃﬃﬃ
a
p
Þ,
or, equivalently, Cði
ﬃﬃﬃ
a
p
Þ þCði
ﬃﬃﬃ
a
p
Þ, resulting in the alternatives in (2.75),
which now follows similarly to (2.74) using @a log detF Sa1=2 ¼
@a log detF ðSa1=2 Þ * .
The asymptotic expansion as l!1 in Lp follows from (2.66) and (2.78).
Notice, that the expansion is built from both of the asymptotic expansions
(2.66) as l1=2 !1 in each of the sectors L, but that the coefﬁcients in
(2.76) will not, in general, be of the simple form (2.77) due to the change in
spectral cut. However, l1 is unambiguously deﬁned and so (2.77) follows
by comparing (2.66), (2.74) and (2.76). ]
The content of Proposition 2.13 is that A21;A
2
2 are z-comparable:
Theorem 2.14. Let A1;A2 be self-adjoint z-comparable operators, as
above. Then zðA21;A
2
2; sÞ is regular around s ¼ 0, and (with y ¼ p; S ¼S0Þ
detzðA21;A
2
2Þ ¼detF ðS*SÞe
LIMa!1log detF ððSiaÞ *SiaÞ
¼ jdetF Sj2eLIMa!1 log jdetF ðSiaÞj
2
: ð2:79Þ
If A1;A2 are individually z-admissible, then so are A21;A
2
2 and, then,
detzðA21;A
2
2Þ ¼ detzðA
2
1Þ=detzðA
2
2Þ.
Proof. The ﬁrst statement is Eq. (2.77). From Proposition 2.9 with
FðlÞ ¼ log detF Sl1=2 þ log detF Sl1=2 we obtain
detzðA21;A
2
2Þ ¼ detF ðS*SÞe
LIMpl!1FðlÞ: ð2:80Þ
Notice, though log detF S
 may differ by a constant, (2.80) is unambig-
uous. The regularized limit averages the limits in the sectors L and is
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(2.75) and (2.80) by computing the limit along R ¼ Rþ, and noting
LIMa!1f ð
ﬃﬃﬃ
a
p
Þ ¼ LIMa!1f ðaÞ. The ﬁnal statement follows on applying @ml
to (2.71) for large m. ]
The analogue of Proposition 2.13 for the eta-function is proved similarly:
Proposition 2.15. A1;A2 are Z-comparable, in so far as, for l 2 Lp;
TrðA1ðA21  lÞ
1  A2ðA22  lÞ
1Þ ¼  l1=2
@
@l
log detF Sl1=2
þ l1=2
@
@l
log detF Sl1=2 ð2:81Þ
and as l!1 in Lp there is an asymptotic expansion
TrðA1ðA21  lÞ
1  A2ðA22  lÞ
1Þ 
X1
j¼0
X1
k¼0
a00j;kðlÞ
aj=2 logkðlÞ:
ð2:82Þ
From (2.82) we obtain the singularity structure
G
sþ 1
2
 
ZðA1;A2; sÞ 
X1
j¼0
j=J
X1
k¼0
2kAj;k
ðsþ aj  1Þ
kþ1 þ
2AJ ;0
s
þ
4AJ ;1
s2
;
ð2:83Þ
where the Aj;k differ from the a00j;k by universal constants. Since A1;A2 are z-
comparable, from (2.81) we ﬁnd that a00J ;1 ¼ 0, and AJ ;1 ¼ 0. Hence, as GðsÞ is
regular at s ¼ 1=2, ZðA1;A2; sÞ can have at most a simple pole at s ¼ 0.
Though Propositions 2.13 and 2.15 are ostensibly similar, the Z-invariant
has a quite different character. In particular, it is not necessary for Ai to be
invertible in order to deﬁne ZðAiÞ; ZðA1;A2Þ}we require only that at l ¼ 0
the resolvents ðAi  lÞ
1 are meromorphic.2 It is then convenient to consider
*ZðA1;A2Þ ¼
ZðA1;A2Þ þ dimKerðA1Þ  dimKerðA2Þ
2
;
since *ZðA1;A2Þmod ðZÞ varies smoothly with 1-parameter families [5, 14,
16, 19].
The topological nature of ZðAÞ originates in the following difference of
regularized limits in the sectors L:
2This has consequences topologically: concretely, the eta-invariant provides a canonical
generator for p1ðFsaÞ, where Fsa is the space of self-adjoint Fredholm operators, and a
transgression form in the relative family’s index [17, 26].
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above, then
*ZðA1;A2Þ ¼
1
2pi
LIMa!1 ðlog detF Sia  log detF SiaÞ
þ
zðA21;A
2
2; 0Þ
2
mod ðZÞ: ð2:84Þ
Proof. With m ¼ l1=2 we have from (2.81) and (2.72) that
ZðA1;A2; sÞ ¼
i
2p
Z
C1=2
ms½TrððA1  mÞ
1  ðA2  mÞ
1Þ
þ TrððA1 þ mÞ
1  ðA2 þ mÞ
1Þ dm
¼
i
2p
Z
ReðsÞ¼c
msð@m log detF Sm  @m log detF SmÞ dm; ð2:85Þ
where c is positive and less than the smallest positive spectral value of A1
or A2.
Since ms log detF Sm ! 0 for ReðsÞ > 1 a0 as m!1, integrating (2.85)
gives
ZðA1;A2Þ ¼ LIMs!0ðsGðsÞÞ; ð2:86Þ
where GðsÞ ¼ i
2p
R
ReðmÞ¼c m
s1F ðmÞ dm; and
F ðmÞ ¼ log detF Sm  log detF Sm mod ð2piZÞ: ð2:87Þ
Here, since Z
ReðmÞ¼c
ms1 dm ¼ 0; ReðsÞ > 0 ð2:88Þ
the mod ð2piZÞ ambiguity in (2.87) is not seen in GðsÞ.
At m ¼ 0: though rðmÞ ¼ TrððA1  mÞ
1  ðA2  mÞ
1Þ is meromorphic with
residue dimKerðA1Þ þ dimKerðA2Þ, rðmÞ þ rðmÞ ¼ @mF ðmÞ is regular, and
hence ðmÞ1F ðmÞ is meromorphic with a Laurent expansion
ðmÞ1F ðmÞ ¼
P1
j¼1 bjðmÞ
j. Let F0ðmÞ ¼ ðmÞ
1ðF ðmÞ  b1Þ.
From (2.88) and since F0ðmÞ is regular at m ¼ 0
GðsÞ ¼
i
2p
Z
ReðmÞ¼c
msF0ðmÞ dm ¼
i
2p
Z
iR
msF0ðmÞ dm:
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i1,
GðsÞ ¼ 
eips=2
2p
Z 0
1
rsF0ðreips=2Þ dr þ
eips=2
2p
Z 1
0
rsF0ðreips=2Þ dr: ð2:89Þ
By the argument in Theorem 2.5, if h is holomorphic in Ly with
an asymptotic expansion hðlÞ  h1ðlÞ
1 þ h0ðlÞ
1 logðlÞþP1
j¼0
P1
k¼0 hj;kðlÞ
aj logkðlÞ, with 05aj %1, as l!1, then
hðsÞ ¼
R1
0 r
sf ðreiyÞ dr deﬁned for ReðsÞ  0 extends meromorphically to
C with singularity structure around s ¼ 0
hðsÞ ¼ eiðpyÞ
h0
s2
þ
h1 þ iðy pÞh0
s
 
þ pðsÞ; ð2:90Þ
where pðsÞ is meromorphic on C with poles at s ¼ 1 aj=0.
Since A1;A2 are z-comparable, as in (2.37) we obtain asymptotic
expansions
F0ðmÞ  a1 ðmÞ
1 þ a0 ðmÞ
1 logðmÞ þ
X1
j¼0
X1
k¼0
cj;kðlÞ
aj logkðlÞ
ð2:91Þ
as m!i1, where 05aj %1. From (2.87) we compute
a1 ¼ LIMm!i1ðlog detF Sm  log detF SmÞ  b1 ipa

J ;0 mod ð2piZÞ
ð2:92Þ
and
a0 ¼ ða

J ;0 þ a

J ;0Þ; ð2:93Þ
cf. (2.37) (note: the term ipaJ ;0 in (2.92) arises from logðmÞ ¼ logðmÞ þ ipÞ.
From (2.89)–(2.91)
sGðsÞ ¼ 
eips=2
2pi
aþ0
s
þ aþ1 
pi
2
aþ0
 
þ
eips=2
2pi
a0
s
þ a1 
3pi
2
a0
 
þ OðsÞ
¼
ða0  a
þ
0 Þ=2pi
s
þ
ðaþ0  a

0 Þ
2
þ
ða1  a
þ
1 Þ
2pi
þ OðsÞ: ð2:94Þ
Hence from (2.86), (2.92) and (2.93)
ZðA1;A2Þ ¼
ðaþ0  a

0 Þ
2
þ
ða1  a
þ
1 Þ
2pi
¼
1
pi
LIMa!1ðlog detF Sia  log detF SiaÞ þ
aþJ ;0 þ a

J ;0
2
mod ð2ZÞ
¼
1
pi
LIMa!1ðlog detF Sia  log detF SiaÞ þ a
0
J ;0 mod ð2ZÞ;
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2
2; 0Þ ¼ a
0
J ;0  dimKerðA
2
1Þþ
dimKerðA21Þ, and, by self-adjointness, dimKerðA
2
i Þ ¼ dimKerðAiÞ we reach
the conclusion. ]
Remark 2.17. (1) Methods similar to Section 2.1 can be used to obtain
(2.84) from the heat formula
ZðA1;A2; sÞ ¼ G
sþ 1
2
 1 Z 1
0
tðs1Þ=2 TrðA1etA
2
1  A2etA
2
2 Þ dt:
(2) From (2.68), the regularized limit in (2.84) is pure imaginary, while
from (2.67) and (2.77) zðA21;A
2
2; 0Þ is real. When A1;A2 are invertible this
corresponds to the role of these invariants in deﬁning the phase of the
determinant
detz;ðA1;A2Þ ¼ eiðp=2ÞðZðA2;A2ÞzðA
2
1
;A2
2
;0ÞÞdetz;pðjA1j; jA2jÞ: ð2:95Þ
2.3. A multiplicativity property
We refer to z-comparable operators A1;A2 as strongly z-comparable if
aj;k ¼ 0 for j4J in (2.13); in particular, zrelð0Þ ¼ 0.
Thus for self-adjoint strongly z-comparable operators, ZðA1;A2; sÞ is
holomorphic for ReðsÞ > 1 aJþ1, and (2.84) follows easily in this case on
setting s ¼ 0 in (2.85).
Similarly, from (2.29) we have:
Lemma 2.18. Let A1;A2 be strongly z-comparable. Then LIM ¼ lim, and
detz;yðA1;A2Þ ¼ detF Selim
y
l!1 log detF Sl : ð2:96Þ
More precisely, zyðA1;A2; sÞ is then holomorphic for ReðsÞ > 1 aJþ1 and
so at s ¼ 0, without continuation, and (2.96) follows from
zyðA1;A2; sÞ ¼ 
sin ðpsÞ
p
eiðpyÞs
Z 1
0
rs
@
@r
log detF ðSreiy Þ dr:
This applies to the following multiplicativity property:
Theorem 2.19. Let A :H ! H be closed and invertible with spectral cut
Ry with jjðA lÞ
1jj ¼ Oðjlj1Þ as l!1 in Ly and let Q ¼ I þ W :H ! H
with W of trace class. If the operator AW is trace class, then ðAQ;AÞ are
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detz;yðAQ;AÞ ¼ detF Q: ð2:97Þ
If A is z-admissible, then so is AQ and
detz;yðAQÞ ¼ detz;yðAÞ detF Q: ð2:98Þ
Let us point out some immediate consequences. First, we have:
Proposition 2.20. Let M be a closed n-manifold and D :HsðM ;EÞ !
Hsd ðM ;EÞ an elliptic cdo of order d > 0 acting on sections of a vector bundle
E over M. Let Q ¼ I þ W where W is a cdo on L2ðM ;EÞ of order
ordðW Þ5 n d. Then
detz;yðDQÞ ¼ detz;yðDÞ detF Q:
In particular, this holds if W is a smoothing operator.
Proof. It is well known that in this case D is z-admissible. On the other
hand, ordðDW Þ5 n and hence DW is trace class. ]
This generalizes Lemma(2.1) of [13]. On the other hand, using the
multiplicativity of the Fredholm determinant, setting A ¼ Q2 and
Q ¼ Q12 Q1 we have:
Proposition 2.21. Theorem 2.19, (2.97), applies to any bounded operator
A on H. In particular, ðQ; IÞ are strongly z-comparable, with I the identity
operator, and
detz;yðQ; IÞ ¼ detF Q: ð2:99Þ
Equivalently, if Q1;Q2 are determinant class, they are strongly z-comparable
and
detz;yðQ1;Q2Þ ¼ detF ðQ12 Q1Þ ¼
detF Q1
detF Q2
: ð2:100Þ
Thus, although zyðQi; sÞ is undeﬁned if Qi is of determinant class for any s
(with H inﬁnite dimensional), zyðQ1;Q2; sÞ is deﬁned and holomorphic for
ReðsÞ > 1 (see below). Since the contour can be closed at1 this extends to
all s-equivalently, (2.99) is independent of y, providing one perspective on
the following:
ZETA DETERMINANTS 141Proposition 2.22. Let Q1;Q2 be self-adjoint and determinant class. Then
ZðQ1;Q2; sÞ defined for ReðsÞ > 2 extends to an entire function and
*ZðQ1;Q2Þ 2 Z:
Proof. The ﬁrst statement follows from (2.102). The identity is
immediate from (2.84) and (2.103). ]
An equivalent way to view this is to observe that since Qi are determinant
class, then detz;yðQ1;Q2Þ is real by (2.100), and so the phase in (2.95) must be
real. Matters are quite different for differential operators (Section 3.4).
The proof Theorem 2.19 is as follows.
Proof. We have AQ l ¼ A lþ S, where S ¼ AW is trace class.
Hence ðAQ lÞ1  ðA lÞ1 is trace class, and for l large
ðAQ lÞ1 ¼ ðA lÞ1 þ
X
k51
ðA lÞ1ðSðA lÞ1Þk : ð2:101Þ
From the trace norm estimate
jjðA lÞ1ðSðA lÞ1Þk jjTr4jjðA lÞ
1jjkþ1ðjjSjjTrÞ
k5Cjljk1
as l!1, we have jjðAQ lÞ1  ðA lÞ1jjTr ¼ Oðjlj
2Þ and hence that
jTrððAQ lÞ1  ðA lÞ1Þj ¼ Oðjlj2Þ: ð2:102Þ
Therefore, zyðAQ;A; sÞ ¼ TrððAQÞ
s  AsÞ is holomorphic for ReðsÞ > 1
and zyðAQ;A; 0Þ ¼ 0. Using the symmetry of the trace we ﬁnd
TrððAQ lÞ1  ðA lÞ1Þ ¼ 
@
@l
log detF ððA lÞ
1ðAQ lÞÞ;
so the scattering matrix is Sl ¼ ðA lÞ
1ðAQ lÞ. Hence from Lemma
2.18
detz;yðAQ;AÞ ¼ detF Qe
limyl!1 log detF Sl :
Finally, it is easy to see that detF Sl ¼ 1þ Oðjlj1Þ for large l and hence
that
limyl!1 log detF Sl ¼ 0 mod ð2piZÞ; ð2:103Þ
proving (2.97).
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ﬁnd @ml ðAQ lÞ
1 is trace class with an expansion (2.5) with no term
ðlÞ1 logðlÞ. Hence (2.98) follows from (2.30). ]
Remark 2.23. In fact, detz;yðAQ;AÞ ¼ detF Qe
LIMyl!1 log detF Sl for any
determinant class Q}though expected, the vanishing of the regularized limit
is unresolved.
3. AN APPLICATION TO GLOBAL BOUNDARY PROBLEMS OF
DIRAC TYPE
We turn now to the application of Theorem 2.5 to elliptic differential
operators on manifolds with boundary.
3.1. Analytic preliminaries
Let X be a compact Riemannian manifold with (closed) boundary
manifold @X ¼ Y . Let E1;E2 be Hermitian vector bundles over X and let
A : C1ðX ;E1Þ ! C1ðX ;E2Þ be a ﬁrst-order elliptic differential operator. We
assume a collar neighborhood U ¼ ½0; 1Þ 	 Y of the boundary such that
AjU ¼ s
@
@u
þAþ R
 
; ð3:1Þ
where A is a ﬁrst-order self-adjoint elliptic operator on C1ðY ;E1jY Þ, R is an
operator of order 0, and s : E1jU ! E
2
jU a unitary bundle isomorphism
constant in u. When (3.1) holds, then A is of Dirac type. The case when
R ¼ 0 is called the product case.
We deﬁne the space of interior solutions of A
KerðA; sÞ :¼ fc 2 HsðX ;E1Þ j Ac ¼ 0 in X /Y g
and its restriction to Y
H ðA; sÞ :¼ g0 KerðA; sÞ;
where, for each real s > 1=2; g0 :H
sðX ;E1Þ ! Hs1=2ðY ;E1jY Þ is the contin-
uous operator restricting sections of E1 in the sth Sobolev completion to the
boundary. Because of the Unique Continuation Property g0 : KerðA; sÞ !
H ðA; sÞ is a bijection, while the Poisson operator
KA :¼ r *A
1
*g*s :Hs1=2ðY ;E1jY Þ ! KerðA; sÞ  H
sðX ;E1Þ ð3:2Þ
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[4] for example, we consider X as embedded in a closed manifold *X with
Hermitian bundles *Ei such that ð *EiÞjX ¼ Ei, and such that A extends
to an invertible elliptic operator *A :Hsð *X ; *E
1
Þ ! Hs1ð *X ; *E
2
Þ, and where
*g :Hsð *X ; *E
1
Þ ! Hs1=2ðY ;E1jY Þ; r :H
sð *X ; *E
2
Þ ! HsðX ;E2Þ are the continuous
restriction operators.
Proposition 3.1 (Boo-Bavnbek [4], Grubb [9, 10], Seeley [28, 30]).
The restriction
P ðAÞ :¼ *gKA ð3:3Þ
of KA to Y is a cdo projection of order 0 (the Calderon projection) on the
space of boundary sections Hs1=2ðY ;E1jY Þ with range H ðA; sÞ.
For ðy; xÞ 2 T *Y =f0g; the principal symbol s½P ðAÞðy; xÞ : E1y ! E
1
y is the
orthogonal projection with range Nþðy; xÞ equal to the direct sum of
eigenspaces of the principal symbol of A with positive eigenvalue. Therefore,
sðP ðAÞÞ is independent of the operator R.
In general, P ðAÞ is only a projector (an indempotent), but
P ðAÞort :¼ P ðAÞ*P ðAÞðP ðAÞP ðAÞ* þ ðI  P ðAÞ * ÞðI  P ðAÞÞÞ
1 ð3:4Þ
is the cdo projection (unique self-adjoint indempotent) with range
ranðP ðAÞortÞ ¼ ranðP ðAÞÞ ¼ ranðP ðAÞ* Þ: ð3:5Þ
and principal symbol s½P ðAÞ ¼ s½P ðAÞort.
The Calderon projection provides a natural basepoint with which to
deﬁne global boundary problems:
Definition 3.2 (Grubb [10], Seeley [30]). A classical cdo B of order 0
acting in HsðY ;E1jY Þ with principal symbol s½B deﬁnes a boundary condition
for A which is well-posed if:
(i) B has closed range for each real s;
(ii) for ðy; xÞ 2 T *Y = f0g, s½Bðy; xÞ maps Nþðy; xÞ injectively onto the
range of s½Bðy; xÞ in CN .
Definition 3.3. A well-posed boundary condition B for A is admissible
if the cdo B P ðAÞ is a cdo of order 5 n.
Remark 3.4. In the following, we shall for clarity and brevity assume
that if B is admissible then B P ðAÞ is a smoothing operator. The
modiﬁcations needed for the general case are straightforward.
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problem
AB ¼ A : domðABÞ ! L2ðX ;E2Þ ð3:6Þ
with domain
domðABÞ ¼ fc 2 H 1ðX ;E1Þ j Bg0c ¼ 0g
is a closed operator from L2ðX ;E1Þ to L2ðX ;E2Þ. An equivalent global
boundary problem is obtained by replacing B by the cdo projection
P ½B :¼ PKerðBÞ? so that
AB ¼ AP ½B; ð3:7Þ
where for any closed subspace W  HY , PW denotes the (orthogonal)
projection with range W .
The following preferred sub-class of well-posed boundary conditions is of
special interest. By an APS-type boundary condition we mean a cdo
projection P of order 0 on HY such that P ðAÞ  P is a cdo of order 1. The
pseudodifferential Grassmannian Gr1ðAÞ is the inﬁnite-dimensional manifold
parameterizing such projections, each such P 2 Gr1ðAÞ deﬁnes a global
boundary problem AP : domðAP Þ ! L2ðX ;E2Þ. In particular, Gr1ðAÞ con-
tains the APS projection P5. This property is quite crude in so far as it
follows trivially from the equality s½P ðAÞ ¼ s½P5. If R ¼ 0, the ﬂow over
the collar leads to the following harder result:
Proposition 3.5 (Grubb [10], Scott [23]). In the product case
P ðAÞ P5 and P ðAÞ* P5
are cdos of order 1 (smoothing operators).
Tailored to the product case we therefore also consider the dense
submanifold Gr1ðAÞ of Gr1ðAÞ parameterizing those P such that P  P ðAÞ is
a smoothing operator.
Clearly, any P 2 Gr1ðAÞ is admissible. The following facts will be useful
later:
Lemma 3.6. Let B1;B2 be admissible boundary conditions for A. Then
each of B1  B2, P ½B1  P ½B2, B1P ½B2? are smoothing operators, where P? :
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P ½B 2 Gr1ðAÞ:
Proof. See Remark 3.4. The ﬁrst statement is obvious from Deﬁnition
3.3. The second follows easily from P ½Bi ¼ ði=2pÞ
R
G ðB
*
i Bi  lÞ
1 dl, with G
a contour surrounding the origin and not enclosing any eigenvalues of B*i Bi.
For the third, one has B1P ½B2? ¼ B1ðP ½B2?  PKerðB1ÞÞ ¼ B1ðP ½B2
?
P ½B1?Þ. ]
The existence of the Poisson operator reduces the construction of a
parametrix for AB to the construction of a parametrix for the operator on
boundary sections
SAðBÞ ¼ B 8 P ðAÞ : H ðAÞ ! W ¼ ranðBÞ: ð3:8Þ
SðBÞ ¼ SAðBÞ is a Fredholm operator with kernel and cokernel consisting of
smooth sections. The corresponding properties for AB follow from canonical
isomorphisms
KerðSðBÞÞ ﬃ KerðABÞ; CokerðSðBÞÞ ﬃ CokerðABÞ: ð3:9Þ
The ﬁrst is deﬁned by the Poisson operator. The second follows in the same
way from CokerðABÞ ¼ KerðA*B Þ and CokerðSðBÞÞ ¼ KerðSA * ðB
$ÞÞ. Here, the
operator
A*B :¼ ðABÞ * ¼ A
*
B$ : domðA
*
B$ Þ ! L
2ðX ;E1Þ
is the adjoint realization of AB with domðA*B Þ ¼ ff 2 H
1ðX ;E2Þ j B$g0f ¼ 0g.
A* is the formal adjoint of A and the adjoint boundary condition on
L2ðY ;E2jY Þ is
B$ ¼ sP ½B?s1: ð3:10Þ
This follows from Green’s formula
hAc;fi2  hc;A*fi1 ¼ hsg0c; g0fiY ; ð3:11Þ
which takes the distributional form on HsðX ;EiÞ
A1P ðAÞA ¼ I KAg0: ð3:12Þ
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A*jU ¼ s
1 @
@u
þ sAs1 þ sRs1
 
: ð3:13Þ
Hence A* is of Dirac type with the Poisson operator KA * :Hs1=2
ðY ;E2jY Þ ! H
sðX ;E2Þ and Calderon projection P ðA* Þ ¼ g0KA * having range
H ðA* Þ ¼ g0 KerðA* Þ. There is an obvious diffeomorphism Gr1ðA* Þ ﬃ
Gr1ðAÞ, P$ $ P , which, in view of
P ðA* Þ ¼ sP ðAÞ?s1 ¼ P ðAÞ* ; H ðA* Þ ¼ sðH ðAÞ?Þ ð3:14Þ
is base point preserving. As in (3.8), A*B is modeled by the boundary
operator
SA * ðB$Þ ¼ B$ 8 P ðA* Þ ¼ sB
?P ðAÞ?s1 : sH ðAÞ? ! sW ?; ð3:15Þ
where W ? :¼ ranðP ½B?Þ.
Remark 3.7. With identiﬁcations (3.9) at hand, elementary arguments
[4] yield the identities (1.2) and (1.3). For an alternative proof using
functorial methods see [26]. Details on the above facts can be accessed in
[4, 9, 10, 27, 28, 30].
3.1.1. Construction of a relative inverse from SðBÞ1
From (3.9), if AB is invertible then so is SðBÞ and we can deﬁne the Poisson
operator of the global boundary problem AB by
KAðBÞ :¼KASðBÞ
1PW :Hs1=2ðY ;E1jY Þ ! H
sðX ;E1Þ;
where W ¼ ranðBÞ. This restricts to an isomorphism
KAðBÞjW :W ! KerðAÞ ð3:16Þ
with inverse
ðKAðBÞjW Þ
1 ¼ ðBg0ÞjKerðAÞ: ð3:17Þ
Proposition 3.8. Let B;B1;B2 be well-posed for A such that the global
boundary problems AB;AB1 ;AB1 are invertible. Then one has
A1B A ¼ I KAðBÞBg0; ð3:18Þ
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A1B1 ¼ A
1
B2
KAðB1ÞB1gA1B2 : ð3:19Þ
Proof. From (3.12)
A1P ðAÞ ¼ A
1
P ðAÞAA
1
B ¼ ðA
1
P ðAÞAÞA
1
B ¼ ðI Kg0ÞA
1
B ¼ A
1
B KAg0A
1
B : ð3:20Þ
And so
Bg0A
1
P ðAÞ ¼ Bg0KAg0A
1
B ¼ SðBÞP ðAÞg0A
1
B :
Applying KAðBÞ to both sides, we have KAðBÞBg0A
1
P ðAÞ ¼ KAg0A
1
B .
Substituting in (3.20) yields
A1B ¼ A
1
P ðAÞ KAðBÞBg0A
1
P ðAÞ: ð3:21Þ
Hence, since ðKAðBÞBg0ÞKAg0 ¼KAg0,
A1B A ¼ ðI KAg0Þ KAðBÞBg0ðI KAg0Þ ¼ I KAðBÞBg0:
Hence
A1B1 ¼ A
1
B1
AB2A
1
B2
¼ ðA1B1 AÞA
1
B2
¼ A1B2 KAðB1ÞB1gA
1
B2
: ]
Remark 3.9. The relative-inverse formula appears in various forms in
the literature. We refer in particular to [8, 10, 27].
3.2. The relative abstract determinant
The scattering determinant for z-comparable global boundary problems
arises canonically at the level of determinant lines.
3.2.1. Determinant lines
The determinant of a Fredholm operator E :H 1 ! H 2 exists abstractly
not as a number but as an element det E of a complex line DetðEÞ. Elements
of the determinant line DetðEÞ are equivalence classes ½E; l of pairs ðE; lÞ,
where E :H 1 ! H2 such that E E is trace class3 and relative to the
equivalence relation ðEq; lÞ  ðE; detF ðqÞlÞ for q :H 1 ! H1 of determinant3A bounded operator T :H 1 ! H2 is trace class if jjT jjTr :¼ TrðT * T Þ
1=251, where here Tr
means the sum of the eigenvalues, but T does not have a trace unless H1 ¼ H2.
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m½E; l ¼ ½E;ml: ð3:22Þ
The abstract determinant det E :¼ ½E; 1 is non-zero if and only if E is
invertible, and there is a canonical isomorphism
DetðEÞ ﬃ ^maxKerðEÞ* ^maxCokerðEÞ: ð3:23Þ
(Clearly, any two complex lines are isomorphic, the issue, here and below, is
whether there is a canonical choice of isomorphism.)
Taking quotients of abstract determinants in DetðEÞ coincides with the
(relative) Fredholm determinant:
Lemma 3.10. Let E1 : H1 ! H2; E2 : H 1 ! H2 be Fredholm operators
such that Ei  E are trace class. Then provided E2 is invertible
detðE1Þ
detðE2Þ
¼ detF ðE12 E1Þ; ð3:24Þ
where the quotient on the left-hand side is taken in Det(E).
Proof. The left-hand side of (3.24) is the ratio
½E1; 1
½E2; 1
¼
½E2ðE12 E1Þ; 1
½E2; 1
¼
½E2;detF ðE12 E1Þ
½E2; 1
;
which from (3.22) is equal to the asserted determinant. ]
For example, in Proposition 2.20, one has detz;yðDQÞ=detz;yðDÞ ¼
detðDQÞ=detðDÞ.
3.2.2. Relative determinant lines for global boundary problems
For well-posed boundary conditions B1;B2 for A, the global boundary
problems AB1 ;AB2 have different domains and hence the abstract determi-
nants live in different complex lines
detðAB1 Þ 2 DetðAB1 Þ; detðAB2 Þ 2 DetðAB2 Þ:
(We assume here that the ABi are invertible.) This means that the relative
abstract determinant
detðAB1 ;AB2 Þ :¼ detðAB1 Þ=detðAB2 Þ
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identity plus a smoothing operator, the operators D1B1 DB2 and DB1D
1
B2
do
not have Fredholm determinants.) Rather detðAB1 ;AB2 Þ is a canonical
element of the
relative determinant line :¼ DetðB2;B1Þ
of the boundary Fredholm operator4
ðB2;B1Þ :¼ B1 8 P ½B2 : ranðB2Þ ! ranðB1Þ:
More precisely, there is a canonical isomorphism
DetðAB1 Þ ﬃ DetðAB2 Þ DetðB2;B1Þ ð3:25Þ
and a canonical isomorphism
DetðABÞ ﬃ DetðSðBÞÞ; detðABÞ $ detðSðBÞÞ: ð3:26Þ
Formally, these follow from (3.9) and (3.23) and are the determinant line
analogues of (1.2) and (1.3), for precise constructions see [24, 26].
Isomorphism (3.25) says that to deﬁne detðAB1 ;AB2 Þ as a complex number
requires a non-zero element of DetðB2;B1Þ. By an auxiliary operator for
AB1 ;AB2 we mean an invertible operator E : ranðB2Þ ! ranðB1Þ such that
E ðB2;B1Þ is trace-class. Such an operator deﬁnes the non-zero element
detðEÞ 2 DetðB2;B1Þ and we hence obtain a regularized relative determinant,
deﬁned as the quotient taken in DetðAB1 Þ via (3.25)
detEðAB1 ;AB2 Þ ¼
det AB1
det AB2  detðEÞ
:
In particular, if ðB2;B1Þ is invertible then we obtain the Relative Canonical
Determinant detCðAB1 ;AB2 Þ :¼ detðB2;B1ÞðAB1 ;AB2 Þ.
Proposition 3.11. Let E ¼ EðB1;B2Þ be an auxiliary operator for the
global boundary problems AB1 ;AB2 . If B1;B2 are admissible boundary
conditions, then
detEðAB1 ;AB2 Þ ¼ detF
SðB1Þ
ESðB2Þ
 
; ð3:27Þ
where the Fredholm determinant is taken on H ðAÞ, and the operator
quotient means ðESðB2ÞÞ
1SðB1Þ : H ðAÞ ! H ðAÞ. For two choices of auxiliary4This is the origin of gauge anomalies on manifolds with boundary, for related ideas see [18].
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detEðAB1 ;AB2 Þ ¼ detF ðE
1E0ÞdetE0 ðAB1 ;AB2 Þ: ð3:28Þ
If ðB2;B1Þ is invertible, one has
detCðAB1 ;AB2 Þ ¼ detF
SðB1Þ
B1SðB2Þ
 
: ð3:29Þ
Proof. Identities (3.28) and (3.29) are obvious from (3.27). From
SðB1Þ ¼ EB2P ðAÞ þ ðB1P ðAÞ  EB2P ðAÞÞ;
and since Bi  P ðAÞ have smooth kernels and E ðB2;B1Þ is trace-class, it is
readily veriﬁed that ðESðB2ÞÞ
1SðB1Þ is of determinant class on H ðAÞ.
From (3.25) and (3.26) we obtain a commutative diagram of canonical
isomorphisms
in which the vertical maps take the abstract determinant elements to each
other, while in the bottom map detðESðB2ÞÞ $ detðSðB2ÞÞ  det E. (See [24].)
We therefore, have
det AB1
det AB2  detðEÞ
¼
detðSðB1ÞÞ
detðESðB2ÞÞ
;
and by (3.24) this is the right-hand side of (3.27). ]
3.3. Relative z-determinant of first-order global boundary problems
To see that detEððA lÞB1 ; ðA lÞB2 Þ is a scattering determinant for AB1 ;
AB2 and to compute the regularized limit, we study the zeta determinant
under variation of the operator and the boundary conditions.
First, we study the operator variation, with ﬁxed boundary conditions:
Proposition 3.12. Let Az : C1ðX ;E1Þ ! C1ðX ;E2Þ be a 1-parameter
family of Dirac-type operators depending smoothly on a complex parameter z
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AzjU ¼ s
@
@u
þAz þ Rz
 
; ð3:30Þ
where s and the principal symbol sðAzÞ of Az are independent of z.
Let ’Az ¼ ðd=dzÞAz and let B1;B2 be admissible for Az such that Az;B1 ;Az;B2
are invertible for each z. Then ’AzðA1z; B1  A
1
z; B2
Þ is a trace class operator on
L2ðX ;E2Þ with
Trð ’AzðA1z;B1  A
1
z;B2
ÞÞ ¼ TrðSzðB1Þ
1 dzSzðB1Þ  SzðB2Þ
1 dzSzðB2ÞÞ; ð3:31Þ
where Sz :¼ SAz and dz is defined by the covariant derivative P ðAzÞ
d
dz P ðAzÞ on
H ¼ [z H ðAzÞ (see Remark 2.2). Relative to a choice of auxiliary operator
E : ranðB2Þ ! ranðB1Þ one has
Trð ’AzðA1z;B1  A
1
z;B2
ÞÞ ¼
d
dz
log detF
SzðB1Þ
ESzðB2Þ
 
: ð3:32Þ
Tr and detF on the right-hand side of (3.31), (3.32) are taken on H ðAzÞ
Proof. From (3.19) and (3.17) we compute that on domðAz;B1 Þ
B1g0A
1
z;B2
Az;B1 ¼B1g0ðA
1
z;B1
KzðB2Þg0A
1
z;B1
ÞAz;B1
¼  B1g0KzðB2Þg0
¼ KzðB1Þ
1KzðB2ÞB2g0
¼  SzðB1ÞSzðB2Þ
1B2g0: ð3:33Þ
The vector bundle structure on [zH ðAzÞ ﬃ [zKerðAzÞ follows from the
smooth dependence of the operators on z [26]. Let dz be the induced
operator covariant derivative. Since KzðB1Þ has range in KerðAzÞ then
AzKzðB1Þ ¼ 0, and hence ’AzKzðB1Þ ¼ Az ’KzðB1Þ. Since B1g0KzðB1Þ ¼
B1g0, then B1g0 dzðKzðB1ÞÞ ¼ dzðB1g0Þ ¼ 0 so that
d
dz
ðAzÞKzðB1Þ ¼ Az;B1dzKzðB1Þ: ð3:34Þ
We shall also need the identity
B2dzg0KzðB1Þ ¼
d
dz
ðB2g0KzðB1ÞÞ
¼
d
dz
ðB2P ðAzÞSzðB1Þ
1B1Þ
¼
d
dz
ðSzðB2ÞSzðB1Þ
1B1Þ: ð3:35Þ
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A1z;B1  A
1
z;B2
¼ KzðB1ÞB1g0A
1
z;B2
¼ KzðB1ÞB1P ½B2?g0A
1
z;B2
ð3:36Þ
has a smooth kernel. Hence ’AzðA1z;B1  A
1
z;B2
Þ is trace class and
TrL2 ð ’AzðA
1
z;B1
 A1z;B2 ÞÞ ¼  TrL2 ð
’AzKzðB1ÞB1P ½B2?P ½B2?g0A
1
z;B2
Þ
¼  TrW ?
2
ðP ½B2?g0A
1
z;B2
’AzKzðB1ÞB1P ½B2?Þ ð3:37Þ
using the fact that P ½B2g0A
1
z;B2
¼ 0 for the ﬁrst equality and that
’AzKzðB1ÞB1P ½B2? has a smooth kernel and P ½B2?g0A
1
z;B2
is bounded for
the second. Since the operator B?2 g0A
1
z;B2
’AzKzðB1ÞB1 is a cdo of order 0, and
thus bounded, and B1P ½B2? is smoothing (Lemma 3.6), trace (3.37) is equal
to
TrW1 B1g0A
1
z;B2
d
dz
ðAzÞKzðB1ÞB1
 
¼ TrW1 ðB1g0A
1
z;B2
Az;B1 dzKzðB1ÞB1Þ by ð3:34Þ
¼  TrW1 ðSzðB1ÞSzðB2Þ
1B2g0 dzKzðB1ÞB1Þ by ð3:33Þ
¼  TrW1 SzðB1ÞSzðB2Þ
1 d
dz
ðSzðB2ÞSzðB1Þ
1B1Þ
 
by ð3:35Þ
¼ TrH ðAzÞðSzðB1Þ
1 dzSzðB1Þ  SzðB2Þ
1 dzSzðB2ÞÞ: ð3:38Þ
Here we use the fact that the expression inside the trace in the ﬁnal equality
has a smooth kernel, and so is trace class, in order to swap the order of the
operators from the previous line. For R=0 in (3.1) it is only the difference in
(3.38) that is smoothing. In the product case, though, each term is
individually trace class.
On the other hand, the right-hand side of (3.32) is equal to
d
dz
log detF ððSzðB1ÞðESzðB2ÞÞ
1Þ
¼ TrH ðAzÞ ðESzðB2ÞÞSzðB1Þ
1 d
dz
ðSzðB1ÞðESzðB2ÞÞ
1Þ
 
¼ TrW1 ESzðB2ÞSzðB1Þ
1 d
dz
ðSzðB1ÞSzðB2Þ
1ÞE1
 
and this is clearly equal to (3.38) by symmetry of the trace. ]
We now have:
Theorem 3.13. Let A be a first-order elliptic operator of Dirac type and
let E1 ¼ E2. Let B1;B2 be admissible boundary conditions for A and such that
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Then AB1 ;AB2 are z-comparable and, relative to a choice of auxiliary operator
E, have scattering operator determinant detEðAB1  l;AB2  lÞ. One has
detz;yðAB1 ;AB2 Þ ¼ detEðAB1 ;AB2 Þe
LIMyl!1log detEðAB1l;AB2lÞ: ð3:39Þ
If AB1 ;AB2 are z-admissible, then (in terms of (3.27))
detz;yðAB1 Þ
detz;yðAB2 Þ
¼ detF
SðB1Þ
ESðB2Þ
 
eLIM
y
l!1log detF ððESlðB2ÞÞ
1SlðB1ÞÞ: ð3:40Þ
Proof. From Proposition 3.1 we have that B1;B2 are well-posed and
admissible for Al :¼ A l, while (3.32) becomes
TrððAB1  lÞ
1  ðAB2  lÞ
1Þ ¼ 
@
@l
log detF
SlðB1Þ
ESlðB2Þ
 
: ð3:41Þ
Hence, with the stated assumptions, AB1 ;AB2 are z-comparable and (3.39) is
immediate from Theorem 2.5 and (3.27). Finally, (3.40) follows from
Lemma 2.3 and (2.30). ]
That the right-hand side of (3.39),(3.40) are independent of the choice of
E is clear from (3.28) and (2.44). More precise knowledge of the dependence
of the regularized limit on the operators A and Bi is obtained as follows.
Proposition 3.14. With the conditions of Proposition 3.12,
d
dz
log detz;yðAz;B1 ;Az;B2 Þ ¼
d
dz
log detEðAz;B1 ;Az;B2 Þ; ð3:42Þ
and hence is independent of y. Moreover, with zz;relð0Þ :¼ zyðAz;B1 ;Az;B2 ; 0Þ
d
dz
zz;relð0Þ ¼ 0: ð3:43Þ
The regularized limit term in Theorem 3.13 is independent of the operator A,
and depends only on the pseudodifferential boundary conditions B1;B2; P ðAÞ.
Proof. ðAz;B1  lÞ
1  ðAz;B2  lÞ
1 has a smooth kernel, and hence the
operator J ðlÞ ¼ ’AzððAz;B1  lÞ
1  ðAz;B2  lÞ
1Þ is trace class. A well-known
argument [8] gives ðd=dzÞðTrððAz;B1  lÞ
1  ðAz;B2  lÞ
1ÞÞ ¼ @lFðlÞ, where
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
d
dz
zyðAz;B1 ;Az;B2 ; sÞ ¼
i
2p
Z
C
ls@lFðlÞ dl; ð3:44Þ
and so from Proposition 2.9,  ddzz
0
yðAz;B1 ;Az;B2 ; 0Þ ¼ TrðJ ð0ÞÞ
LIM
ðyÞ
l!1TrðJ ðlÞÞ. By (3.32), then, (3.42) is equivalent to LIM
ðyÞ
l!1Tr
ðJ ðlÞÞ ¼ 0: To see that, for ReðsÞ > 1 a0 we can integrate by parts in
(3.44) to obtain

d
dz
zyðAz;B1 ;Az;B2 ; sÞ ¼ s Trð ’AzðA
s1
z;B1
 As1z;B2 ÞÞ: ð3:45Þ
But As1z;B1  A
s1
z;B2
has a smooth kernel for ReðsÞ > 1 and hence (3.45) holds
in that larger half-plane. Setting s ¼ 0 in (3.45) therefore proves (3.43), while
differentiating and setting s ¼ 0 we obtain

d
dz
z0yðAz;B1 ;Az;B2 ; 0Þ ¼ Trð ’AzðA
1
z;B1
 A1z;B2 ÞÞ; ð3:46Þ
which is Eq. (3.42).
For the ﬁnal statement, let Ar;e5r5e be a smooth path of Dirac-type
operators, as in Proposition 3.12, with A0 ¼ A. Since the variation near @X is
at most order 0 we have from Proposition 3.1 that B1;B2 are admissible for
each Ar. Hence for small enough e we can apply (3.42) and comparing with
(3.39) we reach the conclusion. ]
If Ar; 04r4t; is a smooth 1-parameter family satisfying (3.30) with Ar;Bi
invertible, then the ﬁnal statement of Proposition 3.14 can equivalently be
expressed by the integrated version of (3.42):
detz;yðAt;B1 ;At;B2 Þ
detz;yðA0;B1 ;A0;B2 Þ
¼ detF
StðB1Þ
EStðB2Þ
 
detF
S0ðB1Þ
ES0ðB2Þ
 
:
Next, we compute the variation of the z-determinant with respect to the
boundary condition. The following formula gives a general direct
variational formula.5
Proposition 3.15. Let fBr j  e5r5eg be a smooth 1-parameter family
of cdos on L2ðY ;E1jY Þ such that Br  P ðAÞ has a smooth kernel and such that
ABr is invertible for each r and z-admissible. Then setting SlðBrÞ ¼ SðAlÞðBrÞ,5The usual approach to computing the boundary variation is to try to ‘gauge transform’ the
variation into an equivalent operator variation, see [7, 19, 27] and also Section 4.1.
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d
dr
log detz;yðABr Þ ¼Tr SðBrÞ
1 d
dr
SðBrÞ
 
 LIMyl!1 Tr SlðBrÞ
1 d
dr
SlðBrÞ
 
: ð3:47Þ
Proof. Each Br is an admissible boundary condition for the Dirac-type
operator Al :¼ A l and ’Br ¼ d=dr ðBrÞ is a smoothing operator on
L2ðY ;E1jY Þ. We have
d
dr
@
@l
log detF
SlðBrÞ
ESlðB0Þ
 
¼
@
@l
TrH ðAlÞ SlðBrÞ
1 d
dr
SlðBrÞ
 
: ð3:48Þ
Hence from (3.41)

d
dr
zyðABr ; sÞ ¼ 
d
dr
zyðABr ;AB0 ; sÞ
¼ 
i
2p
Z
C
ls
@
@l
Tr SlðBrÞ
1 d
dr
SlðBrÞ
 
dl;
and so the result follows from (2.48). ]
3.4. Local coordinates and an odd-dimensional example
Identity (3.40) can be given a more familiar form if we work in local
coordinates on Gr1ðDÞ.
3.4.1. The relative zeta determinant in Stiefel coordinates
To be concrete, let X be a compact Riemannian spin manifold and
consider a compatible Dirac operator A ¼ D : C1ðX ;E1Þ ! C1ðX ;E2Þ
acting between Clifford bundles in the product case (R ¼ 0). First, observe
that to each ‘basepoint’ P 2 Grð0Þ1 ðDÞ there is a dense open subset of
Grð0Þ1 ðDÞ. Setting
E ¼ ranðPÞ; W ¼ ranðP Þ; Wi ¼ ranðPiÞ; ð3:49Þ
it is deﬁned by
UE ¼ fP 2 Gr
ð0Þ
1 ðDÞ j ðP; P Þ :¼ P 8P : E ! W invertibleg: ð3:50Þ
Equivalently,
P 2 UE , ranðP Þ ¼ graphðT : E ! E?Þ T 2 Hom1ðE;E?Þ; ð3:51Þ
SIMON SCOTT156where HomkðE;E?Þ ¼ fP?ZP : E! E? j Z 2 CkðHY Þg and CkðHY Þ is the
space of cdos on HY ¼ L2ðY ;E1jY Þ of order k 2 Rþ [ f1g. Equivalently,
P 2 UE , P ¼ PT ¼
Q1T Q
1
T T *
TQ1T TQ
1
T T *
 !
; QT :¼ I þ T *T ; ð3:52Þ
T 2 Hom1ðE;E?Þ. In this way a atlas for Gr
ð0Þ
1 ðDÞ can be constructed with
respect to a countable set of basepoint spectral projections in a similar way
to [21].
It is always possible to arrange for P ðDÞ; P1; P2 to lie in a single coordinate
patch UE  Grð0Þ1 ðDÞ, so that,
H ðDÞ ¼ graphðK : E! E?Þ; Wi ¼ graphðTi : E ! E?Þ; ð3:53Þ
where K; Ti 2 Hom1ðE;E?Þ. Since the operators SðPiÞ ¼ PiP ðDÞ are inver-
tible, one such choice is E ¼ H ðDÞ, in which case K ¼ 0. We may further
assume, by perturbing y slightly if necessary, that the global boundary
problem DP has no eigenvalue along Ry, and hence that P 8 P ðD lÞ :
H ðD lÞ ! ranðPÞ is invertible. This means that
H ðD lÞ ¼ graphðKl : E! E?Þ; P ðD lÞ ¼ PKl ð3:54Þ
for some unique Kl 2 Hom1ðE;E?Þ (the space of restrictions of cdos of
order 1). Recall that P ðD lÞ is an element of Gr1ðDÞ, though not of
Gr1ðDÞ if l=0.
We then have:
Proposition 3.16.
detF
SlðP1Þ
ESlðP2Þ
 
¼ detF
I þ T *1 Kl
I þ T *2 Kl
 
detF ðFðE; T1; T2ÞÞ; ð3:55Þ
where the Fredholm determinants are taken on E. The operator FðE; T1; T2Þ :
E ! E is invertible and independent of Kl. If ðP2; P1Þ is invertible, then
detF
SlðP1Þ
P1SlðP2Þ
 
¼ detF
I þ T *1 Kl
I þ T *2 Kl
 
detF ðQ2ðI þ T *1 T2Þ
1Þ: ð3:56Þ
Proof. Let P ; *P 2 Gr1ðDÞ with ranðP Þ ¼ graphðT Þ, ranð *PÞ ¼ graphð *TÞ,
where T ; *T 2 Hom1ðE;E?Þ. Then any linear operator R : ranðP Þ ! ranð *PÞ
acts by
ðx; TxÞ/ ðFðRÞx; *TFðRÞxÞ;
ZETA DETERMINANTS 157for some FðRÞ 2 EndðEÞ. F respects operator composition: if *R : ranð *PÞ !
ranðP Þ
Fð *RRÞ ¼ Fð *RÞFðRÞ: ð3:57Þ
Moreover, if *RR : ranðP Þ ! ranðP Þ is determinant class, then so is Fð *RRÞ
and
detF ð *RRÞ ¼ detF ðFð *RRÞÞ; ð3:58Þ
where the left-hand side is taken on ranðP Þ and the right-hand side on E.
In particular, the auxiliary operator E acts via FðEÞ 2 EndðEÞ. Similarly,
ðP2; P1Þ acts via FðP2; P1Þ 2 EndðEÞ and with Qi :¼ QTi one has using (3.52)
ðP2; P1Þ :¼ P1 8 P2
x
T2x
 !
¼
Q11 ðI þ T
*
1 T2Þx
T1Q11 ðI þ T
*
1 T2Þx
 !
and so
FðP2; P1Þ ¼ Q11 ðI þ T
*
1 T2Þ: ð3:59Þ
Hence ðP2; P1Þ is invertible when 1 =2 spðT *1 T2Þ. On the other hand, since E
is invertible so is FðEÞ, and because E ðP2; P1Þ is trace-class then FðEÞ 
Q1i ðI þ T
*
1 T2Þ is also trace-class. Hence FðEÞ is of determinant class and
detF ðFðEÞÞ=0. It is easy to compute that
FðSlðP1ÞÞ ¼ Q11 ðI þ T
*
1 KlÞ; FðESlðP2ÞÞ ¼ FðEÞQ
1
2 ðI þ T
*
2 KlÞ:
From (3.57), (3.58), and the symmetry and multiplicativity of detF , then by
setting FðE; T1; T2Þ ¼ Q2FðEÞ
1Q11 we reach the conclusion.
Alternatively, since ðESlðP2ÞÞ
1SlðP1ÞÞ ¼ SlðP2Þ
1E1SlðP1Þ, the computa-
tion can be carried through by observing that for any invertible operator R
as above, one has (relative to graph coordinates)
PR1 *P ¼
FðRÞ1 FðRÞ1 *T *
TFðRÞ1 TFðRÞ1 *T *
 !
: ] ð3:60Þ
We can now restate Theorem 3.13 as follows:
Theorem 3.17. Let D be a first-order Dirac-type operator in the product
case and let E1 ¼ E2. Let P1; P2 2 Gr1ðDÞ such that DP1 ;DP2 are invertible
with common spectral cut Ry, and such that (2.13) holds. Then DP1 ;DP2 are
SIMON SCOTT158z-comparable and in local Stiefel (graph) coordinates, as above, one has
detz;yðDP1 Þ
detz;yðDP2 Þ
¼
detF ðI þ T *1 KÞ
detF ðI þ T *2 KÞ
exp LIMyl!1 log detF
I þ T *1 Kl
I þ T *2 Kl
  
: ð3:61Þ
Proof. This is immediate from (3.40), (2.44) and (3.55). Because
P ðDÞ 2 Gr1ðDÞ we have replaced the determinant of the quotient by the
quotient of the determinants in the ﬁrst term on the right-hand side of
(3.61). ]
Remark 3.18. More generally, Stiefel coordinates on Grð0Þ1 ðDÞ refer to an
operator ½M N  2 HomðE& E?;EÞ, where M is Fredholm with indðMÞ ¼ 0,
and N 2 Hom1ðE?;EÞ. This deﬁnes a point in the principal Stiefel frame
bundle STE ! Grð0Þ1 ðDÞ (based at E), with bundle projection map
½M N / P :¼
M *M1M M *M1N
N *M1M N *M1N
 !
; ð3:62Þ
where M ¼ MM * þ NN * . In particular, graph coordinates correspond to
the canonical section PT/ ½I T *  of STE over UE. Stiefel coordinates
½Mi Ni for Pi modify (3.61) by replacing I þ T *i Kl by Mi þ NiKl : E! E.
3.4.2. Example: odd-dimensions revisited
To illustrate these formulae, we explain how they work for a Dirac
operator with X odd-dimensional. In this case (3.1) takes the form
i 0
0 i
 !
@u þ
0 DY
DþY 0
 ! !
ð3:63Þ
with respect to the decomposition HY ¼ F þ & F  into chiral spinor ﬁelds,
where DþY is the chiral Dirac operator, which, for brevity, we shall assume
invertible. The projection PFþ onto F þ is not an element of Gr1ðDÞ. It does,
however, deﬁne a true (local) elliptic boundary condition and is related to
P5 in the following precise way.
The involution deﬁning the grading of HY into positive and negative
energy (the APS condition) is the operator
D1Y jDY j ¼
0 ðDþY Þ
1ðDþY D

Y Þ
1=2
ðDþY D

Y Þ
1=2DþY 0
 !
:
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þ
Y D

Y Þ
1=2DþY :
F þ ! F , we have
P5 ¼
1
2
ðI þD1Y jDY jÞ ¼
1
2
I g1þ
gþ I
 !
:
The global boundary problem DP5 is self-adjoint and, more generally, a
boundary condition P 2 Gr1ðDÞ such that DP is self-adjoint is characterized
by having range equal to the graph of an L2-unitary isomorphism T : F þ !
F  such that T  gþ has a smooth kernel [23]. Thus each self-adjoint
boundary condition P ¼ PT deﬁnes a point detðT Þ of the determinant line
DetðT Þ ¼ DetðgþÞ ﬃ DetððD
þ
Y D

Y Þ
1=2Þ DetðDþY Þ ﬃ DetðD
þ
Y Þ ð3:64Þ
of the boundary chiral Dirac operator DþY . The ﬁrst isomorphism in (3.64) is
a general functorial property of determinant lines under composition of
Fredholm operators [25], while the second is deﬁned through the
z-determinant
detz : DetðD
þ
Y D

Y Þ ! C:
That this map is a linear isomorphism is a consequence of Proposition 2.20.
A consequence of (3.64) and Theorem 2.16 is that the Z-invariant deﬁnes a
canonical linear isomorphism
e2pi*ZðDÞ : DetðDþY Þ ! C ð3:65Þ
via (3.64) and the assignment T/ e2pi*ZðDPT Þ. That is,6
e2pi*ZðDÞ 2 DetðDþY Þ * : ð3:66Þ
To see this, ﬁrst observe since T is unitary that (3.52) becomes
PT ¼
1
2
I T1
T I
 !
:
In particular, this holds for P ðDÞ for some unique unitary K : F þ ! F . It
does not quite hold for D l since the operator is not of product type, but it6Generally, if we consider a smooth family of z-admissible operators then detz deﬁnes a section
of the dual determinant line bundle, that is, an element of Fock space. The original observation
that the exponentiated eta-invariant lives naturally in the dual determinant line of the boundary
Dirac operator is due to Segal [32]. See also [18].
SIMON SCOTT160is still true that H ðD lÞ is the graph of a cdo operator Kl : F þ ! F  of
order 0, though not that Kl is an isometry or that Kl  gþ is smoothing.
Consider two ‘self-adjoint’ boundary conditions P1 ¼ PT1 ; P2 ¼ PT2 2
Gr1ðDÞ. The spectrum of the operators DPi is real and unbounded and, as
in Section 2.2, we denote the two choices for y by .
Theorem 3.19 (Scott and Wojciechowski [27]). For self-adjoint global
boundary problems DP1 ;DP2 for the Dirac operator over an odd-dimensional
spin manifold
detz;ðDP1 Þ
detz;ðDP2 Þ
¼
detF ð12ðI þ ðT
1
1 KÞ
1ÞÞ
detF ð12ðI þ ðT
1
2 KÞ
1ÞÞ
: ð3:67Þ
Equivalently, if P ¼ PT
detz;ðDP Þ ¼ detz;ðDP ðDÞÞdetF
1
2
ðI þ ðT1KÞ1Þ
 
: ð3:68Þ
Proof. Equality (3.61) becomes
detz;ðDP1 Þ
detz;ðDP2 Þ
¼ detF
I þ T11 K
I þ T12 K
 
exp liml!1 log detF
I þ T11 Kl
I þ T12 Kl
  
¼
detF ð12ðI þ T
1
1 KÞÞ
detF ð12ðI þ T
1
2 KÞÞ
exp liml!1 log detF
I þ T11 Kl
I þ T12 Kl
  
: ð3:69Þ
The only extra subtlety introduced by PFþ =2 Gr1ðDÞ is that it is only the
quotient of operators ðI þ T11 KÞ=ðI þ T
1
2 KÞ which has a Fredholm
determinant. But since T1i K is of determinant class then so is
ð1=2ÞðI þ T11 KÞ. From [33] we have that DP1 ;DP2 are strongly z-comparable
and hence LIM becomes the usual lim (Section 2.4).
Finally, either directly, using g1l ðD lÞjUgl ¼ DjU with gl ¼ e
iul& eiul
in the collar U , or using the symmetry argument of [27], one has
Kl ! 0 as l!1 on Rp
2
; K1l ! 0 as l!1 on Rþp
2
: ð3:70Þ
The conclusion then follows from (3.69). ]
From (3.67), switching the spectral cut conjugates the relative zeta-
determinant. This corresponds to the equivalent descriptions of ranðPT Þ as
graphðT : F þ ! F Þ or graphðT1 : F  ! F þÞ.7 More generally, allowing7Like the z-determinant, the ‘canonical determinant’ of [23, 27] is therefore not quite canonical.
The only completely canonical boundary determinant is quotient (3.29), which, like the relative
z-determinant, has no ‘parity anomaly’.
ZETA DETERMINANTS 161DPi to be non-invertible, this disparity derives from the relative eta-invariant:
Theorem 3.20.
*ZðDP1 Þ  *ZðDP2 Þ ¼
1
2pi
log detF ðT
1
2 T1Þ mod ðZÞ: ð3:71Þ
Proof. From [33], DP1 ;DP2 are strongly z-comparable and
zðD2P1 ;D
2
P2
; 0Þ ¼ 0. Hence from (2.84) and (3.55) we have mod ð2piZÞ
2pi*ZðDP1 ;DP2 Þ ¼ lima!þ1 ðlog detF Sia  log detF SiaÞ
¼ lima!þ1 log detF
I þ T11 Kia
I þ T12 Kia
 
 log detF
I þ T11 Kia
I þ T12 Kia
  
¼ log detF ðT
1
2 T1Þ mod ð2piZÞ;
where the ﬁnal equality follows from (3.70). Since DP1 ;DP2 are z-admissible,
then (2.73) completes the proof. ]
Identity (3.71) is deduced in [14] from (3.67).
Remark 3.21. The extension to the case where DþY is non-invertible is
easily done by augmenting DþY by a unitary isomorphism
s : KerðDþY Þ ! KerðD

Y Þ. In particular, Theorem (2.21) of [19], Theorem
(3.1) of [16], are special cases of (3.71).
Notice that (3.71) is independent of K : F þ ! F . More precisely, from
(3.24), Eq. (3.71) is the assertion that (3.65) is linear. Further, since
ranðP?T Þ ¼ graphðT
1 : F  ! F þÞ, if M ¼ X [ X 0 is a closed manifold
with Dirac operator A with AjX ¼ D and AjX 0 :¼ D0, then an easy corollary of
(3.71) is the
Weak Splitting Theorem: ZðDPT Þ þ ZðD
0
P?T
Þ is constant as PT varies.
The hard splitting Theorem [5, 14, 19, 33] asserts this constant is precisely
ZðAÞ.
Another way of viewing the conjugation of the relative zeta-determinant
on taking the conjugate spectral cut is through the following formula for the
relative Laplacian:
Proposition 3.22.
detz;pðD2P1 Þ
detz;pðD2P2 Þ
¼
detz;ðDP1 Þ
detz;ðDP2 Þ
				 				2¼ detF ð12ðI þ T11 KÞÞdetF ð12ðI þ T12 KÞÞ
					
					
2
:
SIMON SCOTT162Proof. Immediate from (2.79), (3.55) and (3.71). ]
This formula is a special case of Theorem A to which we turn next (see
also Remark 4.3(2)).
4. AN APPLICATION TO THE LAPLACIAN ON A MANIFOLD
WITH BOUNDARY
Let X be an n-dimensional C1 compact Riemannian manifold with
boundary Y and let D : C1ðX ;E1Þ ! C1ðX ;E2Þ be a Dirac-type operator
with product case geometry, so that
DjU ¼ s
@
@u
þDY
 
ð4:1Þ
in a collar U ¼ ½0; 1Þ 	 Y of the boundary, with notation as in (3.1).
For each well-posed boundary condition B for D the associated Dirac
Laplacian
DB ¼ D*BDB ¼ D *D : domðDBÞ ! L
2ðX ;E1Þ
with domain
domðDBÞ ¼ fc 2 H2ðX ;E1Þ: Bg0c ¼ 0; B
$g0Dc ¼ 0g
is a closed self-adjoint and positive operator on L2ðX ;E1Þ with discrete
non-negative real spectrum.
The following result of Grubb allows us to deﬁne the zeta-determinant
of DB.
Proposition 4.1 (Grubb [10, 11]). If B is an admissible well-posed
boundary condition for D, then DB is z-admissible with spectral cut Rp.
More precisely, Grubb proves that there is a resolvent trace expansion for
m > n=2 as l!1 in closed subsectors of C= %Rþ
Trð@ml ðDB  lÞ
1Þ 
X1
j¼n
ajðlÞ
j=2m1
þ
X1
j¼0
ðaj;k logðlÞ þ cjÞðlÞ
j=2m1 ð4:2Þ
and hence that the z-function zðDB; sÞ deﬁned by the standard trace
TrðDsB Þ for ReðsÞ > n=2 extends meromorphically to all of C with the
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GðsÞzðDB; sÞ 
X1
j¼n
*aj
sþ k=2
þ
dim kerðDBÞ
s
þ
X1
j¼0
*aj
ðsþ k=2Þ2
þ
*cj
sþ k=2
 !
;
ð4:3Þ
where y ¼ p and the coefﬁcients in (4.3) differ from those in (4.2) by
universal constants. If B P ðAÞ is a cdo of order4 n then the coefﬁcient
*a0 vanishes and so zðDB; sÞ is then regular at s ¼ 0 and
detz DB ¼ expðz
0ðDB; 0ÞÞ
is well-deﬁned. In particular, detz DP exists for all P 2 Gr1ðDÞ.
On the other hand, setting SðP Þ :¼ SDðP Þ, we have from Proposition 3.5
that the boundary ‘Laplacian’
SðP Þ* SðP Þ ¼ P ðDÞ*  P  P ðDÞ : H ðDÞ ! H ðDÞ
is of determinant class for all P 2 Gr1ðDÞ.
The main purpose of this section is to prove the following theorem.
Theorem 4.2. Let B1;B2 be admissible well-posed boundary conditions
for a Dirac-type operator D : C1ðX ;E1Þ ! C1ðX ;E2Þ. Then, with Pi ¼ P ½Bi,
one has
detzðDB1 Þ
detzðDB2 Þ
¼
detF ðSðP1Þ* SðP1ÞÞ
detF ðSðP2Þ* SðP2ÞÞ
: ð4:4Þ
Or, from (2.100),
detzðDB1 ;DB2 Þ ¼ detzðSðP1Þ* SðP1Þ; SðP2Þ* SðP2ÞÞ: ð4:5Þ
Equivalently, since SðP ðDÞÞ ¼ Id,
detzðDBÞ ¼ detzðDP ðDÞÞdetF ðSðP ½BÞ* SðP ½BÞÞ: ð4:6Þ
Remark 4.3. (1) Because of Lemma 3.6 and (3.7) it is sufﬁcient to
assume that Bi ¼ Pi 2 Gr1ðDÞ, and from here on that is what we shall do.
(2) In Stiefel graph coordinates (4.4) has the form
detzðDP1 Þ
detzðDP2 Þ
¼
detF ðQ11 ðI þ T
*
1 KÞðI þ K *T1ÞÞ
detF ðQ12 ðI þ T
*
2 KÞðI þ K *T2ÞÞ
¼ elog detF ðQ
1
1
Q2Þ
detF ðI þ T *1 KÞ
detF ðI þ T *2 KÞ
				 				2:
SIMON SCOTT164(3) The simple form of (4.4) depends on the homogeneous structure of
Gr1ðDÞ, it does not persist to more general classes of well-posed boundary
conditions.
(4) We may replace P ðDÞ by P ðDÞort (cf. (3.4) in Theorem 4.2). This
follows from the invertibility of P ðDÞðP ðDÞP ðDÞ* þ ðI  P ðDÞ* ÞÞðI  P ðDÞÞÞ1
P ðDÞ*P ðDÞ on H ðDÞ, which is therefore not detected in the quotient on the
right-hand side of (4.4).
(5) Implicit in Theorem 4.2 is the invertibility of DBi . We assume
invertibility when obviously required without further mention. Identity (4.6)
is globally deﬁned.
(6) The identiﬁcations hold for P1  P2 differing just by a cdo of order
5 n.
4.1. Proof of theorem 4.2
To identify the scattering operator we used a canonical identiﬁcation of
the solution space of DP with that of an associated ﬁrst-order elliptic system.
4.1.1. An equivalent ﬁrst-order elliptic system
We analyze DP ¼ D*P DP through the ﬁrst-order elliptic operator acting on
sections of E1& E2
#D ¼
0 D*
D I
 !
: H 1ðX ;E1& E2Þ ! L2ðX ;E1& E2Þ:
#Dðs1; s2Þ ¼ ðD* s2;Ds1  s2Þ:
From (3.1) and (3.13) we ﬁnd that #D is of Dirac type with
#DjU ¼ #s
@
@u
þ #AY þ #R
 
;
where
#s ¼
0 s1
s 0
 !
; #AY ¼
DY 0
0 sDY s1
 !
; #R ¼
0 s1
0 0
 !
ð4:7Þ
satisfying the relations
#s2 ¼ I ; #s* ¼  #s; #s #AY þ #AY #s ¼ 0; #s #Rþ #R #s ¼ I : ð4:8Þ
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h #Ds1; s2i  hs1; #Ds2i ¼ h #sg0s1; g0s2i; ð4:9Þ
where here g0ðc;fÞ ¼ ðg0c; g0fÞ.
Setting A ¼ #D in our discussion in Section 4, we have a Poisson operator
for #D
#K :¼K #D : H
s1=2ðY ; ðE1& E2ÞjY Þ ! Kerð #D; sÞ  H
sðX ;E1& E2Þ ð4:10Þ
and Calderon projector
P ð #DÞ ¼ g0 #K:
We can compute P ð #DÞ quite explicitly:
Lemma 4.4.
P ð #DÞ ¼
P ðDÞ gD1P ðDÞK*
0 P ðD* Þ
 !
; ð4:11Þ
where K
*
is the Poisson operator for D* .
We postpone the proof for the moment. Notice, however, since #R=0, that
P ð #DÞ  P ðDÞ & P ðD* Þ is only a cdo of order 1 and not smoothing due to
the off-diagonal term. Further, it is a projector but not a projection (cf.
Remark 4.3(4)).
Since #D is of Dirac-type, we have a cdo Grassmannian Gr1ð #DÞ of global
boundary conditions for #D, and for each Q 2 Gr1ð #DÞ a ﬁrst-order global
boundary problem
#DQ ¼ #D : domð #DQÞ ! L2ðX ;E1& E2Þ:
We recover the resolvent ðDP  lÞ
1 in the following way. First, we have a
canonical map
GrðrÞ1ðDÞ ! Gr
ð0Þ
1 ð #DÞ;
P/ #P :¼ P & P$:
To see that #P is in the index zero component Gr
ð0Þ
1 ð #DÞ, observe that the
identity I : #HY ! #HY acting between the block decompositions
SIMON SCOTT166H ðDÞ & H ðDÞ?, W & W ?, where W ¼ ranðP Þ, of #HY ¼ L2ðY ; ðE1& E2ÞjY Þ is
I ¼
SðP Þ S?ðP Þ
SðP?Þ S?ðP?Þ
 !
: ð4:12Þ
For any cdo B on HY set
S?ðBÞ ¼ B 8 P ðDÞ
? :H ðDÞ? ! ranðBÞ;
and for P 2 Gr1ðDÞ note that
S$ðP$Þ :¼ P$ 8 P ðD* Þ ¼ sS
?ðP?Þs1 : sH ðDÞ? ! sW ; ð4:13Þ
and let
Sð #PÞ ¼ #P 8 P ð #DÞ :H ð #DÞ ! ranð #PÞ ¼ W & W
?;
where we use (3.15). Then from (4.11) and (4.12)
indðSð #PÞÞ ¼ indðSðP ÞÞ þ indðS?ðP?ÞÞ ¼ ind I 
0 S?ðP Þ
SðP?Þ 0
 ! !
which is zero, since the matrix operator is a cdo of order 1 and hence
compact. Alternatively, this fact follows from indðSð #PÞÞ ¼ indð #D #PÞ and the
identity
s #P
?
s1 ¼ #P;
which along with (4.8) and (4.9) implies that #D #P is self-adjoint considered as
a closed operator on L2ðX ;E1& E2Þ.
Next, we have a canonical inclusion deﬁned by D
#i : H1ðX ;E1Þ ! L2ðX ;E1& E2Þ; #iðcÞ ¼ ðc;DcÞ:
Setting for l 2 C
#Dl ¼
l D*
D I
 !
: H 1ðX ;E1& E2Þ ! L2ðX ;E1& E2Þ
the inclusion #i restricts to an isomorphism
#ijKer : KerðD lÞ!’Kerð #DlÞ  H2ðX ;E1Þ & H 1ðX ;E2Þ
with inverse ðs1; s2Þ/ s1, where D l; #Dl are acting in
H 2ðX ;E1Þ;H1ðX ;E1& E2Þ, respectively. That #ijKer is injective with range Ker
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#Dl
c
Dc
 !
¼
ðD lÞc
0
 !
: ð4:14Þ
On the other hand, if ðs1; s2Þ 2 Kerð #DlÞ, then D* s2 ¼ ls1 and s2 ¼ Ds1 and
hence s1 2 KerðD lÞ. In particular, setting si ¼ #iðciÞ we can extract Green’s
formula for D from (4.9) and (4.14) (with l ¼ 0):
hDc1;c2i  hc1;Dc2i ¼  #sg0
c1
Dc1
 !
; g0
c2
Dc2
 !* +
:
The operator #i also restricts to a canonical inclusion
#i : domðDP Þ ! domð #D #PÞ: ð4:15Þ
From (4.14) and (4.15) we have for l 2 C= %Rþ
ðDP  lÞ
1 ¼ ½ #D
1
l; #Pð1;1Þ : L
2ðX ;E1Þ ! domðDP  lÞ; ð4:16Þ
where for an operator C ¼
S T
U V
 
on L2ðX ;E1& E2Þ, we deﬁne
½Cð1;1Þ ¼ S. Equivalently,
ðDP  lÞ
1 ¼ ðI 0Þ #D
1
l; #P
I
0
 !
: ð4:17Þ
A precise formula for #D
1
l; #P is given in (4.36).
4.1.2. The scattering determinant
Let P1; P2 2 Gr1ðDÞ and for m 2 C= %Rþ set
Smð #PiÞ :¼ #Pi 8 P ð #DmÞ :H ð #DmÞ ! ranð #PiÞ:
Let E : ranðP2Þ ! ranðP1Þ, *E : ranðP
$
2 Þ ! ranðP
$
1 Þ be auxiliary operators for
DPi ;D
*
Pi , respectively. Then
#E ¼
E 0
0 *E
 !
: ranð #P2Þ ! ranð #P1Þ ð4:18Þ
is an auxiliary operator for #D #P1 ;
#D #P2 and we have:
Proposition 4.5. ðDP1 ;DP2 Þ are z-comparable with scattering determinant
det #Eð #Dm; #P1 ;
#Dm; #P2 Þ ¼ detF ðð
#ESmð #P2ÞÞ
1Smð #P1ÞÞ
taken on H ð #DmÞ. With y ¼ p and l 2 Rþ, one has
detzðDP1 Þ
detzðDP2 Þ
¼ detF
Sð #P1Þ
#ESð #P2Þ
 
eLIMl!þ1log detF ðð
#ESlð #P2ÞÞ
1Slð #P1ÞÞ: ð4:19Þ
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detzðDP1 Þ
detzðDP2 Þ
¼ detF
Sð #P1Þ
#P1Sð #P2Þ
 
eLIMl!þ1 log detF ðð
#P1Slð #P2ÞÞ
1Slð #P1ÞÞ: ð4:20Þ
Proof. From [10, Corollary (9.5); 11 Theorem (1)], the coefﬁcients aj;k ; aj
in the asymptotic expansion (4.2) are locally determined by the symbols of D
and B, while, provided P1  P2 2 ClðHY Þ with l5n, the expansion
coefﬁcients differ only in the cj. Integrating we hence obtain a resolvent
trace expansion in closed subsectors of C= %Rþ
TrððDP1  mÞ
1  ðDP2  mÞ
1Þ

X1
j¼1
X1
k¼0
Cj;kðmÞ
j=21 logðmÞ þ zðDP1 ;DP2 ; 0ÞðmÞ
1; ð4:21Þ
where the coefﬁcients Cj;k ¼ Cj;kðD; P1; P2Þ differ from the cj by universal
constants.
Since #P1  #P2 has a smooth kernel we know from (3.36) that so does
#D
1
l; #P1
 #D
1
l; #P2
, and from (4.16) also D1P1  D
1
P2
. From (4.16) and (4.17) we have
TrððDP1  mÞ
1  ðDP2  mÞ
1Þ ¼Trð½ #D
1
m; #P1
 #D
1
m; #P2
ð1;1ÞÞ
¼Tr ðI 0Þð #D
1
m; #P1
 #D
1
m; #P2
Þ
I
0
 ! !
¼Tr
I 0
0 0
 !
ð #D
1
m; #P1
 #D
1
m; #P2
Þ
 !
¼  Tr
@
@m
ð #DmÞð #D
1
m; #P1
 #D
1
m; #P2
Þ
 
¼ 
@
@m
log detF
Smð #P1Þ
#ESmð #P2Þ
 !
;
where we use (3.32) for the ﬁnal equality, since the variation in U is of
order 0.
Hence ðDP1 ;DP2 Þ are z-comparable. Since they are also z-admissible, (4.19)
is a consequence of Theorem 2.5. ]
4.1.3. Relation to the right-hand side of (4.4)
Proposition 4.6. Let SrðPiÞ be the boundary integrals defined by a smooth
1-parameter family of Dirac-type operators Dr. Then
d
dr
log detF
Srð #P1Þ
#ESrð #P2Þ
 
¼
d
dr
log
detF ðSrðP1Þ* SrðP1ÞÞ
detF ðSrðP2Þ* SrðP2ÞÞ
: ð4:22Þ
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detF
Sð #P1Þ
#P1Sð #P2Þ
 
¼
detF ðSðP1Þ* SðP1ÞÞ
detF ðSðP2Þ* SðP2ÞÞ
1
detF ðP2P1P2Þ
; ð4:23Þ
the determinant in the denominator being taken on ranðP2Þ.
Proof. Equation (4.23) is a consequence of the following identity.
Lemma 4.7.
detF
S?ðP?1 Þ
P?1 S
?ðP?2 Þ
 
¼ detF
SðP1Þ
P1SðP2Þ
 
; ð4:24Þ
where the left-hand determinant is taken on H ðDÞ?.
Proof. As in Proposition 3.16, we may choose graph Stiefel coordinates
H ðDÞ ¼ graphðK : E! E?Þ; Wi ¼ graphðTi : E ! E?Þ: ð4:25Þ
Using the property
detF A ¼ detF A* ð4:26Þ
for A : E! E of determinant class and letting det½EðAÞ mean the Fredholm
determinant taken on E, we have from (3.56)
detF
SðP1Þ
P1SðP2Þ
 
¼
det½EðI þ K *T1Þ
det½EðI þ K *T2Þ
det½EðI þ T *2 T2Þ
det½EðI þ T *2 T1Þ
:
From (4.25) we have
H ðDÞ? ¼ graphðK * : E? ! EÞ; W ?i ¼ graphðT
*
i : E
? ! EÞ
and so in Stiefel coordinates
P ðDÞ? ¼
K * #Q
1
K K K * #Q
1
K
 #Q
1
K K #Q
1
K
0@ 1A; P?i ¼ T *i #Q1i Ti T *i #Q1i
 #Q
1
i Ti #Q
1
i
0@ 1A;
ð4:27Þ
where #QK ¼ I þ KK * , #Qi ¼ I þ TiT
*
i . Using these local representations we
compute in a similar fashion to (3.56)
detF
S?ðP?1 Þ
P?1 S
?ðP?2 Þ
 
¼
det½E?ðI þ T1K * Þ
det½E?ðI þ T1K * Þ
det½E?ðI þ T2T *2 Þ
det½E?ðI þ T1T *2 Þ
:
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? of trace class,
we reach the conclusion. ]
From Lemma 4.4
Sð #P1Þ ¼
P1 0
0 P *1
 !
P ðDÞ g0D
1
P ðDÞK*
0 P ðD* Þ
 !
¼
SðP1Þ P1g0D
1
P ðDÞK*
0 sS?ðP?1 Þs
1
 !
;
where we use (4.13). Computing #P1Sð #P2Þ in a similar way, and using (4.24),
(4.26) and the multiplicativity of the Fredholm determinant, we obtain
detF
Sð #P1Þ
#P1Sð #P2Þ
 
¼detF
SðP1Þ
P1SðP2Þ
 
detF
S?ðP?1 Þ
P?1 S
?ðP?2 Þ
 
¼detF
SðP1Þ
P1SðP2Þ
 
* SðP1Þ
P1SðP2Þ
 
¼detF
SðP1Þ* SðP1Þ
SðP2Þ*P2P1P2SðP2Þ
 
¼
detF ðSðP1Þ* SðP1ÞÞ
detF ðSðP2Þ* SðP2ÞÞ
1
detF ð½SðP2Þ* SðP2Þ1SðP2Þ *P2P1P2SðP2ÞÞ
¼
detF ðSðP1Þ* SðP1ÞÞ
detF ðSðP2Þ* SðP2ÞÞ
1
detF ðP2P1P2Þ
; ð4:28Þ
which proves (4.23).
To see (4.22), ﬁrst note that in the same way as (4.28) we have
detF
Srð #P1Þ
#ESrð #P2Þ
 
¼ detF
SrðP1Þ
ESrðP2Þ
 
detF
S?r ðP
?
1 Þ
E?S?r ðP
?
2 Þ
 !
; ð4:29Þ
where E? :¼ s *Es1. Thus we have to show that
X2
i¼1
Tr S?r ðP
?
i Þ
1 d
dr
S?r ðP
?
i Þ
 
¼
X2
i¼1
Tr SrðPiÞ
1 d
dr
SrðPiÞ
 
;
where the right-hand side means complex conjugate. This follows by the
same method used in Lemma 4.7, via the Stiefel coordinate representation
for SðPiÞ
1 (use (3.60) with T ¼ K; #T ¼ TiÞ and its analogue for S?ðP?i Þ
1
(use (4.27)). Or, these coordinate matrices may be used to prove directly, in a
similar way to Proposition 3.16, that (4.29) differs from the right-hand side
of (4.4) by a function independent of P ðDÞ. ]
Proposition 4.8. Let Dr, e4r4e, be a 1-parameter family of Dirac–
type operators with product case geometry such that #DðrÞ ¼
0 D*r
Dr I
 
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If the Dr;Pi are invertible, then, with
SrðPiÞ ¼ P 8 P ðDrÞ : H ðDrÞ ! ranðP Þ
one has
d
dr
log
detzðDr;P1 Þ
detzðDr;P2 Þ
¼
d
dr
log
detF ðSrðP1Þ * SrðP1ÞÞ
detF ðSrðP2Þ * SrðP2ÞÞ
: ð4:30Þ
Proof. Let Srð #PÞ ¼ #P 8 P ð #DðrÞÞ : H ð #DðrÞÞ ! ran #P. Then from Proposi-
tion 3.32 we have
Tr
d
dr
ð #DðrÞÞð #DðrÞ1#P1 
#DðrÞ1#P2 Þ
 
¼
d
dr
log detF
Srð #P1Þ
#ESrð #P2Þ
 
: ð4:31Þ
In view of (4.22), we need to prove that left-hand side ð4:30Þ ¼ left-hand side
(4.31). We show each expression is equal to
TrL2 ð ’DðD
1
P1
 D1P2 ÞÞ þ TrL2 ð
’D* ððD*P1 Þ
1  ðD *P2 Þ
1ÞÞ; ð4:32Þ
where ’D ¼ ðd=drÞDr. We omit r from the operator notation throughout.
First, for any P ; P1; P2 2 Gr1ðDÞ we record the following identities:
’D ¼ ’D*Dþ D* ’D; ð4:33Þ
DD1P ¼ ðD
*
P Þ
1; D* *D
1
P ¼ D
1
P ðD
*
P Þ
1; ð4:34Þ
ðD *P1 Þ
1D1P2 ¼
*D
1
P2
ðD*P1 Þ
1; ð4:35Þ
#D
1
l; #P ¼
ðDP  lÞ
1 D*P ð *DP  lÞ
1
DP ðDP  lÞ
1 lð *DP  lÞ
1
 !
; ð4:36Þ
where *D ¼ D*D, *DP ¼ DPD*P . To see (4.34), since D*DD
1
P ¼ I on L
2ðX ;EÞ,
and DD1P has range in domðD
*
P Þ, one has (using (3.18) for D
*
P )
ðD*P Þ
1 ¼ ððD*P Þ
1D* ÞDD1P ¼ DD
1
P K* ðP
$Þg0DD
1
P ¼ DD
1
P :
The other identities can be checked in a similar fashion. For brevity let
Di ¼ DPi , Di ¼ DPi , D
*
i ¼ D
*
Pi
:¼ D *
P$i
.
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’#D ¼
0 ’D*
’D 0
 !
; #D
1
#Pi
¼
D1i D
1
i
ðD*i Þ
1 0
 !
;
and hence
’#Dð #D
1
#P1
 #D
1
#P2
Þ ¼
’D * ððD*1 Þ
1  ðD*2 Þ
1Þ 0
’DðD11  D
1
2 Þ ’DðD
1
1  D
1
2 Þ
 !
,
from which the equality of the left-hand side of (4.31) with (4.32) is clear.
Next, let zrelð0Þ ¼ zðD1;D2; 0Þ. The resolvent trace (4.21) implies a heat
trace expansion as t! 0
TrðetD1  etD2 ÞÞ 
X1
j¼1
X1
k¼0
*Cj;ktj=2 log
kðtÞ þ zrelð0Þ ð4:37Þ
while from (2.46) we have
log detz;yðD1;D2Þ ¼
Z 1
0
ts1 TrðetD1  etD2 Þ dt 
zrelð0Þ
s
 
js¼0
 gzrelð0Þ:
Since D11  D
1
2 has a smooth kernel, precisely the same argument as that
leading to (3.43) yields ðd=drÞzrelð0Þ ¼ 0. So the r-variation ‘kills’ the pole at
s ¼ 0. From (4.37) we therefore have ðd=drÞTrðetD1  etD2 Þ ¼ 0ðt1=2Þ, and
hence
d
dr
log detz;yðD1;D2Þ ¼ 
Z 1
0
t1
d
dr
½TrðetD1 Þ  TrðetD2 Þ dt
¼
Z 1
0
Trð ’D1etD1  ’D2etD2 Þ dt
¼
Z 1
0
Trð ’D *DðetD1  etD2 ÞÞ
þ TrðD * ’DðetD1  etD2ÞÞ dt; ð4:38Þ
where in the second equality we use Duhamel’s formula and the symmetry
of the trace. The heat operator
etDi ¼
i
2p
Z
Cp
etlðDi  lÞ
1 dl : L2ðX ;EÞ ! domðDiÞ
has range in domðDiÞ, and hence it follows that D* ’DetDi ¼ D*i ’Die
tDi , since
Pig0c ¼ 0, P
$
i g0Dc ¼ 0 implies the domain Pig0c ¼ 0, P
$
i g0 ’Dc ¼ 0 for D* ’D.
Thus, using also (4.35) and the contour integral deﬁnition of et *Di , which
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*
i e
t *Di , we have
TrðD* ’DetDi Þ ¼TrðD*i ’Die
tDi Þ ¼ TrðD*i ’Die
tDiD*i ðD
*
i Þ
1Þ
¼TrðD*i ’DiD
*
i e
t *Di ðD*i Þ
1Þ ¼ Trð ’DD* et
*Di Þ: ð4:39Þ
Hence Eq. (4.38) equalsZ 1
0
Trð ’D*DðetD1  etD2 ÞÞ þ Trð ’DD* ðet
*D1  et
*D2 ÞÞ dt
¼ 
Z 1
0
@
@t
Trð ’D*DðD11 e
tD1  D12 e
tD2 ÞÞ

Z 1
0

@
@t
Trð ’DD* ð *D
1
1 e
t *D1  *D
1
2 e
t *D2 ÞÞ dt
¼ lime!0 Trð ’D *DðD11 e
tD1  D12 e
tD2 ÞÞ j1=ee
 lime!0 Trð ’DD* ð *D
1
1 e
t *D1  *D
1
2 e
t *D2 ÞÞ j1=ee
¼ Trð ’D *DðD11  D
1
2 ÞÞ þ Trð ’DD* ð *D
1
1  *D
1
2 ÞÞ
¼ Trð ’D * ððD*1 Þ
1  ðD*2 Þ
1ÞÞ þ Trð ’DðD11  D
1
2 ÞÞ;
where we use (4.34) for the ﬁnal equality, and this completes the proof. ]
Remark 4.9. The variational equality (4.30) also follows from (3.31)
applied to (4.32), along with an analogue of Proposition 4.6.
Corollary 4.10. For Pi 2 Gr1ðDÞ with DPi invertible
detzðDP1 Þ
detzðDP2 Þ
¼
detF ðSðP1Þ* SðP1ÞÞ
detF ðSðP2Þ* SðP2ÞÞ
N ðP1; P2Þ; ð4:40Þ
where N ðP1; P2Þ depends only the boundary data. One has
N ðP1; P2ÞN ðP2; P3Þ ¼ N ðP1; P3Þ: ð4:41Þ
Integrating (4.30) over ½0; t  ðe; eÞ, (4.40) can be restated
detzðDt;P1 Þ
detzðDt;P2 Þ
:
detzðD0;P2 Þ
detzðD0;P1 Þ
¼
detF ðStðP1Þ* StðP1ÞÞ
detF ðStðP2Þ* StðP2ÞÞ

detF ðS0ðP2Þ* S0ðP2ÞÞ
detF ðS0ðP1Þ* S0ðP1ÞÞ
: ð4:42Þ
Next, we make use of the homogeneous structure of the Grassmannian to
prove
N ðP1; P2Þ ¼ 1
SIMON SCOTT174We use a variational argument generalizing [29]. Let
U1ðHY Þ ¼ U ðHY Þ \ ðI þC1ðHY ÞÞ
be the group of unitary operators on HY ¼ L2ðY ; ðE1ÞjY Þ differing from the
identity by a smoothing operator, and let %Gr1ðDÞ be the dense open subset
of the index zero component of Gr1ðDÞ
%Gr1ðDÞ ¼ fP 2 Gr1ðDÞ j DP invertibleg
¼ fP 2 Gr1ðDÞ j SðP Þ : H ðDÞ ! ranðP Þ invertibleg
¼UH ðDÞ; ð4:43Þ
where the ﬁnal equality refers to (3.50).
Lemma 4.11. For any P1; P2 2 %Gr1ðDÞ there exists a smooth path
I ¼ g04gr4g1 ¼ g; 04r41; ð4:44Þ
in U1ðHY Þ, defining smooth paths of projections P1;r ¼ grP1g1r and P2;r ¼
grP2g1r in %Gr1ðDÞ with gP1g
1 ¼ P2,
P14P1;r4P2 ; ð4:45Þ
and
gP1g14P2;r4gP2g1 : ð4:46Þ
We hence obtain a real-valued strictly positive function gr/N ðP1;r; P2;rÞ.
The decisive fact is the following:
Lemma 4.12.
d
dr
logN ðP1;r; P2;rÞ ¼ 0 : ð4:47Þ
The proof will be given in a moment. Integrating (4.47) we have
N ðP1;1; P2;1Þ ¼ N ðP1;0; P2;0Þ : ð4:48Þ
From (4.45), (4.46), (4.48) we obtain
N ðP2; gP2g1Þ ¼ N ðP1; gP1g1Þ ;
and hence that N ðP ; gPg1Þ depends only on g 2 U1 and not on the
basepoint P . We deﬁne
N ðgÞ :¼ N ðP ; gPg1Þ
ZETA DETERMINANTS 175where P ; gPg1 2 %Gr1ðDÞ. Then for g1; g2 2 U1ðHY Þ, from (4.41) we have
with P ; g2Pg12 ; g1g2Pg
1
2 g
1
1 2 Gr1ðDÞ,
N ðg1g2Þ ¼N ðP ; g1g2P #g21g11 Þ
¼N ðP ; g2Pg12 ÞN ðg2Pg
1
2 ; g1ðg2Pg
1
2 Þg
1
1 Þ
¼N ðg1ÞN ðg2Þ:
Thus g/N ðgÞ extends to a (Banach) character on U1ðHY Þ. It is a well-
known and elementary fact that the only such characters on U1ðHY Þ are
g/ detF ðgÞ, g/ detF ðg1Þ or the trivial character g/ 1. But N is real-
valued positive, while detF on U1ðHY Þ takes values in U ð1Þ. Hence N ðgÞ ¼ 1.
This completes the proof of Theorem 4.2. It remains to prove the above
lemmas.
Proof of Lemma 4.11. First, we have from (4.43) that Gr1ðDÞ is path
connected, and in fact contractible. To show that a path of the asserted form
exists we prove that U1ðHY Þ acts transitively on the index zero component of
Gr1ðDÞ, with non-contractible stabilizer subgroup U1ðW Þ 	 U1ðW ?Þ at P 2
Grð0Þ1 ðDÞ; ranðP Þ ¼ W . (The global homogeneous structure on Gr1ðDÞ is
usually studied via the action of a restricted linear group [22], with
contractible stabilizer U ðW Þ 	 U ðW ?Þ, but our purposes on Grð0Þ1 ðDÞ are
better suited to the U1ðHY Þ subgroup action.)
It is enough to give path (4.44) in GL1ðHY Þ ¼ GLðHY Þ \ ðI þC1ðHY ÞÞ,
the group of invertibles congruent to the identity. For U1ðHY Þ is a retraction
of GL1ðHY Þ via the phase map
GL1ðHY Þ ! U1ðHY Þ; g/ ug ¼ gjgj1;
where jgj :¼ ðg* gÞ1=2. Here
ðg* gÞt ¼
i
2p
Z
g
mtðg* g mÞ1dm; ð4:49Þ
with g a contour surrounding sp(g* g), is a smooth map
C	GL1ðHY Þ ! GL1ðHY Þ [24, Lemma 7.10]. It follows that if gr is a path
in GL1ðHY Þ satisfying the properties of Lemma 4.11 apart from unitarity,
then ugr will be the path required. To see this, if P2 ¼ gP1g
1 with
g 2 GL1ðHY Þ, then, since ugP1u1g is a self-adjoint indempotent, to show P2 ¼
ugP1u1g we need only show ranðugP1u
1
g Þ ¼ ranðgP1g
1Þ. This is equivalent to
showing ranðjgjP1jgj1Þ ¼ ranðP1Þ, but gP1g1 ¼ P2 ¼ P *2 ¼ P2P
*
2 imply ran
ðjgj2P1ðjgj2Þ
1Þ ¼ ranðP1Þ, and the identity then follows from (4.49).
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15]. To begin with, choose e 2 ð0; 1Þ and suppose jjP1  P2jj4e51. Let
gr ¼ I þ
r
e
ðP2  P1ÞðP1  P?1 Þ; 04r4e:
Clearly, P2ge ¼ geP1 and since jjgr  I jj51 then gr is invertible. Moreover,
since P1  P2 is smoothing, so is gr  I and hence gr 2 GL1ðHY Þ. Since DPi;0
is invertible and invertibility is an open condition for continuous families of
Fredholm operators, then by taking e smaller if necessary, DPi;r will be
invertible for 04t4e. Hence gr deﬁnes locally a path of the type required.
Now Grð0Þ1 ðDÞ is path connected and hence for arbitrary P ; P
0 2 Grð0Þ1 ðDÞ we
can ﬁnd a ﬁnite sequence P1 ¼ P ; . . . ; Pm ¼ P 0, in Grð0Þ1 ðDÞ with
jjPi  Piþ1jj4ei; e1 2 ð0; 1Þ, for i ¼ 1; . . . ;m 1, and a ﬁnite sequence of
paths gri in GL1ðHY Þ with
Pi4griPig
1
ri 4Piþ1 2
%Gr1ðDÞ:
Finally, rescaling so that 04ri41 for each path, then gr ¼ grm1    gr1 is
a path in GL1ðHY Þ of the required form. This completes the proof.
Proof of Lemma 4.12. Since we consider the simultaneous action of U1
on P1; P2, we can ‘gauge’ transform the boundary variation to an order 0
variation of #D, and then appeal to Proposition 4.8. First, notice that the action
ðgr; PiÞ/ grPig1r ¼ Pi;r
induces a dual action on the adjoint boundary condition
ð *gr; P
$
i Þ/ *grP
$
i *g
1
r ¼ ðgrPig
1
r Þ
$ ¼ P$i;r;
where *gr ¼ sgrs
1. Moreover, with *gr ¼
gr 0
0 *gr
 
, we have
#gr #Pi #g
1
r ¼ Pi;r & P
$
i;r ¼ #Pi;r
and
#gr #s ¼ #s #gr: ð4:50Þ
We can now transform the self-adjoint global boundary problem #D #Pi;r to a
unitary equivalent operator #DðrÞ #P with constant domain by the method of [27,
33]. Let f : ½0; 1 ! ½0; 1 be a non-decreasing function with f ðuÞ ¼ 1 for u5
1=4 and f ðuÞ ¼ 0 for u > 3=4. Then we extend gr and *gr to unitary
transformations
Ur ¼
grf ðuÞ on fug 	 Y  U ;
Id on X =U ;
(
*U r ¼
*grf ðuÞ on fug 	 Y ¼ U ;
Id on X =U
(
ZETA DETERMINANTS 177on L2ðX ;E1Þ and L2ðX ;E2Þ, respectively, and hence to a unitary transforma-
tion
#U r ¼
#grf ðuÞ on fug 	 Y  U
Id on X =U
(
¼ Ur & *U r
on L2ðX ;E1& E2Þ. Then
#D #Pi;r and
#DðrÞPi :¼ ð
#U
1
r
#D #U rÞ #Pi
are unitarily equivalent. Moreover, it is easy to check that
#DðrÞPi ¼ ð
#DrÞ #Pi ; ð4:51Þ
where Dr ¼ U1r DUr ¼ D
*
r Dr and Dr is the Dirac-type operator Dr ¼
*U
1
r DUr.
Next, since P ð #DðrÞmÞ ¼ #g
1
r P ð #DmÞ #gr, from the multiplicativity of detF we
obtain
detF
Smð #P1;rÞ
#ESmð #P2;rÞ
 !
¼ detF
Sr;mð #P1Þ
#ErSr;mð #P2Þ
 !
;
where Sr;mð #P1Þ ¼ #P1 8 P ð #DðrÞmÞ and Er ¼ #g
1
r E #gr. Hence from (4.19) and
(4.50)
ðd=drÞlog detzðDP1;r ;DP1;r Þ ¼ ðd=drÞlog detzððDrÞP1 ; ðDrÞP2 Þ:
Finally, since (4.49) holds, then #DðrÞjU has the form (3.30) with
#Ar ¼ #g1r #A #g
1
r , and since #gr differs from the identity by a smoothing
operator then sð #ArÞ is independent of r. Hence we can apply Proposition
4.8 and the identity
detF ðSðPi;rÞ* SðPi;rÞÞ ¼ detF ðSrðPiÞ* SrðPiÞÞ;
which is a consequence of P ðDrÞ ¼ g1r P ðDÞgr, to complete the proof. ]
Proof of Lemma 4.4. We have P ð #DlÞ ¼ g #Kl, where (3.2)
#Kl ¼ #r #D
1
l;d #g* #s :H
s1=2ðY ;E1jY & E
2
jY Þ ! Kerð #Dl; sÞ  H
sðX ;E1& E2Þ;
and #Dl;d is an invertible operator over the double manifold *X with
ð #Dl;dÞjX ¼ #Dl, #g ¼ g1& g2, #r ¼ r1& r2 with gi :H
sð *X ; *E
i
Þ ! Hs1=2ðY ;EijY Þ,
ri : Hsð *X ; *E
i
Þ ! HsðX ;EiÞ the restriction operators, and #s is deﬁned in (4.7).
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invertible on the closed double manifold *X with ðDd ÞjX ¼ D, and hence
#Dl;d ¼
l D*d
Dd I
 !
is invertible on *X with ð #Dl;d ÞjX ¼ #Dl. We compute
#D
1
l;d ¼
ðDd  lÞ
1 D*d ð *Dd  lÞ
1
Dd ðDd  lÞ
1 lð *Dd  lÞ
1
 !
;
where Dd ¼ D*d Dd , *Dd ¼ DdD
*
d , and hence that
#Kl ¼
r1D*d ð *Dd  lÞ
1g*1 s r1ðDd  lÞ
1g*0 s
$
lr2ð *Dd  lÞ
1g*1 s r1Dd ðDd  lÞ
1g*0 s
$
 !
with s$ :¼ s1. Setting l ¼ 0 we obtain
P ð #DÞ ¼ g
r1D1d g
*
1 s r1D
1
d ðD
*
d Þ
1g*0 s
$
0 r1ðD*d Þ
1g*0 s
$
 !
¼
gr1D1d g
*
1 s gD
1
X KD *
0 gr1ðD*d Þ
1g*0 s
$
 !
;
and since D1X ¼ D
1
P ðDÞ we reach the conclusion. ]
5. AN APPLICATION TO ORDINARY DIFFERENTIAL
OPERATORS
In dimension one we can do better. Because no basepoint is needed to
deﬁne the Grassmannian it is possible to apply the method of Theorem 2.5
to obtain formulas for the z-determinant of individual boundary problems,
rather than just relative formulas.
5.1. First-order operators
We consider, as in Section 4, a ﬁrst-order elliptic differential operator
D : C1ðX ;EÞ ! C1ðX ; F Þ, but where now X ¼ ½0;b, b > 0, and E; F are
Hermitian bundles of rank n. Relative to trivializations of E; F one has
D ¼ AðxÞd=dxþ BðxÞ, where AðxÞ;BðxÞ are complex n	 n matrices and AðxÞ is
invertible. The restriction map to the boundary Y ¼ f0g t fbg is the map
g :H 1ðX ;EÞ ! E0& Eb, with gðcÞ ¼ ðcð0Þ;cðbÞÞ, and so global boundary
conditions for D are parameterized by the Grassmannian GrðE0& EbÞ of
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have a boundary problem DP : domðDP Þ ! L2ðX ;EÞ, where
domðDP Þ ¼ fc 2 H 1ðX ;EÞ j Pgc ¼ 0g
¼ fc 2 H 1ðX ;EÞ jMcð0Þ þ NcðbÞ ¼ 0g
and ½M N  2 HomðE0& Eb;E0Þ are Stiefel coordinates for P , see (3.62).
In dimension one, any element of KerðDÞ has the form KðxÞv for some
v 2 E0, where KðxÞ 2 HomðE0;ExÞ is the parallel transport operator uniquely
solving DKðxÞ ¼ 0 subject to Kð0Þ ¼ I . The isomorphism g : KerðDÞ ! H ðDÞ
is clear, while H ðDÞ ¼ graphðK : E0 ! EbÞ  E0& Eb, where K :¼ KðbÞ.
Notice that P ðDÞ 2 GrnðE0& EbÞ and hence the component GrkðE0& EbÞ
of the Grassmannian with trðP Þ ¼ k is the component with operator index
indDP ¼ indSðP Þ ¼ n k. The Poisson operator KD : E0& Eb !
C1ðX ;EÞ is the operator KDðuÞðxÞ ¼ KðxÞp0P ðDÞu, where p0 is the
projection map E0& Eb ! E0. It is easy to check that D1P ðDÞD ¼ I KDg
and hence that for invertible global boundary problems (3.19) holds:
D1P1  D
1
P2
¼ KDðP1ÞP1gD1P2 : ð5:1Þ
On the other hand, it is well known from elementary considerations that in
Stiefel coordinates D1P has kernel
kP ðx; yÞ ¼
KðxÞððM þ NKÞ1NKÞKðyÞ1AðyÞ1; x5y;
KðxÞðI  ðM þ NKÞ1NKÞKðyÞ1AðyÞ1; x > y:
(
ð5:2Þ
Hence, if P1; P2 are represented by Stiefel coordinates ½M1 N1; ½M2 N2,
then the relative inverse D1P1  D
1
P2
has the smooth kernel
KðxÞððM1 þ N1KÞ
1N1  ðM2 þ N2KÞ
1N2ÞK:KðyÞ
1AðyÞ1; ð5:3Þ
which can also be computed directly from (5.1) by using (3.60) with
FðRÞ :¼ PðSðP ÞÞ.
We assume that DP is invertible with spectral cut Ry. For ReðsÞ > 0 we can
then deﬁne DsP ¼
i
2p
R
C l
s
y ðDP  lÞ
1 dl. Let kP ;lðx; yÞ be the kernel of
ðDP  lÞ
1. From (5.2) one has lime!0ðkP ;lðx; xþ eÞ  kP ;lðxþ e; xÞÞ ¼
AðxÞ1, and hence for ReðsÞ > 1 the kernel psðx; yÞ ¼ i2p
R
C l
s
y kP ;lðx; yÞ dl
of DsP is continuous, and D
s
P is trace class. Moreover, if P ð0Þ is the
projection onto E0, with Stiefel graph coordinates ½I 0, then from (5.2) we
have TrðDsP ð0ÞÞ ¼ 0. For ReðsÞ > 1, zyðDP ; sÞ ¼ zyðDP ;DP ð0Þ; sÞ is therefore a
SIMON SCOTT180relative z-function. Hence
zyðDP ; sÞ ¼
i
2p
Z
C
lsTrððDP  lÞ
1  ðDP ð0Þ  lÞ
1Þ dl
¼ 
i
2p
Z
C
ls
@
@l
log det
SlðP Þ
PSlðP ð0ÞÞ
 
dl
¼ 
i
2p
Z
C
ls
@
@l
log detðM þ NKlÞ dl;
where KlðxÞ is the solution operator for D l. The second equality is a
restatement of (3.41), note detF becomes the usual determinant here, and the
third equality follows from (3.56) and Remark 3.18 (with
½M1 N1 ¼ ½M N ; ½M2 N2 ¼ ½I 0). Alternatively, with Ml ¼ M þ NKl, one
can compute directly from (5.3)
Tr ððDP  lÞ
1  ðDP ð0Þ  lÞ
1Þ
¼ 
Z b
0
tr½KlðxÞM1l NKlKlðxÞ
1AðxÞ1 dx
¼
Z b
0
tr
@
@l
ðD lÞKlðxÞM1l NKlKlðxÞ
1AðxÞ1
 
dx
¼ 
Z b
0
tr ðD lÞ
@
@l
ðKlðxÞÞM1l NKlKlðxÞ
1AðxÞ1
 
dx
¼ 
Z b
0
tr
d
dx
ðKlðxÞ
1 @
@l
ðKlðxÞÞM1l NKlÞ
 
dx
¼ 
@
@l
log detMl
using KlðxÞ
1AðxÞ1ðD lÞKlðxÞ ¼ d=dx and the l derivative of
ðD lÞKlðxÞ ¼ 0.
We now assume DP deﬁnes an elliptic boundary problem in the sense of
[28]. Then there is an asymptotic expansion as l!1 in a sector Ly
TrððDP  lÞ
1  ðDP ð0Þ  lÞ
1Þ 
X1
j¼1
bjðlÞ
j: ð5:4Þ
More precisely, ðDPi  lÞ
2 is trace class and by ellipticity TrððDPi  lÞ
2Þ P1
j¼1 ajðlÞ
j1 as l!1, and so applying (2.4) to the relative trace and
observing that the trace class condition on the relative resolvent implies
terms ðlÞaj logðlÞ with aj40 vanish, then (5.4) follows.
Thus zyðDP ;DP ð0Þ; sÞ deﬁnes the meromorphic continuation of zyðDP ; sÞ to
C via the resolvent trace expansion (5.4), and this is regular at s ¼ 0. Hence
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Theorem 3.17 (Section 4.4) holds:
Theorem 5.1. Let DP be a first-order elliptic boundary problem over ½0;b
and let ½M N  be Stiefel coordinates for P . Then
detz;yðDP Þ ¼ detðM þ NKÞe
LIMyl!1 log detðMþNKlÞ: ð5:5Þ
Invariantly, one has
detz;yðDP Þ ¼ det
SðP Þ
PSðP ð0ÞÞ
 
e
LIMyl!1 log det
SlðP Þ
PSlðP ð0ÞÞ
 
: ð5:6Þ
Proof. Immediate from Proposition 2.9 with FðlÞ ¼ log detMl, or from
Theorem 2.5 with Sl replaced by Ml. ]
* Operators of order52. There is a straightforward generalization of
these formulas to differential operators D : C1ðX ;EÞ ! C1ðX ; F Þ of order
r52. With respect to trivializations of E; F
D ¼
Xr
k¼0
BkðxÞ
dk
dxk
: C1ðX ;CnÞ ! C1ðX ;CnÞ
with complex matrix coefﬁcients and det BrðxÞ=0. The restriction map is
gr1 :H
rðX ;EÞ ! Crn& Crn; gr1ðcÞ ¼ ð #cð0Þ; #cðbÞÞ; ð5:7Þ
where #cðxÞ ¼ ðcðxÞ; . . . ;cðr1ÞðxÞÞ. The form of gr1 means that one can
study boundary problems for D through the ﬁrst-order system on
C1ðX ;CrnÞ
#D ¼
d
dx

0 I . . . 0
0 0 . . . 0
..
. ..
. ..
. ..
.
0 0 . . . I
BrðxÞ
1B0ðxÞ BrðxÞ
1B1ðxÞ . . . BrðxÞ
1Br1ðxÞ
266666664
377777775: ð5:8Þ
This is well known [8, 15]. #D extends to a continuous map
H 1ðX ;CrnÞ ! L2ðX ;CrnÞ, and with respect to the inclusion
#i : HrðX ;CnÞ ! H 1ðX ;CrnÞ, c/ #c, we have gr1 ¼ g 8 #i. More precisely,
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#Dðc; . . . ;cðr1ÞÞ ¼ ð0; . . . ; 0;B1r DcÞ; ð5:9Þ
a basis fc1; . . . ;ckg for KerðDÞ deﬁnes a basis f #c1; . . . ; #ckg for Kerð #DÞ. A
solution of #D is characterized by its parallel transport operator #KðxÞ, as
before, the columns of which are a preferred basis for Kerð #DÞ. One has
ranðP ð #DÞÞ ¼ graphð #K : Crn ! CrnÞ
and #D has Poisson operator #K :Crn& Crn ! C1ðX ;CrnÞ deﬁned by
#KðvÞðxÞ ¼ #KðxÞp0P ð #DÞv:
A global boundary condition for D is deﬁned by a global boundary
condition P 2 GrðCrn& CrnÞ for #D. That is
domðDP Þ ¼ fc 2 HrðX ;EÞ j Pgr1c ¼ 0g
¼ fc 2 HrðX ;EÞ j #M #cð0Þ þ #N #cðbÞ ¼ 0g;
where ½ #M; #N are Stiefel coordinates for P .
The boundary problem DP is modeled by the ﬁnite-rank operator on
boundary data #SðP Þ :¼ P 8 P ð #DÞ : Kð #DÞ ! ranðP Þ. From (5.9) we have that
DP is invertible if and only if #DP is invertible, and in that case
D1P ¼ ½ #D
1
P ð1;rÞB
1
r : L
2ðX ;CnÞ ! domðDP Þ:
Here ½ #D
1
P ð1;rÞ means the integral operator
R b
0 ½
#kðx; yÞð1;rÞcðyÞ dy where
#kðx; yÞ is the kernel of #D
1
P , and, as in [15], ½T ð1;rÞ is the n	 n matrix in the
ð1; rÞth position in an r 	 r block matrix T 2 EndðCrnÞ. For DP1 ;DP2
invertible, this leads to the formula
D1P1 ¼ D
1
P2
 ½ #K #SðP1Þ
1P1g #D
1
P2
ð1;rÞB
1
r : ð5:10Þ
In Stiefel coordinates D1P has kernel
kP ðx; yÞ ¼
½ #KðxÞð #M
1 #N #KÞ #KðyÞ1ð1;rÞBrðyÞ
1; x5y;
½ #KðxÞðI  #M
1 #N #KÞ #KðyÞ1ð1;rÞBrðyÞ
1; x > y;
8<: ð5:11Þ
where #M ¼ #M þ #N #K .
Since we are in dimension one, the resolvent of a differential operator of
order r52 is trace class (as is evident from (5.11)). Let Ry is a spectral cut for
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Seeley proved [31] that as l!1 in Ly the resolvent trace has an asymptotic
expansion
TrððDP  lÞ
1Þ 
X1
j¼1
bjðlÞ
j=r1: ð5:12Þ
On the other hand, ðD lÞ1P ¼ ½ #D
1
l;P ð1;rÞB
1
r with
#Dl ¼ ð dD lÞ, with #KlðxÞ
the parallel transport operator for #Dl and #Ml ¼ #M þ #N #Kl
TrððDP  lÞ
1Þ ¼
Z b
0
tr
@
@l
ð #DlÞ #KlðxÞ #M
1
l
#N #Kl #KlðxÞ
1
 
dx
¼ 
@
@l
log det #Ml:
This follows by the same argument as before, using the device
trð½T ðxÞð1;rÞÞ ¼ trðJT ðxÞÞ ¼ tr
@
@l
ð #DlÞT ðxÞ
 
;
where J is the n	 n block matrix with the identity in the ðr; 1Þth position and
zeroes elsewhere.
By Proposition 2.9 we therefore obtain the extension of Theorem 5.1 to
higher order operators:
Theorem 5.2. Let DP be a local elliptic boundary problem of order r52
over ½0; b and let ½ #M #N be Stiefel coordinates for P 2 GrðCrn& CrnÞ. Then
detz;yðDP Þ ¼ detð #M þ #N #KÞe
LIMyl!1 log det
#Mþ #N #Klð Þ: ð5:13Þ
Invariantly, one has
detz;yðDP Þ ¼ det
#SðP Þ
P #SðP ð0ÞÞ
 !
e
LIMyl!1 log detð
#SlðP Þ
P #SlðP ð0ÞÞ
Þ
;
where P ð0Þ is the projection to the first factor in Crn& Crn.
Formulas (5.5) and (5.13) were ﬁrst proved in [15].
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