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Abstract
To analyze the impacts of certain types of public health interventions we need to esti-
mate the treatment effects and outcomes as these apply to heterogeneous open populations.
Dynamically modifying populations containing risk groups that can react very differently to
changes in covariates are inferentially challenging. Here we propose a novel Bayesian graph-
ical model called the Reduced Dynamic Chain Event Graph (RDCEG) customized to such
populations. These models generalize the tree-based Chain Event Graphs to a particular class
of graphically supported semi-Markov processes. They provide an interface between natural
language explanations about what might be happening to individuals and a formal statistical
analysis. Here we show how the RDCEG is able to express the different possible progres-
sions of each vulnerable individual as well as hypotheses about probabilistic symmetries
within these progressions across different individuals within that population. We demon-
strate how well-developed Bayesian Network technologies can be transferred almost seam-
lessly to this class. Our work is motivated by the challenge of modeling non-pharmacological
interventions for recurrent event processes. We illustrate our methodology in two settings:
an intervention to reduce falls among the elderly and a trial to examine effects of deferred
treatment among individuals presenting with early epilepsy.
Keywords: Semi-Markov Process; Chain Event Graph; Bayesian Network; Open population;
Longitudinal data.
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1 Introduction
Here we describe and analyze a novel graphical model class called the reduced dynamic chain
event graph (RDCEG). This is the first model of its kind to combine the technologies of the
asymmetric chain event graphs (CEGs) and the flexible continuous time semi-Markov processes
(SMPs), and is customized to modeling open populations. The RDCEG acquires several desirable
properties from these two families. On the one hand, as a member of the CEG family, it can draw
out functions of covariates important to explain responses of different subpopulations where the
progress of individuals within the population can be highly heterogeneous (Collazo et al. 2018).
On the other, by importing technologies from SMPs, it is able to embed flexible holding times at
each state and to handle irregularly sampled data (Barbu & Limnios 2009).
Because the RDCEG is graphical it shares many useful inferential properties with dynamic
Bayesian networks. Like this class, the RDCEG unambiguously describes a family of statisti-
cal models. Furthermore, its graphical representation enables various conditional independence
statements to be represented early in any analysis. In this way, expert structural domain knowl-
edge can be embedded in the models and the implications of outputs of the statistical analysis fed
back in an understandable way for scrutiny and criticism by the expert, see e.g. Dawid (2001),
Pearl (2009).
Because the likelihood of the model class factorizes, we can also show that the RDCEG class
admits conjugate estimation and hence, fast model selection across different candidate models.
In fact model selection and inference for this class can be performed completely analogously
to Bayesian networks (BNs) and several well-developed BN technologies transfer almost seam-
lessly to this class. This transfer ensures that the broad implications of the RDCEG are trans-
parent and that its statistical analysis is fast even within this highly multivariate heterogeneous
domain. Note that, despite having imported BN technologies to the RDCEG, standard BN models
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could not be used directly to model these particular domains.
While the RDCEG can be applied in a wide range of applications including criminal behavior
(see e.g. Bunnin & Smith (2019)), for clarity we focus on its use to model recurrent events
within public health; using it to assess the effects of non-pharmacological interventions. More
specifically we are motivated by interventions designed to provide or improve services or access
to treatments for the subpopulation that actively engages in their uptake. As in this context,
data on certain vulnerable classes is sparse, we use a Bayesian approach for model selection and
estimation so we can input prior information to regularize our technology. However, especially
when there is a rich source of data this choice is not critical; other methods, for example penalized
maximum likelihood selection could be used instead and very similar inferences ensue.
Depictions of open populations, i.e. populations where people can immigrate and emigrate,
occur widely in ecology, conservation and epidemiology, see e.g. Nisbet & Gurney (1982), Goff-
man (1965). The units of these population are in a constant state of flux due to a variety of
reasons. This might include units moving from the region of study, their failing or improving
health or death. In the contexts described in this article, although emigration causes missing-
ness, the processes driving the missingness are not only difficult to correctly identify (Little et al.
2017) but are often not random in any sense. Furthermore the population on which inference
usually needs to be made is within the current dynamically changing extant population and not
the population from which this subpopulation is selected. For instance, incentivized pharmacies
in Example 1 will typically be interested only in the responses of the subpopulation of smok-
ers under their care. For these two reasons, within such a setting we find it expedient to build
statistical models of the extant population directly rather than using the non-ignorable response
methods which would necessarily involve an additional model of the, here very complex, miss-
ingness mechanism (Little & Rubin 2019). Hence, the RDCEG is parametrized conditioning on
individuals not dropping out. Effectively its topology and parametrization are chosen to corre-
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spond directly to measures of the existence of an effect and its extent on those who are active
participants of the intervention. This is analogous to modeling the effect of the treatment on the
treated (Geneletti & Dawid 2011).
Dynamic heterogeneous open populations come with an added challenge as they contain mul-
tiple subpopulations which evolve in very different ways in response to changes in their environ-
ments. In this setting we typically find that the covariates that measure such environments and
can successfully explain the evolution of one subpopulation may have little or no impact on the
evolution of another. Hence, it is often critical for our model to be able to hypothesize or discover
these subpopulations in terms of different functions of their defining covariates. The structural
forms of these functions that describe the different evolutions of such subpopulations is precisely
what is represented within the RDCEG: see the illustration in Example 1.
It has long been recognized that SMPs are capable of identifying high-risk subgroups effec-
tively (see e.g. Hubbard et al. (2016)). However, SMPs quickly become algebraically dense and
so rather opaque. Despite this, this otherwise flexible class of models has sometimes been ap-
plied in the field of biomedicine and public health, see e.g. Kang & Lagakos (2007), Foucher
et al. (2005), Alaa et al. (2017). Here we demonstrate how the RDCEG model can act as a vehi-
cle to transfer this capability and flexibility of SMPs to a dynamic variant of the more tractable,
expressive and interpretable graphical model family of CEGs. Each RDCEG has an SMP rep-
resentation. Thus while retaining all the appealing properties of its parent graphical family, the
RDCEG can be used to guide first passage and time to event analyses which do not typically form
part of a graphical modeler’s toolkit. Note that SMPs do have a graphical interface, namely its
state transition diagram. However, this diagram is usually used not as a modeling tool in itself
but rather as a pictorial description of some features of a chosen model. In Barclay et al. (2015)
it was shown that the colored versions of the state transition diagrams of a limited class of SMPs
share many of the properties of dynamic bayesian networks. A major contribution of the RDCEG
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is that it formally generalizes this work so that it applies to discrete state, continuous time SMPs
and then customizes it to models designed to study open populations.
In Section 2 we introduce the novel RDCEG class and its associated semantics. Here, for
simplicity, we assume that all new entrants start from the same state and that the same RDCEG
model is applicable to all these individuals irrespective of when they enter. Section 3 outlines
conjugate Bayesian estimation, inference and model selection for this class. In Section 4, we
exploit the conditional independence structure depicted by these graphs to develop methods to
query models, and in Section 5 we detail the construction of bespoke SMPs from an RDCEG
depending on the results of such queries. In Sections 6 and 7 we proceed to demonstrate our
methodology in two settings. The first example, based on a study by Eldridge et al. (2005)
studies the impacts of a public health intervention concerning falls among the elderly. In the
second example we apply our methodology to the MRC Multicentre trial for Early Epilepsy and
Single Seizures dataset which was designed to examine the effects of immediate versus delayed
treatment prescribed to individuals with early epilepsy. We conclude with a discussion on the
future challenges of modeling with this class.
2 The Reduced Dynamic Chain Event Graph
2.1 Notation
Event trees are a familiar step-by-step representation of how a process might evolve (Shafer
1996). Here we extend the use of this term by annotating some of its edges with the time it
takes to evolve from one state to another. In this way, an event tree T = (V, E) can be seen as
a directed graphic representation of a continuous time process. Its possibly infinite vertex set is
represented by V and its edge set by E. The vertices represent the state occupied by an individual
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and the edges - ordered pairs of vertices - represent the transitional events that occur between
these states. A directed path from vertex v0 to vertex vk is a non-empty alternating sequence
v0, e0,1, v1, e1,2, . . . , ek−1,k, vk of vertices and edges such that ei,i+1 = (vi, vi+1) ∈ E for all i < k.
The unique vertex in T with no edge entering it is called the root s0. The set of vertices with no
emanating edges are called leaves, denoted by L(T ) and the set of vertices which are not leaves
are called situations, denoted by S (T ). Variable Xi on a situation si denotes where the individual
transitions next. It therefore has sample space Xi which is represented by the set of vertices into
which edges emanating from si enter.
It is useful to partition the edge set E into subsets E∗ and E\E∗ where E∗ contains all edges
which are assigned holding times. For instance, an edge depicting a transition from a healthy
state to an ill state may have a holding time representing the duration for which the individual
was healthy. Variable Hik denotes the holding time along the edge eik ∈ E∗ for a unit to have
transitioned from situation si to sk.
In Appendix A of the supplementary material, we show how a probability measure can be
defined on an infinitely large event tree.
2.2 The Definition of the RDCEG
We now present a formal definition of the RDCEG class. The process of transforming an event
tree into an RDCEG involves the construction of two intermediate colored graphs, namely the
modified tree and the hued tree. While the RDCEG depicts events relevant to the extant popu-
lation, we may choose to depict some critical terminating events explicitly in the graph of the
RDCEG. The choice of which dropout states (the set of which is represented by L(T )) can be
considered as critical depends on the application and the purpose of modeling. Let D∗ ⊆ L(T ) be
the set of critical terminating events. In our depiction of the process, we can therefore remove the
vertices L(T )\D∗ and the edges entering them from the event tree to construct a modified treeM.
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For instance, in Example 1 the terminating event of quitting smoking is of direct interest to mod-
eling the uptake of smoking cessation services and so remains in the depiction, whilst dropouts
related to individuals deregistering from the program, leaving the catchment area of the program
provider or joining a different program are not depicted in the RDCEG. Henceforth, when we
mention dropout events we refer to the events in L(T )\D∗.
The transition probabilities along the edges emanating from each situation of M are then
renormalized to ensure that these probabilities sum to one for every situation.
Next we partition the situations S (M) into a set of stages U and the edges in E∗ of the
modified tree M into a set of clusters C. These two partitions enable us to arrive at a finer
partition of the situations called positions W. The partitions are identified as described below.
If there exists a bijection ψu(si, s j) : X(i) → X( j) under which X(i) and X( j) can be hy-
pothesized to share the same distribution and the edge labels correspond under the mapping,
then situations si and s j are said to be in the same stage u ∈ U. Similarly, edges ei j and ekl
where i, j, k and l need not be distinct, are in the same cluster c ∈ C if there exists a bijection
ψ′c(ei j, ekl) : Hi j → Hkl under which Hi j and Hkl have the same distribution. We then color the
situations and edges in the modified tree to represent their stage and cluster memberships respec-
tively. This transforms the modified tree into a hued tree H . For simplicity, singleton stages
and clusters, leaves, and edges belonging to E\E∗ are uncolored. With its coloring, the hued tree
graphically represents equivalences in one-step transition probabilities (through stages) and in
holding times at situations before the next transition (through clusters).
Two situations si, s j ∈ u, where u ∈ U, are in the same position w ∈ W if and only if the
hued trees Hi and H j rooted at si and s j are isomorphic. In this article, isomorphism refers
to a structure, coloring and edge preserving mapping between two graphs. So two situations si
and s j in S (H) are in the same position when the probability model of individuals arriving at
either si or s j are the same. The set of positions W along with a sink vertex w∞ - to collect the
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critically terminating events - form the vertex set of the RDCEG. Positions enable us to condense
the infinitely large modified trees of the problems we consider into graphs with finite number of
vertices and define the states of the implied SMP.
Definition 1. A Reduced Dynamic Chain Event Graph R = (V, E) is a directed colored graph
with no self-loops. It is constructed from its associated hued treeH by coalescing the situations
belonging to the same position and collecting the leaves of the critical terminated trajectories into
a single sink vertex w∞. The vertex set of R is given by V = W ∪ {w∞} where W is the set of
positions of H and between any two positions wi,w j ∈ V there exist the same edges and edge
labels as those between any si ∈ wi and s j ∈ w j inH .
Example 1. The two simple uncolored RDCEGs in Figure 1 depict differing hypotheses for
a process representing the uptake of cessation services provided to registered users of a smoking
cessation program. Figure 1a represents a difference in quitting outcomes based on utilization
of the services while Figure 1b hypothesizes that quitting is unaffected by whether or not the
service was used. One advantage of the RDCEG over SMPs is already evident through this
example. The state transition diagram of SMPs for both hypotheses is identical to the graph in
Figure 1a as SMPs do not allow for multiple edges in the same direction between two states. So
this representation cannot distinguish these two very different hypotheses.
(a) (b)
Figure 1: Competing RDCEG models for uptake of smoking cessation services.
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Edges in the RDCEG (such as e1,0 and e2,0 in Figure 1a and e1,0 in Figure 1b) which represent
a repetition of structure in its underlying hued tree are called cyclic edges. A passage-slice P
in an RDCEG R describes the possible developments of an individual along the paths of R after
arriving at some specified situation si up to the point at which it traverses a cyclic edge or arrives
at the sink vertex. Passage-slices play the role of time-slices in the RDCEG. The first passage-
slice P1 in R emanates from the root of R and all the subsequent passage-slices Pk, k = 2, 3, . . .,
emanate from the vertices of R into which the cyclic edges enter. For example, in Figures 1a and
1b, all the passage-slices are isomorphic to the entire graph of the RDCEG.
All examples used in this article have RDCEGs with time-homogeneous transitions and hold-
ing times which can be represented with a finite graph, and in which the holding time along an
edge ei j, representing a transition from situation si to situation s j, is independent of the probability
of transitioning to situation s j from si.
3 Parameter Estimation and Model Selection
In this section, we demonstrate how, with the appropriate mild assumptions, the likelihood of
an RDCEG decomposes into two terms - one associated with its stages U and the other with its
clusters C. Here, we also set up estimation, inference and model selection for a homogeneous
RDCEG.
3.1 Parameter Estimation
Consider an RDCEG R = (V = W ∪ {w∞}, E) where W is the set of positions in the hued
tree of R and w∞ is the sink node if it exists. Each vertex w ∈ V\{w∞} represents a position.
The conditional transition distribution Xw on vertex w is parametrized by piw = (piw1, . . . , piwkw),
where {1, . . . , kw} indexes the edges emanating from w. If edge ewm ∈ E∗ (see Section 2.1) where
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ewm is the mth edge emanating from w, then let its associated holding time distribution Hwm be
parametrized by θwm. θw = (θw1, . . . , θwkw) is the vector of holding time parameters associated with
the emanating edges of w. For edges in E\E∗, the holding time density can be set to 1 a priori
and a posteriori. Here we assume that piw and θw are a priori independent. This corresponds
to the global parameter independence assumption in BNs (Spiegelhalter & Lauritzen 1990) but
adapted for this class. The joint density of moving along ewm after staying at vertex w for time h
is
P(ewm,Hwm = h |w) = P(ewm |w)P(Hwm = h | ewm,w) = piwm fwm(h), (1)
where fwm is the holding time density function at ewm. The joint density decomposes into separate
terms for the densities of the conditional transition and holding time distributions.
Suppose we have a random sample X of n individuals. Each individual i, 1 ≤ i ≤ n in
the random sample traverses along the positions of the RDCEG R. We observe the sequence
ρi = (ew j0 ,k0 , hw j0 ,k0 , ew j1 ,k1 , . . . , hw jni ,kni ) of edges and holding times associated with these edges for
the path traversed by each individual i where w j0 = w0 (Barclay et al. 2015). Let w jl be the lth
position occupied by individual i, ew jl ,kl the edge traversed after leaving w jl and hw jl ,kl the holding
time at w jl before this transition. Then, the likelihood of the probability vectors pi and θ is
L(pi, θ | N,H,R) =
n∏
i=1
L(pi, θ | ρi,R) =
n∏
i=1
ni∏
l=1
piiw jl kl
f iw jl kl(h
i
w jl kl
),
where N = {nwm}, nwm denotes the number of times edge ewm has been traversed and H = {hwm},
hwm is a vector of holding times on ewm. Assuming that individual paths are independent given
the parameters, we can therefore write
L(pi, θ | N,H,R) =
L(pi |N,R)︷                 ︸︸                 ︷{ ∏
w∈V\{w∞}
kw∏
m=1
pinwmwm
} L(θ | N,H,R)︷                             ︸︸                             ︷{ ∏
w∈V\{w∞}
kw∏
m=1
nwm∏
l=1
fwm(hwml)
}
, (2)
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where hwml is the holding time on edge ewm during the lth out of the nwm transitions. Thus the
likelihood also decomposes over the parameters pi and θ. It follows directly from the Bayes
rule and the prior independence of the parameters that the impact of the data on pi and θ can be
explored and modeled separately.
Recall from Section 2 that the set of positions W is a finer partition of the set of stages U.
Hence we can write L(pi | N,R) = ∏u∈U{∏kum=1 pinumum } where ku is the number of edges emanating
from a situation in stage u. Similarly, L(θ | N,H,R) = ∏c∈C{∏ncl=1 fc(hcl)}, where C is the set of
clusters and hcl is the time spent in an edge in cluster c during the lth out of total nc visits.
If interest lay in the full population then, the likelihood derived in Equation 2 is linked to the
assumption of ignorable likelihood used when the missingness is at random and the parameters
for the data generating process and the missingness mechanism are distinct (see e.g. Little & Ru-
bin (2019)). However, in our setting, our model only concerns those who remain. This sidesteps
the need for any assumptions about the missingness mechanism from an embedding superpopu-
lation. Note that, therefore, the inferences from an RDCEG apply only to the population under
study itself and to other populations with identical missingness mechanisms.
3.2 Bayesian Inference
Because of the likelihood decomposition (Equation 2) it is possible to perform a conjugate anal-
ysis in this setting. So for example, Bayes Factor MAP based Bayesian model selection can be
facilitated very quickly. Under the conjugate setting, we set the prior on the transition distri-
bution parameter as piu
ind∼ Dir(αu) where αu is the Dirichlet concentration parameter for stage
u ∈ U. For simplicity we fix the shape parameter of the Weibull holding time distribution for
each cluster c ∈ C. The prior on its scale parameter θc is set as θc ind∼ IG(ζc, βc) where IG is
the Inverse-Gamma distribution. The forms of the densities of the Dirichlet and Inverse-Gamma
distributions are given in Section 1.7 of the supplementary material. Through a standard conju-
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gate analysis, it follows that piu|X ind∼ Dir(α∗u) where α∗u = (α∗u1, . . . , α∗uku) and θc|X
ind∼ IG(ζ∗c , β∗c).
The hyperparameters of α∗u are a linear function of the prior and data given by α
∗
um = αum + num,
where m = 1, . . . , ku and αum = αu/ku. The hyperparameters of θ∗c are updated as ζ
∗
c = ζc + nc and
β∗c = βc +
∑nc
l=1(hcl)
κc .
A key advantage of the RDCEG compared to other dynamic graphical models such as the Dy-
namic Bayesian Network (Murphy 2002) or the Continuous Time Bayesian Network (Nodelman
et al. 2002) is in its narrative. It describes the evolution of a process through events rather than
random variables. Hence it does not need approximate inference methods to handle the problems
arising due to temporal entanglement (Nodelman et al. 2002). Queries concerning the evolution
of the process can be answered either by expressing the RDCEG as an infinite CEG (see Section
4) or through the transition matrix of its SMP representation (see Section 5).
3.3 A Prior Specification for Model Selection
Typically priors are elicited from domain experts. In a modified tree, the prior specification of
the Dirichlet hyperparameters can be set consistently across the different models by expressing
these in terms of numbers of phantom units the expert expects to see passing along the various
edges of the tree (Freeman & Smith 2011). As the shape parameter of the Weibull distribution is
known, information elicited about the moments of the scale parameter can be used to determine
the hyperparameters of the Inverse-Gamma prior (Zhang & Meeker 2005). Note that, we use the
parametrized forms for these parameters due to the moderate size of our data. For Bayesian non-
parametric analysis, see Kottas (2006), Hjort et al. (2010). We could also use more sophisticated
methods of prior specification (e.g. Collazo & Smith (2016)). However at least for the examples
used in this article we find that our model performs well even under a simple conjugate analysis.
Here, for illustrative purposes, we use weakly informative priors. We set the hyperparameters
for pis for situation s ∈ S by treating them as phantom counts which is a straightforward adapta-
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tion from Collazo et al. (2018). For α phantom units starting at the root, if α′ units reach situation
s, then the hyperparameters at s are αsm = α′/k for |X(s)| = k, m = 1, . . . , k. The hyperparam-
eter ζsm is set equal to αsm. We set the hyperparameter βsm = τ
κsm
sm where κsm is the known shape
parameter of the associated Weibull distribution on edge esm and τsm is the phantom waiting time
at s before going along edge esm. An alternative approach using the mean of the Inverse-Gamma
distribution is presented in Barclay et al. (2015).
3.4 Model Selection for RDCEGs
Existing CEG Bayes Factor model selection methods (Freeman & Smith 2011, Cowell & Smith
2014) are easily adapted to search across the much broader class of RDCEGs. As the parameter
vectors pi and θ can be modeled independently under the conditions set above, we can perform
hierarchical clustering separately on the situations and edges to obtain the set of stages U and set
of clusters C respectively. From Equation 2, the posterior density of the parameters separates as
p(pi, θ |N,H,R) = p(pi |N,R) p(θ |N,H,R)
and the marginal likelihood of an RDCEG R can be expressed in closed form as
L(R |N,H) = L(R |N) L(R |N,H) =
∏
u∈U
{Γ(∑kum=1 αum)
Γ(
∑ku
m=1 α
∗
um)
ku∏
m=1
Γ(α∗um)
Γ(αum)
}
×
∏
c∈C
{ (βc)ζc
Γ(ζc)
Γ(ζ∗c )
(β∗c)ζ
∗
c
}
.
(3)
Here, we focus on the log Bayes Factor log BF(R1,R2) = log L(R1 |N,H) − log L(R2 |N,H)
measuring the efficacy of a model R1 compared to R2 (Kass & Raftery 1995). Assuming all
models are a priori equally likely, this score is easily adapted to compare multiple models. Be-
cause log BF is linear in the components of the sets U and C, log BF for two competing models
would only include terms for the stages and clusters in which they differ. This greatly simplifies
the process of model selection and can be exploited to develop fast and efficient model selection
algorithms.
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4 Conditional Independence
In this section we present the foundational theory of reading conditional independence statements
directly from the graph of an RDCEG, extending analogous results for CEGs (Collazo et al. 2018,
Thwaites & Smith 2015) to this new domain. The graph of an RDCEG, like that of a BN, encodes
the dependence relationships between its variables that are implicit in its statistical model. Being
constructed from a tree, it can also directly express context-specific dependences that change
depending on the realization of the variables. This is a key feature of the CEG family that other
graphical families typically do not share (Boutilier et al. 1996, Geiger & Heckerman 1996). It has
been repeatedly shown with respect to other graphical models (e.g. Pearl (2009)) that being able
to read dependence relationships directly from the graph topology enhances the interpretability
of each model within the class. It allows a form of structural diagnosis by enabling information
to be read directly from the graph to the client for verification.
4.1 Reading Conditional Independence from an RDCEG
We state the following definitions for any directed acyclic graph G = (V, E) which is colored
according to its stage and cluster memberships.
Definition 1. Consider a set of vertices U ⊆ V in G such that if there exists a vertex of color
c in U then all vertices of color c in V are in U. The set U is called a cut if all root-to-sink paths
in G pass through exactly one u ∈ U.
Definition 2. A set of vertices W ⊆ V in G is called a fine cut if all root-to-sink paths in G
pass through exactly one w ∈ W.
Hence, a cut gives us a subset of stages and a fine cut gives us a subset of positions. We now
state Theorem 1 which allows us to read conditional independence statements directly from the
graph of an RDCEG.
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Theorem 1. Consider a set of vertices V ′ in the passage-slice Pk, k ∈ N of an RDCEG R. If V ′
depicts a cut in Pk, given the stage u ∈ V ′ occupied by an individual, the stage into which (s)he
transitions from u in Pk is independent of his/her path into u. Similarly, if V ′ represents a fine
cut in Pk, given the position w ∈ V ′ occupied by the individual, his/her future evolution in Pk+n,
n ∈ N after leaving w is independent of his/her path into w.
Theorem 1 enables us to query dependence relationships in an RDCEG concerning events
stretching across n passage-slices. The proof of this theorem involves the transformation of an
RDCEG into its associated infinite CEG rolled up to n passage-slices denoted by Cn. The proof of
Theorem 1, along with details of the construction of an infinite CEG, are presented in Appendix
A of the supplementary material. So just as for the BN, the graph alone can be used to perform
model validation.
As an RDCEG R does not depict dropout events belonging to L(T )\D∗ in its underlying event
tree T , the conditional independence statements read from a cut or fine cut are implicitly condi-
tional on the individual not dropping out due to an event in d ∈ L(T )\D∗ at the next transition or
in the next n passage-slices respectively.
We now look at a brief example of the use of this theorem in practice.
Example 1 (continued). In a study of registered users of a smoking cessation program, experts
have hypothesized the RDCEG in Figure 1a (its associated infinite CEG rolled out to two passage-
slices C2 is shown in Figure 2). All paths of its first passage-slice pass through the subset V ′ =
{w1,w2} exactly once. The vertex occupied by a man along V ′ indicates whether he used the
cessation services in his last attempt to stop smoking. Once we know whether he is at w1 or w2,
we can determine his probability of quitting at this attempt. Further, one consequence of this
hypothesis is that if he has not quit at this attempt, so long as he does not dropout before his next
attempt, his choice of using the services in his next attempt and the success of that attempt are
not dependent on whether he availed these services in his previous attempt(s). From Theorem 1,
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Figure 2: C2 of the RDCEG in Figure 1a. The darkened edges represent the subgraph of C2 from
which we read the conditional independence statement described in the example.
we can therefore conclude that the model hypothesized by this graph implicitly asserts that there
is no negative influence on uptake of services for those who availed the cessation services in past
attempts but failed to quit smoking. This information can be fed back to the domain expert for
verification and the model adapted if this deduction appears implausible.
5 A Semi-Markov Representation
Typically, graphical models are not equipped to answer queries related to first passage times and
recurrences in the system, particularly when we introduce flexible holding times on the states. It is
therefore useful at this stage to relate our methods to the class of semi-Markov representations of
a given problem. The graph of the RDCEG - first queried as illustrated in the last section - relates
to the state transition diagram for its representative SMP, enabling us to harness methodologies
associated with SMPs (Barbu & Limnios 2009). For a Bayesian treatment of SMPs, see e.g.
Butler & Huzurbazar (2000).
Recall that an SMP has two simultaneously evolving sub-processes. One concerns the state
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occupied by an individual, the other the time spent in each state. Consider a stochastic process Z
= {Zt, t ≥ 0} on a discrete state space S. The state occupied at the nth transition is given by X =
(Xn)n∈N, the jump times by T = (Tn)n∈N and the holding time in Xn before moving to Xn+1 by τ =
(τn)n∈N where τn = Tn − Tn−1. The process Z is an SMP when
P(Xn+1 = j, τn+1 ≤ t|Xn, . . . , X0; τn, . . . , τ1) = P(Xn+1 = j, τn+1 ≤ t|Xn = i), i, j ∈ S, n ≥ 1, t ≥ 0.
The process X is called the embedded Markov chain with transition probability matrix P =
(pi j) where pi j = P(Xn+1 = j | Xn = i). An SMP is completely defined by its renewal kernel
Q(t) = [Qi j(t)|i, j ∈ S] and its initial distribution p = [pi|i ∈ S] where pi = P(X0 = i). The i jth
entry of the renewal kernel Q is
Qi j(t) = P(Xn+1 = j, τn+1 ≤ t | Xn = i) = pi jFi j(t). (4)
where Fi j(t) = P(τn+1 ≤ t | Xn+1 = j, Xn = i) is the cumulative conditional holding time.
In an RDCEG R, let V∗ be the set of vertices from which the edges of E∗ emanate and V ′
be the set of vertices into which these edges enter. The SMP Z for this RDCEG has state space
V , V∗ ∪ V ′. Consider a pair vi, v j ∈ V with exactly one edge ei j between them in R. Let
Hi j ∼ Weibull(θi j, κi j). Let the parameter θi j have an Inverse-Gamma distribution posterior given
by Ki j ∼ IG(ζi j, βi j). Then the compound distribution G has density
fG(t) =
∫
fH(t | θ, κ) fK(θ)dθ. (5)
This gives the holding time distribution on edge ei j. The probability of transitioning from vi to v j
in Z is the same as in R. If the probabilities of transitioning out of any non-absorbing state do not
sum to one in Z, then they can be easily renormalized. In an SMP, there can be at most one edge
in a given direction between any two states. See Appendix A of the supplementary material for
an SMP representation of an RDCEG which has multiple edges in the same direction between
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Figure 3: SMP representation where ρi j is the vector of edge labels for the shortest path from wi
to w j in Figure 1a.
two vertices. Figure 3 shows the state transition diagram of an SMP for the smoking cessation
RDCEG in Figure 1a.
Theorem 2. The SMP representation Z of an RDCEG R obtained by the construction de-
scribed above is a valid semi-Markov process.
If a query concerns only a subset of states V† ⊂ V , then we can further condense Z to an SMP
Z†. See the supplemental document for the proof of Theorem 2 and for the condensed SMP Z†.
6 A Simulation Study
We next examine the practical performance of our RDCEG model class by studying the evalua-
tion of an intervention designed to reduce falls in the elderly, adapted from Eldridge et al. (2005).
To study performance knowing the ground truth, we created artificial datasets but calibrated these
to summary statistics provided in various studies to maintain credibility. In the falls intervention,
the referral pathways for residents of the community and communal establishments (nursing
homes, care homes and hospitals) are different which makes the RDCEG a natural choice of
model. An individual’s risk of falling is assessed using the Falls Risk Assessment Tool (Eldridge
et al. 2005). The nature of the treatment provided under the intervention is at the clinician’s
discretion. So the challenge here lies in assessing the effectiveness of the intervention given the
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various event pathways an individual might experience.
We simulated 100 instances of open populations of sizes 500, 1500, 2500, 5000, 7500 and
10000 assuming a time-homogeneous setting. Due to time-homogeneity, the entry and exit timing
of individuals is not important. Transitions between states are mutinomially distributed and the
holding times (see Table 1) are generated from two-parameter Weibull distributions. For each
dataset, model selection used the greedy Agglomerative Hierarchical Clustering algorithm across
a wide range of prior specifications. Because of the conjugacy properties of this class the search
can be evaluated very quickly, see Appendix B of the supplementary material.
Figure 4: The RDCEG model used to generate the falls datasets. Colored vertices represent
positions which are in the same stage, and colored edges denote holding time equivalences. Edges
from w4,w5,w7,w8,w11 and w12 representing no falls have been suppressed.
We were able to retrieve the exact generating model (Figure 4) for moderately large popula-
tion sizes (2500 and above) for a wide range of prior specifications. Of course, the accuracy and
stability of the average number of stages and clusters across the simulations for varying priors
improves as the sample size increases (see Appendix B of the supplement). The model selection
algorithm becomes more accurate and more discriminating as it receives more information. As
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Random variable Description
H4,9,H5,10 Duration from assessment to fall for low risk individuals
H9,1,H10,2 Duration from fall to reassessment for low risk individuals
H7,13,H11,15 Duration from treatment to fall for treated high risk individuals
H8,14,H12,16 Duration from assessment to fall for untreated high risk individuals
H13,7,H14,8,H15,11,H16,12 Duration since last fall
H13,11,H14,12 Duration from fall to moving to a communal establishment
H13,∞,H14,∞,H15,∞,H16,∞ Duration from fall to leaving population due to complications
Table 1: Hi, j refers to the holding time along edge ei j from situations si to s j in Figure 4.
with BNs (see e.g. Silander et al. (2007)), while several of the MAP models found have minor
structural differences (in the number and composition of stages and clusters when compared with
the generating model), they are similar in terms of the inference we draw from them. While sev-
eral measures could be used for this purpose, here we demonstrate this simply by Euclidean and
Hellinger distance measures as described below.
Let R be the generating RDCEG and R′ be the model found by the search algorithm. Let S be
the set of situations and E∗ be the set of edges assigned holding times in the underlying modified
tree. The situational error (Collazo & Smith 2016) for a situation s ∈ S measures the Euclidean
distance between its mean posterior probability µ∗(s) in R′ and its true conditional probability
µ†(s) in R. The total situation error U(R,R′) can then be calculated as
U(R,R′) =
∑
s∈S
∥∥∥µ∗(s) − µ†(s)∥∥∥
2
.
Similarly, define the cluster error for an edge e ∈ E∗ as the Hellinger distance between its
posterior density Wei(λ∗(e), κ(e)) in R′ and its true holding time density Wei(λ†(e), κ(e)) in R.
The total cluster error C(R,R′) is
C(R,R′) =
∑
e∈E∗
dH(Wei(λ∗(e), κ(e)),Wei(λ†(e), κ(e)))
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where dH( f , g) =
√
1
2
∫
(
√
f (x) − √g(x))2dx denotes the Hellinger distance between two densi-
ties f and g, and λ∗(e) is the posterior mean of the Weibull-Inverse-Gamma compound distribu-
tion in R′ (see Appendix A of the supplementary material).
(a) Average situational error
(b) Average cluster error
Figure 5: Averages taken over 100 simulations for each sample size. τ denotes the phantom
holding time and α is the total number of phantom units.
From Figures 5a and 5b, we can see that the probabilistic accuracy of the models improves
very quickly in response to moderate increases in the population size. The total situational and
cluster errors are relatively higher and more subject to volatility for the population size of 500.
However, for population sizes of 1500 and more, there is increased stability across prior specifi-
cations with the situational and cluster errors consistently lower than 0.5 and 0.8 respectively.
Some of the higher scoring competing models retrieved by the search algorithm are given
in the supplementary material. During the search process, some high scoring models identified
{w1,w2}, {w8,w12} and {w7,w8,w11,w12} as stages. These models failed to identify that the high-
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risk to low-risk proportion, and the risk of falling among non-treated individuals are different
for the community and communal establishment. Of these, the misidentification of relatively
most significant consequence is {w7,w8,w11,w12} indicating that treatment does not reduce the
probability of falling. However, this stage was only selected by the algorithm for a particular
set of priors and for the small population size of 500. In clusters, misclassification occurred for
edges {e13,11, e14,12, e12,16} which is of little significance.
In heterogeneous populations, information is often skewed against the smaller vulnerable
groups. Here, we found that there is disparity between the observations of high-risk and low-
risk individuals. In spite of this, the RDCEG framework performs well for both risk groups.
Note that in this analysis the RDCEG model class used assumes recurrent falls to be mutually
independent. Experts might argue that an abnormally large number of falls could be indicative of
the individual suffering from a chronic condition like Parkinsonism. In the RDCEG framework
it is easy to embellish the model to incorporate such new hypotheses simply by adding new well-
defined positions. Indeed such embellishments using expert judgments would be encouraged
through discussion of the graphical interface.
7 New Study of Epileptic Seizures
We next investigate the effects of antiepileptic drug treatment in individuals presenting with single
seizures or symptoms of early epilepsy. Generally the benefits outweigh the risk of side-effects
(teratogenicity, drug and dose related toxicity etc.) for those diagnosed with epilepsy. However,
the balance of benefits and risks is not as clear for those where the diagnosis is uncertain. Our
data was collected in the 1990s as part of the MRC Multicentre trial for Early Epilepsy and Single
Seizures (Marson et al. 2005) in which individuals with early epilepsy and single seizures were
randomized to immediate or deferred treatment. For the sake of brevity, we focus our analysis on
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a subset of this data. In this article, we examine the effects of age and EEG abnormality on the
occurrence of the first and second seizure after randomization in the two treatment groups (total
= 1420). Note that this simple setting has only two passage-slices and so we use a simplified
RDCEG with no cyclic edges. Based on expert recommendations, we classified “non-specific”
type of EEG abnormality as a normal EEG. We created three age categories: Group 1 (0-20
years), Group 2 (20-40 years) and Group 3 (40 ≥ years). The priors were informed by data in
the existing domain literature. The RDCEG fitted to the data is shown in Figure 6. Code for
data-cleaning and model selection is provided within the supplementary material.
Figure 6: The MAP simplified RDCEG for the epilepsy case study. The grayed out edges are
labeled “No more seizures”.
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The graph in Figure 6 summarizes the MAP model within the RDCEG class for our pop-
ulation of interest. It comprises people who present with symptoms of early epilepsy and are
prescribed anti-epileptic drugs. All the conclusions here are made for individuals who remain
in the population. The graph shown in Figure 6 drew out a new feature not previously noticed
by domain experts. We see that the outcomes in terms of the probability of having the first and
second seizure after randomization appear to be independent of the individual’s age group given
that (s)he has an abnormal EEG but not otherwise (from the stages of the cut {wi : i = 4, 7, 10}
in the subgraph induced by individuals with abnormal EEGs). For example, Kim et al. (2006)
reported that this independence relationship was applicable to the entire population. Addition-
ally, the MAP model appears to suggest that the three age groups have different compositions of
normal, abnormal and unknown EEG types. All individuals who have a normal EEG and those
with an abnormal EEG immediately prescribed to drugs have a probability of 49.50% of having
the first seizure. Among these individuals, those who have had a seizure have a 66.40% of hav-
ing a second seizure. Individuals with an abnormal EEG who have been assigned to a deferred
treatment group have a high risk of 66.40% for the first and second seizure. This suggests that
the deferral of treatment might negatively impact individuals with an abnormal EEG.
We also discovered some interesting holding time patterns in our model. For most individuals
with known EEG results, the holding time for the first seizure (mean 359.98 or 593.53 days) is
longer than that for the second seizure (mean 186.21 days from the first seizure). However, our
model suggests that individuals on paths given by the edge labels {Group 1, Normal EEG, Im-
mediate}, {Group 2, Abnormal EEG, Immediate} and {Group 3, Normal EEG, Immediate} have a
longer holding time for the second seizure (mean 583.53 days) than the first seizure (mean 359.98
days). Such discoveries were fed back to domain experts to examine their plausibility and their
consequences. The RDCEG graph is thus a vehicle through which such creative interchanges can
be separated so that models can be further enhanced. Further analyses of this example can be
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found in Appendix C of the supplementary material.
8 Concluding Remarks
Here we have demonstrated the efficacy of the RDCEG model for use with certain types of het-
erogeneous public health datasets. There are various extensions that could now be applied. As
we are modeling open populations, in some circumstances it appears necessary to model how
individuals enter the target population. For example, there may be different referral pathways for
different sections of the society. It would also be interesting to study how inference from an RD-
CEG can be extended across different populations by identifying which structural aspects of its
graph are associated with institutional developments and which are associated with a population’s
physiology.
Extensions of the methodology to incorporate additional heterogeneities introduced by in-
terdependence of the adverse events would be beneficial for the domains of reliability, survival,
ecological and conservative studies, and are currently being explored. The motivation for such de-
velopments come from conditional frailty models (Box-Steffensmeier & De Boef 2006). We are
also currently developing algorithms that can draw out all conditional independence statements
and their corresponding expressions in natural language within a given RDCEG in analogy to the
d-separation theorem of Pearl (2009).
Currently, Bayesian hierarchical models which piece together noisy information available
from varied sources in a structured and formally defensible manner are being developed with
the RDCEG playing a central role, see Bunnin & Smith (2019). So far these have only been
developed for simple models with no model selection applied. A further next step here would
be to consider a more fluid RDCEG with a non-stationary staging and clustering structure across
passage-slices akin to non-stationary Dynamic Bayesian Networks (Grzegorczyk & Husmeier
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2009, Song et al. 2009). This involves methods based on Bayesian multiple change-point pro-
cesses and regularized auto-regression. However, although there is much still to be explored, we
believe that the framework described above provide very promising additional tools for the public
health analyses of open populations.
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SUPPLEMENTARY MATERIAL
9 Appendix A
9.1 Probability Measure on an Event Tree
Consider an event tree T = (V, E). For a vertex v ∈ V with set of children given by ch(v) define a
floret as F (v) = (ch(v), E(v)) where E(v) = {evv′ : v′ ∈ ch(v)}. For two event trees T1,T2 rooted
at vertex v0 write T1  T2 if T1 is a subtree of T2. Say T1 is a minimal coarsening of T2 if T1
can be constructed from T2 by deleting exactly one floret. An event tree of an infinite size can
thus be constructed from a finite sized tree by sequentially adding florets.
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Let event tree T , (T1,T2, . . .), where T j  T j+1, each T j is finite and T j is a minimal
coarsening of T j+1, j ∈ N. For each tree T j, j ∈ N we can define a probability space given by
(Ω j,F j,P j). For any tree T ′, let Λ(T ′) be the set of all root-to-leaf paths in T ′. Every atom
λ ∈ Λ(T ′) can be thought of as an outcome trajectory for a unit passing through the tree. Thus
Ω j for T j corresponds to Λ(T j) andF j is the set of all possible unions of λ ∈ Λ(T j).
The sample space Ω of T can then be written as an infinite product space given by Ω B
Ωi × Ω2 × . . ., which has a product σ-algebraF . As this product is countable, the σ-algebraF
is generated by cylinder sets given by
C = {(ω1, ω2, . . .) ∈ Ω : ω1 ∈ A1, ω2 ∈ A2, . . . , ωk ∈ Ak},
for some k ∈ N and Ai ⊆ Fi for 1 ≤ i ≤ k. Each cylinder set describes an outcome trajectory for a
unit from the root up to k transitions. The subsequent evolution of the outcome trajectory can be
arbitrary. Each outcome trajectory then has an associated probability (trivially each root-to-leaf
path of this finite tree can be assigned an equal probability). The probability of the cylinder set C
is then given by
PC = P1(A1) × . . . × Pk(Ak).
Note that the collection of finite unions of these cylinder sets forms an algebra F0. Thus F is
the σ-algebra generated byF0.
Given the probability spaces (Ω j,F j,P j), j ∈ N, for a finite subset I of N, let the product
measure on ΩI be denoted by PI . Since all (Ω j,F j), j ∈ N are Borel spaces and the sequence of
probability measures PI , I ⊂ N is a consistent family of finite-dimensional distributions by the
construction given above, by Kolmogorov’s Extension theorem there exists a unique probability
measure P on the infinite product space Ω that agrees with the measures PI on ΩI , I ⊂ N.
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9.2 An RDCEG as an Infinite Chain Event Graph
Consider an RDCEG R. Let its infinite CEG rolled out up to n passage-slices be denoted by
Cn. The construction of the graph of Cn begins with the first passage-slice P1 of the RDCEG
R. The cyclic edges of R then connect the leaves of P1 to the subgraphs of R representing its
second passage-slice P2. The remaining passage-slices Pk, k = 3, . . . , n are iteratively added to
Cn following the procedure described above. Thus the cyclic edges of the RDCEG connect P j to
P j+1, j = 1, . . . , n − 1. The infinite CEG Cn has one sink vertex w∞ and it collects all the critical
terminating paths of the RDCEG R. Additionally, all the leaves of Pn are also collected into the
sink w∞. For a simple illustration, see Figure 7.
(a)
(b)
Figure 7: (a) An RDCEG R; (b) C2 of R. The wavy line separates P1 on the left from P2 on the
right. The leaf w′j of P2 is collected into the sink w∞.
9.3 Proof of Theorem 1
Consider an RDCEG R. We can roll out R into an infinite CEG as described above to query
dependence relationships concerning events stretching across passage-slices. For all practical
queries, we find it sufficient to consider an infinite CEG up to some finite depth of n passage-
slices, denoted by Cn, n ∈ N. To prove the statement of Theorem 1, we show that by expressing
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an RDCEG as an infinite CEG, standard CEG technologies can be applied to read conditional
independence statements directly from the graph topology.
For an RDCEG R, consider a rolled out infinite CEG Cn = (V, E), n ∈ N. Let Λ(Cn) be the set
of all root-to-sink paths in Cn. These paths are the atoms generating the sigma algebra of events
of the underlying probability space Ω. In this graph, we can query events which are intrinsic. An
event E - which is the union of a set of atoms say ΛE - is said to be intrinsic to Cn if and only if the
subgraph Cn(ΛE) induced by these atoms has exactly those root-to-sink paths which constitute
ΛE. That is, the map ΛE 7→ Cn(ΛE) is invertible (Collazo et al. 2018, Thwaites & Smith 2015).
For instance, in Figure 2 in the article, consider the ordered sets of vertices {w0,w1,w′0,w′1,w∞}
and {w0,w2,w′0,w′2,w∞} representing paths A and B respectively. Both paths are themselves
intrinsic. However, the event given by the union of paths A and B is not intrinsic as the subgraph
induced by this event also includes paths on {w0,w1,w′0,w′2,w∞} and {w0,w2,w′0,w′1,w∞}.
For each vertex v ∈ V\{w∞}, we can define incident variables as follows
I(v) =

1, {λ : v ∈ λ}
0, {λ : v < λ}
and J(v) =

v′, {λ : (v, v′) ∈ λ}
0, {λ : (v, v′) < λ}
(6)
Variable I(v) indicates whether a path passes through vertex v. Variable J(v) denotes which
position is occupied next by an individual at v. These random variables are measurable with
respect to the set Λ(Cn) of Cn and its associated probability Ω . We now define a variable X(v)
as J(v)|I(v) = 1 for v ∈ V\{w∞}. This variable tells us where an individual who has arrived at a
vertex v transitions to after arriving there.
Consider a set of vertices representing a cut U in Cn. Denote by P(U) the vector of variables
{X(u) : u ∈ U}. Let Pa(U) be the set of parents of the vertices in U. Denote by Q(U) the vector of
variables {X(u∗) : u∗ ∈ Pa(U)}. Let Λv be the set of paths in Cn from the root to a vertex v. Denote
by R(U) the vector of variables {X(u∗∗) : u∗∗ ∈ λu, λu ∈ Λu} with state space λu representing the
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vertices visited by an individual before arriving at some u ∈ U.
The associated probability mass functions for each of these random variables are
pP(U)(u′) = piuu′ , pQ(U)(u) =
∑
λu∈Λu
∏
v∈λu,v<U pivv′ , pR(U)(λu) =
∏
v∈λu,v<U pivv′
where pivv′ is the probability of transitioning to vertex v′ given that the individual is at vertex v.
By construction of these variables, we get that
R(U) y P(U) |Q(U) (7)
wherey indicates probabilistic independence. This statement indicates that once we know that an
individual has arrived at stage u, where (s)he goes immediately after leaving u is independent of
his/her path into u. For a fine cut W, we can define P(W) to be a vector of variables representing
the possible future paths from some w ∈ W up to a finite depth. Then Equation 7 could be
interpreted as follows. Given that the individual has arrived at position w, where (s)he goes after
leaving w - up to the finite depth (in terms of passage-slices) chosen - and how long he spends in
these states is independent of his/her path into w. Since the graph (or subgraph) of an RDCEG
with cyclic edges repeats when it is drawn out as an infinite Chain Event Graph, these statements
can be read directly from the cuts and fine cuts of the RDCEG graph itself. This is described by
the statement of Theorem 1. We can read conditional independence statements from subgraphs
of the RDCEG or for specific events as long as they are intrinsic.
This result follows from the definition of a stage and position (see Section 2 of the article).
Observing vertex w in a fine cut for an individual in Theorem 1 corresponds to observing the
position w (s)he occupies. By the definition of a position, this is sufficient to determine his/her
complete probabilistic future, or equivalently, his/her future up to n passage-slices. Thus any
additional information about how (s)he got to w is superfluous. Similarly, observing the stage u
in a cut occupied by an individual enables us to probabilistically determine his/her next step in
the evolution of the process.
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We do not explicitly depict dropouts which are not critical terminating events (see Section 2
of the article) in the graph of an RDCEG. If we were to depict these dropouts and collect them in
a separate sink node d, we could define a fourth variable for v ∈ V\{w∞, d}
K(v, t) =

1, {λ : J(v) , d before or at transition t}
0, {λ : J(v) = d before or at transition t}.
This would be equivalent to the construction in 6 by redefining X(v) as X(v, t) given by J(v)|{I(v) =
1,K(v, t) = 1}. Here, X(v, t) is a random variable indicating the next vertex occupied by an in-
dividual who has arrived at vertex v and has not entered a dropout state d ∈ L(T )\D∗ (where
T is the underlying event tree) in the next t transitions. In this way, for a cut U, we would be
interested in the variable X(v, 1) when defining P(U). Similarly, to enable a discussion about the
conditional independence relationships in the next n passage-slices in a fine cut W, the variable
of interest when defining P(W) would be X(v, k) where k is the maximum number of transitions
an individual could make from a vertex in W up to the next n passage-slices.
Example 1. We now show how the conditional independence statement of Example 1 in the
article can be read through the infinite CEG representation. Consider the subgraph of C2 showed
by the darkened edges in Figure 2 in the article. The collection W = {w1,w2} is a fine cut. Q(W)
indicates whether the man used the cessation services in his last attempt. We have R(W) = {Xw0}
and P(W) = {Xw′0 , Xw′1 , Xw′2}. From cut W, we can say that so long as the man does not drop out
before his next attempt, his choice of availing the services in that attempt and the success of that
attempt are not dependent on whether he availed these services in his previous attempt(s).
9.4 SMP Representation for Multiple Edges Between Two Vertices
Consider an RDCEG R for which V∗ is the set of vertices from which the edges of E∗ (see Section
2 of the article) emanate and V ′ is the set of vertices into which these edges enter. The state space
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of Z is V , V∗ ∪ V ′. Suppose there are m edges eli j, l = 1, . . . ,m from vi to v j, for vi, v j ∈ V .
For a valid SMP representation, edges eli j, l = 1, . . . ,m need to be coalesced into a single edge
in Z. Without loss of generality, assume that the elements of vector (pii1, . . . , piim) represent the
probability of going along edges e1i j, . . . , e
m
i j respectively given that the individual has arrived at
vertex vi in R and does not dropout at the next transition.
Let Gl be the compound distribution given by Equation 5 in the article for each edge eli j. Then
the holding time distribution G on edge ei j from state vi to state v j in Z is a mixture distribution
with density
fG(t) =
m∑
l=1
piil fGl(t), (8)
where piil acts as the weight on edge eli j in the mixture distribution, l = 1, . . . ,m and the transition
probability from state vi to state v j in Z is given by pi(vi, v j) =
∑m
l=1 piil.
9.5 Proof of Theorem 2
By construction, the representation Z of the RDCEG R has state space S = V∗ ∪V ′ where V∗ and
V ′ are defined as above. Recall that an SMP is completely defined by its initial distribution and
its renewal kernel.
Let vi, v j ∈ S. The transition matrix P = (pi j) of Z is given by entries
pi j =

pi∗i j, if1R(vi → v j) = 1
0, otherwise
where 1R(vi → v j) indicates whether there exists at least one edge from vi to v j in the RDCEG
R and pi∗i j =
∑m
l=1 pi
l
i j where pi
l
i j is the transition probability associated with edge e
l
i j, l = 1, . . . ,m
for the m edges from vi to v j. If all the k edges emanating from vi in the RDCEG R belong to E∗,
then
∑k
n=1 pin = 1. In some cases, we may have
∑k
n=1 pin < 1 where some edges emanating from
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vertex vi in R belong to E\E∗. In such cases, a standard holding time can be chosen to be set on
such edges or the probabilities on the remaining edges can be renormalized.
The cumulative conditional holding time distribution at edge ei j from state vi to state v j in Z
is
Fi j(t) = P(τi j ≤ t | Xn+1 = v j, Xn = vi),
where the holding time τi j in Z is governed by the distribution in Equation 5 in the article or by
Equation 8 in Appendix A.
The entries of the renewal kernel Q of the representation Z are given by
Qi j(t) = pi jFi j(t),
and the initial distribution vector p has entry 1 for the vertex of Z where the individual enters the
system and 0 elsewhere. The renewal kernel Q and initial distribution p completely describe the
stochastic process Z.
9.6 The Condensed SMP
Using the notation from Section 5 of the article, if a query concerns only a subset of states V† ⊂ V ,
then the query can be interrogated using the SMP Z†. Consider vi, v j ∈ V†. If there exists an edge
or multiple edges between vi and v j, then the conditional transition probability and holding time
distributions are derived as described in Section 5 of the article and Section 9.4 of Appendix A.
Suppose there is no edge between vi and v j in the RDCEG R but there exists a path i j from vi
to v j in the passage-sliceP1 such that the vertices between vi and v j on the path are not in V†. This
path is then condensed into an edge ei j from vi to v j in Z†. Let the holding time distribution along
the lth edge in i j be governed by the compound distribution Gl and the conditional transition
probability distribution be given by pil. As the holding time distributions are assumed a priori
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independent, the holding time distribution G on the edge ei j in Z† is given by the convolution
fG(t) = ( fG1 ∗ . . . ∗ fGl)(t),
where ∗ represents a convolution. The conditional transition probability from state vi to state v j
in Z† is given by
pii j =
m∏
l=1
pil,
where m is the number of edges in i j and the conditional transition probabilities are a priori
independent. If the probability of transitioning out of a state does not sum to one, the probabilities
on its emanating edges should be renormalized. If the density function or mean of a compound
distribution cannot be calculated in closed-form, then this can be done by applying Monte Carlo
integration methods. Note that in most cases convolutions of probability distributions cannot be
solved analytically and will have to be handled numerically. For details on the convolutions of
Inverse-Gamma distributions see Witkovsky´ (2001), Giro´n & del Castillo (2001).
9.7 Mean and Variance of the Weibull - Inverse Gamma Compound Dis-
tribution
Suppose variable X is distributed according to a Weibull distribution G with scale parameter θ
and shape parameter κ. The scale parameter θ comes from an Inverse-Gamma distribution F with
shape parameter ζ and scale parameter β. The resulting compound holding time distribution H is
obtained by marginalizing G over F as follows
fH(x) =
∫
fG(x|θ, κ) fF(θ)dθ,
where the densities are
fG(x|θ, κ) = κ
θ
x κ−1 exp
(
− x
κ
θ
)
fF(θ) =
β ζ
Γ(ζ) θ ζ+1
exp
(
−β
θ
)
.
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The mean of distribution H is given by
EH[X] =EF[EG[X|θ]]
=EF[θ1/k Γ(1 + 1k )]
=
∫
θ
θ1/k Γ(1 + 1k )
β ζ
Γ(ζ)θ ζ+1
exp
(
−β
θ
)
dθ
=
Γ(ζ − 1k )Γ(1 + 1k )β1/k
Γ(ζ)
∫
θ
β ζ−1/k
Γ(ζ − 1k )θ ζ+1−1/k
exp
(
−β
θ
)
dθ
=
Γ(ζ − 1k )Γ(1 + 1k )β1/k
Γ(ζ)
.
This shows that the mean of the compound distribution of Weibull and Inverse-Gamma can
be calculated in closed-form. Similarly, the variance of this compound distribution can also be
obtained in closed-form as follows
VarH[X] =EF[VarG[X|θ]] + VarF[EG[X|θ]]
=
Γ(ζ − 2k )[Γ(1 + 2k ) − (Γ(1 + 1k ))2]β2/k
Γ(ζ)
+
Γ(ζ − 2k )(Γ(1 + 1k ))2β2/k
Γ(ζ)
− E2H[X].
10 Appendix B
10.1 RDCEG Model Selection for the Falls Intervention
Figure 8 shows the event tree for the falls intervention described in Section 6 of the article. It
embeds the modeler’s belief that low-risk individuals do not have complications arising directly
from a fall and are reassessed for an updated fall-risk status after falling. The dropout vertices
are {s9, s12, s15, s17, s21, . . .}. Vertex s20 represents a critically terminating event. The darkened
vertices and edges in Figure 8 represent the modified treeM.
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Figure 8: The event tree for the falls intervention. The modified tree is given by the darkened
vertices and edges. The subtrees emanating from situations s3 and s5 are identical with the
exception of edge e13,19. Similarly, the subtrees rooted at s4 and s6 are identical. The object
representation of a subtree ∆(T ′) is used to denote repetition in structure.
We obtain the graph of the RDCEG R presented in Figure 4 of the article by coloring the sub-
tree of the hued treeH corresponding to the first passage-slice P1. We assume that the modeler’s
believe the falls to be independent up to a threshold number of falls. Under the assumptions of
structural and parametric homogeneity, the data corresponding to passage-slices Pk, k ≥ 2 can be
used along with the data for P1 to estimate the parameters of the RDCEG R.
After setting the priors, we then use the greedy Agglomerative Hierarchical Clustering al-
gorithm in conjunction with collections called hyperstages (Collazo 2017) and hyperclusters. A
hyperstage contains sets of situations which could be potentially hypothesized to be in the same
stage. Similarly, a hypercluster contains sets of edges which could potentially be in the same
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cluster. These collections enable us to guide the search through the vast candidate model space
in a structured way. For instance, there is little interpretative value in combining a situation cor-
responding to the type of residence of an individual to a situation concerned with the outcomes
of a fall into one stage. In the case of the falls intervention, the hyperstages were set such that
situations corresponding to the same variable can be in the same stage and hyperclusters were set
to allow edges with the same known shape parameter to be in the same cluster. Note that, in our
examples, we set the beta hyperparameter of the Inverse-Gamma prior distribution on the Weibull
scale parameter to be equal for all edges and all clusters. This is done to reduce the influence of
this prior as it is set to be weakly informative.
(a) Average number of stages
(b) Average number of clusters
Figure 9: Averages taken over 100 simulations for each sample size. τ denotes the phantom
holding time and α is the total number of phantom units.
Figures 9a and 9b shows the average number of stages and clusters across the simulations for
the different prior specifications and different population sizes. We see that the average number
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of stages stabilize quickly as the population size increases. The average number of clusters are
more volatile as they depend on two parameters. From Figure 9b, we can see that the average
cluster size is more stable for smaller values of α which is the total number of phantom units
affecting the shape hyperparameter of the Inverse-Gamma prior distributions.
(a) (b)
(c)
Figure 10: Alternative MAP RDCEG models found by the Agglomerative Hierarchical Cluster-
ing algorithm.
Figure 10 gives some of the alternative MAP RDCEGs - found by our model selection al-
gorithm for the different population sizes and prior specifications - which appear to be quite
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different from our generating RDCEG . While these RDCEGs typically appeared only for the
low population size of 500 and that too, for extreme prior specifications, we will briefly analyze
the conclusions we can draw from them. Recall that these conclusions are valid to individuals
conditional on them not dropping out of the population. The RDCEG in Figure 10a shows that
the probability of falling for community-dwelling high-risk individuals is the same as that for all
the individuals who are treated. Figure 10b indicates a difference in the duration from a fall to ex-
iting the population due to serious complications for high-risk individuals who receive treatment
and those who do not. It also shows that the probability of falling is the same for all high-risk in-
dividuals who are not treated. The models in Figures 10a and 10b are, however, not very different
from our generating RDCEG model. The model given by the graph in Figure 10c shows that the
probability of falling is the same for all high-risk individuals irrespective of whether they have
received any treatment. It also shows that the duration from assessment to a fall is the same for
all high-risk treated individuals and for low-risk individuals living in communal establishments.
This model is significantly different from our generating model. However, we found that it was
selected by the model selection algorithm only for the population size of 500 and for a limited
range of prior specifications.
11 Appendix C
11.1 Diagnostics for the Simplified RDCEG of the Epilepsy Trial
The conclusions we can draw from routine model selection methods are less reliable when the
number of individuals presented in a certain subgroup is small. In the Epilepsy case study pre-
sented in Section 7 of the article, there are fewer than 30 individuals with unknown EEG results
for each age group. Most of our data (around 94%) concerns those with known EEG results. So
39
we extended and applied some CEG diagnostic monitors to check our model fit.
We now apply the leave-one-out diagnostic monitor presented in Wilkerson & Smith (2019)
to the RDCEG chosen by the model selection algorithm for the epilepsy case study in Section 7 of
the article. As this monitor was initially developed for CEGs which did not have any differential
holding times on the edges, we adapted it to apply to clusters in the RDCEG. Figure 11 shows the
hued tree for the epilepsy case study. Figures 12 and 13 visualize the results of the leave-one-out
monitor for stages and clusters respectively. This monitor indicates whether a particular situation
or edge is a bad fit to the stage or cluster it has been assigned by the model search algorithm.
The log marginal likelihood scores in Figure 12(a-c) show that the stages created by the model
selection algorithm score highest when none of their constituent situations are left out. However,
there are several situations whose observed means do not fall within two standard deviations of
the posterior mean of their stages without them in it. This indicates that we should look into
these situations closer. Most of these situations picked out by the leave-one-out monitor (s7, s11,
s18, s22, s25, s39 and s48) have very few observations along their emanating edges as can be seen
in Figure 11. The other situations (s16, s21, s26 and s33) appear to cause a large reduction in the
log marginal likelihood score when they are left out of their stage. When more data becomes
available, it should be used to verify the membership of these situations to their stage. Overall,
the stages given by the model selection algorithm appear to be acceptable.
Figure 13 shows that the clusters chosen by the model selection algorithm are also reasonable.
This can be seen from the fact that despite the use of the greedy search algorithm, the log marginal
likelihood score is the highest when none of the edges in the cluster are left out and so in this
sense is a local maximum. Also, the observed mean of the holding times on the edge that has
been left out is always within one standard deviation of the posterior expectation of the cluster
without that edge. However, we note here that the variance of the holding time distributions is
quite high but overall, we find the stages and clusters created by the model selection algorithm to
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be within an acceptable range.
41
Figure 11: The hued tree for the epilepsy case study. The edges emanating from si, i = 1, 2, 3 are
labeled as ‘1’ for an abnormal EEG, ‘2’ for a normal EEG and ‘3’ for an unknown EEG result.
The edges emanating from si, i = 4, . . . , 12 are labeled as ‘0’ for immediate treatment and ‘1’ for
deferred treatment.
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Edge number Path to edge
0 (group3, 1, 0, seizure)
1 (group1, 1, 1, seizure)
2 (group1, 2, 0, seizure)
3 (group3, 1, 1, seizure)
4 (group2, 1, 0, seizure)
5 (group3, 2, 0, seizure)
6 (group2, 2, 0, seizure)
7 (group2, 1, 1, seizure)
8 (group3, 3, 1, seizure)
9 (group3, 3, 0, seizure)
10 (group1, 1, 0, seizure)
11 (group1, 3, 0, seizure)
12 (group1, 2, 1, seizure)
13 (group2, 2, 1, seizure)
14 (group3, 2, 1, seizure)
15 (group2, 3, 1, seizure)
16 (group2, 3, 0, seizure)
17 (group1, 3, 1, seizure)
18 (group3, 1, 0, seizure, seizure)
19 (group1, 1, 1, seizure, seizure)
20 (group1, 2, 0, seizure, seizure)
21 (group3, 1, 1, seizure, seizure)
22 (group3, 2, 0, seizure, seizure)
23 (group2, 2, 0, seizure, seizure)
24 (group2, 1, 1, seizure, seizure)
25 (group2, 1, 0, seizure, seizure)
26 (group3, 3, 1, seizure, seizure)
27 (group3, 3, 0, seizure, seizure)
28 (group1, 3, 0, seizure, seizure)
29 (group1, 2, 1, seizure, seizure)
30 (group2, 2, 1, seizure, seizure)
31 (group1, 1, 0, seizure, seizure)
32 (group3, 2, 1, seizure, seizure)
33 (group2, 3, 1, seizure, seizure)
34 (group2, 3, 0, seizure, seizure)
35 (group1, 3, 1, seizure, seizure)
Table 2: Each edge, indicated by the final edge on the path given in the second column, is
identified by its corresponding number in the first column in Figure 13.
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(f)
Figure 12: The x-axis indicates the index of the situation left out. This indexing corresponds
to the indexing of the situations in Figure 11. ‘All’ indicates that no situation has been left out.
Figures (a-c) show the total log marginal likelihood score of the situation taken out of the current
stage and of the stage without that situation. In Figures (d-f), the red dots show the posterior
expectation and the red lines indicate two standard deviations from this expectation of the stage
after leaving a situation out. The blue triangles show the observed mean of the situation that has
been left out.
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Figure 13: The x-axis indicates the number of the edge left out (refer to Table 2). ‘All’ indicates
that no edge has been left out. Figures (a-c) show the total log marginal likelihood score of the
edge taken out of the current cluster and of the cluster without that edge. In Figures (d-f), the red
dots show the posterior expectation (in number of days) and the red lines indicate one standard
deviation from this expectation of the cluster after leaving an edge out. The blue triangles show
the observed mean of the edge that has been left out.
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