The paper evaluates spreading of observations in feature and geographical spaces as a key to sampling optimisation for spatial prediction by correlation with auxiliary maps. Although auxiliary data are commonly used for mapping soil variables, problems associated with the design of sampling strategies are rarely examined. When generalised least-squares estimation is used, the overall prediction error depends upon spreading of points in both feature and geographical space. Allocation of points uniformly over the feature space range proportionally to the distribution of predictor (equal range stratification, or ER design) is suggested as a prudent sampling strategy when the regression model between the soil and auxiliary variables is unknown. An existing 100-observation sample from a 50 by 50 km soil survey in central Croatia was used to illustrate these concepts. It was re-sampled to 25-point datasets using different experimental designs: ER and 2 response surface designs. The designs were compared for their performance in predicting soil organic matter from elevation (univariate example) using the overall prediction error as an evaluation criterion. The ER design gave overall prediction error similar to the minmax design, suggesting that it is a good compromise between accurate model estimation and minimisation of spatial autocorrelation of residuals. In addition, the ER design was extended to the multivariate case. Four predictors (elevation, temperature, wetness index, and NDVI) were transformed to standardised principal components. The sampling points were then assigned to the components in proportion to the variance explained by a principal component analysis and following the ER design. Since stratification of the feature space results in a large number of possible points in each cluster, the spreading in geographical space can also be maximised by selecting the best of several realisations. S R 0 3 0 0 5 T . He n g l e t a l .S a mp l i n g s t r a t e g i e s f o r s p a t i a l p r e d i c t i o n b y c o r r e l a t i o n
Introduction
A sampling design in soil survey specifies which points, transects, or areas will be visited for field measurements or observations. Sampling incorporates concepts of survey intensity, spatial variability, and mapping scale, and is usually the most costly aspect of a survey (Webster and Olivier 1990) . Ideally, sampling should be as cheap as possible while consistent with the required level of accuracy and precision. In a conventional soil survey, sampling sites are selected subjectively by surveyors to support their mental predictive model of soil occurrence, a so-called free survey (White 1997) . Such designs are purposive and non-random, and do not provide statistical estimates. By contrast, a pedometric soil survey aims at statistical modelling of the soil cover, including uncertainty about the predictions, using objective techniques.
In the last decade, surveyors have been developing methods to produce soil attribute maps with the help of secondary maps as predictors. Auxiliary maps commonly used to improve spatial prediction of soil attributes are those derived by means of digital terrain analysis (Wilson and Gallant 2000) and remote sensing of both fine and coarse resolution . This approach, somewhat distinct from the geostatistical approach to spatial prediction, has been termed environmental correlation (McKenzie and Austin 1993) or the 'CLORPT' approach to spatial prediction by McBratney et al. (2000) . It is usually based on multiple linear regression analysis between the target variable (e.g. topsoil thickness) and explanatory maps (e.g. slope map). The auxiliary maps are derived from a digital elevation model (DEM), remote sensing imagery, or other mapped continuous and categorical variables (Odeh et al. 1994) . Recently, there has been increasing interest in using existing point databases to interpolate soil properties over wider regions and produce maps at a fine grain of detail. Bui et al. (2002) show some summary results for mapping soil properties in Australia by exploiting the correlation with a large set of environmental variables.
In geostatistical applications, much attention has been given to optimisation techniques for sampling designs (Warrick and Myers 1987; Odeh et al. 1990; Brus and De Gruijter 1997; van Groenigen et al. 1999 ). This has not been the case for spatial prediction by environmental correlation. Here, several authors (Moore et al. 1993; Bell et al. 1994 ) have commonly applied the intuitively appealing idea of placing samples at regular intervals along the steepest environmental gradients. An example is a toposequence with transects along the steepest slope, based on the concept of a hillside catena. Gessler et al. (1995) were among first to apply feature space stratification to sample evenly along the range of CTI (compound topographic index). This principle can be extended to any environmental gradient, i.e. to multivariate gradients. McKenzie et al. (1999) used terrain parameters and geological and vegetation data to stratify an area and then randomly select samples inside the resulting patches. Lesch et al. (1995) developed an algorithm that combines model-based design with survey site spreading.
The aim of this paper is to compare and recommend sampling strategies for soil survey purposes where maps are produced by correlating soil variables with auxiliary maps. We first give a theoretical introduction to optimisation in feature space in the absence of, and then in the presence of, spatial correlation between the residuals. We then compare different experimental designs using an existing dataset and illustrate differences between different sampling strategies using the both feature space and geographical space criteria. We finally recommend a stratification procedure using environmental gradients in a multivariate feature space. This design can be used to construct sampling for general-purpose surveys, i.e. before any knowledge about the actual distribution of soils.
Theory

Feature and geographical spaces
Feature space (Lillesand and Kiefer 2000) , also called state space, character space, property space, or attribute space, is not 'space' in the geographic sense, but rather a virtual space bounded by the range of a set of variables. For multiple regression, the axes of the feature space are the soil-environmental variables or their transforms, which in the multivariate case form a hypercube. An important difference between the geographical and feature space is that the dimensions of the feature space are on different scales. Points that are close in the geographical space can be far from each other in the feature space (and vice versa) . Similarly, a study area has a different geometry when visualised in geographical and feature space. For example, a large but environmentally homogenous study area will occupy a small 'niche' in the feature space. If the predictors show normal distribution, the study area in the multivariate feature space forms a hypersphere.
Optimal point allocation for regression analysis
Let a set of observations of a soil variable z be denoted as z(s 1 ), z(s 2 ), ..., z(s n ), where s i = (x i , y i ) is a location, and x i and y i are the coordinates (primary locations) in geographical space, and n is the number of observations. A discretised study area A, for example as represented in a grid-based ('raster') GIS, consists of m cells, which can be represented as nodes by their centres, such that s i ∈ A. Also let the sampled auxiliary variables at primary locations be denoted as q(s) and Q(s) if considered at all nodes, with -q, s q , and -Q, s Q as the mean and standard deviation at primary locations and at all raster nodes, respectively.
In the case of multiple regression, prediction at a new, unvisited location (s 0 ) is made by the linear regression model: whereẑ(s 0 ) is the predicted or response variable, the β k are model coefficients, the q k s are auxiliary variables or predictors, i.e. their values at raster nodes or pixels of the map, and p is the number of predictors. The model coefficients are commonly solved using the ordinary least-squares (OLS):
where q is the matrix of predictors (n × p+1) and z is the vector of sampled observations. The prediction efficiency is quantified using the variance of the prediction error at s 0 (Neter et al. 1996, p. 210): where MSE is the mean square (residual) error around the regression line: and q 0 is the vector of predictors at new, unvisited location. In the univariate case, the variance of the prediction error is:
where v is the curvature of the confidence band around the regression line. This reflects the amount of extrapolation in feature space (Ott and Longnecker 2001, p. 570) . It can be seen from Eqn 4 that the prediction error, for a given n (sampling intensity), depends on 3 factors:
(1) MSE; (2) spreading of points in the feature space ∑[q(s i )- 
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A common target of the sampling optimisation for spatial prediction is allocation of observations to minimise the prediction error (Lesch et al. 1995; van Groenigen et al. 1999) . In this case, we are not only interested in minimising the prediction error at some new location, but in minimising the mean or overall prediction error, calculated at all raster nodes: where -σ 2 is the mean or overall prediction variance, σ 2 j is the variance of the prediction error at jth node, -v is the overall curvature, and m is the total number of nodes. From Eqn 6, it can be shown that the overall curvature reduces to:
where -q and s q are the sampled mean and standard deviation of predictor and -Q and s Q are the mean and standard deviation of predictor at all raster nodes:
Finally, it can be seen from Eqn 7 that, for a given dataset (i.e. given MSE, n, m, -Q, and s Q ), the overall prediction error is minimised for s q → max and -Q --q = 0. In other words, the prediction efficiency is controlled by the difference between the sample and population mean and between their variances as illustrated in Fig. 1a and b .
If the range of the feature space is [-1, 1], Eqn 7 is minimised if half of the observations are taken at q = -1 and the other half at q = 1. This is the so-called minmax D-optimal design (Gaylor and Sweeny 1978) , here referred to as D1. It belongs to a group of experimental designs also known as response surface designs (Cochran and Cox 1992; p. 335) . If extended to several predictors (Fig. 1c) , it is also referred to as the first-order central composite design. The D1 design is especially attractive for field surveys, as it will most likely reduce the number of samples and the spacing in between them and therefore minimise the survey costs. This design is optimal, however, only if the model is linear. It is the worst possible design if the relation is a quadratic, since it will give the worst estimates of the regression coefficients, as illustrated in Fig. 1d (Gaylor and Sweeny 1978) .
If the relationship is quadratic, the optimal response surface design is to allocate 25% of the observations each to the minimum and maximum and the remaining 50% to the central value, here called the D2 design (Atkinson and Donev 1992) . If the functional relation between the predictor and target variable is unknown, designs such as D1 and D2 may ( ) 
Sampling is then designed to be resistant to the effects of an unknown model, even at the cost of inefficient estimation of model parameters. In the case the model is unknown, the most prudent design is sampling regularly along the feature space. This is often achieved by stratifying the area proportionally to the histogram of the predictor variable, also called equal area stratification (EA) design (Gessler et al. 1995) .
Sampling optimisation and geographical space
The previous section showed that an optimal point allocation targets at minimising the MSE around the regression line, increasing the spreading (variance) in the feature space and minimising the difference between the sampled and population means. In the case of spatial prediction, however, the residuals may in addition show a strong spatial autocorrelation. Thus, estimation of regression parameters is over-optimistic and needs to be adjusted (Lark 2000) . Spatial prediction theory (Cressie 1993, p. 166 ) states that trend model coefficients are more optimally estimated using generalised least-squares (GLS), i.e. by including the spatial correlation of residuals in estimation of coefficients (weighted regression):
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where C is the covariance matrix of the residuals:
where C(s i , s j ) is the covariance between the ijth point pair and is estimated by modelling the variogram of regression residuals calculated by OLS estimation. Note that the variogram is first modelled using a semivariance function, and then, for the reasons of computational efficiency, covariances are used. A flexible covariance function is, for example, the exponential:
where |h| is the geographical distance between the point pairs, and C 0 , C 1 , R are the covariance function parameters (Isaaks and Srivastava 1989) . The variance of the GLS prediction error is then:
and should be used instead of Eqn 3 to derive the mean prediction error. In the absence of spatial correlation, the covariance matrix (C) reduces to a multiple of the identity matrix:
and Eqn 12 reduces to Eqn 3:
where (C 0 + C 1 ) = C(0) = MSE C reduces to the diagonal matrix if the samples are placed so that no pair is within the range of spatial dependence, in which case, OLS estimation can be used instead of the GLS. McGwire et al. (1993) demonstrated that enforcing minimum allowed distance between samples improves empirical models. Gessler et al. (1995) postulated that, in the absence of a priori information about soil attributes, the spatial dependence structure of the predictors can be used to derive the minimum distance at which the samples are spatially independent. This also assumes that the spatial dependence structure of a predictor is similar to the spatial dependence structure of the target variable, i.e. its residuals. 
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From Eqn 12, it follows that the D1 design might not give the minimum mean prediction error, even if the true regression model is linear, unless the sample points are spread outside the range of spatial dependence. This is difficult with a design that places all the points at the extremes of the feature space range, since this will probably occupy a small portion of geographical space as well. In the case the covariance function of the residuals is unknown, the influence of C on the GLS prediction error is minimised if the samples are placed with a maximum geographical spreading, which leads to a grid sampling.
To evaluate the geographical spreading of the points, mean of shortest distances (MSD) between point pairs can be used:
where h ij is the distance between a point pair. Note that in the geostatistical applications, the MSD to the equilateral triangular grid is more commonly used (Yfantis et al. 1987) . Geographical spreading is then optimised if the MSD to the grid is minimised. The difference is that the maximisation of MSD to nearest point pairs will lead to outer points being pushed towards the borders of the region, while the minimisation of MSD to equilateral grid ensures that all points are spread equally within the study area. In this study we decided to use the MSD to the closest point pairs to emphasise the importance of spreading in the geographical space.
Finally, maximisation of MSD and feature space spreading may ask for adverse allocations, which means that the feature and geographical space criteria cannot be combined easily. In the absence of prior information on the spatial dependence structure of the residuals or knowledge of the nature of relationships, a sampling design that allows uniform spreading in both feature and geographical spaces is the safest strategy.
Materials and methods
Study area and selected variables
We used a 50 by 50 km square in central Croatia (centred on 45°03´50´´N, 15°17´39´´E) as a case study. This is a relatively mountainous landscape, covered with coniferous and beech forests at the transition from the continental to Mediterranean Croatia (Fig. 2) . The area is environmentally heterogeneous, which makes it especially attractive for spatial prediction by environmental correlation. The elevations range from 200 to 1400 m and the annual temperatures from 4° to 10°C. We selected 4 predictor variables following Jenny's (1980) conceptual equation of soil formation: mean annual land surface temperature (LST), mean annual normalised difference vegetation index (NDVI), elevation (DEM), and CTI, all at 1 by 1 km resolution. The LST map was calculated from the isotherm lines digitised from the climatic atlas of Croatia and adjusted up to ± 1°C based on the aspect map. Mean annual NDVI was calculated for the year 1995 from a series of 36 NOAA AVHRR 1 by 1 km decadal images (USGS-NASA Distributed Active Archive Centre 2001). The wetness index (CTI) was calculated based on the method of Quinn et al. (1991) using 60 iterations on a small-scale 1 by 1 km DEM. We used 100 measurements of topsoil organic matter expressed in percentage (OM), collected during the Croatian national soil survey in the 1980s (Bogunović et al. 1998) , as a target variable in regression modelling. The size of the dataset and variables used are typical for other similar environmental correlation applications (Moore et al. 1993; Gessler et al. 1995) .
Uniform spreading in feature space-equal range design
To achieve the uniform spreading in feature space, stratification limits need to be set at equal distances in the feature space The weighting can be now done according to the histogram of predictor as in the EA design. We named this design Equal range (ER). The range of the predictor variable is divided into several equal-width clusters (also termed strata or histogram slices). The points are then randomly selected within
each cluster following the given weights. For a normal distribution and 5 clusters, the stratification limits and weights can be calculated by dividing the standard statistical range of the normal distribution (-3s Q to 3s Q ), which gives 3.6%, 27.4%, 72.6%, 96.4%, and 100%, and the weights are 0.036, 0.238, 0.452, 0.238, and 0.036 (Fig. 3a) . The limits can be adjusted to any number of strata by calculating the percentage thresholds of the cumulative normal distribution. Note that the ER design is in fact equivalent to the EA design in the sense that anywhere on the distribution a point has the same probability of being selected for sampling. There is a key difference, however, between the ER and EA designs (as proposed by Gessler et al. 1995) : the ER has different (a) (b) Fig. 2 . The 50 by 50 km study area: (a) location in Croatia, and (b) selected predictors. LST, land surface temperature; NDVI, mean annual normalised difference vegetation index; DEM, elevation; CTI, compound topographic or wetness index. White patches in the NDVI map are lakes, i.e. water surfaces. stratification limits and different weights. In particular, the tails of the distribution form strata, ensuring that some points are always selected from them, as in a D1 design. If the predictor shows a skewed distribution, the EA limits will largely shift towards one end of distribution and may by accident miss the tail. For the large number of sample points, however, the 2 designs will produce very similar results. If the predictors show uniform distribution, the ER stratification limits are the same as in EA (e.g. 20%, 40%, 60%, 80%, and 100%), i.e. the ER and EA designs are equivalent. We will hold to the term equal range, in further text, as it emphasises the uniform spreading in the feature space.
An accurate method to determine stratification limits and weights, also used in this study, is to divide the range of predictors by the number of strata and then take the portion of the cumulative distribution between the limits as the weight. The ER design in the bivariate case (2 predictors), in the case that all combinations of predictors are available (ideal conditions), is similar to grid sampling in geographical space (Fig. 3b) .
Comparison and evaluation of sampling schemes
We compared the ER and alternative designs by subsampling an existing set of 100 point observations from the original survey (ORIG). There were 5 set-ups in total: induced bias (here called Dx1), minimised spreading in the feature space (here called Dx2), D1, D2 and ER. We selected 25-point subsamples of the 100 observation according to each design. For the Dx1 design we selected points at lower elevations only, and for the Dx2 design, around the mean elevation only. Because of the small sample size, some subsamples did not correspond exactly to the theoretical designs. For example, in the case of D1 and D2, there were not enough points in the 5% tails or at the median. We then had to use the 25 points from the lowest and highest elevations (approximation to D1), or around the median (approximation of D2), even though these occupy parts of the feature space outside the theoretical design. So our comparison of designs must be viewed as an approximation, with the advantage that it deals with a real dataset.
We used the mean overall GLS prediction error at all raster nodes (m = 2500) for all designs using Eqn 12. In this case, instead of using MSE for each subset, we used the residual error at the original 100 points (z This means that the key evaluation issue is how close each design of a 25-point sample can come to estimating the original set. We used OM for response and DEM for predictor, as the reference model against which the various designs were evaluated.
The spatial dependence structure of the point datasets (soil properties and residuals) was modelled in VESPER using automated variogram fitting (Minasny et al. 2002) , in all cases with a lag spacing of 1 km, an exponential model, and a limiting distance of 25 km. Matrix calculations and regression analysis were done in the S-PLUS statistical package (MathSoft Inc. 1999) .
Additional considerations
Since stratification of the feature space results in a large number of possible points in each cluster, there is an opportunity to run several randomisations and compare them for geographical spreading. We compared 10 simulations of the ER design with several alternative sampling strategies (random sampling, grid sampling, D1 and D2 designs) showing both the spreading in the feature space and geographical spreading (MSD) in a 2-dimensional plot. In addition, we produced a transect ER design by allocating all points according to the ER feature space stratification on a single line in the direction of maximum contrast. The azimuth angle of maximum anisotropy was derived using the variogram surface function in ILWIS (Unit Geo Software Development 2001). The transect design has a fairly small MSD and therefore is the most attractive realisation of the ER design considering the survey costs. Note that we did not make observations for the 10 simulations of the ER design, the transect design, or the grid design. These were produced only to visualise the differences between the different sampling strategies in the context of feature and geographical space.
Multivariate case: soil predictive components
When there are several predictors (the multivariate case), any of the stratifications proposed above must be adapted to multidimensional clusters. This is a highly relevant objective, since most realistic environmental correlations involve multiple predictors. This presents 2 problems. First, predictors are often significantly correlated, i.e. redundant in content, so that the dimensionality of the feature space is not as high as it first appears. Second, the final number of clusters obtained by crossing the several 1-dimensional stratifications can easily be more than the intended number of sample points. We suggest the following sampling procedure for the multivariate case. To address multicollinearity, a principal component analysis can be used to produce uncorrelated principal components (PCs) (Neter et al. 1996, p. 410) . These are orthogonal and can be used instead of the original predictors to design sampling (Lesch et al. 1995) . In our case study, we first linearly stretched maps of continuous predictors in ILWIS to a dynamic range of 0-255 (8 bits). This set of maps was then transformed to PCs, yielding new synthetic 'bands' (Lillesand and Kiefer 2000, p. 518), here named soil predictive components (SPCs). The SPCs were then stratified separately using the ER design as for the univariate case.
In addition, we partitioned the total number of sample points among the SPCs according to their proportion of the total variance calculated in the factor analysis. For example, since there were 100 new points to allocate, and SPC1 accounts for 64% of the variance, 64 points were assigned to SPC1. In each case, points were selected randomly within the each stratum to ensure independence of sample measurements (Brus and De Gruijter 1997) . The randomly selected points for a single cluster may fall anywhere in the distribution of the other SPC. Because the SPCs are uncorrelated, the chance of overlap is minimised. We could not test this design for its predictive power, since we did not carry out actual soil observations and laboratory analysis. Thus, we introduce these considerations to demonstrate how the ER design can be extended to the multivariate case.
Results
Regression models and spatial dependence structure
A plot of the relation between predictors and the target variable for all 100 observations showed the diffuse clouds of points, typical for soil-environmental relations (Fig. 4) . OM showed a clear correlation with the selected predictors LST, DEM, and CTI. All correlations, except those with NDVI as a predictor, were highly significant (at P = 0.01). Elevation (DEM) proved to be the most significant predictor of OM. Although we can infer a likely curve shape from the scatter plots, the true nature of relationship between the predictors and soil variables was unknown. These noisy plots were typical for environmental data, where parsimonious models were suggested to avoid over-fitting the sample (Gauch 1993) . We have also used first-order linear models in the remainder of the paper. As noted above, the correlation plot between OM and CTI showed a distinct curvature, which means that the prediction efficiency will be more sensitive to the sampling design (as illustrated in Fig. 1d ).
In the case of predicting OM from DEM, OLS estimation gave: OM = 2.96 + 9.10 . 10 -3 . DEM (R 2 = 0.61)
whereas GLS estimation gave a markedly higher intercept, lower slope, and a more realistic 
Automated variogram fitting for the DEM (used in the GLS estimation above) gave an unbounded variogram with a nearly linear shape in the radius of interest (Fig. 5a ). The LST variable had a similar structure, while the NDVI and CTI maps showed much shorter range of spatial autocorrelation. The variogram surface of the DEM showed that the azimuth of highest anisotropy (shortest range) is 48.6°, i.e. north-east direction (Fig. 5b) . Variograms of target variable (Fig. 5c) and residuals (Fig. 5d ) from the reference model in Eqn (17) were both fitted by exponential model, with a 5-fold shorter range and 3-fold lower sill for residuals. The residuals showed spatial dependence to a distance of ~12.9 km (R = 4.3 km), which implies that almost all points used in the regression modelling are spatially dependent. This confirmed that geographical spreading has an effect on regression analysis and so is an important criterion for selection of the sampling design. Note also that the variogram model of a predictor might be quite different from the variogram model of the residuals, which means that the assumption made by Gessler et al. (1995) (see Theory section) should be taken with care. The exponential variogram model (C 0 = 0, C 1 = 3.12, R = 4.3 km) for the residuals from OLS was used as the reference model to calculate overall prediction error for all sampling designs.
Comparison for prediction efficiency
A summary comparison of the designs is given in Table 1 , and a visual comparison in Fig. 6 . The Dx2 design, where the samples covered only the mean elevations, gave, by far, the poorest overall prediction due to high spatial grouping and extrapolation in feature space. Similarly, the design with induced bias (Dx1) overestimated the β 1 coefficient and therefore the values in the areas of higher elevation (Fig. 6a) . In general, maps of prediction error (standard deviation) for D1, D2, and ER look fairly similar (Fig. 6b) , although there are some differences. D1, the design with the highest spreading in the feature space, did not produce also the lowest overall GLS curvature of the confidence band: -v gls = 0.460, 
GLS regression coefficients
Overall prediction error compared to 0.407 for ER design. This was due to the lowest MSD and the strong spatial correlation of residuals. Although the relationship was almost linear, which implies that the D1 design should be the optimal response surface design, the ER design gave a smaller overall curvature than the D1 design (Table 1 ). This agreed with our empirical assumption that ER was a good compromise between model estimation and geographical spreading. Also note (Fig. 6a) that ER came closest to estimating the reference model. Because the D1 and D2 subsampled sets did not completely match the theoretical designs (Fig. 6a) , differences between performances were less marked than expected by theory; in fact D1 and D2 were quite close in performance to ER. Nevertheless, these subsamples showed some fundamental characteristics of the compared designs. For example, the D1 design achieved the best fit (R 2 = 0.90), but its points were clustered geographically (Fig. 6b) , which finally raised the overall GLS prediction error so that it was somewhat inferior to ER.
Feature space and geographical space spreading
Summary comparison of different sampling strategies is shown in Fig. 7 . We used a twodimensional plot with the feature space spreading (s q ) and the geographical spreading (MSD) as axes. Designs D1 and D2 showed the highest spreading in feature space. Different realisations of ER will have different MSD values, although there was a limiting maximum spreading achievable within the ER strata. After few randomisations, an ER design with a higher spreading in both feature and geographical spaces than the existing soil survey was produced (Fig. 7a ). An opposite strategy was a transect sampling along the steepest gradient, i.e. in the direction of the azimuth of highest anisotropy (Fig. 7b) . On the other hand, the transect design, in this case (predicting organic matter from elevation), would give only suboptimal estimation of model because of strong spatial autocorrelation between residuals.
Multivariate case
The predictor variables (LST, NDVI, DEM, CTI) were highly correlated, as shown by the large proportion of variance explained by first two SPCs (Table 2 ). The first component (SPC1) had approximately equal contributions from DEM, LST, and CTI. The second component (SPC2) represented variation of biomass as estimated by NDVI. The third component (SPC3) reflected variation of CTI uncorrelated with DEM, whereas the fourth component (SPC4) reflected variation in DEM and LST. These SPCs formed an orthogonal multivariate feature space of the study area. Figure 8 shows the result of stratification of SPCs and the new points selected using the ER design according to the sampling plan ( Table 3 ). Note that in some cases the number of points did not sum to the planned number due to the rounding. In such case we manually adjusted number of points at the central class by adding or removing observations, to preserve the planned numbers (Table 3) .
The points from the ER design with maximum spreading and the points from the existing survey are displayed in geographical and orthogonal feature space in Fig. 9 . Both the new sample and the points from the existing survey had a similar spreading in geographical space (Fig. 9a) , with an MSD value of 2.74 and 2.52 km, respectively, suggesting that the surveyors consciously spread their points to represent the whole area. Also, when compared in the feature space using SPC1 and SPC2 as axes, ER and free survey (ORIG) showed a higher spread towards the centre of the feature space cloud (Fig. 9b) . Note that the total possible feature space, i.e. study area, spanned by SPC1 and SPC2, was limited due to a limited number of combinations between the predictors (Fig.  9b) , which caused higher groupings in some areas. Consequently, the ER design did not look as similar to grid-sampling as we had expected.
Discussion
The optimal design
Our primary objective in this paper was to evaluate experimental sampling schemes that can be used before any data collection and extend the spatial prediction to the general case (GLS). We first used the model-based D-designs or response surface designs, which allow exclusion of most of the survey area. This may seem contradictory to field experience. For example, in the case of D1 design, it is not appealing to an experienced surveyor to put half of the points at the bottom of a slope and rest at the summit to determine the relation of organic matter to elevation. One reason is that we often expect that some other soil-forming factor, not correlated with the predictor variable, may vary between summit and footslope (2) 128 (8) 191 (9) 254 (2) 31 (1) 90 (8) 150 ( or the relationship between the predictor and soil variable might be non-linear (as illustrated in Fig. 1d ). This means that even if a linear model is fitted, D1 will produce a worse overall prediction.
Comparison of predictive power of designs for a univariate regression model in this study showed that D1 and D2 are indeed suboptimal designs and a strong spatial correlation between the residuals exists. This is because the points close to each other in feature space are often close in geographical space, since these narrow (in feature space) strata are also geographically small. In contrast, the ER and EA designs achieved lower overall GLS curvature of the confidence band due to higher MSD between the points. In this case study, ER showed somewhat lower spreading in the feature space but the widest spreading in the geographical space.
This study also highlighted the importance of sampling optimisation in feature space, since serious bias or under-sampling of total variation (Dx1, Dx2) will result in poorer estimates of model coefficients, or higher overall curvature of the confidence band. Although one might argue that the Dx1 and Dx2 are obviously deficient designs, note that the Dx1 and Dx2 subsamples did not have a poor geographical spreading at all (Fig. 6b) . They could have be drawn out by simple random sampling for example.
Finally, the following 4 sampling principles, common for all compared designs, can be emphasised:
(1) Representation of feature space before sampling is important for overall prediction efficiency. Undersampling of the feature space may lead to poor estimation of the regression model and high extrapolation in feature space (Dx1 example). A sample should cover the whole range of the feature space, so that the extrapolation in feature space is minimised. (2) Internal properties of predictors, histogram, range of spatial dependence, and azimuth of maximum anisotropy can be used to design sampling before any knowledge on spatial variation of soil variables. (3) The optimally placed sample is symmetrical around the central value of the feature space, i.e. shows a minimum bias between the sampled mean of the predictors and the population mean ( -Q = -q ). (4) Maximisation of geographical spreading is important to represent areas (predictors) that are by accident overlooked and to minimise spatial dependence between the observations. If the structure (range) of spatial dependence of residuals is known, we can be less strict. For example, if the residuals are spatially dependent at short ranges only, the samples can be placed at shorter distances and vice versa. In case there is no prior information on soil variables and on functional relationship with predictors, one should aim at allocating the points in such way that they show uniform spreading both in (orthogonal) feature space and geographical space at the same time.
Equal range (area) or D-type designs?
Comparison of the ER (EA) and D-type designs showed that the ER design, when used for GLS estimation, is somewhat more appropriate for the spatial prediction of soil properties due to a more satisfactory spreading of points in geographical space and better estimate of the model coefficients. On the other hand, a drawback of ER design is that it gives more emphasis to the central values, so even if the relation is close to linear, many points are not placed optimally in the feature space. Moreover, it appears that the EA or ER designs, when used with a higher number of samples, do not have to necessarily differ much from a free survey or random design considering the spreading in the feature space. If the study area is stratified into equal areas and if equal weights are used, then the probability to select a location in the feature space is equal for the whole area (as with random sampling). It appears that the EA design, as used by Gessler et al. (1995, p. 426) , McKenzie et al. (1999, p. 78) , and in this study, could have been replaced with a simple random sampling without severe consequences. When compared for the overall prediction error, however, the ER design proved to be justifiable. If the residuals are spatially correlated at shorter distances or if the plots do not show clear linear relationships, the safest design is to proportionally represent the feature space and allow higher geographical spreading. Open questions are the relative performance of the ER designs with strongly non-normal predictors, and whether higher order polynomials are more parsimonious than the first-order linear models used in this paper.
The D-type designs seem to be attractive for cases where the relationship is linear or quadratic and where the geographical spreading can be satisfactory (e.g. in gilgai-type landscape, samples can be placed at edges of the feature space but with satisfactory geographical spreading). A possible compromise between ER and D1 designs is to use a modification of the ER design with equal weights in all parts of range. Consequently, the sampled standard deviation (s q ) will be ~40% larger than the standard deviation of the whole map (s Q ), which is a desired property for minimisation of the prediction error (as explained in Eqn 7).
Sampling along the multivariate gradient
In the multivariate case, we advocate a sampling procedure inspired by the intuitive idea of sampling in orthogonal multivariate feature space of predictors expected to represent soil-forming processes. The first step is the definition of key processes and variables according to concepts of soil formation in the study region. The second is data integration and stratification, which corresponds to the aerial photo-interpretation in a conventional soil survey. Here, we advocate the uniform spreading in feature space (ER design) and transformation of the predictive soil environmental maps to independent soil predictive components (SPC). The samples can then be distributed using the proportion of variance explained by different SPC. The last step is the randomisation of points inside the clusters and selection of the randomisation with the maximum geographical spreading. In this case study we produced 10 randomisations and yielded a satisfying design with, simultaneously, a reasonable coverage of both feature and geographical space.
The development of a sampling scheme in multivariate feature space was more complex than in the univariate case, since the sampling points have to be selected simultaneously, i.e. represent a set of different predictors at the same time. Because of the large number of points in the initial set, there was no problem with randomly selecting points from 20 strata at the same time. Due to the high number of grid cells, the probability that the same point will be selected from the stratifications of two SPCs at the same time was small. An alternative would be to make all possible combinations of clusters and then randomly select points inside these. The principle, used by McKenzie and Austin (1993) , was impractical in this case, since the number of combinations (5 4 = 625) would greatly exceed the total number of samples planned (100). This methodology can be adjusted for the general case where the discrete predictors such as parent material are also used. These, however, form strata a priori and cannot be processed together with continuous predictors.
Simultaneous analysis of feature and geographical space provides a basis for the development of sampling designs for hybrid interpolation techniques, such as kriging with external trend or regression-kriging . Moreover, it would be interesting to incorporate the proposed feature space criteria within the geostatistical optimisation algorithms such as simulated annealing. This is an area of further research.
