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Introduccio´n
Este trabajo fin de ma´ster se enmarca dentro del proyecto que bajo el t´ıtulo “Op-
timizacio´n del reaprovisionamiento en una gran cadena de tiendas” investigadores de la
Universidad del Pa´ıs Vasco y de la Universidad Rey Juan Carlos esta´n llevando a cabo
para la empresa Eroski S.Coop. En pocas palabras, el objetivo general del proyecto con-
siste en modelizar el problema del reaprovisionamiento e idear soluciones informa´ticas que
mejoren las actualmente utilizadas por Eroski.
La optimizacio´n del reaprovisionamiento de una gran cadena de supermercados e hi-
permercados a partir de las plataformas de distribucio´n depende de muchos para´metros,
empezando por la previsio´n de la demanda de los distintos productos en venta. Esta de-
manda es diferente segu´n las caracter´ısticas del producto, el d´ıa de la semana, la e´poca del
an˜o, etc. Resuelto este primer paso, dado que el comportamiento de las distintas tiendas es
similar, las plataformas de aprovisionamiento recibira´n en determinados momentos gran-
des pedidos de los mismos productos. Ahora bien, estas plataformas tienen sus limitaciones
y han de optimizar su actividad evitando, en la medida de lo posible, altibajos en la carga
de trabajo sin que falle el abastecimiento. Un tercer paso es la log´ıstica, la optimizacio´n
del flujo de distribucio´n de los productos desde las plataformas hasta los establecimientos.
As´ı, podr´ıamos plantear multitud de problemas relacionados con el aprovisionamiento.
El presente trabajo se centrara´ u´nicamente en el primero de los pasos, la previsio´n de
la demanda.
Actualmente, el abastecimiento de los puntos de venta se basa en lo que los responsables
de Eroski denominan “modelo de aprovisionamiento de stock reactivo”. A grandes rasgos,
este modelo consiste en fijar para cada producto y cada tienda un stock mı´nimo, es decir,
una cantidad mı´nima de producto que debe haber en la tienda en todo momento. Cuando
las existencias se acercan al stock mı´nimo, el encargado del establecimiento hace un pedido
a la plataforma para que le sean enviadas ma´s unidades.
Es fa´cil ver que este modelo cuenta con varios inconvenientes importantes. Por un
lado, la plataforma no conoce con antelacio´n cua´ndo recibira´ un pedido ni su volumen, de
manera que su margen de maniobra de cara a optimizar la distribucio´n se ve muy limitado.
Por otro lado, esta´ el factor humano. Es frecuente que la persona encargada de controlar
el stock pase por alto que alguno de los art´ıculos ha alcanzado su nivel de stock mı´nimo y
que, por tanto, no lo incluya en el pedido. Si el fallo no es subsanado ra´pidamente puede
que el producto en cuestio´n se agote influyendo muy negativamente en la imagen de marca.
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Con el fin de evitar este tipo de problemas, Eroski quiere disen˜ar una herramienta de
pedido automa´tico que sea capaz de:
- Predecir con anticipacio´n el momento en el que un producto llegara´ a su nivel de
stock mı´nimo.
- Programar automa´ticamente la fecha de env´ıo y volumen de los pro´ximos pedidos
de cada centro.
- Hacer llegar los pedidos a la plataforma a su debido tiempo.
Esta herramienta se alimentara´, fundamentalmente, de dos datos: el stock disponible en
tienda en cada momento y la previsio´n de ventas de los pro´ximos d´ıas. El stock disponible
se puede obtener fa´cilmente y en tiempo real a medida que los art´ıculos vendidos pasan por
caja. Sin embargo, a d´ıa de hoy, Eroski no posee ningu´n me´todo sofisticado y medianamente
fiable para conseguir las previsiones de venta diarias.
Es en este punto donde nosotros entramos en juego. Hemos desarrollado y programado
un procedimiento de previsio´n basado en te´cnicas de tratamiento de series temporales
capaz de predecir de forma bastante precisa las ventas diarias de cada producto en cada
centro de la red. El presente trabajo detalla todos los pormenores de este proceso de
previsio´n.
El documento esta´ estructurado en seis cap´ıtulos. El primero de ellos esta´ dedicado al
ana´lisis descriptivo de los datos, que nos dara´ una visio´n de co´mo debera´n ser tratados
de cara a la prediccio´n. Veremos ma´s adelante que el me´todo desarrollado obtiene los
prono´sticos en dos pasos: el ca´lculo de la previsio´n mensual y el reparto en d´ıas. Pues
bien, los Cap´ıtulos 2 y 3 explican, respectivamente, cada uno de estos dos pasos. El cuarto
cap´ıtulo da unas pinceladas sobre la implementacio´n del me´todo y en el quinto se presentan
los resultados obtenidos para una muestra de ocho series. Por u´ltimo, el Cap´ıtulo 6 contiene
las conclusiones a las que hemos llegado tras el estudio as´ı como las v´ıas de investigacio´n
que quedan abiertas de cara al futuro.
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Cap´ıtulo 1
Descripcio´n de los datos
El objetivo principal de este trabajo es desarrollar una herramienta que permita prede-
cir las ventas de una gran cadena de supermercados e hipermercados. Lo ideal ser´ıa llegar
a hacer previsiones para cada centro a nivel de referencia y d´ıa. Es decir, ser capaces de
saber cua´nto se va a vender de cada producto diariamente.
Para ello Eroski ha facilitado observaciones diarias correspondientes a cuatro de sus
centros (dos supermercados y dos hipermercados) y a todos los productos o referencias
de dos categor´ıas. Adema´s, se tiene informacio´n sobre las ventas mensuales del total por
categor´ıas. Cabe apuntar que una de ellas engloba productos de venta bastante estable
a lo largo del an˜o, mientras que la otra cuenta con una fuerte estacionalidad anual por
contener productos que disparan sus ventas en periodos festivos como Navidad.
Aunque ser´ıa deseable tratar series de unidades vendidas para que los cambios en los
precios de los art´ıculos no sean influyentes, los datos vienen dados en valor monetario. A
lo largo de este cap´ıtulo veremos que sera´ imposible estudiar las series por referencia y
que sera´ necesario agregar los datos de distintos productos. Esta agregacio´n no es posible
si las observaciones se refieren a unidades vendidas ya que el formato en el que se oferta
cada producto es diferente. No es lo mismo, por ejemplo, vender una lata de refresco que
una botella de dos litros. Por el momento, no tendremos en cuenta la inflacio´n, es decir,
ignoraremos los cambios en los precios que hayan podido darse durante el periodo de
observacio´n. En el cap´ıtulo dedicado a los resultados volveremos sobre este tema.
En lo que sigue haremos un ana´lisis descriptivo tanto de las series diarias como de las
mensuales. Dado su elevado nu´mero, en el caso de las series diarias no nos detendremos a
estudiarlas una por una y nos limitaremos a sen˜alar algunas pautas recurrentes. Mediante
esta exploracio´n veremos que con los datos disponibles hasta la fecha el tratamiento de
series diarias es pra´cticamente inviable.
Por motivos de confidencialidad los datos que se mostrara´n no sera´n los reales sino que
estara´n multiplicados por una constante de modo que se mantengan las proporciones.
1.1. Ana´lisis descriptivo de las series diarias por referencia
A pesar de que llegaremos a conclusiones similares, estudiaremos por separado el com-
portamiento de las series diarias de cada categor´ıa. Comenzaremos por la que contiene
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productos cuya venta crece en determinadas e´pocas del an˜o para posteriormente dedicar-
nos a la que comprende referencias de venta ma´s regular.
1.1.1. Categor´ıa 1
En primer lugar, nos detendremos a observar la longitud de las series diarias dispo-
nibles. Se tiene un total de 255 series distribuidas entre los cuatro centros y los distintos
productos de la Categor´ıa 1. El Cuadro 1.1 muestra una clasificacio´n de las series en
funcio´n de su longitud.
Longitud de las series







es Centro A 26 15 23 9 1 1 75
Centro B 22 26 19 5 0 0 72
Centro C 5 21 21 5 2 0 54
Centro D 7 17 16 7 6 1 54
Total 60 79 79 26 9 2 255
Cuadro 1.1: Longitud de las series de la Categor´ıa 1
Se observa que independientemente del centro, la mayor´ıa de las series cuenta con
menos de 800 observaciones. Trata´ndose de secuencias diarias, esta cantidad de datos
resulta insuficiente de cara a desarrollar un modelo estad´ıstico destinado a la prediccio´n.
Llama la atencio´n tambie´n el elevado nu´mero de series con menos de 200 datos. La
Categor´ıa 1 contiene productos cuyas ventas aumentan en e´pocas festivas, por lo que
es previsible una pauta perio´dica anual. Series tan sumamente cortas imposibilitan la
deteccio´n de tal pauta.
 
Figura 1.1: Ventas diarias de 52 referencias de la Categor´ıa 1
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En la Figura 1.1 se pueden encontrar los gra´ficos de 52 series (13 de cada centro)
elegidas al azar. Aparte de la ya mencionada extrema cortedad de muchas series es notoria
la falta de continuidad de algunas de ellas. De hecho, son muy frecuentes las referencias
que presentan intermitencias a lo largo del periodo muestral.
Por otro lado, se ha examinado la proporcio´n que supone cada producto sobre el
total de ventas de la categor´ıa en el periodo considerado. En las tablas del Cuadro 1.2
apreciamos que en cualquiera de los centros 15 referencias o menos constituyen el 80 % de
las ventas. Adema´s, buena parte de ellas son comunes a varios establecimientos. Es el caso
de la referencia R4910055, que aparece en todas las tiendas entre las cinco ma´s vendidas.
Otros ejemplos son R7498215 o R4909990.
Centro A
Referencia Long. % % acum.
1 R7498215 600 19.15 19.15
2 R107441 213 16.28 35.43
3 R4909990 852 13.47 48.89
4 R4910055 259 7.74 56.63
5 R5070693 238 5.17 61.80
6 R5471800 327 3.82 65.62
7 R4910006 347 3.07 68.69
8 R1874031 137 2.57 71.26
9 R6763080 250 2.54 73.80
10 R5070719 176 2.28 76.08
11 R7051352 102 2.07 78.15
12 R1874049 88 1.40 79.55
13 R5277108 105 1.28 80.82
Centro B
Referencia Long. % % acum.
1 R107441 472 39.59 39.59
2 R4910055 492 12.80 52.39
3 R7498215 411 8.82 61.21
4 R1874031 263 5.67 66.88
5 R5070693 160 3.69 70.58
6 R4909990 413 2.95 73.52
7 R1874049 167 2.62 76.14
8 R1874056 189 2.35 78.49
9 R7498199 90 2.23 80.72
Centro C
Referencia Long. % % acum.
1 R7498215 513 12.53 12.53
2 R5070693 403 10.84 23.37
3 R7498199 390 9.50 32.87
4 R5018221 311 7.58 40.46
5 R4910055 236 6.40 46.86
6 R4910030 191 5.56 52.42
7 R7099492 62 5.09 57.51
8 R5018213 184 4.76 62.27
9 R6790489 159 3.90 66.17
10 R7051352 162 3.24 69.41
11 R5018247 590 3.08 72.49
12 R5959291 155 2.72 75.22
13 R7099500 46 2.69 77.90
14 R5277108 165 2.56 80.47
Centro D
Referencia Long. % % acum.
1 R5018221 639 15.50 15.50
2 R5277108 524 10.96 26.46
3 R4909990 849 10.56 37.02
4 R4910055 587 8.37 45.39
5 R7051352 211 5.55 50.94
6 R4910022 537 4.43 55.36
7 R7058308 183 3.91 59.27
8 R8348534 284 3.78 63.05
9 R4910006 401 3.64 66.69
10 R5018155 108 3.60 70.28
11 R6790489 70 2.43 72.72
12 R5018163 100 2.43 75.14
13 R4909974 235 2.35 77.50
14 R5018247 690 1.97 79.46
15 R5018239 689 1.87 81.34
Cuadro 1.2: Referencias con mayor influencia en las ventas de la Categor´ıa 1
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Este ana´lisis nos lleva a pensar que es ma´s adecuado limitarse a trabajar aquellas
series con mayor frecuencia en la observacio´n y mayor relevancia sobre las ventas de la
categor´ıa. Es de esperar que los productos de mayor repercusio´n coincidan con los que
han sido vendidos durante ma´s tiempo y, normalmente, eso es lo que ocurre. No obstante,
muchas de las referencias que copan los puestos de las ma´s vendidas cuentan con apenas
300 o 400 datos, cantidad insuficiente para detectar periodicidades anuales.
Asimismo, podemos encontrar series con muy pocas observaciones que representan
un porcentaje sobre las ventas nada despreciable. Un ejemplo muy claro es la referencia
R7099492 en el Centro C. Con tan solo 62 datos se coloca en el se´ptimo puesto de los
productos ma´s vendidos con una cuota superior al 5 %. Al examinar los datos de esta serie
se observa que su periodo de vigencia se limita a las campan˜as naviden˜as de 2005 y 2006
(los datos van desde el 25-11-2005 hasta el 14-1-2006 y del 1-12-2006 al 5-1-2007), fechas en
las cuales los productos de esta categor´ıa incrementan sus ventas de manera considerable.
A pesar de que ya estamos viendo que el tratamiento de series diarias no sera´ aplicable,
vamos a estudiar brevemente las dos series ma´s largas, que corresponden a la referencia
R4909990 en los centros A y D. Las secuencias presentan 852 y 849 datos respectivamente
y ambas han sido observadas en el mismo periodo, entre el 3-5-2005 y el 31-3-2008. Sus


























Figura 1.2: Ventas diarias de la referencia R4909990 en los centros A y D
Aunque no es del todo apreciable en la figura por lo reducido de la escala temporal,
existe cierta periodicidad semanal. En ambas series se observa un leve aumento en las
ventas durante las Semanas Santas pero las pautas anuales no son tan claras como cabr´ıa
esperar. De hecho, no existe el incremento naviden˜o que un producto de este tipo deber´ıa
registrar. Esto nos hace pensar que, probablemente, un producto cambia de presentacio´n
durante ciertas e´pocas del an˜o para resultar ma´s atractivo o co´modo al cliente implicando
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un cambio en su referencia. De este modo, lo que en realidad es un mismo producto, se
divide en pequen˜as series que no reflejan el comportamiento real.
Llama la atencio´n el trazo rectil´ıneo situado a mediados del an˜o 2007 en el centro D.
Se trata de una l´ınea que interpola los valores de los d´ıas 16-6-2007 y 9-7-2007, ya que
entre esas fechas la serie no fue observada. En esta categor´ıa es muy habitual encontrar
series diarias que intercalan periodos de no observacio´n.
Aparte de periodos largos como el que acabamos de citar, es fa´cil encontrar referencias
que contengan multitud de d´ıas sueltos no festivos para los que no se tiene informacio´n. El
Cuadro 1.3 muestra un pequen˜o ejemplo. Se trata de las ventas de la referencia R9717653
en el Centro B durante el mes de noviembre de 2007. Se pueden distinguir varios d´ıas
laborables en blanco. El mayor inconveniente es que no es posible discernir si esos huecos
son debidos a la no demanda o la no disponibilidad de la referencia en tienda.
Fecha Dı´a semana Venta1 Fecha Dı´a Semana Venta1
01-11-2007 jueves – 16-11-2007 viernes 45.90
02-11-2007 viernes 24.75 17-11-2007 sa´bado 11.04
03-11-2007 sa´bado – 19-11-2007 lunes 11.57
05-11-2007 lunes 20.57 20-11-2007 martes –
06-11-2007 martes 10.82 21-11-2007 mie´rcoles –
07-11-2007 mie´rcoles – 22-11-2007 jueves –
08-11-2007 jueves – 23-11-2007 viernes –
09-11-2007 viernes 35.42 24-11-2007 sa´bado 21.68
10-11-2007 sa´bado 9.48 26-11-2007 lunes 20.12
12-11-2007 lunes 9.16 27-11-2007 martes 12.50
13-11-2007 martes – 28-11-2007 mie´rcoles 12.50
14-11-2007 mie´rcoles 42.75 29-11-2007 jueves 27.02
15-11-2007 jueves – 30-11-2007 viernes 33.78
Cuadro 1.3: Venta diaria de la Referencia R9717653 en el Centro B en noviembre de 2007
En resumen, la mayor´ıa de las series de ventas diarias de las referencias pertenecientes a
la Categor´ıa 1 son demasiado cortas y presentan intermitencias en la observacio´n. Adema´s,
hay motivos para pensar que un mismo producto puede dividirse en varias referencias por
pequen˜as alteraciones en su formato de presentacio´n. Todo esto junto con el hecho de que
resulta pra´cticamente imposible conocer el porque´ de algunos datos no recogidos, hace
que el modelado de series de este tipo sea muy complejo y poco fruct´ıfero, dando lugar a
predicciones poco fiables.
1.1.2. Categor´ıa 2
Para describir los datos de la Categor´ıa 2 seguiremos el mismo esquema que en el
apartado anterior pero no nos detendremos tanto en el ana´lisis de tablas y gra´ficos.
Como ya hemos apuntado en alguna ocasio´n, en este caso se tienen referencias de venta
ma´s regular a lo largo del an˜o. Estamos ante una categor´ıa de consumo diario sobre la que,
1Recordar que las unidades no son euros sino que los datos reales esta´n multiplicados por una constante.
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a priori, las festividades no tienen repercusio´n. La variedad de productos es muy amplia
por lo que el nu´mero de series a estudiar sera´ mucho mayor que en la Categor´ıa 1.
De nuevo, comenzamos por examinar la longitud de los conjuntos de datos. Entre los
cuatro centros se dispone de un total de 925 series. El Cuadro 1.4 muestra el desglose por
longitud de todas ellas.
Longitud de las series







es Centro A 3 24 40 48 61 12 188
Centro B 6 24 43 39 62 14 188
Centro C 12 21 49 48 52 50 232
Centro D 5 30 66 88 107 21 317
Total 26 99 198 223 282 97 925
Cuadro 1.4: Longitud de las series de la Categor´ıa 2
Hay 97 series con ma´s de 800 observaciones pero so´lo suponen un 10.48 % del total.
Existe tambie´n un nu´mero considerable de secuencias de longitud media que podr´ıan ser
u´tiles si se llega a confirmar que no hay una periodicidad anual. No obstante, con el fin de
desarrollar una herramienta de previsio´n va´lida para todos los productos ser´ıa preferible
contar con una cantidad superior de series largas.
 
Figura 1.3: Ventas diarias de 52 referencias de la Categor´ıa 2
Al observar la Figura 1.3, en la que se han dibujado 13 series de cada centro, percibimos
lo mismo que en el Cuadro 1.4. La densidad de series largas es mayor que en la Categor´ıa
1 pero siguen existiendo productos con pocas observaciones. Asimismo, no son pocas las
referencias que reaparecen tras una e´poca sin haber sido vendidas. De modo que, en caso
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de trabajar con series diarias a nivel de referencia, ser´ıa conveniente buscar una manera
eficiente de tratar este tipo de intermitencias.
Tambie´n hemos calculado el porcentaje de ventas de cada referencia sobre el total de
la categor´ıa. Al contrario que en la Categor´ıa 1, donde unas pocas referencias bastaban
para alcanzar el 80 % de las ventas, en el caso de la Categor´ıa 2 la oferta aparece mucho
ma´s atomizada. As´ı lo demuestran las tablas del Cuadro 1.5.
Centro A
Referencia Long. % % acum.
1 R726646 652 3.69 3.69
2 R358580 777 3.57 7.26
3 R97584 531 3.04 10.30
4 R337279 699 2.63 12.94
5 R5848049 796 2.39 15.33
6 R371443 840 2.12 17.44
7 R322065 846 2.05 19.49
8 R358069 817 1.98 21.47
9 R357822 828 1.75 23.23
10 R826008 833 1.75 24.97
Centro B
Referencia Long. % % acum.
1 R358069 848 5.50 5.50
2 R337279 857 3.17 8.67
3 R358580 813 3.05 11.72
4 R5502695 628 2.18 13.90
5 R97584 608 2.12 16.02
6 R2455384 695 2.01 18.02
7 R358689 720 1.75 19.77
8 R5848049 832 1.74 21.51
9 R5355946 725 1.66 23.17
10 R306209 831 1.48 24.65
Centro C
Referencia Long. % % acum.
1 R358580 854 4.47 4.47
2 R8455685 540 3.40 7.87
3 R371443 869 2.85 10.72
4 R337279 543 2.52 13.24
5 R2455384 860 2.44 15.67
6 R358069 856 2.26 17.93
7 R4852604 840 2.04 19.97
8 R5502695 771 1.89 21.86
9 R322065 820 1.85 23.72
10 R9263054 315 1.81 25.53
Centro D
Referencia Long. % % acum.
1 R371443 880 3.29 3.29
2 R382663 750 1.61 4.90
3 R358069 486 1.47 6.37
4 R370353 755 1.46 7.83
5 R601914 678 1.43 9.27
6 R322065 884 1.39 10.65
7 R889332 892 1.36 12.01
8 R2366490 789 1.35 13.36
9 R2455384 456 1.27 14.63
10 R5502695 643 1.26 15.89
Cuadro 1.5: Referencias con mayor influencia en las ventas de la Categor´ıa 2
El comportamiento es similar en los cuatro centros y en ninguno de ellos se consigue
atribuir ma´s del 25 % de las ventas a los 10 productos ma´s comunes. Es remarcable que
la referencia que acumula mayores ventas apenas alcance una cuota del 5 % sobre el total
en ninguno de los casos. En esta misma l´ınea, y aunque en las tablas no pueda apreciarse,
debemos apuntar que para alcanzar una proporcio´n del 80 % siempre son necesarias ma´s
de 70 referencias. El caso ma´s extremo se encuentra en el Centro D para el que hacen
falta hasta 126 productos. Por todo esto, aqu´ı no ser´ıa u´til centrarse u´nicamente en las
referencias de mayor relevancia.
Por u´ltimo, a la vista de las gra´ficas de las series ma´s largas de cada centro (Figura 1.4)
podr´ıamos decir que, en principio, no hay una estacionalidad mensual o anual llamativa




















































Figura 1.4: Gra´ficas de la serie ma´s larga de cada centro en la Categor´ıa 2
Aunque es menos comu´n que en la Categor´ıa 1, tambie´n es posible hallar series que
contengan d´ıas laborables de venta cero para los que es complicado distinguir si son debidos
a la falta de stock en tienda o a que no se registraron ventas.
En definitiva, concluimos que no todos los productos cuentan con datos suficientes para
permitir el ajuste de un modelo estad´ıstico de previsio´n. El limitarse a aquellas referencias
ma´s vendidas o con mayor frecuencia en la observacio´n tampoco parece ser una buena
alternativa dado que, incluso registrando las mayores ventas, solamente representan una
pequen˜a parte del total, poniendo de manifiesto la gran atomizacio´n de esta categor´ıa.
1.2. Ana´lisis descriptivo de las series diarias por categor´ıa
A continuacio´n vamos a estudiar muy brevemente las series de ventas diarias agregadas
por categor´ıa. Es decir, para cada d´ıa se sumara´n las ventas de todas las referencias
disponibles y pertenecientes a una misma categor´ıa. De esta manera, se consiguen salvar
algunos de los obsta´culos hallados durante el ana´lisis por referencias. Por ejemplo, las
series resultantes sera´n las de mayor longitud posible y no contendra´n periodos de no
observacio´n. Adema´s, en caso de existir algu´n tipo de estacionalidad sera´ mucho ma´s
visible.
1.2.1. Categor´ıa 1
Una vez agregados los datos se obtienen cuatro u´nicas series, una para cada centro,




























































Figura 1.5: Series diarias agregadas para la Categor´ıa 1
Ahora es mucho ma´s notoria la periodicidad anual de la que habla´bamos al principio. El
incremento en las ventas en fechas cercanas a Navidad se manifiesta claramente mediante
unos picos que en ocasiones llegan a multiplicar por 10 el valor medio de la serie.
En menor medida y de modo diferente segu´n el centro, se pueden apreciar aumentos
de venta en torno a las Semanas Santas de los distintos an˜os. La estacionalidad semanal
sigue existiendo aunque la escala del eje horizontal es demasiado comprimida para permitir
detectarla con nitidez.
1.2.2. Categor´ıa 2
De forma ana´loga se han calculado las series diarias para el total de la Categor´ıa 2
(Figura 1.6).
En esta ocasio´n el comportamiento es diferente en funcio´n del establecimiento. Mientras
que en los centros A y C no es visible ningu´n tipo de regularidad aparte de la semanal, las
gra´ficas de las tiendas B y D dejan entrever cierta periodicidad anual en la que los meses
de verano son los de menor venta.
Por otro lado, se aprecian varias observaciones extremadamente pequen˜as para las que
en este momento no tenemos explicacio´n. Habr´ıa que contactar con los centros en cuestio´n
para averiguar si ocurrio´ algu´n tipo de incidencia en la tienda, si se trata de errores en la
introduccio´n de los datos en el sistema o de cualquier otra causa. Por el contrario, esta´ muy
claro el porque´ de las observaciones que sobresalen por encima de la serie. Al examinar
a que´ d´ıas corresponden hemos visto que pra´cticamente en su totalidad son v´ısperas de
festivos. Concretamente, se trata de los d´ıas previos a la Semana Santa y al puente de la





























































Figura 1.6: Series diarias agregadas para la Categor´ıa 2
Si bien es cierto que al agregar las ventas por categor´ıas hemos logrado construir series
ma´s manejables desde el punto de vista estad´ıstico, no debemos olvidar que seguimos
contando con un periodo muestral inferior a tres an˜os. Ya hemos visto que a menudo se
intuye una pauta anual pero, desgraciadamente, el histo´rico de datos disponible resulta
insuficiente para aprender dicha pauta de manera fidedigna.
1.3. Ana´lisis descriptivo de las series mensuales
Adema´s de las series diarias que hemos descrito en los apartados anteriores, Eroski
tambie´n proporciono´ datos de venta mensuales para las dos categor´ıas y los cuatro centros
de estudio. Afortunadamente, la insuficiencia de informacio´n no sera´ un problema tan
acuciante a partir de ahora. No obstante, ser´ıa preferible contar con ma´s observaciones,
sobre todo en la Categor´ıa 2.
En lo que sigue llevaremos a cabo el ana´lisis descriptivo de las series mensuales de cada
una de las categor´ıas.
1.3.1. Categor´ıa 1
Para el estudio de las ventas mensuales de la Categor´ıa 1 contamos con datos recogidos
entre enero de 2001 y octubre de 2008 en todos los centros excepto en el D, para el que la
serie comenzo´ a ser observada en agosto de 2001.
En la Figura 1.7 se encuentra la evolucio´n de las ventas de esta categor´ıa en los cuatro
establecimientos. Recordar que las unidades no equivalen a euros sino que los valores reales
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Centro D
Figura 1.7: Evolucio´n de las ventas mensuales de la Categor´ıa 1
Sin duda, lo ma´s llamativo de estas series es la fuerte estacionalidad anual que po-
seen. Obviamente, los picos corresponden a los meses de diciembre, donde el consumo de
productos de esta categor´ıa se dispara gracias a la campan˜a de Navidad.
En cuanto a la tendencia, podemos decir que es inexistente en los tres primeros centros.
Sin embargo, en la tienda D se observa claramente una tendencia lineal decreciente. Fuentes
de la empresa indican que este descenso en las ventas comenzo´ con la apertura de un nuevo
establecimiento de la competencia en la inmediaciones.
El Cuadro 1.6 resume algunos de los estad´ısticos descriptivos ma´s importantes.
Centro A Centro B Centro C Centro D
Mı´nimo 4286.90 2369.33 6561.98 6273.37
Mediana 9669.50 7724.81 11630.48 17348.66
Media 10870.84 9342.80 13036.16 20298.03
Ma´ximo 33437.38 34528.00 30558.94 59046.20
Desviacio´n t´ıpica 5080.49 6908.47 5037.23 11696.61
Cuadro 1.6: Estad´ısticos descriptivos para la Categor´ıa 1
Los valores mı´nimo y ma´ximo de las series hacen patente la gran amplitud de los
rangos de datos, consecuencia, en gran medida, de las elevadas ventas de los meses de
diciembre. Estas observaciones son tambie´n la razo´n de un cierto desplazamiento hacia
valores altos de las medias. Muestra de ello es que la media siempre supera a la mediana.
Las desviaciones t´ıpicas de las cuatro series son bastante altas, pero esto tambie´n es fruto
de las ventas de los diciembres.
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1.3.2. Categor´ıa 2
Para el estudio de la Categor´ıa 2 disponemos de menos datos, desde enero de 2004
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Centro D
Figura 1.8: Evolucio´n de las ventas mensuales de la Categor´ıa 2
Observamos que, en mayor o menor grado, todas las series presentan tendencia. Parece
que los tres primeros centros van aumentando sus ventas a medida que pasa el tiempo,
mientras que la tendencia del Centro D es ligeramente decreciente, sobre todo en la segunda
mitad del periodo muestral.
Sigue habiendo una estacionalidad anual aunque es mucho menos marcada que en las
series de la Categor´ıa 1. No se detectan picos tan llamativos como en aquel caso y las
ventas no se disparan en diciembre por la campan˜a de Navidad. Por lo general, son los
meses de verano (julio y agosto) los que menos ventas registran y marzo el que ma´s. De
todos modos, basta fijarse en las escalas de los ejes verticales y compararlas con los de
la Figura 1.7 para notar que la diferencia entre unos meses y otros no es tan acusada.
Podr´ıamos decir que las ventas de la Categor´ıa 2 son ma´s estables a lo largo del an˜o que
las de la Categor´ıa 1.
Centro A Centro B Centro C Centro D
Mı´nimo 17283.92 10552.62 39320.42 23271.54
Mediana 19880.16 14935.02 47852.82 35070.82
Media 19635.18 15360.05 48609.14 32753.09
Ma´ximo 24315.68 19851.94 66711.15 44649.02
Desviacio´n t´ıpica 1375.07 2253.62 6366.15 4464.54
Cuadro 1.7: Estad´ısticos descriptivos para la Categor´ıa 2
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Informacio´n similar se desprende de los estad´ısticos descriptivos recogidos en la tabla
anterior (Cuadro 1.7).
Los rangos de datos, determinados por los valores mı´nimo y ma´ximo de cada serie, son
mucho ma´s estrechos que los del caso anterior. En comparacio´n con las medias, las desvia-
ciones t´ıpicas toman valores bajos (coeficientes de variacio´n pequen˜os) y, exceptuando el
Centro D, en todas las tiendas la media y la mediana son semejantes. Por todo esto, nos
atrevemos a afirmar que la dispersio´n de las series de la Categor´ıa 2 es moderada. Gracias
a ello, los modelos que ajustaremos sera´n capaces de proporcionar buenas predicciones
aunque no se disponga de tantas observaciones como ser´ıa deseable.
1.4. Conclusiones del ana´lisis descriptivo
Despue´s de realizar este exhaustivo ana´lisis descriptivo hemos llegado a varias conclu-
siones. En primer lugar, consideramos inviable trabajar con modelos para series de ventas
diarias. A nivel de referencia, casi todas las secuencias presentan un periodo de observa-
cio´n muy corto y con interrupciones, lo que hace de su modelado una tarea compleja. Si se
agregan las ventas de todos los productos hasta conseguir series de venta por categor´ıas la
situacio´n no es mucho mejor. Se obtienen series ma´s largas y con pocas discontinuidades
que permiten intuir las pautas anuales. Sin embargo, menos de tres an˜os de datos no es
una cantidad suficiente para que los modelos puedan aprender dichas pautas y hacer pre-
visiones fiables. Quiza´ en el futuro, cuando el histo´rico de datos sea mayor, sera´ posible el
tratamiento de series diarias.
Por otro lado, contamos con datos de venta mensuales recogidos durante ma´s de siete
an˜os en el caso de la Categor´ıa 1 y durante ma´s de cuatro para la Categor´ıa 2. La esta-
cionalidad de las series se detecta de manera mucho ma´s clara y nos encontramos en una
situacio´n mejor que la anterior. Por lo tanto, nos decantamos por la opcio´n de ajustar mo-
delos y hacer predicciones para los datos mensuales. No obstante, la empresa nos pide que
el prono´stico logrado sea, al menos, a nivel de categor´ıa y d´ıa. Por eso, una vez obtenido
el me´todo de previsio´n mensual adecuado, desarrollaremos una te´cnica simple de reparto
en d´ıas.
Por u´ltimo, simplemente queda apuntar que las series analizadas cuentan tanto con
tendencia como con estacionalidad, por lo que los modelos que se utilicen debera´n ser
capaces de recoger estos dos aspectos. Es decir, los modelos debera´n explicar la evolucio´n
global a largo plazo de las ventas y los patrones que se repiten an˜o a an˜o como, por ejemplo,




Modelos de previsio´n mensual
Despue´s de haber observado con detenimiento la forma y caracter´ısticas ma´s relevantes
de los datos, ha llegado el momento de hacer previsiones. Tal y como hemos comentado
en el cap´ıtulo anterior, trataremos ocho series de ventas mensuales correspondientes a
cuatro centros y dos categor´ıas. Para ello se ajustara´n diversos modelos estad´ısticos de
previsio´n. Dado que no existe un modelo que funcione mejor en todos los casos, en lugar
de definir un criterio concreto que seleccione la mejor opcio´n en cada situacio´n, haremos
una combinacio´n de todos los prono´sticos calculados.
Este cap´ıtulo esta´ dedicado al repaso teo´rico de los diferentes me´todos de previsio´n a
utilizar.
2.1. ¿Esquema aditivo o multiplicativo?
Algunos de los me´todos que presentaremos a continuacio´n se basan en que la serie
observada es una combinacio´n de varias componentes: la tendencia, las variaciones esta-
cionales y las variaciones residuales. La pregunta que surge inmediatamente es: ¿Co´mo
actu´an las distintas componentes para que den como resultado los valores de la serie ob-
servada? Existen ba´sicamente dos esquemas de integracio´n de las componentes:
- Esquema aditivo: las componentes se suman y se tiene una expresio´n de la forma
yt = Tt + St + t (2.1)
donde yt es el valor de la serie original y Tt, St y t son, respectivamente, la compo-
nente tendencial, la estacional y la residual en el instante t.
- Esquema multiplicativo: las componentes se multiplican dando lugar a la fo´rmula
yt = Tt × St × t (2.2)
donde se ha utilizado la misma notacio´n que antes.
La versio´n aditiva asume que los efectos estacionales son constantes y no dependen
del nivel medio de la serie. Por el contrario, la versio´n multiplicativa supone que las
componentes estacionales var´ıan en funcio´n del nivel medio local desestacionalizado. Dicho
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de otro modo, las fluctuaciones estacionales crecen (o decrecen) proporcionalmente con el
crecimiento (o decrecimiento) del nivel medio de la serie.
Por ejemplo, sabemos que las ventas de la Categor´ıa 1 aumentan en diciembre debido
al efecto de la Navidad. Si el incremento fuera de, pongamos, 1500 euros independiente-
mente de lo que se venda durante el resto del an˜o, nos encontrar´ıamos ante un esquema
aditivo. Si, por el contrario, determinamos que las ventas se incrementan en un 250 %
sobre el promedio mensual el esquema ser´ıa multiplicativo. En este segundo caso, cuando
las ventas sean generalmente bajas el crecimiento absoluto (en euros) de diciembre sera´ re-
lativamente pequen˜o. Del mismo modo, cuando las ventas sean altas el pico de diciembre
sera´ proporcionalmente mayor.
Notar que tomando logaritmos en la variable de intere´s, un modelo aditivo equivale a
un modelo multiplicativo de la serie original. En efecto,
ln yt = Tt + St + t ⇐⇒ yt = T˜t × S˜t × ˜t (2.3)
donde T˜t = eTt , S˜t = eSt y ˜t = et .
En principio, con nuestras series parece ma´s plausible un esquema multiplicativo. Si a
causa de la crisis las ventas han registrado un descenso a lo largo del an˜o, es lo´gico esperar
que el incremento de diciembre no alcance, en te´rminos absolutos, cotas tan altas como
en an˜os de bonanza econo´mica.
Aparte del sentido comu´n existe un me´todo anal´ıtico que permite distinguir entre
ambos esquemas. Esta te´cnica se llama me´todo de las diferencias y cocientes es-
tacionales y la aplicaremos a nuestras series para comprobar bajo que´ supuesto nos
encontramos.
En primer lugar, veamos que´ entendemos por diferencia y cociente estacional.
La diferencia estacional se define como la diferencia entre los datos de un mismo
mes en dos an˜os consecutivos. Se denota por dt.
dt = yt − yt−12 (2.4)
Ana´logamente, el cociente estacional es la divisio´n entre los datos de un mismo mes





Los pasos a seguir para aplicar este me´todo son los siguientes:
1. Se calculan todas las diferencias y cocientes estacionales. Evidentemente, en este
ca´lculo se perdera´n las observaciones correspondientes a un an˜o.








Si CV (d) < CV (c) se elige el esquema aditivo.
Si CV (d) ≥ CV (c) se elige el esquema multiplicativo.
La obtencio´n de las diferencias estacionales equivale a tomar la serie de incrementos
interanuales. Los cocientes estacionales, sin embargo, tienen ma´s relacio´n con la serie de
crecimiento. Por lo tanto, lo que impl´ıcitamente se esta´ diciendo es que si el crecimiento
interanual tiene mayor variabilidad que la serie de incrementos, se estar´ıa dando una
asociacio´n aditiva entre tendencia y estacionalidad. Si sucediera lo contrario ser´ıa ma´s
acertada la hipo´tesis multiplicativa.
Mediante este procedimiento vamos a comprobar en cua´l de las dos situaciones se
encuentra cada una de nuestras series. En el Cuadro 2.1 se muestran los coeficientes de
variacio´n de los conjuntos de diferencias y cocientes estacionales para todos los centros y
categor´ıas.
Categor´ıa 1 Categor´ıa 2
A B C D A B C D
CV (d) 10.64 6.75 27.01 1.54 3.27 1.35 1.14 2.28
CV (c) 0.24 0.26 0.24 0.25 0.07 0.09 0.07 0.11
Cuadro 2.1: Coeficientes de variacio´n de las diferencias y cocientes estacionales
A la vista de los resultados esta´ claro que en todos los casos es ma´s adecuado el
esquema multiplicativo ya que los coeficientes de variacio´n de los cocientes estacionales
son siempre menores que los de las diferencias. As´ı pues, hemos demostrado que nuestra
intuicio´n estaba en lo cierto.
2.2. Me´todo de Holt-Winters
El me´todo de Holt-Winters forma parte de la familia de te´cnicas de alisado exponencial
y esta´ indicado para aquellas series que presentan tendencia y estacionalidad. En este tipo
de te´cnicas se hace uso de datos histo´ricos para obtener una nueva serie ma´s suave a partir
de la cual se hace la previsio´n. Se toman en consideracio´n todos los datos previos al periodo
de previsio´n disponibles, aunque se les otorgan pesos decrecientes exponencialmente a
medida que se distancian de dicho periodo.
Una de las ventajas del alisado exponencial radica en que se define mediante recurren-
cias muy simples, de manera que se facilitan los ca´lculos y se reducen los requerimientos
de almacenamiento de datos, lo cual cobra mucha importancia cuando se trabaja con un
volumen de series elevado.
Las te´cnicas de alisado exponencial se basan en la actualizacio´n, para cada periodo, de
hasta tres para´metros:
- nivel medio (alisado simple)
- nivel medio y tendencia (me´todo de Holt)
- nivel medio, tendencia y estacionalidad (me´todo de Holt-Winters)
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En el cap´ıtulo dedicado a la descripcio´n de los datos vimos que nuestras series pueden
contener tanto tendencia como estacionalidad. Por eso, nos hemos decantado por tratarlas
con el me´todo de Holt-Winters. No obstante, Gardner y Dannenbring [7] apuntaron que
el uso de me´todos que contemplan la tendencia no incrementa excesivamente el error de
previsio´n cuando e´sta no existe. Del mismo modo, Groff [8] indico´ que la inclusio´n de
un te´rmino estacional so´lo reduce levemente la precisio´n de la prediccio´n cuando esta
componente no esta´ presente en realidad.
2.2.1. Formulacio´n
El me´todo de Holt-Winters tiene dos variantes en funcio´n de si la serie ante la que nos
encontramos presenta un esquema aditivo o multiplicativo. En el apartado 2.1 vimos que
todas nuestras series siguen un patro´n multiplicativo, por lo que u´nicamente desarrollare-
mos la formulacio´n correspondiente a ese caso.
Para comenzar vamos a aclarar la notacio´n que utilizaremos.
yt ventas registradas en el periodo t
yˆt+k|t previsio´n de ventas para el periodo t+ k basada en datos hasta t
Lt nivel medio desestacionalizado de la serie en el periodo t
Tt tendencia de la serie en el periodo t, es decir, incremento o decremento del
nivel medio desestacionalizado durante un periodo
St componente estacional en el periodo t
Cuando se dispone de una nueva observacio´n los tres te´rminos que intervienen (Lt,
Tt y St) se actualizan de forma iterativa mediante alisado exponencial. Las ecuaciones de




+ (1− α)(Lt−1 + Tt−1) (2.6)




+ (1− γ)St−12 (2.8)
donde 0 < α, β, γ < 1.
La primera ecuacio´n proporciona un valor para el nivel medio en el momento t, tomando
el dato yt corregido de estacionalidad y combina´ndolo con la suma entre el nivel medio y
el incremento (o decremento) esperados para el mes inmediatamente anterior.
Mediante la fo´rmula 2.7 se aproxima el valor de la tendencia en t tomando por un lado
la diferencia entre los niveles medios en t y t− 1 y, por otro, el valor de la tendencia en el
periodo anterior.
Por u´ltimo, la tercera ecuacio´n combina un acercamiento al efecto estacional en el mes
t, que se consigue dividiendo el valor de la serie por la estimacio´n del nivel medio, con el
valor del factor estacional del mismo periodo del an˜o anterior.
Entonces, la prediccio´n de ventas realizada en el mes t a k meses vista se calcula como
yˆt+k|t = (Lt + Ttk)St+k−12 (2.9)
Antes de aplicar el me´todo es necesario definir el valor inicial de cada una de las tres
componentes, as´ı como las constantes α, β y γ. Abordaremos estas cuestiones en el cap´ıtulo
dedicado a la implementacio´n.
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2.3. Modelo estructural ba´sico
El modelo estructural ba´sico (BSM por sus iniciales en ingle´s) es un caso particular de
los modelos en espacio de estado. A trave´s del BSM los datos se modelizan como una suma
de componentes claramente diferenciadas. A pesar de no ser directamente observables,
estas componentes tienen significado y son fa´cilmente interpretables ya que representan,
por ejemplo, la tendencia o la estacionalidad de la serie.
Aparte de la interpretabilidad, el modelo estructural cuenta con otras ventajas entre
las que destaca el hecho de que disponga de pocos para´metros y sea relativamente sencillo
de estimar usando las ecuaciones recursivas del filtro de Kalman. Gracias a ello, el BSM
es una herramienta muy u´til de cara a tratar series para las que identificar un modelo
ARIMA sea dif´ıcil o implique la necesidad de una gran cantidad de para´metros.
2.3.1. Recordatorio de los modelos en espacio de estado
En este apartado haremos un breve repaso a la formulacio´n de los modelos en espacio
de estado que nos servira´ para sentar las bases sobre las que construiremos el modelo
estructural ba´sico que nos interesa.
La formulacio´n en espacio de estado asume que la variable de intere´s yt se puede expre-
sar como combinacio´n lineal de ciertas variables aleatorias no necesariamente observables
X1,t, X2,t, . . . , Xd,t.
yt = h1X1,t + h2X2,t + · · ·+ hdXd,t + t (2.10)
Las variables X1,t, X2,t, . . . , Xd,t se denominan variables de estado y t es una fluctua-
cio´n aleatoria que introduce mayor flexibilidad en el modelo. La ecuacio´n 2.10 se puede
escribir en forma matricial como sigue:
yt = HXt + t (2.11)
donde H es un vector fila d-dimensional, Xt una serie temporal multivariante cuyas com-
ponentes son las variables X1,t, X2,t, . . . , Xd,t y los t son independientes e ide´nticamente
distribuidos segu´n una normal de media cero y varianza σ2 , es decir, t ∼ N(0, σ).
Esta expresio´n es conocida como ecuacio´n de observacio´n.
Supongamos ahora que las variables de estado en el instante t,Xt, dependen del estado
en el instante anterior Xt−1. Podr´ıamos escribir
Xt = FXt−1 (2.12)
siendo F una matriz de para´metros de dimensio´n d× d.
De nuevo, para permitir mayor flexibilidad, se an˜ade a la ecuacio´n 2.12 un te´rmino
aleatorio ηt de modo que se obtiene la ecuacio´n de transicio´n
Xt = FXt−1 + ηt (2.13)
donde ηt se distribuye segu´n una normal multivariante d-dimensional con media cero y
matriz de varianzas-covarianzas Σt.
Generalmente se asume que, para todos los instantes de tiempo, los errores de las
ecuaciones de observacio´n y transicio´n esta´n incorrelados entre s´ı.
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Las ecuaciones 2.11 y 2.13 forman conjuntamente el siguiente modelo en espacio de
estado.
yt = HXt + t ecuacio´n de observacio´n
Xt = FXt−1 + ηt ecuacio´n de transicio´n
(2.14)
En resumidas cuentas, la ecuacio´n de observacio´n supone que lo que observamos, yt, es
una funcio´n lineal de las variables X1,t, X2,t, . . . , Xd,t, en general no observables, distorsio-
nadas por el ruido t. La ecuacio´n de transicio´n, en cambio, describe co´mo evoluciona el
vector de estado Xt, que recoge las magnitudes que determinan la situacio´n del sistema.
2.3.2. El filtro de Kalman
Una vez disen˜ado el modelo en espacio de estado apropiado para el problema que nos
ocupe, dos de los objetivos principales son hacer estimaciones del vector de estado Xt
y predecir los valores futuros de la variable yt. El filtro de Kalman es un procedimiento
recursivo que permite hallar una estimacio´n o´ptima del estado en el instante t basada en la
informacio´n recogida en las observaciones y1, . . . , yt. Daremos a continuacio´n una pequen˜a
explicacio´n sobre el funcionamiento del filtro de Kalman para el modelo en espacio de
estado general descrito por 2.14. Los detalles se pueden consultar, entre otros, en los libros
de Hamilton [9] y Harvey [10].
Si se conoce la forma exacta del modelo, incluido el valor exacto del vector de estado
actual, las ecuaciones de observacio´n y transicio´n sugieren que
yˆt+1|t = HXt+1 = HFXt (2.15)
En la pra´ctica, el valor exacto de Xt sera´ desconocido y debera´ ser estimado a partir
de los datos disponibles hasta el momento t, de manera que se tomara´
yˆt+1|t = HFXˆt (2.16)
Por lo tanto, el ca´lculo de previsiones recae en la capacidad de conseguir buenas esti-
maciones del estado actual Xt. Una propiedad importante de los modelos en espacio de
estado consiste en que dicha cantidad se puede obtener por medio de las fo´rmulas de ac-
tualizacio´n del filtro de Kalman a medida que van llegando nuevas observaciones. Adema´s,
este me´todo buscara´ obtener la estimacio´n de manera que se minimice el error cuadra´tico
medio, definiendo el error como la diferencia entre el valor real del estado y la estimacio´n:
et =Xt − Xˆt (2.17)
El filtro de Kalman tambie´n dara´ estimaciones de la matriz de varianzas-covarianzas
de Xˆt, denotada por Pt.
Generalmente, el filtro de Kalman se aplica en dos pasos. Supongamos que se tiene
una estimacio´n de Xt−1 basada en datos hasta el instante t− 1, Xˆt−1|t−1, junto con una
estimacio´n de su matriz de varianzas-covarianzas Pt−1. El primer paso, llamado paso de
prediccio´n, consiste en predecir Xt usando datos hasta t − 1. Para ello, basta utilizar la
siguiente fo´rmula:
Xˆt|t−1 = FXˆt−1|t−1 (2.18)
30
Se puede demostrar que la matriz de varianzas-covarianzas de esta estimacio´n es
Pt|t−1 = FPt−1|t−1F ′ + Σt (2.19)
donde se ha usado la misma notacio´n que en el apartado anterior.
Cuando, en el instante t, llega una nueva observacio´n yt, se lleva a cabo el segundo
paso del filtro de Kalman, conocido como paso de actualizacio´n. Las fo´rmulas necesarias
en este paso son
Xˆt|t = Xˆt|t−1 +Kt(yt −HXˆt|t−1) (2.20)
Pt|t = Pt|t−1 −KtHPt|t−1 (2.21)
donde Kt = Pt|t−1H(HPt|t−1H ′ + σ2 )
−1 se llama matriz de ganancia de Kalman.
Como su propio nombre indica, el filtro de Kalman fue inicialmente pensado para
el “filtrado” de datos, es decir, para obtener estimaciones de cantidades asociadas a las
observacio´n ma´s reciente. No obstante, tambie´n puede ser utilizado con fines predictivos tal
y como hemos visto al principio, o de alisado, lo cual implica estimar cantidades asociadas a
observaciones del pasado para, por ejemplo, hacer una aproximacio´n de los datos faltantes.
2.3.3. Formulacio´n del modelo estructural ba´sico
Partiendo del modelo 2.14 es inmediato definir el modelo estructural ba´sico. Como
adelanta´bamos antes, las variables de estado sera´n no observables pero interpretables.
La ecuacio´n de observacio´n estara´ constituida por tres te´rminos: el nivel, la componente
estacional y la componente irregular, denotadas por µt, γt y t, respectivamente.
yt = µt + γt + t con t ∼ N(0, σ) (2.22)
Por un lado, dado que suponemos una tendencia lineal, en la ecuacio´n de transicio´n del
nivel µt entrara´ en juego una nueva variable βt que indicara´ la pendiente de la tendencia.
Por otro, una manera de modelizar la componente estacional es tomar una variable para
cada periodo y exigir que sumen cero. Asimismo, consideraremos que el efecto estacional
es fijo para cada mes del an˜o de modo que γt = γt−12. Teniendo en cuenta todo esto, las
ecuaciones de transicio´n de nuestro BSM quedan como sigue.
µt = µt−1 + βt−1 + ηt (2.23)




γt−i + ωt (2.25)
donde ηt, ζt y ωt esta´n mutuamente incorrelados y son ruidos blancos con varianzas σ2η,
σ2ζ y σ
2
ω, respectivamente. El efecto de ηt es permitir que el nivel de la tendencia oscile,
mientras que ζt permite cambios en la pendiente.
Escribiendo expl´ıcitamente las matrices vemos que la forma del modelo estructural
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ba´sico es exactamente la del modelo 2.14 que se ha presentado en el apartado anterior.
























1 1 0 0 · · · 0 0
0 1 0 0 · · · 0 0
0 0 −1 −1 · · · −1 −1
0 0 1 0 · · · 0 0


































Una vez construido el modelo se puede proceder a la previsio´n haciendo uso del filtro
de Kalman explicado en 2.3.2.
A la hora de programar el modelo deberemos tener en cuenta que esta´ definido en
te´rminos aditivos, mientras que en 2.1 vimos que las series con las que vamos a trabajar
presentan un esquema multiplicativo. Para salvar este pequen˜o obsta´culo basta tomar
logaritmos en las variables originales de forma que en lugar de ajustar el modelo estructural
a las ventas mensuales se lo ajustaremos a su logaritmo.
2.4. Modelos ARIMA
La familia de modelos ARIMA (AutoRegressive Integrated Moving Average), tambie´n
conocidos como modelos de Box-Jenkins, juegan un papel importante en el campo de las
series temporales. Son capaces de recoger la tendencia y la estacionalidad de los datos
pero, a diferencia del me´todo de Holt-Winters y de los modelos estructurales, su filosof´ıa
no se basa en la descomposicio´n de las series en tales factores.
Dedicaremos esta seccio´n a dar algunas pinceladas sobre el funcionamiento de los
modelos ARIMA pero no entraremos en muchos detalles teo´ricos ya que se abrir´ıa un
campo de estudio demasiado extenso para los objetivos de este trabajo.
2.4.1. Algunos conceptos previos
Para comenzar, deben aclararse algunos te´rminos o conceptos que se usara´n a la hora
de definir los modelos ARIMA.
Se dice que un proceso es estacionario cuando los datos fluctu´an alrededor de una
media constante y el grado de dispersio´n no var´ıa en el tiempo. Ma´s formalmente, diremos
que la serie yt es estacionaria si:
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1. La media es constante en el tiempo.
E[yt] = µ ∀t (2.28)
2. La covarianza entre yt e yt+k no depende del tiempo t.
Cov[yt, yt+k] = E[(yt − µ)(yt+k − µ)] = γk ∀t (2.29)
Este tipo de covarianza se llama autocovarianza y los coeficientes {γ0, γ1, . . .} constitu-
yen lo que se denomina funcio´n de autocovarianza. A menudo, la funcio´n de autocovarianza




k = 0, 1, . . . (2.30)
donde γ0 = Cov[yt, yt] = V ar[yt]. En procesos estacionarios ρk mide la correlacio´n entre
yt e yt+k.
El operador retardo, B, aplicado a un valor de una serie, desfasa ese valor en un periodo.
Es decir:
Byt = yt−1 (2.31)
Obviamente, el efecto de aplicarlo sucesivamente s veces desfasa s periodos el valor de la
serie.
Bsyt = yt−s (2.32)
El operador diferencia de orden 1 se define como:
∇yt = (1−B)yt = yt − yt−1 (2.33)
En general, una diferencia de orden d se puede escribir como:
∇dyt = (1−B)dyt (2.34)
2.4.2. Formulacio´n de un modelo ARIMA
En lugar de dar directamente la formulacio´n de los modelos ARIMA iremos definiendo
diferentes procesos que nos ira´n conduciendo a ellos poco a poco y de manera ma´s clara.
Modelos autorregresivos (AR)
En algunas ocasiones se pretende predecir el comportamiento de una variable y en
un momento t a partir de los valores que tomo´ en instantes de tiempo pasados, yt−1,
yt−2, . . . Adema´s, puesto que en el comportamiento de una variable tambie´n influyen otros
aspectos, debera´ incluirse en la relacio´n un te´rmino de error Zt. Si consideramos que esta
relacio´n es lineal estaremos construyendo un proceso autorregresivo.
Formalmente, se dice que una serie temporal yt es un proceso autorregresivo de orden
p, AR(p), si es una suma ponderada de los p valores pasados yt−1, . . . , yt−p y un te´rmino
de error Zt. Es decir,
yt = φ1yt−1 + · · ·+ φpyt−p + Zt (2.35)
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donde Zt es un proceso puramente aleatorio de media cero y varianza σ2Z . Usando el
operador retardo, B, 2.35 se escribe:
φp(B)yt = Zt (2.36)
donde φp(B) = 1− φ1B − φ2B2 − · · · − φpBp es un polinomio en B de orden p.
Se demuestra que el proceso es estacionario si las raices de φp(B) se encuentran fuera
del c´ırculo unidad.
Modelos de medias mo´viles (MA)
Una alternativa de modelizacio´n pasa por tratar de explicar el comportamiento de yt
no en funcio´n de los valores que tomo´ en el pasado sino a trave´s de los errores cometidos
al estimar el valor de la variable en periodos anteriores. Ello da lugar a los modelos de
medias mo´viles.
Formalmente, una serie temporal yt se dice que es un proceso de medias mo´viles de
orden q, MA(q), si es una suma ponderada de los u´ltimos q errores. Su fo´rmula es:
yt = Zt + θ1Zt−1 + · · ·+ θqZt−q (2.37)
donde Zt es un proceso puramente aleatorio de media cero y varianza constante σ2Z . De
nuevo, usando el operador retardo obtenemos:
yt = θq(B)Zt (2.38)
con θq(B) = 1 + θ1B + · · ·+ θq(B) un polinomio en B de orden q.
Modelos autorregresivos de medias mo´viles (ARMA)
Evidentemente, los modelos AR se pueden combinar con los modelos MA para formar
una familia de modelos de series temporales ma´s general y, por consiguiente, ma´s u´til.
Estos nuevos modelos se llaman modelos autorregresivos de medias mo´viles y en ellos la
variable yt queda explicada en funcio´n de los valores que tomo´ en periodos anteriores y de
los errores cometidos en la estimacio´n. Una expresio´n general de un modelo ARMA(p, q)
ser´ıa:
yt = φ1yt−1 + · · ·+ φpyt−p + Zt + θ1Zt−1 + · · ·+ θqZt−q (2.39)
o, equivalentemente,
φp(B)yt = θq(B)Zt (2.40)
donde φp(B), θq(B) y Zt se definen como antes.
Para que las estimaciones de los para´metros de un modelo ARMA tengan las pro-
piedades estad´ısticas adecuadas, es necesario que la serie muestral que se utilice para la
estimacio´n sea estacionaria.
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Modelos autorregresivos integrados de medias mo´viles (ARIMA)
Desafortunadamente, es muy comu´n encontrar series no estacionarias a las que no se
les puede ajustar directamente un modelo ARMA. No obstante, existen maneras sencillas
de convertir en estacionaria una serie que no lo es.
Si el problema es que la serie presenta heterocedasticidad, es decir, las oscilaciones
alrededor de la media no son semejantes en distintos momentos de tiempo, la toma de
logaritmos suele ser una solucio´n satisfactoria. En efecto, el tomar logaritmos tiene la
importante propiedad de disminuir la variabilidad de la serie manteniendo su patro´n de
comportamiento. Por supuesto, existen otro tipo de transformaciones que reducen la he-
terocedasticidad pero, sin duda, el logaritmo es la ma´s utilizada.
Otra causa de no estacionariedad es que la serie tenga tendencia. En tal caso, conviene
diferenciar la serie tantas veces como haga falta hasta conseguir que la media sea constante.
En la mayor´ıa de los casos una o dos diferenciaciones suelen ser suficientes.
Una vez que la serie haya sido transformada y/o diferenciada hasta conseguir que
sea estacionaria, ya se le puede ajustar un modelo ARMA(p, q). Pues bien, un modelo
ARIMA(p, d, q) no es ma´s que un modelo ARMA(p, q) aplicado a una serie que ha si-
do diferenciada d veces para eliminar la tendencia. As´ı pues, la expresio´n 2.40 se puede
generalizar dando lugar a:
φp(B)(1−B)dyt = θq(B)Zt (2.41)
donde φp(B), θq(B) y Zt se definen como antes y d indica el nu´mero de veces que la serie
ha sido diferenciada para conseguir la estacionariedad.
Si, adema´s, los datos presentan estacionalidad, no so´lo habra´ que modelizar la parte
regular (no estacional) sino que habra´ que tratar tambie´n la componente estacional. De-
bemos tener en cuenta que esta u´ltima tambie´n puede presentar tendencia y que, por lo
tanto, la serie puede precisar una o varias diferenciaciones de orden estacional. Entonces,
un modelo con o´rdenes (p, d, q) en la parte regular y (P,D,Q) en la estacional se denota
por ARIMA(p, d, q)(P,D,Q)s y se formula del modo siguiente:
φp(B)ΦP (Bs)(1−B)d(1−Bs)Dyt = θq(B)ΘQ(Bs)Zt (2.42)
donde ΦP (Bs) y ΘQ(Bs) son polinomios en Bs de orden P y Q, respectivamente y s es el
orden de la estacionalidad. En el caso de datos mensuales sera´ s = 12.
En los modelos ARIMA se puede incluir tambie´n un te´rmino constante c y quedar´ıa:
φp(B)ΦP (Bs)(1−B)d(1−Bs)Dyt = c+ θq(B)ΘQ(Bs)Zt (2.43)
2.4.3. Identificacio´n del modelo
Uno de los pasos ma´s importantes al ajustar un modelo ARIMA(p, d, q)(P,D,Q)s es la
seleccio´n de los o´rdenes p, q, P y Q. Habitualmente, la eleccio´n se realiza examinando con
detenimiento las funciones de autocorrelacio´n (ACF) y autocorrelacio´n parcial (PACF) y
detectando para que´ retardos estas funciones toman valores significativamente distintos
de cero.
El mayor inconveniente de este procedimiento es que requiere la participacio´n del
analista. Recordemos que el objetivo de este proyecto es desarrollar un me´todo de previsio´n
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para todos los productos de una gran cadena de supermercados e hipermercados, por lo
que sera´n miles las series a tratar. Esta´ claro que en casos como e´ste la participacio´n
del analista debe ser mı´nima y la eleccio´n de los o´rdenes se tiene que hacer de forma
automa´tica, sin recurrir al estudio detallado de las gra´ficas del ACF y del PACF. En el
cap´ıtulo dedicado a la implementacio´n abordaremos esta cuestio´n con ma´s profundidad.
2.4.4. Estimacio´n de los para´metros
Tras elegir cua´les sera´n los o´rdenes (p, d, q, P , D, Q) del modelo que ajustara´ la serie
hay que proceder a la estimacio´n de los para´metros AR y MA tanto de la parte regular
como de la estacional (φ1, . . . , φp, Φ1, . . . ,ΦP , θ1, . . . , θq, Θ1, . . . ,ΘQ).
La estimacio´n se hara´ por ma´xima verosimilitud. Recordamos que la verosimilitud de
un conjunto de datos asociada a un modelo es proporcional a la probabilidad de obtener
esos datos dado el modelo. Es decir, mide la posibilidad de observar la muestra actual
para un conjunto particular de para´metros del modelo. Como su propio nombre indica el
me´todo de ma´xima verosimilitud consiste en encontrar los valores de los para´metros que
maximizan esta cantidad.
Generalmente, los programas que ajustan modelos ARIMA encuentran automa´tica-
mente estimaciones iniciales para los para´metros y, luego, los van mejorando recursiva-
mente hasta encontrar los valores o´ptimos segu´n el criterio de ma´xima verosimilitud.
2.5. Combinacio´n de previsiones
A trave´s de los me´todos descritos, se obtienen tres previsiones para cada una de las
series pero, obviamente, no hay un me´todo que funcione mejor que el resto en todos los
casos. Existen multitud de medidas que permiten cuantificar la precisio´n de prediccio´n de
los modelos. Algunas de ellas son, por ejemplo, el error absoluto medio (EAM), el error
cuadra´tico medio (ECM) o el error porcentual absoluto medio (EPAM).
Sin embargo, si se evalu´an diversos me´todos en base a las distintas medidas de pre-
cisio´n es normal que el resultado sea diferente segu´n la medida utilizada. Por ejemplo,
supongamos que disponemos de previsiones realizadas usando tres modelos A, B y C. Es
posible que segu´n el ECM el mejor de ellos sea el modelo B mientras que con el EPAM
sea el C. En tal caso, ¿cua´l de los modelos se deber´ıa tomar como definitivo? No existe
una respuesta determinante a esta cuestio´n.
Con el fin de evitar situaciones como e´sta, una posible alternativa es hacer una combi-
nacio´n de predicciones. Muchos estudios emp´ıricos (recogidos en la revisio´n de Clemen [6])
concluyen que la combinacio´n de previsiones procedentes de varios me´todos da como re-
sultado una previsio´n ma´s precisa que la hallada con cada uno de ellos por separado.
Asimismo, la incertidumbre (o taman˜o de los errores de prediccio´n) de los prono´sticos
combinados suele ser considerablemente menor que la de los modelos tomados de forma in-
dependiente. Por eso, tras calcular las previsiones con los distintos me´todos (Holt-Winters,
BSM y ARIMA) las combinaremos dando lugar al prono´stico de venta mensual definitivo.
Desde finales de la de´cada de los 60 se ha trabajado mucho en la combinacio´n de
previsiones tanto en el aspecto teo´rico como en el experimental. Algunos de los me´todos
que se han estudiado son muy simples y no van ma´s alla´ de hacer la media aritme´tica o
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una media ponderada de los diferentes prono´sticos. Pero otros cuentan con un grado de
complejidad superior: hay me´todos basados en las varianzas y covarianzas de los errores
de previsio´n, te´cnicas bayesianas, regresiones tomando como variables independientes las
previsiones segu´n los diversos modelos en las que se debe tener en cuenta el problema de la
colinealidad, etc. Sin embargo, no hay evidencia de que los procedimientos ma´s sofisticados
conduzcan a mejores resultados.
Puesto que el objetivo de este proyecto no es entrar en los detalles de la combinacio´n de
previsiones y ya que un ana´lisis ma´s exhaustivo no asegurar´ıa predicciones ma´s acertadas,
hemos optado por hacer la combinacio´n a trave´s de una media ponderada.
Si yt es la observacio´n en el instante t e yˆt|t−1 es la prediccio´n para el mismo periodo
calculada con datos hasta t− 1, se define el error de previsio´n a un paso como:
et = yt − yˆt|t−1 (2.44)
Disponiendo de observaciones y previsiones para n periodos de tiempo, una de las






e2t o su ra´ız cuadrada RECM =
√
ECM (2.45)
Nuesto me´todo de combinacio´n consistira´ en hacer una media ponderada en la que
se dara´ mayor peso a las previsiones procedentes de los modelos que hayan dado mejores
resultados en el pasado, es decir, los de menor error cuadra´tico medio. Por tanto, la
expresio´n para la previsio´n de venta mensual definitiva sera´ la siguiente:









t|t−1 denotan las previsiones para el periodo t obtenidas con el
me´todo de Holt-Winters, el modelo estructural y el modelo ARIMA, respectivamente, y












Reparto en d´ıas de la previsio´n
mensual
Aplicando el procedimiento descrito en el cap´ıtulo anterior se ha conseguido calcular
una previsio´n mensual para cada centro y categor´ıa de productos. No obstante, Eroski
necesita una previsio´n a nivel de d´ıa. Por lo tanto, lo que haremos sera´ repartir la previsio´n
mensual en los d´ıas laborables del mes en cuestio´n. Para ello utilizaremos los datos diarios
de los meses ana´logos al de estudio en los an˜os anteriores.
La metodolog´ıa de distribucio´n en d´ıas de la prediccio´n no requiere un histo´rico de
datos tan largo como las te´cnicas de series temporales. De hecho, el reparto podr´ıa hacerse
incluso con los datos diarios de un u´nico an˜o. Sin embargo, para reducir la sensibilidad del
me´todo ante los efectos fin de semana y ciertos eventos extran˜os como huelgas, grandes
ofertas, sucesos meteorolo´gicos importantes, etc. conviene contar con tantos an˜os como
sea posible.
Hemos dicho que la empresa solicita previsiones diarias pero es obvio que el descenso
a nivel de d´ıa conlleva un fuerte incremento de la incertidumbre y, por consiguiente, se
hace mucho ma´s complicado el acierto en los prono´sticos. Adema´s, los responsables de
Eroski dicen que, hasta cierto punto, son admisibles errores elevados en las predicciones
diarias siempre y cuando la previsio´n total para un grupo de d´ıas determinado (sema-
nas completas, v´ısperas de festividades importantes,. . . ) sea buena. Por eso, el reparto en
d´ıas constara´ de dos fases: el reparto en semanas o grupos de d´ıas especiales y la distri-
bucio´n diaria dentro del grupo. Se dara´ un tratamiento especial a los meses de marzo,
abril y diciembre por contener periodos de grandes volu´menes de ventas (Semana Santa y
Navidad).
3.1. Reparto en semanas o grupos de d´ıas especiales
Para proceder al reparto de la previsio´n mensual en grupos de d´ıas, lo primero que hay
que hacer es definir con cierto criterio los grupos que puedan tener un comportamiento
similar dentro del mes a lo largo de todos lo an˜os. Se distinguen tres casos:
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Meses que no contienen fiestas relevantes (Semana Santa ni Navidad)
En los meses que no este´n afectados por la Semana Santa o la Navidad los grupos
de d´ıas sera´n de semanas completas. Al tomar conjuntos de 7 d´ıas se asegura que
siempre haya un u´nico lunes, un u´nico martes, etc., de modo que la proporcio´n de
ventas del grupo respecto al total mensual no se vera´ afectada por un posible efecto
fin de semana.
Obviamente, al final del mes quedara´n d´ıas sueltos que sera´n tratados como otro
grupo independiente. La agrupacio´n de un mes determinado sera´ independiente de
la agrupacio´n del mes anterior o posterior. Es decir, no existira´ ningu´n grupo que
contenga d´ıas de dos meses diferentes.
Marzo y abril
Los meses de marzo y abril requieren un tratamiento especial porque contienen la
Semana Santa que, al ser una fiesta mo´vil, no siempre cae en los mismos d´ıas del
mes pero s´ı en los mismos d´ıas de la semana.
Para distribuir los grupos de marzo y abril primero se identifica el conjunto afectado
por la Semana Santa, que comprendera´ ocho d´ıas: desde el martes anterior a Jueves
Santo hasta el martes posterior al Lunes de Pascua, ambos incluidos. El resto de los
d´ıas se separara´ en semanas completas como si se tratase de periodos normales.
De nuevo, pueden quedar d´ıas sueltos justo antes de la Semana Santa y/o a final de
mes. En tal caso, se procedera´ igual que con los u´ltimos d´ıas de los meses comunes.
Diciembre
Diciembre es un mes muy distinto al resto porque esta´ repleto de fiestas que implican
importantes incrementos en las ventas. Por eso, el reparto en conjuntos de d´ıas se
hace de manera particular. Se distinguen varios grupos de d´ıas especiales:
- Cuatro d´ıas del puente de la Inmaculada y la Constitucio´n (incluye el 7 de
diciembre y dos d´ıas laborables antes y otro despue´s del puente).
- Tres d´ıas laborables antes de Nochebuena.
- Tres d´ıas laborables antes de Nochevieja.
- Fin de semana anterior a Nochebuena.
- Dı´as entre Navidad y los especiales de Nochevieja.
- Dı´as anteriores al puente (principio de mes).
- Resto
Por ejemplo, para el an˜o 2008 los grupos de d´ıas quedar´ıan de la siguiente manera:
ENERO 2008
Lun. Mar. Mie. Jue. Vie. Sab Dom.
1 2 3 4 5 6
7 8 9 10 11 12 13
14 15 16 17 18 19 20
21 22 23 24 25 26 27
28 29 30 31
FEBRERO 2008
Lun. Mar. Mie. Jue. Vie. Sab Dom.
1 2 3
4 5 6 7 8 9 10
11 12 13 14 15 16 17
18 19 20 21 22 23 24
25 26 27 28 29
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MARZO 2008
Lun. Mar. Mie. Jue. Vie. Sab Dom.
1 2
3 4 5 6 7 8 9
10 11 12 13 14 15 16
17 18 19 20 21 22 23
24 25 26 27 28 29 30
31
ABRIL 2008
Lun. Mar. Mie. Jue. Vie. Sab Dom.
1 2 3 4 5 6
7 8 9 10 11 12 13
14 15 16 17 18 19 20
21 22 23 24 25 26 27
28 29 30
MAYO 2008
Lun. Mar. Mie. Jue. Vie. Sab Dom.
1 2 3 4
5 6 7 8 9 10 11
12 13 14 15 16 17 18
19 20 21 22 23 24 25
26 27 28 29 30 31
JUNIO 2008
Lun. Mar. Mie. Jue. Vie. Sab Dom.
1
2 3 4 5 6 7 8
9 10 11 12 13 14 15
16 17 18 19 20 21 22
23 24 25 26 27 28 29
30
JULIO 2008
Lun. Mar. Mie. Jue. Vie. Sab Dom.
1 2 3 4 5 6
7 8 9 10 11 12 13
14 15 16 17 18 19 20
21 22 23 24 25 26 27
28 29 30 31
AGOSTO 2008
Lun. Mar. Mie. Jue. Vie. Sab Dom.
1 2 3
4 5 6 7 8 9 10
11 12 13 14 15 16 17
18 19 20 21 22 23 24
25 26 27 28 29 30 31
SEPTIEMBRE 2008
Lun. Mar. Mie. Jue. Vie. Sab Dom.
1 2 3 4 5 6 7
8 9 10 11 12 13 14
15 16 17 18 19 20 21
22 23 24 25 26 27 28
29 30
OCTUBRE 2008
Lun. Mar. Mie. Jue. Vie. Sab Dom.
1 2 3 4 5
6 7 8 9 10 11 12
13 14 15 16 17 18 19
20 21 22 23 24 25 26
27 28 29 30 31
NOVIEMBRE 2008
Lun. Mar. Mie. Jue. Vie. Sab Dom.
1 2
3 4 5 6 7 8 9
10 11 12 13 14 15 16
17 18 19 20 21 22 23
24 25 26 27 28 29 30
DICIEMBRE 2008
Lun. Mar. Mie. Jue. Vie. Sab Dom.
1 2 3 4 5 6 7
8 9 10 11 12 13 14
15 16 17 18 19 20 21
22 23 24 25 26 27 28
29 30 31
Cuando los grupos de d´ıas hayan sido creados hay que identificarlos con los grupos
equivalentes de los an˜os anteriores. En la mayor´ıa de los casos la identificacio´n sera´ sencilla
porque coincidira´n las fechas, pero habra´ que tener especial cuidado al emparejar los
conjuntos de d´ıas de marzo, abril y diciembre.
En marzo y abril, esta´ claro que el grupo correspondiente a la Semana Santa se compa-
rara´ con la Semana Santa de los an˜os anteriores. El resto de los grupos, que mayormente
habra´n sido construidos por semanas completas, se comparara´n con las semanas completas
equivalentes por fecha de los an˜os previos siempre que e´stas no contengan ninguno de los
d´ıas afectados por la Semana Santa. Por ejemplo, el grupo formado por los d´ıas del 1 al
7 de abril de 2008 no sera´ comparado con los mismos d´ıas de 2007 ya que en ese an˜o la
Semana Santa cayo´ entre el 5 y el 8 de abril.
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Del mismo modo, si en alguno de los an˜os precedentes se ha producido una incidencia
que haya provocado un comportamiento ano´malo de las ventas (como una huelga de trans-
portistas) no se tendra´n en cuenta para el reparto los d´ıas que se hayan visto afectados
por ella.
Una vez que se ha encontrado la correspondencia entre el conjunto de d´ıas de intere´s
y sus homo´logos en an˜os anteriores, el procedimiento para repartir la previsio´n mensual
es el siguiente:
- Para cada an˜o disponible se calcula la proporcio´n de ventas que representa el grupo




i = 1, . . . , n donde (3.1)
PGi es la proporcio´n de venta del grupo respecto al total mensual en el an˜o i
V Gi es la venta del grupo de d´ıas en el an˜o i
TMi es la venta total mensual del mes que contiene al grupo de d´ıas en el an˜o i
n es el nu´mero de an˜os de los que se tiene datos.







PP indica la proporcio´n promedio de las ventas del grupo de d´ıas respecto al
total mensual a largo de todos los an˜os disponibles.
- La proporcio´n promedio PP se aplica a la previsio´n mensual obtenida tras el ajuste
de los modelos de series temporales.
PvG = PP × PvM donde (3.3)
PvG denota la previsio´n para el grupo de d´ıas
PvM es la previsio´n mensual calculada por series temporales (yˆt).
De esta manera, PvG nos dara´ la previsio´n definitiva para el grupo de d´ıas en cuestio´n.
3.2. Distribucio´n diaria dentro del grupo
Obtenida la previsio´n para la semana o grupo de d´ıas, hay que proceder a su reparto
diario. El me´todo usado no puede ser totalmente ana´logo al utilizado para la distribucio´n
en grupos debido a la influencia de los d´ıas de la semana sobre las ventas. Por ejemplo, la
previsio´n del mie´rcoles 1 de octubre de 2008 no podra´ venir dada por el promedio de las
proporciones correspondientes a todos los 1 de octubre disponibles ya que alguno o varios
de ellos podr´ıan haber sido sa´bados, registrando altas proporciones de venta respecto al
total semanal e implicando una sobreestimacio´n para las ventas de un mie´rcoles.
La distribucio´n diaria dentro del grupo se realizara´ manteniendo las proporciones de
venta diaria del u´ltimo an˜o en que el grupo de d´ıas cayo´ en los mismos d´ıas de la semana.
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Por ejemplo, el mie´rcoles 1 de octubre de 2008 se relaciona con el 1 de octubre de 2003, que
tambie´n fue mie´rcoles. Entonces, la distribucio´n se hace de manera muy sencilla: basta
calcular la proporcio´n de ventas que supuso el 1 de octubre de 2003 respecto al total





En los cap´ıtulos anteriores hemos expuesto la metodolog´ıa para predecir las ventas
diarias de un determinado producto en un centro concreto pero no hemos hecho ningu´n
comentario acerca del software utilizado y las funciones implementadas para tal fin. En
este cap´ıtulo haremos un repaso ma´s o menos detallado de la programacio´n creada para
este proyecto.
Antes de comenzar con los pormenores de la implementacio´n es importante hacer notar
uno de los obsta´culos que hemos tenido que salvar. Puesto que se pretende que este me´todo
de previsio´n de ventas sea llevado a la pra´ctica, debemos tener en cuenta que cuando se
haga operativo se hara´n previsiones diarias para todos los productos y todos los centros
de la red Eroski. Esto supone que habra´n de tratarse millones de series temporales. Por
lo tanto, esta´ claro que hay que evitar totalmente cualquier tipo de intervencio´n manual
sobre los modelos por parte del analista. Es decir, el proceso tiene que ser completamente
automa´tico. Hemos tenido que buscar la manera, por ejemplo, de seleccionar los o´rdenes
p y q de un modelo ARIMA sin observar su correlograma.
Aunque menos relevante, otra de las caracter´ısticas que hemos buscado es la rapidez.
Dado el elevado nu´mero de series a tratar no es aceptable que los procesos de ca´lculo sean
prolongados. De ah´ı la relativa sencillez de los modelos que hemos propuesto.
Toda la implementacio´n se ha hecho con el paquete estad´ıstico R. El programa cuenta
con una funcio´n principal desde la que se llama a otras funciones encargadas de realizar la
estimacio´n de los modelos, la combinacio´n de previsiones o el reparto en d´ıas del prono´stico
mensual. En el Anexo I adjuntamos una pequen˜a descripcio´n del co´digo creado.
4.1. Me´todo de Holt-Winters
Cuando hicimos la descripcio´n teo´rica de los modelos vimos que el me´todo de Holt-
Winters se define mediante las ecuaciones recursivas 2.6, 2.7 y 2.8 que actualizan en cada
periodo el nivel Lt, la tendencia Tt y la estacionalidad St, respectivamente. En aquel
momento quedaron abiertas dos cuestiones: la eleccio´n de los valores con los que inicializar
el proceso y la estimacio´n de los para´metros α, β y γ que participan en dichas ecuaciones
a modo de pesos. En lo que sigue damos respuesta a ambos aspectos.
Seleccionados los valores iniciales y los para´metros de alisado se utiliza la funcio´n
HoltWinters() de R con las opciones apropiadas para hacer la prediccio´n. Observamos
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que el me´todo de Holt-Winters es una te´cnica iterativa que no se basa en ningu´n tipo de
hipo´tesis probabil´ıstica por lo que no es necesaria una validacio´n del modelo.
4.1.1. Valores iniciales
Con el fin de inicializar el procedimiento de actualizacio´n se deben proporcionar valores
iniciales para el nivel, la tendencia y la componente estacional pero existen mu´ltiples
maneras de elegirlos. Algunas son ma´s sofisticadas y conllevan mayor complejidad en la
implementacio´n mientras que otras vienen dadas por fo´rmulas muy simples. Unas utilizan
todos los datos disponibles (valores iniciales globales) mientras que otras so´lo se valen de
los primeros an˜os (valores iniciales locales).
Si bien es cierto que no son siempre los mismos valores iniciales los que mejor funcionan,
Chatfield y Yar [5] recomiendan usar aquellos calculados a partir de los primeros datos.
Para series estables o con tendencia global los valores globales, calculados teniendo en
consideracio´n todas las observaciones disponibles, son ma´s adecuados. No obstante, las
previsiones obtenidas con valores locales sera´n similares, de modo que la eleccio´n entre
unos y otros no es cr´ıtica.
Sin embargo, para series que presentan un comportamiento ma´s cambiante los valores
globales son menos flexibles y, por consiguiente, menos “capaces” de recoger los cambios.
Adema´s, el me´todo de Holt-Winters esta´ disen˜ado para lidiar con tendencias lineales loca-
les, lo cual sugiere el uso de tan solo las primeras observaciones para inicializar el proceso.
Si se diera una tendencia global, el procedimiento de actualizacio´n enseguida dar´ıa cuenta
de ella cualesquiera que fueran los valores iniciales. Si, por el contrario, no hubiera ten-
dencia global el uso de valores iniciales globales resultar´ıa ilo´gico. Por todo esto, parece
claro que los valores que inicialicen el proceso iterativo debera´n provenir u´nicamente de
las primeras observaciones de la serie.
Por supuesto, para los valores calculados so´lo con los datos del comienzo de la serie
tambie´n hay diferentes posibilidades. Ninguna de ellas destaca por ser mejor que el resto en
todos los casos pero para nuestro estudio tomaremos los valores propuestos por Makridakis
et al. [13] ya que resultan bastante intuitivos y sencillos de implementar. Hacen uso de
24 datos correspondientes a los dos primeros an˜os de observacio´n y se calculan segu´n las
siguientes expresiones:








, t = 1, . . . , 12 (4.3)
donde y¯i es la media aritme´tica de las ventas del an˜o i-e´simo.
De este modo, el nivel inicial se toma como la media de las ventas del primer an˜o y la
tendencia inicial como el cambio medio por mes entre los datos del primer y el segundo an˜o.
Por su parte, los 12 valores iniciales de la componente estacional provienen de comparar
la observacio´n apropiada del primer an˜o respecto a la venta media del primer an˜o.
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4.1.2. Eleccio´n de los para´metros de alisado α, β y γ
Finalmente, es necesario fijar los valores de las constantes de alisado α, β y γ. Puesto
que lo ma´s deseable es crear un me´todo de previsio´n que tenga el menor error posible
en un determinado periodo de tiempo, nuestro objetivo es seleccionar los valores de las
constantes de alisado asociadas al menor error de prediccio´n.
El procedimiento ma´s usual, y al que nosotros recurriremos, consiste en minimizar la
suma de los cuadrados de los errores de previsio´n un paso hacia adelante sobre un periodo
de ajuste para el que se disponga de datos histo´ricos. Es decir, hallar los valores de α, β
y γ que minimicen la funcio´n suma de los errores al cuadrado (SEC).






(yt − yˆt|t−1)2 (4.4)
Otra opcio´n ma´s sencilla pero mucho menos recomendable es fijar los para´metros de
antemano. A menudo se sugiere que las constantes deber´ıan estar en el intervalo (0.1, 0.3)
pero esta eleccio´n es arbitraria. Valores situados en dicho rango conducen a previsiones que
dependen de un gran nu´mero de observaciones pasadas. Valores cercanos a 1, en cambio,
producen predicciones que dependen mucho ma´s de los datos recientes. Vemos as´ı que los
prono´sticos que se obtendra´n estara´n condicionados en gran medida por los para´metros
de alisado escogidos. Por eso, resulta conveniente hacer la eleccio´n en base a algu´n criterio
como el comentado ma´s arriba.
4.2. Modelo estructural ba´sico
Para la programacio´n del modelo estructural ba´sico se ha recurrido al paquete dlm de R
cuyas funciones esta´n disen˜adas para estimar modelos dina´micos lineales (dynamic linear
models). Estos modelos se pueden considerar como una generalizacio´n de los modelos en
espacio de estado en la que se permite que los para´metros var´ıen con el tiempo. Basta
elegir las opciones adecuadas para conseguir el modelo estructural ba´sico invariante en el
tiempo que nos interesa.
En primer lugar, se construye el modelo con la forma deseada a trave´s de las funciones
dlmModPoly() y dlmModSeas(). En definitiva, lo que hacen estos dos comandos es deter-
minar las matrices H y F y la estructura de varianzas y covarianzas de los ruidos t, ηt, ζt
y ωt. Posteriormente, se estiman por ma´xima verosimilitud los para´metros desconocidos
de modo que queda determinado el modelo estructural definitivo. Finalmente, se usa la
funcio´n dlmFilter() que aplica el filtro de Kalman para calcular los valores filtrados de
los vectores de estado junto con sus matrices de varianzas-covarianzas. Adema´s de esto,
tambie´n se proporciona la serie de predicciones un paso hacia adelante de las observaciones.
Recordemos que el modelo esta´ definido en te´rminos aditivos pero nuestros datos siguen
un esquema multiplicativo. Por lo tanto, este procedimiento no se aplica sobre las series
originales sino sobre las series que surgen de la aplicacio´n de logaritmos.
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4.3. Modelos ARIMA
Retomando la seccio´n 2.4.2 sabemos que un modelo ARIMA estacional esta´ dado por
la ecuacio´n
φp(B)ΦP (Bs)(1−B)d(1−Bs)Dyt = c+ θq(B)ΘQ(Bs)Zt (4.5)
donde s es el orden de la estacionalidad, c un te´rmino constante, φp, ΦP , θq y ΘQ son
polinomios de orden p, P , q y Q, respectivamente, y d y D indican el nu´mero de diferen-
ciaciones regulares y estacionales necesarias para conseguir una serie estacionaria.
La manera habitual de construir un modelo de este tipo consta de tres pasos:
- Seleccio´n de los o´rdenes de diferenciacio´n d y D.
- Seleccio´n de los o´rdenes p, P , q y Q de los polinomios.
- Estimacio´n de los para´metros (coeficientes de los polinomios).
Generalmente, si se trabaja con una cantidad manejable de series, los dos primeros
pasos se efectu´an de forma manual y subjetiva observando ciertos gra´ficos representativos
de cada serie. Como hemos indicado en mu´ltiples ocasiones, desafortunadamente, no es
e´ste nuestro caso. Usaremos, pues, el procedimiento propuesto por Hyndman y Khandakar
[11] para elegir los para´metros d, D, p, P , q y Q automa´ticamente.
4.3.1. Seleccio´n de los o´rdenes de diferenciacio´n
La identificacio´n de los o´rdenes de diferenciacio´n d y D se lleva a cabo mediante tests
sobre la existencia de ra´ıces unitarias. La mayor´ıa de las pruebas de este tipo toma como
hipo´tesis nula que existe una ra´ız unitaria, pero de este modo se tiende a aceptar la hipo´tesis
nula con demasiada facilidad dando lugar a ma´s diferenciaciones de las necesarias. Por eso,
se utilizara´n contrastes basados en la hipo´tesis nula de no existencia de ra´ız unitaria.
En primer lugar, se elige el orden de diferenciacio´n estacional D a trave´s del test
Canova-Hansen [2] que contrasta la hipo´tesis nula de no existencia de ra´ıces unitarias en
frecuencias estacionales frente a la alternativa de que s´ı existe una ra´ız tal.
Una vez hallado D, se identifica el valor de d aplicando sucesivamente la prueba KPSS a
los datos diferenciados de orden estacional (si D 6= 0) o a los datos originales (si D = 0). El
test KPSS contrasta la hipo´tesis nula de estacionariedad de la serie frente a la alternativa
de existencia de una ra´ız unitaria. Si el resultado del test es significativo se diferencian los
datos y se les vuelve a aplicar el test, y as´ı sucesivamente. El proceso finaliza cuando se
acepta la hipo´tesis nula. El valor de d vendra´ dado por el nu´mero de diferenciaciones que
hayan hecho falta.
4.3.2. Seleccio´n de los o´rdenes p, P , q y Q
Despue´s de decidir la cantidad de diferenciaciones, toca establecer los o´rdenes de los
polinomios tanto de la parte de medias mo´viles como de la autorregresiva. La seleccio´n se
hara´ calculando los modelos ARIMA(p, d, q)(P,D,Q)s para diversos valores de p, P , q y Q
y eligiendo aque´l con menor AIC (Akaike’s Information Criterion). El proceso de estimar
todos los modelos correspondientes a todas las posibles combinaciones de o´rdenes ser´ıa
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muy largo y lento debido a la gran cantidad que suponen. Por eso, tomamos un camino
que permite recorrer el espacio de modelos de manera ma´s eficiente gracias al siguiente
algoritmo iterativo.
Paso 1: Se prueban cuatro posibles modelos con los que iniciar el proceso.
ARIMA(0, d, 0)(0, D, 0)12
ARIMA(1, d, 0)(1, D, 0)12
ARIMA(0, d, 1)(0, D, 1)12
ARIMA(2, d, 2)(1, D, 1)12
Entre ellos se elige el de menor AIC y lo llamaremos modelo actual. Si se hace ma´s
de un diferenciacio´n, o sea, si d+D > 1 se toma c = 0. En caso contrario, se calculan
modelos con constante (c 6= 0).
Paso 2: Se consideran hasta trece variaciones del modelo actual.
aquellas en las que so´lo uno de p, P , q y Q var´ıa ±1 respecto al modelo actual
aquellas en las que p y q var´ıan ±1 respecto al modelo actual simulta´neamente
aquellas en las que P y Q var´ıan ±1 respecto al modelo actual simulta´neamente
aquellas en las que se incluye la constante c si en el modelo actual c = 0 o se
excluye si en el modelo actual c 6= 0
Cuando se encuentra un modelo cuyo AIC es menor que el del modelo actual, se
convierte en el nuevo modelo actual y se repite el procedimiento. El proceso termina
cuando no se encuentra ningu´n modelo cercano al actual con menor AIC.
Para evitar problemas de convergencia se establecen cotas superiores para los para´me-
tros: p y q no podra´n ser mayores que 6 mientras que P y Q valdra´n como ma´ximo 2.
4.4. Validacio´n de los modelos
Tras haber sido estimados, tanto el modelo estructural como el ARIMA han de ser
validados. Para ello recurriremos a te´cnicas esta´ndares de ana´lisis de residuos basadas
en contrastes de hipo´tesis. Una vez ma´s, el proceso debera´ ser automa´tico por lo que
se descarta un estudio visual de los gra´ficos asociados a los residuos. Chequearemos la
normalidad y la autocorrelacio´n de los residuos.
Verificacio´n de la normalidad
Para comprobar si los residuos siguen una distribucio´n normal se utiliza el contraste
de Kolmogorov-Smirnov en la versio´n modificada de Lilliefors.
Recordamos que el contraste de Kolmogorov-Smirnov compara la funcio´n de distri-
bucio´n teo´rica F (x) con la emp´ırica Fn(x). Bajo la hipo´tesis nula ambas funciones son
iguales. El procedimiento para construir el contraste es:
1. Ordenar los valores muestrales de menor a mayor.
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2. Calcular la funcio´n de distribucio´n emp´ırica de la muestra Fn(x).
3. Calcular la discrepancia ma´xima entre las funciones de distribucio´n emp´ırica y teo´ri-
ca mediante el estad´ıstico
Dn = ma´x |Fn(x)− F (x)| (4.6)
cuya distribucio´n, bajo la hipo´tesis nula, esta´ tabulada. Fijado un nivel de significa-
cio´n α, se rechazara´ H0 cuando Dn sea mayor que el valor tabulado.
Si los para´metros µ y σ2 de la funcio´n de distribucio´n F (x) no son conocidos y deben
ser estimados, las tablas conducen a un contraste muy conservador, tendiendo a aceptar
la hipo´tesis nula. La versio´n modificada de Lilliefors se basa en una tabulacio´n diferente
cuando los para´metros son estimados.
Aplicaremos este test a los residuos de los modelos para determinar si se cumple la
hipo´tesis de normalidad.
Verificacio´n de la independencia
Para que los modelos sean va´lidos, los residuos, aparte de cumplir la hipo´tesis de norma-
lidad, tienen que ser independientes, es decir, no deben estar autocorrelados. Someteremos
los residuos a dos pruebas que chequeara´n esta cuestio´n.
Por un lado, haremos un contraste de autocorrelacio´n para cada retardo k < 40. Sa-
bemos que cuando las observaciones son independientes y la poblacio´n base es normal,
los coeficientes de autocorrelacio´n muestrales, rk, se distribuyen, aproximadamente, como
una normal de media cero y varianza 1/n. Por consiguiente, se pueden considerar signi-
ficativamente distintos de cero aquellos coeficientes que, en valor absoluto, sean mayores
que 2/
√
n. Como el test se realiza a un nivel de confianza del 95 % y estamos tomando 40
retardos, permitiremos que dos valores superen el umbral de significacio´n.
Por otro lados, y a modo de complemento del contraste de autocorrelacio´n, haremos
un test de Ljung-Box. Se trata de un contraste conjunto de los m primeros coeficientes de
autocorrelacio´n. Se toma el estad´ıstico





que, bajo la hipo´tesis de independencia se distribuye como una χ2 con m − 1 grados de
libertad. Generalmente, cuando el estad´ıstico resulta significativo para un determinado
valor m, tambie´n lo es para todos los siguientes. Pero en algunas ocasiones Q vuelve a ser
no significativo tras varios periodos. En estos casos, la aceptacio´n o rechazo de la hipo´tesis
nula es sensible al valor de m escogido. Con el fin de evitar situaciones como e´sta se
realizara´ el contraste tomando diversos valores de m.
Concluiremos que los residuos son independientes si se superan con e´xito tanto las
pruebas de autocorrelacio´n como las de Ljung-Box.
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4.5. Combinacio´n y reparto de previsiones
En lo que respecta a la combinacio´n de las distintas previsiones mensuales y su poste-
rior reparto en d´ıas no cabe hacer muchas apreciaciones. Ambos procedimientos, descritos
convenientemente en sus respectivos cap´ıtulos, han sido implementados en R como fun-
ciones independientes que son llamadas desde el programa principal.
Simplemente es importante decir que a la hora de hacer la combinacio´n se tienen en
cuenta u´nicamente aquellas previsiones procedentes de los modelos que hayan superado la
etapa de validacio´n. Supongamos, por ejemplo, que para una serie concreta se determina
que el modelo estructural es correcto pero el modelo ARIMA ajustado tiene residuos que
no cumplen alguno de los requisitos. Entonces, la prediccio´n definitiva para dicha serie se






En este cap´ıtulo vamos a presentar con detalle los resultados obtenidos para cada una
de las series a estudio despue´s de haberles aplicado el proceso de previsio´n indicado en los
cap´ıtulos anteriores.
Recordamos que para esta primera prueba Eroski puso a nuestra disposicio´n datos de
ventas relativos a cuatro centros y dos categor´ıas. Los centros se escogieron por conside-
rarse representativos de los dos tipos de tienda que la empresa posee, supermercados e
hipermercados. Por su parte, las categor´ıas representan productos con comportamientos
de venta muy diferentes a lo largo del an˜o. La Categor´ıa 1 engloba referencias de venta
estacional muy marcada. En la descripcio´n de los datos vimos co´mo se registran cuotas
muy altas en fechas cercanas a festividades especiales como Semana Santa o Navidad. Por
el contrario, la Categor´ıa 2 presenta ventas mucho ma´s regulares a lo largo de todo el an˜o
ya que comprende productos de consumo diario.
Vamos a analizar exhaustivamente las predicciones mensuales y diarias logradas para
dos meses concretos: octubre y diciembre de 2008. Estas predicciones sera´n comparadas
con las ventas reales registradas. El estudio de las previsiones diarias para otros meses no
ha sido posible debido a que la empresa no ha facilitado datos suficientes.
Como veremos a continuacio´n, los prono´sticos para octubre se han hecho un mes hacia
adelante, es decir, con datos hasta septiembre. Sin embargo, Eroski considera que diciembre
es un mes especial ya que en e´l se dan, con diferencia, los mayores porcentajes de venta
sobre el total anual. Por ser el mes de mayor actividad conviene hacer los pedidos y
organizar la distribucio´n con ma´s antelacio´n que en el resto de meses. Para conseguirlo
es indispensable tener una aproximacio´n de cua´nto se va a vender bastante antes de que
comience el mes. Por eso, las previsiones para diciembre se obtendra´n a dos meses vista,
o sea, con datos hasta octubre.
No olvidar que las cantidades que aparecera´n esta´n dadas en valor monetario y que no
son reales sino que han sido retocadas para mantener la confidencialidad de los datos. La
modificacio´n consiste simplemente en multiplicar las series originales por una constante.
De esta manera, todas las proporciones y magnitudes relativas de los errores son iguales
que si se trabajara con las observaciones reales.
53
5.1. Diciembre de 2008
Comenzamos por los resultados para diciembre de 2008. Dedicaremos un apartado a
cada una de las categor´ıas.
5.1.1. Categor´ıa 1
Previsio´n mensual
En esta primera tabla mostramos las previsiones mensuales obtenidas para cada uno
de los cuatro centros analizados. Se incluyen tambie´n la ra´ız del error cuadra´tico medio
(RECM), que proporciona una medida de la discrepancia entre la serie real y los valores
ajustados, y el porcentaje de error cometido en la prediccio´n. Evidentemente, porcentajes
positivos indican que la previsio´n ha sido superior a la venta real mientras que porcentajes
negativos dicen que el prono´stico se ha quedado corto.
Centro A Centro B Centro C Centro D
Venta real 18723.29 17799.32 21255.06 19589.18
Holt-Winters 23614.62 19656.81 26152.93 14829.20
RECM 2055.60 1697.41 2388.05 5077.04
% Error 26.12 10.44 23.04 -24.30
Modelo estructural 23568.48





RECM 2456.28 2442.48 5153.45
% Error 15.61 15.27 -17.17
Combinacio´n 23013.80 19656.81 25336.51 15521.93
RECM 1175.95 1697.41 804.77 1762.01
% Error 22.91 10.44 19.20 -20.76
Cuadro 5.1: Previsiones mensuales para la Categor´ıa 1 en diciembre de 2008
Podemos extraer mucha informacio´n de esta tabla.
Para comenzar, segu´n el ana´lisis de residuos llevado a cabo, parece que el modelo
estructural no funciona del todo bien en este tipo de series. Bien sea por la falta de
normalidad o por la existencia de autocorrelacio´n, el modelo no ha superado la etapa de
validacio´n en tres de los cuatro centros. No obstante, una muestra de cuatro series es
una muestra muy pequen˜a para afirmar con rotundidad que este tipo de modelos no es
adecuado. De hecho, veremos ma´s adelante que en la Categor´ıa 2 los residuos del modelo
estructural ba´sico solamente presentan problemas en una de las series.
El Cuadro 5.1 deja a la vista tambie´n que la magnitud del ECM es muy similar para
todos los me´todos aunque la exactitud de la previsio´n puede ser bastante diferente. Se
observa que los modelos que proporcionan menores errores cuadra´ticos medios no siempre
1No supera la validacio´n, falla la normalidad de los residuos.
2No supera la validacio´n, falla la independencia de los residuos.
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conducen a previsiones ma´s acertadas. Por eso se opto´ por hacer una combinacio´n de
predicciones en lugar de elegir la de menor ECM.
Como era de esperar por el me´todo de combinacio´n elegido, los prono´sticos resultantes
son intermedios, es decir, no son ni los mejores ni los peores posibles. Sin embargo, s´ı es
muy notoria la reduccio´n del error cuadra´tico medio que se consigue. Este hecho se detecta
tambie´n en la Figura 5.1 donde la l´ınea roja, que corresponde al ajuste tras la combinacio´n,




































































Figura 5.1: Ajustes de la series mensuales para la Categor´ıa 1
Por u´ltimo, notar que en todos los centros excepto en el D la previsio´n es mayor que la
venta real. Como decimos, cuatro series son pocas para sacar conclusiones pero es posible
que, contando con datos hasta octubre de 2008, los modelos no hayan sido capaces de
detectar los descensos en las ventas provocados por la crisis, ya que e´sta comenzo´ tan
solo unos pocos meses antes. Las te´cnicas de series temporales utilizadas necesitan ma´s
tiempo para dar cuenta de este tipo de cambios en la tendencia. As´ı pues, es probable que
el acierto en las previsiones para los centros A, B y C hubiera sido mayor si en diciembre
de 2008 se hubiera gozado de bonanza econo´mica. La razo´n de que esto no suceda en el
Centro D es que e´ste ya ten´ıa una tendencia decreciente previa (ve´ase la Figura 1.7) que
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los modelos ya hab´ıan detectado. En efecto, si realizamos un ejercicio de previsio´n ana´logo
para el mes de diciembre de 2007 comprobamos que el error de prediccio´n se reduce en
varios puntos en todos los casos. As´ı lo muestra la siguiente tabla.
Centro A Centro B Centro C Centro D
Venta real 22014.92 32074.52 24436.86 22801.76
Previsio´n 25571.13 30702.91 28628.01 20796.13
% Error 16.15 -4.28 17.15 -8.80
Cuadro 5.2: Previsiones mensuales para la Categor´ıa 1 en diciembre de 2007
Reparto en grupos de d´ıas especiales
Siguiendo el procedimiento expuesto en los cap´ıtulos 2 y 3, tras pronosticar las ventas
mensuales totales hemos de hacer el reparto en grupos de d´ıas para, posteriormente, con-
cluir con la distribucio´n diaria. Diciembre es uno de esos meses especiales que requieren
un trato diferente al usual. Los grupos de d´ıas no se basan en semanas completas sino
que esta´n regidos por las festividades del periodo naviden˜o y el puente de la Constitucio´n.
Recordamos que diciembre queda dividido en siete conjuntos de d´ıas:
- Principios de mes (d´ıas anteriores al grupo determinado por el puente).
- Puente de la Constitucio´n (por lo general incluye cuatro d´ıas laborables: el 7 de
diciembre y dos d´ıas antes y otro despue´s del puente).
- Fin de semana anterior a Nochebuena (viernes y sa´bado).
- Tres d´ıas laborables antes de Nochebuena.
- Dı´as entre Navidad y el grupo de Nochevieja.
- Tres d´ıas laborables antes de Nochevieja.
- Resto.
Los gra´ficos de la Figura 5.2 muestran una comparacio´n entre la prediccio´n para cada
grupo de d´ıas y la venta real registrada. El nu´mero situado sobre cada pareja de barras
indica el porcentaje de error cometido.
Lo primero que llama la atencio´n al ver estos diagramas son las diferencias que hay
en los errores de previsio´n de los distintos grupos dentro de un mismo centro. En el caso
del Centro A, por ejemplo, los errores oscilan entre un -15.49 % y un 50.89 %. Esto se
debe a que al descender a nivel de conjuntos de d´ıas la incertidumbre crece notablemente
y el lograr predicciones acertadas se convierte en una tarea ma´s complicada. Adema´s, al
reducirse el intervalo temporal, pueden entrar en juego otro tipo de factores externos que
no se han tenido en cuenta en este estudio y que influyen fuertemente en las ventas de
unos d´ıas concretos pero no tienen repercusio´n en el global mensual.
A modo de ilustracio´n, imaginemos que en los d´ıas previos a Nochebuena por falta de












































































































































































































Figura 5.2: Previsiones para los grupos de d´ıas de la Categor´ıa 1 en diciembre de 2008
t´ıpicas de estas fechas. Posiblemente, muchos clientes optara´n por comprar otro producto
ma´s asequible y de caracter´ısticas similares. Si, por el contrario, de cara a Nochevieja se
dispone de ma´s existencias y el precio baja, las ventas sera´n mayores. En caso de que en
an˜os anteriores no se haya dado un comportamiento semejante a e´ste, el me´todo de reparto
en d´ıas sobreestimara´ las ventas de los d´ıas previos a Nochebuena pero se quedara´ corto en
las de Nochevieja, dando lugar a una situacio´n como la que se aprecia en el Centro B. Sin
embargo, la prediccio´n para el total mensual no se vera´ afectada. Aparte de la variabilidad
de los precios, otros factores como eventos meteorolo´gicos, ofertas, huelgas, etc. pueden
provocar comportamientos como el que hemos sen˜alado.
En segundo lugar debemos fijarnos no so´lo en los porcentajes de error sino tambie´n en
los errores en te´rminos absolutos. A pesar de que, por confidencialidad, la escala vertical no
refleja las ventas en euros y, por consiguiente, no es apreciable en los gra´ficos, s´ı podemos
desvelar que en la mayor´ıa de los casos las cuant´ıas de los errores no son alarmantes. Por
ejemplo, alguno de los errores cercanos al 40 % que se observan se traduce, en te´rminos
absolutos, en una diferencia entre venta real y prevista pro´xima a 300 euros a repartir
entre todos los d´ıas del grupo. Ana´logamente, las desviaciones pequen˜as no suponen erro-
res superiores a unas pocas decenas de euros. Exceptuando los casos ma´s extremos, los
responsables de Eroski se han mostrado satisfechos con estos resultados.
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Otro aspecto a comentar es lo que sucede con el grupo del puente de la Constitucio´n.
Generalmente, este grupo consta de cuatro d´ıas de venta: el 7 de diciembre (laborable
entre los dos festivos) y dos d´ıas previos y uno posterior al puente. Sin embargo, en 2008
el 7 de diciembre fue domingo, por lo que el grupo se redujo a tan solo tres d´ıas de venta.
As´ı pues, la venta de un conjunto de tres d´ıas se esta´ comparando con la venta media de
varios grupos de cuatro d´ıas. De ah´ı que en los tres primeros centros las previsiones sean
bastante mayores que la venta real.
No sucede lo mismo en el Centro D, que vuelve a ser la excepcio´n. Este establecimiento
esta´ ubicado fuera del Pa´ıs Vasco, en una comunidad auto´noma que permite la apertura
de los comercios en domingos y determinados festivos. Por esto, en el Centro D s´ı se
registraron ventas el domingo 7 de diciembre de 2008 y el grupo de d´ıas del puente cuenta
con el mismo nu´mero de d´ıas de venta que en cualquier otro an˜o.
Distribucio´n diaria
Como u´ltimo paso del proceso de previsio´n distribuimos la venta predicha para los
grupos de d´ıas en sus jornadas correspondientes. Dado que 2003 fue el u´ltimo an˜o en el
que los d´ıas de la semana cayeron igual que en 2008, sera´ e´se el an˜o en el que nos fijaremos
para hacer el reparto diario.
Antes de presentar y analizar los resultados vamos a hacer algunos apuntes sobre el
Centro D. Acabamos de decir que dicho establecimiento abre los domingos y algunos
festivos. Pero veremos en el gra´fico de la Figura 5.3 que tanto la venta como la previsio´n
es nula en este tipo de d´ıas. La previsio´n de ventas es importante para Eroski sobre
todo porque ayuda a organizar con antelacio´n la distribucio´n de los productos desde el
almace´n hasta las tiendas. El aprovisionamiento de los establecimientos nunca se realiza en
domingos ni festivos por lo que, a efectos pra´cticos de distribucio´n, la venta de un domingo
debe sumarse a la del sa´bado. Ana´logamente, la venta de un d´ıa festivo se contabiliza junto
con la del d´ıa laborable anterior. As´ı pues, para el reparto diario se trabaja con una base
de datos en la que los registros de estos d´ıas “especiales” se han establecido como nulos y
se han agregado a los del laborable anterior.
Las siguientes representaciones comparan la evolucio´n de las ventas y las previsiones


































































































































































































































Figura 5.3: Previsiones diarias de la Categor´ıa 1 en diciembre de 2008
Obviamente, los d´ıas en los que la l´ınea toca el eje horizontal son d´ıas de venta 0
y corresponden a domingos o jornadas festivas. Adema´s, se observa claramente que las
predicciones siguen el mismo patro´n que las ventas reales. Los prono´sticos reproducen con
bastante exactitud los d´ıas en los que se disparan las ventas o los altibajos de los d´ıas que
no esta´n afectados por las campan˜as extraordinarias. Esto se debe a la manera de hacer
el reparto en d´ıas. A la hora de predecir la venta diaria juegan un papel principal el d´ıa
de la semana y la parte del mes en la que nos encontramos. La ventaja de hacer el reparto
segu´n lo sucedido en 2003 radica en que no deja de lado ninguno de estos dos aspectos.
Asimismo, notamos que la magnitud del error cometido en las previsiones de los con-
juntos de d´ıas se replica en las diarias. Un claro ejemplo es el Centro A, donde el error fue
elevado para el grupo de d´ıas previos a Nochebuena. El gra´fico permite ver claramente que
es en esos d´ıas del mes precisamente donde se producen las mayores discrepancias entre
predicciones y ventas reales.
Lo habitual en los tres primeros centros es que el prono´stico quede por encima del
dato real, sobre todo en e´pocas de mayor actividad. Por el contrario, en el Centro D, la
previsio´n queda por debajo de la venta durante pra´cticamente todo el mes. Todo esto
resulta totalmente lo´gico si volvemos a echar un vistazo al Cuadro 5.1 en el que se dan las
previsiones mensuales.
5.1.2. Categor´ıa 2
Pasemos a analizar los resultados de la Categor´ıa 2. Desafortunadamente, para esta
categor´ıa Eroski so´lo ha proporcionado datos desde enero de 2004. Entonces, no podemos
hacer la distribucio´n diaria ya que para eso necesitar´ıamos las observaciones de 2003. No
obstante, la empresa nos comunico´ que en esta categor´ıa la previsio´n diaria no es tan
importante porque se trata de productos no frescos que pueden aguantar varias semanas
en la tienda sin estropearse.
Empecemos con la previsio´n mensual.
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Previsio´n mensual
Al igual que en la Categor´ıa 1, la tabla recoge las observaciones de venta reales, los
prono´sticos segu´n los tres me´todos y el logrado a trave´s de la combinacio´n, la ra´ız del error
cuadra´tico medio y el porcentaje de error cometido.
Centro A Centro B Centro C Centro D
Venta real 20709.68 16736.58 57269.37 32092.07
Holt-Winters 19770.65 17464.84 58874.16 34614.61
RECM 1142.64 1282.46 3087.01 2648.60




RECM 1188.03 3981.56 3201.63
% Error -3.51 23.35 3.75
Modelo ARIMA 20218.80 18889.35 61603.04 33020.11
RECM 1309.96 1156.42 3003.49 2897.16
% Error -2.37 12.86 7.57 2.89
Combinacio´n 19980.53 18213.90 63130.30 33685.06
RECM 490.98 325.00 1437.22 1080.60
% Error -3.52 8.83 10.23 4.96
Cuadro 5.3: Previsiones mensuales para la Categor´ıa 2 en diciembre de 2008
Lo primero que queremos resaltar es que todos los modelos excepto uno han pasado con
e´xito la etapa de validacio´n. Parece que el modelo estructural se comporta mejor cuando
las series no presentan una estacionalidad tan marcada. En efecto, como indica la tabla,
solamente ha fallado la independencia de los residuos del modelo estructural en el Centro
B. Au´n as´ı, insistimos en que ser´ıa adecuado e interesante llevar a cabo nuevas pruebas
con series de distintas tipolog´ıas.
Es notable tambie´n en esta ocasio´n la reduccio´n del error cuadra´tico medio. De nuevo,
esta medida de bondad de ajuste es similar para los diversos me´todos de previsio´n pero
sufre una mejor´ıa dra´stica cuando las previsiones se combinan. De hecho en alguno de los
centros se registran reducciones del 50 y hasta el 75 por ciento.
En lo que concierne al nivel de acierto de las predicciones, estamos en condiciones
de afirmar que es elevado. Ma´s au´n si tenemos en cuenta que se hace con dos meses
de antelacio´n. Una vez ma´s, la combinacio´n proporciona previsiones intermedias entre
la mejor y la peor pero incluso en la situacio´n menos favorable el error no va mucho
ma´s alla´ del 10 %. Segu´n nos han comunicado, para los representantes de la empresa
era impensable alcanzar tal grado de precisio´n con los me´todos que utilizaban antes de
introducir las te´cnicas de series temporales.
Recordemos, adema´s, que para las series de la Categor´ıa 2 dispon´ıamos de un histo´rico
de datos ma´s corto. Mientras que las series de la Categor´ıa 1 estaban recogidas desde enero
de 2001, las de la Categor´ıa 2 lo estaban so´lo desde enero de 2004. Au´n disponiendo de me-
nos observaciones las previsiones logradas son mejores, lo cual nos indica que los me´todos
1No supera la validacio´n, falla la independencia de los residuos.
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utilizados funcionan con mayor exactitud cuando las series son ma´s estables. Ya hemos
visto que los modelos son capaces de aprender y reproducir las fuertes estacionalidades
pero cuando las ventas son ma´s uniformes a lo largo del an˜o, el proceso de aprendizaje se
facilita dando lugar a buenos resultados con rapidez.
Reparto en grupos de d´ıas especiales
Procedamos ahora al reparto en grupos de d´ıas. A pesar de que los productos de la
Categor´ıa 2 no alteran tanto sus ventas a consecuencia de las festividades importantes,
puede que los consumidores modifiquen sus ha´bitos de compra durante el mes de diciembre.
Si bien es cierto que en los meses normales las ventas se concentran en los fines de semana,
en principio parece razonable pensar que los clientes que vayan a hacer la compra para
las celebraciones de los d´ıas festivos aprovechen para adquirir los productos de consumo
habitual independientemente del d´ıa de la semana que sea. As´ı pues, mantendremos la



































































































































































































Figura 5.4: Previsiones para los grupos de d´ıas de la Categor´ıa 2 en diciembre de 2008
Al hilo de lo que acabamos de comentar, lo primero que se desprende de estos diagra-
mas es que, al contrario de lo que sospecha´bamos, en los d´ıas previos a los festivos la gente
se limita a comprar aquello que necesita para las comidas o cenas propias de esas fechas.
Pra´cticamente en los cuatro centros los grupos de d´ıas que mayores ventas registran son
61
los denominados como “4puente”, “finsemana”, “navi-vieja” y “resto”. Si volvemos al ca-
lendario de la seccio´n 3.1 observamos que esos grupos son, precisamente, los que contienen
los cuatro fines de semana de diciembre.
Llama especial atencio´n que los d´ıas situados entre Navidad y los especiales de Noche-
vieja (grupo “navi-vieja”) sean d´ıas de ventas importantes dentro del mes. En la Categor´ıa
1 vimos que este grupo era uno de los que menos actividad registraba. Este efecto se debe,
justamente, a la ubicacio´n de un fin de semana dentro del grupo y a las caracter´ısticas de
los productos de la Categor´ıa 2. La Categor´ıa 1 engloba referencias de consumo espora´dico,
de modo que si un producto se ha consumido en Nochebuena y se volvera´ a consumir en
Nochevieja, ninguna familia optara´ por repetir en el fin de semana situado en medio. Esto
no pasa con los productos de consumo diario como los que nos ocupan ahora.
En cuanto al grupo del puente de la Constitucio´n, cabe hacer el mismo comentario que
hicimos para la Categor´ıa 1: en los Centros A, B y C en el an˜o 2008 el grupo conten´ıa
solamente tres d´ıas laborables, cuando el resto de an˜os conten´ıa cuatro. Por eso, la previsio´n
queda muy por encima de la venta real.
Igual que suced´ıa con la primera categor´ıa, el descenso a nivel de grupos de d´ıas
incrementa la incertidumbre haciendo ma´s dif´ıcil la obtencio´n de predicciones muy precisas.
De ah´ı la mayor variabilidad de los errores de previsio´n. No obstante, exceptuando algunos
casos extremos, los prono´sticos son bastante acertados siendo, a menudo, inferiores al
15 %. En te´rminos absolutos, las discrepancias entre venta real y previsio´n tampoco son
preocupantes. En algunas de las situaciones menos favorables el error se situ´a en torno
a 500 euros a repartir entre los distintos d´ıas que componen el grupo mientras que en el
mejor de los casos es insignificante y ni siquiera llega a 10 euros.
Por u´ltimo, y a modo de curiosidad, fije´monos en las escalas verticales de cada uno de
los cuatro gra´ficos. Los productos de la Categor´ıa 2 se venden mucho menos en los Centros
A y B que en los Centros C y D. La explicacio´n que le damos es que los dos primeros
son supermercados y los dos u´ltimos hipermercados de mucha ma´s superficie y cobertura
de poblacio´n a los que la gente acude a hacer las grandes compras semanales e incluso
mensuales. Sin embargo, no ocurre lo mismo con la Categor´ıa 1 (ve´ase la Figura 5.2). Las
escalas son casi iguales en supermercados e hipermercados poniendo de manifiesto que los
consumidores no se desplazan tanto a las grandes superficies para hacer las compras de
cara a los d´ıas festivos.
5.2. Octubre de 2008
El segundo mes que vamos a estudiar es octubre de 2008. En esta ocasio´n, la intencio´n
del ana´lisis no es dar de manera pormenorizada todos los detalles de las previsiones, sino
detectar y hacer patentes las diferencias que existen entre un mes normal como octubre
y otro como diciembre, repleto de festividades que alteran los ha´bitos de compra de los
consumidores. Todos los comentarios sobre la reduccio´n del error cuadra´tico medio, la
validez de los modelos, el aumento de la incertidumbre al reducir el periodo de previsio´n,
etc. siguen siendo va´lidos, por lo que no incidiremos demasiado sobre ellos.
Por ser octubre un mes de venta ma´s estable no es necesario hacer la prediccio´n con
tanta antelacio´n, de modo que la haremos tan solo a un mes vista, es decir, utilizando
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datos hasta septiembre de 2008.
Examinaremos los resultados siguiendo el mismo esquema que para diciembre, con las
categor´ıas por separado y detenie´ndonos en cada uno de los tres pasos del proceso de
previsio´n: previsio´n mensual, reparto en grupos de d´ıas y distribucio´n diaria.
5.2.1. Categor´ıa 1
Previsio´n mensual
Aunque de manera mucho menos detallada el Cuadro 5.4 proporciona los resultados
logrados para la Categor´ıa 1 en octubre de 2008.
Centro A Centro B Centro C Centro D
Venta real 8505.16 4537.63 12327.23 8045.01
Previsio´n 7001.33 4314.44 11798.65 7530.20
% Error -17.68 -4.92 -4.29 -6.40
Cuadro 5.4: Previsiones mensuales para la Categor´ıa 1 en octubre de 2008
Si comparamos esta tabla con la de diciembre (Cuadro 5.1) enseguida nos damos cuenta
de que cabe hacer dos observaciones importantes.
Por un lado, el porcentaje de error cometido es mucho menor en esta ocasio´n. En
diciembre consegu´ıamos previsiones cuyo error rondaba el ±20 % en casi todos los centros.
Ahora, en cambio, se situ´a en torno al ±5 % exceptuando el Centro A donde el prono´stico
no es tan bueno. Este hecho demuestra que resulta ma´s complicado predecir con exactitud
los meses cuyas ventas se encuentran fuera de lo normal.
Por otro lado, vemos que, como es propio de este tipo de productos y ya hemos desta-
cado en numerosas ocasiones, las ventas en octubre son mucho menores que en diciembre.
Esto se traduce en que, a pesar de que el error parezca algo elevado (como en el Centro A),
en realidad no lo es tanto si lo miramos en te´rminos absolutos. Adema´s, el signo negativo
del error indica que la previsio´n se ha quedado corta, lo cual no es problema´tico para
la empresa. Una sobreestimacio´n de la venta puede implicar una pe´rdida por desperdicio
de producto no vendido. Pero una previsio´n demasiado baja so´lo conlleva que quiza´ el
producto se agote y se pierda la oportunidad de haber vendido ma´s. No obstante, para
mantener la imagen de marca, Eroski suele hacer un pequen˜o sobreabastecimiento de las
tiendas haciendo que no sea habitual que los productos se agoten.
Reparto en semanas
Recordemos que excepto en los meses de marzo, abril y diciembre el reparto del mes en
grupos de d´ıas se hace por semanas completas, de modo que se evitan los posibles efectos
fin de semana. Sin embargo, al hacer la particio´n del mes de octubre surgio´ una duda: ¿se
debe tener en cuenta de forma especial que el d´ıa 12 es festivo? Se traslado´ la cuestio´n
a los responsables de la empresa, quienes dijeron que un u´nico d´ıa de fiesta no produce
una variacio´n importante en el comportamiento de compra. As´ı pues, se decidio´ no dar un
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tratamiento especial a los d´ıas previos al 12 de octubre. Adema´s, el me´todo de distribucio´n











































































Figura 5.5: Previsiones para los grupos de d´ıas de la Categor´ıa 1 en octubre de 2008
A diferencia de lo que ocurr´ıa con los grupos de diciembre, donde la venta era muy
desigual, vemos que en octubre se distribuye de manera ma´s o menos uniforme a lo largo
de los diversos grupos (o semanas). Obviamente, el conjunto correspondiente a los u´ltimos
d´ıas del mes tiene menos actividad que el resto debido a que se compone de so´lo tres d´ıas.
Sin embargo, hay muchos clientes que a esas alturas de mes ya han cobrado y aprovechan
para hacer la compra importante, con lo que la diferencia de este grupo respecto a las
semanas completas es ma´s pequen˜a de lo que cabr´ıa esperar.
Queremos destacar tambie´n la precisio´n de las predicciones conseguidas a este nivel,
que en muchos casos se desv´ıan muy pocos euros de la venta real. El caso menos favorable
es el del Centro A ya que se arrastra el error de la previsio´n mensual.
Distribucio´n diaria
De nuevo, gracias a haber tomado el an˜o 2003 como referencia, se ha conseguido
reproducir con bastante e´xito la evolucio´n diaria de las ventas de octubre de 2008. As´ı lo
muestran los gra´ficos de la Figura 5.6.
Coincidiendo con los cinco fines de semana que contiene el mes, todos los establecimien-
tos presentan cinco picos de ventas de los que ha dado cuenta el me´todo de distribucio´n
diaria. Comparando con el gra´fico ana´logo para diciembre (Figura 5.3) vemos un patro´n












































































































































































































































































Figura 5.6: Previsiones diarias de la Categor´ıa 1 en octubre de 2008
el mes y no se concentra en dos o tres d´ıas muy sen˜alados.
Se dan casos en los que dentro de una misma semana la previsio´n se desv´ıa de la
observacio´n real en ambos sentidos, es decir, algunos d´ıas se pasa y otros se queda corta.
Cuando esto sucede es comu´n que los errores d´ıa a d´ıa sean ligeramente altos en porcentaje
(aunque no sean preocupantes en te´rminos absolutos) pero se compensen dando, en el total
semanal, muy buenos resultados. Como ilustracio´n de este tipo de situaciones tenemos la
segunda semana en el Centro A, o la tercera en los Centros B y C entre otras.
5.2.2. Categor´ıa 2
Para finalizar con la presentacio´n de los resultados, repasaremos ra´pidamente los lo-
grados para la Categor´ıa 2.
Previsio´n mensual
Al ser esta categor´ıa la que engloba productos de venta estable a lo largo del an˜o y al
no haber tanta diversidad en el comportamiento de los meses, se espera que los me´todos
usados funcionen de manera similar a como lo hicieron para diciembre. Efectivamente,
as´ı es. Los errores cometidos en la previsio´n para octubre son semejantes en magnitud a
los de diciembre. Esta vez no sucede como con la Categor´ıa 1 donde exist´ıa una notoria
diferencia de exactitud de la previsiones entre un mes y otro.
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Centro A Centro B Centro C Centro D
Venta real 21172.64 17978.40 66711.15 31639.60
Previsio´n 19977.43 16329.94 58100.74 32135.32
% Error -5.64 -9.17 -12.91 1.57
Cuadro 5.5: Previsiones mensuales para la Categor´ıa 2 en octubre de 2008
Notamos tambie´n que la venta en los hipermercados (Centros C y D) es muy superior
a la de los supermercados. Si nos fijamos en la Categor´ıa 1, en cambio, observaremos que el
volumen de ventas no var´ıa tanto de unas tiendas a otras. Este feno´meno viene explicado
por el hecho de que los productos de la primera categor´ıa sean frescos y los clientes tiendan
a comprarlos el d´ıa anterior o incluso el mismo d´ıa de su consumo y, en consecuencia, en
el establecimiento ma´s cercano a su domicilio. Los art´ıculos de la Categor´ıa 2, por el
contrario, no son frescos y no requieren ser consumidos inmediatamente despue´s de haber
sido adquiridos. Por eso, son productos comunes en los carros de las grandes compras
semanales que, por costumbre, se efectu´an en superficies mayores donde la oferta es ma´s
variada.
Reparto en semanas

















































































Figura 5.7: Previsiones para los grupos de d´ıas de la Categor´ıa 1 en octubre de 2008
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Las conclusiones a las que nos conducen estos gra´ficos no difieren demasiado de las
ya apuntadas para la Categor´ıa 1, de modo que no volveremos sobre ellas. Simplemente
nos gustar´ıa destacar el buen funcionamiento del procedimiento de reparto que, cuando se
apoya en buenas previsiones mensuales, consigue a menudo errores para el grupo de d´ıas
inferiores al ±5 %.
5.3. Datos corregidos de inflacio´n
A lo largo de todo el trabajo venimos tratando series expresadas en valores nominales,
es decir, en euros1. El hecho de que se hayan agregado diversas referencias cuyas cantidades
f´ısicas no son directamente sumables impide hacerlo de otra manera. Pero uno de los
inconvenientes de esto es que los datos pueden estar afectados por el cambio de los precios.
Por ejemplo, con datos expresados en valor, que en un an˜o se hayan registrado ma´s ventas
que en el anterior no implica necesariamente que se hayan vendido ma´s unidades del
producto. Es posible que se hayan vendido las mismas unidades pero a un precio ma´s
caro. Es factible utilizar un ı´ndice para deflactar los valores nominales y obtener ventas
expresadas en te´rminos reales, eliminando el efecto de los precios cambiantes.





donde q es la cantidad demandada y p el precio.
En otras palabras, una elasticidad η = 1 equivale a decir que un pequen˜o aumento en
el precio se traduce en una reduccio´n de la cantidad demandada proporcionalmente igual
y, por tanto, en unas ventas en valor aproximadamente inalteradas.
Entonces, trabajar en valores ignorando el efecto de los precios (como hemos hecho
hasta ahora) es equivalente a suponer elasticidades unitarias, lo que puede ser acertado
para algunos productos e inadecuado para otros.
No obstante, vamos a hacer una pequen˜a prueba calculando la previsio´n mensual de las
dos series del Centro A teniendo en cuenta el efecto de la inflacio´n. Para ello, deflactaremos
la serie segu´n el I´ndice de Precios de Consumo (IPC) del grupo de alimentos y bebidas no
alcoho´licas.
Categor´ıa 1 Categor´ıa 2
D. en valor D. deflactados D. en valor D. deflactados
Venta real 18723.29 20709.68
Previsio´n 23013.80 21543.79 19980.53 19409.77
% Error 22.91 15.06 -3.52 -6.28
Cuadro 5.6: Comparacio´n de previsiones en el Centro A para diciembre de 2008 con los
datos en valor y deflactados
1Recordar que en realidad son series transformadas para mantener la confidencialidad
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En el Cuadro 5.6 se comparan los prono´sticos que se han logrado para diciembre de
2008 tras aplicar el procedimiento de previsio´n mensual a las dos series del Centro A
expresadas en valor y corregidas de inflacio´n.
Solamente con esta pequen˜a prueba ya vemos que el deflactar los datos no siempre va
a conducir a mejores prono´sticos. En este caso, la previsio´n para la Categor´ıa 1 mejora
considerablemente vie´ndose el porcentaje de error reducido en ma´s de 7 puntos. La Cate-
gor´ıa 2 se encuentra en el lado opuesto ya que tras corregir la serie la prediccio´n empeora
ligeramente.
Lo´gicamente, aunque no nos detendremos en ello, estas variaciones quedan reflejadas
tambie´n en las previsiones por grupos de d´ıas y, por extensio´n, en las diarias.
No estar´ıa de ma´s hacer un estudio profundo para ver que´ productos son los ma´s afec-
tados por la inflacio´n o en que´ situaciones es correcta la asuncio´n de elasticidad unitaria.
As´ı, decidir´ıamos en cada caso si conviene o no deflactar la serie.
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Cap´ıtulo 6
Conclusiones y v´ıas de
investigacio´n futuras
Tras haber explicado a lo largo de los cap´ıtulos precedentes un me´todo de previsio´n
de ventas orientado a una gran cadena de supermercados e hipermercados, ha llegado
el momento de presentar las conclusiones generales que se pueden extraer del trabajo
realizado, as´ı como las posibles l´ıneas de investigacio´n futuras.
6.1. Conclusiones
Con este trabajo hemos conseguido desarrollar un me´todo de previsio´n capaz de pro-
porcionar prono´sticos para las ventas diarias de un centro dado a nivel de categor´ıa. El
me´todo consta fundamentalmente de dos fases. En la primera de ellas se recurre a tres
conocidas te´cnicas de tratamiento de series temporales (me´todo de Holt-Winters, modelo
estructural ba´sico y modelos ARIMA) que, tras ser combinados, conducen a una previsio´n
mensual. La segunda fase consiste en el reparto diario de dicha previsio´n y se basa en las
proporciones de venta de los an˜os precedentes.
Aunque el objetivo ma´s ambicioso es conseguir predicciones diarias a nivel de referencia,
los datos disponibles hasta el momento no lo permiten. En la parte descriptiva vimos que
las series de datos por referencia poseen multitud de anomal´ıas dif´ıcilmente salvables tales
como periodos de observacio´n demasiado cortos y con intermitencias.
Todas las te´cnicas consideradas recogen dos caracter´ısticas importantes de los datos: la
tendencia y la estacionalidad. En otras palabras, el proceso de previsio´n disen˜ado explica
tanto la evolucio´n global a largo plazo de las ventas como los patrones que se repiten an˜o
a an˜o. Adema´s, el procedimiento de reparto diario maneja de manera diferente los meses
que contienen fechas especiales y que suponen una proporcio´n de las ventas anuales muy
elevada.
Otra de las propiedades relevantes del me´todo es su capacidad para dar previsiones con
bastante antelacio´n. El sistema que Eroski viene utilizando durante los u´ltimos an˜os sola-
mente hace predicciones a una semana vista, mientras que nuestra propuesta puede hacer
una primera aproximacio´n a las ventas incluso con varios meses de antelacio´n. Gracias a
ello el margen de tiempo del que la plataforma dispone para organizar la distribucio´n es
mucho mayor, garantizando un mejor rendimiento.
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No debemos olvidar que el objetivo final del proyecto es construir un programa que se
integre en los sistemas informa´ticos de Eroski. En este aspecto cabe remarcar que el me´todo
desarrollado proporciona previsiones de forma automa´tica haciendo que la intervencio´n
por parte del analista sea mı´nima. No menos importante es la rapidez del algoritmo. En
el momento en que el me´todo se implante sera´n millones las series a tratar, por lo que el
programa debe ser eficiente en este sentido. Esta es una de las razones por las que nos
hemos decantado por estos modelos y no por otros ma´s sofisticados que, aunque podr´ıan
llevar a previsiones ma´s acertadas, tendr´ıan un coste computacional no asumible.
A pesar de todo esto, nos encontramos tambie´n con algunas limitaciones.
Por lo general, este tipo de modelos de series temporales necesitan un histo´rico de
datos bastante largo. No hay un nu´mero fijo de observaciones a partir del cual se pueda
asegurar que los modelos vayan a funcionar bien siempre pero se recomienda tener al
menos cinco an˜os de ventas. De todos modos, el mejor o peor funcionamiento del proceso
dependera´ del tipo de serie ante el que nos encontremos. De hecho, ya hemos visto que
lleva menos tiempo aprender una pauta muy estable (como la de la Categor´ıa 2) que otra
que no lo es tanto. Desafortunadamente, en mu´ltiples ocasiones nos encontraremos con
situaciones en las que no haya tanta informacio´n disponible, por ejemplo, al tratar centros
de reciente apertura.
Al hilo de la insuficiencia de informacio´n, una desventaja del me´todo de distribucio´n
diaria de la previsio´n semanal o por grupos de d´ıas es que, tal y como suced´ıa con la
Categor´ıa 2, no siempre tendremos datos diarios del an˜o en el que los d´ıas de la semana
cayeron de la misma forma que en el an˜o de estudio. La bu´squeda de una alternativa para
la distribucio´n diaria podr´ıa ser el objeto de ana´lisis de un trabajo futuro.
Por otro lado, cuando se da un suceso extran˜o como una huelga o un evento meteo-
rolo´gico extremo, los modelos no son capaces de detectarlo y el desajuste que se haya
provocado en las ventas se propagara´ al hacer las previsiones de los meses siguientes. Asi-
mismo, debido al tiempo de aprendizaje que necesitan las te´cnicas de series temporales,
un cambio en la tendencia de la serie no se vera´ reflejado en las previsiones hasta varios
meses despue´s de haberse producido.
6.2. Vı´as de investigacio´n futuras
Aunque hemos dado el primer paso para intentar solucionar el problema del aprovisio-
namiento y, ma´s concretamente, el de la previsio´n de ventas, todav´ıa hay muchas cuestiones
que quedan abiertas y que podr´ıan ser objeto de estudios posteriores. He aqu´ı algunas de
ellas.
Desarrollo de la herramienta a gran escala
El siguiente paso dentro del proyecto que estamos realizando es la creacio´n de una
aplicacio´n informa´tica que en un futuro se implantara´ en los sistemas de Eroski. Esta
herramienta se comunicara´ con otras ya existentes con el fin de anticipar y agilizar la
gestio´n de los pedidos. No obstante, antes de nada, ser´ıa muy recomendable probar el
me´todo con una muestra de series mucho ma´s amplia para detectar y corregir posibles
errores o aspectos que no se hayan tenido en cuenta hasta ahora.
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Tratamiento de los centros con insuficiencia de datos
Ya hemos mencionado que las te´cnicas de series temporales requieren un histo´rico de
datos bastante largo, por lo que sera´n imposibles de aplicar a las series de ventas de un
centro de reciente apertura. El problema que se plantea es co´mo conseguir una previsio´n
para estos establecimientos carentes de datos. Una primera idea que se podr´ıa analizar es
la bu´squeda de un centro “espejo” de caracter´ısticas y comportamiento de ventas similares
al de estudio. Una te´cnica estad´ıstica muy extendida y que puede resultar adecuada para
la seleccio´n de este centro espejo es el ana´lisis cluster o de conglomerados.
Consideracio´n de otras variables
Hasta ahora, para calcular los prono´sticos solo hemos considerado las ventas del pasado.
Sin embargo, hay muchos factores que pueden influir en la actividad de un supermercado
o hipermercado como, por ejemplo, el tiempo meteorolo´gico, la situacio´n econo´mica, etc.
Igualmente, ser´ıa interesante tener en cuenta si un producto se va a poner en oferta a la
hora de hacer la previsio´n.
Nuevas aperturas
Cuando Eroski se plantea la apertura de un nuevo centro se lleva a cabo un plan
de viabilidad para ver si resultara´ rentable. En e´l se calculan todos los gastos deriva-
dos de la compra o alquiler del local, licencias, personal, mobiliario, llenado de la tien-
da,. . . Evidentemente, un dato muy importante en la decisio´n de abrir o no la nueva tienda
es la estimacio´n de las ventas durante los primeros an˜os de existencia del centro. Sin em-
bargo, es un dato muy dif´ıcil de obtener ya que son muchos los factores que repercuten
en las ventas y no siempre son fa´ciles de medir. El estatus socio-econo´mico y el nu´mero
de habitantes del a´rea de cobertura del establecimiento, la valoracio´n de la marca en la
regio´n, la facilidad de acceso o la ubicacio´n de los competidores son so´lo una pequen˜a
muestra de las variables a considerar. Hoy en d´ıa, la empresa utiliza varios me´todos para
la obtencio´n de una estimacio´n de las ventas de un nuevo centro pero ninguno de ellos
resulta del todo fiable.
El problema del pricing
Otro problema que empieza a preocupar es el de la gestio´n de los precios. Preguntas
sobre el impacto que tendra´ una subida en el precio de un art´ıculo o co´mo afectara´ a las
ventas de las otras marcas una oferta en el producto de la marca blanca son cada vez ma´s
habituales. No es mucho el trabajo realizado en este a´mbito, por lo que el pricing podr´ıa
ser una buena l´ınea de investigacio´n.
Gestio´n del almacenamiento y la distribucio´n
Dejando un poco de lado la estad´ıstica, la investigacio´n operativa tambie´n tiene mu-
cho que decir en el mundo del reaprovisionamiento. Tanto la log´ıstica como la distribucio´n
podr´ıan hacerse de manera muy eficiente si se emplearan modelos de optimizacio´n. En-
contrar la mejor ubicacio´n para una plataforma de almacenaje, calcular las rutas o´ptimas
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para los camiones que distribuyen la mercanc´ıa o ajustar los turnos de trabajo de los
empleados a las necesidades de cada centro pueden suponer un ahorro nada despreciable
para la empresa.
En resumidas cuentas, hemos disen˜ado, implementado y probado un me´todo automa´ti-
co de previsio´n de ventas que mejora cualitativa y cuantitativamente el que Eroski ha
utilizado hasta ahora. No obstante, nos topamos con algunas limitaciones que podr´ıan ser
depuradas en nuevos estudios. Adema´s, el a´rea del reaprovisionamiento engloba muchos
ma´s problemas que el de la previsio´n de ventas, de modo que au´n quedan muchas v´ıas de
investigacio´n abiertas para el futuro.
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ANEXO I: Descripcio´n del co´digo
Por problemas de confidencialidad no podemos incluir literalmente el co´digo del pro-
grama generado. En su lugar, vamos a hacer una breve descripcio´n del programa indicando
cua´les han sido las funciones de R ma´s importantes que hemos empleado.
1. Lectura de datos
Para comenzar se lleva a cabo la lectura tanto de los datos mensuales como de los
diarios y se guardan en objetos de R de la clase “ts”. Las bases de datos esta´n construidas
en formato .xls por lo que se recurre a la funcio´n read.xls() del paquete xlsReadWrite
para su lectura. Cada observacio´n esta´ indexada por el d´ıa al que pertenece. En el caso de
los datos mensuales el ı´ndice es el primer d´ıa del mes en cuestio´n.
2. Descripcio´n de los datos
El ana´lisis descriptivo se realiza ba´sicamente a trave´s de gra´ficos, de modo que el
comando plot() se utiliza en numerosas ocasiones con las opciones apropiadas para cada
caso. El resto es manipulacio´n ba´sica de los datos en la que no merece la pena detenerse.
3. Estimacio´n de los modelos
Para cada una de las ocho series se estiman los tres modelos presentados en el cap´ıtulo
2 (Holt-Winters, estructural ba´sico y ARIMA). Para ello se han creado tres funciones in-
dependientes que son llamadas desde un programa principal “main”. Todas ellas necesitan
dos para´metros de entrada: la serie a estudio y un valor numprev que indica el nu´mero de
meses vista a los que se quiere hacer la previsio´n. Por ejemplo, para hacer el prono´stico de
diciembre con datos hasta octubre pasar´ıamos numprev = 2. A continuacio´n explicamos
esquema´ticamente el funcionamiento de cada una de estas tres funciones.
Funcio´n “Holt Winters”
- Para´metros de entrada: serie y numprev.
- Se fijan los valores iniciales para el nivel, la tendencia y la estacionalidad segu´n la
propuesta de Makridakis (4.1, 4.2 y 4.3).
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- Estimacio´n del modelo mediante el comando HoltWinters() de R.
>> modelo <- HoltWinters(serie,seasonal="multiplicative",
l.start=nivel,b.start=tendencia,s.start=estacionalidad)
- Se obtienen los valores ajustados y los residuos.
- Como en este caso no es necesaria la validacio´n, se calculan directamente el error
cuadra´tico medio (ECM) y la previsio´n numprev meses hacia adelante.
- Para´metros de salida: valores ajustados, residuos, ECM y prediccio´n.
Funcio´n “BSM”
- Para´metros de entrada: serie y numprev.
- Con los comandos dlmModPoly() y dlmModSeas() del paquete dlm se indica la es-
tructura que queremos que tenga el modelo.
>> bsm <- dlmModPoly(order=2,dV=1)+dlmModSeas(12)
- Se tienen que estimar cuatro para´metros que corresponden a las varianzas de los
cuatro te´rminos de error (t, ηt, ζt y ωt). Se hace por ma´xima verosimilitud.
>> MLE <- dlmMLE(coredata(serie),parm=MLE$par,build=buildFUN)
- Construccio´n del modelo a partir de los para´metros estimados.
>> modelo <- buildFUN(MLE$par)
- Se aplica el filtro de Kalman para conseguir los vectores de estado y sus matrices de
varianzas-covarianzas.
>> estado <- dlmFilter(serie,modelo)
- Se obtienen los valores ajustados y los residuos.
- Validacio´n de los residuos. Se emplea el comando lillie.test() para contrastar la
normalidad y los comandos acf() y Box.test() para la independencia.
- Si los residuos son va´lidos se fija valido=TRUE y se calculan el error cuadra´tico medio
y la previsio´n numprev meses hacia adelante.
- Si los residuos no son va´lidos se fija valido=FALSE.
- Para´metros de salida: valores ajustados, residuos, ECM, valido y prediccio´n.
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Funcio´n “ARIMA”
- Para´metros de entrada: serie y numprev.
- Se estima el modelo con la funcio´n auto.arima() del paquete forecast.
>> modelo <- auto.arima(serie,d=NA,D=NA,max.p=6,max.q=6,
max.P=2,max.Q=2,ic="aic",stepwise=TRUE)
- Se obtienen los valores ajustados y los residuos.
- Validacio´n de los residuos. Se emplea el comando lillie.test() para contrastar la
normalidad y los comandos acf() y Box.test() para la independencia.
- Si los residuos son va´lidos se fija valido=TRUE y se calculan el error cuadra´tico medio
y la previsio´n numprev meses hacia adelante.
- Si los residuos no son va´lidos se fija valido=FALSE.
- Para´metros de salida: valores ajustados, residuos, ECM, valido y prediccio´n.
4. Combinacio´n de previsiones
Tras estimar los modelos hay que combinar las predicciones logradas con aque´llos cuyos
residuos hayan superado la etapa de validacio´n. Para ello se ha creado una nueva funcio´n






# Se combinan los tres modelos
sumpeso <- HWpeso + BSMpeso + ARIMApeso
pred <- (HWpeso*HWpred+ BSMpeso*BSMpred+ ARIMApeso*ARIMApred)/sumpeso
}
if(BSM$valido==TRUE && ARIMA$valido==FALSE){
# Se combinan el Holt-Winters y el BSM
sumpeso <- HWpeso + BSMpeso
pred <- (HWpeso*HWpred + BSMpeso*BSMpred)/sumpeso
}
if(BSM$valido==FALSE && ARIMA$valido==TRUE){
# Se combinan el Holt-Winters y el ARIMA
sumpeso <- HWpeso + ARIMApeso




# Solo se toma el Holt-Winters
pred <- HWpred
}
5. Reparto en d´ıas de la previsio´n mensual
Siguiendo el procedimiento descrito en el cap´ıtulo 3 hemos programado funciones es-
pec´ıficas para el reparto en semanas o grupos de d´ıas especiales y su posterior distribucio´n
diaria. Como el tratamiento de cada mes es diferente, se han creado funciones distintas
para octubre y para diciembre poniendo especial atencio´n en la construccio´n de los grupos
de d´ıas. La extensio´n a otros meses del an˜o es inmediata.
No incluiremos el co´digo de estas funciones de reparto ya que en su implementacio´n se
han utilizado u´nicamente instrucciones ba´sicas de programacio´n, sin haber sido necesario
ningu´n tipo de comando estad´ıstico de R que merezca la pena destacar.
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