











cada   uno   con   diferentes   características   y   complejidades,   se   torna   imperioso   simplificar   y  
automatizar su administración. En este trabajo como un primer paso se presentan dos niveles de  
planificación,   el   primero   a   nivel   de  metaorganización,   con   el   objetivo   de  generar   clusters   a  
demanda basado en requerimientos de   aplicaciones y el segundo a nivel de organización local,  
gestionando los recursos del cluster en forma dinámica para lograr un máximo aprovechamiento  





cada   uno   con   diferentes   características   y   complejidades,   se   torna   imperioso   simplificar   y 





aplicación  utiliza  Grid  y  realiza  requerimientos  de hardware para  su  ejecución esta  capa  es   la 
encargada   de   buscar,   seleccionar   e   instanciar   los   recursos   apropiados   en     donde   realizar   su 
despliegue. 
La   componente   que   interviene   de   forma   activa   de   este   proceso   es   el   planificador   de  Grid   o 
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Otro aspecto a   tener  en cuenta es   la  gestión de  los   recursos de cada organización física.  Aún 
persisten problemas cuando distintos requerimientos compiten por los mismos recursos dentro de la 




virtuales.   Las   máquinas   virtuales   ofrecen   la   posibilidad   de   instanciar   entornos   de   trabajo 
preconfigurados   e   independientes,   tiene   la   capacidad   de   administrar   y   limitar   el   uso   de 
procesadores, memoria y disco, además de la capacidad de migrar a otra máquina física  el entorno 
completo si   fuera necesario.  Las  implementaciones actuales de máquinas virtuales proveen una 
performance similar a la obtenida por los sistemas físicos.





















administración   según   políticas   preestablecidas   relacionados   con   conceptos   autonómicos.   Por 
último,  el  proyecto   In­VIGO[4]  donde  el  nivel  de  abstracción es  mucho mayor,  permite  a   las 
aplicaciones hacer uso de entornos virtuales a través de servicios Grid. 
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Para la   implementación en primer  término se realizó  el  estudio de distintos metaplanificadores 
disponibles en el mercado eligiéndose a CSF (Community Scheduler Framework ­CSF)[7]. Por su 
característica,   permite   reutilizar   componentes   implementados   y   extenderlo   agregando   nuevas 












cajas   rectangulares  “GRAM Virtual”,  este  módulo es  el  encargado de  obtener  el  equipamiento 
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caso   del   adaptador   de   máquinas   virtuales   los   recursos   son   dinámicos   y   con   características 
heterogéneas, además por definición si la cantidad de procesadores no se logra satisfacer en un 
recurso   físico   se   deberá   completar   el   requerimiento   complementándolo   con   otros   recursos 


















Se  concluyó   que  una  alternativa  aceptable   es  mapear   la   red  de  comunicación  y   las  máquinas 





ver   un   ejemplo   de   un   grupo   de   clusters.   El  metaplanificador   realiza   una   consulta   según   los 
requerimientos de la aplicación y genera un grafo como el de la figura 3.
XIII Congreso Argentino de Ciencias de la Computación
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯
 













realizando   varios   inicios   en   forma   aleatoria,   este   método   se   denomina  hill­climbing   con   k  
recomienzos  donde  k  es la cantidad de nuevos inicios. Otra variante al algoritmo es no moverse 
siempre en el sentido correcto sino perturbando el vector de sentido de acuerdo a una función 
aleatoria, como es el algoritmo simulated annealing.
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máquina,  por   lo  que si  cada vez  que  el  algoritmo agrega  una arista   se  chequea  que   todas  las 
particiones tengan al menos la cantidad de nodos que requiere la aplicación, cuando esta condición 








algoritmo  de  hill­climbing,   de   la  misma manera  en   la   figura  5  pero  esta  vez   la   función de  a 





log(n)) y para el algoritmo de  hill­climbing  usando lista de adyacencias es de  O(n log(n)). Una 
mejora sería detectar particiones a nivel de nodos Grid y no con todas las máquinas que integran los 
clusters del Grid.
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módulo   de   gestión   de   recursos,   quien   según   la   información   obtenida   del   entorno   ajusta 
dinámicamente la asignación de recursos virtuales y físicos. Para el acceso a las conexiones SSH y 
switches virtuales, los servicios web se implementan ejecutando comandos propios del sistema. En 








cada  organización  física,  cada  uno de  ellos   según  las  políticas  definidas  en  cada  organización 
ofrecen determinados recursos con restricciones horarias o de calidad de servicios. Los módulos de 
administradores  locales deberán hacer cumplir  las restricciones impuestas por  las políticas para 
hacer un uso racional de los recursos.
5.1 Resultados Experimentales






dinámica de máquinas  virtuales  durante  la  ejecución de una aplicación paralela  del  cluster.  Se 
experimentó   en   la   modificación   de   parámetros   como   memoria   y   cantidad   de   procesadores 
asignados a   las máquinas  virtuales,   también con  la  migración de  las mismas,  para  analizar  los 
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En   la   modificación   de   parámetros   se   utilizaron   dos   variables,   la   memoria   y   cantidad   de 
procesadores. La razón de esta selección se debió a que son dos de los parámetros que generalmente 
se conocen a priori y son condición necesaria para la ejecución de la aplicación. En esta experiencia 
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requerimiento   local   este   tendrá   prioridad   sobre   los   procesos   de   la   organización   virtual.   Si 
relacionamos   estos   conceptos   con   los   de   la   figura   2,   en  donde   cada  máquina   tiene  un   costo 
económico asociado, el costo será menor en el cluster en donde no necesariamente estarán todas las 
máquinas disponibles todo el tiempo por las políticas de la organización local.
Para   el   caso  de  uso  mencionado  un   ejemplo   sería  que,   en  una  de   las  máquinas   se   encuentra 
ejecutando una aplicación local a la organización, con dos procesos, cada uno utilizando su CPU 
asignada al 100%. Al entrar un requerimiento desde la organización virtual y como el administrador 




máquinas   virtuales   con   el   requerimiento  global,   sin   detener   la   ejecución  de   la   aplicación.  La 
máquina virtual se encarga de mantener toda la información y enviarla a la nueva máquina física 
reasignando nuevamente los procesadores, quedando cada uno con el uso de una CPU al 100%.
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explotadas para  un mejor  aprovechamiento  del  modelo propuesto.  En cuanto a   la  selección de 
equipamiento,   se   está   trabajando   en   incorporar   múltiples   criterios   de   selección,   algunas 
experiencias se están orientando en poder determinar cuantas máquinas de un cluster son necesarias 
para lograr un rendimiento óptimo del conjunto. Hasta el momento el algoritmo busca optimizar el 
























donde  existe   la  necesidad de  adaptación y  control  del   entorno  para   requerimientos  de  diversa 
índole. En éste sentido redunda en beneficios importantes para la calidad de administración y una 
mejor utilización de recursos.
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Manager”.   accepted   to   the   12th   International   Symposium   on   High   Performance   Distributed 
Computing (HPDC­12), 2003. 
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