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ZETA-FUNCTIONS OF ROOT SYSTEMS AND POINCARE´
POLYNOMIALS OF WEYL GROUPS
YASUSHI KOMORI, KOHJI MATSUMOTO, AND HIROFUMI TSUMURA
Abstract. We consider a certain linear combination S(s,y; I ;∆) of
zeta-functions of root systems, where ∆ is a root system of rank r and
I ⊂ {1, 2, . . . , r}. Showing two different expressions of S(s,y; I ;∆),
we find that a certain signed sum of zeta-functions of root systems is
equal to a sum involving Bernoulli functions of root systems. This iden-
tity gives a non-trivial functional relation among zeta-functions of root
systems, if the signed sum does not identically vanish. This is a gen-
ralization of the authors’ previous result proved in [7], in the case when
I = ∅. We present several explicit examples of such functional relations.
A criterion of the non-vanishing of the signed sum, in terms of Poincare´
polynomials of associated Weyl groups, is given. Moreover we prove a
certain converse theorem, which implies that the generating function for
the case I = ∅ essentially knows all information on generating functions
for general I .
1. Introduction
Let N be the set of positive integers, N0 the set of non-negative integers,
Z the set of rational integers, R the set of real numbers, and C the set of
complex numbers. For any set S, denote by |S| the cardinality of S.
Let V be an r-dimensional real vector space equipped with an inner prod-
uct 〈·, ·〉. The dual space V ∗ is identified with V via this inner product. Let
∆ be a finite reduced root system in V and Ψ = {α1, . . . , αr} its fundamental
system. Let ∆+ and ∆− be the sets of all positive roots and negative roots,
respectively: ∆ = ∆+
∐
∆−. We denote by α∨ the coroot associated with
a root α. Let Λ = {λ1, . . . , λr} be the set of fundamental weights defined
by 〈α∨i , λj〉 = δij (Kronecker’s delta). Let Q∨ be the coroot lattice, P the
weight lattice, P+ the set of integral dominant weights, and P++ the set of
integral strongly dominant weights, respectively, defined by
Q∨ =
r⊕
i=1
Zα∨i , P =
r⊕
i=1
Zλi, P+ =
r⊕
i=1
N0λi, P++ =
r⊕
i=1
Nλi.
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Let y ∈ V , and s = (sα)α∈∆+ ∈ C|∆+|. The zeta-function of the root
system ∆ is defined by
(1.1) ζr(s,y;∆) =
∑
λ∈P++
e2π
√−1〈y,λ〉 ∏
α∈∆+
1
〈α∨, λ〉sα .
This function was introduced and has been studied by the authors in [5]
[6] [7] [8] [9] [11] [15] and [19].
Let g be a complex semisimple Lie algebra. If ∆ = ∆(g) is the root system
associated with g, and sα = s for all α ∈ ∆+, then ζr((s, s, . . . , s),0;∆) is
essentially equal to the Witten zeta-function of g studied by Witten [27] and
Zagier [28], up to a certain simple factor (see [6, (1.7)]). It is well known
that simple Lie algebras are classified into seven types; we denote them by
Xr, where X = A,B,C,D,E, F,G and r denotes its rank. When g is of
type Xr, we frequently write its root system as ∆(Xr), and its zeta-function
as ζr(s,y;Xr). In particular, ζ1(s, 0;A1) = ζ(s), the classical Riemann zeta-
function, and
ζ2((s1, s2, s3),0;A2) =
∞∑
m1=1
∞∑
m2=1
m−s11 m
−s2
2 (m1 +m2)
−s3 ,
which is sometimes called the (Mordell-)Tornheim double sum [24].
On the other hand, we can see that the Euler-Zagier r-ple zeta-function
ζEZ,r(s1, . . . , sr) =
∞∑
m1=1
·
∞∑
mr=1
m−s11 (m1 +m2)
−s2 · · · (m1 + · · ·+mr)−sr
may be regarded as a special case of zeta-functions of root systems of type
Ar (see [10]), or of type Cr (see [13]).
Therefore we can say that the notion of zeta-functions of root systems
gives a unification of two important class of multiple zeta-functions, of Wit-
ten and of Euler and Zagier.
A lot of relations among special values (at integer points) of Euler-Zagier
multiple zeta-functions are known. Are there any functional relations which
interpolate those relations? This question was raised, around 2000, by the
second-named author (cf. [18]). Needless to say, harmonic product formulas
such as
ζ(s1)ζ(s2) = ζEZ,2(s1, s2) + ζEZ,2(s2, s1) + ζ(s1 + s2)
are valid not only at integer points, but also at any other complex values of s1
and s2, so these give an answer. But what else? So far, no other functional
relations has been discovered among Euler-Zagier multiple zeta-functions
(except for a kind of functional equation for the case r = 2 discovered by
the second-named author [17]), and in fact, a kind of negative answer was
obtained recently by Ikeda and Matsuoka [4].
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However, if we extend the range of the search, we may find such func-
tional relations. The first example is a functional relation between ζ(s) and
ζ2((s1, s2, s3),0;A2) discovered by the third-named author [26], which inter-
polates certain value relations among ζ(k) and ζEZ,2(k1, k2) (k, k1, k2 ∈ N).
After this discovery, various other functional relations among zeta-functions
of root systems have been reported (the aforementioned papers of the au-
thors, Nakamura [20] [21], Zhou et al. [29], Onodera [22], and Ikeda and
Matsuoka [3]).
On the other hand, the structural background of the existence of those
functional relations has been studied in [11], [7]. The present paper is a
continuation of these two papers. The main actor of the present paper is the
“Weyl-group-symmetric” linear combination S(s,y; I;∆) of zeta-functions
of root systems defined by (2.1) below. This S(s,y; I;∆) has two different
expressions: (i) It is a signed sum of zeta-functions of root systems, and on
the other hand, (ii) it can be expressed in terms of certain generalization
of Bernoulli functions P (k,y, λ; I;∆); the exact form of these facts will be
stated in Section 2 ((2.2) and Theorem 2.3).
Combining these two expressions, (if they do not identically vanish) we
can obtain certain functional relations among zeta-functions of root systems.
We will state several explicit forms of such functional relations. However,
since the expression (i) is a signed sum, there is the possibility that it van-
ishes identically. Whether it vanishes or not can be seen by observing the
associated Poincare´ polynomials. This is another main theme of the present
paper.
2. Fundamental formulas
Let I ⊂ {1, 2, . . . , r}, and ΨI = {αi | i ∈ I} ⊂ Ψ. Let VI be the subspace
of V spanned by ΨI . Then ∆I = ∆ ∩ VI is the root system in VI whose
fundamental system is ΨI . For ∆I , we denote the corresponding coroot
lattice, weight lattice etc. by Q∨I =
⊕
i∈I Zα
∨
i , PI =
⊕
i∈I Zλi etc. Let
ι : Q∨I → Q∨ be the natural embedding, and ι∗ : P → PI the projection
induced from ι; that is, for λ ∈ P , ι∗(λ) is defined as a unique element of PI
satisfying 〈ι(q), λ〉 = 〈q, ι∗(λ)〉 for all q ∈ Q∨I .
Let Aut(∆) be the subgroup of GL(V ), consisting of all automorphisms
which stabilizes ∆. Let σα ∈ Aut(∆) be the reflection with respect to α, and
denote by W = W (∆) the Weyl group of ∆, namely the group generated
by {σi | 1 ≤ i ≤ r}, where σi = σαi . This is a normal subgroup of Aut(∆).
For w ∈ W , we put ∆w = ∆+ ∩ w−1∆−. Let WI be the subgroup of W
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generated by all the reflections associated with the elements in ΨI , and
W I = {w ∈W | ∆∨I+ ⊂ w∆∨+}.
The fundamental Weyl chamber is defined by
C = {v ∈ V | 〈α∨i , v〉 ≥ 0 for 1 ≤ i ≤ r}.
ThenW acts on the set of Weyl chambers {wC | w ∈W} simply transitively.
For any subset A ⊂ ∆, let HA∨ be the set of all v ∈ V which satisfies
〈α∨, v〉 = 0 for some α ∈ A. In particular, H∆∨ is the set of all walls of
Weyl chambers.
Now define
S(s,y; I;∆) =
∑
λ∈ι∗−1(PI+)\H∆∨
e2π
√−1〈y,λ〉 ∏
α∈∆+
1
〈α∨, λ〉sα .(2.1)
This sum was first introduced in [11, (110)]. (Note that [11] was published
later than [7], but was written earlier, already in 2007). In [11, Theorems 5
and 6], we showed
S(s,y; I;∆) =
∑
w∈W I
( ∏
α∈∆
w−1
(−1)−sα
)
ζr(w
−1s, w−1y;∆).(2.2)
In the above statement, the action of W to s is defined by (ws)α = sw−1α
for w ∈ W with the convention that, if α ∈ ∆−, then we understand that
sα = s−α.
We also proved in [11, Theorems 5 and 6] a certain multiple integral ex-
pression of S(s,y; I;∆). When I = ∅, we further observed that, in some
special cases, those integrals may be regarded as generalizations of classical
(Seki-)Bernoulli functions, which we denoted by P (k,y;∆) (which is actu-
ally the special case λ = 0, I = ∅ of P (k,y, λ; I;∆) defined later in (2.7)).
We gave multiple integral expressions of generating functions of P (k,y;∆)
(see [11, Theorem 7]), but it requires extremely huge task if we want to cal-
culate that expression more explicitly. This situation was improved in [7],
in which more accessible expressions were given (see [7, Theorem 4.1]).
However, these are the results in the case I = ∅. In order to develop the
full theory of functional relations, it is necessary to obtain the analogous
results for general I. This is the first aim of the present paper. To state the
results, we need some more notations.
Let ∆∗ = ∆+ \∆I+ and d = |Ic|. We may find VI = {γ1, . . . , γd} ⊂ ∆∗
such that V = VI ∪ΨI becomes a basis of V . Let VI = V (∆∗) be the set of
all such bases. In particular, V = V∅ be the set of all linearly independent
subsets V = {β1, . . . , βr} ⊂ ∆+.
For V ∈ VI , the lattice L(V∨) =
⊕
β∈V Zβ
∨ is a sublattice of Q∨. Let
{µVγ }γ∈V be the dual basis of V∨ = V∨I ∪ Ψ∨I , namely 〈γ∨k , µVγl〉 = δkl,
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〈α∨i , µVαj 〉 = δij , and 〈γ∨k , µVαi〉 = 〈α∨i , µVγk〉 = 0. Let pV⊥I be the projection
defined by
(2.3) pV⊥
I
(v) = v −
∑
γ∈VI
µVγ 〈γ∨, v〉 =
∑
α∈ΨI
µVα 〈α∨, v〉,
for v ∈ V . (The second equality can be easily seen by expressing v =∑
k akµ
V
γk
+
∑
i biµ
V
αi .) It is to be noted that the projection pV⊥I
depends
only on VI in the following sense.
Lemma 2.1. For any linearly independent subset ΦI = {β1, . . . , β|I|} ⊂ ∆I+
and U = VI ∪ ΦI , we have
(2.4) pV⊥
I
(v) = v −
∑
γ∈VI
µUγ 〈γ∨, v〉 =
∑
β∈ΦI
µUβ 〈β∨, v〉.
Proof. Put u =
∑
β∈ΦI µ
U
β 〈β∨, v〉 and we show pV⊥I (v) = u. It is enough to
check that 〈γ∨, pV⊥
I
(v)〉 = 〈γ∨, u〉 for all γ ∈ U. For γ ∈ VI , we have
〈γ∨, pV⊥
I
(v)〉 =
〈
γ∨, v −
∑
γ1∈VI
µVγ1〈γ∨1 , v〉
〉
= 〈γ∨, v〉 − 〈γ∨, v〉 = 0,
〈γ∨, u〉 =
〈
γ∨, v −
∑
γ1∈VI
µUγ1〈γ∨1 , v〉
〉
= 〈γ∨, v〉 − 〈γ∨, v〉 = 0,
because VI ⊂ V,U. For β ∈ ΦI , we have
〈β∨, u〉 =
∑
β1∈ΦI
〈
β∨, µUβ1〈β∨1 , v〉
〉
=
∑
β1∈ΦI
〈β∨1 , v〉〈β∨, µUβ1〉 = 〈β∨, v〉,
while by writing β∨ =
∑
α∈ΨI aαα
∨, we have
〈β∨, pV⊥
I
(v)〉 =
∑
α1∈ΨI
〈β∨, µVα1〉〈α∨1 , v〉 =
∑
α∈ΨI
aα〈α∨, v〉
=
〈∑
α∈ΨI
aαα
∨, v
〉
= 〈β∨, v〉.

Next we introduce a generalization of the notion of “fractional part”
of real numbers. Let V be the set of linearly independent subsets V =
{β1, . . . , βr} ⊂ ∆+. Also, let R be the set of all linearly independent sub-
sets R = {β1, . . . , βr−1} ⊂ ∆, and let HR∨ =
⊕r−1
i=1 Rβ
∨
i be the hyperplane
passing through R∨ ∪ {0}. We fix a non-zero vector
φ ∈ V \
⋃
R∈R
HR∨ .
Then 〈φ, µVβ 〉 6= 0 for all V ∈ V and β ∈ V. For y ∈ V , V ∈ V and β ∈ V,
we define
{y}V,β =
{ {〈y, µVβ 〉}, (〈φ, µVβ 〉 > 0),
1− {−〈y, µVβ 〉}, (〈φ, µVβ 〉 < 0),
(2.5)
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where {·} on the right-hand sides denotes the usual fractional part of real
numbers.
Using these notions, we now define Bernoulli functions of the root system
∆ associated with I and their generating functions.
Definition 2.2. For tI = (tα)α∈∆∗ ∈ C|∆∗| and λ ∈ PI , let
F (tI ,y, λ; I;∆)(2.6)
=
∑
V∈VI
 ∏
γ∈∆∗\VI
tγ
tγ −
∑
β∈VI tβ〈γ∨, µVβ 〉 − 2π
√−1〈γ∨, pV⊥
I
(λ)〉

× 1|Q∨/L(V∨)|
∑
q∈Q∨/L(V∨)
exp(2π
√−1〈y + q, pV⊥
I
(λ)〉)
×
∏
β∈VI
tβ exp(tβ{y + q}V,β)
etβ − 1 ,
and define Bernoulli functions P (k,y, λ; I;∆) of the root system ∆ associ-
ated with I by the expansion
(2.7) F (tI ,y, λ; I;∆) =
∑
k∈N|∆∗|
0
P (k,y, λ; I;∆)
∏
α∈∆∗
tkαα
kα!
.
The fundamental formula in our theory is the following theorem.
Theorem 2.3. Let sα = kα ∈ N for α ∈ ∆∗ and sα ∈ C for α ∈ ∆I+. We
assume
(#) If α belongs to an irreducible component of type A1, then the corre-
sponding kα ≥ 2.
Then we have
S(s,y; I;∆)
= (−1)|∆∗|
( ∏
α∈∆∗
(2π
√−1)kα
kα!
) ∑
λ∈PI++
( ∏
α∈∆I+
1
〈α∨, λ〉sα
)
P (k,y, λ; I;∆).
(2.8)
In the case I = ∅, clearly ΨI = ∅, VI = V, VI = V , ∆∗ = ∆+, PI = {0},
and hence the only possible λ is λ = 0. Write t = t∅ = (tα)α∈∆+ . Then we
see that
F (t,y;∆) = F (t,y;0; ∅;∆)
=
∑
V∈V
 ∏
γ∈∆+\V
tγ
tγ −
∑
β∈V tβ〈γ∨, µVβ 〉

× 1|Q∨/L(V∨)|
∑
q∈Q∨/L(V∨)
∏
γ∈V
tγ exp(tγ{y + q}V,γ)
etγ − 1 ,
(2.9)
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which is exactly equal to [7, (4.3)]. Therefore Theorem 2.3 is a generalization
of [7, Theorem 4.1]. We note that, when ∆ = ∆(A1), it follows that
F (t, y;A1) =
tet{y}
et − 1(2.10)
(see [7, (3.14)]), the usual generating function of classical Bernoulli functions
Bk(·), that is
tet{y}
et − 1 =
∞∑
k=0
Bk({y})t
k
k!
.(2.11)
Therefore we may regard that P (k,y, λ; I;∆) is a root-theoretic generaliza-
tion of classical Bernoulli functions.
The fundamental philosophy of the present paper is to combine two ex-
pressions of S(s,y; I;∆), that is (2.2) and (2.8). It will produce the relation
of the form
(A signed sum of zeta-functions of root systems)(2.12)
= (A sum involving Bernoulli functions of root systems).
If the left-hand side of (2.12) does not vanish identically, then this relation
gives a non-trivial functional relation among zeta-functions of root systems.
In Sections 3 and 4 we will show explicit computations on the right-hand side
of (2.12), and in Section 7 we state several examples. On the other hand,
concerning the left-hand side, it is important to know when it does not
vanish. A criterion of the non-vanishing in terms of Poincare´ polynomials
will be given in Sections 5 and 6.
The proof of Theorems 2.3 itself will be given in Section 8. It is to be
stressed that, though Theorem 2.3 is a generalization of the previous result
in [7] where the case I = ∅ was treated, there are much more technical
difficulties when we consider the case of general I. To overcome those dif-
ficulties, the authors had to write a separate paper [14], whose results will
be used essentially in the course of the proof of Theorem 2.3.
Another main result in the present paper is the following converse theo-
rem. The generating function F (tI ,y, λ; I;∆) for general I can be deduced,
in the following sense, from the case I = ∅. That is, the generating func-
tion for I = ∅ knows ‘everything’. This theorem will be proved in the last
section.
Theorem 2.4. Let I ⊂ {1, . . . , r}. For λ ∈ PI++, we have
(2.13) F (tI ,y, λ; I;∆) = Res
tα=2π
√−1〈α∨,λ〉
α∈∆I+
( ∏
α∈∆I+
1
tα
)
F (t,y;∆),
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where tI = (tα)α∈∆∗ and the meaning of Res is as explained in Remark 2.5
below.
Remark 2.5. The function F˜ (t,y;∆) = (
∏
α∈∆I+ 1/tα)F (t,y;∆) is in |∆+|
complex variables. We give an order of the elements of the set ∆I+ by
numbering as α1, . . . , αn, where n = |∆I+|. The definition of Res in the
above theorem is given by the following iterated procedure:
Res
tα=2π
√−1〈α∨,λ〉
α∈∆I+
F˜ (t,y;∆) = Res
tαn=2π
√−1〈α∨n ,λ〉
· · · Res
tα1=2π
√−1〈α∨1 ,λ〉
F˜ (t,y;∆),
(2.14)
where on the right-hand side, each Res means the usual residue of a one-
variable function. In the proof of the theorem we will see that the value
(2.14) does not depend on the choice of the order of iteration. This is to be re-
garded as a part of the statement of Theorem 2.4, because this does not hold
in general for iterated residues. The point (2π
√−1〈α∨, λ〉)α∈∆I+ is on some
singular hyperplane of F˜ (t,y;∆), but the limit process tα → 2π
√−1〈α∨, λ〉
of calculating the residue is along some ‘generic’ path in the sense that, when
the limit process on tαj is carried out, the remaining variables (tαj+1 , . . . , tαn)
are located outside any singular hyperplanes.
3. Explicit functional relations (|I| = (r − 1) case)
In this and the next section we evaluate the generating functions more
explicitly, and deduce explicit functional relations. We only discuss the cases
|I| = r− 1 and |I| = 1, because the other cases are much more complicated.
We use the notation δ, where some condition is inserted in , defined as
δ = 1 if the condition is satisfied, and = 0 otherwise.
We first introduce the transposes p∗
V⊥
I
of the projections pV⊥
I
(defined by
(2.3)) by
〈u, pV⊥
I
(v)〉 = 〈u, v〉 −
∑
β∈VI
〈u, µVβ 〉〈β∨, v〉
= 〈u−
∑
β∈VI
〈u, µVβ 〉β∨, v〉
= 〈p∗
V⊥
I
(u), v〉
(3.1)
for v ∈ V , that is
(3.2) p∗
V⊥
I
(u) = u−
∑
β∈VI
〈u, µVβ 〉β∨.
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Let I ⊂ {1, . . . , r}. In this section we consider the situation |Ic| = 1, and
put Ic = {k}. Then ΨI = {αi}i∈I , and we see that
∆∗∨ = {α∨ =
r∑
i=1
aiα
∨
i ∈ ∆∨+ | ak = 〈α∨, λk〉 6= 0}.
Since |VI | = 1 in the present case, we have
(3.3) VI = {V = {β} ∪ΨI}β∈∆∗ .
For V = {β} ∪ΨI ∈ VI and γ ∈ ∆∗ \ {β}, from (3.2) we have
(3.4) p∗
V⊥
I
(γ∨) = γ∨ − 〈γ∨, µVβ 〉β∨.
We put bi = bi(β) = 〈β∨, λi〉 (1 ≤ i ≤ r) so that
(3.5) β∨ =
r∑
i=1
biα
∨
i .
Then we find
(3.6) µVβ =
λk
bk
.
Write y = y1α
∨
1 + · · · + yrα∨r and λ =
∑r
i=1
i 6=k
miλi ∈ PI . Then
pV⊥
I
(λ) = λ− λk
bk
〈β∨, λ〉
=
r∑
i=1
i 6=k
miλi +
(
−
r∑
i=1
i 6=k
bi
bk
mi
)
λk
=
r∑
i=1
i 6=k
mi
(
λi − bi
bk
λk
)
.
(3.7)
Note that Q∨/L(V∨) = {akα∨k }0≤ak<bk and |Q∨/L(V∨)| = bk. For q =
akα
∨
k ∈ Q∨, from (3.7) we obtain
(3.8) 〈y + q, pV⊥
I
(λ)〉 =
r∑
i=1
i 6=k
mi
(
yi − bi
bk
(yk + ak)
)
.
We fix φ such that 〈φ, λk〉 > 0. Then for q = akα∨k ∈ Q∨,
(3.9) {y + q}V,β =
{〈y + q, λk〉
bk
}
=
{yk + ak
bk
}
.
Substituting the above results into (2.6), we obtain the following form of
the generating function (under the identification y = (yi)1≤i≤r and λ =
(mi)1≤i(6=k)≤r):
(3.10) F ((tβ)β∈∆∗ , (yi)1≤i≤r, (mi)1≤i(6=k)≤r; I;∆)
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=
∑
β∈∆∗
∏
γ∈∆∗\{β}
tγ
tγ − 〈γ∨,λk〉bk tβ − 2π
√−1〈p∗
V⊥
I
(γ∨), λ〉
× 1
bk
∑
0≤ak<bk
exp
(
2π
√−1
r∑
i=1
i 6=k
mi
(
yi − bi
bk
(yk + ak)
))tβ exp(tβ{yk + ak
bk
})
etβ − 1 ,
where bi = bi(β) = 〈β∨, λi〉.
For γ∨ ∈ ∆∗∨, we see that
(3.11) p∗
V⊥
I
(γ∨) = γ∨ − 〈γ
∨, λk〉
bk
β∨ ∈ 1
bk
Q∨I ,
which may not be proportional to a coroot in ∆I . Therefore, observing
(3.10) with (3.11) we see that S(s,y; I;∆) may not be necessarily written
in terms of zeta-functions of root systems of lower ranks. However, in the
classical root systems of type A,B,C, special choices of I give rise to re-
cursive structures among zeta-functions of root systems. To show this, in
the following we will give explicit forms of (3.11). Moreover we will present
associated functional relations in the Ar cases.
3.1. Ar Case. We realize ∆
∨
+(Ar) = {ei − ej | 1 ≤ i < j ≤ r+ 1}, where ej
is the jth unit vector in Rr+1. Then the variable s can be parametrized as
s = (sij)1≤i<j≤r, and the zeta-function of type Ar reads as
(3.12)
ζr((sij)1≤i<j≤r, (yi)1≤i≤r;Ar) =
∞∑
m1=1
· · ·
∞∑
mr=1
exp(2π
√−1∑1≤i≤rmiyi)∏
1≤i<j≤r+1(mi + · · ·+mj−1)sij
.
Choose I = {2, . . . , r} and Ic = {1} as in the following diagram.
(3.13)
✛
✚
✘
✙
α1❝ α2❝ ❝ ✄✂ ✁✄✂ ✁ ❝ ❝ ❝ αr❝
Then
(3.14) Ψ∨I = {α∨2 = e2 − e3, . . . , α∨r = er − er+1}
and ∆∗∨ = {e1 − ej | 2 ≤ j ≤ r + 1}. Hence
V
∨
I = {V∨ = {e1 − ej} ∪Ψ∨I }2≤j≤r+1.
Temporarily we fix one
β∨ = e1 − ej = α∨1 + · · · + α∨j−1
(2 ≤ j ≤ r + 1). Then we see that
(3.15) bi = 〈β∨, λi〉 =
{
1 (1 ≤ i < j),
0 (j ≤ i ≤ r),
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and in particular µVβ = λ1/b1 = λ1 by (3.6). Since V
∨
I = {β∨}, for γ∨ =
e1 − ei ∈ ∆∗∨ (i 6= j), from (3.4) we have
p∗
V⊥
I
(γ∨) = e1 − ei − 〈e1 − ei, λ1〉(e1 − ej)
= e1 − ei − 〈α∨1 + · · · + α∨i−1, λ1〉(e1 − ej)
= e1 − ei − (e1 − ej)
= ej − ei ∈ ∆∨I .
(3.16)
Since
ej − ei =
{ −(α∨i + · · ·+ α∨j−1) (2 ≤ i ≤ j − 1),
α∨j + · · ·+ α∨i−1 (j + 1 ≤ i ≤ r + 1),
we find that 〈p∗
V⊥
I
(γ∨), λ〉 = −mij for λ = m2λ2 + · · ·+mrλr, where
mij =
{
mi + · · ·+mj−1 (2 ≤ i ≤ j − 1),
−(mj + · · ·+mi−1) (j + 1 ≤ i ≤ r + 1).(3.17)
By putting te1−ei = ti for 2 ≤ i ≤ r+ 1, we can deduce from (3.10) (with
k = 1) the following form of the generating function:
(3.18) F ((ti)2≤i≤r+1, (yi)1≤i≤r, (mi)2≤i≤r; {2, . . . , r};Ar)
=
r+1∑
j=2
∏
2≤i≤r+1
i 6=j
ti
ti − tj + 2π
√−1mij
× exp
(
2π
√−1
(j−1∑
i=2
mi(yi − y1) +
r∑
i=j
miyi
))tj exp(tj{y1})
etj − 1 .
Next we calculate the Taylor expansion of the right-hand side of the above
formula. First we note that
ti
ti − tj + 1/xij =
tixij
1− (tj − ti)xij
=
∞∑
n=0
xn+1ij ti(tj − ti)n
=
∞∑
n=0
xn+1ij
∑
k,l≥0
k+l=n
(−1)k
(
n
l
)
tljt
k+1
i
=
∑
k≥1,l≥0
(−1)k−1
(
k + l − 1
l
)
xk+lij t
l
jt
k
i
(3.19)
(with a certain indeterminate xij). By use of this result and (2.11) we have( ∏
2≤i≤r+1
i 6=j
ti
ti − tj + 1/xij
)tj exp(tj{y1})
etj − 1
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=
∑
ki≥1 (i 6=j)
li≥0 (i 6=j)
lj≥0
( ∏
2≤i≤r+1
i 6=j
(−1)ki−1
(
ki + li − 1
li
)
xki+liij t
li
j t
ki
i
)
Blj ({y1})
t
lj
j
lj !
=
∑
ki≥1 (i 6=j)
kj≥0
( ∑
l2,...,lr+1≥0
l2+···+lr+1=kj
Blj({y1})
lj !
∏
2≤i≤r+1
i 6=j
(−1)ki−1
(
ki + li − 1
li
)
xki+liij
)
×
∏
2≤i≤r+1
tkii .
Applying this to the right-hand side of (3.18), we obtain the following con-
clusion.
Theorem 3.1. In the case ∆ = ∆(Ar) and I = {2, . . . , r}, we have
(3.20) F ((ti)2≤i≤r+1, (yj)1≤j≤r, (mi)2≤i≤r; {2, . . . , r};Ar)
=
r+1∑
j=2
∏
2≤i≤r+1
i 6=j
ti
ti − tj + 2π
√−1mij
× exp
(
2π
√−1
(j−1∑
i=2
mi(yi − y1) +
r∑
i=j
miyi
))tj exp(tj{y1})
etj − 1
=
∑
k2,...,kr+1≥0
P ((ki)2≤i≤r+1, (yi)1≤i≤r, (mi)2≤i≤r; {2, . . . , r};Ar)
tk22 · · · tkr+1r+1
k2! · · · kr+1! ,
where
(3.21) P ((ki)2≤i≤r+1, (yi)1≤i≤r, (mi)2≤i≤r; {2, . . . , r};Ar)
= k2! · · · kr+1!
r+1∑
j=2
(r+1∏
i=2
i 6=j
δki 6=0
)
exp
(
2π
√−1
(j−1∑
i=2
mi(yi − y1) +
r∑
i=j
miyi
))
×
( ∑
l2,...,lr+1≥0
l2+···+lr+1=kj
Blj({y1})
lj !
∏
2≤i≤r+1
i 6=j
(−1)ki−1
(
ki + li − 1
li
)( 1
2π
√−1mij
)ki+li)
.
As an application of this theorem, we will give explicit functional relations.
We compute (2.2) and (2.8) in the case of type Ar, with s1j = k1j ∈ N for
2 ≤ j ≤ r + 1.
First, it is well known that W (Ar) ≃ Sr+1, the (r + 1)-th symmetric
group, as the permutation group on {e1, . . . , er+1}. Via this identification
we see that
W I ={id, σ1, σ1σ2, . . . , σ1σ2 · · · σr}(3.22)
={id, (1 2), (1 2 3), . . . , (1 2 · · · r + 1)}
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where σj = (j j + 1). In fact, we can easily check that
w = σ1σ2 · · · σj = (1 2 · · · j + 1)
for 0 ≤ j ≤ r satisfies w−1∆∨I+ ⊂ ∆∨+, and those elements exhausts W I
because |W I | = |W |/|WI | = (r + 1)!/r! = r + 1 (see (5.1) below).
Next, for 2 ≤ i ≤ r and 1 ≤ j ≤ r, we have
σj · · · σ1α∨1 = ej+1 − e1 = −α∨1 − · · · − α∨j ,(3.23)
σj · · · σ1α∨i =

α∨i−1 (i ≤ j),
α∨i−1 + α
∨
i (i = j + 1),
α∨i (i ≥ j + 2).
(3.24)
Therefore, for w = σ1 · · · σj ∈W I , we have
w−1y = σj · · · σ1(y1α∨1 + · · · + yrα∨r )
= −y1(α∨1 + · · · + α∨j ) +
j∑
i=2
yiα
∨
i−1 + yj+1(α
∨
j + α
∨
j+1) +
r∑
i=j+2
yiα
∨
i
=
j∑
i=1
(yi+1 − y1)α∨i +
r∑
i=j+1
yiα
∨
i .
Lastly for w = σ1 · · · σj ∈W I , we can see that
(3.25) ∆w−1 = {α∨1 + · · · + α∨i = e1 − ei+1 | 1 ≤ i ≤ j}.
Therefore from (2.2) we obtain
S(s,y; {2, . . . , r};Ar) =
r∑
j=0
( j∏
i=1
(−1)k1,i+1
)(3.26)
× ζr((spjqj)1≤p<q≤r+1, (y2 − y1, . . . , yj+1 − y1, yj+1, . . . , yr);Ar),
where pj = (1 2 · · · j + 1)p and qj = (1 2 · · · j + 1)q.
On the other hand, (2.8) in the present case reads as
S(s,y; {2, . . . , r};Ar) = (−1)r
r+1∏
j=2
(2π
√−1)k1j
k1j !

×
∞∑
m2,...,mr=1
 ∏
2≤p<q≤r+1
1
〈ep − eq,m2λ2 + · · ·+mrλr〉spq

× P (k,y, (mi)2≤i≤r; {2, . . . , r};Ar)
with k = (k1j)2≤j≤r+1. Substituting (3.21) (with ki = k1i) into the right-
hand side, we obtain
S(s,y; {2, . . . , r};Ar)
(3.27)
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= (−1)r(2π√−1)
∑
2≤i≤r+1 k1i
r+1∑
j=2
∑
l2,...,lr+1≥0
l2+···+lr+1=k1j
Blj({y1})
lj !
×
( ∏
2≤i≤r+1
i 6=j
(−1)k1i−1
(
k1i + li − 1
li
)((−1)δi>j
2π
√−1
)k1i+li)
×
∞∑
m2,...,mr=1
exp
(
2π
√−1
(j−1∑
i=2
mi(yi − y1) +
r∑
i=j
miyi
))
×
∏
2≤i≤r+1
i 6=j
1
|mij |k1i+li
∏
2≤p<q≤r+1
1
(mp + · · · +mq−1)spq
= (−1)r(2π√−1)
∑
2≤i≤r+1 k1i
r+1∑
j=2
∑
l2,...,lr+1≥0
l2+···+lr+1=k1j
(−1)k1,2+···+k1,j−1+lj+1+···+lr+1−r+1
(2π
√−1)lj+
∑
2≤i≤r+1 k1i
× Blj ({y1})
lj!
( ∏
2≤i≤r+1
i 6=j
(
k1i + li − 1
li
))
× ζr−1((spq + δp<jδq=j(k1p + lp) + δp=jδq>j(k1q + lq))2≤p<q≤r+1,
(y2 − y1, . . . , yj−1 − y1, yj , . . . , yr);Ar−1),
where in the last equality we have used
(3.28)
∑
2≤i≤r+1,i 6=j
(k1i + li) = −lj +
∑
2≤i≤r+1
k1i.
Comparing (3.26) and (3.27), we now arrive at the following explicit form
of functional relations.
Theorem 3.2. For (sij)1≤i<j≤r+1 with s1j = k1j (2 ≤ j ≤ r + 1), we have
r∑
j=0
( j∏
i=1
(−1)k1,i+1
)(3.29)
× ζr((spjqj)1≤p<q≤r+1, (y2 − y1, . . . , yj+1 − y1, yj+1, . . . , yr);Ar)
= −
r+1∑
j=2
∑
l2,...,lr+1≥0
l2+···+lr+1=k1j
(−1)k1,2+···+k1,j−1+lj+1+···+lr+1(2π√−1)lj
× Blj ({y1})
lj!
( ∏
2≤i≤r+1
i 6=j
(
k1i + li − 1
li
))
× ζr−1((spq + δp<jδq=j(k1p + lp) + δp=jδq>j(k1q + lq))2≤p<q≤r+1,
(y2 − y1, . . . , yj−1 − y1, yj , . . . , yr);Ar−1),
where pj = (1 2 · · · j + 1)p and qj = (1 2 · · · j + 1)q.
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The cases r = 2, 3 of this theorem will be written down as Examples 7.1,
7.2 in Section 7.
3.2. Cr Case. We realize
∆∨+ = {ei ± ej | 1 ≤ i < j ≤ r} ∪ {ej | 1 ≤ j ≤ r}.
Then Ψ∨ = {α∨1 = e1 − e2, . . . , α∨r−1 = er−1 − er, α∨r = er}, and the fun-
damental weights are given by λi = e1 + · · · + ei for 1 ≤ i ≤ r. Choose
I = {2, . . . , r} and Ic = {1} as in the following diagram.
(3.30)
✛
✚
✘
✙
α1❝ α2❝ ❝ ✄✂ ✁✄✂ ✁ ❝ ❝ ❝ αr❝
Then
(3.31) Ψ∨I = {α∨2 = e2 − e3, . . . , α∨r−1 = er−1 − er, α∨r = er}
and ∆∗∨ = {e1 ± ej | 2 ≤ j ≤ r} ∪ {e1}. Hence
(3.32) V ∨I = {{e1− ej}∪Ψ∨I }2≤j≤r ∪{{e1+ ej}∪Ψ∨I }2≤j≤r ∪{{e1}∪Ψ∨I }.
For β∨ = e1 − ej (2 ≤ j ≤ r), we see that
(3.33) bl = 〈β∨, λl〉 =
{
1 (1 ≤ l < j),
0 (j ≤ l ≤ r),
and in particular µVβ = λ1 = e1. Therefore for γ
∨ = e1 − ei ∈ ∆∗∨ (i 6= j)
and γ∨ = e1 + ei ∈ ∆∗∨,
p∗
V⊥
I
(γ∨) = e1 ± ei − 〈e1 ± ei, λ1〉(e1 − ej)
= e1 ± ei − (e1 − ej)
=
{
ej ± ei ∈ ∆∨I (i 6= j),
2ej ∈ 2∆∨I (i = j),
(3.34)
and
p∗
V⊥
I
(e1) = e1 − 〈e1, λ1〉(e1 − ej)
= e1 − (e1 − ej)
= ej ∈ ∆∨I .
(3.35)
Next for β∨ = e1 + ej (2 ≤ j ≤ r), we see that
(3.36) bl = 〈β∨, λl〉 =
{
1 (1 ≤ l < j),
2 (j ≤ l ≤ r),
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and in particular µVβ = λ1 = e1. Therefore for γ
∨ = e1 + ei ∈ ∆∗∨ (i 6= j)
and γ∨ = e1 − ei ∈ ∆∗∨,
p∗
V⊥
I
(γ∨) = e1 ± ei − 〈e1 ± ei, λ1〉(e1 + ej)
= e1 ± ei − (e1 + ej)
=
{
−ej ± ei ∈ ∆∨I (i 6= j),
−2ej ∈ 2∆∨I (i = j),
(3.37)
and
p∗
V⊥
I
(e1) = e1 − 〈e1, λ1〉(e1 + ej)
= e1 − (e1 + ej)
= −ej ∈ ∆∨I .
(3.38)
Lastly for β∨ = e1, we see that
(3.39) bl = 〈β∨, λl〉 = 1 (1 ≤ l ≤ r),
and in particular µVβ = λ1 = e1. Therefore for γ
∨ = e1 ± ei ∈ ∆∗∨,
p∗
V⊥
I
(γ∨) = e1 ± ei − 〈e1 ± ei, λ1〉e1
= e1 ± ei − e1
= ±ei ∈ ∆∨I .
(3.40)
Now calculate 〈p∗
V⊥
I
(γ∨), λ〉. Consider the case when β∨ = e1 − ej (2 ≤
j ≤ r). For γ∨ = e1 − ei (i 6= j), we have
〈p∗
V⊥
I
(γ∨), λ〉 = 〈ej − ei,m2λ2 + · · · +mrλr〉 = −mij,
where the second equality is obtained by using λi = e1+ · · ·+ei, or by using
(the second member of) the facts
ei =
∑
i≤k≤r α
∨
k (1 ≤ i ≤ r),
ei − ej =
∑
i≤k<j α
∨
k (1 ≤ i < j ≤ r),
ei + ej =
∑
i≤k<j α
∨
k + 2
∑
j≤k≤r α
∨
k (1 ≤ i < j ≤ r).
(3.41)
Using again λi = e1 + · · ·+ ei or (3.41), for γ∨ = e1 + ei we have
〈p∗
V⊥
I
(γ∨), λ〉 = 〈ej + ei,m2λ2 + · · ·+mrλr〉 = mijr,
where
mijr =

mi + · · ·+mj−1 + 2(mj + · · ·+mr) (2 ≤ i < j),
2(mj + · · · +mr) (i = j),
mj + · · · +mi−1 + 2(mi + · · ·+mr) (j < i ≤ r).
(3.42)
For γ∨ = e1,
〈p∗
V⊥
I
(γ∨), λ〉 = 〈ej ,m2λ2 + · · · +mrλr〉 = mj + · · ·+mr = mj,r+1.
Similarly we evaluate 〈p∗
V⊥
I
(γ∨), λ〉 for other β∨.
We now insert those data into (3.10). Putting te1±ei = t±i for 2 ≤ i ≤ r
and t2e1 = t1, we obtain the following form of the generating function:
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Theorem 3.3. In the case ∆ = ∆(Cr) and I = {2, . . . , r} we have
F (t1, (t±i)2≤i≤r, (yj)1≤j≤r, (mi)2≤i≤r; {2, . . . , r};Cr)
(3.43)
=
r∑
j=2
∏
2≤i≤r
i 6=j
t−i
t−i − t−j + 2π
√−1mij
∏
2≤i≤r
t+i
t+i − t−j − 2π
√−1mijr
× t1
t1 − t−j − 2π
√−1mj,r+1
× exp
(
2π
√−1
(j−1∑
i=2
mi(yi − y1) +
r∑
i=j
miyi
))t−j exp(t−j{y1})
et−j − 1
+
r∑
j=2
∏
2≤i≤j
t−i
t−i − t+j + 2π
√−1mijr
∏
2≤i≤r
i 6=j
t+i
t+i − t+j − 2π
√−1mij
× t1
t1 − t+j + 2π
√−1mj,r+1
× exp
(
2π
√−1
(j−1∑
i=2
mi(yi − y1) +
r∑
i=j
mi(yi − 2y1)
))t+j exp(t+j{y1})
et+j − 1
+
∏
2≤i≤r
t−i
t−i − t1 + 2π
√−1mi,r+1
∏
2≤i≤r
t+i
t+i − t1 − 2π
√−1mi,r+1
× exp
(
2π
√−1
( r∑
i=2
mi(yi − y1)
)) t1 exp(t1{y1})
et1 − 1 .
From this theorem, it is possible to deduce the explicit forms of Bernoulli
functions and functional relations for the root system of type Cr. The case
r = 3 will be discussed more explicitly in Section 7.
4. Explicit functional relations (|I| = 1 case)
In this section we consider the case I = {i} and y = 0. In this case the
result can be stated in terms of the Lerch zeta-function
(4.1) φ(s, u) =
∞∑
n=1
e2π
√−1un
ns
.
Theorem 4.1. Let sα = kα ∈ Z≥2 for α ∈ ∆+\{αi} and sαi ∈ C. Let |k| =∑
α∈∆+\{αi} kα. Let Xi = {ν = {〈q, µVαi〉} | V ∈ VI , q ∈ Q∨/L(V∨)} ⊂ Q.
Then we have
(4.2)
∑
w∈W I
( ∏
α∈∆
w−1
(−1)−kα
)
ζr(w
−1s, 0;∆)
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= (−1)|∆+|−1
( ∏
α∈∆+\{αi}
(2π
√−1)kα
kα!
) ∑
ν∈Xi
|k|∑
j=0
bkνj
(2π
√−1)j φ(sαi + j, ν),
where bkνj ∈ Q is given by
(4.3)
∑
k∈N|∆∗|0
∑
ν∈Xi
|k|∑
j=0
bkνjx
jyν
∏
α∈∆∗
tkαα
kα!
=
∑
V∈VI
∏
γ∈∆∗\VI
tγ
tγ −
∑
β∈VI tβ〈γ∨, µVβ 〉 − 〈γ∨, µVαi〉/x
× 1|Q∨/L(V∨)|
∑
q∈Q∨/L(V∨)
y{〈q,µ
V
αi
〉} ∏
β∈VI
tβ exp(tβ{q}V,β)
etβ − 1 ,
where x and y are indeterminates.
Proof. Since I = {i}, we have ∆I+ = {αi} and ∆∗ = ∆+ \ {αi}. Note that
for λ = nλi ∈ PI++, we have pV⊥
I
(λ) = nµVαi by (2.3), and hence for u ∈ V ,
(4.4) 〈u, pV⊥
I
(λ)〉 = n〈u, µVαi〉.
Therefore
(4.5)
F (t, 0, λ; I;∆) =
∑
V∈VI
∏
γ∈∆∗\VI
tγ
tγ −
∑
β∈VI tβ〈γ∨, µVβ 〉 − 2π
√−1n〈γ∨, µVαi〉
× 1|Q∨/L(V∨)|
∑
q∈Q∨/L(V∨)
exp(2π
√−1n{〈q, µVαi〉})
∏
β∈VI
tβ exp(tβ{q}V,β)
etβ − 1 .
Consider the Taylor expansion of the right-hand side with respect to t.
Putting x = (2π
√−1n)−1 and y = exp(2π√−1n), the right-hand side of
(4.5) is equal to the right-hand side of (4.3). We write the Taylor expansion
as the left-hand side of (4.3) with rational coefficients bkνj ; here we remark
that in (4.3), the highest degree of x is at most |k|, because when 〈γ∨, µVαi〉 6=
0,
tγ
tγ −
∑
β∈VI tβ〈γ∨, µVβ 〉 − 〈γ∨, µVαi〉/x
(4.6)
=
xtγ
xtγ −
∑
β∈VI xtβ〈γ∨, µVβ 〉 − 〈γ∨, µVαi〉
and hence x in the expansion appears necessarily together with tα.
From (4.3) we have
(4.7) P (k, 0, λ; I;∆) =
∑
ν∈Xi
|k|∑
j=0
bkνj
(2π
√−1n)j exp(2π
√−1nν).
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Therefore from Theorem 2.3 we obtain
S(s, 0; I;∆) = (−1)|∆+|−1
( ∏
α∈∆+\{αi}
(2π
√−1)kα
kα!
) ∞∑
n=1
1
nsαi
P (k, 0, λ; I;∆)
= (−1)|∆+|−1
( ∏
α∈∆+\{αi}
(2π
√−1)kα
kα!
) ∑
ν∈Xi
|k|∑
j=0
bkνj
(2π
√−1)j φ(sαi + j, ν).
(4.8)
Combining this and (2.2) we obtain the assertion of the theorem. 
5. Poincare´ polynomials
Now we turn our attention to the left-hand side of (2.12). We begin with
the relation
(5.1) WIW
I =W,
which follows by the definitions of WI ,W
I or [11, Lemma 1]. Therefore
w ∈W is uniquely written as w = xy with x ∈WI , y ∈W I . We note
∆w−1 = x∆y−1 ⊔∆x−1 .(5.2)
This is well-known, but we supply a proof. Let x = σν1 · · · σνj , y =
σνj+1 · · · σνk be reduced expressions by simple reflections. Then w = σν1 · · · σνk
is also a reduced expression because of the length identity l(w) = l(x)+ l(y)
( [2, Section 1.10, Proposition (c)]). Let βik = σνkσνk−1 · · · σνi+1(ανi) (1 ≤
i ≤ k − 1) and βkk = αk. Then ∆w = {β1k, . . . , βkk} ( [2, Section 1.7,
p.14]). Similarly we have ∆x = {β1j , . . . , βjj} and ∆y = {βj+1,k, . . . , βkk}.
Therefore ∆w = y
−1∆x ⊔ ∆y. Applying this argument to w−1 = y−1x−1,
we obtain (5.2).
Let u = (uα)α∈∆+ be a vector of indeterminates. For X ⊂ Aut(∆), we
define a generalization of Poincare´ polynomials due to Macdonald [16] as
(5.3) X(u) =
∑
w∈X
∏
α∈∆
w−1
uα.
When X = W I and u = ((−1)−sα)α∈∆+ , the corresponding Poincare´ poly-
nomial is
W I(u) =
∑
w∈W I
∏
α∈∆
w−1
(−1)−sα ,(5.4)
which is the sum of coefficients of (2.2). If this is not zero, then the left-hand
side of (2.12) does not vanish identically.
Lemma 5.1 (cf. [2, Section 1.11, p. 21]). Assume uα = uβ if ‖α‖ = ‖β‖.
Then
(5.5) WI(u)W
I(u) =W (u).
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Proof. The assumption for uα implies uα = ux−1α. Therefore, using (5.1)
and (5.2) we have
W (u) =
∑
w∈W
∏
α∈∆
w−1
uα =
∑
x∈WI
∑
y∈W I
( ∏
α∈x∆
y−1
uα
)( ∏
α∈∆
x−1
uα
)
=
∑
x∈WI
∑
y∈W I
( ∏
α∈∆
y−1
uα
)( ∏
α∈∆
x−1
uα
)
=WI(u)W
I(u).
(5.6)

Assume uα = u for all α ∈ ∆+, that is, u = (u, . . . , u), which we write
(u) for brevity. By Lemma 5.1, we have
(5.7) W I((u)) =
W ((u))
WI((u))
.
In this case the numerator and the denominator of the right-hand side are
classical Poincare´ polynomials, which have the following product expression
(due to Chevalley):
W ((u)) =
r∏
i=1
udi − 1
u− 1 =
r∏
i=1
(1 + · · ·+ uei),(5.8)
WI((u)) =
∏
i∈I
ud
′
i − 1
u− 1 =
∏
i∈I
(1 + · · ·+ ue′i),(5.9)
where di and d
′
i (resp. ei and e
′
i) are degrees (resp. exponents) of the Weyl
groupsW andWI . In fact, the first equalities are [2, Section 3.15, Theorem],
and then the second equalities are immediate in view of [2, Section 3.19,
Theorem]. The following is the table of degrees ( [2, Section 3.7]). Here we
note that W (Br) =W (Cr) and hence the their degrees agree.
Type {d1, . . . , dr} = {e1 + 1, . . . , er + 1}
Ar 2, 3, . . . , r + 1
Br 2, 4, . . . , 2r
Cr 2, 4, . . . , 2r
Dr 2, 4, . . . , 2r − 2, r
E6 2, 5, 6, 8, 9, 12
E7 2, 6, 8, 10, 12, 14, 18
E8 2, 8, 12, 14, 18, 20, 24, 30
F4 2, 6, 8, 12
G2 2, 6
Assume that ∆ is a non-simply laced root system and ∆ = ∆1 ∪ ∆2,
where each ∆i consists of all roots of the same length. Then each ∆i is a
root system. Let ∆1+ = ∆+ ∩∆1 and ∆1− = ∆− ∩∆1. Let J be the set of
indices determined by Ψ2 = Ψ ∩∆2 = {αi}i∈J .
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Proposition 5.2. W (∆)((u), (1)) = |WJ |W (∆1)((u)), where the left-hand
side means that uα = u for α ∈ ∆1 and uα = 1 for α ∈ ∆2.
Proof. We show W (∆1) ∩WJ = {id}. Let w ∈ W (∆1) ∩WJ . Then w =
σi1 · · · σil with ik ∈ J . Since σik∆+ = (∆+ \ {αik}) ∪ {−αik}, we have
σik∆− = (∆− \ {−αik}) ∪ {αik} = ∆− and hence σik∆1− = ∆1− (because
±αik /∈ ∆1). This implies that ∆1+ ∩w−1∆1− = ∅. Therefore the length of
w in W (∆1) is 0 and hence w = id.
We define f : W (∆1) → W J by f(w) = wJ using the decomposition
w = wJwJ for w ∈ W (∆1). We show that f is bijective. For w, w˜ ∈
W (∆1), assume f(w) = f(w˜). Then ww
−1
J = w˜w˜
−1
J and w
−1w˜ = w−1J w˜J ∈
W (∆1) ∩ WJ = {id} by the previous paragraph, which implies w = w˜
and the injectivity of f . Fix x ∈ W J . Let x = σi1 · · · σim be a reduced
expression. We decompose (i1, . . . , im) into two subsequences as (j1, . . . , jq)
and (k1, . . . , km−q) such that jl ∈ J and kl 6∈ J . Let y = σjq · · · σj1 ∈WJ and
consider w = xy. Then by use of σασβ = σβσσβα, we carry each σjl forward
in y until it cancels the same element at the original position in x. Hence
we see that w can be written as σβ1 · · · σβm−q with βp = σj1 · · · σjhαkp ∈ ∆1
for some h. Thus we have w = xy ∈ W (∆1). By the uniqueness of the
decomposition, we see that f is surjective and hence bijective.
In the first paragraph of the proof we have seen that wJ∆1− = ∆1− for
wJ ∈WJ . Noting this fact and the bijectivity of f , we obtain
W (∆1)((u)) =
∑
w∈W (∆1)
∏
α∈(∆1)w−1
u
=
∑
w∈W (∆1)
∏
α∈∆1+∩wJwJ∆1−
u
=
∑
w∈W (∆1)
∏
α∈∆1+∩wJ∆1−
u
=
∑
x∈W J
∏
α∈∆1+∩x∆1−
u.
(5.10)
Furthermore we have
W (∆)((u), (1)) =
∑
w∈W (∆)
( ∏
α∈∆
w−1∩∆1
u
)( ∏
α∈∆
w−1∩∆2
1
)
=
∑
w∈W (∆)
∏
α∈∆
w−1∩∆1
u
=
∑
y∈WJ
∑
x∈W J
∏
α∈∆1+∩xy∆1−
u
=
∑
y∈WJ
∑
x∈W J
∏
α∈∆1+∩x∆1−
u.
(5.11)
Combining (5.10) and (5.11), we obtain the result. 
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We denote W (Xr) = W (∆) for a root system of type Xr. For a root
system of type Xr = Br, Cr, F4, G2, let ∆1 = ∆L(Xr) be the set of all long
roots, ∆2 = ∆S(Xr) that of all short roots.
Corollary 5.3.
W (Br)((u), (1)) =W (Cr)((1), (u)) = |W (A1)|W (Dr)((u)) = 2W (Dr)((u)),
W (Cr)((u), (1)) =W (Br)((1), (u)) = |W (Ar−1)|W (Ar1)((u)) = r!(W (A1)((u)))r ,
W (F4)((u), (1)) =W (F4)((1), (u)) = |W (A2)|W (D4)((u)) = 6W (D4)((u)),
W (G2)((u), (1)) =W (G2)((1), (u)) = |W (A1)|W (A2)((u)) = 2W (A2)((u)).
Proof. These are simple consequences of Proposition 5.2. We just notice
that
(i) ∆L(Br) ≃ ∆S(Cr) and ∆S(Br) ≃ ∆L(Cr),
(ii) ∆L(Br) ≃ ∆(Dr), ∆L(Cr) ≃ ∆(Ar1), ∆L(F4) ≃ ∆(D4), ∆L(G2) ≃
∆(A2), and Ψ2(Br) ≃ Ψ(A1), Ψ2(Cr) ≃ Ψ(Ar−1), Ψ2(F4) ≃ Ψ(A2), Ψ2(G2) ≃
Ψ(A1) (which can be seen from the list of roots of each system; see [1,
Planche], [23, Section 2.14]),
(iii) W (Ar) ≃ Sr+1, and hence |W (Ar)| = (r + 1)!. 
6. The non-vanishing of the sum of coefficients
Now we carry out the case study when (5.4) vanishes, or does not vanish.
Assume sα = swα for all w ∈ W I and α ∈ ∆. Assume sα = kα ∈ N for all
α ∈ ∆ \∆I , and let uα = (−1)−kα for those α.
Lemma 6.1. Let y ∈W I . Then ∆y−1 ∩∆I+ = ∅.
Proof. Assume α ∈ ∆y−1 ∩ ∆I+. Then sα ∈ WI . Let w = sαy; this ex-
pression gives the unique decomposition of w. Then ∆w−1 = sα∆y−1 ⊔∆sα
by (5.2). By the definition ∆w−1 ⊂ ∆+, while −α = sαα ∈ sα∆y−1 , which
leads to the contradiction. 
From the above lemma, we see that the product on the right-hand side of
(6.1) W I(u) =
∑
w∈W I
∏
α∈∆
w−1
uα
consists of only α ∈ ∆+ \∆I+.
Now consider several cases. Assume I ( {1, . . . , r}.
6.1. Case 1. This is the trivial case. If all kα are even, then uα = 1 for all
α ∈ ∆, and we have W I((1)) = |W I | > 0.
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6.2. Case 2. If all kα are odd, then we have to evaluate (5.7) at u = (−1).
Let K and KI be the sets of indices of even degrees (i.e., odd exponents) of
the Weyl groups W and WI respectively, given as
K = {i | 1 ≤ i ≤ r, di ∈ 2Z} = {i | 1 ≤ i ≤ r, ei ∈ 2Z + 1},(6.2)
KI = {i | i ∈ I, d′i ∈ 2Z} = {i | i ∈ I, e′i ∈ 2Z+ 1}.(6.3)
From (5.8) and (5.9) we see that W ((−1)) = 0 if K 6= ∅, and WI((−1)) = 0
if KI 6= ∅. Comparing the orders of zeros of the both sides of (5.5), we find
that
(6.4) |K| ≥ |KI |,
hence W I((−1)) does not vanish if and only if
(6.5) |K| = |KI |.
If it holds, then by (5.8), (5.9) and l’Hoˆpital’s rule
W I((−1)) = lim
u→−1
W I((u))
= lim
u→−1
∏
i∈Kc(1 + · · ·+ uei)∏
i∈Kc
I
(1 + · · ·+ ue′i)
∏
i∈K(u
di − 1)∏
i∈KI (u
d′i − 1)
=
∏
i∈Kc 1∏
i∈Kc
I
1
∏
i∈K di∏
i∈KI d
′
i
=
∏
i∈K di∏
i∈KI d
′
i
∈ N.
(6.6)
The above argument especially implies the following
Claim 6.2. If all degrees of a root system Xr are even, then W
I((−1))
vanishes for any choice of I ( {1, . . . , r}.
This is obvious from (6.5), because for any I ( {1, . . . , r}, we have |K| >
|KI |. From this claim and the table in Section 5 we find that W I((−1))
always vanishes for Br, Cr,D2k, E7, E8, F4, and G2. Therefore the only root
systems for which (6.6) can be applied are Ar,D2k+1, and E6.
Theorem 6.3. W I((−1)) does not vanish only in one of the following cases.
24 YASUSHI KOMORI, KOHJI MATSUMOTO, AND HIROFUMI TSUMURA
Type of ∆ Type of ∆I W
I((−1))
Ar Ar1 × · · · ×Arn
[(r + 1)/2]!
[(r1 + 1)/2]! · · · [(rn + 1)/2]!
D2k+1 D2k
2 · 4 · · · (4k − 2) · 4k
2 · 4 · · · (4k − 2) · 2k = 2
E6 D5
2 · 6 · 8 · 12
2 · 4 · 6 · 8 = 3
E6 D4
2 · 6 · 8 · 12
2 · 4 · 6 · 4 = 6
where [(r1 + 1)/2] + · · ·+ [(rn + 1)/2] = [(r + 1)/2].
Proof. Assume that ∆ is of type E6. Then ∆I must be a subroot system
such that there are 4 even degrees in it, which implies that ∆I is either of
type D4 or D5.
Assume that ∆ is of type D2k+1. Then ∆I must be a subroot system such
that there are 2k even degrees in it, which implies that ∆I is of type D2k.
Assume that ∆ is of type Ar. By noting that there are [(r + 1)/2] even
degrees and they are 2, 4, . . . , 2[(r + 1)/2], and that their product is
(6.7) 2 · 4 · · · · (2[(r + 1)/2]) = 2[(r+1)/2][(r + 1)/2]!,
we obtain the result. 
For example, see the following diagrams for the pairs (A2k, A2k−1) and
(A4, A1 ×A2), where the set of enclosed nodes is ΨI .
✛
✚
✘
✙
α1❝ α2❝ ❝ ✄✂ ✁✄✂ ✁ ❝ ❝ ❝ α2k❝(6.8)
✚✙
✛✘ ✛
✚
✘
✙
α1❝ α2❝ α3❝ α4❝(6.9)
Here are some examples of the case when ∆ is of type A.
Type of ∆ Type of ∆I W ((−1))
A2k A2k−1 2 · 4 · · · 2k/2 · 4 · · · 2k = 1
A3 A
2
1 2 · 4/2 · 2 = 2
A4 A
2
1 2 · 4/2 · 2 = 2
A4 A1 ×A2 2 · 4/2 · 2 = 2
A5 A
3
1 2 · 4 · 6/2 · 2 · 2 = 6
6.3. Case 3. Assume kα are odd for α ∈ ∆1 and kβ are even for β ∈ ∆2.
Let u = ((u), (1)). Then we have
(6.10) W I(u) =
W ((u), (1))
WI((u), (1))
=
|WJ |W (∆1)((u))
|WI∩J |W (∆1 ∩∆I)((u))
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by Proposition 5.2. By using an argument similar to Case 2, we can calculate
W I((−1), (1)) as follows. Let K1 and K1I be the sets of indices of even
degrees of the Weyl groups W (∆1) and W (∆1 ∩∆I) respectively, given as
K1 = {i | αi ∈ ∆1, di ∈ 2Z},(6.11)
K1I = {i | αi ∈ ∆1 ∩∆I , d′i ∈ 2Z}.(6.12)
Then we see that W I((−1), (1)) does not vanish if and only if
(6.13) |K1| = |K1I |.
If it holds, then
W I((−1), (1)) = lim
u→−1
W I((u), (1))
=
|WJ |
|WI∩J | limu→−1
∏
i∈Kc1(1 + · · ·+ u
ei)∏
i∈Kc
1I
(1 + · · ·+ ue′i)
∏
i∈K1(u
di − 1)∏
i∈K1I (u
d′i − 1)
=
|WJ |
|WI∩J |
∏
i∈Kc
1
1∏
i∈Kc
1I
1
∏
i∈K1 di∏
i∈K1I d
′
i
=
|WJ |
|WI∩J |
∏
i∈K1 di∏
i∈K1I d
′
i
∈ N,
(6.14)
where the complement of sets of indices means that in {i | αi ∈ ∆1}.
Theorem 6.4. W I((−1), (1)) does not vanish only in one of the following
cases.
Type of ∆ Type of ∆I ∆1 W
I((−1), (1))
B2k+1 B2k ∆L
2
2
2 · 4 · · · (4k − 2) · 4k
2 · 4 · · · (4k − 2) · 2k = 2
C2k+1 C2k ∆S
2
2
2 · 4 · · · (4k − 2) · 4k
2 · 4 · · · (4k − 2) · 2k = 2
G2 A1 (long) ∆L
2
1
2
2
= 2
G2 A1 (short) ∆S
2
1
2
2
= 2
Proof. The root systems which have roots of two (long and short) lengths
are of type Br, Cr, F4, G2.
When ∆ is of type F4, by Corollary 5.3, ∆1 is of type D4. Since the
degrees of ∆(D4) are all even, we see that W
I((−1), (1)) vanishes for any
choice of I in ∆(F4).
Assume that ∆ is of type Br. Then by Corollary 5.3, ∆1 must be ∆L and
r must be odd because otherwise all the degrees are even. When ∆1 = ∆L,
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(r− 1) degrees are even. Hence ∆I must be of type Br−1 whose degrees are
all even, which is the unique choice such that |K1| = |K1I |.
In the case of Cr, a similar argument works and we obtain the result.
Assume that ∆ is of type G2. Then ∆1 is either ∆L or ∆S. However ∆I
must be determined uniquely so that |K1| = |K1I |, that is, ∆I ⊂ ∆1. 
For example, see the following diagram for the pair (B2k+1, B2k), where
the set of enclosed nodes is ΨI .
(6.15)
✛
✚
✘
✙
α1❝ α2❝ ❝ ✄✂ ✁✄✂ ✁ ❝ ❝ ❝ α2k+1❝
7. Examples
In this section, we give several explicit examples of the functional relations
among zeta-functions of root systems. For the case y = (0), we write ζr(s;∆)
instead of ζr(s,y;∆) for short. First we consider the Ar-type.
Example 7.1. Set r = 2, s23 ∈ R>1 and (y1, y2) = (0, 0) in (3.29). By
considering its real part, we obtain
ζ2(k12, k13, s23;A2) + (−1)k12ζ2(k12, s23, k13;A2)
(7.1)
+ (−1)k12+k13ζ2(s23, k12, k13;A2)
= 2
[k12/2]∑
j2=0
(−1)k12
(
k12 + k13 − 1− 2j2
k13 − 1
)
ζ(2j2)ζ(k12 + k13 + s23 − 2j2)
+ 2
[k13/2]∑
j3=0
(−1)k13
(
k12 + k13 − 1− 2j3
k12 − 1
)
ζ(2j3)ζ(k12 + k13 + s23 − 2j3),
where we use the well-known formula
ζ(2k) = −B2k(0)(2π
√−1)2k
2(2k)!
(k ∈ Z≥0).
Dividing the both sides by (−1)k12 , we recover the known result in [8, The-
orem 3.1], which is equivalent to [26, Theorem 4.5] (see also [20]). Here we
note that
ζ2(s12, s13, s23;A2) =
∞∑
m1=1
∞∑
m2=1
1
ms121 (m1 +m2)
s13ms232
,
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where the order of indices is slightly different from that in [8].
Example 7.2. Set r = 3, (s23, s24, s34) ∈ (R>1)3 and (y1, y2, y3) = (0, 0, 0)
in (3.29). By considering its real part, we obtain
ζ3(k12, k13, k14, s23, s24, s34;A3)(7.2)
+ (−1)k12ζ3(k12, s23, s24, k13, k14, s34;A3)
+ (−1)k12+k13ζ3(s23, k12, s24, k13, s34, k14;A3)
+ (−1)k12+k13+k14ζ3(s23, s24, k12, s34, k13, k14;A3)
= 2
[k12/2]∑
j2=0
∑
l3,l4≥0
l3+l4=k12−2j2
(−1)k12
(
k13 + l3 − 1
l3
)(
k14 + l4 − 1
l4
)
× ζ(2j2)ζ2(s23 + k13 + l3, s24 + k14 + l4, s34;A2)
= 2
[k13/2]∑
j3=0
∑
l2,l4≥0
l2+l4=k13−2j3
(−1)k12+l4
(
k12 + l2 − 1
l2
)(
k14 + l4 − 1
l4
)
× ζ(2j3)ζ2(s23 + k12 + l2, s24, s34 + k14 + l4;A2)
= 2
[k14/2]∑
j4=0
∑
l2,l3≥0
l2+l3=k14−2j4
(−1)k12+k13
(
k12 + l2 − 1
l2
)(
k13 + l3 − 1
l3
)
× ζ(2j4)ζ2(s23, s24 + k12 + l2, s34 + k13 + l3;A2).
This formula is apparently different from the previous result in [5, Theorem
4.4]. For example, we obtain from (7.2) with (kij) = (2) and (sij) = (2) that
4ζ3(2, 2, 2, 2, 2, 2;A3 ) = 2ζ(2) {2ζ2(4, 4, 2;A2) + ζ2(4, 2, 4;A2)}
− 6ζ2(6, 4, 2;A2)− 6ζ2(6, 2, 4;A2)− 8ζ2(5, 5, 2;A2)
+ 4ζ2(5, 2, 5;A2)− 6ζ2(4, 6, 2;A2).
On the other hand, we already obtained from [5, Eq. (4.28)] that
4ζ3(2, 2, 2, 2, 2, 2;A3) = 8ζ(2) {ζ2(4, 4, 2;A2) + ζ2(3, 5, 2;A2)}
− 12ζ2(6, 4, 2;A2)− 12ζ2(5, 5, 2;A2)− 6ζ2(4, 6, 2;A2).
These two right-hand sides are apparently different. However we can check
that both of the right-hand sides are equal to 887π12/3831077250 by the
method of partial fraction decompositions (see [5, Example 4.5]).
Next we consider the Cr-type.
Example 7.3. We define zeta-functions of root systems of C2-type and
C3-type by
ζ2(s1, s2, s3, s4;C2) =
∑
m,n≥1
1
ms1ns2(m+ n)s3(m+ 2n)s4
,
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ζ3(s1, s2, s3, s4, s5, s6, s7, s8, s9;C3)
=
∑
m1,m2,m3≥1
1
ms11 m
s2
2 m
s3
3 (m1 +m2)
s4(m2 +m3)s5(m2 + 2m3)s6
× 1
(m1 +m2 +m3)s7(m1 +m2 + 2m3)s8(m1 + 2m2 + 2m3)s9
.
These were already studied in [6–8]. Here we give explicit forms of functional
relations among them as follows.
Let r = 3, ∆ = ∆(C3), I = {2, 3} and (y1, y2, y3) = (0, 0, 0) in (3.43).
Then we have
(7.3) F ((t1, t±2, t±3),0, (m2,m3); {2, 3};C3)
=
t−3
t−3 − t−2 − 2π
√−1m2
t+2
t+2 − t−2 − 2π
√−1(2(m2 +m3))
× t+3
t+3 − t−2 − 2π
√−1(m2 + 2m3)
t1
t1 − t−2 − 2π
√−1(m2 +m3)
t−2
et−2 − 1
+
t−2
t−2 − t−3 + 2π
√−1m2
t+2
t+2 − t−3 − 2π
√−1(m2 + 2m3)
× t+3
t+3 − t−3 − 2π
√−1(2m3)
t1
t1 − t−3 − 2π
√−1m3
t−3
et−3 − 1
+
t−2
t−2 − t+2 + 2π
√−1(2(m2 +m3))
t−3
t−3 − t+2 + 2π
√−1(m2 + 2m3))
× t+3
t+3 − t+2 + 2π
√−1m2
t1
t1 − t+2 + 2π
√−1(m2 +m3)
t+2
et+2 − 1
+
t−2
t−2 − t+3 + 2π
√−1(m2 + 2m3)
t−3
t−3 − t+3 + 2π
√−1(2m3)
× t+2
t+2 − t+3 − 2π
√−1m2
t1
t1 − t+3 + 2π
√−1m3
t+3
et+3 − 1
+
t−2
t−2 − t1 + 2π
√−1(m2 +m3)
t−3
t−3 − t1 + 2π
√−1m3
× t+2
t+2 − t1 − 2π
√−1(m2 +m3)
t+3
t+3 − t1 − 2π
√−1m3
t1
et1 − 1 .
Hence we can compute P (k,y, λ; I;C3) and give some functional relations
from Theorem 2.3. For example, we obtain
(7.4) P ((2, 1, 1, 1, 1),0, (m2 ,m3); {2, 3};C3) =
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1
32π6m22m
3
3(m2 + 2m3)
+
1
32π6m22(m2 +m3)
3(m2 + 2m3)
− 1
32π6m43(m2 +m3)
2
− 5
64π6m2m43(m2 + 2m3)
− 1
32π6m2m33(m2 + 2m3)
2
− 1
32π6m23(m2 +m3)
4
+
1
96π4m23(m2 +m3)
2
+
5
64π6m2(m2 +m3)4(m2 + 2m3)
+
1
32π6m2(m2 +m3)3(m2 + 2m3)2
.
Hence we have
ζ3(1, s, t, 1, u, v, 2, 1, 1;C3 )− ζ3(1, 1, t, s, 2, 1, u, v, 1;C3)(7.5)
+ ζ3(s, 1, 2, 1, t, 1, u, 1, v;C3) + ζ3(s, 1, 2, 1, t, 1, u, 1, v;C3)
− ζ3(1, 1, t, s, 2, 1, u, v, 1;C3) + ζ3(1, s, t, 1, u, v, 2, 1, 1;C3)
= (−1)5 (2π
√−1)6
2!1!1!1!1!
∞∑
m2=1
∞∑
m3=1
P ((2, 1, 1, 1, 1),0, (m2 ,m3); {2, 3};C3)
ms2m
t
3(m2 +m3)
u(m2 + 2m3)v
= ζ2(s+ 2, t+ 3, u, v + 1;C2) + ζ2(s+ 2, t, u + 3, v + 1;C2)
− ζ2(s, t+ 4, u+ 2, v;C2)− 5
2
ζ2(s+ 1, t+ 4, u, v + 1;C2)
− ζ2(s + 1, t+ 3, u, v + 2;C2)− ζ2(s, t+ 2, u+ 4, v;C2)
+
π2
3
ζ2(s, t+ 2, u+ 2, v;C2) +
5
2
ζ2(s+ 1, t, u + 4, v + 1;C2)
+ ζ2(s + 1, t, u + 3, v + 2;C2).
Setting (s, u, v) = (1, 2, 1), we obtain
2ζ3(1, 1, 2, 1, t, 1, 2, 1, 1;C3)(7.6)
= ζ2(3, t+ 3, 2, 2;C2) + ζ2(3, t, 5, 2;C2)− ζ2(1, t+ 4, 4, 1;C2)
− 5
2
ζ2(2, t + 4, 2, 2;C2)− ζ2(2, t+ 3, 2, 3;C2)
− ζ2(1, t+ 2, 6, 1;C2) + π
2
3
ζ2(1, t+ 2, 4, 1;C2)
+
5
2
ζ2(2, t, 6, 2;C2) + ζ2(2, t, 5, 3;C2).
In particular when t = 2, this is an example of the assertion in Section 6.3
corresponding to ∆ = ∆(C3), ∆I = ∆(C2) with I = {1} andW I((−1), (1)) =
2, because the left-hand does not vanish and its coefficient is 2.
Moreover we here recall the known fact that
(7.7) ζ2(a, b, c, d;C2) ∈ Q
[
π2, {ζ(2j + 1)}j∈N
]
for a, b, c, d ∈ N with 2 ∤ (a+ b+ c+ d), which was given by the third-named
author (see [25]). If we set t = 2k− 1 (k ∈ N) in (7.6), we obtain from (7.7)
that
ζ3(1, 1, 2, 1, 2k − 1, 1, 2, 1, 1;C3) ∈ Q
[
π2, {ζ(2j + 1)}j∈N
]
(7.8)
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for k ∈ N. Setting t = 1, 3, we have
2ζ3(1, 1, 2, 1, 1, 1, 2, 1, 1;C3) =
3
20
ζ(7)π4 − 233
16
ζ(9)π2 +
4135
32
ζ(11),
2ζ3(1, 1, 2, 1, 3, 1, 2, 1, 1;C3) = − 7
15
ζ(9)π4 +
681
16
ζ(11)π2 − 5995
16
ζ(13).
More generally, we can prove that
ζ3(2q − 1, 2q − 1, 2r, 2p − 1, 2k − 1, 2q − 1, 2r, 2p − 1, 2q − 1;C3)
∈ Q [π2, {ζ(2j + 1)}j∈N](7.9)
for p, q, r, k ∈ N. For example, we can give
2ζ3(1, 1, 2, 3, 1, 1, 2, 3, 1;C3 )
=
1
10080
ζ(7)π8 +
7
180
ζ(9)π6 +
13217
576
ζ(11)π4
− 4132493
1536
ζ(13)π2 +
24864015
1024
ζ(15),
2ζ3(1, 1, 2, 3, 5, 1, 2, 3, 1;C3 )
=
43
90720
ζ(11)π8 +
859
2520
ζ(13)π6 +
140051
576
ζ(15)π4
− 42288073
1536
ζ(17)π2 +
253652169
1024
ζ(19).
Finally we consider the G2-type.
Example 7.4. We define the zeta-function of root system of G2-type by
ζ2(s1, s2, s3, s4, s5, s6;G2)
=
∑
m,n≥1
1
ms1ns2(m+ n)s3(m+ 2n)s4(m+ 3n)s5(2m+ 3n)s6
.
This was already studied in [9,15]. In fact, it follows from [15, Theorem 6.1]
that for p, q, r, u, v ∈ N,
ζ2(p, s, q, r, u, v;G2) + (−1)pζ2(p, q, s, r, v, u;G2)
+ (−1)p+qζ2(v, q, r, s, p, u;G2) + (−1)p+q+vζ2(v, r, q, s, u, p;G2)
+ (−1)p+q+r+vζ2(u, r, s, q, v, p;G2)
+ (−1)p+q+r+u+vζ2(u, s, r, q, p, v;G2)
(7.10)
can be expressed in terms of the Riemann zeta-function. In particular,
setting (p, s, q, r, u, v) = (2a, 2b− 1, 2b− 1, 2b− 1, 2a, 2a) for a, b ∈ N, we can
compute (7.10) as
2ζ2(2a, 2b − 1, 2b − 1, 2b − 1, 2a, 2a;G2).
This is an example of the assertion in Section 6.3 corresponding to ∆ =
∆(G2), ∆I = ∆(A1) with I = {2} and W I((−1), (1)) = 2. For example, we
can obtain from [15, Theorem 6.1] that
2ζ2(2, 1, 1, 1, 2, 2;G2) = −187
972
ζ(7)π2 +
11149
5832
ζ(9),
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2ζ2(4, 1, 1, 1, 4, 4;G2) = − 15337
4723920
ζ(11)π4 − 157303
2834352
ζ(13)π2
+
14696765
17006112
ζ(15),
2ζ2(2, 3, 3, 3, 2, 2;G2) = −16171
3888
ζ(13)π2 +
957697
23328
ζ(15).
8. Proof of Theorem 2.3
Now we proceed to prove fundamental results stated in Section 2. In this
section we prove Theorem 2.3. First we review a result proved in [14].
Denote the usual inner product on Rd by 〈·, ·〉′. Regard f = (~f , f˙) ∈ Rd×C
(~f ∈ Rd, f˙ ∈ C) as an affine linear functional on Rd by f(u) = 〈~f,u〉′ + f˙
for u ∈ Rd. For X ⊂ Rd, denote by 〈X〉 the Z-span of X. For Y ⊂ Rd × C,
put ~Y = {~f | f = (~f, f˙) ∈ Y }.
Let Λ be a finite subset of (Zd \ {0}) × C such that the rank of 〈~Λ〉 is d.
Denote by Λ˜ the set of all f ∈ Λ such that the rank of 〈~Λ \ {~f}〉 is less than
d. For each f ∈ Λ we associate a number kf ∈ N, and put k = (kf )f∈Λ. For
k ∈ N, define Λk = {f ∈ Λ | kf = k}. Then Λ =
⋃
k≥1Λk.
Let y′ ∈ Rd, and define
S(k,y′; Λ) = lim
N→∞
∑
u=(u1,...,ud)∈Zd
|uj |≤N (1≤j≤d)
f(u)6=0 (f∈Λ)
e2π
√−1〈y′,u〉′ ∏
f∈Λ
1
f(u)kf
.(8.1)
Under the assumption (#) in the statement of Theorem 2.3, we see that
Λ˜ ∩ Λ1 = ∅. Therefore by [14, Theorem 2.2], the right-hand side of (8.1)
converges (and defines S(k,y′; Λ)) for any y′ ∈ Rd.
Let B(Λ) be the collection of all subsets B = {f1, . . . , fd} ⊂ Λ such that
~B forms a basis of Rd. We write the dual basis of ~B = {~f1, . . . , ~fd} as
~B∗ = {~fB1 , . . . , ~fBd }. For any y′ ∈ Rd and any t = (tf )f∈Λ ∈ C|Λ|, define
(8.2)
F (t,y′; Λ) =
∑
B∈B(Λ)
 ∏
g∈Λ\B
tg
tg − 2π
√−1g˙ −∑f∈B(tf − 2π√−1f˙)〈~g, ~fB〉′

× 1|Zd/〈 ~B〉|
∑
w∈Zd/〈 ~B〉
∏
f∈B
tf exp((tf − 2π
√−1f˙){y′ +w}′B,f )
exp(tf − 2π
√−1f˙)− 1 ,
where {·}′B,f is the multi-dimensional fractional part in the sense of [14,
Section 2] (using the standard inner product on Rd, which is written as 〈·, ·〉
in [14], but in the present paper it is written as 〈·, ·〉′), and define C(k,y′; Λ)
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by the expansion
(8.3) F (t,y′; Λ) =
∑
k∈N|Λ|0
C(k,y′; Λ)
∏
f∈Λ
t
kf
f
kf !
.
Then [14, Theorem 2.5] asserts
S(k,y′; Λ) =
∏
f∈Λ
−(2π√−1)kf
kf !
C(k,y′; Λ)(8.4)
for any k = (kf )f∈Λ ∈ N|Λ| and any y′ ∈ Rd. This is the key formula for the
proof of Theorem 2.3.
Proof of Theorem 2.3. For λ ∈ PI+ and µ ∈ PIc , the relation λ+µ 6∈ H∆∨+ =
H∆∨
I+
∪H∆∗∨ is equivalent to
(8.5) λ 6∈ H∆∨
I+
, and λ+ µ 6∈ H∆∗∨.
Hence for s ∈ C|∆+| and y ∈ V we have
(8.6) S(s,y; I;∆)
=
∑
λ∈PI+
∑
µ∈PIc
λ+µ6∈H
∆∨
+
( ∏
α∈∆I+
1
〈α∨, λ+ µ〉sα
)
e2π
√−1〈y,λ〉
(
e2π
√−1〈y,µ〉 ∏
α∈∆∗
1
〈α∨, λ+ µ〉kα
)
=
∑
λ∈PI++
( ∏
α∈∆I+
1
〈α∨, λ〉sα
)
e2π
√−1〈y,λ〉Sλ(k,y; I;∆),
where
Sλ(k,y; I;∆) =
∑
µ∈PIc
λ+µ6∈H∆∗∨
(
e2π
√−1〈y,µ〉 ∏
α∈∆∗
1
〈α∨, λ+ µ〉kα
)
.(8.7)
We apply the aforementioned result of [14] to find the generating func-
tion of Sλ(k,y; I;∆). For this purpose, we need to identify each symbol
appearing here and in [14]. We identify Rd ≃⊕i∈Ic Rα∨i and through this
identification, we define the projection πIc : V → Rd by
(8.8) πIc(v) = (〈v, λi〉)i∈Ic (v ∈ V ).
For α ∈ ∆∗, we set the affine linear form
(8.9) fα(µ) = 〈α∨, µ〉+ 〈α∨, λ〉
for µ ∈⊕i∈Ic Rλi.
First we note that fα is naturally regarded as an affine linear form on R
d
via Rd ≃ ⊕i∈Ic Rλi. In fact, for α∨ = ∑i∈Ic aiα∨i and µ = ∑i∈Ic biλi, we
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have
〈α∨, µ〉 =
∑
i∈Ic
aibi = 〈(ai)i∈Ic , (bi)i∈Ic〉′ = 〈(〈α∨, λi〉)i∈Ic , (bi)i∈Ic〉′
= 〈πIc(α∨), (bi)i∈Ic〉′.
(8.10)
Thus we may choose
(8.11) Λ = {fα = (~fα, f˙α) | α ∈ ∆∗} ⊂ (Zd \ {0}) × Z,
where ~fα = πIc(α
∨) and f˙α = 〈α∨, λ〉.
Next, let C ⊂ ∆∗ with |C| = d and B = {fα | α ∈ C} ⊂ Λ. Secondly we
show that B ∈ B(Λ) if and only if V = C ∪ ΨI ∈ VI . Since the matrix of
the pairings 〈β∨, λi〉 for β ∈ C ∪ΨI and 1 ≤ i ≤ r is written as the form
(8.12)
(
(〈β∨, λi〉)β∈C,i∈Ic (〈β∨, λi〉)β∈C,i∈I
(〈β∨, λi〉)β∈ΨI ,i∈Ic (〈β∨, λi〉)β∈ΨI ,i∈I
)
=
(
A ∗
0 id|I|
)
,
it is sufficient to show that that A is regular if and only if B ∈ B(Λ). The
definition of B(Λ) implies that B ∈ B(Λ) if and only if
(8.13) A′ = (〈~fα, ei〉′)α∈C,i∈Ic
is a regular matrix, where {ei}i∈Ic is the standard basis of Rd. Here by
(8.10), we have
(8.14) 〈~fα, ei〉′ = 〈πIc(α∨), ei〉′ = 〈α∨, λi〉
and so A′ is rewritten as
(8.15) A′ = (〈α∨, λi〉)α∈C,i∈Ic = A.
Thus we showed the desired claim. When these equivalent conditions hold,
we write C = VI , which agrees with the notation in Section 2. In this case
we have
Q∨/L(V∨) =
( r⊕
i=1
Zα∨i
)
/
(⊕
β∈VI
Zβ∨ ⊕
⊕
i∈I
Zα∨i
)
≃ πIc
(⊕
i∈Ic
Zα∨i
)
/πIc
(⊕
β∈VI
Zβ∨
)
,
(8.16)
and hence Zd/〈 ~B〉 ≃ Q∨/L(V∨).
Thirdly we show that 〈~fγ , ~fBα 〉′ = 〈γ∨, µVα 〉 for γ ∈ ∆∗ and α ∈ VI (and
hence B = {fα | α ∈ VI} ∈ B(Λ) and V = VI ∪ ΨI). It is sufficient to
show that for any v ∈ V ,
(8.17) 〈πIc(v), ~fBα 〉′ = 〈v, µVα 〉
holds. Write
(8.18) v =
∑
β∈ΨI
bββ
∨ +
∑
β∈VI
cββ
∨.
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Then
(8.19) πIc(v) =
∑
β∈VI
cβπIc(β
∨).
Since 〈πIc(β∨), ~fBα 〉′ = 〈~fβ, ~fBα 〉′ = δβα for β ∈ VI , we have
(8.20) 〈πIc(v), ~fBα 〉′ =
∑
β∈VI
cβ〈πIc(β∨), ~fBα 〉′ = cα = 〈v, µVα 〉.
Therefore 〈~fγ , ~fBα 〉′ = 〈πIc(γ∨), ~fBα 〉′ = 〈γ∨, µVα 〉.
From the above arguments, we see that (8.2) under the choice (8.11) now
reads as
F (t,y′; Λ)
=
∑
V∈VI
 ∏
γ∈∆∗\VI
tγ
tγ − 2π
√−1〈γ∨, λ〉 −∑β∈VI (tβ − 2π√−1〈β∨, λ〉)〈γ∨, µVβ 〉

× 1|Q∨/L(V∨)|
∑
q∈Q∨/L(V∨)
∏
β∈VI
tβ exp((tβ − 2π
√−1〈β∨, λ〉){y′ + q}′B,f )
exp(tβ − 2π
√−1〈β∨, λ〉) − 1 .
(8.21)
In fact, there are the following one-to-one correspondences:
B ∈ B(Λ)←→ V ∈ VI ,
g ∈ Λ \B ←→ γ ∈ ∆∗ \VI ,
f ∈ B ←→ β ∈ VI ,
w ∈ Zd/〈 ~B〉 ←→ q ∈ Q∨/L(V∨),
hence 〈~g, ~fB〉′ corresponds to 〈~fγ , ~fBβ 〉′, the latter being equal to 〈γ∨, µVβ 〉 as
we have already seen.
From (8.10) we see that
〈y, µ〉 = 〈πIc(y), (bi)i∈Ic〉′(8.22)
for any y ∈ V . Therefore comparing (8.1) (with y′ = πIc(y)) and (8.7) we
find that
Sλ(k,y; I;∆) = S(k, πIc(y); Λ),(8.23)
and also {πIc(y) + q}′B,f = {y + q}V,β. Moreover
(8.24) tγ − 2π
√−1〈γ∨, λ〉 −
∑
β∈VI
(tβ − 2π
√−1〈β∨, λ〉)〈γ∨, µVβ 〉
= tγ −
∑
β∈VI
tβ〈γ∨, µVβ 〉 − 2π
√−1
(
〈γ∨, λ〉 −
∑
β∈VI
〈β∨, λ〉〈γ∨, µVβ 〉
)
= tγ −
∑
β∈VI
tβ〈γ∨, µVβ 〉 − 2π
√−1〈γ∨, pV⊥
I
(λ)〉
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by (2.3), and
(8.25) exp
(
−2π√−1
∑
β∈VI
〈β∨, λ〉{y + q}V,β
)
= exp
(
−2π√−1
∑
β∈VI
〈β∨, λ〉〈y + q, µVβ 〉
)
= exp(−2π√−1〈y + q, λ〉) exp
(
2π
√−1〈y + q, pV⊥
I
(λ)〉
)
= exp(−2π√−1〈y, λ〉) exp
(
2π
√−1〈y + q, pV⊥
I
(λ)〉
)
by (2.3) again and the facts 〈β∨, λ〉, 〈q, λ〉 ∈ Z. Collecting these facts, we
obtain
F (t, πIc(y);λ) = exp(−2π
√−1〈y, λ〉)F (tI ,y, λ; I;∆)
and hence
C(k, πIc(y);λ) = exp(−2π
√−1〈y, λ〉)P (k,y, λ; I;∆).
Therefore by (8.4) and (8.23) we have
Sλ(k,y; I;∆) =
( ∏
α∈∆∗
−(2π√−1)kα
kα!
)
× exp(−2π√−1〈y, λ〉)P (k,y, λ; I;∆).
Substituting this into (8.6), we arrive at the assertion of the theorem. 
9. Proof of Theorem 2.4
In this final section we prove Theorem 2.4. In what follows, let [A] denote
the R-span of A. Let n = |∆I+|. Fix an order ∆I+ = {β1, β2, . . . , βn} and
put Aj = {β1, . . . , βj} for 0 ≤ j ≤ n. Note that
(9.1) ∅ = A0 ⊂ A1 ⊂ · · · ⊂ An = ∆I+.
Fix V ∈ V and q ∈ Q∨/L(V∨). Consider the following condition for j:
(9.2) βk ∈ V ∪ [Ak−1] for all k ≤ j.
Under this condition it follows that, in the sequence of nondecreasing linear
spaces
(9.3) {0} = [A0] ⊂ [A1] ⊂ · · · ⊂ [An] = [∆I+],
if [Ak−1] ( [Ak], then βk /∈ [Ak−1] and hence βk ∈ V.
Let tj = (tγ)γ∈∆+\Aj (hence t0 = t), tj,V = (tβ)β∈V\[Aj ], and
Sj,γ(tγ , tj,V) = tγ −
∑
β∈V\[Aj ]
tβ〈γ∨, µVβ 〉 − 2π
√−1
∑
β∈V∩[Aj ]
〈β∨, λ〉〈γ∨, µVβ 〉.
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For j satisfying (9.2), define
fj(tj;V, q)
=
 ∏
γ∈∆+\(V∪[Aj ])
tγ
Sj,γ(tγ , tj,V)
×
 ∏
γ∈(∆+∩[Aj ])\(V∪Aj )
tγ
tγ − 2π
√−1〈γ∨, λ〉

× exp
(
2π
√−1
∑
β∈V∩[Aj ]
〈β∨, λ〉〈y + q, µVβ 〉
)
×
 ∏
γ∈V\[Aj ]
tγ exp(tγ{y + q}V,γ)
etγ − 1

= fj1 × fj2 × fj3 × fj4,
(9.4)
say. If j does not satisfy (9.2), we let fj(tj ;V, q) = 0. Then
(9.5) F (t,y;∆) =
∑
V∈V
1
|Q∨/L(V∨)|
∑
q∈Q∨/L(V∨)
f0(t;V, q).
Lemma 9.1. We have
(9.6) fj(tj;V, q) = Res
tβj=2π
√−1〈β∨j ,λ〉
fj−1(tj−1;V, q)
tβj
,
where the limit procedure of calculating the residue is along some ‘generic’
path in the sense of Remark 2.5.
Proof. We begin with two preparatory statements in relation to (9.2). First
we show that under the condition (9.2),
(9.7) either βj ∈ V \ [Aj−1] or βj ∈ [Aj−1] \V
holds. Under the condition (9.2) we have βj ∈ V ∪ [Aj−1]. Assume βj ∈
V ∩ [Aj−1]. Then there exists k ≤ j − 1 such that βj ∈ [Ak] \ [Ak−1].
Since [Ak] \ [Ak−1] 6= ∅, we have βk ∈ V by the argument just below (9.3).
Then βj , βk ∈ (V ∩ [Ak]) \ (V ∩ [Ak−1]) and |V ∩ [Ak]| − |V ∩ [Ak−1]| ≥
2. Since the elements of V are linearly independent, this contradicts to
dim[Ak]− dim[Ak−1] ≤ 1. Therefore (9.7) holds.
Next we show that under the condition (9.2),
(9.8) [Aj] = [V ∩ [Aj ]]
holds. Since [Aj ] ⊃ [V ∩ [Aj ]] is trivial, we show the opposite inclusion. If
[Ak−1] ( [Ak], then βk ∈ V∩ [Ak] (again by the argument just below (9.3)).
Hence dim[Aj ] = |V ∩ [Aj ]|, which implies (9.8).
Now we start to prove (9.6).
Case 1. The case when j satisfies (9.2). Then by (9.7) either βj ∈
V \ [Aj−1] or βj ∈ [Aj−1] \V holds.
Case 1-1. Assume βj ∈ V \ [Aj−1]. Then [Aj−1] ( [Aj ] and we see
that, in the expression (9.4) of fj−1(tj−1;V, q), βj appears only in fj−1,1
and fj−1,4. When tβj = 2π
√−1〈β∨j , λ〉, the singularity appears only on the
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factor corresponding to γ = βj in fj−1,4, whose contribution to the residue
(9.6) is
Res
tβj=2π
√−1〈β∨j ,λ〉
1
tβj
tβj exp(tβj{y + q}V,βj )
e
tβj − 1(9.9)
= exp(2π
√−1〈β∨j , λ〉{y + q}V,βj )
= exp(2π
√−1〈β∨j , λ〉〈y + q, µVβj〉)
because 〈β∨j , λ〉 ∈ Z, which becomes a member of fj3. Therefore the contri-
bution of fj−1,3fj−1,4 to the residue (9.6) is
= exp
(
2π
√−1
∑
β∈V∩[Aj−1]
〈β∨, λ〉〈y + q, µVβ 〉
)(9.10)
× exp(2π√−1〈β∨j , λ〉〈y + q, µVβj〉)
∏
γ∈V\([Aj−1 ]∪{βj})
tγ exp(tγ{y + q}V,γ)
etγ − 1
= exp
(
2π
√−1
∑
β∈V∩[Aj ]
〈β∨, λ〉〈y + q, µVβ 〉
) ∏
γ∈V\[Aj ]
tγ exp(tγ{y + q}V,γ)
etγ − 1
= fj3fj4.
Next consider the denominator of fj−1,1 for γ ∈ (∆+∩ [Aj])\ (V∪ [Aj−1])
at tβj = 2π
√−1〈β∨j , λ〉. It is
Sj−1,γ(tγ , tj−1,V)
∣∣∣∣∣
tβj=2π
√−1〈β∨j ,λ〉
(9.11)
= tγ −
∑
β∈V\[Aj−1]
tβ〈γ∨, µVβ 〉
∣∣∣∣∣
tβj=2π
√−1〈β∨j ,λ〉
− 2π√−1
∑
β∈V∩[Aj−1]
〈β∨, λ〉〈γ∨, µVβ 〉
= tγ −
∑
β∈V\[Aj ]
tβ〈γ∨, µVβ 〉 − 2π
√−1
∑
β∈V∩[Aj ]
〈β∨, λ〉〈γ∨, µVβ 〉,
which is further
= tγ − 2π
√−1〈γ∨, λ〉(9.12)
because by (9.8), γ∨ is a linear combination of V∨ ∩ [Aj ], so 〈γ∨, µVβ 〉 = 0
for β ∈ V \ [Aj ] and by writing γ∨ =
∑
β∈V∩[Aj ] aββ
∨, we have∑
β∈V∩[Aj ]
〈β∨, λ〉〈γ∨, µVβ 〉 = 〈γ∨, λ〉.
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Thus each corresponding member of fj−1,1 becomes a member of fj2. There-
fore
fj−1,1fj−1,2
∣∣∣∣
tβj=2π
√−1〈β∨j ,λ〉
(9.13)
=
∏
γ∈(∆+\[Aj ])\(V∪[Aj−1])
tγ
Sj−1,γ(tγ , tj−1,V)
×
∏
γ∈Aj−1
tγ
tγ − 2π
√−1〈γ∨, λ〉 ,
where
Aj−1 =
(
(∆+ ∩ [Aj ]) \ (V ∪ [Aj−1])
) ∪ ((∆+ ∩ [Aj−1]) \ (V ∪Aj−1)).
We note that
Aj−1 = (∆+ ∩ [Aj ]) \ (V ∪Aj−1)(9.14)
holds. In fact, it is obvious thatAj−1 is included in the right-hand side, while
an element of the right-hand side does not belong to ∆+∩ [Aj−1], it does not
belong to V∪ [Aj−1]. Therefore (9.14) holds, and noting V∪Aj−1 = V∪Aj,
we further find that Aj−1 = (∆+ ∩ [Aj ]) \ (V∪Aj). As for the first product
on the right-hand side of (9.13), we see that (∆+ \ [Aj ]) \ (V ∪ [Aj−1]) =
∆+ \(V∪ [Aj ]) and Sj−1,γ(tγ , tj−1,V) = Sj,γ(tγ , tj,V) (because 〈γ∨, µVβj 〉 = 0
for γ ∈ ∆+ \ [Aj ]). Therefore (9.13) can be read as
fj−1,1fj−1,2
∣∣∣∣
tβj=2π
√−1〈β∨j ,λ〉
= fj1fj2.(9.15)
Combining (9.10) and (9.15) we arrive at (9.6) in the present case.
Case 1-2. Assume βj ∈ [Aj−1] \ V. Then [Aj−1] = [Aj ] and we see
that βj appears only in fj−1,2 in the expression (9.4) of fj−1(tj−1;V, q).
Furthermore
(9.16) Res
tβj=2π
√−1〈β∨j ,λ〉
1
tβj
tβj
tβj − 2π
√−1〈β∨j , λ〉
= 1
and hence (9.6) holds.
Case 2. The case when j does not satisfy (9.2). There exists k ≤ j such
that βk /∈ V∪ [Ak−1]. Take the minimum k among them. If k ≤ j − 1, then
fj(tj;V, q) = fj−1(tj−1;V, q) = 0 and (9.6) holds. Assume k = j. Then
fj−1(tj−1;V, q) is given by (9.4) and fj(tj ;V, q) = 0. In this case βj appears
only in fj−1,1 in the expression (9.4) of fj−1(tj−1;V, q). If 〈β∨j , µVβ 〉 = 0 for
all β ∈ V \ [Aj−1], then βj ∈ [V ∩ [Aj−1]] ⊂ [Aj−1], which contradicts to
βj /∈ V∪ [Aj−1]. Hence at least one of the coefficients of tβ for β ∈ V\[Aj−1]
does not vanish in
Sj−1,γ(tγ , tj−1,V)
∣∣∣∣∣
tβj=2π
√−1〈β∨j ,λ〉
(9.17)
ZETA-FUNCTIONS OF ROOT SYSTEMS AND POINCARE´ POLYNOMIALS 39
= tβj −
∑
β∈V\[Aj−1]
tβ〈β∨j , µVβ 〉
− 2π√−1
∑
β∈V∩[Aj−1]
〈β∨, λ〉〈β∨j , µVβ 〉
∣∣∣
tβj=2π
√−1〈β∨j ,λ〉
,
which implies that the residue is 0 (by the calculation along some ‘generic’
path, in the sense of Remark 2.5) and so (9.6) holds.
Thus we showed that (9.6) holds in any case. 
By the repeated use of Lemma 9.1, we obtain
fn(tn;V, q) = Res
tβn=2π
√−1〈β∨n ,λ〉
· · · Res
tβ1=2π
√−1〈β∨1 ,λ〉
( ∏
α∈∆I+
1
tα
)
f0(t;V, q).
(9.18)
Proof of Theorem 2.4. Let ΦI = {βk | βk /∈ [Ak−1]} ⊂ ∆I+. Then ΦI is a
linearly independent set with |ΦI | = |I|.
Assume ΦI ⊂ V. Let VI = V \ ΦI . Since [An] = [∆I+], we see that
V \ [An] = VI ,
∆+ \ (V ∪ [An]) = ∆+ \ (VI ∪ [∆I+]) = ∆∗ \VI ,
(∆+ ∩ [An]) \ (V ∪An) = ∆I+ \ (V ∪∆I+) = ∅.
Further we have
V ∩ [An] = V \VI = ΦI .
Therefore (9.4) for j = n implies
fn(tn;V, q)
=
∏
γ∈∆∗\VI
tγ
tγ −
∑
β∈VI tβ〈γ∨, µVβ 〉 − 2π
√−1∑β∈ΦI 〈β∨, λ〉〈γ∨, µVβ 〉
× exp
(
2π
√−1
∑
β∈ΦI
〈β∨, λ〉〈y + q, µVβ 〉
) ∏
γ∈VI
tγ exp(tγ{y + q}V,γ)
etγ − 1 .
(9.19)
If ΦI 6⊂ V, then for βk ∈ ΦI \ V, we have βk /∈ V ∪ [Ak−1] and hence
fn(tn;V, q) = 0.
Applying Lemma 2.1 to the right-hand side of (2.6), and noting that there
is a one-to-one correspondence between
(9.20) {V ∈ V | ΦI ⊂ V} and {VI | VI ∪ΨI ∈ VI},
we obtain
(9.21) F (tI ,y, λ; I;∆) =
∑
V∈V
1
|Q∨/L(V∨)|
∑
q∈Q∨/L(V∨)
fn(tn;V, q).
by using tn = tI . Combining this with (9.18), and using (9.5), we finally
obtain the formula (2.13) stated in Theorem 2.4.
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So far we have discussed under the fixed choice of the order β1, . . . , βn of
the elements of ∆I+. The right-hand side of (9.18) apparently depends on
this choice. However the left-hand side of (2.13), defined by (2.6), does not
depend on the choice of the order. So is the right-hand side of (2.13). This
implies the claim mentioned in Remark 2.5, and hence the proof of Theorem
2.4 is thus complete.

References
[1] N. Bourbaki, Groupes et Alge`bres de Lie, Chapitres 4, 5 et 6, Hermann, 1968.
[2] J. E. Humphreys,Reflection groups and Coxeter groups, Cambridge University Press,
Cambridge, 1990.
[3] S. Ikeda and K. Matsuoka, On functional relations for Witten multiple zeta-
functions, Tokyo J. Math. 39 (2016), 1-22.
[4] S. Ikeda and K. Matsuoka, On the functional relations for Euler-Zagier multiple
zeta-functions, preprint.
[5] Y. Komori, K. Matsumoto and H. Tsumura, Zeta-functions of root systems, in The
Conference on L-functions, L. Weng and M. Kaneko (eds.), World Scientific, 2007,
pp. 115-140.
[6] Y. Komori, K. Matsumoto and H. Tsumura, On Witten multiple zeta-functions
associated with semisimple Lie algebras II, J. Math. Soc. Japan 62 (2010), 355-394.
[7] Y. Komori, K. Matsumoto and H. Tsumura, On multiple Bernoulli polynomials and
multiple L-functions of root systems, Proc. London Math. Soc. 100 (2010), 303-347.
[8] Y. Komori, K. Matsumoto and H. Tsumura, Functional relations for zeta-functions
of root systems, in Number Theory: Dreaming in Dreams — Proc. 5th China-Japan
Seminar, T. Aoki, S. Kanemitsu and J.-Y. Liu (eds.), Ser. on Number Theory and
its Appl. Vol. 6, World Scientific, 2010, pp. 135-183.
[9] Y. Komori, K. Matsumoto and H. Tsumura, On Witten multiple zeta-functions
associated with semisimple Lie algebras IV, Glasgow Math. J. 53 (2011), 185-206.
[10] Y. Komori, K. Matsumoto and H. Tsumura, Shuffle products for multiple zeta values
and partial fraction decompositions of zeta-functions of root systems, Math. Z. 268
(2011), 993-1011.
[11] Y. Komori, K. Matsumoto and H. Tsumura, On Witten multiple zeta-functions
associated with semisimple Lie algebras III, in Multiple Dirichlet Series, L-functions
and Automorphic Forms, D. Bump et al. (eds.), Progr. in Math. Vol. 300, Springer,
2012, pp. 223-286.
[12] Y. Komori, K. Matsumoto and H. Tsumura, Functional relations for zeta-functions
of weight lattices of Lie groups of type A3, in Analytic and Probabilistic Methods in
Number Theory, Proc. 5th Intern. Conf. in Honour of J. Kubilius, A. Laurincˇikas et
al. (eds.), TEV, Vilnius, 2012, pp. 151-172.
[13] Y. Komori, K. Matsumoto and H. Tsumura, A study on multiple zeta values from
the viewpoint of zeta-functions of root systems, Funct. Approx. Comment. Math.
51 (2014), 43-76.
[14] Y. Komori, K. Matsumoto and H. Tsumura, Lattice sums of hyperplane arrange-
ments, Comment. Math. Univ. St. Pauli, 63 (2014), 161–213.
[15] Y. Komori, K. Matsumoto and H. Tsumura, On Witten multiple zeta-functions
associated with semisimple Lie algebras V, Glasgow Math. J. 57 (2015), 107-130.
[16] I. G. Macdonald, The Poincare´ series of a Coxeter group, Math. Ann. 199 (1972),
161-174.
[17] K. Matsumoto, Functional equations for double zeta-functions, Math. Proc. Cam-
bridge Phil. Soc. 136 (2004), 1-7.
ZETA-FUNCTIONS OF ROOT SYSTEMS AND POINCARE´ POLYNOMIALS 41
[18] K. Matsumoto, Analytic properties of multiple zeta-functions in several variables, in
Number Theory: Tradition and Modernization, W. Zhang and Y. Tanigawa (eds.),
Springer, 2006, pp. 153-173.
[19] K. Matsumoto and H. Tsumura, On Witten multiple zeta-functions associated with
semisimple Lie algebras I, Ann. Inst. Fourier 56 (2006), 1457-1504.
[20] T. Nakamura, A functional relation for the Tornheim double zeta function, Acta
Arith. 125 (2006), 257-263.
[21] T. Nakamura, Double Lerch value relations and functional relations for Witten zeta
functions, Tokyo J. Math. 31 (2008), 551-574.
[22] K. Onodera, A functional relation for Tornheim’s double zeta functions, Acta Arith.
162 (2014), 337-354.
[23] H. Samelson, Notes on Lie Algebras, Universitext, Springer, 1990.
[24] L. Tornheim, Harmonic double series, Amer. J. Math. 72 (1950), 303-314.
[25] H. Tsumura, On Witten’s type of zeta values attached to SO(5), Arch. Math. (Basel)
82 (2004), 147-152.
[26] H. Tsumura, On functional relations between the Mordell-Tornheim double zeta-
functions and the Riemann zeta-function, Math. Proc. Cambridge Phil. Soc. 142
(2007), 395-405.
[27] E. Witten, On quantum gauge theories in two dimensions, Commun. Math. Phys.
141 (1991), 153-209.
[28] D. Zagier, Values of zeta functions and their applications, in First European Congress
of Mathematics, Vol. II, A. Joseph et al. (eds.), Progr. in Math. Vol. 120, Birkha¨user,
1994, pp. 497-512.
[29] X.Zhou, D. M.Bradley and T. Cai, Depth reduction of a class of Witten zeta func-
tions, Electron. J. Combin. 16 (2009), no. 1, Note 27, 7 pp.
Y. Komori: Department of Mathematics, Rikkyo University, Nishi-Ikebukuro,
Toshima-ku, Tokyo 171-8501, Japan
E-mail address: komori@rikkyo.ac.jp
K. Matsumoto: Graduate School of Mathematics, Nagoya University, Chikusa-
ku, Nagoya 464-8602, Japan
E-mail address: kohjimat@math.nagoya-u.ac.jp
H.Tsumura: Department of Mathematics and Information Sciences, Tokyo
Metropolitan University, 1-1, Minami-Ohsawa, Hachioji, Tokyo 192-0397, Japan
E-mail address: tsumura@tmu.ac.jp
