For the generalized eigenvalue problem, we establish upper bounds for the spectral variation of two regular matrix pairs some of which are optimal. We describe the set of regular matrix pairs for which the bounds are attained.
Introduction and notation
In this note, we shall consider upper bounds for S Z (W ), the spectral variation of Z with respect to W (see (1.5) for definition). For this problem, there have been several theorems, e.g., [2] [3] [4] [5] [6] [7] . Here we derive new upper bounds for S Z (W ), only in terms of the spectral norm and determinant of Z and W . Thus our estimates are much less expensive to compute. They are general and available for any regular matrix pairs (see (1.4 
) for definition).
Let C n×n denote the set of all n × n complex matrices and C = C 1 . We use capital letters for matrices, lowercase letters for column vectors and both the Euclidean vector norm and the spectral norm. A H stands for the conjugate transpose of A. I is the unit matrix. For A, C ∈ C n×n , let A and C have the eigenvalues {λ i } and {µ i } respectively. S A (C) = max i min j |λ j − µ i | is the spectral variation of C with respect to A.
, the following are equivalent:
In [2] , Stewart has showed that a similar result holds for the generalized eigenvalue problem. In order to cite the result by Stewart, we need the number
where σ min (X) denotes the smallest singular value of X.
Theorem 1.3 (Stewart [2]). Let Z = (A, B) and W = (C, D) be regular matrix pairs. Then
The purpose of this note is to obtain a theorem for the generalized eigenvalue problem, corresponding to Elsner's theorem.
First we give the upper bounds for S Z (W ). Then, we describe the set of matrix pairs Z and W for which some of the upper bounds are attained. Finally we show that Theorems 1.1 and 1.3 can be derived by our result.
Let A, B ∈ C n×n . We call Z = (A, B) a regular matrix pair if
If (α, β) / = 0 and det(βA − αB) = 0, we call (α, β) an eigenvalue of Z. Hereafter, we use Z = (A, B) and W = (C, D) for two regular matrix pairs with eigenvalues (α i , β i ) and (γ i , δ i ) respectively. We define the spectral variation of W with respect to Z by
(1.5)
For convenience, we assume that
We will use the following metric for Z and W :
For d 2 (Z, W ), Elsner and Sun [5] have showed that
Results
Lemma 2.1 (Stewart [3] ). There exist unitary matrices U 1 , U 2 ∈ C n×n such that Proof. (i) By |α| 2 + |β| 2 = 1, and Cauchy's inequality, we have 
Combining this with (1.6) and (2.4) gives us
Proof. By Theorem 2.3, (i) holds. From (2.6), we have
where T ∈ C n×n , then
Substituting (2.12) into (2.8) we get (ii).
Theorem 2.5
Proof. Combining (2.5) and (1.6) we see that
and
Let [6, 7] σ (A, B) = sup
where U (A,B) = {{U 1 , U 2 }|{U 1 , U 2 } are all the unitary matrix pairs satisfying the Eqs. (2.1)}. Noting that
, we get a counterpart of Theorem 1.2. 
unitary matrices and (−ε C , D ) is an eigenvalue of W.
Proof. We only prove (i) and (iv) are equivalent. It is easy to get (i) from (iv). Assume that (i) is satisfied. Equality holds in (2.16)-(2.18). Equality in Hadamard's inequality holds only for orthogonal columns. Then there exist orthogonal and normalized vector u 1 , u 2 , . . . , u n such that 
i.e.
(−ε|γ |, |δ|) = a 11 a 11 (γ , δ), (2.27) where U is a unitary matrix and |ε| = 1. On the other hand, (2.14), (2.15) and (2.18) imply
In view of the fact 1
we have
i.e. 
