Abstract. Linear dimensionality reduction (LDR) is quite important in pattern recognition due to its efficiency and low computational complexity. In this paper, we extend the two-class Chernoff-based LDR method to deal with multiple classes. We introduce the criterion, as well as the algorithm that maximizes such a criterion. The proof of convergence of the algorithm and a formal procedure to initialize the parameters of the algorithm are also given. We present empirical simulations on standard well-known multi-class datasets drawn from the UCI machine learning repository. The results show that the proposed LDR coupled with a quadratic classifier outperforms the traditional LDR schemes.
A typical approach to reduce the dimension of the data is principal component analysis (PCA) [5, 18, 21] , but it better applies to unsupervised learning problems, since it takes the whole data as a "single" class, losing the discriminability power of labeled data. As opposed to this, linear discriminant analysis (LDA) aims to consider the classconditional distributions to maximize the separability of the data in the transformed space. One of such approaches is Fisher's discriminant (FD). Let
t , where m = k i=1 p i m i , be the between-class scatter matrix, and S W = k i=1 p i S i be the within-class scatter matrix. The FD approach aims to find a matrix A that maximizes the following criterion function [5] :
and which is obtained by finding the d eigenvectors (whose eigenvalues are the largest ones) of S
−1
W S E . The LD criterion for the multi-class problem aims to find the transformation d × n matrix A that maximizes the following function [8] : 
where
pi+pj , and S ij = π i S i + π j S j . The LD criterion is maximized as it is done for the two-class case, by finding the matrix A composed of the d eigenvectors (whose eigenvalues are the largest ones) of the following matrix:
The traditional classification problem has usually been solved by maximizing the separability between the underlying distributions using different criteria. FD aims to minimize the error by maximizing the Mahalanobis distance between distributions, resulting in an optimal criterion when the covariance matrices are equal. In case the covariances are different, the optimal classifier is quadratic; the linear classification results in maximizing the separability between the distributions by generalizing the Mahalanobis distance [7] . On the other hand, the LD criterion utilizes, as pointed out above, a directed distance matrix, which is incorporated in Fisher's criterion assuming the within-class scatter matrix is the identity.
In this paper, we extend the two-class LDR criterion as proposed in [14] , and which takes advantage of the properties of the Chernoff distance to maximize the separability of the distributions in the transformed space. Since we are assuming the original distributions are normal, the distributions in the transformed space are also normal. Thus, the Bayes classifier in the transformed space is quadratic and deriving a closedform expression for the classification error is not possible. However, the probability of classification error in the transformed space can be bounded in terms of the Chernoff distnace between two distributions given by:
The larger the value of k(β, A) is, the smaller the bound for the classification error is, and hence, in this paper, we propose to maximize (4) . To clarify this, we note that the FD criterion also aims to maximize the separability between distributions in the transformed space, but coincides with the optimal classifier only when the latter is linear, i.e. when the covariance matrices are coincident, a rare case. As observed above, the LD criterion utilizes the Chernoff distance in its directed distance matrix but in the original space. This criterion, however, does not optimize such a distance in the transformed space, as it can be observed in the following example.
Consider two normally distributed random vectors, (2), and the Chernoff distance in the transformed one-dimensional space computed as in (4), where β = 1/2. As we will also see later, we note that maximizing the criterion J F (A) or J LD (A) does not necessarily imply maximizing the Chernoff distance in the transformed space (as our criterion aims to), and hence minimizing the classification error. Also, we observe that the k(β, A) function has more than one peak and so, as shown later, this makes it difficult to find a closed-form expression for the optimal solution.
The Proposed LDR Criterion
In this section, we formalize the proposed LDR criterion for the multi-class case, which aims to maximize the Chernoff distance in the transformed space. We suppose that we are dealing with k classes, {ω i }, whose a priori probabilities are given by {p i }, with i = 1, 2, . . . , k. By following the notation used above, we define matrices respectively, where m i and S i are the mean and covariance matrices for ω i respectively,
The extension of the two-class classification is not straightforward, as there is no general formula for the Chernoff distance between more than two distributions. This is also the case of other classifiers, such as the well-known support vector machines or kernel-based classifiers, for which majority votes of k(k − 1)/2 decisions are among the most efficient schemes [19] , as opposed to other schemes like one-against-all or allat-once, which suffer the problem of yielding unclassifiable regions [5, 20] . In our case, however, it is natural to maximize the weighted sum of pairwise Chernoff distances between classes ω i and ω j , for all i = 1, . . . , k−1, j = i, . . . , k. The "weights" used for the pairwise class criterion are given by the normalized joint prior probabilities between classes ω i and ω j , π i π j . Thus, the criterion that we propose for multiple classes consists of finding the transformation Ax, where A is a matrix of order d × n that maximizes the function, where we have adopted a natural way to set the value of β, as β = π 1 and 1 − β = π 2 .:
with:
Taking the Chernoff distance between x i and x j as in (4), and dong some algebraic manipulations, it can be written in terms of tr{. . .} as in (6) (cf. [15] ). We show there always exists an orthogonal matrix Q for which the Chernoff distance in the new space is the same as that of using the matrix A. The proof of the lemma can be found in [15] . Lemma 1. Let A be any real d×n matrix, d ≤ n, whose rows are linearly independent, and J * c (A) be defined as in (5) . Then:
Proof (Sketch). Let A be any matrix of order d ≤ n whose rows are linearly independent. Then, by applying the QR decomposition [3] , A can be decomposed as follows A = RQ, and it follows that J * c (A) = J * c (Q). In this way, we ensure that
To obtain A, we first find the gradient matrix given by the first-order necessary condition. That is, we differentiate (5) with respect to A, resulting in:
To maximize J * c (A) we propose Algorithm Chernoff LDA Multi given below.
At each step, the value of η k is obtained as the one that maximizes the following function:
The algorithm initializes the matrix A by using the result of either FD or LD, depending on the one that gives the maximum value of the Chernoff distance in the transformed space. At each step, the matrix A is decomposed using the RQ decomposition, as shown in Lemma 1. Let us now see how the algorithm converges, using the convergence properties of the two-class case [15] .
be the sequence of matrices generated by Algorithm Cher-
Otherwise, the algorithm terminates.
Proof (Sketch). From (5), we have that J
. By using the result of the two-class case [15] , it is true that J *
On the other hand, if ∇J
, and hence the algorithm terminates. The complete proof can be found in [15] .
We note that it is quite important to compute, at each step, a value of η k that maximizes the function φ k given in (10) . Computing the first derivative of this function results in:
Using this expression, we compute η (j+1) as follows:
where the values of η (0) and η (1) are obtained using the following theorem.
Theorem 2. Let φ k : R d×n → R be the continuously differentiable function defined in (10) , where J * c (·) is defined in (5) , and whose first derivative is given by (8) . Then, the initial values of the secant method are given by η 0 = 0 and
where = cos θ, with θ being the angle between
, and hence both matrices are located in the boundary of the environment of zero (null matrices) of radius d in the matrix space. The angle difference between the matrices at steps 'k' and 'k + 1' are given by:
The result follows by setting cosθ = , and observing that the secant leads to a maximum. The complete proof can be found in [15] .
To conclude this section, we emphasize that the geometric interpretation of A (k) that we did for the two-class case is also valid for the multi-class case. Again, the rows of the matrix A (k) are "rotated" independently using the same scalar, n k . In the same way, we could also imagine a more general mechanism for updating A (k) using a vector, η, instead of a scalar. This problem is a possible future avenue for extending this work.
Empirical Results
In order to evaluate the classification performance of the proposed criterion, we present an empirical analysis of the classification accuracy and Chernoff distance in the transformed space on real-life data drawn from the UCI machine learning repository [10] . Three LDR techniques are compared, namely FD and LD as discussed in Section 1, and the proposed method, as presented in Section 2, namely RH. In order to analyze the classification power of the LDR techniques, two classifiers are used in the transformed space, the linear (L) and quadratic (Q) classifiers. The datasets involved in the experiments are Iris plants, Letter recognition, Pendigits, Thyrod gland, Wine, Glass identification, Landsat satellite, and Vowel context. In order to avoid ill-conditioned covariance matrices, we have applied principal component analysis (PCA) to Glass and reduced the data from dimension nine to eight, and removed class '6' to apply the 10-fold cross validation method. As in the two-class case, we trained the three LDR techniques, namely FD, LD and RH, followed by a quadratic or linear classifier, in a 10-fold crossvalidation experiment. The average classification errors are given in Table 1 , in which d * indicates the dimension that yields the lowest error rate. For each classifier, quadratic and linear, the LDR method(s) that produce(s) the lowest error rate is(are) marked with a '*'. For the quadratic classifier, we note that the RH method yields to lower error rate in four times, while FD and LD reach the best error rate in three times. For the linear classifier, both FD and LD are superior to RH. This is as expected, since the RH aims to maximize the Chernoff distance in the transformed space, which is related to the Bayesian quadratic classifier, but not necessarily to the linear classifier. Also, the error rates obtained using RH and the quadratic classifier are in all cases (except in Iris and Glass) much smaller than the corresponding rate for the linear classifier, independently of the LDR technique coupled with the latter. Fig. 2 (a) shows the plots for the error rates obtained after coupling the LDR techniques with the quadratic classifier on the Pendigits dataset. The plot shows the error rates for dimensions d = 1, . . . , 15. After dimension d = 3, the error rates corresponding to LD and RH become relatively lower than that of FD, and in general, the error rate of RH is lower than that of LD, showing the superiority of the former over the latter on the quadratic classifier. For the linear classifier, the error rates for different dimensions are shown in Fig. 2 (b) . After dimension d = 4, the error rate for FD is relatively lower than that of LD and RH, while the error rate for the latter is higher than that of LD. In all cases, the error rate tends to decrease as the reduced dimension becomes larger. Fig.  3 (a) shows the error rates for the quadratic classifier on the Vowel dataset. The error rate of FD is quite larger than that of the other two methods, while the error rate for RH starts decreasing to reach its minimum at d = 6, to increase a little bit on greater dimensions. Although LD exhibits a similar behavior, it does not reach the minimum as RH, which demonstrates that the former does not capture all the information for the Chernoff distance in the transformed space. For the linear classifier on the Vowel dataset, Fig. 3 (b) , LD and RH lead to a minimum error rate for most of the values of d, but they show the minimum is reached early at dimension d = 2. Also, the peak shown by RH at d = 3 shows how maximizing the Chernoff distance in the transformed space does not necessarily imply minimizing the error rate for the linear classifier. Note, however, that the converse is not always true for the quadratic classifier, but the behavior exhibited in the figures shows how the RH criterion is more appropriate for a quadratic classifier in the transformed space, because it captures more information on the Chernoff distance which provides a good approximation of the error rate for that classifier.
Conclusion
We have introduced a new criterion for linear dimensionality reduction (LDR), which, unlike previous approaches such as Fisher's and Loog-Duin's, aims to maximize the Chernoff distance in the transformed space. We have extended the corresponding criterion for the multi-class case, and provided proofs for the convergence of the optimizing gradient-based algorithms. The empirical results on real-life datasets show the superiority of RH over the existing FD and LD criteria, mainly when the techniques are coupled with the quadratic classifier, demonstrating the importance of maximizing the Chernoff distance in the transformed space for such a classifier. One of the possible extensions for this work is to use a vector η to update the matrix A (k) , instead of a scalar. This is a problem that we are currently investigating.
