Abstract-Multiagent systems and data mining have recently attracted considerable attention in the field of computing. Reinforcement learning is the most commonly used learning process for multiagent systems. However, it still has some drawbacks, including modeling other learning agents present in the domain as part of the state of the environment, and some states are experienced much less than others, or some state-action pairs are never visited during the learning phase. Further, before completing the learning process, an agent cannot exhibit a certain behavior in some states that may be experienced sufficiently. In this study, we propose a novel multiagent learning approach to handle these problems. Our approach is based on utilizing the mining process for modular cooperative learning systems. It incorporates fuzziness and online analytical processing (OLAP) based mining to effectively process the information reported by agents. First, we describe a fuzzy data cube OLAP architecture which facilitates effective storage and processing of the state information reported by agents. This way, the action of the other agent, not even in the visual environment 1 of the agent under consideration, can simply be predicted by extracting online association rules, a well-known data mining technique, from the constructed data cube. Second, we present a new action selection model, which is also based on association rules mining. Finally, we generalize not sufficiently experienced states, by mining multilevel association rules from the proposed fuzzy data cube. Experimental results obtained on two different versions of a well-known pursuit domain show the robustness and effectiveness of the proposed fuzzy OLAP mining based modular learning approach. Finally, we tested the scalability of the approach presented in this paper and compared it with our previous work on modular-fuzzy Q-learning and ordinary Q-learning.
I. INTRODUCTION
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reason to use multiagent systems is to have a more natural modeling for real-life domains that require the cooperation of different parties. In particular, if there are different people with different perspectives or organizations with different goals and proprietary information, then a multiagent system is needed to handle their interaction Stone and Veloso [32] . Multiagent systems are different from single agent systems in the sense that there is no global control and globally consistent knowledge. So, limitations on the processing power of a single agent are eliminated in a multiagent environment. In other words, since data and control are distributed, multiagent systems include the inherent advantages of distributed systems, such as scalability, fault-tolerance, and parallelism, among others.
Recently, there has been a considerable amount of interest in multiagent systems. As a result, many concepts, including reinforcement learning, have been successfully adapted for multiagent systems. An agent with its goal embedded in an environment learns how to transform one environmental state into another that contains its goal. An agent that has the ability of doing this task with minimal human supervision is called autonomous Benson [8] . Autonomous agents learn from their environment by receiving reinforcement signals after interacting with the environment. Learning from an environment is robust because agents are directly affected by the dynamics of the environment.
One approach to model multiagent learning is to augment the state of each agent with the information about other existing agents Littman [25] , Sandholm and Crites [30] , and Tan [35] . However, as the number of agents in a multiagent environment increases, the state space of each agent grows exponentially. This way, even simple multiagent learning problems become computationally intractable by standard reinforcement learning approaches. In order to remedy the problem of combinatorial explosion in multiagent reinforcement learning, some methods have been proposed including modular architecture and generalization of states. Most of the proposals are based on Q-learning, which is an algorithm for learning to estimate the expected reward for a given state-action pair. It does not need a model of its environment and can be used online.
Although Q-learning is the most widely used method in multiagent learning, it has some drawbacks, including modeling other learning agents and experiencing some states less than others during the learning phase. Having some states not experienced sufficiently does not prevent expecting an agent to select an appropriate action in each state. On the other hand, an agent cannot exhibit a certain behavior in some states that may be experienced sufficiently before completing the learning process. In order to handle these problems, in this paper we propose a novel fuzzy modular architecture and learning approach for multiagent systems. The proposed approach integrates fuzzy online analytical processing (OLAP) based association rules mining and modularity into the learning process. First, we describe a fuzzy data cube OLAP architecture which facilitates effective storage and processing of the state information reported by agents. This way, the action of the other agent, even not in the visual environment of the agent under consideration, can simply be predicted by extracting online association rules from the constructed data cube. Second, we present a new action selection model, which is also based on association rules mining. Finally, we generalize not sufficiently experienced states, by mining multilevel association rules from the proposed fuzzy data cube. Experimental results obtained on two different versions of a well-known pursuit domain show the robustness and effectiveness of the proposed fuzzy OLAP mining based modular learning approach. Finally, we tested the scalability of the approach presented in this paper and compared it with our previous work on ordinary Q-learning [27] and modular-fuzzy Q-learning [22] .
OLAP is a technology that uses a multidimensional view of aggregated data to provide fast access to strategic information for further analysis. It facilities querying large amounts of data much faster than traditional database techniques Chaudhuri and Dayal [12] . On the other hand, data mining is concerned with the nontrivial extraction of implicit, previously unknown and potentially useful information from data Chen et al. [13] . Discovering association rules is one of the several data mining techniques described in the literature. Finally, OLAP mining integrates online analytical processing with data mining in a way that substantially enhances the power and flexibility of data mining and makes mining an interesting exploratory process.
The main contributions of our work described in this paper can be summarized as follows: 1) integrating the modular approach with the concepts of fuzziness and association rules mining; 2) defining a fuzzy data cube for both the internal model database and the database holding the Q-values; 3) predicting the actions of the other hunter agents even when they are not seen in the visual environment, by using internal model association rules mined from the fuzzy data cube; 4) selecting the appropriate action of the agent under consideration by using association rules mined from the constructed fuzzy data cube; and 5) generalizing states by mining multilevel association rules from the constructed fuzzy data cube in order to effectively accomplish the capturing task.
The rest of the paper is organized as follows. Section II provides the necessary background and related work on the Q-learning algorithm, multiagent learning, fuzzy modular approach with internal model capabilities, and fuzzy association rules. Section III describes a variant of the pursuit problem, to be used as the platform for the experiments throughout this study. Our fuzzy OLAP mining based learning approach is presented in Section IV, after a brief overview of the OLAP technology and the fuzzy data cube architecture. In Section V, we discuss the results of the experiments conducted for the considered environment. Conclusions and future research directions are included in Section VI.
II. BACKGROUND AND RELATED WORK
In this section, we cover the related work and the background necessary to understand the material presented in the rest of this paper. An overview of the Q-learning algorithm is presented in Section II-A. Existing multiagent learning approaches and the fuzzy modular approach with internal model capabilities are discussed in Section II-B. A brief introduction to fuzzy association rules is given in Section II-C.
A. The Q-Learning Algorithm
Q-Learning is an incremental reinforcement learning method that does not need a model for its application and can be used online Watkins and Dayan [37] , Sutton and Barto [34] . Q-learning algorithms store the expected reinforcement value associated with each situation-action pair in a look-up table. According to the Q-learning process described next in Algorithm 1, the agent selects an action based on an action-value function, called Q-function, which is updated using the agent's experience.
Definition 1 (Q-function):
Given action in state and reward , the Q-function of in , denoted is formally de-
where is the set of all possible actions, and denote learning rate and discount parameter, respectively; and is the value of action in state . 
B. Multiagent Learning Fuzzy Modular Approach With Internal Model Capabilities
To remedy the problem of combinatorial explosion in multiagent reinforcement learning, Whitehead [39] proposed an architecture called modular Q-learning, which decomposes the whole problem space into smaller subproblem spaces and distributes them among multiple modules. This way, the goals of multiple-goal problems are decomposed into subgoals, which are then distributed among multiple modules. Since each module learns only to accomplish its own goal, the number of states that each module can take decreases in comparison with monolithic Q-learning. As a result, Whitehead showed that modular Q-learning improves learning time and requires less computational resources. Then, Ono and Fukumoto [27] presented a modular approach based on Whitehead's proposal. They considered a variant of the pursuit problem as a multiagent learning problem suffering from the combinatorial explosion. In another work done on modular Q-learning for a multiagent environment, Park et al. [28] proposed an action selection mechanism among robots in a robot soccer game, and demonstrated the effectiveness of their scheme through real robot soccer experiments.
However, how agents acquire and maintain knowledge is an important issue in reinforcement learning. When the state space of the task is small and discrete, the Q-values are usually stored in a lookup table. But, this method is either impractical in case of large state-action spaces, or impossible with continuous state spaces. The main drawback of look-up tables is their scaling problem. In case we have a task with a huge state space, it is unlikely to store all states in a limited memory and to visit each state in reasonable time. The solution is to generalize visited states to unvisited ones as in supervised learning. In order to handle this problem, functional approximation and generalization methods seem to be more feasible solutions. Unfortunately, optimal convergence of functional approximation of reinforcement learning algorithms has not been demonstrated yet Sutton and Barto [34] . As a result, two different approaches have been developed so far.
The first approach stores Q-values using either the generalization ability of feedforward neural networks (Lin [24] ) or self-organizing maps (Touzet [36] ). Some researchers have studied these methods, and algorithms for lookup tables have been modified to suit them, including Baird [7] , Sutton [33] , Abul et al. [1] , Polat, and Guvenir [29] . However, one disadvantage of these methods is that they combine two slow processes: neural network and reinforcement learning, which are known for their slow learning rates. On the other hand, the second approach handles the problem with large or continuous state spaces by combining fuzzy logic and reinforcement learning (Beon and Cho [9] , Yung and Ye [38] , Berenji and Vengerov [10] , [11] ). Also, there are several studies described in the literature where the internal model of each other learning agent is explicitly considered. For instance, Littmann [25] introduced two-player zero-sum stochastic games for multiagent reinforcement learning. Hu and Wellman [18] introduced a different multiagent reinforcement learning method for two-player general-sum games. However, according to both methods, while estimating the other agent's Q-function, the agent under consideration should observe the other agent's actions and the actual rewards received from the environment. Also, the former agent must know the parameters used in Q-learning of the latter agent. Then, Nagayuki et al. [26] proposed another approach to handle this problem; their learning method is also based on Q-learning with one agent estimates the other agent's policy instead of Q-function. Thus, there is no need to observe the other agent's actual rewards received from the environment, and to know the parameters that the other agent uses for Q-learning. Finally, Ishiwaka et al. [19] presented a method for two kinds of prediction needed for each hunter agent acting in pursuit domain. One of these predictions is the location of the other hunter agents and prey agent, and the other is the movement direction of the prey agent at the next time step. For this reason, they performed some experiments on a continuous action state space and showed the effectiveness of their approach which is the appearance of the cooperative behavior.
In a previous work (Kaya and Alhajj [22] ), we proposed a new and robust multiagent architecture by successfully combining advantages of the modular approach, fuzzy logic and the internal model. The fuzzy modular architecture proposed to handle the behavior of multiple agents in pursuit domain is shown in Fig. 1 . The architecture consists of three learning modules and simple mediator module. The fuzzy modular architecture includes the same number of learning and internal modules; specifically one less than the number of hunter agents. When there are four learning agents (hunters), the number of modules of each type is limited to three because the number of other hunters to be observed is three. Each learning module focuses on specific attributes of the current perceptual input and performs Q-learning and data mining. The th learning module of the architecture denoted , receives only the relative position of the prey and that of the located th partner; it ignores any information concerning the other partners. Further, the identifier of each hunter is invisible to all other hunters. A hunter perceives the prey or its partner scanning in a specific order, starting with the nearest one. Finally, the hunter under consideration assigns the state of the nearest observed other hunter to module 1. Thus, the other hunter represents the present partner in a module.
In this study, agent's state and action spaces are represented using fuzzy sets. As shown in Fig. 2 (a), we employed uniform membership functions in order to show agent's state space, with agent's visual depth assumes the value 6. The horizontal axes in Fig. 2(a) indicate the relative locations of the prey and the other hunter. The definitive intervals of the variables are bounded by because the agent's visual depth is assumed to be 6.
C. Fuzzy Association Rules
Association rules form an important class of regularities that exist in databases. Since association rules mining was first introduced in Agrawal et al. [4] , the problem has received considerable attention, e.g., Agrawal and Srikant [5] , Chen et al. [13] . The classical application is market basket analysis, i.e., analyzing how correlations between items purchased by customers. An example of an association rule may be stated as:
, which means that 20% of the customers buy and together, and those who buy also buy 85% of the time. Formally, given a set of items , an association rule is a correlation of the form , where and . The intended meaning of is that when a given transaction contains the items in , then it is most likely to contain the items in as well. Finally, and are, respectively, called the antecedent and consequent of the rule.
Of course, the development of algorithms for finding "interesting" association rules in a database preassumes a formal definition of such a qualification. In other words, a rule is generally rated according to several criteria, none of which should fall below a certain (user-defined) threshold. In common use are the following measures, where denotes transactions present in database and contain items in , and is its cardinality.
• A measure of support defines the absolute number or the proportion of transactions present in and contain , i.e., or .
• Confidence is the proportion of correct applications of the rule, i.e., . In general, association rules are often classified as boolean and quantitative. Boolean association rules are rather restrictive in many different aspects because they are defined over binary data and hence a lot of recent efforts have been put into the effective mining of quantitative association rules Srikant and Agrawal [31] .
Quantitative association rules are defined over quantitative and categorical attributes. In Srikant and Agrawal [31] , the values of categorical attributes are mapped to a set of consecutive integers and the values of quantitative attributes are first partitioned into intervals using equi-depth partitioning, if necessary, and then mapped to consecutive integers to preserve the order of the values/intervals. As a result, both categorical and quantitative attributes can be handled in a uniform fashion as a set of pairs. With the mappings defined in Srikant and Agrawal [31] , a quantitative association rule is mapped to a set of boolean association rules. After the mapping, the algorithms for mining boolean association rules are then applied to the transformed data set.
However, using intervals for quantitative association rules may not be concise and meaningful enough for human experts to obtain nontrivial knowledge. Fuzzy sets provide a smooth transition between members and nonmembers of a set. Fuzzy association rules are also easily understandable to humans because of the linguistic terms associated with fuzziness (Kuok et al. [23] , Zhang [40] , Au and Chan [6] , and Delgado et al. [14] ).
To define fuzzy association rules, given a database of transactions , its corresponding set of attributes , and the fuzzy sets associated with quantitative attributes in . Each transaction contains values of some attributes from and each attribute in has two or more corresponding fuzzy sets. The target is to find out some interesting and potentially useful regularities, i.e., fuzzy association rules with enough support and high confidence. We use the following form for fuzzy association rules Kuok et al. [23] :
where and contain the fuzzy sets associated with corresponding attributes in and , respectively, i.e., is fuzzy set related to attribute and is the fuzzy set related to attribute . Finally, as it is the case with binary association rules, " is " is called the antecedent of the rule while " is " is called the consequent of the rule. For a rule to be interesting, it should have enough support and high confidence.
III. THE PROBLEM DOMAIN
Samples of the multiagent environment considered in this paper are shown in Fig. 3 . We considered two versions: without and with obstacles, where the obstacles cover almost 15% of the cells. It is a variant of the well-known pursuit domain. There are several reasons for choosing this environment. First, it provides an interesting learning task where an agent is not only expected to learn how to move to a target, but to make a move that leaves it in a good position with respect to future opportunities. Second, it is suitable for any number of agents; the only limit is the size of the environment. Finally, it provides opportunities for cooperative behavior.
The considered environments have the following characteristics. First, it is fully dynamic, partially observable, and nondeterministic. Second, five agents: four hunters and a prey exist in an grid world, as shown in Fig. 3 ; the initial position of each agent is determined randomly. Third, at each time step, agents synchronously execute one out of five actions: staying at the current position or moving from the current position north, south, west, or east. More than one hunter agent can share the same cell. However, a hunter cannot share a cell with the prey. Also, an agent is not allowed to move off the environment. The latter two moves are considered illegal and any agent that tries an illegal move is not allowed to make the move and must stay in its current position. Finally, hunters are learning agents and the prey either escapes randomly when no hunter is located or moves in a way to maximize the total sum of Manhattan distance to the located hunters. Fourth, every agent can see objects at a certain distance. The distance and the cells it covers are, respectively, called the visual depth and the visual environment of the agent. A hunter can locate the relative position and recognize the type of the other agents in its visual environment. Finally, the prey is captured in the environment without obstacles either when the hunter agents occupy its four neighbor positions, as shown in Fig. 3(a) , or when it is surrounded by hunter agents and the border of the environment (at one of the four corners). However, with obstacles a prey agent may be captured by one, two [ Fig. 3(b) ], three, or four hunter agents. Then, the prey and all the four hunters are relocated at new random positions in the grid world and the next trial starts. Finally, we also moved in the conducted experiments our environment to multiple hunter problem in order to check the effect of increasing the number of hunters and preys, i.e., scalability of the proposed approach.
IV. FUZZY ASSOCIATION RULES-BASED MODULAR REINFORCEMENT LEARNING
In this section, we present our approach of utilizing fuzzy OLAP mining in modular reinforcement learning. For this purpose, we construct a fuzzy data cube to store the information related to the state and action spaces. Then, we describe the process of multiagent learning by mining association rules from the constructed fuzzy data cubes.
A. Fuzzy Data Cube Construction and Representation of State and Action Spaces
OLAP is considered as one of the most popular tools for online, fast and effective multidimensional data analysis. Using OLAP techniques, raw data from large databases is organized into multiple dimensions with multiple levels of abstraction contained in each dimension. Such data organization provides users with the flexibility to view data from different perspectives. For this purpose, Han [15] proposed a model to perform data analysis on multidimensional data, by integrating OLAP tools and data mining techniques. Then, he improved his work by integrating several data mining components to the previous architecture [16] . Later, Han and Fu [17] introduced an a priori-based top-down progressive approach for multiple-level association rules mining from large transaction databases. Their method first finds frequent data items at the top-most level and then progressively deepens the mining process into their frequent descendants at lower conceptual levels. Aggarwal and Yu [3] proposed an OLAP-style algorithm to compute association rules. They achieved this by preprocessing the data effectively into predefined itemsets with corresponding support values more suitable for repeated online queries. Finally, we defined a fuzzy data cube based on the fuzzy sets that correspond to quantitative attributes Alhajj and Kaya [2] .
To understand the whole process, consider a quantitative attribute, say , it is possible to define at least two corresponding fuzzy sets. Each fuzzy set has a membership function to specify the degree of membership of each value of attribute in . This way, each value of attribute qualifies to be in one or more of the fuzzy sets specified for attribute . . All the other values between 0 and 1, exclusive, specify a partial membership degree.
The concept described in Definition 2 is used in building a fuzzy data cube as outlined next.
Definition 3 (Fuzzy Data Cube): Consider a data cube with dimensions, and given an association rules mining task involved with dimensions of the data cube. Each dimension of the cube contains slots, where is the number of attributes in dimension ; is the number of membership functions (fuzzy sets) for attribute in dimension ; and " " in the formula represents a special slot named "Count", which stores the aggregation values of the previous slots. These aggregation values show one of the essential features of the fuzzy data cube structure.
An example three-dimensional (3-D) fuzzy data cube that complies with Definition 3 is shown in Fig. 4 ; where each dimension has two attributes and the number of membership functions of each attribute varies between 2 and 3. Four cube spaces can be defined based on Fig. 4: 1) 3-D space consists of the rows in which there is no "Count" value; 2) 2-D space consists of the rows in which there is only "Count" value; 3) 1-D space consists of the rows, each containing two "Count" values; 4) Finally, one cell "Count", "Count", "Count" composes the 0-D space shown as Total Count and stores the total number of counts represented in the fuzzy data cube. Finally, the data cube serves as an efficient data structure for mining association rules. First, it is easy to group data according to one or a set of dimensions using the cube structure. Second, count and other aggregate measurement are precomputed in the cube and this facilities association testing and filtering.
In a previous contribution, we grouped the state space of the hunter agents in a pursuit domain into different fuzzy labels Kaya and Kiliç [21] ; then we integrated, in another previous work, the state space of the hunters with fuzzy internal model approach Kaya and Alhajj [22] . In the study described in this paper, we facilitate viewing the relationship between the actions and the state space of agents from different perspectives by extracting interesting rules from the fuzzy data cube. Shown in Fig. 5 is a fuzzy data cube with three dimensions, representing the internal model of a hunter agent. Two dimensions of this cube deal with the states of the hunter and the prey in the hunter's visual environment, and the third dimension represents the action space of the other hunter. Apart from Fig. 4 , in the fuzzy data cube shown in Fig. 5 Fig. 5 holds the sharing rate computed with respect to the observed action of the other agents and states.
Proposition 1 (Sharing Rate Computation):
Consider a fuzzy data cube with three dimensions, if the location of the other hunter has membership degrees and along the and axes, respectively; the location of the prey has corresponding membership degrees and , respectively; and the estimated action of the other agent has membership degree then the sharing rate of all the fuzzy sets to the corresponding cell is computed as:
, where
For instance, in case the prey and the other hunter are observed at the locations and , respectively, and the estimated action of the other agent is , then the values of the cells and in Fig. 5 are computed as and , respectively.
B. Fuzzy Association Rules Mining From the Internal Model Data Cube
As mentioned earlier, most of the work already done on multiagent learning assumes a stationary environment, i.e., the behavior of the other agent is not considered in the environment. Whereas it is more natural to consider a dynamic environment in the sense that an agent always learns and each other agent may change its behavior with time, too. In such a case, the standard Q-learning approach is not appropriate.
In the work described in this paper, as a given agent executes an action, we also consider the other agent's action. For this purpose, we must have an internal model database to hold the actions of the other hunter agent. Such database is constructed by employing a fuzzy logic approach and then transforming it into a fuzzy internal model data cube, as presented in the previous section. This leads to the data cube shown in Fig. 5 . In this cube, as long as a hunter agent observes new states during the learning process, the observed action of the other agent in the corresponding state(s) is updated. So, as mentioned earlier, each cell contains the sharing rate calculated with respect to the given state and the observed action. Finally, in order to explicitly express the dependency of the other agent's action, the hunter's Q-function is adjusted according to the formalism given next in Definition 4.
Definition 4 (Hunter's Q-Function):
Consider a hunter , which tries to estimate the action of an agent . The corresponding Q-function is represented as where denotes a state that hunter can observe; and are actions of and , respectively; here, and represent sets of all possible actions for and , respectively. Let , , and , then
According to Definition 4, deciding on whether the action of a given agent is good or not depends on the action of the other agent. In other words, is a hidden and major factor in selecting the action . In this study, the action of the other agent is estimated based on the association rules extracted from the constructed data cube. If one hunter observes the other hunter in its visual environment, then the association rule can be easily mined from observations of the other hunter's past actions. On the other hand, if one hunter could not perceive the other hunter, a prediction is done based on the following proposition in order to estimate the direction of the action of the unseen other agent.
Proposition 2 (Predicting the Action of the Unseen Hunter):
Consider two hunter agents and , and a prey agent , if cannot visualize , while is at a certain location in the visual environment of (see Fig. 6 ), then the action of is predicted with respect to the general trend of the actions taken by in the visual environment of when was at the same location.
For instance, assume that the prey is at the location and the other hunter agent is out of the visual environment. In this case, a cell of row of the data cube shown in Fig. 5 is updated with respect to row , which shows the number of times the prey visited the location , regardless of the position of the other hunter.
To satisfy data mining requirements as described in Section II-C, the user specifies at the beginning of the learning process a minimum support value for the action count, indicated as count3 in Fig. 5 . If the count value of a state reaches this minimum support value, then it is assumed that the state has been experienced sufficiently. In such a case, the hunter agent under consideration estimates the action of the other agent with respect to the highest confidence value. Otherwise, if a state is not experienced sufficiently, then the agent under consideration estimates the action of the other agent with respect to the user specified confidence value. If the number of occurrences of a state-action pair is less than the user specified minimum confidence value, then such action is not selected in the corresponding state. Also, if there are more actions exceeding the minimum confidence value in a state, then the possibility of selecting an action is computed as where is the confidence value of the rule , and is the possible set of actions that exceed the minimum confidence value of the corresponding agent. At the beginning of the learning stage, the minimum confidence value is set to 0%. Then, this value is increased gradually to a bigger value to let the agents learn the special properties of different situations; the exploration in the environment is encouraged at the early stages of the learning process. So, we start with minimum confidence value of 0% and increase the minimum confidence value by 1% every 300 steps until the number of occurrences of a state-action pair reaches the minimum support value.
To illustrate the process described above, consider Table I , which contains at a certain moment of the learning process a part of a snapshot of the data cube for state , consisting of . While each cell in Table I shows the number of occurrences of the corresponding state-action pair, column count3 gives the total number of occurrences of each state. On the other hand, the row Total shows the sum of occurrences of each action in state . If we assume the minimum support value as 2500 experiments and since the count value of state given in Table I exceeds this threshold, then the hunter agent under consideration estimates that the other agent will select the action . However, in case the user-prespecified minimum support value is not reached, state is observed and the minimum confidence value is specified as 17% at that moment, then the action of the other agent is estimated as one of the three actions , and . However, it can be easily seen from Table I that has a higher chance of being selected. 
C. Multiagent Modular Learning by Mining Fuzzy Association Rules
In this section, we present our approach of utilizing the constructed fuzzy data cube in mining OLAP association rules that show the state-action relationship, and hence guide agents in making their decisions on the next move. The dimensions of this virtual data cube contain the state information and the actions of both hunters. Fig. 7 shows the modular architecture developed in order for the agents to learn by using OLAP association rules. While the fuzzy internal state data cube holds past actions of the other agents, the fuzzy learning data cube contains the Q-values of the learning process. The mining process employed for this purpose is described in Algorithm 2.
Algorithm 2: (Mining-Based Multiagent
Learning) The proposed mining-based multiagent learning process involves the following steps. 1. The hunter agent under consideration observes the current state and estimates the other agent's action based on the association rules extracted from the fuzzy data cube. If the occurrence number of is greater than the specified minimum support value, then action , having the highest confidence value, is selected. If the occurrence number of is less than the minimum support value, then the action is selected, based on the value of , from the actions exceeding the minimum confidence value in state at that moment. 2. The action is selected according to the estimated value . For instance, Table II shows a part of a snapshot of the data cube at a certain moment of the learning process. While each cell gives the Q-value of the corresponding state-action pair, the count variable indicates the number of occurrences of the corresponding state in case of chosen (assume that is chosen with respect to Table I ). In a way similar to the previous association rules mining process, if the total count value of a statepair is greater than or equal to the minimum support value determined before, then it is assumed that the relevant state and were experienced sufficiently. In this case, the hunter agent under consideration selects the action with the highest confidence value. 3. Each cell in the row in Table II shows the sum of -values of the corresponding statepair in case is chosen. If the statepair is not experienced sufficiently, the agent selects its action with respect to ; 4. After the state-action rules have been found for all the available modules, the hunter under consideration executes the action selected by the mediator rule miner. The action is chosen based on the criteria: 5. Simultaneously, the other hunter executes the action . 6. The environment changes to a new state 7. The hunter under consideration receives a reward from the environment and updates the fuzzy data cube as follows: 7.1 All the cells are updated in the fuzzy internal model data cube. 7.2 All the cells are updated according to Definition 4. 8. If the new state satisfies a terminal condition, then terminate the current trial. Otherwise, let and go back to step 1. According to Algorithm 2, if for instance the minimum support value and minimum confidence value are set to 3000 and 20%, respectively, then the values in Table II can be used to mine the rule .
D. State Generalization by Mining Multiple-Level Fuzzy Association Rules
Experiments showed that when the learning process is over, some state-action pairs are experienced sufficiently, while others are never visited according to the escaping policy of the prey. The agent selects its own action based on the information obtained from the environment. In some states, this information is not sufficient to mine association rules. In such a case, the information or the data is generalized from low levels to higher levels. To illustrate this, based on the fuzzy internal model data cube given in Fig. 5 , two different hierarchies for the two dimensions Prey and Hunter (both are states) can be represented as shown in Fig. 8 . Actually, according to Section II-B, the visual environment of a hunter agent can be vertically or horizontally partitioned into three different fuzzy sets. Using these sets, four pairs of hierarchies can be generated for the states of the prey and the other hunter. One such pair is given in Fig. 8 . Here, as the state of the prey is represented by left-middle-right at first level (side), the state of the other hunter is modeled by up-middle-down at the same level. Similarly, second levels (regions) are represented by up-middle-down and left-middle-right for the prey and the other agent, respectively. According to the hierarchies depicted in Fig. 8 , the new data cube shown in Fig. 9 is obtained by rolling up the fuzzy data cube shown in Fig. 6 along the two dimensions: Prey and Hunter. Different strategies of setting minimum support threshold for different levels of abstraction can be used, depending on whether a threshold is to be changed at different levels Han and Fu [17] . We decided to use reduced minimum support at lower levels, where lower levels of abstraction use smaller minimum support values; this is the common trend for most of the work on OLAP mining.
After the learning process in completed, the hierarchy shown in Fig. 8 can be used by the agents to generalize the states. Deciding on which hierarchy to use depends on the state of the hunter agent under consideration. For example, shown in Fig. 10 are some generalized states that could be encountered for two different locations of the other hunter.
From Fig. 10 , it can be easily seen that generalizations for the other hunter are done based on the region it occupies. If the location of the other hunter overlaps with more than one side, then all the regions determined by the earlier constructed fuzzy cube are considered in finding the appropriate action. This has been reflected in the conducted experiments and the results are reported next in Section V.
V. EXPERIMENTAL RESULTS
We conducted some experiments to evaluate our approach, i.e., to test the effectiveness of learning by extracting association rules that correlate states and actions and to demonstrate the superiority of the proposed method over other methods. In our experiments, we concentrated on testing changes in the main factors that affect the proposed learning process, namely minimum support, minimum confidence, and visual depth; also we show how the domain size affects the performance of the proposed approach. All the experiments have been conducted on a Pentium III 1.4-GHz CPU with 512 MB of memory and running Windows 2000. Further, the learning process in the experiments consists of a series of trials and each reported result is the average value over ten distinct runs. Each trial begins with a single prey and four hunters (unless specified otherwise) placed at random positions inside the domain and ends when either the prey is captured or at 2000 time steps. Individual hunters immediately receive a reward upon capturing the prey. To show the effectiveness and applicability of the approach presented in this paper, we compare it with our previous work on modular-fuzzy Q-learning [22] (FQL), Ono's approach (QL) [27] , the architecture without fuzziness, and the architecture without internal model. We also moved our environment to multiple hunter problem in order to check the effect of increasing the number of hunters and preys, i.e., scalability of the proposed approach. Finally, we used the following parameters in the Q-learning process: learning rate , discount factor , the initial value of the Q-function is 0.1, and the visual depth of the agents is set to 6, the domain size was chosen as 30 30, unless specified otherwise. In all the experiments, the -axis represents the number of trials and the -axis gives the average number of steps required to capture the prey.
We run two different sets of experiments. The first set of experiments is dedicated to a pursuit domain not having any obstacle in the platform. However, the second set of experiments handle a different pursuit domain with obstacles. The number of obstacles is around 15% of the number of cells in the domain. For example, for a 20 20 grid world, the number of obstacles is around 56 [see Fig. 3(b) ] and they are randomly placed so that a prey can be captured by one, two, three and four hunters, based on the surrounding obstacles. Each set includes five different experiments. Depicted in Figs. 11-15 are the learning curves of the steps required to capture the prey in the first set of experiments, i.e., the five experiments in a pursuit domain without obstacles.
The first experiment investigates the learning curves for different minimum support and minimum confidence values; the results are shown in Fig. 11 . Three curves represent results for the approach presented in this paper and two curves correspond to FQL and QL. The minimum confidence value starts at 0% for two of the former three curves and at 10% for the third curve; it increases up to 20% for the three curves, incremented by 1% every 300 steps until the number of occurrences of each state reaches the minimum support value. As can be easily seen from Fig. 11 , the learning curve labeled as MinSup6K , which represents the case when the minimum support value is set to 6K converges to the near optimal solution faster than that labeled as MinSup8K
, although the latter requires less number of steps. On the other hand, when the minimum support value is fixed at 6K and the minimum confidence value is changed from 10% to 20%, the agent converges slower and requires more steps to capture the prey because the agent is not given the opportunity to discover its environment enough as in the case when the minimum confidence starts at 0%. The curves plotted in Fig. 11 also demonstrate advantage of the proposed approach over FQL and QL in terms of average time steps and number of trials. Finally, learning curves of the proposed approach drop to their convergence points faster than those of the other two methods.
Here, it is worth mentioning that the values plotted in Fig. 11 have been selected based on extensive analysis of different minimum support and minimum confidence values. From the analysis, we realized that as we increased the minimum support value beyond 6K, the curves started to follow a trend similar to the curve obtained when the minimum support value is 6K; the only difference is that increasing the minimum support value leads to less number of steps and more trials. This is obvious from comparing the two curves MinSup6K and MinSup8K in Fig. 11 . Finally, similar analysis has been conducted in selecting the other values plotted in the rest of the figures given in this section.
The second experiment tests the scalability of the proposed approach and compares it with the other two methods. For this purpose, we run the experiments on three different grids, namely 20 20, 30 30 and 40 40 , with the depth of visual environment fixed as 6. The results of this experiment are plotted in Fig. 12 . We consider the curve labeled MinSup6K in Fig. 11 as the learning curve of our approach. From the learning curves reported in Fig. 12 , it should be noted that as the grid size increases, our approach [ Fig. 12(a) ] requires on the average less additional time steps that both FQL [ Fig. 12(b) ] and QL [ Fig. 12(c) ]. More important observation based on Fig. 12 is that our approach is scalable, while the other two approaches do not perform well as the grid size increases.
The third experiment investigates the effect of the number of fuzzy sets and the value of visual depth. Here, we compared four different cases, namely, FS3VD6, FS3VD8, FS4VD6, and FS4VD8, where FS and VD denote the number of fuzzy sets and the visual depth, respectively. The results of this experiment are plotted in Fig. 13 . When the visual depth and the number of fuzzy sets are set at 8 and 4, respectively, we realized that the decision space resolution of the hunter decreases. However, the hunter captures the prey faster because it visualizes a larger area. On the other hand, by selecting the number of fuzzy sets as 4 and setting visual depth to 6, we observed slower convergence but less convergence steps.
The next two experiments are dedicated to investigate the multiple levels case, and the main goal is to generalize a state that has not been experienced enough with the other states. In such cases, the agent observes the environment from a higher level and decides on the best action. In both experiments, the number of fuzzy sets is set to 4 and the visual depth of the agents is set to 6. The results are reported in Figs. 14 and 15.
In Fig. 14, we concentrated on two different total count values (200K and 270K) and two different minimum support values (6K and 8K). When the total count values reach the pre-determined threshold value and the minimum support value of the current state is below the threshold, the agent goes up to a higher level in order to get more general information from the environment. Fig. 14 gives the results for the case when only states of the hunter agents are generalized. In such a case, the learning curves using TotalCount200K(8K) and TotalCount270K(8K) outperform that of FQL. Fig. 15 shows the results in case states where both the prey and the hunter agents are generalized. It can be easily seen from the curves plotted in Fig. 15 that it is not a good approach to generalize states of the prey and the hunter agents together. The second set of experiments employs a new domain with obstacles in order to test the effect of the number of fuzzy sets, the value of visual depth and the generalized states in a more complex environment. The results reported in Figs. 16 and 17 are mainly similar to the previous results obtained for the domain without obstacles. However, as the number of fuzzy sets is constant, increasing the visual depth provided an advantage in terms of convergence steps due to the obstacles present in the environment. This is because the hunter agents improve their policies with respect to the obstacles. Also, in the test of generalized states, the superiority of our approach is seen more easily than that of the corresponding experiment conducted for the environment without obstacles in the first set of experiments.
The last experiment is dedicated to test the effect of increasing the number of hunter and prey agents on the average number of time steps required to complete the process successfully. The results after the learning stage are reported in Table III , from which it can be deduced that as the number of hunter agents increases, the average number of time steps required to capture the prey decreases exponentially. Also, the average number of time steps decreases more when two prey agents are used instead of one, which is an expected and reasonable result.
VI. SUMMARY AND CONCLUSIONS
In this paper, we proposed a novel multiagent reinforcement learning approach based on fuzzy OLAP association rules mining. For this purpose, we started by embedding the fuzzy set concept into the state space in order to decrease the number of states that an agent could encounter. Then, we defined a fuzzy data cube for holding all environment related information obtained by agents. By using this cube effectively, we extracted fuzzy association rules from the previous actions of agents. Based on these rules, we handled two important problems that are frequently faced in multiagent learning. First, we estimated the action of the other hunter agent, even when it is not in the visual environment of the agent under consideration. Second, we presented a new action selection method in order for the agents to take the most appropriate action. For this purpose, we generalized the states that were not experienced sufficiently. In fact, multiagent learning is a very difficult problem in general, and the results obtained may depend on specific attributes of the problem. However, experimental results obtained on two versions (with and without obstacles) of a well-known pursuit domain showed that the proposed fuzzy OLAP mining-based learning approach is promising for emerging adaptive behavior of multiagent systems. We also demonstrated the scalability of the proposed approach in terms of the grid size. Also, we also reported the positive effect of increasing the number of agents on decreasing the time required to accomplish the task. Currently, we are investigating the possibility of applying our method to more complex problems that require continuous state space and to develop and improve different corresponding algorithms.
