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УДК 681.3  
Саченко А.А., Кочан В.В., Коваль В.С. 
СТАТИСТИЧЕСКИЕ МЕТОДЫ СЛИЯНИЯ ДАННЫХ В ИНТЕЛЛЕКТУАЛЬНЫХ  
ДИСТРИБУТИВНЫХ СЕНСОРНЫХ СЕТЯХ 
 
В последнее время получили значительное распростране-
ние интеллектуальные дистрибутивные сенсорные сети 
[2,17,18]. Результаты измерений всегда содержит погрешно-
сти, как систематические, так и случайные [3,6], поэтому дей-
ствительные значения измерительных сигналов, в особенно-
сти, при обработке сигналов сенсоров, характеризуют с уче-
том интервалов неопределенности. Шумы, которые влияют на 
процесс измерения, имеют разную структуру, причем значи-
тельный удельный вес занимают погрешности случайной 
природы [3,4,6]. В отличие от других, случайные шумы не 
компенсируются калибровкой или поверкой [6], поэтому они 
вызывают наибольший интерес при статистической обработке 
информации. Методы статистической обработки данных, 
кроме определения случайной погрешности измеряемых дан-
ных, разрешают их усреднить и на основе него найти как бо-
лее точный результат, так и его погрешность [6]. В таких 
условиях актуальной задачей есть слияние сенсорных данных 
[2,17,18]. 
Слияние данных есть подходом к обработке данных, а под 
задачей слияния данных (data fusion), понимают технологию, 
благодаря которой большое количество различных данных 
может быть объединена в точное единое значение [10,12,13]. 
Среди известных методов сенсорного слияния данных 
можно выделить методы размытой логики [12], размытые меры 
с треугольной и Гаусовской формой распределения погрешно-
стей сигнала [13], Байесовская статистика [7], искусственные 
нейронные сети [1], многовариантный анализ [11]. 
Для решения задачи сенсорного слияния данных, в мето-
дах статистической обработки информации используется 
множество алгоритмов [2,9,14,15,18], что позволяют осуще-
ствить такое объединение в точечной оценке (фиксированный 
момент времени). Тем не менее, эти алгоритмы имеют суще-
ственный недостаток, который состоит в сложности прогно-
зирования поведения исследуемого объекта. В работах [2,18] 
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показано, что алгоритм, предложенный D.Dolev (DOL) [9] 
является правильным лишь в том случае, когда значение 
наибольшего и (или) наименьшего элемента выборки показов 
сенсоров являются грубыми погрешностями. Алгоритм 
S.Mahaney и F.Schneider (MS) [15] в своей работе, в отличие 
от предыдущего, использует интервалы допустимых значений 
показов сенсоров (входных данных), а также не проводит 
отсев грубых отклонений от среднего значения показов сен-
соров (аномальных значений). Поэтому, как показано в [2,18], 
результат выполнения данного алгоритма содержит большие 
погрешности, чем в предыдущем алгоритме. Смешанный 
алгоритм оптимальных областей R.B.Brooks и S.S.Iyengar (BI) 
[8] использует интервалы допустимых значений показов сен-
соров и учитывает проблему “Византийского согласования” 
[9]. Работа алгоритма базируется на средней взвешенной ве-
личине. То есть показы считаются тем правильнее, чем с 
большим количеством пересекаются его значения с интерва-
лами показов других сенсоров. Предложенный в [2,18] алго-
ритм среднеквадратических весовых коэффициентов (MSWF) 
учитывает недостатки и преимущества вышеприведенных 
алгоритмов: осуществляет отсев аномальных значений пока-
зов сенсоров, использует взвешенную оценку входных пока-
зов, а также учитывает проблему “Византийского согласова-
ния”, что позволяет обрабатывать информацию с наименьшей 
погрешностью. Однако алгоритм MSWF требует более слож-
ной обработки данных.  
Дальнейшее усовершенствование алгоритмов слияния 
данных возможно за счет учета особенностей дальнейшей 
обработки сигналов. Если далее предусмотрено временное 
объединение данных, то есть возможность одновременно 
резко улучшить эффективность слияния. Критерием эффек-
тивности можно считать значение среднеквадратической по-
грешности [8]. Для слияния данных с их временным объеди-
нением предлагается алгоритм, базирующийся на известном 
методе наименьших квадратов (МНК) [3]. 
 
АЛГОРИТМ СЛИЯНИЯ ДАННЫХ НА ОСНОВЕ МЕТО-
ДА НАИМЕНЬШИХ КВАДРАТОВ 
Для анализа предложенного алгоритма, который базиру-
ется на МНК, примем, что существует n показов сенсоров – 
значений yi полученных в разные моменты времени і. Со-
гласно регрессионного анализа, МНК состоит в том, чтобы 
зная показы сенсора, провести такую линию регрессии, чтобы 
сумма квадратов отклонений ∆і2 между показаниями сенсора 
yi и значениями проведенной прямой iy
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i )yy(min )∆ ,                 (1) 
где yi – значение показаний сенсора; iy
)
- полученное зна-
чение функции в момент времени – і, которое рассчитывается 
согласно (2); n – объем выборки показов сенсора. 
ii xbay ⋅+=) ,                                (2) 
где a, b – искомые константы модели (коэффициенты мо-
дели), хі – переменная времени в момент і.  
Коэффициенты модели а, b рассчитываются согласно (3) 
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На основе регрессии, для показов каждого сенсора, фор-
мируется результирующее значение показов модели, как 












,                             (5) 
где
REZ
iy  - результирующее значение в і-й момент вре-
мени, ijy
)
 – значение j – регрессии в момент времени і. 
Заметим, что уравнение прямой есть одним из возможно-
го набора кривых для выравнивания выборок, поэтому она не 
всегда будет самой лучшей [3,4,5]. Её часто выбирают через 
простоту аппроксимации. В данном случае большое количе-
ство уравнений кривых, после некоторых преобразований 
представляют линейной зависимостью (процесс линеариза-
ции). При этом, МНК и процедуры подбора прямой регрессии 
полностью переносятся на случай линеаризации [5]. При ре-
шении алгоритма, возникает задача в выборе уравнения кри-
вой. Решением такой задачи может стать предложенный в [5] 
подход, когда формируется базовый набор кривых, которые 
сводятся к линейному тренду. На следующем шаге формиру-
ются регрессии за МНК для каждой кривой базового набора, 
после чего осуществляется расчет критерия выбора регрес-















































который отображает часть общей дисперсии, которая объяс-










σmin ,                  (7) 
где ei2 – погрешность в і-й момент времени; 
и средне абсолютною процентную погрешность. 
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∆ ,         (8) 
При выборе критерия выходят из максимального коэффи-
циента детерминации, минимального коэффициента средне-
квадратичной погрешности и минимального значения средне 
абсолютной процентной погрешности. 
Следовательно, использование таких критериев позволяет 
выбрать и использовать наилучшую кривую для построения 
регрессии за МНК в предложенном алгоритме [5]. 
 
СРАВНИТЕЛЬНАЯ ОЦЕНКА АЛГОРИТМОВ СЛИЯ-
НИЯ ДАННЫХ 
Рассмотренные алгоритмы исследовались на данных, 
имитирующих результаты измерения по шести каналам. Дан-
ные объединяются на интервале [0,10]. Действительные зна-
чения результатов описываются прямой y=0.5*x-2. Данные 
зашумлены погрешностями с равномерным (таблица 1) и 
нормальным законом распределения (таблица 3). Максималь-
ная погрешность разброса равна двум относительно действи-
тельных значений результатов измерения. Кроме погрешно-
сти разброса по равномерному и нормальному законам, сэму-
лированы два аномальных значения результатов измерения 
(робастности), которые могут возникать по разным причинам 
(неисправностями устройства, большой амплитудой шума и 
т.п.). Результаты измерения по каждому каналу, а также зна-
чения действительного сигнала представлены в таблицах 1, 3. 
В таблицах 2, 4 отображены результаты работы вышеупомя-
нутых алгоритмов и абсолютные отклонения полученных 
результатов от действительного сигнала (соответственно при 
равномерном и нормальном законах распределения). Графи-
ческое отображение результатов работы алгоритмов показано 
на рисунках 1, 2. На основании данных, представленных в 
таблицах 2, 4, можно сделать вывод, что применение алго-
ритма с использованием метода наименьших квадратов пока-
зало наименьшее отклонение от действительного сигнала в 
сравнении с известными алгоритмами. При равномерном за-
коне распределения, среднеквадратичная погрешность на 
интервале значений от [0,10] для алгоритма МНК составляет 
лишь 0,080471, тогда как за алгоритмом DOL она составляет 
0,736602, за алгоритмом MS – 1,053659, за смешанным алго-
ритмом BI – 1,989669, за алгоритмом MSWF – 0,769026. Та-
кие результаты свидетельствуют о том, что предложенный 
алгоритм в 9 раз лучше за алгоритм DOL и MSWF, в 13 раз 
лучший за MS алгоритм и в 24 раза лучшие за BI. При нор-
мальном законе распределения, среднеквадратичная погреш-
ность (таблица 4) за алгоритмом МНК составляет 0,006166, за 
DOL – 0,95723, за MS – 0,302545, за BI – 2,291698, за алго-
ритмом MSWF – 0,526526. 
 
ВЫВОДЫ 
Предложен алгоритм слияния сенсорных данных (при до-
пустимом их временном слиянии) на основе метода наимень-
ших квадратов, который позволяет обрабатывать данные в 
среднем в 14 раз лучше в сравнении с известными алгорит-
мами при равномерном законе распределения и в 205 раз при 
нормальном законе распределения.  
Таблица 1 
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y1= -0,59440 2,84600 0,63510 -4,56820 -1,02580 1,57450 1,23110 -3,02350 1,52250 6,42350 2,34680 
y2= -2,41430 3,02654 -2,58150 0,39960 -0,46610 -0,27570 4,91387 3,06090 0,96720 5,62390 7,32460 
y3= -5,62350 -1,01070 -2,23020 1,21130 3,56480 -3,26590 2,75599 0,47480 -2,53150 1,63070 1,31090 
y4= -0,78190 -2,65480 -6,23150 -0,60810 -0,26870 0,23630 1,37780 4,52360 1,48590 2,00110 -1,32450 
y5= 2,65420 -2,74610 0,80810 0,71120 4,25360 4,86950 1,23000 1,93090 -1,86520 1,25170 4,97796 
y6= -2,56280 -2,62080 3,25340 -5,06235 1,46540 -0,62150 5,62563 -0,16610 2,02390 1,91250 2,86600 
 
Таблица 2 
Результирующие показания роботы алгоритмов и их абсолютные отклонения (равномерный закон распределения) 
x= 0 1 2 3 4 5 6 7 8 9 10 
y= -2 -1,5 -1 -0,5 0 0,5 1 1,5 2 2,5 3 
МНК -1,47480 -1,04294 -0,61108 -0,17921 0,25265 0,68451 1,11637 1,54823 1,98010 2,41196 2,84382 
Отклонения -0,52520 -0,45706 -0,38892 -0,32079 -0,25265 -0,18451 -0,11637 -0,04823 0,01990 0,08804 0,15618 
D.Dolev -1,58835 -0,86008 -0,84243 0,76036 1,03635 0,22840 2,56969 1,32580 0,52760 2,79205 2,87744 
Отклонения -0,41165 -0,63993 -0,15758 -1,26036 -1,03635 0,27160 -1,56969 0,17420 1,47240 -0,29205 0,12256 
Mahaney -1,55378 -0,52664 -1,05797 0,95290 1,19606 0,41953 2,85573 1,11038 0,30298 3,14057 2,91831 
Отклонения -0,44622 -0,97336 0,05797 -1,45290 -1,19606 0,08047 -1,85573 0,38962 1,69702 -0,64057 0,08169 
Brooks -1,48465 0,14022 -1,44891 1,33798 1,51548 0,80180 3,42781 0,67953 -0,14625 3,83760 3,00050 
Отклонения -0,51535 -1,64022 0,44891 -1,83798 -1,51548 -0,30180 -2,42781 0,82047 2,14625 -1,33760 -0,00050 
MSWF -1,51991 -1,09398 -1,24025 0,52560 1,38344 -0,27479 2,74715 0,99583 0,97786 2,23645 2,86140 
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y1= -1,14935 -2,56825 3,26530 4,25630 -0,73190 0,78402 1,29778 -1,95360 3,00618 3,81727 -0,95621 
y2= -6,32640 -1,63190 -0,29223 -1,51302 -0,79263 0,45765 5,23160 0,88164 -1,32600 2,99811 3,14834 
y3= -3,14285 4,32265 -1,12950 -1,58035 -4,23560 3,36250 1,68890 0,88930 5,52300 3,47532 3,99598 
y4= -2,48850 -1,31876 -0,86839 3,63120 0,15310 -3,23560 0,63240 0,77164 1,80480 7,21340 4,12032 
y5= -5,69820 3,52346 -1,52862 0,34472 -2,56480 0,83317 0,00527 -2,31230 2,49640 1,96227 2,34753 
y6= -3,28810 -2,66152 -3,65482 0,57853 -0,93838 -0,47790 4,53260 2,24420 0,99920 0,13450 0,02310 
 
Таблица 4 
Результирующие показания роботы алгоритмов и их абсолютные отклонения (нормальный закон распределения) 
x= 0 1 2 3 4 5 6 7 8 9 10 
y= -2 -1,5 -1 -0,5 0 0,5 1 1,5 2 2,5 3 
МНК -1,93234 -1,45378 -0,97523 -0,49668 -0,01813 0,46042 0,93898 1,41753 1,89608 2,37463 2,85318 
Отклонения -0,06766 -0,04622 -0,02477 -0,00332 0,01813 0,03958 0,06102 0,08247 0,10392 0,12537 0,14682 
D.Dolev -3,65441 -0,49885 -0,95469 0,76036 -1,25693 0,55853 2,03792 0,14724 2,07663 3,06324 2,37874 
Отклонения 1,65441 -1,00115 -0,04532 -1,26036 1,25693 -0,05853 -1,03792 1,35276 -0,07663 -0,56324 0,62127 
Mahaney -3,68223 -0,05571 -0,70096 0,95290 -1,51837 0,39351 2,23142 0,08681 2,08392 3,26681 2,11318 
Отклонения 1,68223 -1,44429 -0,29904 -1,45290 1,51837 0,10649 -1,23142 1,41319 -0,08392 -0,76681 0,88682 
Brooks -3,73788 0,83057 -0,19351 1,33798 -2,04125 0,06345 2,61844 -0,03405 2,09850 3,67395 1,58206 
Отклонения 1,73788 -2,33057 -0,80649 -1,83798 2,04125 0,43655 -1,61844 1,53405 -0,09850 -1,17395 1,41795 
MSWF -3,25518 -1,21600 -1,13038 0,52560 -0,79465 0,68145 1,63906 0,68393 2,03620 3,47478 2,38600 
Отклонения 1,25518 -0,28400 0,13038 -1,02560 0,79465 -0,18145 -0,63906 0,81607 -0,03620 -0,97478 0,61400 
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