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Scalable Orchestration of Service Function Chains
in NFV-enabled Networks: A Federated
Reinforcement Learning Approach
Haojun Huang, Cheng Zeng, Yangmin Zhao, Geyong Min, YingYing Zhu, Wang Miao and Jia Hu
Abstract—Network function virtualization (NFV) is critical
to the scalability and flexibility of various network services in
the form of service function chains (SFCs), which refer to a
set of Virtual Network Functions (VNFs) chained in a specific
order. However, the NFV performance is hard to fulfill the ever-
increasing requirements of network services mainly due to the
static orchestrations of SFCs. To tackle this issue, a novel Scalable
SFC Orchestration (SSCO) scheme is proposed in this paper
for NFV-enabled networks via federated reinforcement learning.
SSCO has three remarkable characteristics distinguishing from
the previous work: (1) A federated-learning-based framework
is designed to train a global learning model, with time-variant
local model explorations, for scalable SFC orchestration, while
avoiding data sharing among stakeholders; (2) SSCO allows
for parameter update among local clients and the cloud server
just at the first and last epochs of each episode to ensure
that distributed clients can make model optimization at a low
communication cost; (3) SSCO introduces an efficient deep
reinforcement learning (DRL) approach, with the local learning
knowledge of available resources and instantiation cost, to map
VNFs into networks flexibly. Furthermore, a loss-weight-based
mechanism is proposed to generate and exploit reference samples
in replay buffers for future training, avoiding the strong relevance
of samples. Simulation results obtained from different working
scenarios demonstrate that SSCO can significantly reduce place-
ment errors and improve resource utilization ratio to place time-
variant VNFs compared with the state-of-the-art mechanisms.
Furthermore, the results show that the proposed approach can
achieve desirable scalability.
Index Terms—Network function virtualization, service function
chains, federated learning, deep reinforcement learning, resource
allocation.
I. INTRODUCTION
NETWORK Function Virtualization (NFV) has been con-sidered as a promising network initiative to implement
network functions and services in an efficient and effective
manner [1], [2]. The main idea is to decouple network func-
tions, e.g., firewall, load balancing and video caching, from
dedicated hardware and run them on industry standard servers
in software, known as Virtual Network Functions (VNFs) [3],
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[4]. Being an innovative step toward executing a lower-cost
agile infrastructure, NFV has attracted tremendous interests
from academia and industry. Today, global telecom companies
and standardization groups are strongly supporting NFV [5],
and furthermore, most of them such as AT&T, BT, Telecom
Italia, and Telefonica, are releasing infrastructure to realize
NFV-based networks.
To realise desired network services, VNFs should be or-
chestrated into the appropriate virtualized infrastructure in
the form of software-based Service Function Chains (SFCs),
which include a set of VNFs chained in a specific order [2],
[6], under given resource constraints. Existing studies attempt
to resolve this issue with different goals like expense reduc-
tion [7], network utility maximization [6], and performance
acceleration [8]. However, in reality, the benefits of NFVs
often come with considerable compromise mainly due to the
static orchestrations of SFCs with these solutions. Specifi-
cally, most of them often instantiate SFCs in the underlaying
infrastructure with the fixed allocated resources in terms of
storage, computing, and bandwidths, etc. However, the real
resources required by the running VNFs always vary with time
[4], [9], [10], leading to a large-scale dimension of network
states and actions for SFC orchestration, which refers to
network resource, network-related factors, resource perception
and VNF mapping [11], [12]. As a result, the performance of
SFCs with static orchestration is greatly affected by the current
and future network states and actions [6], [9], [13], and comes
with the considerable compromise with ever-increasing NFV-
based applications.
More recently, Federated Reinforcement Learning (FRL)
has made significant breakthrough and impacted a variety of
fields such as digital manufacturing, intelligent control, and
energy management [14], [15], [16], which is expected to
become a promising paradigm to tackle the above-mentioned
challenges. However, the current FRL solutions suffer extreme
time issue when the dimension of either network states or
taken actions enlarges. Furthermore, it is becoming more
complicated for current FRL to make decisions on SFC
orchestrations with the ever-increasing continuous states and
discrete actions simultaneously. All of these will further hinder
the convergence of model training for SFC orchestration and
thus motivate new FRL-based approaches to orchestrate each
VNF into an appropriate infrastructure with the dynamically
available resources in an efficient and rapid manner.
To this end, in this paper, we propose a Scalable Service
Function Chain Orchestration (SSCO) solution via FRL, which
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introduces Federated Learning (FL) into the global model
training and Deep Reinforcement Learning (DRL) into local
model training for scalable SFC deployment with the available
resources in a distributed and efficient manner. FL in our
solution is used as the learning architecture and DRL as the
scalable feature extractor to build the relationships among
high-dimensional states, actions and rewards, related to net-
work configurations, SFC requests, our objective optimization
and constraints, for scalable SFC orchestration. SSCO works
as follows. First, SSCO divides the whole network into a
set of regions and assigns an agent in each region to train
a local mode for SFC orchestration. Then, the cloud server
specifies an initial pre-trained model and sends it to each
local client. After that, each agent trains its local model and
reports it to the cloud server for global model aggregation and
improving via federated learning, without data sharing among
them. This process will continue until a global model has been
learned. Finally, each VNF is deployed in networks following
the learned policy. The main contributions of this paper are
summarized as follows.
• The FRL-based framework is proposed to train a global
learning model for scalable SFC orchestration with the
dynamically available resources associated with VNFs
over time, through distributed learning in a set of clients.
Both placement-error-rate-based and reward-based fed-
erated weighted strategies are designed for clients to
participate in the global model training in an optimal
iterative manner with quick convergence. Furthermore,
the maximum-waiting-time and average-waiting-time ex-
plorations have been developed for the cloud server
to train the global model, enabling to deploy SFCs in
networks more flexibly than the traditional solutions.
• The DRL-based solution using DQN is introduced to rein-
force distributed local learning models for the upcoming
VNFs deployment with the available resources in an effi-
cient and scalable manner. Furthermore, the loss-weight-
based mechanism is proposed to generate and exploit
reference samples in replay buffer for future training,
avoiding the strong relevance of training samples.
• Extensive numerical analysis and simulation experiments
are carried out under various network configurations to
estimate the performance of the developed solution. The
results show that SSCO can flexibly orchestrate SFCs in
NFV-enabled networks.
The remainder of this paper is organized as follows. Sec-
tion II provides an overview of the related work. Section
III describes the system models and problem formulation.
Then, Section IV introduces in detail the proposed SSCO
for scalable deployment of SFCs in NFV-enabled networks.
After that, specific implementations, results and performance
comparisons are represented in Section V. Finally, we conclude
the paper in Section VI.
II. RELATED WORK
Over the past few years, many SFC orchestration approaches
have been proposed with different goals, including expense
reduction [7], network utility maximization [6], and perfor-
mance acceleration [8], [17], [18], [19], [20], [21], [22], [23].
A comprehensive survey of those investigations is presented
in [17], [18]. Generally speaking, these solutions with respect
to SFC orchestration can be classified into two categories: (a)
static and (b) dynamic orchestration.
Static orchestration: These approaches instantiate SFCs
in given physical equipment with the allocated resources like
storage, computing and bandwidths. All of these instantiated
VNFs and SFCs will be quantitatively allocated the resources
in their whole operations. Notice that the SFC orchestration is
a NP-hard problem [7], many studies have suggested approx-
imate or heuristic schemes to solve the static orchestration
with different concerns, including the number of servers [24],
network utility [25], and resource overhead [20]. In order to
minimize the number of servers, a hybrid network function
placement model has been proposed for small-scale networks
[24]. To decrease CAPEX and OPEX, a scalable orchestration
strategy has been proposed, while ignoring the changed pro-
cessing capacity of VNFIs [19]. In addition, a VNF migration
solution has been designed to increase network throughput
during traffic steering [20]. Due to static SFC orchestration,
all of these solutions cannot dynamically fulfill the service
requirements of SFCs with time.
Dynamic orchestration: These solutions instantiate SFCs
in the available network infrastructure, and dynamically al-
locate network resources for their operations [26]. Generally,
such solutions target the SFC orchestration problem with the
goal of providing enough resources (e.g., CPU, RAM and
storage) [27], service nodes (e.g., routing path between VNFs)
[28], [21], or a combination of them [22] for each VNF with
time as far as possible. For example, a dynamic SFC deploy-
ment and readjustment solution has been proposed to decrease
OPEX by Column Generation and Lyapunov optimization
[27]. However, this work merely adapts to the hitherto traffic
instead of subsequent requests. Thus, there are a few studies
[29], [10], [30], [23] reported in the direction of proactive
traffic forecasting. With proactively learning the traffic trend,
such solutions complete the auto-scaling of VNFs and better
utilize the re-aggregated SFCs to meet long-lasting demands.
Unfortunately, these dynamic schemes are still heuristic with
slow reactions and hard to train a large state space.
Currently, FRL and DRL [14], [31], [15], [16], [32], [33],
[34], which combine static and dynamic ideas, are becom-
ing attractive among the NFV community. Policy gradient
has been used for auto-scaling policy judgments [9], and
optimization models [13] have been developed to accelerate
training for VNF management but with slow convergence.
A specific Q-Learning [35] and DQN policy [11] have been
presented, respectively, to improve the QoS in auto-scaling
with an unsatisfactory reward. With this in mind, our proposed
SSCO focuses on scalable SFC orchestration via FRL to fulfill
the requirements of SFC with the available resources in a
distributed and efficient manner. Different from the existing
work, our DRL-based local models will be quickly aggregated
and improved at the FL-based cloud server for efficient SFC
deployment, without data sharing among local agents. Fur-
thermore, the weight-based and time-variant federated training
and weight-based sample exploration have been taken into
consideration to ensure a more adaptive VNF scalability and
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TABLE I: The Important Parameters and Notations
Notations Descriptions
V/E Set of nodes/links in the physical networks
F/L Set of virtual nodes/links of all SFCs
λfi Setup cost to place VNF fi
ϕfi Operation cost per unit time of VNF fi
ηuv Transport cost per unit over link uv
t/τ Federated time/time interval
xfi (t) The number of VNFs fi in G(V,E) at time t
x
fi




(t) SFC s deployment for links uv and VNF fi
Ccpuu /C
mem
u CPU and memory capacity of u
rcpuu /r
mem
u The available ratios of CPU and memory capacity of u
Cbwu /r
bw
u Bandwidth capacity/its available ratios of node u
C(t) Total weighted cost of SFC deployment
σ/δi Weight of different costs/clients
Θ(t)/θit Global federated model/local Q-network weight
S/St State space /state in local neural networks training
A/At Action space/action in local training
Rt Reward affected by action At
Q/Q̂ Predictive/target neural networks
εrd/εmin Exploration/minimum probability in ε−greedy policy
higher service availability.
III. PROBLEM STATEMENT
In this section, we present the preliminary knowledge of
network models and formulate the problem to solve. The
important parameters used in this paper are listed in Table
I.
A. Network Models
It is considered that the physical networks, which include
a large number of physical nodes and links to host SFCs, are
modeled as an undirected graph G=(V,E). Both V and E
denote the sets of nodes and links, respectively. The parameters
u and v ∈V stand for two physical nodes, while uv denotes a
link to connect them. The given CPU, memory, and bandwidth
are considered indicators for nodes and links to host all VNFs.
The bandwidth capacity of link uv is denoted as Cbwuv , while
the CPU and memory capacity of node u are defined as Ccpuu
and Cmemu , respectively.
Similar to [36], each type of VNF is just deployed in
virtualized server, which can host the corresponding network
functions. Notice that each VNF may consume a specific
number software/hardware resources, therefore, both Ccpuu,fi and
Cmemu,fi are leveraged to respectively denote the number of
CPU and memory resources required by VNF fi on u. Let
Cbwuv,sk denote the required bandwidth of the kth SFC sk
passing through link uv, and let ysuv(t) indicate whether SFC
s traverses link uv, defined as
ysuv(t) =
{











Fig. 1: SFC orchestration in NFV-enabled networks.




1, if fi is deployed in u,
0, otherwise.
(2)
Then, the available ratios of CPU, memory, and bandwidth


































A traffic flow will traverse a series of VNFs hosted on
different servers, scheduled in the form of a SFC illustrated in
Fig. 1. All SFCs are described as a weighted directed graph
Gf=(F,L), where F= ∪1≤i≤k{fi} and L denote two sets
of VNFs f1, f2, · · · , fk and virtual links connecting them,
respectively. The parameters ū and v̄ represent two virtual
nodes, while ūv̄ denotes a virtual link to connect them. Similar
to [2], the operation time of VNFs, T , i.e, the life cycle of
VNF instance, is fallen in several episodes T1· · ·Ti, each of
which consists of a series of epochs τ1· · · τk.
B. Problem Formulation
Essentially, the VNF orchestration in NFV-based networks,
as shown in Fig. 1, is closely related to the activation and
deactivation of all VNFs with the available resources at the
cost of setup, operation and communication, as described
below.
The setup cost Cset(t) is the total cost to activate all VNF







λfi max{[xfiu (t)− xfiu (t− 1)], 0}, (4)
where λfi denotes the cost to setup VNF fi in networks.
The operation cost Cop(t) is referred to as the cost to
run various types of VNFs in the whole operation time t,
IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. X, NO. X, 2021 4
depending on VNF type, server locations and operation time,












where xfi(t) represents the number of VNFs f1, f2, · · · , fn
in physical networks at time t, and ϕfi denotes the running
cost per unit time of fi.
The communication cost Ccom(t) is referred to as the
expenditure on traffic transmission among all servers hosting











where, ρsuv(t) stands for the number of flows of SFC s passing
through link uv at time t, while ηuv denotes the transportation
cost per unit flow of link uv∈E.
Then, the total weighted cost of VNF orchestration in
networks can be expressed as



















where σ1, σ2 and σ3 are three weighted parameters to tune
the tradeoff among Cset(t), Cop(t), and Ccom(t).
Built upon the above analysis, the scalable SFC orchestra-










xfiu (t) = xfi(t), ∀t ∈ T, fi ∈ F∑
fi∈F


























vw(t), ∀t ∈ T.
(9)
The first constraint in Eq. (9) ensures that one VNF can
only be deployed on a node. The second constraint in Eq. (9)
indicates that only VNF fi can be deployed on node n. The




and Cbwuv,si of VNF fi and link uv are no more
than the maximum resource of node u and the bandwidth
capacity of link uv, respectively. Besides, the last constraint
indicates that any intermediate node, which a SFC s traverses
through, needs to follow the flow-conservation principle except
for its source node and destination node.
IV. SSCO: SCALABLE SFC ORCHESTRATION
This section presents in detail the proposed SSCO for
scalable orchestration of SFCs in NFV-enabled networks. First,
we present the essential 3-tuple for SSCO operations, and then
introduce the framework of SSCO. Finally, we describe the
local training process based on FRL in detail.
A. 3-Tuple Design
The specific learning framework of SSCO involves the close
cooperations of DQN, including the neural networks and Q-
learning networks, to implement iterative updates of a 3-
tuple <S,A,R>, which refers to the action, state and reward,
respectively, for scalable SFC orchestration. The environments
for the agents to take actions are referred to as the local
clients. The agent is the VNF orchestrator and management,
which mainly iteratively makes decisions to interact with the
environments at each epoch. Once executing action At at state
St, the agent steps into a new state St+1 along with an updated
reward Rt, which coincides with the optimization goal of
SSCO, defined in Eqs. (8) and (9). The details of 3-tuple
<S,A,R> associated with our scalable SFC orchestration are
described as follows.
The state St∈S at time t is referred to as the information of
all network resources and configurations, and can be denoted
as
















uv,si(t),∀uv ∈ E,∀u, v ∈ V,
∀si ∈ Gf > .
(10)
Eq. (10) clearly states that network resources and configura-
tions of node u∈V and link uv∈E, in terms of CPU, memory
and bandwidth, etc, will dynamically change with time.
The action At∈A at time t serves two different functions
Adt and A
r
t , which specifies how to deploy VNFs flexibly
and demonstrates how to apperceive and take advantage of
available resources at the next epoch t, respectively. The action







t ∩Art = ∅, (11)
where Adt∈A refers to the actions of VNF deployment vectors,
and Art∈A consists of the actions of VNF resource perception
and allocation. Each action adt taken at the local client is
responsible for an adaptive task, either VNF placement if
adt∈Adt or resource allocation if adt∈Art .
The first action subspace Adt includes a discrete action set,




, Amemfi,t , A
bw
ūv̄,t, fi ∈ F, ūv̄ ∈ L > . (12)
Both Acpufi,t and A
mem
fi,t
denote the action to deploy VNF fi
in networks, while Abwūv̄,t stands for the action to instantiate
virtual link ūv̄ in networks. Essentially, each action ads,t for
deploying SFC s = s̄− f1 − f2 − · · · − fk − d̄ in networks is




, amemfi,t , a
bw
ūv̄,t}. (13)









t SAS 1 t
2




t SAS 1 t44
Cloud server
Predictive networks Target networks
Copying
each k epochs
























Fig. 2: The training architecture of SSCO, which introduces two categories of training: local training and aggregation
training to realize scalable SFC orchestration.
The second action subspace Art is mainly associated with
the available CPU, memory, and bandwidth of nodes and links.
It includes a set of actions of VNF resource perception Ar,pt





t > . (14)












uv,t stand for the actions to apper-
ceive the remaining CPU, memory, and bandwidth of node








uv,t ,∀fi ∈ F, ūv̄ ∈ L > .
(16)
Both actions Afi,cpuu,t and A
fi,mem
u,t are taken at node u with
the CPU and memory of Ccpuu [1−rcpuu (t−1)] and Cmemu [1−
rmemu (t − 1)], respectively, while action A
ūv̄,bw
uv,t is taken in
link uv with the bandwidth of Cbwuv [1 − rbwuv (t − 1)]. Each
action ars,t for resource perception and allocation of SFC s =
s̄−f1−f2−· · ·−fk− d̄ in networks is a 1×2(k+1) matrix
vectors, denoted by
ars,t = ∪fi∈s,ūv̄∈s {a
cpu
fi,t









The reward Rt∈R, determined by action At and state St,
is consistent with our optimization goal, defined in Eq. (7), i.e,
to minimize the total weighted cost to deploy SFCs in NFV-
enabled networks. By decomposing our goal into a series of
local epoch decisions, the reward rt at time t in local regions
can be precisely modeled as a function of state st and action
at, given by
rt = −[σ1cset(t) + σ2cop(t) + σ3ccom(t)]. (18)
Here, cop(t), ccom(t) and cset(t), defined in Eqs. (4), (5) and
(6), represent the cost of VNF operation, traffic transmission
and VNF setup in local regions, respectively.
B. Training Framework Design
The main idea of SSCO is to design an intelligent frame-
work to implement a scalable orchestration of SFCs, by
utilizing FL to train a global SFC orchestration model with
dynamically available resources and deep reinforcement learn-
ing to find the local cost-efficient model to deploy VNFs in
networks.
Fig. 2 illustrates the training architecture of SSCO, which
includes local training and aggregation training. There are two
categories of nodes: agents and cloud server, who will perform
local training and aggregation training, respectively. The whole
network has been divided into m network regions, determined
by network scale, node density, the locations of potential
clients, and SFC requests, each of which has a client served
as a function node to communicate with the cloud server. This
means that there are m local clients c1, c2, · · · , cm as local
agents to perform local training. The local training is online
learning combined with Q-learning and neural networks to
update local model θit (1≤i≤m), related to distributed resource
perception and local VNFs deployment, within a time interval,
and report it to the cloud server. Each client will perform the
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local training in its region, and share its model with the cloud
server rather than other clients. The aggregation training is to
collect all local training models θ1t , θ
1
t , · · · , θmt to build a new
global model Θ(t) and then send it to local clients for further
cost-efficient VNFs deployment with the available resources
at a quick convergence of learning rate.
There are two different timescales in our architecture for
model training: federated episodes and epochs, as illustrated
in Fig. 3. A federated episode with the duration of T is used
to mark the time when the cloud server updates Θ(t), and
consists of a series of epochs τ1,τ2,· · · ,τk with the duration
of τ , i.e, T=∪1≤i≤k{τi} and |τi|=|τi+1|=τ . The epoch is
designed for each client ci to train local model θit for Θ(t)
update. In order to reduce the communication cost, the data
exchange between cloud server and clients is allowed just at
the first time epoch τ1 and the final epoch τk in each federated
episode.
In order to rapidly fulfill the requirements of different appli-
cations, two delay-aware solutions, i.e, maximum-waiting-time
and average-waiting-time explorations, have been developed to
pursue a tradeoff between the waiting time of cloud server and
the learning time of each local agent, for global model training
for SFC deployment in various application scenes, which
can tolerate the model update period of T . The maximum-
waiting-time solution is designed to collect all local models,
in the maximum waiting time with the duration of [ζ, 1]T ,
for the global federated model update in delay-insensitive
scenes. Meanwhile, the average-waiting-time solution is used
to aggregate local models from a set of all clients in the
average waiting time, with the duration of (0, ζ)T , for delay-
sensitive scenes with enough accuracy.
The operation of SSCO is generally divided into four steps:
1© model propagation, 2© local iteration, 3© model aggregation
and 4© VNFs allocation, as shown in Fig. 2. There are different
clients conducting scalable orchestration tasks of SFCs in
different environments which contains network resource states,
VNF deployment actions and our designed rewards. All local
clients share the same identical model structure, such that their
models can be aggregated by the cloud server. In the first
step, the cloud server specifies an initial pre-trained model
and sends it to local clients. Each model, consisting of a Q-
network with parameters θit for local clients, learns a policy
to deploy VNFs as network state changes. In the second
step, each participating client uses local data (e.g., available
CPU, bandwidth, and memory in networks) to iteratively train
its own model in each episode. It is noteworthy that only
updated models, not the original data, will be sent to the
cloud server for learning aggregation. In the third step, the
cloud server aggregates updated models into a new model
Θ(t + 1) through reward-based federated methods with the
probability of β or place-error-rate-based federated methods
with the probability of (1−β), described in Eqs. (19)-(21).
The update of model aggregation is dependent on the total
network costs and deployment efficiency. In the last step,
VNFs are placed in networks according to the current local
policy, as shown in Fig. 2. All the above is a repetitive process
to promote the evolution of the shared model.
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Fig. 3: Illustration of two different timescales.
Algorithm 1: FRL-based SFC Orchestration
Input: Initial model Θ(t)
Output: Improved model Θ(t+ 1)
Data: Initial local model θit, initial client weight δi
1 for t ∈ [(j − 1)T, jT ] do
2 Cloud Server does
3 Send Θ(t) to ci;
4 Local client does
5 for ci in parallel do
6 foreach τ do
7 if τ1 then
8 θit ← Θ(t);
9 end
10 ∇L(θ) ← Network training;
11 θit ← θit + α∇L(θ); ⇒ According to
Algorithm 2





17 Cloud server does
18 if 0 < T <ζT then
19 m ← ζ ×m;
20 end
21 i ∈ {1, 2, ...,m};
22 Gather δi, θit;





24 return Θ(t+ 1).
25 end
where i is an index of participating clients [37], performs
iterative training to obtain a local model θit and then sends
this updated model to the cloud server for global training
aggregation. Within a given federated time, client ci will obtain
a local data container, which will include a number of samples.








where δi represents the weight of local client ci to participate
in the global model training, and
∑
i δi= 1. In order to obtain
an optimal global model, there are two weighted strategies,
i.e, placement-error-rate-based and reward-based, proposed to
set the weights of all clients. The placement-error-rate-based
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strategy takes the ratio of invalid placed SFCs to efficient place
SFCs of clients as the essential factors to give their weights
to participate in the global model training. Let χi denote the







The reward-based solution considers that the state-action re-
ward is proportional to their weights to train the global model.





where χi denotes the reward of client ci. All hyperparameters
of local training like the client replay buffer size and the
number of client epochs will be tuned to optimize the federated
model.
The pseudocode of our proposed intelligent framework,
which includes local training and aggregation training, is
described in Algorithm 1. Lines 2-3 and Lines 17-24 of Algo-
rithm 1 refer to the first step and the third step, respectively.
Lines 5-16 of Algorithm 1 describe the second and last steps
of local learning. The local model also directly affects the
accuracy and robustness of the predicted requests. We will
introduce this model in detail in next section.
C. Local Training via Deep Q-Network
The local training in each region is built on the action-value
function Q(St, At), which is a pair of state St and action At
taken from Adt or A
r
t , to find a scalable SFC orchestration
solution with DQN. The action-value function Q(St, At) can
be described as
Q(St = s,At = a) = E[
∝∑
k=t
γk−tRt|St = s,At = a], (22)
where γ(0<γ<1) stands for the discount factor to indicate
the importance of all subsequent rewards in Q(St, At). The
optimal action-value function Q∗(St, At) follows the rule as




|St = s,At = a)].
(23)
There are two neural networks, i.e, predictive neural networks
and target networks, in DQN. Both networks are designed to
train Q(St, At; θ) with the built-in parameters θ step by step
such that this function can approximate the optimal action-
value function Q∗(St, At), i.e, Q(St, At; θ) ≈ Q∗(St, At).
Built on Eq. (23), the optimal action-value function can be
evaluated following the temporal-difference iterative manner,




′)−Q(St = s,At = a)],
(24)
where α is the learning rate.





the state, action and reward of local training in the i-th region.
To precisely learn Q∗(St, At), the loss function L(θ), used to
1VNF
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Fig. 4: Training predictive networks and target networks
locally.
estimate the deviation of the predicted value in each local
training, has been introduced and defined as




−Q(Sit , Ait; θit)]2.
(25)




t) is obtained from the predictive
neural network, of which θit is the local training model
according to the current state Sit and the triggered action
(Adt , A
f
t ). The target network Q̂ is introduced to generate
target reward for taking action a′ in the state Sit+1, i.e.,
Git = R
i
t + γmaxa′ Q̂(S
i
t+1, a
′; θi−t+1). In each federated
episode, the local model θi−t+1 of target network will copy from
θit at the final time epoch τk. In order to minimize the loss
function defined in Eq. (25), gradient descent has been used














−Q(Sit , Ait; θit)






In order to provide more transition samples for the whole
training, a replay buffer Di with capacity Di has been intro-
duced into our local model θit, as shown in Fig. 4, following
the original training concept of DQN. Generally, all transition
samples are stored in Di in the form of < Sit , Ait, Rit, Sit+1 >,
updated on the first-come-first-served basis, and selected
randomly by action space for neural networks (<Sit ,A
i
t>)





exploring manner is closely interrelated in the state and action,
resulting in low convergence in local learning [8]. To address
this issue, we design a weight-based sample update and
selection solution for replay buffer exploration. The weight
of samples is dependent on the loss function, defined in Eq.
(25). The samples with small weights will be first replaced by
the incoming samples due to data overflow of replay buffer,
and later used for local learning to obtain Q(Sit , A
i
t) than the
samples with higher weights.
In addition, we adopt ε−greedy policy for ensuring that all
actions <Adt , A
r
t>∈A can be selected in two sequential steps.
At the beginning of each epoch, the local host management
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selects the action Ait through a random probability ε ∈ [0, 1],
with a better exploration probability εrd ∈ (0, 1). Then, the
local client makes a random choice from A with probability
ε, or chooses the greedy policy if εrd6ε61. A small value




′; θit). Therefore, the exploration param-
eter gradually decreases over time. At the end of each epoch,
εrd is modified to εrd×εdecay until a stable minimum value
εmin, where εdecay denotes the decay rate of εrd.
The pseudocode of the local training procedure has been
lised in Algorithm 2. Lines 4-5 of Algorithm 2 randomly
select an action Ait using ε−greedy policy, and a temporary
state-action value is calculated in Line 6 of Algorithm 2. Line
7 of Algorithm 2 observes a reward and a new state from the
environment. In Lines 8-9 of Algorithm 2, the current data
tuple is stored in a replay buffer Di, while later, another data
tuple is randomly selected from the same buffer. We obtain
the loss function and a local training model in Lines 10-11
of Algorithm 2 according to Eq. (26). If τi is the last epoch
in federated time t, we upload training weights to the cloud
server in Lines 12-15 of Algorithm 2. The new state and the
ε parameter are updated for the next iteration in Lines 16-17
of Algorithm 2.
Algorithm 2: Local Online Training via DQN
Data: Initial predictive neural network Q,
< S,A,R > ⇒ Eqs. (10)-(18), target network
Q̂ ← Q, replay buffer Di, random probability
εrd
1 for t ∈ [(j − 1)T, jT ] do
2 for ci in parallel do
3 foreach τ do
4 Get random probability ε;
5 Select action Ait; ⇒ ε− greedy




t) ← < Sit , Ait >;
7 Obtain reward Rit and reach new state S
i
t+1;






t+1 > into Di;
9 Choose a batch of training data from Di;
10 Git ← Rit + γmaxa′ Q̂(Sit , a′; θi−t+1);
11 θit ← θit + α[Git −Q(Sit , Ait; θit)]∇Q;
12 if τk then
13 Q̂ ← Q;
14 Upload θit;
15 end
16 Sit ← Sit+1;




V. EXPERIMENTAL EVALUATION AND RESULTS
In this section, we establish and conduct extensive sim-
ulations on a universal server, equipped with an Intel(R)
Core(TM) i5-8300 CPU 2.30 @ GHz and a Nvidia GeForce
GTX 1080Ti GPU, to evaluate the performance of our pro-
posed approach. First, we describe the experimental setup,
and then present our evaluation metrics. Finally, we illustrate
the results of performance comparison among SSCO, Neural
Combinatorial Optimization (NCO) [12], and Branch and
Bound (BAB) [38].
A. Simulation Setup
The networks used for simulation experiments are similar
to Geant project [19], which includes 10×5 nodes and 45×5
links. The whole network topology is divided into 5 network
regions, each of which has a client as a function node to com-
municate with the cloud server. This means that 5 nodes will
be chosen as the function nodes to instantiate SFCs through
FRL and the other 45 nodes are acted as the forwarding nodes.
There is no data exchange between clients. The experiments
are performed in two scenarios of different scales, i.e., a large
and a small scenario. In the large scenario, the capabilities of
CPU and memory of each node and bandwidth of each link
are set to be [12, 16] Cores, [12, 16] GB and 6 Gbps [6],
respectively. While in the small scenario, the capabilities of
the same resources are set to [6, 10] Cores, [4, 8] GB and 3
Gbps, respectively.








V NF1 1 1.0 [0.3,0.6]
V NF2 1 1.5 [0.3,0.6]
V NF3 2 1.0 [0.3,0.6]
V NF4 2 1.5 [0.3,0.6]
V NF5 2 2.0 [0.3,0.6]
V NF6 3 1.5 [0.3,0.6]
V NF7 3 2.0 [0.3,0.6]
V NF8 4 2.0 [0.3,0.6]
In our simulation experiments, there will be 8 types of VNFs
included in different SFCs [12]. Each VNF can be placed in
one physical node only. The capacity of CPU and memory
of each VNF is [1, 4] Core and [1.0, 2.0] GB, respectively.
The bandwidth capacity of each virtual link is set between
0.3 Gbps and 0.6 Gbps. There are 128 SFCs, either come
from pseudo-true dataset [39] or generated randomly, in the
simulations, which is accompanied by a large number of
resource consumptions used to schedule VNFs into various
nodes [6]. In order to simulate the traffic fluctuation, the
resource demands of a SFC are randomly generated from the
sum of Gaussian functions with different parameters. Unless
specially noted, the lifetime of each SFC is subject to the
normal distribution with an average of 10 epoches, and the
length of SFC |s| is set between 12 and 18. The pre-defined
VNF parameters are listed in Table II.
The experiments are executed in TensorFlow-gpu 1.10 ver-
sion to implement the neural networks. In our neural networks,
there are two fully connected layers with 800 neurons activated
by ReLU function each layer, and the target Q-network is
replaced each episode. The parameters of ε-greedy rule are
set to εmin = 0.01 and εdecay = 0.95 [11]. The discount
factor γ in Eq. (22) and learning rate α are set to be 0.99 and
0.0001, respectively. The capability of each replay buffer Di is
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TABLE III: Parameter Settings in Neural Networks
Hyperparameters Descriptions Value
α the learning rate 0.0001
γ the discount factor 0.99
εmin the minimal value of ε 0.01
εdecay the decay rate of ε 0.95
Di the capability of replay memory 10000
− the capability of batch size 64
10000, and each update of predictive networks applies a batch
of 64 samples. Following the training framework design, the
3-Tuple settings are as follows:
• The input state St at time episode t at each client can be
given as a high-dimensional vector, which refers to all















uv,si(t) > in the dimension of 10× 4 + 45× 2
= 130.
• The output action At=< Adt , A
r
t > at time episode t at
each client consists of resource perception and allocation
in the dimension of 10 + 45 = 55.
Most parameter settings associated with neural networks are
listed in Table III [11].
In order to qualitatively execute evaluations, in addition to
SSCO, we have also implemented two related solutions: NCO
and BAB, described below.
• NCO: NCO is a dynamic DRL-based VNF placement
scheme built on neural combinatorial optimization theory.
Considering the constraints that indicate the restrictions
of network infrastructure and services, NCO formulates
the VNF placement as a constrained combinatorial opti-
mization problem with the aim of minimizing the overall
power consumption, and addresses it by exploring the
NFV infrastructure and learning optimal placement pol-
icy. The placement policy is trained through Long Short-
term Memory (LSTM), which is further adopted to the
RL agent architecture with policy gradients methods.
• BAB: BAB is a static NFV placement scheme based
on the classical Breadth First Search. It considers all
actions of SFC deployment satisfying Eqs. (8) and (9) as
a solution space tree. At a given state, each action will
be checked against the upper and lower estimated bounds
on the optimal solution by a branch along a space tree.
Finally, BAB explores the branches of candidate actions,
which represent the subsets of the solutions, to seek a
series of optimal actions for efficient NFV placement in
networks.
B. Evaluation Metrics
There are four evaluation metrics, i.e., loss function, net-
work cost, resource utilization ratio, and placement error ratio,
considered in all scenarios to investigate the performance of
SSCO.
• Loss function: The loss function L(θ) defined in Eq.
(25) is used to indicate the convergence performance of
a DQN model. The smaller the loss function is, the better
estimation performance a DQN model will have.
• Network cost: The network cost refers to the total cost of
VNF operations, setup and communications in networks
in each training epoch according to local rewards, and





With the federated framework employed in our approach,
the environments will obtain an optimal reward, since it
merely transmits learning models instead of client data.
• Resource utilization ratio: This metric includes rcpuu (t),
rmemu (t), and r
bw
uv (t), defined in Eq. (3), and can be used
to measure the available resource of each node u∈V and
link uv∈E to host SFCs.
• Placement error ratio: This metric Pe is referred to as
the ratio of the number of invalid SFC deployment Ni to
the number of efficient SFC deployment Ne in networks,





It is used to indicate the errors of SFC placement due to
resource exhaustion of physical nodes and links to host
all VNFs and their virtual links connecting them.
C. Simulation Results
1) Convergence of SSCO in Local Training: Fig. 5 evalu-
ates the convergence of SSCO, in the form of loss function,
during local training process over 45000 epochs in different
scenarios. The length of SFCs is set to 12. Both maximum-
waiting-time and average-waiting-time explorations, with the
duration of [0.6, 1]T and (0, 0.6)T , respectively, have been
exploited to train the global model. The learning rates are set
to either 0.001 or 0.0001.
Fig. 5 shows that the loss function of SSCO, which intro-
duces two time-based training explorations to global model
training, decreases closely to 0 when the learning rate is
set to be a reasonable value, for example, 0.0001, meaning
that all local training tends to converge. The final achieved
convergence indicates that the local DQN model has learnt
the hidden rules for evaluating actions. Fig. 5(a) illustrates
that the local DQN model has obtained an optimal learning
rate, which is equal to 0.0001, and thus is trained to be
convergent after about 4000 training epochs in the large
scenario with larger resources on nodes and links. In contrast,
in the small scenario as depicted in Fig. 5(b), the local DQN
model gradually converges after around 5500 epochs, where
the convergence rate drops slightly under a tightly constrained
resource. However, since the training time in both of the above
scenarios is short enough to be ignored, SSCO can achieve
efficient model training and update in the limited time.
2) Impact of Parameters of Federated Learning: Fig. 6
illustrates the network cost of SSCO with different federated
learning cycle and federated learning weights. The federated
learning cycle T , elaborated in Fig. 3, refers to a training
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Enlarging 10000 times
(a) Convergence of SSCO with different training round in large scenarios



















Learning_rate = 0.001,  average-waiting-time solution
Learning_rate = 0.0001,  average-waiting-time solution
Learning_rate = 0.001,  maximum-waiting-time solution
Learning_rate = 0.0001,  maximum-waiting-time solution
(b) Convergence of SSCO with different training round in small scenarios
Fig. 5: Convergence of SSCO in different scenarios.























(a) Impact of federated learning cycle





















(b) Impact of federated learning weights
Fig. 6: Impact of parameters of federated learning.
episode, in which the cloud server needs to update a global
training model for local model training. As stated, each
episode includes k epochs, one of which denotes a round of
local training. There are three basic strategies of federated
learning weights, i.e., average, reward-based and error-rate-
based strategies, designed for global model training in our
simulations. The first strategy gives clients the same weights,
while the second and last one tend to assign a higher weight
to the clients owning better reward and lower placement error
rate, respectively.
Fig. 6(a) demonstrates the network cost of our proposed
SSCO with different federated learning cycles, in which k is
set to be 500, 1000, 1500 and 2000, respectively. It is clear
to see that the federated learning cycle, which is proportional
to k, the number of epochs, has a great impact on network
cost during the federated training of our scheme. This is
because the duration of local model update cycle affects the
convergence of the reward of local training. Large duration of
cycles may ignore the global optimum of local learning, while
small duration of cycles will cause federated aggregation ahead
of local DQN convergence. It is noticeable in Fig. 6 (a) that
SSCO has gradually achieved a better network cost after about
5000 training epochs. This means that such a learning speed
is adequate and has reached the convergence range of local
learning.
Fig. 6 (b) illustrates the network cost of our proposed SSCO
with different federated learning weights of clients during local
training process over 9000 epochs. Five local clients have been
assigned different weights to train the global model, depending
on their state-action reward, VNF placement error ratio and
specific functions. It is clear to observe that the reward-based
federated learning strategy can greatly reduce the network cost,
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with up to 11.3% and 13.7% reductions, compared with the
error-rate-based and average federated learning strategies. This
is because the clients with more state-action rewards will be
assigned more weights to train global model.
3) Comparison in Resource Utilization Ratio: Fig. 7 shows
the resource utilization ratio of nodes and links in terms of
CPU, memory, and bandwidth with different SFCs. Figs. 7
(a), (b), (d) and (e) demonstrate the utilization ratio of node
resources of SSCO and NCO as the length and the number of
SFCs varies from 12 to 18 and 2 to 8, respectively. The results
illustrate that SSCO achieves the maximal utilization in most
epochs as desired, meaning that a great federated model has
been trained to well utilize the limited resources of nodes and
links for SFC deployment in networks. For example, SSCO
has up to 50% and 51% resource utilization ratio with respect
to CPU and memory of nodes when the length of SFC is
set to 14, compared with NCO. NCO almost always performs
the worse, but occasionally with a better performance. This is
because NCO always cannot take better actions to update the
state-value function, with Monte Carlo policy which relies on
all samples to work correctly. Figs. 7 (c) and (f) indicate the
utilization ratio of bandwidth as the length and the number
of SFCs increase, respectively. It shows that, SSCO leads
NCO with an average gap of 5.58% in bandwidth as the
SFC length increases from 12 to 18 and performs better when
there are a mass of SFCs. This is because our well-trained
SSCO can save more bandwidth for its effective adjusting
on traffic resources by federated learning to make a more
appropriate deployment, while NCO lacks consideration of this
traffic feature. In addition, it’s worth noting that SSCO finally
achieves a better resource utilization with the increasing SFCs,
which further confirms the scalability of SSCO in a wide range
of different traffic distributions.
4) Comparison in Placement Error Ratio and Network
Cost: Fig. 8 demonstrates the placement error ratio obtained
by SSCO, NCO and BAB as the length and the number of
SFCs increase in both large and small scenarios. It can be seen
from Figs. 8(a) and (c) that SSCO and NCO vastly decrease
placement errors than BAB when the length and the number
of SFCs ranges from 12 to 18 and 2 to 8, respectively. This is
due to that more feasible actions have been taken to orchestrate
even-increasing SFCs. There is slight increase on placement
error ratio for SSCO compared with NCO when the number
of SFCs changes from 6 to 8. This is because there are ever-
increasing SFCs to be instantiated, but more resources such
as CPU, memory and bandwidth already have been used to
host SFCs for SSCO, as shown in Fig. 7. Figs. 8 (b) and
(d) indicates the network cost of BAB, NCO and SSCO for
services which are successfully deployed as the length and the
number of SFCs increase. Obviously, BAB holds the highest
network cost at each length and each number of SFCs, which
is according to the performance shown in Figs. 8 (b) and (d).
In contrast, SSCO performs best with the lowest network cost
while NCO holds the medium one. This is because SSCO
takes federated learning into consideration and the return of
aggregation at each federated epoch helps clients optimizing
their local neural networks instead of using the original ones.
Furthermore, it is apparent that the range between upper and
lower bounds of SSCO is smaller than NCO and BAB, which
indicates that SSCO shows stronger stability and scalability
than others.
TABLE IV: The Complexity of SSCO and NCO
Solutions Time Complexity
SSCO O[IP (|V |+ |E|)(|V |+ |E|+ P )DK + JM ]
NCO O[I(P (|V |+ |E|)(|V |+ |E|+ P )+P 2(|V |+ |E|)2)]
5) Time Complexity: The time complexity of SSCO refers
to aggregated learning and local learning. The time complexity
of local learning is depended on the structure of neural
networks and the size of state and action spaces. Let P denote
the number of VNF requests at each epoch. Notice that the
network resources provided by node u∈V include CPU and
memory while the configurations of link uv∈E mainly refer to
bandwidth resources, thus the number of neurons in the input
layer, depending on the size of state space, can be expressed as
2|V |+|E|+P . Because the output layer of neural networks is
related to the action space, then the number of neurons in out-
put layer can be given by (P +1)(|V |+ |E|). Let K and D be
the number of middle layers in a DQN model and neurons in
each hidden layer, respectively. Built on the operation principle
of DQN, the time complexity of each local iteration can be
expressed as O[P (|V |+ |E|)(|V |+ |E|+P )DK]. In addition,
let J and M stand for the federated aggregation times and
the number of clients, respectively. Following the operation
principle of FL, the time complexity of the aggregated process
can be derived as O(JM). Thus, the total time complexity of
SSCO is O[IP (|V |+ |E|)(|V |+ |E|+P )DK +JM ], where
I represents the local training rounds.
As for NCO, the agent is a sequence-to-sequence model,
which is formed by an encoder-decoder design based on
stacked LSTM cells [12]. The time complexity of NCO can
be regarded as O[I(P (|V |+ |E|)(|V |+ |E|+ P )+P 2(|V |+
|E|)2)], as shown in Table IV.
VI. CONCLUSIONS
In this paper, a novel scalable SFC orchestration scheme
with the recent advances in FRL, namely SSCO, has been pro-
posed to dynamically fulfill the ever-increasing requirements
of different network applications. The proposed joint frame-
work involves online federated training and deep reinforce-
ment learning for scalable SFC deployment in NFV-enabled
networks, which can realise desired network services as far
as possible. Both placement-error-rate-based and reward-based
federated weighed strategies have been designed for local
agents to participate in global model training in an optimal it-
erative manner with quick convergence. Furthermore, the loss-
weight-based mechanism has been proposed to generate and
exploit reference samples in replay buffer for future training,
and are devoted to advancing the convergence performance
of the proposed scheme. Simulation results show that SSCO
exhibits the better convergence performance, higher average
reward, and smaller average resource consumption than other
reference policies over a variety of network scenarios, which
is coincident with our expected objective.
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(a) Resource utilization of CPU





















(b) Resource utilization of memory




















(c) Resource utilization of bandwidth



















(d) Resource utilization of CPU





















(e) Resource utilization of memory




















(f) Resource utilization of bandwidth
Fig. 7: Resource utilizations of SSCO with different SFCs.
As a part of our future investigation, we will focus on the
implementation of SSCO on large-scale substrate networks
and practical NFV platforms, for example, OPNFV, especially
when constraints cannot be satisfied simultaneously, for further
increasing the scalability and feasibility of our model. Con-
sidering that the full NFV-based networks have not been built
in telecommunications, we hope to further extend our work
into hybrid NFV-based networks, where the full NFV-based
networks and traditional hardware-based networks will coexist.
The combination of them brings new opportunities to fulfill
the ever-increasing requirements of network applications with
less CAPEX and OPEX. To this end, the potential directions
include FRL acceleration, resource prediction and hybrid SFC
recombining built on our current investigations.
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(a) Placement error ratio with different SFC length
























(b) Network cost with different SFC length



























(c) Placement error ratio with different SFC number



























(d) Network cost with different SFC number
Fig. 8: Placement error and network cost with different SFCs
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1.0—Survivable network design library,” Networks, vol. 55, no. 3, pp.
276–286, May 2010.
Haojun Huang is an Associate Professor in the
School of Electronic Information and Communica-
tions at Huazhong University of Science and Tech-
nology, China. He received his PhD degree in Com-
munication and Information Engineering from the
University of Electronic Science and Technology of
China in 2012, and the BS degree in Computer Sci-
ence from Wuhan University of Technology in 2005.
His current research interests include Internet of
Things, Network Function Virtualization, Software-
Defined Networking, and Artificial Intelligence for
networking.
Cheng Zeng is currently a Master student in
Information and Communication Engineering at
Huazhong University of Science and Technology,
China. He received the BS degree in Electronic
Information Engineering from Wuhan University of
Technology, China, in 2019. His research interests
include Network Function Virtualization and Feder-
ated Learning.
Yangming Zhao is a research scientist with Uni-
versity at Buffalo. He received the BS degree in
Communication Engineering and the PhD degree
in Communication and Information System from
University of Electronic Science and Technology of
China in 2008 and 2015, respectively. His research
interests include network optimization, data center
networks, edge computing and transportation sys-
tems.
Geyong Min is a Professor of High Performance
Computing and Networking in the Department of
Computer Science within the College of Engineer-
ing, Mathematics and Physical Sciences at the Uni-
versity of Exeter, United Kingdom. He received the
PhD degree in Computing Science from the Uni-
versity of Glasgow, United Kingdom, in 2003, and
the BS degree in Computer Science from Huazhong
University of Science and Technology, China, in
1995. His research interests include Computer Net-
works, Wireless Communications, Parallel and Dis-
tributed Computing, Ubiquitous Computing, Multimedia Systems, Modelling
and Performance Engineering.
Yingying Zhu is currently a Postdoctoral Researcher
at Huazhong University of Science and Technology,
Wuhan, China (HUST). She received the PhD degree
in Communication and Information Engineering and
the BS degree in Communication Engineering from
HUST in 2018 and 2011, respectively. Her research
interests include Computer Vision and Machine
Learning.
Wang Miao is currently a Postdoctoral Research
Associate in the Department of Computer Science
at the University of Exeter, United Kingdom. He
received his PhD degree in Computer Science from
the University of Exeter, United Kingdom in 2017.
His research interests focus on Network Function
Virtualization, Software-Defined Networking, Un-
manned Aerial Networks, Wireless Communication
Networks, Wireless Sensor Networks, and Edge Ar-
tifical Intelligence.
Jia Hu is a Senior Lecturer in Computer Science
at the University of Exeter. He received his PhD
degree in Computer Science from the University of
Bradford, UK, in 2010, and MS and BS degrees in
Electronic Engineering from Huazhong University
of Science and Technology, China, in 2006 and
2004, respectively. His research interests include
Edge-cloud Computing, Resource Optimization, Ap-
plied Machine Learning, and Network Security.
