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 1．はじめに
 因子分析モデル（Law1ey andMaxwe11（1971））のもとで，観測される変数を要素とするベ
クトルェ（力x1）は，κ；μ十λf＋ωと表される．ここで，μはxの母平均を要素とするベクト
ル，デ（mx1），〃（力×1）はそれぞれ共通因子，独自因子を要素とするベクトルである．λ（力x m）
の要素λ〃は，尾番目の因子に対するノ番目の変数の因子負荷量である．さらに，亙（f）＝0，
亙（〃’）＝∫m（m次単位行列），亙（〃）＝0，亙（〃〃！）＝Ψ（対角・正定値行列），亙（～’）＝0を仮定
                                        mする．以上の仮定から，κの分散共分散行列ΣはΣ．＝λ〃十Ψという構造を持ち，屑＝Σ為
                                        々＝1
とおくと，観測される変数の分散σ〃は，σ〃＝κ十ψ5（1≦ブ≦ヵ）と分解される．屑は共通因子
により説明される部分で共通性と呼ばれ，これに対してψ5は独自性と呼ばれる．たお，以下で
はλ，Ψが識別可能であること，すなわち，Σの分解が，因子の回転（五の右側から直交行列
をかけること）の不定性を除いて一意に定まることを仮定する．このときrank（λ）＝mとなる．
 2．再パラメタ化
 ΣにΨ■1／2を両側からかけて基準化した行列をΣ＊とし，そのスペクトル分解をρθα（”ρ
＝∫ク）とする．Σ＊の小さい方から力一m個の固有値は1となる．いま，大きい方からm個の固
有値は互に異なること，すたわち，θ、＞…＞θmを仮定し，θ、，．．．，θmを要素とするm次対角行
列をθ・，θ・，、．．，θmおよびθm・1，．．．，θρに対応するノルム1の固有ベクトルを各列の要素とす
る行列をそれぞれρ、，9。とする．λから回転の不定性を除くためにnon－diag五Ψ■1λ＝0と
すると，λ＝Ψ1∫2ρ1（θ。一∫刎）1’2どたり，（λ，Ψ）と（ρ1，θ、，Ψ）とは等価であることが分る．
 θ。（1≦后≦m）は，因子の回転や測定の単位の変更のもとで不変であり，κとデの正準相関
係数の二乗をレ書＞…＞脇とするとθ尾；（1一レ三）】1という関係がある．
 3．母数λ，Ψの最尤推定量
                                        M κ、，．．．，伽をNρ（μ，Σ）（ただし，Σ＝五∬十Ψ）からの独立な観測値とし，8＝m－1Σ（κα
                                       α＝1
一元）（エα一元）’（m＝M－1）とする．因子分析モデルの母数五，Ψの最尤推定量五，Ψは，Sと
Σとの「距離」
             凡L（8，Σ）＝tr8Σ」ユー1n18Σ一11一力
を最小にするものとして定義される．⑫＝Ψ一LΨ■1五（λΨ一王λ）一1λΨ一1とすると，互＝Φ◎
⑫（◎は行列のアダマール積を表す）が正定値であれば，ψゴは次のように表される（Anderson
and Rubin（1956））．
           ＾       ρ 力 ρ          ψ5＝ψ5＋ΣΣΣξ力φ旭φ｛乃（8助一σ助）十0ρ（m一）
               ぜ＝19＝1乃昌1
一方λは，8＊＝Ψ一1’28Ψ一1’2の最大m個の固有値を要素とする対角行列θ。と，対応するノル
ム1の固有ベクトルを各列の要素とする行列ρ1によりλ＝Ψ1∫2ρ・（ρr∫m）1’2と表せる．M
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→∞の場合に∫むは正規分布にしたがい，m Cov（8む，5助）＝（σ。。σ〃十脇σ据）（1≦乞，ノ，g，ん≦
ヵ）となる．したがって，ψ＝（ψ、，．．．，ψ力）’とすると，〃（ψ一ψ）は漸近的にNρ（0，2五一）にし
たがう．
4．共通性の推定量の漸近分布
 因子分析の結果の解釈にあたっては，共通性がいろいろた目安にたるが，共通性の推定量の
                    ＾    m  ＾                   ＾    ＾分布については報告されていたい．さて，鳩＝Σ脇とすると，∫力＝κ十ψゴ（1≦プ≦力）とい
                      ゐ＝1
う関係が成立し，Mとψ5の漸近共分散がm Cov（M，ψ5）＝2δ｛ゴψ3（ただしδ衛はクロネッカー
のデルタ記号）となることを用いると，
      m Cov（砺，鳩）＝m Cov（ψ｛，ψj）十2（σ寿一2δ｛ゴψ3）    （1≦ク，ノ≦力）
が得られる．この関係は，重みだし最小二乗法，単純最小二乗法（丘本（1986）を参照）など
についても成立する．上式より，σ力＞刀ψ5，すなわち，＊屑＝砺／σ〃＞O．292…の場合には，γ（鳩）
＞γ（ψゴ）となるので，γ（鳩）をγ（ψ5）で代用すると過小評価にたることが分る．
 5．θ。の推定量の漸近分布
 Σ＊＝Ψ一1／2ΣΨ一ユ／2の后（1≦后≦m）番目の固有値は8幸の店番目の固有値に一致し，また，
θ尾，ω。の最尤推定値θ尾，δ左は，κの測定の単位の変更のもとでも不変である．γ＝λΨ一1（Ψ
一Ψ）Ψ■1五，W＝λΨ一1（8一Σ）Ψ一1λとする．互が正定値であれば，
       一     1     θ尾       θパθ・＝θ、一1・ガθゐ一1・鮎十0ρ（グ’） （1≦后≦m）
と表される．したがって”（θ尾一θ尾）は，漸近的に平均0の正規分布にしたがい，θ尾とθ一（！
≦后，Z≦m）の漸近共分散は
     m Cov（θ尾，θ正）＝2δ〃θ三十2θゐθ王（ω尾◎ω尾）’｛（ρ2ρ≦）◎（ρ2ρ≦）｝■1（ω工◎ω王）
とたる．θ尾の漸近標準誤差をσ（θ尾）とすると，σ（θ尾）が相対的に大きい因子を含むようた負荷
量行列は，不安定であると考えられる．実データでは，Akaike（1987）の指摘する共通性の特
異的た増加が見られる場合に，対応する6（θ尾）が相対的に大きくたる．
                  参考 文献
Akaike，H．（1987）．Factor ana1ysis and A玉C，＾ツ。ゐ。mε切肋，52，317－332．
Anderson，T．W．and Rubin，H．（1956）．Statistical inference in factor analysis，〃。α丁肋〃Be伽妙
    ∫ヅmク．om Mα肋、∫肋桃左Pmろ．，Vo1．5，111－150，Univ，of Califomia Press，Berkeley．
Law1ey，D．N．and Maxwe11，A．E．（197ユ）．ル。エ07λm伽兆ωα∫肋鮒ゴmZ Me肋。a，2nd ed．，Butterworth，
    London．
丘本 正（1986）．『因子分析の基礎』，日科技連，東京．
