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Abstract. Consider the higher order nonlinear scalar differential equations (0.1) x (2n) (t) = −f (t, x(t), ..., y (2j) (t), ...y We further prove analogous results for the case when −f ∈ C([0, 1] × R n − , R − ), i.e. derivatives of the obtaining solution satisfy inverse inequalities. The approach is based on an analysis of the corresponding vector field on the face-plane and the wellknown from combinatorial analysis, Knaster-Kuratowski-Mazurkiewicz's principle or as it is known, Sperner's Lemma .
Indroduction
Consider the scalar Sturm-Liouville bondary value problem (1.1)
x (t) = −f (t, x(t)), 0 ≤ t ≤ 1, (1.2) αx(0) − βx (0) = 0 γx(1) + δx (1) = 0.
where the constants α, β, γ, δ ≥ 0. In [12] , Erbe and Wang by using Green's functions and Krasnoselskii's fixed point theorem in cones, proved existence of a positive solution of (1.1)-(1.2), under the following assumptions: f is continuous and positive, i.e. i.e. f is sublinear at both x = 0 and x = ∞ and (A.3 0 ) ρ := βγ + αγ + αδ > 0.
Erbe and Tang in [11] for n = 1 and Davis, Erbe and Henderson in [6] for arbitrary n = 1, 2, ..., established criteria for the existence of multiple positive solutions of (1.3) (−1) n x (2n) (t) = f (t, x(t)), 0 ≤ t ≤ 1,
under (A.3 0 ) and certain growth rate assumptions on f . In [7] , Davis, Eloe and Henderson considered the Lidstone boundary value problem,
where (−1) m f > 0. Growth conditions were imposed on f, for example of the type
and inequalities involving an associated Green's function were employed which enabled them to apply the Leggett-Williams Fixed Point Theorem to cones in ordered Banach spaces. This in turn yields the existence of at least three positive symmetric concave solutions. The emphasis there was that f depends on higher order derivatives. It is the aim of this work to prove existence of solutions for the more general boundary value problem
where now we assume that f : [0, 1] × R n → R is continuous and
i.e. f is supelinear at both ends points X = 0 and X = ∞ or
i.e. f is sublinear at both X = 0 and X = ∞, where R + := [0, +∞),
.., x n−1 ) and ||X|| := max(|x 0 | , ..., |x i | , ..., |x n−1 |).
Further we prove existence of a solution x = x(t) of (1.5)-(1.7), where
such that
More existence results (see Theorem 3.3 and Remark 3.4 are given for the differential equation
where now f ∈ C([0, 1] × R n − , R + ), subject to analogous as above boundary conditions. Similar results for the boundary value problem
are given but now with f ∈ C([0, 1] × R n − , R + ) and so the obtaining solution x = x(t) satisfies:
In [6] , some growth conditions on
= 0 corresponds to superlinear case while h ∞ (t) = lim x→∞ f (t,x) x = ∞ to sublinear one) to yields existence and multiplicity criteria for (1.3)-(1.4). Although we could discuss such a general case, we restrict our consideration only for the case of simpler assumptions (A.2 * ) or (A.2 * ) and so we examine here only existence results.
In [18] , we noticed that the differential equation (1.1) defines a vector field (see Remark 1.3 below), the properties of which combined with the Kneser's property (continuum) of the cross-sections of the solutions funnel yields existence results for the case n = 1 for the Sturm-Liouville boundary value problem (1.1)-(1.2). However this technique presented there, does not work anymore for n > 1. So we will now apply another well-known result, namely the Knaster-Kuratowski-Mazurkiewicz's principle (Sperner's Lemma) instead of the Kneser's continuum.
It will be convenient to represent the differential equation (1.7) as a second order system of the form
where for notational purpose, we set
Then the boundary conditions (1.6) take the form
Solutions of (1.8) are defined by trajectories with their initial values in
A solution of the initial value problem (1.8)-(1.10) will be denoted by X = (X(t, P ), X (t, P )) or simply x = x(t; P ). where of course P ∈ E i0 and will represent that fact by x ∈ X (E i0 ).
Let's denote by K := {(X, X ) : X ≥ 0 }. the closed positive cone of R 2n (inequalities are considered component-wise) and let ∂K be its boundary, which consists of the planes
Then it is clear that E i0 ⊆ K, (i = 0, 1, ..., n − 1). Definition 1.1. We will say that the trajectory X(t, P ), P ∈ E i0 , egresses from K through E i1 (at the time t 1 ), whenever there exists a t 1 > 0 and ε > 0 such that
By above definition, it is obvious that a trajectory X(t, P ), P ∈ E i0 , does not "egress" (in our sense) from K through E i1 at the time t 1 , if it has been already egressed through another face E j1 at a previous time t 2 ∈ [0, t 1 ).
Consider the modification
where
and further f * is superlinear (sublinear) whenever f is. Remark 1.3. We notice here that the differential equation (1.11) defines a vector field, the properties of which will be crucial for our study. Specifically and recalling the notations
. By the sign condition on f * (see assumption (A.1)) we immediately see that for any solution x ∈ X (E i0 ) of (1.11), it follows that x (2n) (t) < 0 and then
for all t ∈ (0, t 1 ) and some t 1 > 0. Thus any "trajectory" (x (2i) (t), x (2i+1) (t)), t ≥ 0, emanating from the "semi-line" E i0 "trends" in a natural way, initially (when x (2i+1) (t) > 0) toward the positive x i "semi-axis" and then (when x (2i+1) (t) < 0) turns toward the "semi-line" E i1 .
These properties will be referred as "The nature of the vector field" throughout the rest of paper.
Lastly, by setting a certain growth rate on f (say superlinearity) we can control the vector field, so that any solution x ∈ X (P ), with large enough P ∈ E i0 semi egress strictly from K through E i1 , at some time t 1 ≤ 1 and for small enough P ∈ E i0 , x can not egress from K through E i1 , for any t ≤ 1.
So the technique presented here is different to that given in the above mentioned papers. Actually, we relay on the above "nature of the vector field" and the Sperner's property, which is formulated in the sequel.
The points p 0 , p 1 , ..., p m are called vertices of the simplex S and the simplex [
. If the vectors p 0 , p 1 , ..., p m are linearly independent, then S is an m-dimensional simplex spanned by these points.
Our principle is based on the following result from combinatorial analysis, known as Sperner's lemma ( [1] or [13] Ch. II, Th. 5, p. 310). 
Main Results
The next lemma shows that, if a trajectory satisfies a certain initial condition of type (1.10), then it egresses from K at a time t 1 ≤ 1, through the hyperplanes E i1 , for any i = 0, 1, ..., n − 1.
Lemma 2.1. Assume (A.1) and (A.2 * ) (i.e. the function f is superlinear) hold. Then for each i = 0, 1, .., n − 1
• there exists an H i > 0 such that for any
Proof. Since f ∞ = +∞, for any K > (2n)! there exists H > 0 such that for i = 0, 1, ..., n − 1,
where recall the notation
Consider the differential equation
Then clearly f * satisfies (2.1). Let X(t, P ) be a solution of (2.2) satisfying an initial condition of type (1.10), i.e.
Therefore, by the assumption (A.1) (the nature of the vector field, see Remark 1.3) there exists at > 0 such that for 0 < t <t , (2.4) x (j) (t) > 0, for j = 0, 1, ..., 2i + 1 and x (j) (t) < 0, for j = 2i + 2, ..., 2n.
Consider any point P := (0, 0, ...0, 0, x 1 , 0, ..., 0) ∈ E i0 with x 1 ≥ H and let x ∈ X (P ) be any solution of (2.2) starting at the point P.
Considering the map G k (t; P ) := x (2k) (t), 0 < t <t and since by (2.4)
it is obvious, that the first zero of G k (t; P ) must occurs for k = i, i.e. if some solution x ∈ X (P ) egresses from K, it must egress through the planes E i1 , (i = 0, 1, ..., n − 1). We are going to prove that the solution x egresses from K, provided that x 1 is sufficiently large.
• Let's suppose that for every H i ≥ H, there is a point P ∈ E i0 with x 1 ≥ H i , such that
We fix such a point P and for simplicity set x(t) := x(t; P ). Now by the Taylor's formula
and the definition of E i0 , we have, for somet ∈ [0, 1]
Assume first that (2.6)
Thus in view of (2.1) and since x 1 ≥ H i ≥ H, we get
So by the choice K > (2n)! > (2n − 2i)!, we conclude that
Therefor if (2.6) does not hold, we may assume that there exist sequences {P n } ⊆ E i0 , P n := (0, ..., 0, 0, x 1n , 0, ..., 0), with lim x 1n = +∞, x n ∈ X (P n ) and {t n } such that,
Then by the Taylor's formula and the monotonicity of x n (t) (which follows by (2.5)), we get for somet n ∈ (0,t n ),
Obviously 0 cannot be a accumulation point of {t n }, since at the opposite case (up to a subsequence) we get lim x n (t n ) = lim x 1n = +∞, a contradiction to (2.7). Consequently
also contrary to (2.7). Hence (2.5) cannot be true and the first result of Lemma follows.
Similarly by the superlinearity of f * (t, x, x 1 , ..., x n−1 ) at X = 0, for any µ > 0 there is an η > 0 such that,
Consider any positive number ε < (2i + 1)! and choose
• We shall prove that any x ∈ X (P 0 ), where P 0 := (0, 0, ...0, 0, x 0 , 0, ..., 0) ∈ E i0 and x 0 = εη, does not egresses from the cone K, for any t 1 ≤ 1. We shall first show that 0 ≤ ||X(t)|| ≤ η, 0 ≤ t ≤ 1.
Indeed, let's assume that there exists t * ∈ (0, 1] such that 0 ≤ ||X(t)|| ≤ η, 0 ≤ t < t * and ||X(t * )|| = η.
Then by the Taylor's formula, assumption (A.1), (2.3) and (2.8), we gett ∈ (0, t * ) such that
Consequently we obtain µ ≥ (2n)! 1 − ε 1 (2i + 1)! contrary to the choice of µ at (2.9).
Consider again the function G i (P ) := x (2i) (1) defined above and then, by (2.8), we get
Thus by (2.9), we conclude that there is a point P i0 := (0, 0, ...0, x 0 , y 0 , 0, ..., 0) ∈ E i0 (with x 0 = εη < (2i + 1)!η) such that
Following similar steps (see also [18] ), we may easily prove the next symmetric result. Lemma 2.2. Assume (A.1) and (A.2 * ) (i.e. the function f sublinear) hold. Then for each i = 1, 2, .., n
• there exists an η i > 0 such that any trajectory X(t, P 0 ) with P 0 := (0, 0, ...0, 0, x 0 , 0, ..., 0) ∈ E i0 and x 0 ≤ η i , egresses from K through E i1 , at a time t 1 ≤ 1.
• there exist an H i > 0 and P 1 := (0, 0, ...0, 0, x 1 , 0, ..., 0) ∈ E i0 with x 1 ≥ H i such all trajectories X(t, P 1 ) do not egress from K (they stay "asymptotic" in it) for all time t ∈ [0, 1].
We shall study now the boundary value problem (1.5)-(1.6). Our main tool will be the Sperner's Lemma 1.4. 
for any such solution.
Proof. Let's study the superlinear case. We choose (2.10)
Then by assumption (A.2 * ) (superlinearity of f ) there exists H > 0 such that
Consider the vectors
where recall that [P i0 , P i1 ] is the segment in E i0 , defined in Lemma 2.1. Let S be the n-simplex spanned by the vertices e 0 = 0 and e i , 1 ≤ i ≤ n. Such a choice of P i1 is always possible. Indeed, let's assume that for every P ρ1 with ρ ∈ {i 0 , i 1 , ..., i r }, there is v ∈ [e i 0 e i 1 ...e ir ] such that some solution x(t, v) remains (asymptotic) in K, for 0 ≤ t ≤ 1. Then since v ∈ K, we have (2.12)
Consequently, by the definition of
and Taylor formula we get for somet ∈ (0, 1]
Also by the definition of the cone K, we have
and then an easy computation leads to
As at the proof of Lemma 2.1 (see (2.6)), if
then by the choice K at (2.10), we easily conclude that
contrary to the assumption that x(t, v) remains asymptotic in K for all t ∈ [0, 1]. If in the contrary, assume that (2.14) there is a sequence
.., by (2.14), the Taylor's formula and the monotonicity of x k (t), we get for somet k ∈ (0,t k ),
As at (2.7), 0 cannot be a accumulation point of {t k }, since then we get
contrary to (2.14). Therefor the choice of P i1 with property (2.11), is always possible. Define now the sets E 0 = cl{v ∈ S : X(t, v) remains in K, for 0 ≤ t ≤ 1 and
In order to apply the Sperner , s lemma, it is necessary to verify that
for all those t ∈ (0, 1] for which (2.16)
Now it is clear that (2.16) implies (2.15), i.e.
Consequently the trajectory x(t, v) egresses from the cone K through a plane E j1 with j = ρ, a contradiction. This results that ρ ∈ {i 0 , i 1 , ..., i r } and so
.., i r }, then by choice of P i1 at (2.11), any solution x(t, v) egresses from K. Then as above it must egresses from K through a plane E ρ1 , with ρ ∈ {i 0 , i 1 , ..., i r } and so we get once again
We can apply now the Sperner's Lemma 1.4 and thus we conclude that there exists a vector v 0 ∈ ∩ n i=0 E i and so a solution x = x(t; v 0 ) of differential equation (2.2) , which by the definition of E i , must satisfies the boundary conditions (1.6). Furthermore, by the definition of the cone K and since v 0 ∈ E 0 , it is obvious that (X(t), X (t)) ∈ K, 0 ≤ t < 1 and so X(t) > 0, 0 ≤ t < 1.
i.e.
Consequently by the definition of f * , x = x(t; v 0 ) is a solution of the original equation (1.1).
Furthermore by Taylor formula, we get for somet ∈ [0, 1]
(2n) (t) and
because by above analysis, v / ∈ E 0 for arbitrary large v j , say v j ≥ H j . Similarly we may prove that
for some η > 0 and this ends the proof of theorem for the superlinear case. A similar argument can be used to meet the sublinear case.
More Results
Consider now the boundary value problem
We are going to prove existence of a solution x = x(t) of (3.1)-(3.2) such, that Proof. Let f be superlinear. As at the proof of Lemma 2.1, we can see that for any K > (2n)! there exists H > 0 such that
Further there exists an H i > H such that for any
and this means that the solution x ∈ X (P i1 ) egresses now from the (new) closed positive cone K * := {(X, X ) : X ≥ 0 and X ≥ 0}, through the plane
Similarly (see (2.9)) since f 0 = 0, for any
there is η > 0 so that (2.8) holds and any x ∈ X (P 0 ), where P 0 := (0, 0, ...0, 0, x 0 , 0, ..., 0) ∈ E i0 and x 0 = εη, satisfies the inequality 0 ≤ ||X(t)|| ≤ η, 0 ≤ t ≤ 1.
Consequently by (2.8) and assumption (A.1) we get
and so the solution x ∈ X (P 0 ) remains asymptotic in K * for all 0 ≤ t ≤ 1. Now, Theorem 2.3 can readily be applied (we must replace K by K * and G ρ (1, .) by the corresponding G * ρ (1, .), in order to verify (2.11). Finally since the obtaining trajectory (X(t), X (t) ∈ K * , we easily obtain inequalities (3.3) and this ends the proof.
We shall indicate that there exists a solution x = x(t) of the BVP (3.5)-(3.6) such, that
where still assume that the function f ∈ C([0, 1] × R n + , R + ) is superlinear or sublinear. Theorem 3.2. Assume (A.1) and (A.2 * ) (or (A.2 * )) hold. Then the boundary value problem (3.5)-(3.6) has a solution satisfying (3.7).
Proof. Adapting the given proof of Theorem 2.3, we choose now the conê K := (X, X ) ∈ R 2n : X ≥ 0 and X ≤ 0 , the set of initial valueŝ
and the boundary ∂K of coneK
Then Lemma 2.1 holds with P ik := (0, 0, ...0, x 1 , 0, 0, ..., 0) ∈Ê i0 , (k = 0, 1) and so the proof of Theorem 2.3, is adjustable to the present conditions.
Similarly, under the same assumption of Theorem 3.2, we get a solution x = x(t) of the BVP (3.5)-(3.8), where
Consider finally the boundary value problem (3.9) x (2n) (t) = f (t, x(t), ..., x (2j) (t), ..., x (2(m−1)) (t)), 0 ≤ t ≤ 1, (3.10) x (2i) (0) = 0 = x (2i) (1).
We shall demostrate that there exists a solution x = x(t) of the BVP (3.9)-(3.10) such, that Proof. Adapting the given proof of Theorem 2.3, we choose now the coně K := (X, X ) ∈ R 2n : X ≤ 0 , the set of initial valueš E i0 := {(X, X ) ∈ R 2n : x i = 0, x i < 0, x j = 0 = x j , j = i}, and the the set of terminal values (boundary ∂Ǩ of coneǨ ) E i1 := {(X, X ) ∈K : x i = 0, x i > 0, x j = 0 = x j , j = i}.
(notice thatĚ i0 = E i1 andĚ i1 = E i0 ). Consider here the modificatioň f (t, x 0 , ..., x i , ..., x n−1 ) := f (t, ε 0 x, ..., ε i x i , ..., ε n−1 x n−1 ) where ε i := 0, if x i ≥ 0, 1, if x i < 0, as well as the differential equation (3.12) x (2n) (t) =f (t, x(t), ..., x (2j) (t), ..., x (2(m−1)) (t)).
As at the Lemma 1.3, the differential equation (3.12) defines a vector field and looking at the (x i , x i ) face semi-plane (x i ≤ 0), by the sign condition on f * (see assumption (A.1)) we see that for any solution x ∈ X (E i0 ) of (3.12),
x
(j) (t) > 0, t ∈ (0, t 1 ), 2i + 2 ≤ j ≤ 2n
Thus any "trajectory" (x (2i) (t), x (2i+1) (t)), t ≥ 0, emanating from the "semi-line"Ě i0 "trends" initially toward the negative x i "semi-axis" and then toward the "semi-line" E i1 .
Then Lemma 2.1 holds with P ik := (0, 0, ...0, 0, x 1 , 0, 0, ..., 0) ∈Ě i0 , (k = 0, 1) with x 1 < 0, by reversing inequalities and so the proof of Theorem 2.3, is also easily adjustable to the present conditions. Remark 3.4. As at the Theorem 3.2, under the assumptions of Theorem 3.3, we can get solutions x 1 and x 2 of (3.9) such that (t) > 0, 0 < t < 1, i = 0, 1, ..., n − 1.
