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CHAPTER 1

INTRODUCTION

Data visualization is used across a broad range of domains for gaining insights
and understanding into large, complex datasets. A simple definition of data visualization is the transformation of data into a graphical or visual representation. The
visualization of volume data is known as volume visualization. By volume data, we
mean scalar- or vector- valued data located in three-dimensional or higher coordinate
systems. By their nature, volume datasets typically contain a wealth of information,
but visualizing that data in an understandable manner can be computationally expensive due to (1) the (usually) large size of data sets and (2) the need (in many uses)
to produce many visualizations using varying combinations of viewing parameters to
support exploring different characteristics of the data.
Volumetric data may originate from a variety of sources. These sources fall
into two broad categories: (1) Sensed data (collected from scanners) that measure
objects or phenomena in the real world, and (2) Simulation data (generated from
computational simulations) used to model and analyze physical systems. Scanners
used to collect sensed data include Computed Tomography (CT), which provides
volumetric measurements of densities of scanned objects, and Magnetic Resonance

1

Imaging (MRI), which provides volumetric measurements of atomic properties of organic tissues, like those in a human body. Other scanning modalities include Positron
Emission Tomography (PET) and 3D ultrasound. Physical simulations can produce
three-dimensional (or higher than three-dimensional) data and are often used to study
phenomena that are too complex or difficult to measure in the real world.
Numerous volume visualization methods have been developed and generally
are organized into one of three categories. These categories are cutting [2], direct
volume rendering (DVR) and indirect volume rendering (IVR) [3]. Cutting methods
sample data in the volume on a cross-sectional plane through the volume. For example, when cutting methods are applied to CT data, they produce images similar in
appearance to X-ray films. DVR methods sample data at regular intervals within the
dataset and transform the data samples into intensities of pixels on an image plane.
IVR first produces an intermediate representation of the data, often a triangle mesh
representation, which is then displayed using 3D rendering techniques.
Sensing technologies and physical simulations that produce volumetric data
have been evolving towards higher resolution data representations of the phenomena
they are trying to capture. Simulation output that records the state of a phenomenon
at multiple time steps (or time-varying output) may be extremely large since it contains a complete volume for each time step of the simulation. Imaging modalities
such as functional MRI (fMRI) can also produce time-varying data. As the size of
volumetric datasets continues to increase, new techniques to more rapidly visualize
this data must be developed to ensure efficient processing.

2

Visualizing these increasingly large datasets can be time consuming on uniprocessors. This work seeks to increase visualization speed for one type of IVR visualization, in particular of massive datasets, using High Performance Computing (HPC)
environments. Some high level details of the schemes developed are described in
Sections 1.1 and 1.2.
Due to sensor failures or constraints on outputs of physical simulations, some
volume datasets can contain missing or erroneous data samples at some locations.
In this dissertation, regular grids containing some grid points with unpopulated (i.e,
missing) data values are referred to as sparse grids. Visualizations of data on sparse
grids can sometimes exhibit errors as a result of the missing data values. A method
for visualizing data on sparse grids that reduces a specific type of image error is
discussed in Section 1.3.

1.1

Parallel Isosurface Extraction
Multiprocessing is a common strategy for accelerating massive dataset visual-

ization due to the potential gains offered by parallel execution. Many IVR methods
have been modified in ways that exploit parallel processing (e.g., [4, 5]). High performance computing (HPC) systems can (in principle) provide the opportunity for
large performance gains for parallelized methods. However, a number of issues must
be addressed for IVR to well-utilize the power of parallel processing.
Many popular IVR methods, for example isosurfacing, produce surface approximations as triangle meshes where triangle counts roughly correlate with volume
size. Large volumes thus tend to lead to meshes with large storage requirements
3

when isosurfacing is performed. While HPC systems using distributed memory use
fast data interconnects to communicate between nodes, the realized data transfer
speeds are still only a fraction of the peak speeds of the interconnects. Thus a data
transfer bottleneck can emerge for parallelized isosurfacing algorithms (running on
such HPC systems) that require large data transfers between nodes when compared
to similar algorithms running on shared memory computers. This bottleneck is the
first issue IVR must address on distributed systems.
As the number of processor nodes utilized for an IVR method (e.g., isosurfacing) increases in a distributed memory HPC system, the time an individual node
spends on its part of the work tends to shrink. At the same time, the data generated
on additional processors must be transmitted to a master node that assembles the
data from each processor into a final result. This necessitates more data transfer between nodes as more processor nodes are used. As a result, the time spent strictly on
IVR computation (e.g., generating the isosurface) tends to decrease due to increasing parallelization of work. However, the time spent on transferring data between
nodes necessarily increases simultaneously. Accordingly, as the number of processors
increases, eventually the communication time can exceed IVR computation time.
An example of this phenomenon in isosurfacing can be seen in Figure 1.1. The
gray plot on the graph shows total times for executing a parallelized IVR method for
visualizing a human head volume dataset on a distributed memory HPC system using
between 1 and 64 processors. The IVR computation (labeled comp) and data transfer
(labeled comm) times are also displayed in the figure. The graph displays a trend
where computation time decreases and data transfer time increases as processors
4
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Figure 1.1: Time spent in computation versus communication in distributed memory
HPC isosurfacing

are added. When 16 processors are used, data transfer requires more time than
computation. This trend continues as larger numbers of processors are used. For the
example shown in Figure 1.1, decreasing data transfer time could thus decrease total
times.
In this dissertation, an approach that addresses the lengthy data transfer times
in parallel isosurfacing on distributed memory HPC systems by applying a novel mesh
compression method to the triangle mesh produced using isosurfacing is described.
The mesh compression method decreases transfer time by compressing isosurface
mesh data on compute nodes prior to transferring that mesh data to a master node
responsible for assembly of the full isosurface. The overall approach then applies
a decompression method on a master compute node to reconstruct the isosurface
mesh after transfer is complete. Although data compression traditionally requires
significant processing overhead, the compression method described here imposes lit-
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tle processing overhead, resulting in overall visualization speeds that are faster for
distributed memory HPC-based isosurfacing than the current state of the art.

1.2

Fast Isosurface Decompression
The compressed isosurface meshes produced in the approach for accelerating

parallel isosurface extraction described here must be decompressed before they can
be rendered and viewed. However, decompression algorithms can be time consuming. Thus, efficient decompression is essential, otherwise the performance gains from
compressing the mesh could be negated by a lengthy decompression step. In this dissertation, methods for quickly decompressing isosurface meshes to guarantee that the
decompression does not introduce an unnecessary processing bottleneck are described.

1.3

Isosurface Rendering on Sparse Grids
Some visualization algorithms may not be able to correctly visualize data on

sparse grids. For example, some types of IVR visualization applied to sparse data
can produce renderings that exhibit artifacts where missing data occurs. Instead,
algorithms tolerant to missing data should be applied to avoid artifacts and inaccurate
visualizations.
Another major component of this dissertation research is work that addresses
the sparse grid isosurfacing challenge. That work consists of an IVR method for
visualizing isosurfaces that is tolerant to missing data values. This method handles
missing data through the use of a novel scheme for generating the data required by
rendering algorithms to display isosurfaces.
6

1.4

Overview
The dissertation is organized as follows. Chapter 2 contains an overview of

volume visualization methods and techniques used to accelerate visualization algorithms with an emphasis on indirect volume rendering. Chapter 3 is a discussion of
existing mesh compression methods. Chapter 4 presents the dissertation’s work in
isosurfacing mesh compression, which includes a detailed description of the method
that was developed and its application to parallel isosurfacing. Chapter 5 presents
the dissertation’s work in view-dependent mesh decompression that accelerates visualization by only decompressing regions of the isosurface mesh visible to a viewer in
3D space. Chapter 6 describes the dissertation’s work in isosurface normal estimation
for sparse grid data. Chapter 7 contains experimental results for the works presented
in Chapters 4, 5, and 6. Finally, Chapter 8 contains the conclusion of the dissertation.
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CHAPTER 2

BACKGROUND AND RELATED WORK

Visualization consists of numerous methods to present data to the viewer.
The method used to visualize that data is dependent upon the nature of the data
and needs of the analysis to be done using the data. For some applications, the goal
of visualization is to produce an image of a surface contained in a volume. For some
others, the goal is to produce an image of internal structures behind a surface. Many
volume visualization methods have been proposed, each with certain characteristics
aimed at gaining a better understanding of the data being studied.
Additionally, acceleration approaches for visualization that can greatly increase data visualization speed have been proposed. For further clarity, we identify
two distinct but complementary components of visualization speed. The first component is the speed at which the visualization is produced. The second component is
the time required for a user to make a decision or gain insight from the visualization
after it has been produced. For the remainder of this dissertation, speed will generally
refer to the time required to produce the visualization.
Different approaches may be taken in accelerating visualization methods. One
class of approaches uses novel data structures to aid in avoiding redundant or unnec-
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essary computation. Another class of approaches utilizes parallel processing to speed
up visualization, often through multicore processing or distributed high-performance
computing. Other parallel processing techniques such as single instruction, multiple
data (SIMD) or multithreaded programming on single cores might be used, but they
are not a focus of this dissertation. Some of the acceleration approaches are discussed
in this chapter.
The display of some types of data often requires the use of local orientation estimates. In particular, these orientation estimates are required for some visualization
methods that produce an image of a surface contained in a volume. These methods
usually must estimate surface normals in volume data unless the exact mathematical description of the surface is known. This chapter also provides an overview of
orientation estimation techniques used in volume visualization.

2.1

Volume Visualization
Volume (or volumetric) data is a collection of data values located in three-

dimensional (or higher) space. The values may be scalar or vector (i.e., multivalued)
data. Volume data is often arranged on structured grids, however in some cases the
data arrangement is not on a grid and is said to be unstructured. A structured grid
containing values at evenly spaced intervals is called a regular grid. A regular grid
with identical spacing in all dimensions is called isotropic. An example of a structured
grid, called a regular rectilinear lattice, is shown in Figure 2.1. The blue dots in the
figure represent the data values present at grid points.
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Figure 2.1: Volume data arranged as a regular rectilinear grid

Three categories of volume visualization methods were described in Chapter 1.
These categories are (1) indirect volume rendering (IVR), (2) direct volume rendering
(DVR), and (3) cutting. This chapter includes descriptions of prior works in IVR and
DVR.
Although the focus of the work done in this dissertation is IVR methods (a
thorough discussion of IVR is included later), an overview of DVR is provided here
10

Figure 2.2: Isosurface rendering of MRA scan of a human brain

for comparison. A variety of DVR methods have been suggested. Often, these methods are grouped into two classes: (1) image-order or (2) object-order algorithms [6].
Image-order algorithms produce color values for each pixel on an image plane using sample data values. Volume raycasting [7] [8] is an image-order strategy that
uniformly samples values in the volume along rays originating from an image plane.
The strategy maps sample values to color values, and then it composites the color
values to define the image’s pixel values. Object-order algorithms produce images by
projecting data from the volume onto an image plane.
Indirect volume rendering is used when there is a need to produce images of
boundaries or surfaces within a volume. In particular, the surfaces (that it produces
images of) are often defined by the locations that a function f (describing the volume’s
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value at points in space) equals a constant value, α; the surface is

f (x, y, z) = α.

(2.1)

This constant-valued surface is known as an isosurface and the process by which the
surface is found is known as isosurface extraction, also known as isosurfacing. The
constant value α defining the surface is the isovalue.
Most IVR algorithms use a polygonal mesh as their intermediate representation, with triangle meshes the most commonly used polygonal mesh type. The
isosurface mesh is rendered as a 2D image for the user to view. Figure 2.2 provides
an example of an isosurface extracted from volume data.
Examples of isosurfacing include algorithms known as propagation-based algorithms [9, 10]. They are discussed in Section 2.2.
Some other isosurfacing methods, including Marching Cubes, Marching Tetrahedra [11], and other so-called “marching” isosurfacing methods, are discussed below.
The Marching Cubes algorithm (MC) introduced by Lorenson and Cline [12]
is arguably the most commonly cited isosurfacing method. MC takes as input a
collection of scalar data arranged on a three-dimensional regular rectilinear grid and
produces a triangle mesh approximating an isosurface. The grid is treated as a set of
cubes (also referred to as cells). Each cell contains 8 grid data values located at the
cube vertices. The MC algorithm visits each cube in the volume. The “marching”
refers to MC’s column-row-slice order visiting of the cubes. In each cube visit, the
algorithm tests if the isosurface intersects the cube. The test for intersection involves
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Figure 2.3: Marching Cubes topological cases

comparing the grid values (at the cube’s corner vertices) against the isovalue. These
comparisons result in a boolean value at each grid point that indicates if the value
at the point is less than the isovalue or if the values are greater than or equal to
the isovalue. If all the boolean values for a cube are the same, then there is no
intersection. Otherwise, the eight boolean values for the cube are used to determine
the basic topology of the mesh within the cube.
In MC, there are 256 possible isosurface topologies within a cube. The topology
within the cell is identified by computing an 8-bit value from comparisons of the cell’s
values to the isovalue. Of these 256 topologies, Lorensen and Cline [12] identified 15
topological base cases. The cases labeled C0 to C14, shown in Figure 2.3, are these
15 base cases. Lorensen and Cline generated these topologies using rotational and
reflective symmetry from the 256 possible cases. MC stores these topologies in a
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256-entry lookup table. The 8 boolean values for each cube are combined into an
8-bit value for the cube that is used as the index into the lookup table. However, this
set of 256 topologies can produce errors in the generated surface, as elaborated upon
next.
An early criticism of MC was the potential for an isosurface mesh to contain
“holes” (i.e., not be a watertight mesh) due to what has been termed the “ambiguity
problem,” as described by Nielson and Hamann [13]. When four vertices are on a cell
face, MC must choose how to connect these vertices to form edges. This choice can
introduce an ambiguity between shared cell faces if the edges on one cell face are not
present on the shared face. This ambiguity is what causes the holes. The ambiguity
exists because the original MC lookup table was not topologically complete, resulting
in incorrect isosurface meshes for some configurations of neighboring cubes.
One form of this ambiguity problem can be observed when two neighboring
cubes have MC triangles that don’t share edges on shared cell faces. The ambiguity
can be observed in Figure 2.4, which shows two neighboring MC cells. The triangles
(in green) in the figure are the triangle topologies defined in the MC lookup table.
In this figure, the triangle vertices on the face common to the two cells are shared
but the triangle edges on that face are not. There is an ambiguity that arises in how
the vertices are connected to form edges. In the left cell, the dashed line indicates
where a shared triangle edge would be present if not for the ambiguity between
neighboring cells. The type of ambiguity in this example is called face ambiguity.
Multiple methods have been proposed to fix this problem in the original MC.
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Figure 2.4: Example of hole in MC surface due to face ambiguity problem

Nielson [14] has described a way to resolve the face ambiguity based on an
analysis of trilinear interpolant behavior within a cell. His analysis resulted in identifying 8 additional base cases; extending the original 15 MC cases with an additional
8 base cases, yielding 23 base cases, can resolve the face ambiguity problem. The
additional base cases provide the topological completeness necessary to generate a
watertight mesh. These 23 cases exploit only rotational symmetry. The 23 case table
is shown in Figure 2.3.
Another way to resolve face ambiguity has been described by Lopes and
Brodlie [15]. It is based on an analysis of the trilinear interpolant within a volumetric cell. The method focuses on having the isosurface mesh behavior more closely
approximate the trilinear interpolant within each cube than does the mesh originally described by Lorensen and Cline [12]. Their analysis identified three topological
types within a cell. Their method uses certain strategies for triangulating those types.
Lopes and Brodlie have claimed that their method generates isosurfaces that are more
accurate (with respect to the trilinear interpolant) than prior methods, however its
isosurfaces contain many more triangles than the original MC’s mesh.
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2.2

Other Isosurfacing Methods
Isosurfacing may be performed using strategies that aren’t directly derived

from the original MC method. This section discusses several methods that use alternate strategies.
Guéziec and Hummel [16] have proposed an isosurfacing method based on
partitioning cells into tetrahedra and extracting the isosurface within those tetrahedra. Their method belongs to the Marching Tetrahedra (MT) class of isosurfacing
methods. The method partitions each cell into five tetrahedra and thereby avoids
face ambiguities due to a tetrahedral region having a smaller set of isosurface mesh
topologies (than a cube has), each of which can be facetized unambiguously. An
isosurface mesh is generated by determining which tetrahedra are intersected by the
isosurface, then forming a triangle facet within each of these tetrahedra. Similar to
MC, the method stores triangle facets on tetrahedral faces in a 16 case lookup table.
The triangles within a tetrahedron are determined after first comparing the isovalue
to data values at a tetrahedron’s vertices. The boolean values from those comparisons are used to compute an index into the case lookup table. Finally, the triangle is
formed using the case lookup from the previous step. While avoiding face ambiguity,
this method produces many more triangles than MC. The method does include a
mesh simplification step after isosurface generation to somewhat mitigate its number
of triangles.
Treece et al. [11] have proposed an MT method that produces far fewer triangles than prior MT methods. Similar to the Guéziec and Hummel method, their
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method avoids face ambiguity. Additionally, the method generates less of the thin
and long triangles that are common in an MC-produced mesh (such an MC mesh
can result in renderings with blocky or rough looking surfaces). The method uses a
tetrahedral partitioning scheme that has tetrahedral vertices at the centers of cells.
It constructs equally sized tetrahedral partitions. It achieves smaller triangle counts
than the Guéziec and Hummel method by including a vertex clustering step that simplifies the mesh whenever two or more vertices are within a close distance by replacing
them with a single vertex.
Propagation-based isosurfacing methods are an alternative to marching methods such as MC and MT. Unlike MT methods, propagation methods are not intended
to address face ambiguity. Rather, they are intended to reduce the amount of computation in extracting an isosurface. Propagation methods extract isosurfaces from
volumes by first finding a cell that the isosurface intersects, also referred to as a seed
cell. Then they iteratively visit cells adjacent to intersected cells until all cells containing the isosurface have been identified. Itoh and Koyomada [17] proposed one
of the first propagation-based isosurfacing methods. Itoh and Koyomada’s method
expanded on Speray and Kennon’s [18] method for generating cross-sectional models
from volume data. The Itoh and Koyomada method builds a data structure called an
extrema graph which is used to search for seed cells. In the paper [17], the propagation method was reported to be several times faster than a baseline marching method
due to it visiting a much smaller number of cells.
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2.3

Accelerating Isosurface Extraction
Prior works have identified computational inefficiencies in MC [19]. Some

early works identified an inefficiency caused by the visitation of non-intersected, or
inactive cells, and numerous methods have been described to address this inefficiency
to increase isosurface extraction speed. Avoiding the visitation of inactive cells can
provide large improvements to isosurfacing speed. Such methods are discussed in this
section
Wilhelms and Van Gelder [20] have proposed a method using the BranchOn-Need Octree (BONO) to reduce visitation of inactive cells. An octree is a data
structure that decomposes three-dimensional grid space into a hierarchy of recursively
partitioned collections of eight neighboring cells [21]. An octree can be used to avoid
visiting inactive cells by storing the minimum and maximum values of cells in an
octree node and ignoring those nodes that don’t have the isovalue in their range of
maximum and minimum values. The octree root represents the entire volume. The
BONO is a modified octree. The BONO is distinct from other octree generation
strategies in that it maximizes the number of partitions that result in children with
dimensions that are a power of 2, although it does not guarantee evenly partitioning
the volume. It will partition the volume evenly only if each dimension of the volume
is a power of 2. A full octree evenly partitions each non-terminal node. A standard
octree can include nodes that do not coincide with partitions of the volume when
the dimensions are not all a power of 2. BONO results in a more compact octree
representation than a standard octree. Additionally, BONO-based isosurfacing stores
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Figure 2.5: cell mappings to the span space by maximum and minimum values (may
contain the isosurface defined by α)

the extrema values for each subdivision. In isosurfacing, these values can often enable
quick determination of whether there is no isosurface intersection with an entire node’s
region, which avoids unnecessary traversal deeper into the tree. Their BONO-based
method showed octree traversal can extract an isosurface in 9% to 75% of the time
required for standard MC.
Livnat et al. [22] have introduced the Near Optimal Isosurface Extraction
(NOISE) method for accelerating isosurfacing through fast identification of active
cells. A key contribution of the method is the span space data structure. The span
space maps cells into a two-dimensional space based on the cell’s minimum and maximum values.

Figure 2.5 shows a span space with mapped cells where the x-axis

represents the minimum value and the y-axis represents the maximum. The region
shaded in blue is the subspace containing cells intersected by an isosurface with isovalue α. In NOISE, a kd-tree is constructed over the span space. After NOISE does
its mapping of cells, it identifies active cells using the kd-tree to determine if they are
located within a subspace determined by the isovalue. The isosurface is generated by
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extracting the isosurface within all identified active cells. The worst case performance
√
of active cell identification is O( n + k), where n is the total number of cells and k
is the number of active cells, although Livnat et al. have noted that for most inputs
the performance will be closer to O(k).
Shen et al. [23] have described the ISSUE (Isosurfacing in Span Space with
Utmost Efficiency) method that also uses the span space to identify active cells in
isosurfacing. Unlike the NOISE method, ISSUE partitions the span space into a twodimensional lattice (as opposed to constructing a kd-tree), which has the advantage of
allowing searches in the lattice for cells intersected by an isosurface with a particular
isovalue via a sequential search algorithm. ISSUE classifies each span space lattice
element into one of three cases; either (1) trivial accept where all cells in an element
are considered active, (2) trivial reject where no cells in the element are considered
active, or (3) partial accept where only some cells in the element are active. Shen et
al. have shown that identification of active cells with the lattice partitioning scheme
can be performed as much as an order of magnitude faster than using the NOISE
method.
Cignoni et al. [24] have introduced an isosurfacing acceleration method using
interval trees to search a span space for active cells. The method builds a binary search
tree where each node contains two lists of intervals of extremes (i.e., the minimum
and maximum values of the cells). The two lists contain the same intervals but are
sorted differently. One list is sorted in ascending order of each interval’s minimum of
the interval. The other list is sorted in descending order of each interval’s maximum.
Each interval maintains a reference to a list of cells that have that interval’s maximum
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and minimum values. Additionally, the median value of the all interval values at that
node is stored. An isosurface is generated by first comparing the isovalue to median
value stored in the node. A comparison of the isovalue to the stored median and a
search is made in the node’s stored intervals to determine which intervals the isovalue
is in. The tree is recursively traversed based on comparisons to the median value
stored at each node until all intervals containing the isovalue are identified.
Sutton et al. [25] have studied the relative performance of several isosurfacing acceleration techniques. Their study categorized techniques as belonging to either geometric decomposition or span space decomposition techniques. BONO and
propagation-based methods were considered to be geometric decomposition techniques. NOISE, ISSUE, and interval trees were considered to be span space decomposition techniques. Sutton et al. performed an analysis of the techniques included
in their study. The analysis included execution times, cache misses, CPU cycles, and
memory utilization. They found that the memory overhead for span space techniques
was greater than BONO and that BONO resulted in far fewer translation lookaside
buffer misses. They also found that the interval tree method, while theoretically optimal in terms of CPU cycles, in practice was among the slowest of the acceleration
techniques due to a larger number of L1 and L2 cache misses.

2.4

View-Dependent Isosurfacing
Isosurfacing methods that extract only the part of the isosurface that is vis-

ible to the viewer have been proposed for increasing isosurfacing speed. Livnat and
Hansen [1] were the first to propose a method for that. These isosurfacing meth21

(a) Isosurface extracted using view dependence

(b) Rotated view of the view dependent isosurface

Figure 2.6: View-dependent isosurfacing example (taken from [1])

ods are referred to as view-dependent isosurfacing. An isosurface extracted using
view-dependent isosurfacing is a view-dependent isosurface. In this section, first an
illustration of a view-dependent isosurface is shown, then view-dependent isosurfacing
methods are described.
Figure 2.6(a) shows a view-dependent isosurface of CT scan data of a human
head using the Livnat and Hansen method. In Figure 2.6(b), a rotated view of that
isosurface is shown.
Livnat and Hansen’s method uses a hierarchical octree representation of the
volume adapted from BONO [20] that operates on collections of cells they termed
meta-cells. A front-to-back traversal of the tree determines which meta-cells are
closest to the viewer’s location in 3D space. MC is performed on those cells and the
resulting triangles are projected to an image plane. If all possible pixel locations for a
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meta-cell are lit, then no meta-cells behind the current meta-cell are considered visible.
This process repeats for all initially discovered meta-cells until no more meta-cells are
considered visible. The method uses the occlusion culling technique of Greene [26] to
determine visibility of meta-cells. The method resulted in up to a 15X reduction in
mesh size depending on the viewer position and dataset used.
Gao and Shen [27] have described a view-dependent isosurfacing method for
parallel systems. Similar to the Livnat and Hansen method, their method uses a
modified octree structure inspired by BONO [20] to construct a hierarchical representation of the volume. The method uses a front to back traversal of the tree to identify
the nearest visible cells to the viewer. The method also uses a load balancing scheme
to distribute the cells to the system’s processors. The load balancing estimates the
amount of work required in each cell. The method partitions the image space using a
binary space partitioning scheme and each processor is assigned a specific subregion of
the image. Isosurfacing is then performed in parallel on each processor after all cells
have been assigned. The method repeats the process of assigning cells and extracting
the isosurface until all visible regions of the isosurface are rendered.
Liu et al. [28] have presented a method for view-dependent isosurfacing using
isosurface propagation. Their method extends Itoh and Koyamada’s [17] isosurface
propagation method. Their method first cast rays into the volume originating from
an image plane to find initial intersections. These intersections serve as starting
points, or seeds, for propagating the isosurface. An isosurface is then generated from
these seeds based on visibility. After the seed points are defined, BONO is used as
a hierarchical representation of the volume to accelerate cell traversal. Propagation
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from the seeds proceeds outward a distance, d. Since an explicit visibility test for cells
visited during propagation is not made, it is possible that some non-visible triangles
may be extracted. The value of d is chosen to minimize the number of non-visible
triangles. Also, if the propagation distance d or number of rays to cast are not selected
well, some visible regions of the isosurface may be missing from the resulting triangle
mesh.
Gregorski et al. [29] have proposed rendering an isosurface with the resolution
locally dependent on the distance of the viewer from the isosurface. This method is
distinct from other methods previously mentioned in this section since its goal is to
first extract the isosurface, then reduce the number of triangles (compared to MC)
in an isosurface while retaining the isosurface’s shape. The target use case for this
method is massive datasets that don’t require generation of the full isosurface mesh
for particular sets of viewing parameters. Their method includes a preprocessing step
to reconstruct the volume as a hierarchy of multi-resolution tetrahedral meshes. The
proximity of the viewer’s position to the tetrahedral mesh is used to determine the
amount of mesh reduction.
Livnat and Tricoche [30] have described a point-based isosurfacing method that
uses view-dependence. Although triangles are the most common primitive used to
represent 3D surfaces, Levoy and Whitted [31] previously proposed the use of point
primitives as an alternative to a triangle mesh-based description. Livnat and Tricoche’s method partitions the volume into a data structure they called the GridTree,
which is a collection of nested grids. The method uses a front-to-back traversal of
the volume to find nodes in the tree containing active cells. First, a visibility test is
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performed on each node by projecting the bounding box of the node onto the image
and checking if any of the projected area contains unlit pixels. If all pixels within
the projected bounding box area are lit, the node is pruned from the tree. Then,
MC is used to extract an isosurface mesh from the active and visible cells. After the
isosurface has been extracted, it is converted to a point-based representation based
on the number of pixels the projected bounding box of each node covers in the image.
Zhang et al. [5] have proposed a view-dependent method that focuses on using
load balancing to achieve high parallel performance. Their method first builds an
occlusion map from an initial raycasting from the image plane into the volume. That
map is used to determine initial intersection with cells containing the isosurface. They
called these intersected cells occluding blocks. Their method then traverses further
into the volume along the rays and during that, tests subsequent blocks for visibility
against the occlusion map. Their strategy load-balances using a random distribution
of block data to processors in the system, which apparently provide better results
than if the blocks were assigned deterministically.

2.5

Parallel and Out-of-Core Isosurfacing
Parallel approaches have also been used to accelerate isosurface extraction.

An isosurface in a subset of cells in a volume can be extracted independently from
other cells in the volume, although some inefficiencies can occur since vertex locations may be computed more than once on shared cell faces in adjoining subsets. For
marching algorithms, the isosurface can be found by processing cells in parallel and
then assembling the results into a unified mesh (after all cells have been processed).
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Some of these methods using a parallel approach have the goal of achieving faster performance through parallel processing, but also have addressed out-of-core processing
where data is too large to fit into the available memory of a system. Out-of-core
situations require additional considerations since in them, the data typically must
be broken into subsets, with each subset processed by itself with the results then
combined together. A number of prior efforts that perform isosurfacing using parallel
and out-of-core processing are described in this section.
Chiang et al. [32] have presented an out-of-core method for isosurfacing that
introduced the ideas of meta-cells and meta-intervals, which influenced much of the
subsequent out-of-core and parallel isosurfacing work. A meta-cell is a grouping of
neighboring cells. A meta-interval is an interval containing minimum and maximum
values of these groupings as a whole. Their method groups cells so that each meta-cell
will contain roughly the same number of vertices. The method stores meta-cells on
disk and builds an I/O efficient interval tree over the meta-intervals. The interval
tree is generated as a preprocessing step and stored on disk. The tree contains
pointers to the meta-cell locations on disk, which allows an isosurface extraction to
load collections of only the meta-cells that contain active cells (instead of loading the
entire volume) into memory, which can greatly reduce in-core memory requirements.
Decomposing the volume into meta-cells also allows for loading subsets of the volume
into main memory as storage space allows and processing the volume iteratively.
The speed of their method is correlated with the number of meta-cells used, where
more meta-cells increases performance. Compared to a prior method by Chiang and
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Silva [33], a configuration which produced a 63% increase in disk storage requirements
was able to speed isosurfacing time up by almost 300%.
Zhang and Newman [4] have introduced a load-balanced parallel isosurfacing
method for cluster computers. The method uses a static approach to load balancing (i.e., one determined prior to execution) via a work estimation algorithm that
estimates the amount of work for a given isovalue and then evenly distributes work
to available processors. Work for each processor is first assigned on a blocklet basis.
Blocklets are 8 × 8 × 8 collections of adjacent cells in the volume. However, groups
of four 8 × 8 × 8 blocklets may be combined to a 15 × 15 × 15 sized block to reduce the amount of data transmitted to multiple processors. Zhang and Newman
found that the adaptive blocklet sizing scheme provided more effective balancing of
load when compared to (1) not using adaptive sizing, (2) a competing work estimation
scheme [34], and (3) random distribution of work. Additionally, the method exhibited
good scalability as additional processors were added.
Bajaj et al. [34] have presented another out-of-core parallel isocontouring
method using a static load balancing. The method achieves load balancing by first
analyzing the contour spectrum of an input dataset. The contour spectrum is a histogram of active blocklet counts (over isovalues). The method performs a two-stage
decomposition of the volume to determine the assignment of blocklets to processors.
The first stage selects blocklets that are active for multiple ranges of isovalues (these
selections are range partition) and the range partitions are stored on disk. The second stage performs load balancing of the range partitions across available processors.
The authors showed that load balancing with their method was generally good for a
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16-processor configuration, but balancing became much more uneven as the number
of processors increased to 64.
Zhang et al. [35] have proposed a method for parallel isosurface extraction on
commodity clusters. The method consists of a pipeline of steps. First, the input
dataset is partitioned into a hierarchical, multi-resolution representation. Second,
the partitioned dataset is distributed to processors based on a static load-balancing
scheme. Third, each processor extracts the isosurface from the partition distributed
to it, and the isosurface is rendered. Last, the isosurfaces from each processor are
gathered and composited together to produce a complete isosurface. Zhang et al. have
also proposed specialized rendering hardware known as a Metabuffer for speeding up
the rendering of isosurfaces. A Metabuffer is a parallel rendering and compositing
engine that receives rendered images from multiple workstations, then composites
those images in parallel.
Shen et al. [23] have presented a parallelized ISSUE method. The method
consists of three distinct steps: distribution of cells, initialization of data structures,
and isosurface extraction. The processing performed in parallel (on separate processors) during isosurface extraction consists of (1) identification of active cells in the
span space and (2) generation of the isosurface mesh. The implementation performs
load balancing by assigning cells to processors so that cells with similar minimum and
maximum values are distributed evenly.
We [36] have previously described our method for accelerating parallel isosurfacing that focuses on speeding up isosurface mesh communication times. The
method will be described later in this dissertation.
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2.6

Orientation Vector Estimation Methods
In this section, we describe prior methods for estimating isosurface orientation

vectors from volume data. Orientation vectors are used in shading methods such
as Gouraud or Phong shading to produce renderings of triangle meshes. Marching
Cubes also uses orientation vectors in the rendering of isosurfaces.
In MC, mesh vertices are located on grid lines, with positions there found
via linear interpolation. At each vertex, an orientation vector is ultimately used in
rendering the produced mesh. These vectors are determined by linearly interpolating
the gradients of the grid point locations bounding the grid segment containing each
mesh vertex. These gradients are computed using central differencing; for grid point
(xi , yi , zi ), MC finds the gradient ∇f as:



f (xi+1 , yi , zi ) − f (xi−1 , yi , zi )
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where f (xi , yi , zi ) is the scalar value at (xi , yi , zi ).
Since the central-difference gradient uses the values of adjacent grid points, if
there is a missing data value preceding or following a grid point in any axial direction,
central-differencing will be undefined. As a result, MC is unable to estimate the
orientation vector for any mesh vertex on a grid segment whose endpoint has an
undefined gradient value. Data sets with missing or undefined data thus require an
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alternative orientation estimator. One option could be use of ad-hoc alternatives
for those grid points where central differencing is undefined. For example, a mix of
methods could be used (e.g., forward-differencing and reverse-differencing, as suitable)
at a cost of consistency.
Some works have considered estimating orientation in volume data without
relying on differencing techniques. For example, Möller et al. [37] have used a twostep method for shading raytraced isosurface renderings. Hossain et al. [38] have
proposed reconstruction filters for orientation estimation derived from methods using
Taylor series and Hilbert spaces. They evaluated the accuracy of their filters on both
Cartesian and body-centered cubic lattices. Some works geared at other visualization
modes also exist. For example, Correa et al. [39] have studied averaging-based and
regression-based orientation estimation methods for use in volume raycasting on unstructured grids. Their study recommended the use of a hybrid method that selects
the estimator based on local properties of the unstructured grid. Neumann et al. [40]
have estimated orientation by fitting a hyperplane on points nearby to a grid point
and then taking a linear regression result on data points on the hyperplane. However,
while these orientation estimation methods do not rely on differencing, they assume
that data is available at all grid points and thus cannot be used with sparse grids,
which is the focus of our orientation estimation work in this dissertation.
Other methods for producing isosurface visualizations of sparse grid volume
data have also been described. For example, Djurcilov and Pang [41] have described
some techniques for visualizing weather data when sample points are missing due
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to sensor failures. Their techniques use resampling of the data to produce a fully
populated grid prior to isosurface extraction.

2.6.1

Quadratic and Quintic Splines
Another type of method for isosurface orientation estimation is to use splines.

For example, Rössl et al. [42] have proposed a method for regular, rectilinear volumetric data. Their method first partitions the volume’s grid into uniform tetrahedra
and then fits super splines on each partition. They defined super splines as a class
of splines with the condition that smoothness is preserved on vertices between adjacent tetrahedra. Each fitting uses Bézier splines with coefficients computed from the
values at tetrahedral vertices, ensuring that the super spline condition is satisfied.
Details of their method are described later, in Chapter 6. Awanou and Lai [43] have
presented a method that uses quintic splines to interpolate a volume. The method
is similar to the Rössl et al. method, but it does not require a regular grid and its
spline are of higher order.

2.6.2

Conclusion
In this chapter, volume visualization methods were discussed. Numerous meth-

ods for isosurfacing, in particular Marching Cubes, as well as proposed methods
for accelerating isosurfacing were the focus. These acceleration approaches used (1)
avoiding unnecessary computation or (2) parallel processing. Additionally, methods
for estimating isosurface orientation (which are required for rendering isosurfaces)
were discussed.
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CHAPTER 3

MESH COMPRESSION

Objects and scenes in 3D graphics must be represented in a manner that allows for rendering algorithms to present the objects and scenes as images on the
screen. Some typical computer graphics representations are polygon meshes, parametric (or implicit) surfaces, and point clouds. (There are also other less frequently
used representations.) A polygon mesh is a collection of connected polygons which are
represented using vertices, edges, and faces [44]. Parametric or implicit surfaces are
surfaces in three-dimensional space defined by mathematical formulas. Point clouds
are sets of data locations in 3-dimensional space [31], often produced by laser scanners
or other 3D scanners.
The most common polygon type found in polygon meshes are triangles due to
their prevalence as input primitives in modern graphics software libraries and graphics
hardware. Quadrilaterals (i.e., quads) are somewhat common types also. They are
sometimes used in simulations and computer aided design (CAD). A benefit of quad
meshes in CAD is that mapping rectangular textures onto surfaces modeled with
quadrilaterals is more straightforward than mapping textures onto surfaces modeled
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with triangles [45]. This dissertation focuses on triangle meshes as they are the output
of the visualization algorithms considered by our research.
Here we describe two common representations used in 3D graphics for a triangle mesh. The first common representation is the triangle list [46], which stores
each vertex of a triangle in the mesh as its vertex locations. While the triangle list
is conceptually simple, it is inefficient in terms of storage space due to the repetition
of vertices shared by triangles. The second common representation is the indexed
triangle list [46]. Indexed triangle lists contain (1) a vertex list of unique (i.e., nonrepeated) vertices and (2) a list of 3-tuples of vertex list indices defining which vertices
which make up each triangle. This 3-tuple list is referred to as the index list. The
key difference between these two representation is where the edge definitions (i.e., the
connectivity definitions) are found. The triangle list’s connectivity is implicit to the
ordering of the vertices in the list. The indexed triangle list instead explicitly stores
the connectivity in the index list. Also, since the index values require far fewer bytes
of storage than vertices, the indexed triangle list provides a more compact representation of connectivity. The indexed triangle list representation also does not duplicate
vertex values. Since it is more compact than the triangle lists it is often the preferred
representation in 3D graphics applications.
Some advantages of the triangle list and index list representations are their
simplicity and their widespread support in graphics APIs such as OpenGL and DirectX. However, these representations are not optimized for minimizing storage space.
Large meshes and complex 3D scenes (commonly found in games and similar real-time
3D applications) can require gigabytes of storage. Many 3D games contain multiple
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scenes that are collectively composed of thousands of meshes, thus requiring large
amounts of disk storage for the application. 3D applications that require data transfers of large meshes over networks can demand large bandwidths to support real-time
interactivity.
Examples of applications with large amounts of mesh data are virtual reality
and augmented reality (VR/AR) software. VR/AR applications that rely on streaming 3D media from remote servers must be carefully designed to avoid rendering
slowdowns due to delays in receiving mesh data. Methods for reducing mesh storage
requirements can decrease triangle mesh transmission times and support faster mesh
retrieval, leading to faster rendering times that improve the experience for the user.
Numerous approaches for reducing the amount of data required to define a triangle mesh have been proposed. One such approach is the use of novel data structures
that allow a mesh to be stored in less space than indexed triangle lists. SQuad [47]
and Grouper [48] are two examples that use novel data structures to reduce mesh
data size. Another approach is compression of 3D mesh data, or mesh compression.

3.1

Terminology
In this section, definitions of terminology that will be used in this chapter’s

discussion of mesh compression are provided.
A manifold edge is an edge shared between at most two triangles. A manifold
vertex is a vertex that is connected only by manifold edges. A manifold mesh is a mesh
that contains only manifold edges and manifold vertices. A mesh is edge-connected if
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(a) A non-manifold mesh with edge
shared by three triangles

(b) Non-manifold mesh violating the
fan property

Figure 3.1: Examples of non-manifold meshes

for any two triangles Ti and Tj in the mesh, there is a sequence of triangles between
Ti and Tj with shared edges between adjacent triangles in the sequence.
Next we define three properties of triangle meshes that are often used in mesh
compression. The first property is the 2-manifold property, which requires that two
conditions are satisfied. The first condition is that every triangle edge is a manifold
edge. The second condition is that each vertex in the mesh is a manifold vertex.
A triangle mesh is not 2-manifold if either of these conditions does not hold. Two
examples of non-manifold meshes are shown in Figure 3.1. In Figure 3.1(a), the red
triangle shares an edge with two blue triangles, thus violating the first condition. In
Figure 3.1(b), the mesh is not edge-connected thus it is non-manifold. Self-intersecting
meshes are also considered non-manifold as they violate the first condition that an
edge only be shared by two triangles.
The second property is mesh orientability. A triangle mesh is considered orientable if all its faces have normals that point “inside” the mesh (or all point “outside”
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the mesh). Either all must point ”inside”, or all must point outside. Generally, this
is accomplished by adhering to a convention of ordering all triangle vertices in a mesh
according to a counter-clockwise rule - or all according to a counterclockwise rule
- also known as the orientation of the triangle. The counter-clockwise rule states
that if a face normal of triangle is pointing towards the viewer, its vertices follow
a counter-clockwise ordering (as viewed from the viewer). The clockwise rule states
that if the face normal of a triangle is pointing towards the viewer, its vertices follow
a clockwise ordering (as viewed from the viewer). The order that vertices are stored
is known as the winding order.
The third property is the genus of a mesh. The genus can be regarded as the
number of handles or “holes” in the surface. The genus of an orientable, manifold
mesh may be defined mathematically using a number, X, known as the Euler characteristic or Euler number. The Euler characteristic is calculated using the formula

X = V − E + F,

(3.1)

where V is the number of vertices, E is the number of edges, and F is the number of
faces. The genus, g, is then defined as

g = (2 − X)/2.

(3.2)

Quantization is the process by which a digital representation of a number is
reduced from its original precision to a lower precision by a mapping operation. The
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mapping places a number in one of many predefined bins. Each bin is defined by an
upper and lower bound. Each bin has a single number associated with it. A number
placed in a bin is mapped to the value assigned to that bin. Uniform quantization
occurs when all bins are the same size. Nonuniform quantization occurs when bins
of varying sizes are used.
The valence (or degree) of a vertex is defined as the number of edges connected
to it in a graph. The face degree of a polygon refers to the number of edges on the
polygon. A mesh is regular if all polygons in the mesh have the same number of edges
and all vertices have the same valence. A mesh is irregular if it is not regular.

3.2

Mesh Compression Overview
Compression methods can be characterized as either lossy or lossless. Lossless

compression retains all the original information in a collection of data. Lossy compression discards some of the original information as part of the compression process.
Lossy compression can enable greater compaction of data than lossless compression.
Lossy compression is used when the need for data compactness is greater than that
of exactly reproducing the original, uncompressed data. Lossy compression is commonly used in 2D image formats, such as JPEG [49], and in digital video, such as
MPEG [50].
Compressed triangle meshes are often compressed indexed triangle lists. The
compression can be lossless or lossy for both lists or lossless for one list and lossy for the
other. It is more common for methods to use lossless compression for the index (i.e.,
mesh connectivity) list to preserve the mesh shape and to use lossy compression for
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Figure 3.2: Implicit connectivity description through vertex ordering

the (positional) vertex list. Ideally, using lossy compression for vertex data results in
small changes in vertex position that produce imperceptible differences in renderings
compared to rendering a mesh with lossless vertex locations. If a loss of shape fidelity
is an acceptable trade-off for an increase in compression ratio, then lossy compression
of the index list may be used.
There are many categories of triangle mesh compression methods [51, 52, 53].
Three of the most common categories are (1)single-rate compression, (2)progressive
mesh compression, and (3) random accessible compression. Single-rate compression
uses lossless compression for the indexed list. Some single-rate compression methods
include lossy compression of the vertex list to reduce data storage. Progressive mesh
(PM) compression methods compress triangle meshes by storing the mesh at multiple resolutions levels, which provides the ability to decompress the mesh to a desired
resolution. Random accessible methods partition a triangle mesh into multiple segments and compress the segments independently of one another. These categories are
discussed later in this chapter, however the focus of this dissertation is on single-rate
compression.
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3.3

Foundations of Mesh Compression
Alternative mesh representations to the indexed triangle list have been used

for certain types of triangle meshes that reduce storage by encoding connectivity
implicitly using vertex order. The triangle fan and the triangle strip are two types of
triangle meshes than can be encoded using a vertex order representation. Examples
of both are displayed in Figure 3.2. A triangle fan can be defined constructively,
beginning with one triangle. All triangles added must share a common vertex with
the first triangle, and each added triangle must follow either a clockwise or counterclockwise vertex ordering. A triangle strip (sometimes referred to as a sequential
triangle strip) can be defined constructively, starting with one triangle used as a first
triangle. Next, a triangle is added that shares two vertices with the first triangle.
Every subsequently added triangle must share two vertices with the most recently
added triangle. However, most triangle meshes cannot be described using a fan or
strip. While it is possible to represent a triangle mesh as a group of triangle strips,
decomposition of a mesh into optimal collections of strips with no repeated vertices
is NP-complete [54].
Deering [55] has introduced a method for compressing triangle meshes that
is generally regarded as being a pioneering work. The method uses a generalized
triangle mesh, which was a new concept. A generalized triangle mesh is based on the
triangle strip but includes a small vertex cache for storing vertices that is referenced
via an index when defining additional triangles. The vertex cache eliminates the
need for repeating vertex definitions in a triangle strip. The method manages the
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cache so only recently used vertices are included. Deering found that the generalized
triangle mesh requires that at most six percent of vertices are repeated. Deering’s
method includes techniques to compress vertex coordinates, colors, and orientation,
since most rendering algorithms need all of these to produce realistic looking images.
Specifically, it truncates vertex coordinates and RGBA format color values to a desired
level of precision (16 bits maximum for vertex coordinates and 5 bits maximum per
color component) based on the level of error that is acceptable for an application. It
further compresses these position and color components as differences (deltas), coded
with Huffman coding. It uses orientation vectors that are quantized to one of 2000
predefined directions, which allows each orientation vector to be stored as an index
into a lookup table of the predefined directions. This strategy reduced the 96 bits
required when an orientation vector is stored as three 32 bit floating point numbers
down to 11 bits for a lookup table index.
Chow [56] has introduced a method for compressing geometry based off Deering’s compression but modified to improve the compression ratio by two to three
times. The method includes a greedy algorithm for generating a generalized triangle
mesh that increases vertex reuse. The method also uses an adaptive algorithm to
perform vertex location data quantization and delta coding. Chow reported compression rates between 20.7 and 27.5 bits per triangle and an average 10 to 15 times
compression of an indexed triangle list.
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3.4

Single-Rate Compression
Single-rate compression methods are often categorized as using either (1) a

triangle traversal or (2) a valence encoding approach. A triangle traversal approach
compresses a triangle mesh by iteratively visiting each triangle in the mesh and determining a compact description of each triangle’s edges. A valence encoding approach
compresses a mesh by encoding connectivity using the valence of each vertex.
A triangle traversal approach begins with an initial set of connected edges
in a mesh, typically the edges of a seed triangle. As triangle edges adjacent to the
initial set are traversed, the edges of traversed triangles are incorporated into an
expanding set of edges. Gumhold and Strasser [57] have proposed a method using
triangle traversal. They found that their method can generate a representation of
a triangle mesh as a list of unique vertices and a sequence of build operations that
specify how to form triangle edges that connect the vertices of the mesh. The set of
build operations are represented as symbols, allowing for triangle connectivity to be
described as a sequence of symbols. The symbols are encoded with Huffman coding
to reduce the bit length of symbols to as small as 1 bit per symbol. The theoretical
lower limit of the compression rate for their method is 1.5 bits per triangle (bpt).
They found that most meshes could achieve compression rates between 1.5 to 2 bits
per triangle.
Rossignac [58] has proposed a triangle traversal mesh compression named
Edgebreaker that is similar to Gumhold and Strasser’s method. His method operates on a mesh partitioned into multiple regions, each surrounded by a border of
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Figure 3.3: The configurations for Edgebreaker compression symbols

triangle edges. The method uses five symbols which represent how to traverse the
mesh and which triangle should be compressed at each traversal step.

Figure 3.3

displays the five symbols and the configurations of triangles surrounding a vertex v
corresponding to each symbol. The triangle X is the triangle to be compressed. This
method guarantees a connectivity compression rate of 2 bits per triangle, although
entropy coding schemes can reduce this to between 1.2 and 1.5 bits per triangle.
Touma and Gotsman [59] have introduced the first mesh compression method
that uses a valence encoding approach to compress mesh connectivity. Their method
builds the compressed representation using traversal. It begins with one triangle in
the mesh and an arbitrary vertex of that triangle, designated as the focus vertex.
The valence of that vertex is encoded with an add symbol followed by the number of
edges, and those edges are marked as visited. For each edge incident to a focus vertex,
the other vertex of that edge is added to an active vertex list. The process iteratively
repeats, each time using one vertex of the active vertex list as a new focus vertex until
all edges of the mesh have been visited. Symbols (merge and split) for managing (1)
meshes with holes and (2) self-intersections of the active vertex list are also used by
the method. The symbols are encoded using Huffman coding. Run-length encoding
is used to further compact the connectivity information. Compression rates can be
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up to 0.2 bits per vertex (bpv) for meshes where a large number of the vertices have
the same valence.
Alliez and Desbrun [60] have observed that meshes with low levels of regularity
compressed using Touma and Gotsman’s [59] method result in a large number of split
symbols, which leads to inferior compression ratios for such meshes. They modified
the Touma and Gotsman method to reduce the occurrence of splits by choosing focus
vertices based on the number of edges incident to the vertex. They reported that
their modification has about a 15% improvement in compression rates compared to
the Touma and Gotsman method. Additionally, they provided an analysis of bit rates
for valence encoding methods that determined a worst-case rate of 3.24 bpv. Their
analysis also allows for prediction of a mesh’s bit rate (prior to compression) to allow
determining compressed file sizes before the computational expense of compression is
incurred.
Mesh compression methods have also been proposed for non-triangular meshes.
One is the Face Fixer method of Isenburg and Snoeyink [61]. It is for polygon meshes
composed of polygons with arbitrary numbers of edges. Face Fixer encodes the mesh
with one symbol per vertex and achieves compression rates between 1.7 and 2.9 bpv
for connectivity information. Khodakovsky [62] has introduced a method that uses a
valence coding approach similar to Touma and Gotsman’s [59] method. It augments
valence coding by encoding face degrees as part of the compressed mesh connectivity.
The method’s compression rates depend on both mesh regularity and face degrees.
Compression rates were reported between 0.8 and 2.6 bpv.
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3.5

Progressive Meshes
A challenge when viewing meshes is the requirement for the entire mesh to be

loaded into memory prior to rendering. Progressive meshes (PM) were introduced to
alleviate this challenge. In a PM mesh format, there are multiple levels of resolution.
PMs are a compact representation that support iterative refinement of the mesh to
higher resolutions, allowing compact, lower resolution representations to be loaded
initially. In addition to allowing multiresolution mesh storage, progressive meshes can
be effective in supporting lossy mesh compression. In progressive meshes, simple operations are used for refining a mesh from coarse to more detailed. These operations
can be represented as streams of symbols, which are analogous to single-rate compression methods. Many progressive mesh compression methods have been suggested.
We will provide an overview of such methods in this section.
Hoppe [63] has introduced a progressive mesh-based method that uses triangle
mesh simplification [64]. Mesh simplification techniques usually iteratively simplify
a mesh and store the simplified mesh at each iteration. Triangle mesh simplification
techniques are used to reduce the number of triangles in a mesh, usually while trying
to retain the mesh’s shape. Hoppe’s method is based on using edge-collapses, which
involves removing some edges, although we omit the details of the edge-collapse here.
In its compressed representation, some vertices are stored using an encoding of them
relative to certain other vertices stored at full resolution.
Other methods have been proposed to compress meshes based on Hoppe’s PM
method. Taubin et al. [65] have proposed a method that increases the compression by
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grouping together multiple edge collapses. Their method encodes connectivity at rates
between 7 and 10 bpv. Pajarola and Rossignac have also improved on Hoppe’s PM
method by batching of some simplification operations. Their improvements increase
the connectivity compression rate to around 7 bpv.
An alternative scheme to edge collapse in mesh simplification is vertex removal.
A vertex removal scheme removes a vertex and remeshes around the removed vertex.
Vertex removal schemes have been incorporated in mesh simplification-based progressive meshes. For example, Cohen-or et al. [66] have presented a PM method using
vertex removal that results in a compression rate of 6 bpv for connectivity data. Alliez and Desbrun [67] have also presented a PM method using vertex removal. Their
method also uses valence coding to increase compression rates, ultimately achieving
an average compression rate of 3.7 bpv.

3.6

Random-Accessible Mesh Compression
Random-accessible mesh compression methods enable decompressing the por-

tions of the mesh that are needed for an application. These methods speed up decompression by avoiding decompressing parts of the mesh that are not visible or not
needed by an application. Random-accessible mesh compression has been developed
using both single-rate and progressive mesh approaches. Several random-accessible
mesh compression methods are described in this section.
Choe et al. [68] have proposed a mesh compression method that provides random accessibility by partitioning the mesh into segments. Their partitioning scheme
uses the mesh chartification algorithm from Sander et al. [69] to create the segments
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(or charts). Chartification creates charts that are as close to planar as possible since
planar meshes tend to enable higher compression. The result from chartification is
used to build a wire-net mesh, which is a representation both of the charts and the
borders around each chart. Chart borders are used to store the vertices on the chart
boundaries separately from the vertices in the chart to avoid unnecessary duplication of vertices. The method compresses each chart using the single-rate coder of
Khodakovsky et al. [62].
Yoon and Lindstrom [70] have presented a random-accessible mesh compressor that built off a streaming mesh compression method of Isenburg et al. [71]. They
modified Isenburg et al.’s method to separate the compressed mesh into clusters of
fixed numbers of triangles. Each cluster is compressed (and decompressed) independently of one another. Vertices shared between clusters are compressed separately to
avoid vertex duplication, however Yoon and Lindstrom’s method outputs the mesh
in a format conducive to streamed communications. That format also incorporates a
triangle layout that works well with multiple cache sizes.
Courbet and Hudelot [72] have presented a random-access mesh compression
method that constructs a hierarchical representation of the mesh allowing decompression of specific partitions of the mesh. The method first divides a mesh into
two parts. The two parts are divided by a sequence of vertices. They refer to this
sequence of vertices as a wire. Recursive subdivision of each part is then performed,
with compression proceeding by continually encoding the wires that define the how
parts are divided. Subdivision continues until each subdivided part contains only
one polygon. Wires are placed into a tree structure which can be visited to extract
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particular regions of the mesh. Also, their method can handle meshes with arbitrary
polygons instead of only triangles. Limitations of this method are that (1) it is only
capable of compressing meshes of genus 0 and (2) the mesh must have an identifiable
vertex boundary. Compression rates for connectivity were reported around 3 bpv for
quad meshes and 6 bpv for triangle meshes.
Gandoin and Devillers [73] have presented a compression method using progressive meshes that extends Du et al.’s [74] compression method. Gandoin and
Deviller’s method constructs a representation of the mesh using quantized vertices
in a kd-tree and then applies compression to the generated tree. Du’s compression
method enables random-accessibility by constructing the kd-tree in a two step process.
The first step constructs the top level of the tree, corresponding to a coarse representation of the mesh. The second step constructs multiple independent subtrees which
represent different regions of the mesh at successively higher resolutions. Similar to
other random-accessible compression methods, duplication of vertices is avoided by
compressing the border vertices of the subtree regions separately from the vertices on
the interior of the region. At coarse resolutions the mesh takes on a distinct blocky
appearance not seen with other methods due to the method’s bounding box-based
quantization scheme. Gandoin and Devillers reported an average 70% improvement
in compression rate over Yoon and Lindstrom’s [70] method.

3.7

Isosurface Mesh Compression
The previously discussed mesh compression methods assume a single, con-

nected mesh will be available for compression. However, isosurface extraction can
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generate multiple unconnected meshes which cannot be used with the compression
methods discussed thus far. Also, isosurfacing methods do not have any way of identifying that multiple unconnected meshes are present. Since those methods can not
compress such mesh data generated by isosurfacing, compression methods specifically
designed for isosurface meshes have been proposed.
Saupe and Kuska [75] have described a method for compressing isosurface
vertex data based on an observation that MC vertex locations are always located on
volume grid edges. A vertex can therefore be encoded as a relative offset from a grid
point instead of as an absolute location in space, for example as a tuple (i, j, k, δ, n),
where i, j and k are the integer grid index values, n identifies the axial direction the
edge vertex lies on, and δ is an offset from the point (i, j, k). The vertex is further
compressed using the gzip algorithm. Compression of connectivity is not considered
in this method. Instead, the isosurface storage is reduced by storing MC cases for the
active cells instead of edge connectivity data.
Taubin [76] has described an isosurface mesh compression method motivated
by image compression techniques. Vertices on grid edges are encoded in an occupancy
image where the presence of each isosurface vertex is represented as a binary value
on a three-dimensional grid. The occupancy image is compressed with an arithmetic
coding scheme that uses an adaptation of the JBIG image compression algorithm [77].
Taubin reported compression rates between 0.6 and 2.9 bits per face. His method is
not tied to a particular isosurfacing algorithm and can be applied to meshes produced by both Marching Cubes and the Cuberille method [78]. A drawback of the
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method is the runtime complexity is high; it’s not suitable when fast execution is a
requirement [76].
Zhang et al. [35] have described a method for compressing MC isosurfaces.
The method refers to endpoints of grid edges intersected by the isosurface as relevant
vertices. The method compresses isosurfaces as follows: First, the method generates
a bitmap for each volume slice with relevant vertices encoded with 1 and non-relevant
vertices encoded with 0. Second, an entropy-based coding is applied to the bitmaps.
Third, the MC case lookup table index values for the cells of each layer (a layer
is composed of two adjacent slices) are encoded in an image map using an entropy
coding scheme. Zhang et al. found that their method increased compression between
22 and 44% when compared to a single-rate coder [79].
Yang and Wu [80] have suggested compressing isosurface meshes through a
coding of vertex data and a reduction of redundancy of MC lookup table indices
between neighboring cells with identical indices. Vertices are encoded as an offset
from a grid vertex. The offset is quantized down from a 32-bit floating-point number
to a user specified number of bits. Mesh connectivity is stored using indices for each
active cell into a lookup table (different from Lorensen and Cline’s [12] lookup table)
containing the mesh topology within a cell. Cells in the volume are marked white
or black using a chessboard pattern. Lookup table indices are only stored for the
white cells. They reported compression rates between 1.5 to 13.5 bits per triangle
depending on the amount of quantization used for the vertex data.
Laney et al. [81] were the introducers of one early isosurface compression
method. The method operates on signed-distance volumes. Signed-distance volumes
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are representations of surface information that encode the minimum distance to a
surface at each grid point. Lahey et al.’s method first transforms the signed distances to the isosurface to approximate signed distances. A wavelet transform is next
applied to the approximated signed distances. Their method reduces data size by
removing wavelet coefficients via a thresholding operation. A technique called zero
tree coding [82] is used to code the wavelet coefficients hierarchically, which allows for
storing a lossy compression of the isosurface at multiple resolutions.
Lee et al. [83] have proposed a progressive mesh compression method for isosurface meshes that can produce compression ratios comparable to single-rate coders.
Their approach is similar to Taubin’s method [76] in that it compresses a bitmap
image of isosurface intersections on grid edges. First, the method generates an octree
composed of the edge intersections of the isosurface within each cell. This octree is
used as the basis for representing a coarse to fine encoding of the isosurface to enable
viewing at a desired resolution. Next, the octree data is compressed using a variation
of the JBIG algorithm. They reported a compression rate averaging 6.1 bpv when
used with a quantization of 6 bits for vertex data.

3.8

Floating point compression
Mesh vertex data could be compressed using quantization of the floating-point

components of a vertex. However, quantization-based compression is lossy and may
need to be avoided for some applications. For the purposes of mesh compression,
quantization is typically applied at a resolution of between 8 and 16 bits. Quantization
can be applied to either scalar or vector-valued data.
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Predicted Point

Actual Point

Figure 3.4: Predicting a vertex using parallelogram prediction

A more sophisticated approach for vertex compression is using a predictor to
encode data. Predictor approaches, also known as predictor-corrector approaches,
calculate a predicted value of a vertex’s coordinates but store only the error of this
prediction instead of the vertex value. Deering’s mesh compression method [55] used
delta prediction where during mesh decompression the next vertex in a list is determined using prediction from the most recently defined vertex in the list. Linear
prediction computes a predicted vertex as a linear combination of some number of
previously defined vertices.
Touma and Gotsman [59] have introduced parallelogram prediction as part of
their valence encoding mesh compression method. Parallelogram prediction computes
the location of a predicted vertex of a triangle as a linear combination of the three
vertices of a previously defined triangle so that the predicted vertex will form a
parallelogram with the three previous vertices. The predicted vertex belongs to a
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triangle sharing an edge with the previous triangle. Only the error between the
predicted and actual location is stored. That value is used during decompression to
recover the actual vertex location. Figure 3.4 illustrates how a vertex is predicted
from the vertices of a previous triangle. The previous triangle is the left triangle,
with the three vertices in light green. The triangle to be encoded next has one ”new”
vertex, shown in dark green. The predicted location is the white vertex. Isenburg
and Alliez [84] have extended parallelogram prediction to polygons, and they found
that parallelogram prediction is more effective for triangle meshes when adjacent
triangles are close to coplanar. Ibarria et al. [85] have extended Touma and Gotsman’s
parallelogram predictor to compressing floating-point data in scalar fields.

3.9

Conclusion
In this chapter, mesh compression was discussed. Three types of approaches

for performing mesh compression, (1) single-rate coding, (2) progressive meshes, and
(3) random-accessible mesh compression were discussed. Compression specifically for
isosurface meshes was also discussed. Additionally, methods for compressing floatingpoint vertex coordinate data was discussed.
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CHAPTER 4

CELL-BY-CELL ISOSURFACE MESH COMPRESSION

This chapter describes the main contribution of this dissertation research, an
isosurface mesh compression scheme that can greatly reduce the amount of storage
necessary to represent an isosurface mesh. The scheme generates its representation
by compressing the isosurface mesh as each cell in a volume is visited during isosurfacing. Thus the scheme is integrated into isosurfacing. The scheme provides a
representation of an isosurface that is much more compact than an indexed triangle
list representation. The scheme can improve isosurface extraction execution times in
parallel systems, particularly high-performance computing (HPC) clusters, by reducing mesh data transfer times between processing units. The chapter describes both
the compression scheme and its use in isosurfacing using HPC systems.
This chapter is organized as follows. Section 4.1 provides a scheme overview.
Section 4.2 describes in detail isosurfacing using the scheme. Section 4.3 describes
the decompression of the mesh produced by the scheme. Section 4.4 discusses using
the scheme to improve HPC isosurfacing speed and scalability. Section 4.5 provides
concluding remarks for the chapter.
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4.1

Overview of Isosurface Mesh Compression
This section provides an overview of this dissertation’s isosurface mesh com-

pression scheme, focusing on (1) comparison of the strengths of the scheme to existing
mesh compressors and (2) features in the scheme that are unique to isosurface mesh
compression. The scheme integrates into an isosurfacing method, specifically the
Marching Cubes (MC) algorithm. In this dissertation, the scheme is integrated into
the MC algorithm described by Nielson [14]. We call isosurfacing using the scheme
Cell-by-Cell Isosurface Mesh Compression (CCIMC).
The scheme has several properties that are better suited to compressing isosurface meshes than are existing compressors. First, because CCIMC is integrated into
MC, it compresses the isosurface on a cell-by-cell basis during isosurfacing instead
of compressing the complete isosurface mesh after isosurfacing. That allows exploiting of features of MC to achieve MC level of time performance while also avoiding
additional computational overhead. Second, unlike prior mesh compressors that operate on a single connected mesh, the new scheme can compress disconnected meshes.
That is necessary since disconnected isosurface meshes may be produced in isosurfacing. Without such an ability, it would be necessary for a compressor to identify each
isosurface mesh component extracted from a volume and compress them separately.
Third, the scheme prioritizes speed of compression and decompression over compression rate. Despite this prioritization on speed, the scheme can achieve compression
rates comparable to other single-rate mesh compressors.
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The two dominant strategies for prior single-rate mesh compressors are edgetraversal and valence coding. The scheme here uses the edge-traversal strategy. Examples of uses of edge-traversal strategies include those by Gumhold and Strasser [57]
and Rossignac [58]. A valence-coding compressor was described by Touma and Gotsman [59]. Edge traversal-based mesh compression was chosen as the basis strategy in
CCIMC because it more directly supports mesh compression in a cell-by-cell manner.
Further discussion of the suitability for edge-traversal is provided in Section 4.2.
A description of CCIMC is presented next.

4.2

Cell-By-Cell Isosurface Mesh Compression
The details of how the scheme is integrated into MC and how it exploits MC

features to compress isosurfaces are described next.
In MC, the isosurface mesh is usually generated using a lookup from a table of
case topologies, with the table lookup-based mesh generation one of the steps in MC.
In CCIMC, the lookup step is replaced with a process that generates a compressed isosurface mesh. CCIMC’s integration of the compressor into MC’s cell-by-cell traversal
allows compressing the isosurface one cell at a time using processing based on the case
topology table. The compressed isosurface is thus directly generated by CCIMC (unlike when a post-process compressor is used, for example in some prior approaches, to
compress the isosurface mesh after the complete isosurfacing process has concluded).
This direct generation of the compressed isosurface by CCIMC allows producing a
compressed isosurface in an amount of time roughly equal to the time to produce an
isosurface using MC.
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While the compression scheme in CCIMC uses techniques from single-rate
mesh compressors, it differs from them in two ways. First, most single-rate mesh compressors can operate only on a single, connected mesh, while the scheme in CCIMC
can compress meshes with multiple components since it compresses each cell independently. Second, other edge-traversal mesh compressors traverse edges in the order
that they are encountered when compressing triangles. The scheme in CCIMC instead uses a priority queue for determining the traversal order of edges. CCIMC’s
approach to traversal is necessary since the isosurface mesh is compressed cell-bycell and a triangle on a shared edge between cells will not be available until the cell
containing that triangle is visited.
CCIMC uses a small grammar of symbols to describe how triangles are generated (i.e., decompressed) from a compressed isosurface mesh. Each symbol corresponds to a set of actions that generate a triangle from the compressed mesh and any
previously decompressed parts of the mesh. The compressed isosurface mesh produced from CCIMC’s compressor is stored as a list of symbols and a list of vertices.
In the case topology lookup step of MC, MC determines the topological case for
a cell and then generates the triangle mesh for that topological case. CCIMC replaces
that step–at that point, it does determine the topological case for the cell, but it also
uses its compression scheme at that point to generate a compressed representation
for the isosurface mesh within the cell. Each triangle of a cell is compressed by
associating a symbol with the triangle that indicates the triangle’s connectivity in
the mesh. That symbol is added to the symbol list and between zero to three vertices
from the triangle are added to the vertex list. The symbol list and vertex list represent
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(a) Triangle with new edges

(b) Triangle with pending edge

Figure 4.1: Edge types in triangles

the entire isosurface mesh. The details of how the symbol for a triangle is determined
and which vertices to add, if any, are described in Section 4.2.2.
Triangles not yet processed by the CCIMC can be said to be unvisited. The
triangles processed for a cell are those defined by its case topology lookup table (LUT)
entry. The vertices of a triangle are considered defined after the triangle has been
compressed. The edges of a triangle are traversed as part of the scheme, with edges
classified as they are traversed. (Order of triangle visitation and edge traversal is
described later, in Section 4.2.2.) The edge classifications are described next.
During edge traversal, a triangle edge is said to be a new edge if it is not
shared with another triangle that has been visited and said to be a pending edge if it
is shared with another triangle that has been visited. Figure 4.1 displays examples
of triangle meshes with new and pending edge types. Figure 4.1(a) displays a mesh
with only one visited triangle, which contains only new edges. Figure 4.1(b) shows
the edge types for this same mesh when two triangles have been visited. The edge
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shared between the two triangles is a pending edge. The edges not shared with visited
triangles are new edges.

4.2.1

Symbol Grammar
The compressor in CCIMC uses five symbols to describe triangle mesh con-

nectivity. The symbols are named NEW, ADD, ADD EXISTING, MERGE
FORWARD, and MERGE BACKWARD. They are described briefly next. A
description of their use is given later in this dissertation.
NEW is used to indicate a triangle that, when visited, contains only new
edges. ADD is used to indicate a triangle that, when visited, contains one pending
edge and two new edges with the two new edges attached to the pending edge using a
vertex that is not yet defined (i.e., is not a vertex of an already compressed triangle).
ADD EXISTING is used to indicate that a triangle, when visited, contains one
pending edge and two new edges, and includes a defined vertex shared by the two
new edges. The MERGE FORWARD and MERGE BACKWARD symbols are
used to indicate a triangle that, when visited during cell processing, contains two
pending edges and one new edge. For both symbols, the new edge of the triangle
uses two defined vertices from the pending edges as its endpoints. The criteria for
determining whether to use MERGE FORWARD or MERGE BACKWARD is
described in Section 4.2.2.
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Figure 4.2: Half edges in a triangle mesh

4.2.2

Steps of Cell-By-Cell Isosurface Compression
This section describes how the CCIMC scheme extends the steps of Marching

Cubes.
The CCIMC compressor uses a representation of the isosurface mesh within a
cell in compressing the mesh. This representation is a variant of the doubly connected
edge list (DCEL) [86]. The DCEL represents a triangle mesh as a collection of triangle
edge descriptions and definitions of which triangles are shared between edges. The
DCEL uses a list node called a GraphEdge. The DCEL variant used by CCIMC is
called a CellGraph. The GraphEdge is described next.
A GraphEdge node represents a half edge in the CellGraph. In the CellGraph,
each triangle edge consists of two half edges, where one half edge is associated with
one triangle sharing the edge and the other half edge is assigned to the other triangle
sharing the edge. The two half edges that make up an edge are known as sibling
edges. Figure 4.2 shows half edges in a triangle mesh (half edges are shown in green).
Each GraphEdge contains a pointer to the next edge in the triangle, assuming a
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counterclockwise ordering of edges. It also contains a pointer to the node for its
sibling edge.
A C++-form class definition of GraphEdge is shown in Listing 4.1. The
GraphEdge has five fields. One is the endpoint field, which is a pair of integer values.
These values specify the identifier numbers of the cube edges that a triangle edge’s
endpoints lie on. Figure 4.3 shows the identifier numbers of each cube edge. The
second is the next field, which is a link to the node containing the next half edge
of the triangle. Another field, the sibling field, is a link to the half edge’s sibling.
The traversed field is a flag that indicates if the triangle containing this half edge
has already been compressed. The onBorder field is a flag that indicates if the
GraphEdge is on a volume boundary.
c l a s s GraphEdge {
int endpo i nt [ 2 ] ;
GraphEdge ∗ next ;
GraphEdge ∗ s i b l i n g ;
bool t r a v e r s e d ;
bool onBorder ;
}
Listing 4.1: The GraphEdge node description
The CellGraph data structure is described next. It represents the isosurface
mesh within a cell as a list of pointers to GraphEdge instances. Each pointer to a
GraphEdge in the list is a pointer to the head node of a mesh component (described
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Figure 4.3: Each edge of a MC cell is assigned a unique number

by GraphEdges) in the cell. There can be multiple head nodes since a cell may contain
disconnected mesh components. The head GraphEdge node for each mesh component
is chosen according to rules described later in this section.
CCIMC’s isosurface compression within a cell consists of two main steps. The
first step is the construction of a CellGraph representation of each component of the
isosurface mesh in the cell. The second step is the generation of the compressed
representation of that mesh from its CellGraph. These two steps are described next.
The construction of the CellGraph is facilitated using an augmented version
of the MC’s LUT. The lookup table used here is organized as a list of 3-tuples, where
each 3-tuple describes one of the case triangles in terms of the vertex locations of
the triangle on 3 cube edges (using the edge identifiers from Figure 4.3). Also, the
triangles in the cell may not all belong to a single connected triangle mesh (i.e., may
not all be connected). A group of triangles that are part of a connected triangle mesh
(or a single standalone triangle) is called a triangle group. A cell may contain multiple
triangle groups. The augmented LUT is used in identifying the cell’s triangle groups.
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The augmentation specifies, for each MC lookup table entry, the number of triangle
groups for cells of that case. The 3-tuples of each group are clustered together. This
group count and 3-tuple ordering provides CCIMC the necessary information during
edge traversal to know when CCIMC will need to construct a new CellGraph. Details
of how this augmentation is used are given later.
The GraphEdges making up the cell’s CellGraph are constructed using triangle
information in the CCIMC LUT. This construction is described next.
A GraphEdge is constructed for each half edge associated with a triangle.
It is initialized as follows. The endpoint field is set to the cube edge identifiers
found in the CCIMC LUT. The next field is set to the next GraphEdge (using
counterclockwise ordering) in the triangle. The onBorder field is set to true if the
edge is on the volume boundary. The GraphEdge that sibling points to is dependent
on where the edge is located within the cell, which requires special handling that is
described next.
Since each CellGraph only contains GraphEdges for triangles in its cell, GraphEdges
in other cells are unavailable. To allow CCIMC’s compressor to operate correctly
given this, a dummy GraphEdge is used for GraphEdge siblings in other CellGraphs.
This dummy GraphEdge is constructed with its traversed value set to true and
its next value set to a null pointer (to identify it as a dummy GraphEdge). Any
GraphEdge with a sibling outside of its cell sets its sibling field to point to this
dummy GraphEdge.
An edge on a face shared with a cell that has not been processed yet requires
a different dummy GraphEdge. This dummy GraphEdge is constructed by setting its
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Figure 4.4: Labels for cell faces

traversed value to false and setting its next value to a null pointer. Any GraphEdge
on a face shared with a cell that has not been processed yet sets its sibling field to
point to this dummy GraphEdge.
A GraphEdge of an edge internal to the cell (i.e., not found on a cell face) sets
its sibling value to point to a GraphEdge in the cell. The traversed value is used
later in compression to determine compression symbols emitted for other edges.
Each element in a CellGraph’s list of GraphEdge pointers is a pointer to a
GraphEdge with its own triangle group. Since a cell can contain between between
one and four triangle groups, there are up to four pointers in the list. The pointer
used for each triangle grouping is called the starting edge for that grouping. CCIMC’s
compressor must begin compression of a triangle group at a triangle group’s starting
edge to allow for the triangles to later be correctly decompressed. Additionally, the
order of starting edge pointers must be appropriate to allow correct decompression.
The determination of the starting edge in a triangle grouping and the correct ordering
of starting edges is described next.
The first edge to be visited in a triangle group is determined by inspecting the
triangles in the CCIMC LUT entry to determine if any edges are on the left, back,
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(a) Multiple starting edges on left face

(b) Multiple starting edges on back face

Figure 4.5: Multiple starting edges

or bottom cell faces, with respect to a viewer placed at an arbitrary point in front of
the volume and facing the volume. Figure 4.4 shows the locations of left, back, and
bottom faces. If an edge lies on the left face then it is the starting edge. If no such
edge exists, the edge on the bottom face is the starting face. If there are no edges on
the left or bottom faces, the edge on the back face is the starting edge. If no edges
lie on any of these faces, the starting edge is chosen arbitrarily.
The ordering of starting edge pointers is as follows. Starting edges on left faces
are placed first, followed by edges on bottom faces, and finally by edges on back faces.
If more than one starting edge is on a face, the first edge is chosen using the following
rules. If there are two starting edges on the left face, the one with an endpoint on the
top left edge (i.e., cube edge identifier number 10 in Figure 4.4) is chosen as the first
starting edge. For cases with two starting edges on the back face, the one with an
endpoint on the top back edge (i.e., having cube edge identifier number 1) is chosen as
the starting edge. There are no MC topologies with two starting edges on a bottom
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face that don’t also have an edge on either a left or back face, so there is no rule for
bottom faces. Figure 4.5 shows examples of cells with multiple starting edges on each
of the left and back faces. Figure 4.5(a) shows two triangles with edges on the left
face of the cell. The edge with endpoints at the top and back of the cell is chosen as
the first edge. Figure 4.5(b) show two triangles with edges on the back face of the
cell. The edge with endpoints on the top and left faces is chosen as the starting edge
in this example.
An illustrated example of the steps in CellGraph generation, including some
data structure initialization, is shown in Figure 4.6. The cell shown in the figure is
a rotated variant of MC’s base case C10 (which can be seen in Figure 2.3). There
are two groups of triangles in this case. The triangle mesh shown in the middle
of Steps 2 to 5 is a visual representation of the GraphEdges constructed through
that step. The bracketed text on the right side of each step shows the GraphEdges
constructed or modified in the step. In Step 1, a list of starting GraphEdge node
pointers representing the CellGraph (shown as startEdge) is initialized to an empty
list. In Step 2, the starting edge is chosen. It is the edge on the left face with an
endpoint on the top left edge. Three GraphEdge nodes, named E0, E1, and E2,
and associated with the edges labeled E0, E1, and E2, respectively, in the figure,
are constructed and their endpoint fields are initialized by this step. E0 is also
added to startEdge. The next fields of E0, E1, and E2 are set to the GraphEdge
representation of the next edge in the triangle (in counterclockwise order) and the
traversed fields are set to false. In Step 3, the GraphEdges for the second triangle
in the group are constructed and the endpoint fields are initialized. Also, the sibling
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Figure 4.6: Generating a CellGraph from an MC case
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values in the GraphEdges for E1 and for E3 are set to each other since they share
a triangle edge. In Steps 4 and 5, the same processing that was done in Steps 2 and
3 is done for the GraphEdges E6, E7, E8, E9, E10, and E11 found in the second
triangle grouping.
After a CellGraph has been generated, compression is performed. It involves
(1) adding symbols (from the previously described symbol grammar) to a symbol list
and (2) adding vertices from triangles in the cell to a vertex list. A symbol is added
when a triangle is compressed. Vertices are added to the vertex list in the order that
the triangles they lie on are compressed. The same symbol list and vertex list are
used in the compression of the isosurface mesh for all cells. Symbols and vertices are
added every time a triangle is compressed.
Compression occurs one triangle at a time by traversing GraphEdges associated with a triangle’s edges and evaluating fields from those GraphEdge nodes. The
evaluation of those fields indicate which symbol to emit for the triangle. A symbol
is added to the symbol list after it is emitted. A triangle is considered compressed
after its edges are traversed, the fields from the GraphEdges associated with triangle
edges are evaluated, and the emitted symbol is added to the list.
At least three GraphEdge nodes are traversed when compressing a triangle.
These three GraphEdge nodes represent the three edges of the triangle. The first
traversed GraphEdge node is the first edge. The second traversed GraphEdge node,
pointed to by the first edge’s next field, is the second edge. The third traversed
GraphEdge node, pointed to by the second edge’s next field, is the third edge. Siblings to these three edges may also be traversed to determine the appropriate symbol
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to emit. The process for determining which symbol to emit and which vertices to add
to the vertex list for specific combinations of GraphEdge values is described in the
following paragraphs.
A notation describing traversal of the CellGraph from a GraphEdge node
follows. The notation for traversing the sibling denotes the traversal of the sibling
of a GraphEdge (e.g., could be first edge). The notation for traversing the next
denotes the traversal of the GraphEdge pointed by the next field of a GraphEdge.
The NEW symbol is emitted when the first, second, and third edges and the
siblings of those edges all have their traversed field set to false. This combination
of values indicates that the triangle does not have any edges shared with any other
triangle that has been compressed. The three vertices of the triangle are added to
the vertex list.
The ADD and ADD EXISTING symbols are emitted when the sibling of
the first edge of a triangle has its traversed field set to true and the siblings of the
second edge and third edge have their traversed fields set to false. The determination of whether to emit ADD or ADD EXISTING is made by examining other
GraphEdge fields. Two GraphEdge nodes are inspected to indicate an ADD EXISTING symbol should be emitted. The first GraphEdge node to inspect is located
at second edge.sibling.next.next.sibling. If the GraphEdge node at that location exists and its traversed field is set to true, then an ADD EXISTING is emitted.
If that field is not true, then the GraphEdge node at third edge.sibling.next.sibling is
inspected. If the GraphEdge node at that location exists and its traversed field is
set to true, then an ADD EXISTING is emitted. If an ADD EXISTING is not
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(a) ADD EXISTING symbol scenario 1

(b) ADD EXISTING symbol scenario 2

(c) ADD symbol scenario

Figure 4.7: Compressing when a vertex should be added to an edge

emitted, an ADD is emitted and the vertex to define the triangle is added to the
vertex list.
Examples of the possible combinations of GraphEdge values for ADD and
ADD EXISTING are shown in Figure 4.7. The ADD EXISTING scenarios are
shown in Figures 4.7(a) and 4.7(b). The shared edge from a previously compressed
triangle is shown in green. Half edges are indicated by dashed directed lines parallel
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Figure 4.8: Merge symbol scenarios

to the triangle edges. Half edges in triangles that aren’t included in the combination
of GraphEdge values are not shown. Triangles that have been previously compressed
or have GraphEdges that are being inspected are labeled 1, 2, 3, and 4, although
the numbering does not indicate any particular ordering. Triangles 1, 2, and 3 have
been previously compressed and their vertices were previously added to the vertex
list. Inspection of CellGraph values finds that the combination forADD EXISTING
occurs. Figure 4.7(c) shows the combination for an ADD. The vertex (labeled Free
vertex) shown is not part of any previously compressed triangle and is added to the
vertex list when the ADD is emitted.
The MERGE FRONT or MERGE BACK symbols are emitted when
the siblings of two of a triangle’s GraphEdges have a visited value of true. If the
GraphEdges at first edge.sibling and second edge.sibling have traversed values of
true, MERGE FRONT is emitted. If the GraphEdges at first edge.sibling and
third edge.sibling have traversed values of true, MERGE BACK is emitted.
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Scenarios for MERGE FRONT and MERGE BACK symbols are shown
in Figure 4.8. The triangles shown in light gray have not yet been compressed. The
triangles in blue have been compressed. The triangles used to describe these scenarios
are labeled 1, 2, 3, and 4. Triangles 1, 2, and 3 have already been compressed. Half
edges within the triangles are shown as dashed directed lines. Only the half edges
necessary to describe these scenarios are shown. The figure depicts the time half
edges of Triangle 4 are being evaluated to determine which symbol should be emitted.
In Figure 4.8(a), the siblings of the first edge and second edge of Triangle 4 are in
triangles that have previously been compressed, so the siblings have been traversed.
In this scenario, a MERGE FRONT is emitted. In Figure 4.8(b), the siblings of
the first edge and third edge are in triangles that have previously been compressed,
so the siblings have been traversed. In this scenario, a MERGE BACK is emitted.
After a triangle has been compressed, the GraphEdge nodes of the siblings of
the second edge and the third edge of the triangle are added to a queue (in that order),
if the siblings exist. Also, the first edge, second edge, and third edge traversed fields
are set to true. Compression continues by reading the next available GraphEdge node
in the queue and compressing the triangle associated with that GraphEdge node. If
no GraphEdge nodes are available in the queue, the next unread GraphEdge node
in the CellGraph’s starting edge list is visited. If no such GraphEdge nodes exist,
the traversal of the CellGraph is complete and all triangles in the cell have been
compressed.
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Symbol
NEW
ADD
ADD EXISTING
MERGE FRONT
MERGE BACK

Code
0100
1
0101
00
011

Bit Length
4
1
4
2
3

Table 4.1: The Huffman coded symbols and bit lengths used to encode a compressed
symbol stream

4.2.3

Encoding of compressed data
This section describes the encoding of the compression symbol and vertex lists.

These two lists are the ones generated in CCIMC, as described in Section 4.2.2, with
the encoding applied as each symbol and vertex is added to its respective list.
The compression symbol list is encoded using Huffman coding based on an
empirical study on 12 datasets, using 50 isovalues per dataset. Specifically, a histogram of the symbol frequencies was generated from these and used to generate the
Huffman coding. ADD symbol occured with the highest frequency, thus it was assigned a code with 1 bit. ADD EXISTING and NEW symbols occurred with the
lowest frequency, thus they were assigned codes with 4 bits. The symbols and their
accompanying codes are shown in Table 4.1.
The CCIMC approach also losslessly compressed the vertex data which reduces
the vertex storage below the 96 bits required by the standard storage of them as 3tuples of 32-bit floating-point numbers. This lossless compression uses a number of
bits that is a function of the size of the volume. The lossless compression is described
next.
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vertex-map
0
1
2

Floating-point
x
y
z

Integer 1
y
x
x

Integer 2
z
z
y

Table 4.2: Decoding compact vertices based on edge type

Isosurface mesh vertices in MC are located on grid edges in the volume, which
ensures that two of each vertex’s three coordinates can be represented as integers (in
each of those grid coordinates). Further, the number of bits necessary to store the
integer values is β bits, where β = max(log2 (vx ), log2 (vy ), log2 (vz )), max is a function
returning the maximum of the three input values, and vx , vy , and vz are the sizes
of the volume in the x, y and z dimensions, respectively. Therefore, CCIMC stores
vertices as two integers of size β bits and one float. Also, CCIMC stores a vertex-map
value. The vertex-map value is used to determine which numerical entries of the
tuple map to which of the x, y, and z values of a vertex coordinate. Table 4.2 shows
the possible vertex-map values and the mapping of the tuple elements to the (x, y, z)
values of the vertex.

4.2.4

Storing Compressed MC Cases
CCIMC can be made faster by pre-processing the compressed representation

of the isosurface for each case of the MC lookup table and storing those representations in another lookup table. Since compression occurs cell-by-cell, the compressed
representation of each MC LUT case can be computed once and stored. The com-
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pressed isosurface can then be generated using a table lookup, avoiding the use of a
CellGraph for each cell. This new lookup table is the compression table.
The compression table is populated in a pre-processing step using a CellGraph
per MC LUT entry, in the way described in Section 4.2.2. The compressed isosurface
mesh for each entry is stored in a table using the same index as that of the entry
in the MC LUT. The compressed isosurface mesh representation contains a list of
symbols and a list of cube edge number identifiers where vertices of the isosurface
mesh within the cell are located.
After the compression table has been populated, CCIMC uses it instead of the
MC LUT in generating the overall compressed isosurface mesh. For a given topological
case, the symbol list in the compression table entry for that case is appended to the
overall symbol list. Also, the vertices at the locations specified by the cube edge
identifier numbers at that entry are added to the vertex list.

4.3

Decompression
The decompressor reconstructs a compressed isosurface mesh by first decoding

two data streams: 1) an encoded symbol stream and 2) an encoded vertex stream. It
then processes the decoded symbols. The decoded vertices and already decompressed
parts of the isosurface mesh are also used. This section describes the decompression
and other details of how an isosurface mesh is reconstructed.
The decompressor developed in this dissertation research differs from other
decompressors for single-rate, edge traversal compression in the order that edges are
processed. In prior edge traversal decompressors, the edges are processed in the same
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order that they are generated. Since CCIMC compresses an isosurface mesh in a
cell independent of other cells, possibly asynchronously on different threads, the edge
ordering in the compressed representation may not be in MC cell traversal order.
The decompressor used here employs a novel data structure called an edge queue
for handling the processing of edges out of order from when they were compressed.
If the decompressor processes edges in the order they were compressed, the decompressor will fail to correctly decompress the isosurface mesh since some edges will be
assigned to incorrect triangles as triangles are decompressed. The edge queue, which
is described in Section 4.3.1, maintains an ordering for edges that ensures that the
decompressor processes edges in an order that ensures the decompressor assigns each
edge to the correct triangle.

4.3.1

Decompressing Isosurface Meshes
This section describes the symbol and vertex decoding.
During compression, the symbols were encoded using Huffman codes. They

are recovered by the decoder using the Huffman codes. Decoding them effectively
involves applying the encoding process in reverse. Symbols are decoded in chunks
up to 16 bits in size. Due to the variable size of Huffman coded symbols, given a
maximum size of 16 bits, between 13 and 16 bits of symbols fit into that maximum
size. The symbol decoding processes the symbol stream in chunks between 13 and 16
bits in size. The process first decodes the Huffman coded symbols in the word and
adds them to a list of symbols. The decoded bits are then removed from the stream
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and the next chunk is decoded. This continues until all bits in the data stream have
been processed.
A table is used in decoding the symbols from the data stream. A 65,536 entry
table is used that contains mappings from every possible 16 bit value to a list of
decoded symbols. Although each entry has up to 16 bits of encoded symbols, some
entries contain as few as 13 bits that map to a symbol list. Each entry contains 1) a
mapping from the index of the entry to the symbols encoded in the word and 2) the
number of bits used in the decoding for that word. The table speeds up decoding by
providing a lookup for decoded symbols and the number of bits to remove from the
stream at each iteration of the symbol stream decoding.
The vertex data was encoded as described in Section 4.2.3. Decoding them
involves applying the encoding process in reverse. Specifically, vertices are decoded by
mapping an encoded tuple to a vertex value. The encoded tuple contains a floatingpoint value, two β-bit integers, and an 8 bit vertex-map value (shown in Table 4.2).
As each vertex is decoded, it is added to a decoded vertex list.
After the symbols and vertices are decoded, decompression continues by processing the symbols in the decoded symbol list. An algorithm for the decompressor
is shown in Algorithm 1. For each symbol read, the decompressor generates a new
triangle and adds it to a decompressed isosurface mesh. The decompressor generates
between 1 and 3 edges for each decompressed triangle. Decompressed triangle edges
are used in processing all symbols except for NEW, so the edges must be stored until
needed by the decompressor. These edges are stored in an edge queue (described in
the next paragraph) after being generated by the decompressor. Triangles are gen76

Algorithm 1 Decompression of an isosurface mesh from compressed data stream
procedure DecompressMesh(symbolList, vertexList, triangleMesh)
for Each symbol in symbolList do
if symbol = NEW then
vertices[3] ← Next three vertices f rom vertex list
triangle = newT riangle(vertices)
end if
if symbol = ADD then
edge ← Next edge in edge queue
vertex ← Next vertex in vertex list
triangle ← newT riangle(edge, vertex)
end if
if symbol = ADD EXIST ING then
edge ← Next element in edge queue
vertexIndex ← Next element in edge queue
vertexCopy ← vertexT able[vertexIndex]
edge2 ← newEdge(vertex, edge.endpoints[1])
edge3 ← newEdge(edge.endpoints[0], vertexCopy)
triangle ← newT riangle(edge, vertex)
end if
if symbol = MERGE F RONT then
edge ← Next element in edge queue
triangle ← newT riangle(edge, edge.next.endpoint[1])
end if
if symbol = MERGE BACK then
edge ← Next element in edge queue
triangle ← newT riangle(edge, edge.previous.endpoint[0])
end if
Add triangle to decompressed mesh
end for
end procedure
erated using symbols, vertices read the from vertex list, edges read from the edge
queue, and any available decompressed isosurface mesh data. Whenever a symbol,
vertex, or edge is read, it is removed from its data structure.
Generated edges are not necessarily processed in the order they are generated.
Our processing thus uses a novel edge queue that orders edges as they are added to
the queue at the location expected by the decompressor. A priority is assigned to
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each edge and the priority is used to place the edge in the correct location in the
queue. The edge queue is similar to a priority queue, but does not use a heap. The
working set for edges is small so edges are placed in the queue using a linear search
rather than using a heap, since the heap was observed to be slower, although testing
was not performed with larger working sets to determine whether a heap-based queue
could provide better performance.
A priority for an edge is determined by the cell face it lies on. An edge on the
right, back, or top face is assigned a priority label of P-X, P-Y, or P-Z, respectively.
An edge that does not lie on a cell face is assigned a priority of P-I. If an edge is on
any other face it is not assigned a priority because it has been assigned a priority in
a previously processed cell. The ordering of priorities, from highest to lowest, is P-I,
P-X, P-Y, and P-Z.
c l a s s DecompressedEdge {
EdgeVertex endPo i nt s [ 2 ] ;
EdgePriority p r i o r i t y .
DecompressedEdge ∗ next ;
DecompressedEdge ∗ p r e v i o u s ;
}
Listing 4.2: HalfEdge data type
The data structure for edges is shown in Listing 4.2. The endPoints field uses
the edge identifier numbers from Figure 4.3 and is used to determine the cell face an
edge lies on. The next and previous pointers refer to previously generated edges that
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share vertices with the edge. The priority field stores the priority assigned to the
edge.
The decompressor’s generation of triangles for each symbol is described next.
When NEW is read, the decompressor generates a triangle from the next three
vertices read from the vertex list. Three new triangle edges are generated.
When ADD is read, the decompressor generates a triangle from the next edge
read and the next vertex read. The triangle’s vertices are located on the edge and
the vertex. Two new triangle edges are generated.
When ADD EXISTING is read, the decompressor generates a triangle from
the next edge read and a vertex stored in the decompressed isosurface mesh. The
vertex is located using an index value read from the next element in the symbol
list. The index references the vertex in a list of vertices stored for the decompressed
isosurface mesh. Two new triangle edges are generated.
When MERGE FRONT or MERGE BACK is read, the decompressor generates a triangle from the next edge read and an edge referred to by the read edge.
MERGE FRONT uses the edge read from the edge queue and the edge referred to by
that edge’s next field. MERGE BACK uses the edge read from the edge queue and
the edge referred to by that edge’s previous field. One edge is generated.
A special case can occur for MERGE FRONT and MERGE BACK. The edge
that would be generated may have been previously generated. In this case, the edge
should not be added because the triangle that would be generated from adding the
edge already exists. Figure 4.9 illustrates the normal case and the special case. In
Figure 4.9(a), the edge generated by a MERGE FRONT is shared by a triangle that
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(b) Third edge shared by decompressed triangle

(a) Third edge not shared with any decompressed triangle

Figure 4.9: Merge operations may have third edge defined by previous decompression
operation

has not been decompressed yet, as shown by the dotted lines. In Figure 4.9(b), all
edges are shared by decompressed triangles (decompressed triangles are shown in solid
colors), so no edge is generated.
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4.4

Parallel CCIMC
This section identifies a bottleneck in MC on cluster computers and describes

how CCIMC reduces the bottleneck.
The state of the art approaches for MC on cluster computers [4] [34] focus on
parallelizing MC by optimally balancing load. The load balancing schemes offered in
these prior approaches achieve almost linear speedups of the computation component
of the parallel processing. However, as more processors are added, while computation
time decreases, the amount of data transferred between nodes increases and the communication component of the processing dominates the overall processing time. The
data transferred between nodes consists mostly of isosurface mesh data. Reducing
isosurface mesh data size could decrease this data transfer time and result in faster
MC on cluster computers.
Figure 4.10 plots computation and communication component times for MC
on the Comet cluster, which uses nodes with pairs of 2.50 GHz Xeon E5-2680v3
processors and 128 GB DDR4 DRAM, using Zhang and Newman’s [4] parallel isosurfacing performed on the prone dataset. The plots show that, as processors are
added, the computation time decreases and the communication time increases. The
increase in communication time is due to more isosurface mesh data being transmitted between processors. At 16 processors, the communication time becomes greater
than the computation time. The difference between computation and communication
times continues to increase with each added set of processors. At 64 processors, most
of the isosurfacing time is in the communication component.
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Figure 4.10: The computation and communication times of parallel MC

CCIMC can be used to reduce isosurfacing processing times over the state-ofthe-art Zhang and Newman [4] parallel isosurfacing on cluster computers by reducing
the amount of isosurface mesh data communication through compression. CCIMC is
well suited to reducing parallel MC times due to two of its features. First, CCIMC
does not introduce significant additional processing time in generating the compressed
isosurface mesh. Second, decompression is fast and does not introduce significant additional processing that could slow down CCIMC on parallel systems (when compared
to parallel MC without CCIMC).
Zhang and Newman’s [4] parallel isosurfacing (Parallel MC ) was used as the
basis for running CCIMC on cluster computers (Parallel CCIMC ). Parallel MC incorporates several acceleration techniques [24] [87], with a work allocation scheme using
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a blocklet decomposition of volume data and load balancing using work estimation.
The blocklets are axially-aligned 8 × 8 × 8 or 15 × 15 × 15 collections of neighboring
cells. Blocklets are the work units allocated to processors in a cluster computer. Load
balancing is performed by determining the most efficient allocation of blocklets based
on a per-blocklet work estimation. After blocklets are assigned, parts of the isosurface
are extracted on each processor. Parallel MC collects the isosurface produced on each
processor after each processor completes processing of their allocated blocklets.
Our Parallel CCIMC makes four changes to Parallel MC. First, CCIMC’s mesh
compressor is used to generate a compressed isosurface mesh for each blocklet in place
of the isosurface extracted on each processor in Parallel MC after blocklet allocation.
Second, blocklet sizes are fixed at 8 × 8 × 8. Third, the isosurface mesh vertex
locations are compressed by a blocklet-based lossless vertex compressor that provides
better compression than the vertex compressor described in Section 4.2. Fourth, a
decompression step is performed at the master node after the compressed isosurface
mesh is collected to enable viewing or storage of the uncompressed isosurface.
The blocklet decomposition in parallel CCIMC allows for a compressed isosurface within a blocklet to be processed and stored independently of compressed
isosurfaces in other blocklets. The compressed isosurface resulting from processing
a blocklet is stored in a compression block composed of symbols, vertices, and other
metadata (described later). The advantages of compression blocks are 1) blocklets
can be compressed independently of other blocklets, allowing processing in parallel,
and 2) compression blocks can be processed independently, allowing decompression
in parallel.
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Parallel CCIMC’s fixed blocklet size allows for its blocklet-based lossless vertex
compression to produce a more compact result than was described in Section 4.2.3.
This lossless vertex compression stores vertices using 40 bits. Vertices are compressed
by 1) encoding them as offsets from a reference point, R = (xr , yr , zr ), on the blocklet
and 2) encoding some offsets using 3 bits. R is the point in the blocklet with the
minimum (x, y, z) value for each of its x, y, and z components. Since the blocklet
size is fixed at 8 × 8 × 8, the maximum offset for a vertex from any of xr , yr , or zr is
8. Like the vertex encoding in Section 4.2.3, two of the component values of a vertex
are encoded as integer offsets and one component is encoded as a 32-bit floating point
offset. The integer offsets have a maximum value of 8 and are encoded using 3 bits.
The 2 bit edge type encoding specified in Table 4.2 is used in this vertex compression.
In Parallel CCIMC, the work estimation of Parallel MC is used to determine
assignment of blocklets to processors. After the blocklets have been assigned, Parallel
CCIMC compresses the isosurfaces within each blocklet. The assembly of compression
blocks from the compressed isosurface is described next.
After all blocklets on a processor have been processed, the processor builds a
compression block for each blocklet. A compression block contains the symbol and
vertex lists produced by Parallel CCIMC’s compressor. The metadata of a compression block includes the number of symbols, vertices, and triangles contained in
the blocklet and the blocklet’s reference point, R. Once all compression blocks on a
processor have been assembled, they are sent to the master processor.
After receiving the compression blocks from all processors, the master processor decompresses the isosurface mesh to an indexed triangle list representation. Since
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compression blocks allow for parallel decompression, a multithreaded decompressor
on the master node is used to decompress the blocks in parallel.
Vertices on a blocklet boundary are duplicated in the compression block for
blocklets adjacent to the boundary. Vertex duplication allows each compression block
to be processed independently, so that no compression block relies on data from any
other compression block. We note that the compressed isosurface described in Section 4.2 does not repeat vertices either, but it cannot be used in a parallel decompressor because its compressed isosurface must be processed serially. However, Parallel
CCIMC allows much faster decompression since the isosurface is decompressed in
parallel. While vertex duplication in Parallel CCIMC slightly increases the amount
of data communication, the increases in isosurfacing speed due to parallelization outweigh this drawback.

4.5

Conclusion
In this chapter, a new isosurfacing scheme known as Cell-By-Cell Isosurface

Mesh Compression (CCIMC )was described. The scheme generates a compressed
representation of a Marching Cubes isosurface by compressing an isosurface in a
volume one cell at a time. It includes a lossless compression for isosurface mesh
vertices. The decompressor includes a novel edge queue that allows for processing
edges out of the order that the decompressor generates them.
Parallelization of CCIMC is possible and was also discussed. Parallel CCIMC
uses the previous state of the art Parallel MC as the basis of its parallel isosurfacing.
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Vertex storage size is further reduced over Parallel MC and standard CCIMC using
a blocklet-based vertex compression.
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CHAPTER 5

VIEW-DEPENDENT RANDOM ACCESS DECOMPRESSION OF
ISOSURFACE MESHES

This chapter presents the method developed in the dissertation research to
accelerate decompression of a compressed isosurface mesh by decoding only portions
of the mesh that are visible to the viewer. The method is called view-dependent
isosurface decompression and uses a multi-pass algorithm to iteratively determine
which segments of the mesh to process based on viewing parameters within the volume
space. While many previous mesh decompression methods require the mesh data to
be sequentially accessed (and the complete mesh to be available), this view-dependent
decompression method incorporates random-accessibility to compressed mesh data.
(Also, it allows decompression of only visible segments of the mesh). Random access
to compressed mesh data here means that processing of that data may begin at
multiple locations in the compressed mesh data (i.e., not only at the beginning of the
compressed mesh data). Decompression that uses random access is referred to as a
random-access decompression method.
In Chapter 7 of the dissertation, tests of this method, including experiments
that determine its decompression times and triangle counts, are reported. Compar-

87

isons of it with complete decompression of all isosurface mesh data are also reported
there.
This chapter is organized as follows. Section 5.1 defines key terms used in
this chapter. Section 5.2 provides some details of the concept of random-access decompression, especially random-access view-dependent decompression. Section 5.3
describes the view-dependent isosurface mesh decompression method developed for
the dissertation research. Section 5.3.2 describes ways to perform the CPU triangle
rasterization required by this method. Section 5.4 describes an approach for using
parallel processing with this method. Section 5.5 provides concluding remarks for the
chapter.

5.1

Terminology
Here we define several terms used throughout the discussion of view-dependent

isosurface decompression.

A screen space is a two-dimensional coordinate space

bounded by the pixel dimensions of a computer display. A model transformation
is a transformation matrix mapping an object from its local coordinate system to
a position in world space. A view transformation is a transformation matrix used
to map vertex coordinates to a frame specified by user viewing parameters. It is a
composite of a view rotation and view translation matrix. A view volume is a cuboid
region used to determine the geometry that is displayed to the viewer.
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5.2

Random-Access Decompression
The earliest mesh compression methods used monolithic approaches for decom-

pressing meshes, meaning the entire compressed mesh data was decompressed. Examples of these methods include those by Gumhold and Strasser [57], Rossignac [58], and
Touma and Gotsman [59]. In monolithic approaches, the decompression of mesh geometry is performed by processing mesh primitives (e.g., triangles) in the same order
they were compressed. Monolithic methods require decompression of all compressed
mesh data even if only a subset of the mesh is to be rendered.
More recently, random-access approaches for decompressing meshes have been
introduced. Methods using random-access decompression approaches include those
by Courbet and Hudelot [72], Choe et al. [88], and Yoon and Lindstrom [70]. Randomaccess decompression methods are able to decompress a set of bounded mesh regions
instead of the full mesh. Bounded mesh regions are partitions of the full mesh that
are defined by and contained inside a boundary. Here, a boundary means a set of
triangle edges enclosing a region of a mesh. Unlike monolithic approaches, randomaccess methods allow for processing to begin in a bounded mesh region independent
of if processing has begun or completed in any other bounded mesh regions.
Random-access decompression is useful for certain use cases. For example,
random-access decompression can be useful for real-time high quality rendering applications, such as video games and virtual reality. Such rendering applications often
use highly detailed 3D models that can require more memory (even when compressed)
than is available in main memory, which is difficult to render in real time due to the
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computational challenges of processing large amounts of data. Random-access decompression supports decompressing only visible portions of a mesh, thus requiring
less memory for the uncompressed (i.e., visible) mesh.
Concepts similar to random-access decompression have been used in other data
domains besides meshes. For example, random-access mesh decompression has some
similarities with MPEG format video decompression [89]. The MPEG format encodes
(and compresses) video as groups of video frames, with each group beginning with
an I-frame followed by some number of P-frames. An I-frame contains a complete
image. A P-frame contains the changes in color values from the frame immediately
preceding it. This grouping of an I-frame followed by P-frames means the I-frame
can be used as an entry point for viewing a subsequence of an MPEG-encoded video.
Prior to the development of the random-access mesh decompression methods
mentioned earlier in this section in 2007 to 2010, mesh decompression could only be
performed serially (i.e., on a single processor) because existing monolithic decompression algorithms can not be easily parallelized. Monolithic mesh decompression
algorithms require decompression to begin from a single entry point (at the beginning of the compression stream) and must proceed sequentially from that point. As a
result, a triangle can not be decompressed until all prior triangles in the stream have
been decompressed, so parallelization of work (for example, using parallel threads)
is not possible. Thus, if a mesh is to be rendered, a full decompression must be
performed even if only part of the mesh will be visible.
The block-based isosurface compression method introduced in Chapter 4 can
support a random-access approach to decompression. That block-based method in90

corporates a scheme that partitions a volume into blocks of 8 × 8 × 8 data values
(as described in Section 4.4). The block-based compression treats blocks as subvolumes, each containing an isosurface mesh extracted and compressed separately from
the isosurface mesh components in other subvolumes. The blocks produced by the
block-based compression can be decompressed in any order since each block is not
dependent on data contained in other blocks. As each block is decompressed, its
decompressed triangles are added to an isosurface triangle mesh. A description of full
decompression of the isosurface mesh was presented in Chapter 4.

5.3

View-dependent Decompression
A compressed isosurface mesh with fully opaque triangles likely contains mesh

regions occluded from the viewer by other regions. A random-access decompression
approach allows bypassing the decompression of these occluded regions, which has
the potential to reduce decompression time, possibly by a great amount if a large
percentage of the isosurface is occluded. We describe here our view-dependent blockbased decompression method that identifies the regions of the isosurface mesh visible
to the viewer and decompresses a much smaller number of blocks than decompression
of the full isosurface mesh.
The number of occluded cells containing occluded parts of the isosurface can be
large. Figure 5.1 shows an example of a cross section of a three-dimensional volume.
Isocontours are displayed as red lines. The cells containing visible and non-visible (i.e.,
occluded) isocontours (with respect to the image plane) are highlighted in the figure,
with dark green cells containing visible isocontours and light green cells containing
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Figure 5.1: 2D cross section of isosurface visible to the viewer

occluded isocontours. Twenty-four cells contain an isocontour segment, but only
fourteen contain visible segments. In this example, a view-dependent decompression
could avoid decompressing almost half of the cells containing isocontours.
An overview of the view-dependent decompression method developed in the
dissertation research is provided here. The method consists of two phases. The
first phase performs initialization which includes setup of supporting data structures
(more details of this part of initialization are described in subsequent paragraphs) and
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a search for an initial collection of visible blocks closest to the viewer. The second
phase performs a multi-pass view-dependent decompression using the collection of
visible blocks from the first phase. The details of the multi-pass phase are described
in a later section.
The inputs to the method are a compressed isosurface mesh, the size of the
output image to be rendered, the viewpoint, the view orientation (defined in Section 5.3.1), and the field of view within the world space of the 3D scene. The view
orientation relates to the viewer location in the scene and the visibility of the isosurface to the viewer. Different combinations of viewpoint, view orientation, and field of
view can produce different amounts of occlusion of the isosurface mesh. Viewpoints
that result in a large amount of occluded isosurface mesh allow for faster decompression since much of the mesh is never decompressed. Similarly, a “zoomed-in”
viewpoint also allows fast decompression if the viewable area is smaller.

5.3.1

View-dependent initialization phase
The method uses two coordinate spaces in the initialization phase. We describe

these coordinate spaces and a mapping between them here. The first space is world
space, which is the Cartesian coordinate space used for the isosurface mesh. The
second space is block volume space, which is the coordinate space of blocks. It is used
to locate blocks on a block grid. A block’s location in block volume space is calculated
from the block’s origin in world space. Block origins are mapped from world space to
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block volume space using:

f (x, y, z) = (⌊x/(bx − 1)⌋ , ⌊y/(by − 1)⌋ , ⌊z/(bz − 1)⌋),

(5.1)

where (bx , by , bz ) are the block dimensions and (x, y, z) is the origin of the block in
world space. For the view-dependent decompression described in this dissertation,
(bx , by , bz ) = (8, 8, 8) since the block size is fixed by the compression method. While
the method described in this dissertation uses a fixed block size of (8, 8, 8), mappings to other block volume space with different block sizes could be performed using
Equation 5.1.
We describe the four-step initialization phase next. In the first step, the initialization transforms all block origin coordinates from world space to block volume
space using Equation 5.1. In the next step, centroids of each block are computed
in world space and transformed to block volume space. The world space centroids
and block volume space centroids are stored for later use (i.e., in the fourth step). A
two-dimensional grid of pixel values with the desired dimensions of the output image is also constructed in the step. This grid is the image buffer. In the third step,
a two-dimensional grid of binary values with the same size as the output image is
constructed and initialized to zero at all locations. This grid is the occlusion buffer,
which records which pixel values in the image buffer have changed during decompression. In the fourth step, an initial collection of visible blocks (i.e., blocks containing
non-occluded triangles) is assembled.
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Assembling the initial collection of visible blocks consists of multiple sub-steps,
which are described next. First, the distance between the centroid of each block and
the image plane is calculated and stored, as it will be used in later processing. Next,
the block centroids (that were previously stored) are projected from their locations
in world space to the image plane. Projected centroids with locations within the
bounds of the image buffer are considered to be on screen, thus are called on screen
block centroids (OSBCs). Each world space block centroid C is projected using a
4 × 4 projection transformation matrix P and a 4 × 4 view transformation matrix
V that both operate in world space. The definitions for P and V are presented in
Section 5.3.2. The projection made with P and V transforms each block centroid to
a OSBC via a two part process. The first part uses the formula:

Ch = P V C,

(5.2)

where C is a block centroid (xc , yc , zc ) and Ch is the homogeneous coordinate,
(xh , yh , zh , h), of the projected centroid. The second part transforms each Ch into
OSBC coordinate form (xs , ys ) using the formula:

(xs , ys ) = (

xh yh
, ).
h h

(5.3)

Any projected centroids outside of the bounds of the image buffer are not OSBCs
and are not considered in further processing.
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For each block with a centroid inside the bounds of the image buffer, a tuple
is associated with the block. The tuple consists of a pointer to the block data, its
OSBC, and the distance from the block centroid to the image plane. The tuples are
stored in a list and used in later processing for identifying additional visible blocks.
A grid of regularly sized quadrilaterals (quads) is overlaid on the image plane
for the purpose of organizing OSBCs into quad lists. The details of this grid’s sizing
are described later in this section. A quad list is created for each quad. For each
OSBC within a quad, the tuple associated with that OSBC is added to the quad list
associated with the quad. The tuples in each quad list are sorted by distance to the
image plane, from smallest to largest.
Finally, the visible block collection is assembled from the quad lists, as follows.
First, the first tuple in each quad list is selected. For each each list, the selected tuple
contains the block centroid with the smallest distance to the image plane for the quad,
among those projecting into that quad. The block pointers in each of these selected
tuples is then added to the visible block list. The visible block list is used in the next
phase of decompression and is described in Section 5.3.2.

Grid sizing Determination
Next, the determination of grid sizing is described. The determination uses the
concepts of viewer location and view orientation. The view orientation (denoted as
theta) is a viewing parameter that corresponds to an angle about one of the principal
axes. It is defined using the location of the viewer, U = (xu , yu , zu ), in the 3D scene.
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The viewer is restricted to locations on one of the x − z, y − z, or x − y planes. The
mathematical formulation for view orientation is shown later in this section.
The regular quad grid pattern overlaid on the image plane helps with identifying visible blocks. The sizing of the quad grid must be set to ensure adjacent visible
blocks are correctly identified as being visible. The grid sizing is determined using
the minimum possible distance on the image plane between projected block centroids
from any two adjacent blocks. (The location of the blocks does not affect minimum
distance.) The process for calculating the view orientation and minimum distance
and how that distance is then used in determining the grid sizing follows.
The minimum distance between projected centroids from adjacent blocks is
found using the view orientation and the locations of block centroids. The view
orientation, theta, is calculated using U and an inverse tangent. Since at least one of
(xu , yu , zu ) must be zero due to viewer restriction, theta is computed using the inverse
tangent with the two non-zero values. Table 5.1 displays the formulae for computing
theta. The plane the viewer is located on is in the left column and the inverse tangent
calculation for theta is in the right column. The inverse tangent calculation is made
so that theta is measured from the x principal axis for the first two rows and the z
principal axis for the third. For example, for a viewer located on the x − z plane at
(xu , 0, zu ), theta would be tan−1 (zu /xu ), and when zu = 0, theta would be 0.
The calculation of the overlaid quad grid sizing using OSBCs is explained
next. The calculation is illustrated using a right triangle that is overlaid on the
image plane with the hypotenuse endpoints coincident with OSBCs of two selected
adjacent blocks. The third vertex of the triangle is located at the intersection of two
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Viewer Location
x-z
x-y
y-z

theta
tan (zu /xu )
tan−1 (yu /xu )
tan−1 (yu /zu )
−1

Table 5.1: Calculation view orientation based on viewer location

perpendicular lines. One of these lines has a direction equal to the view direction
and that line intersects one of the OSBCs. The other line intersects the other OSBC
and is perpendicular to the line in the view direction. The triangle hypotenuse is
length lc and the other two triangle edges have lengths la and lb . Here, la = lc cos(θ)
and lb = lc sin(θ), where θ denotes the view orientation theta. The length of the
minimum of la and lb , which is denoted lmin , is used in the calculation of grid sizing.
When the viewer is located on the x − z plane, the overlaid quad grid’s horizontal cell size is lmin and the overlaid quad grid’s vertical cell size is identical to the
side length of the blocks (the side length in this dissertation is always 8). When the
viewer is located on the x − y plane, the overlaid grid’s vertical cell size is lmin and
the overlaid grid’s horizontal cell size is identical to a block’s side length. When the
viewer is located on the y − z plane, the overlaid grid’s horizontal and vertical cell
size are identical to the block’s side length.
Figure 5.2 illustrates the overlaid grid’s cell size calculation. In the figure, a
cross section of a volume is shown as a grid of squares, where each square is a block.
The dots indicate block centroids. The arrows indicate where the OSBCs project to
on the image plane. Here, the viewer is located at (600, 0, 1039.23) (not shown) in
the same coordinate space as the volume and theta is 60◦ . The blocks shown are in
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Image Plane

Figure 5.2: Grid sizing is calculated based on the view angle

the bottom-most y-axial slice of the volume. A right triangle is shown overlaid on
the cross section with edges of lengths la , lb , and lc . As described earlier, the edges
with lengths la and lb are perpendicular. Here, lmin is equal to lb , and the horizontal
grid spacing has been set to that distance. The image plane is shown in only one
dimension and the tick marks on the image plane indicate the horizontal grid line
locations of the overlaid quad grid.

5.3.2

Multi-pass view-dependent decompression phase
The second phase of view-dependent decompression begins after a collection of

visible blocks has been identified. This phase consists of multiple passes through the
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Figure 5.3: Multi-pass phase steps, view-dependent decompression

compressed data. Passes end when all of the visible parts of the isosurface have been
decompressed. Each pass consists of first decompressing the part of the isosurface in
the list of visible blocks, then rasterizing the part of the isosurface decompressed in
the pass, and finally assembling a collection of visible blocks for the next pass. The
multi-pass phase is summarized in Figure 5.3. Details for a single pass are described
next.
The decompressing acts on the visible blocks identified in the most recent pass.
For the first pass, the blocks that are decompressed are those identified during initial-
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ization. The block decompression is done using the isosurface mesh decompression
described in Chapter 4. As triangles are decompressed, they are stored in a triangle
mesh data structure that is updated during every pass of the decompressor.
The rasterizing involves rasterization of the triangle mesh decompressed during
the pass to the occlusion buffer. The occlusion buffer is not cleared between passes
to maintain occlusion information for all passes. In addition to the updates to the
occlusion buffer by the rasterization, the metadata (for each pixel in the occlusion
buffer that has been updated) is stored in an auxiliary data structure. This metadata
contains (1) an index used to reference the block containing the triangle that rasterized
to the pixel, and (2) the distance from the block centroid to image plane. In the case
that multiple triangles rasterize to a pixel, only the block whose centroid is the most
distant is stored. Pixels in the occclusion buffer are set using the rasterization scheme
described next.

Triangle Rasterization on the CPU
This section describes the details of how the view dependent decompression
does triangle rasterization. The triangle rasterization is used to set pixels in the
occlusion buffer during each pass of the decompressor.
There are three physical mechanisms possible to rasterize the triangles in a 3D
mesh. One is to use graphical processing unit (GPU) hardware that is programmed
using a graphics library, such as OpenGL or DirectX. Another is to use this same GPU
hardware but by programming it using a general purpose GPU (GPGPU) library, such
as CUDA or OpenCL. These uses of the GPU are examples of hardware rasterization.
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Another mechanism is to use a rasterizer that executes solely on a computer’s CPU,
which is commonly referred to as software rasterization.
While hardware rasterization almost always is faster than software rasterization, hardware rasterization requires a transfer of the triangle mesh between CPU
memory and GPU memory before rasterization can occcur. The view-dependent decompression in this dissertation generates triangle mesh data that must be rasterized
at each pass of the method. The frequency of these data transfers makes the use of
hardware rasterization impractical because the transfer overhead introduces a performance bottleneck. A software rasterizer keeps all triangle mesh data in the CPU’s
main memory, avoiding transfers. Although the rasterization operations in software
are slower than hardware, the view-dependent decompression is faster using software
rasterization due to avoiding transfers.
Our software rasterizer has two primary components, aimed at fast rasterization. The first component involves projection to screen space. The second one
rasterizes triangles to the occlusion buffer. The components are described in detail
next.

Projection Component
The projection component projects world space triangle vertex coordinates to
screen space as follows. Vertices are first reformatted as homogeneous coordinates.
Then the standard matrix-vector transformation pipeline of graphics [91,92] is applied
to map these coordinates to screen space. This transformation pipeline uses a viewport transformation matrix S, the view transformation matrix V and the projection
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matrix P. Each coordinate vi is projected to screen space using the transformation

v̂i = SVPvi .

(5.4)

The resulting coordinate from the transformation in Equation 5.4 is vˆi = (x̂i , yˆi , zˆi ).
The screen space coordinate derived from v̂i is (x̂i , ŷi ). The transformation pipeline
is briefly described next.
The view transformation matrix, V , uses parameters for the viewer position,
U , the center, D, of the volumetric data set, and an up vector, ~u, specifying the view
pitch angle. ~u is often set to (0, 1, 0) but may be adjusted to provide different viewing
effects, similar to tilting a camera. From these parameters, the forward, f~, and
left, ~l, vectors of a view plane are found and used to build the view transformation.
Equations 5.5 and 5.6 show the formulas for computing the f~ and ~l vectors.

U−D
f~ =
||U − D||
~
~l = ~u × f .
||~u × f~||
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(5.5)
(5.6)

The view transformation matrix is shown in Equation 5.7:
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The projection matrix, P, uses parameters that specify the extents of the view
volume. These extents are rv ≤ x ≤ lv , bv ≤ y ≤ tv , and nv ≤ z ≤ fv . P [92] projects
the vertices into a view volume with extents in each direction of [−1, 1]. It is shown
in Equation 5.8:
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(5.8)

It should be noted that the z component of projected coordinates is used during
decompression in the viewer distance calculation.
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The viewport transformation matrix, S, transforms projected vertices to screen
space. S is defined using the same extents as P. It is shown in Equation 5.9:
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(5.9)

Occlusion Buffer Construction
The rasterization component rasterizes to the occlusion buffer as follows.
The occlusion buffer construction is based on the half space rasterization algorithm of Pineda [93]. The basis of Pineda’s algorithm is that, given a triangle plane, a
triangle edge lies on a line dividing the plane into two half spaces. An edge function,
E, is used to define the two half spaces. Pineda defines E as:

E(P ) = (Px − vsx ) ∗ (vey − vsy ) − (Py − vsy ) ∗ (vex − vsx ),

(5.10)

where P = (Px , Py , Pz ) is a point on the plane and vs and ve are endpoints of a
triangle edge. E is negative if P is in one half space, E is positive if P is inside the
other one, and E is zero if P is on the line containing the edge.
Pineda’s algorithm is used here to determine if a location on the occlusion
buffer should be set using the following steps. First, an edge function using Equation 5.10 is defined for each triangle edge. Next, an axis aligned bounding box around
the triangle is defined. Then, each location within the axis-aligned bounding box is
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Figure 5.4: Half spaces from the edge functions of a triangle and a point interior to
the triangle

evaluated using the three edge functions. If all edge functions evaluate to positive,
assuming counterclockwise ordering of each triangle’s edges, the location in the occlusion buffer is interior to the triangle and that location is set to black.
An illustration of the half spaces and a pixel P interior to a triangle with
vertices (va , vb , vc ) is shown in Figure 5.4. Half spaces in the figure are labeled with
respect to that triangle’s edge functions. The gray area in the figure is where all edge
functions evaluate positive; P is interior.
Values in the occlusion buffer are binary since only two values (one and zero)
are needed to evaluate if a block may contribute to unoccluded pixels in the image.
For the occlusion buffer, values set to one are called white pixels and values set to
zero are called black pixels. White pixels indicate where the isosurface has been
decompressed. Black pixels indicate where no isosurface has been decompressed. An
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(a) Occlusion buffer of bonsai tree
isosurface after initialization

(b) Isosurface of bonsai tree

Figure 5.5: Bonsai isosurface and occlusion buffer

example of an occlusion buffer after the initialization phase is completed for the bonsai
dataset is shown in Figure 5.5(a). The decompressed isosurface after the conclusion
of view-dependent decompression for the same scenario is shown in Figure 5.5(b).

Visible Block Assembly
The last (assembly) part of the phase involves assembling another collection
of visible blocks using a ray traversal approach. This phase is described next.
First, the occlusion buffer is searched to identify regions of one or more black
pixels. A strategy based on occlusion regions is used. Occlusion regions are regions
formed by partitioning the occlusion buffer with a regular grid pattern overlaid on
the buffer. The grid cell sizing is the same as that computed in the Grid Sizing
Determination explanation. If an occlusion region contains all white pixels, then
any other parts of the decompressed isosurface that would render to that region are
occluded. Thus, occlusion regions with all white pixels are not used when finding
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black pixels in later passes. If an occlusion region contains any black pixels it is
added to a list of incompletely occluded regions and will be used in later passes.
The occlusion regions are also used to identify the visible blocks to be used in
the next pass of decompression. Each occlusion region contains, at every pixel, stored
references (as array indices) to the blocks containing triangles that rasterized to that
pixel in the most recent pass. These stored references are updated every pass using
a ray traversal, which is described next.
A ray is originated from every black pixel on the image plane. Each ray has
a direction equal to the reverse of the view direction. The blocks decompressed in
the current pass that intersect these rays are determined and added to a list. For
each block in this list, the first non-decompressed block encountered along the ray
is selected as the next unoccluded block and placed in a set to be used in the next
decompression pass. Ray traversal is performed using a voxel traversal algorithm [90].
The traversal of a ray during a pass terminates when either (1) a non-decompressed
block is found, or (2) the traversal exits the block grid. If the traversal exits the block
grid, the pixel on the occlusion buffer corresponding to that ray is set to white, so
that the pixel is not considered in later passes. After all ray traversals are finished,
the blocks added to the set during the ray traversal are then added to the visible
block list.
The pass processing terminates when a pass finds no additional visible blocks.
At that point, decompression stops and the mesh produced by the decompressor is
returned for viewing or storage.
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Figure 5.6: Tile subdivision of the occlusion buffer

5.4

Parallel View-Dependent Decompression
This section describes a parallel processing approach to the view-dependent

decompression (from Section 5.3); the decompression consists of discrete tasks suitable
for parallelization. The approach described here is a multithreading approach and is
intended for use on multicore, non-distributed systems like the current generation of
desktop computers.
The three distinct tasks of the parallel decompression approach are: identifying
nearby visible blocks, decompressing those blocks, then rasterizing triangles to the
occlusion buffer. Each task must be completed before the next task may begin. The
parallel approach uses multiple passes of these three tasks in the same way as the serial
decompression. However, each task is executed in parallel in a data parallel mode
where the task’s data is distributed to multiple threads, which process independently.
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The visible block identification is identical to that described in Section 5.3.2
but is performed using multiple threads. The block identification task is data-parallel.
In it, the occlusion buffer is first subdivided into evenly-sized render tiles. Render
tiles are assigned to threads so that each thread receives the same number of tiles,
although if the number of tiles can not be evenly divided, some threads receive one
more tile than others do. The size of render tiles are calculated using the same
technique used to calculate the size and location of occlusion regions described in
Section 5.3. Render tiles are processed independently (since there is no overlap).
A flag associated with each tile is used during block identification to determine
if a render tile should be searched for black pixels. The flag is set as either active or
inactive. Active tiles are searched during a pass for black pixels. Inactive tiles are
no longer searched after they have been set as inactive. All render tiles are marked
active at initialization of the decompressor. This initialization only occurs once at
the beginning of decompression. A tile is set to inactive if no black pixels are found
when searching the tile during a pass.
Active render tiles are evenly divided among available threads, which balances
workload. This workload balancing is performed every pass and tiles may move
between threads during workload balancing. If the number of active tiles can not be
assigned evenly among the threads, some thread or threads receive one more tile than
others. The use of render tiles avoids unnecessarily processing parts of the occlusion
buffer without visible blocks.
Figure 5.6 illustrates how render tiles can reduce unnecessary processing in a
pass. The tiles in gray are inactive and are not processed in this or subsequent passes.
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The non-gray tiles are active with the lit pixels shown in green and unlit pixels shown
in black. Since almost half the pixels are in inactive tiles in this example, processing
of regions covered by those tiles will be avoided in subsequent passes and unnecessary
processing will be avoided.
Each thread generates a list of black pixels during the searching of its render
tiles for occluded pixels. Then, visible blocks are identified using this list using the
identification technique described in Section 5.3. A shared visible block list is used
by all threads as a global storage record of the visible blocks identified during a pass.
Visible blocks are added to the shared visible block list by each thread as they are
found. However, the list formation process prevents duplicate copies of visible blocks
to be stored in the list. Before a block is added, the list is searched for a copy of the
block. If a copy is found, the block is not added.
The second task in parallel view-dependent decompression is decompressing
the blocks identified by the first task. This task requires another distribution of
work to the threads (different from the distribution of the render tiles). Efficient
decompression of blocks requires distributing blocks in a way that evenly balances
distributing workload among available threads. The workload balancing for decompression is based on the number of triangles to decompress in blocks. As described in
Section 4.4, the metadata for each block contains the number of compressed triangles
contained in the block. The approach balances load by first summing the total number of compressed triangles for the blocks in the most recent list of visible blocks that
have not been decompressed. That number is then divided by the number of threads
in use. The result of that division is the blocks per thread. The most recent list of
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visible blocks are then distributed so that each thread is assigned approximately the
same number of blocks per thread. The assigned blocks are not necessarily contiguous. This distribution ensures that each thread will have roughly the same number
of triangles to decompress.
The third task in parallel view-dependent decompression is rasterizing triangles. The triangles are rasterized on the thread they were decompressed on–triangles
are not shifted to different threads. As each thread rasterizes, it updates the shared
occlusion buffer.

5.5

Summary
In this chapter, a method for accelerating decompression of compressed isosur-

faces, named view-dependent isosurface decompression, was described. The method
improves decompression speed by processing only subsets of the isosurface not occluded from the viewer. It is a multi-pass algorithm. A parallel processing approach
for the view-dependent decompression was also described.
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CHAPTER 6

NORMAL ESTIMATION IN SPARSE GRIDS

Isosurfacing methods exist for volumetric data organized on a number of grid
types [19]. One of the most commonly used grid types is the regular, rectilinear grid
and this grid type has been the focus of the work presented in prior chapters. Marching Cubes (MC) is one isosurfacing method that visualizes scalar data aligned on
regular, rectilinear grids. MC and other isosurfacing methods that act on rectilinear
grid data assume data values to be available at each grid point. Specifically, MC produces a triangle mesh that is rendered using a scheme that requires computation of
local isosurface orientation, and this scheme requires data values at every grid point.
However, in some applications, the data is sparse; there is not a data value available
at every grid point. (Here, the term sparse grid is used to mean a 3D rectilinear
grid dataset with undefined or missing values.) MC also requires determination of a
gradient at each mesh vertex to estimate the local isosurface orientation. It uses that
in rendering to produce a shading that is harmonious with local data trends. When
data is sparse, the scheme MC uses for estimating orientation can fail at certain locations. Thus, sparseness can make MC unable to be applied. This chapter of this
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dissertation describes a solution to the challenge of MC-style isosurfacing on sparse
grids, focusing on local orientation estimation.
Sparse grids may be produced from a variety of sensing modalities and volume
data generation methods. Arrays of data sensors, particularly ones that measure
physical phenomena, have the potential to miss recording of some data values due
to physical limitations such as those arising in wireless sensors with limited signal
range or poor lines-of-sight. Data recording can also be missed due to sensor faults,
such as those arising in wireless sensor arrays used to capture data underground [95]
and underwater [96]. Since such sensor arrays operate under harsh conditions, they
can be particularly vulnerable to sensor faults. Low batteries, bad calibration, high
noise, or environmental hazards can also be causes of such faults in sensor arrays [97].
Sparse grids may also be produced when converting 3D mesh geometry to volume
data via voxelization algorithms [98], which can produce datasets with data values
only at grid points necessary to reproduce the original mesh.
One prior work [99] has proposed a work-around to the gradient (orientation)
estimation challenge in Marching Cubes on sparse grids. However, this work-around
can exhibit errors when degenerate triangles are present in the isosurface mesh and
may make incorrect assumptions about the shape of the isosurface when estimating
orientation. The new approach described in this dissertation offers improved results
in certain scenarios over the prior work-around.
This chapter describes that new approach, which does not fail when degenerate
triangles are in an isosurface mesh. The estimation approach uses a method utilizing
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a spline fitting of volume data within a small neighborhood of values to calculate
orientation at any vertex on the mesh.
This chapter is organized as follows. Section 6.1 discusses a prior approach
to estimate local orientation on an isosurface and the conditions under which that
approach can fail or produce inaccurate results. Section 6.2 describes the approach
described in this dissertation for estimating isosurface local orientation on sparse grid
datasets. Section 6.3 provides details on rendering isosurfaces extracted from sparse
grids. Section 6.4 concludes the chapter.

6.1

Locally Supported Normals (LSN)
One prior approach for determining local isosurface orientation in sparse rec-

tilinear grid data is the Locally Supported Normal (LSN) approach described by
Nielson et al. [99]. It considers isosurfacing in a Marching Cubes context, resolving
the orientation estimation challenge that occurs when local orientation can not be
estimated using the central-differencing orientation estimation approach suggested in
MC [12] due to undefined or missing data values. However, LSN requires that the
data is not so sparse that an isosurface lacks local support. By local support, Nielson
et al. mean that all data values within any cell containing an MC isosurface facet
are defined. LSN applies an orientation estimation process that uses a virtual mesh
constructed on the vertices of the MC isosurface to produce estimated surface normals for all isosurface mesh vertices. The surface normals produced by LSN tend
to cause the rendering to display sharper shading color transitions at triangle edges
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.
(a) Marching Cubes output

(b) LSN virtual local mesh

Figure 6.1: LSN perp vector estimation

than if central-differencing could be used, resulting in a surface with a more faceted
appearance.
The orientation estimation used by the LSN approach is integrated into MCstyle isosurfacing; the LSN approach produces orientation estimates as isosurface
vertex locations are calculated. The LSN approach relies on a temporary virtual local
mesh that it defines about any location for which an orientation vector is needed. The
virtual mesh is a temporary, estimated representation of the isosurface within four
neighboring MC cells for the purposes of orientation estimation. It is generated as
four triangles sharing a common vertex, with the location of other triangle vertices
defined on edges of neighboring cells according to rules that use the cells’ data values.
The virtual mesh is not the Marching Cubes output mesh; Figure 6.1 demonstrates
the difference between a mesh produced by MC (on the left) and the virtual mesh
used by LSN (on the right) for a location V . In this example, the MC mesh consists
of eight triangles, whereas the virtual mesh consists of just four. Also, two of the
triangles in the virtual mesh do not appear in the MC mesh. For each face in the
virtual mesh, the LSN approach first computes a vector perpendicular to the face
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(called a perp vector). These vertex perp computations are done independent of the
MC topology determination. The cross-product of edge vectors of a virtual mesh
face are used to find that face’s perp vector. For each of the MC internal vertices
shared by multiple triangles, all perp vectors of LSN mesh faces incident to it are
averaged to form a master perp vector at the vertex. A vertex shared by a single
virtual mesh triangle will simply use that triangle’s perp vector. A vertex’s master
perp vector becomes the LSN’s estimate of the isosurface orientation at that vertex.
Figure 6.1(b) shows the perp vectors used in LSN’s estimation of the orientation for
~ 1, N
~ 2, N
~ 3 , and N
~ 4 , are shown.
a location V in a volume. Four perp vectors, labeled N
~ ; here, N
~ is
The average of these is the master perp vector N

1
4

P4

i=1

~ i.
N

The LSN’s estimation can produce erroneous results when certain conditions
are encountered. The first, and most pronounced, of these errors occurs when degenerate triangles in the LSN virtual mesh are encountered during orientation estimation.
A degenerate triangle in the MC occurs when the isovalue is equal to the value at a
volume grid point [100]. Likewise, a degenerate triangle will occur in the LSN virtual mesh for the same condition. A degenerate triangle will yield a cross-product of
zero during the calculation of a perp vector, resulting in a zero vector (because the
triangle does not lie on a unique plane in space). If a vertex in the LSN virtual mesh
is associated with only degenerate triangles, the master perp vector computed using
LSN at that vertex is a zero vector. 3D rendering algorithms applied to an isosurface
mesh expect non-zero length normals (i.e., orientation vectors) and exhibit rendering artifacts at vertices with zero-length normals, for example when LSN encounters
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(a) No degenerate triangles

(b) Four degenerate triangles in virtual
mesh

Figure 6.2: LSN mesh comparison with degenerate triangles

degenerate triangles. Thus the rendering of an LSN isosurface will contain rendering
artifacts at pixels associated with triangles defined with zero-length normals.
In Figure 6.2(a), an MC mesh containing no degenerate triangles is shown.
In contrast, Figure 6.2(b) displays an LSN virtual mesh corresponding to the same
topology, but with vertex v located at a cube corner, resulting in an LSN virtual mesh
of four degenerate triangles (one triangle degenerating to a point and three triangles
degenerating to a line). The result from LSN is a zero length orientation vector.
Additionally, the LSN approach can introduce orientation estimation errors
due to inconsistencies between triangles found in the virtual mesh and in the MC
mesh. One example cube where LSN’s inconsistencies produce errors is shown in
Figure 6.3. The cube has the Case 13 base topology of the MC. The MC topology
is shown in Figure 6.3(a). However, for this cube, the LSN’s virtual mesh, shown

118

(a) Topology of cell as defined by Marching
Cubes

(b) Topology of cell assumed by the LSN
approach

Figure 6.3: Comparison of cell topologies used by MC and LSN

in Figure 6.3(b), is based on triangles in corners of the cube opposite those defined
by MC. We refer to triangles used in the LSN virtual mesh that do not appear in
the MC mesh as illusory triangles; each triangle in Figure 6.3(b) is illusory. The
orientation (i.e., perp vectors) associated with these triangles may differ greatly from
the orientation vectors that would result if the actual MC isosurface facets had been
used. In particular, a perp vector found using an illusory triangle could contribute
errors to the master perp vector estimation. For such situations, the orientations can
be estimated incorrectly by LSN and yield incorrectly shaded renderings.
Next, we illustrate the illusory triangles’ complications for a specific MC topological case, Marching Cubes Case 5, shown at the top of Figure 6.4 (labeled “C5”).
The five virtual mesh triangles used by LSN for each vertex are shown in the rest of
the figure. The virtual mesh triangles in the cell for vertices v1 , v2 , and v4 are illusory.
The LSN virtual mesh triangles produced for v1 and v2 appear close to the MC C5
topology and should introduce minimal error to the orientation estimation. However,
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C5

Figure 6.4: Case 5 MC topologies and triangles in LSN virtual mesh for each vertex

the triangle used for v4 is not close to the MC C5 topology, and its orientation can
introduce larger errors than those at other vertices.

6.2

Gradient Estimation Approach for Sparse Grids
Next, we describe this dissertation’s approach for estimating orientation vec-

tors in MC for sparse grids. The approach is guaranteed to produce orientation vectors
at any location for which it is possible to find a Marching Cubes isosurface vertex.
That is, the approach described here can handle any rectilinear sparse grid configuration satisfying the condition that the isosurface vertices can be computed (i.e.,
like LSN, our approach assumes there is local support for the isosurface). For some
scenarios, it also offers improved computational performance over LSN for estimating
MC isosurface orientation vectors on sparse grids.
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6.2.1

Using Quadratic Splines
Our gradient estimation approach is motivated by Rössl et al.’s modeling of

volumetric data variation using quadratic Bézier-Bernstein super splines in tetrahedral regions. Rössl’s formulation of splines on a tetrahedron will be referred to as
2BBSS in this chapter. A tetrahedron allows for the use of an interpolating volumetric spline using a barycentric coordinate system given a sufficient number of data
points to form the tetrahedron. Rössl defined the 2BBSS on a tetrahedron as follows:
Given four points, v0 , v1 , v2 , v3 , defining the four vertices of a tetrahedron, a quadratic
trivariate spline p is composed in the Bézier-Bernstein form:

p(λ) =

X

aijkl Bijkl (λ),

(6.1)

i+j+k+l=2

where the parameter λ is the location within the spline (in barycentric coordinates
with λ = (λ0 , λ1 , λ2 , λ3 )), the coefficients aijkl are the control points of the spline,
and the Bijkl ’s are Bernstein polynomials. The control points are calculated as linear
combinations of the vertices of the tetrahedron:

i
j
k
l
aijkl = v0 + v1 + v2 + v3 .
2
2
2
2

(6.2)

The control points aijkl are depicted in Figure 6.5. The Bernstein polynomials Bijkl
are defined as

Bijkl (λ) =

2!
λi λj λk λl , i + j + k + l = 2,
i!j!k!l! 0 1 2 3
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(6.3)

Figure 6.5: Spline control points

where each λ = (λ0 , λ1 , λ2 , λ3 ) is a barycentric coordinate with respect to the tetrahedron.
Numerous schemes exist for partitioning rectilinear grids into collections of
tetrahedra. The scheme employed here enables the use of tetrahedral splines in the
estimation of orientation vectors in volumetric datasets. Tetrahedral partitions also
alleviate the challenge of missing data because only 4 grid values are needed to model
isosurface behavior within a tetrahedral partition, as opposed to the 6 necessary for
a central-differencing based model. After partitioning rectilinear dataset cells into
tetrahedra, our approach calculates isosurface orientation in the cells. Details of the
partitioning scheme used for this approach are described in Section 6.3.
Our approach constructs and evaluates a Bézier-Bernstein spline on a tetrahedron to determine orientation vectors (i.e., spline normals) at any barycentric coordinate (λ0 , λ1 , λ2 , λ3 ) of interest within the tetrahedron. The approach determines the
spline’s partial derivative [42] by applying the de Casteljau algorithm in the direction
of tetrahedron edges. The usage of de Casteljau’s algorithm to compute the derivative
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of a curve is well understood [101]. Next we describe using de Casteljau’s algorithm
to compute directional derivatives of a 2BBSS.
For any point on a spline, the formulation of de Casteljau’s algorithm enables
finding the directional derivatives at that point as follows. First, given a 2BBSS with
control points of the form a0ijkl , de Casteljau’s algorithm for computing new control
points for a trivariate form is:

ζ−1
ζ−1
ζ−1
aζijkl = λ0 aζ−1
i+1,j,k,l + λ1 ai,j+1,k,l + λ2 ai,j,k+1,l + λ3 ai,j,k,l+1,

(6.4)

for ζ = 1, 2 and i + j + k + l = 2 − ζ, and:

a0ijkl = ai,j,k,l, i + j + k + l = 2.

(6.5)

The bivariate form of de Casteljau’s algorithm can be used to compute derivatives
for curves by calculating the difference of splines derived from an iteration of the
algorithm. de Casteljau’s algorithm applied to trivariate splines can also be used
to compute derivatives of surfaces. In fact, the trivariate form of de Casteljau’s
algorithm can be used to compute partial derivatives. Since the normal at any point
on a surface s(x, y, z) can be defined as the gradient of s:

∇(s(x, y, z)) = (

∂s ∂s ∂s
, , ),
∂x ∂y ∂z

(6.6)

the orientation at a point within the tetrahedron can be computed by finding the
partial derivatives of the spline in the directions parallel to the coordinate system
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Figure 6.6: Tetrahedral partitions

axes. Our approach uses such as scheme. The formulation of these partial derivatives
is given in Section 6.3.

6.3

Isosurface Rendering with Sparse Grids
Our gradient estimation approach defines 2BBSS splines for tetrahedral sub-

regions of each active cell. It considers eight candidate tetrahedral partitions of each
cell (shown in Figure 6.6) and chooses the one that enables the most accurate estimate
of the orientation vector. The choice is described shortly. This orientation estimation is based on a 2BBSS approximation of the volume within that tetrahedron. The
eight candidate tetrahedra used were chosen because they share the property that
three tetrahedron faces are coplanar with faces of the cell, which helped simplify the
construction of the spline.
For each MC isosurface mesh vertex, there are two candidate tetrahedra from
which the orientation at that vertex could be computed. An example is shown in
Figure 6.7. In it, the vertex shown in red is located on the rear edge of the cell.
One candidate tetrahedron is shown in Figure 6.7(a), and the other is shown in Figure 6.7(b). Next, the way our approach chooses between the candidates is described.
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(b) Tetrahedral partition 2

(a) Tetrahedral partition 1

Figure 6.7: Two choices of tetrahedral partition of the cell

For the case where the vertex lies on an MC isosurface mesh triangle that is located
completely within a tetrahedron, that tetrahedron is chosen. However, a triangle’s
surface may span both possible choices of tetrahedra. For such cases, the tetrahedron choice is made by considering the total number of isosurface mesh triangle edges
in each tetrahedron; the approach selects the tetrahedron containing the greatest
number of triangle edges. This is a heuristic that (on average) was found (through
experiments that measured orientation accuracy for different tetrahedron selections)
to provide more accurate orientation vectors than using a static tetrahedral partition
that is ignorant of triangle location in the cell. The approach augments the standard MC lookup table with tetrahedral choices for each MC case, allowing for fast
determination of the tetrahedron. The approach also thus supports orientation vector determination coincident with mesh determination (i.e., within an extended MC
context).
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Figure 6.8: Computing the orientation from sample points

Next, the orientation determination procedure is described. The partial derivative of the spline p(λ) in the direction φ is given by the formulation

∂p
=2
∂φ

X

(ai,j+b,k+c,l+d − ai+1,j,k,l)λi0 λj1 λk2 λl3 ,

(6.7)

i+j+k+l=1

where (λ0 , λ1 , λ2 , λ3 ) are the barycentric coordinate variables of the spline equation
and (b, c, d) is used to specify a tetrahedral vertex in direction φ, where b + c + d =
1. (b, c, d) = (1, 0, 0) specifies φ is in the direction of the positive x-axis. This
formulation is derived using a similar technique using de Casteljau’s algorithm to
find the derivative for a curve. (b, c, d) = (0, 1, 0) specifies φ is in the direction of the
positive y-axis. (b, c, d) = (0, 0, 1) specifies φ is in the direction of the positive z-axis.
The partial derivative is calculated as a linear combination of barycentric coordinate values multiplied by weights. The weights are differences of control point
values, as defined in Equation 6.7. Figure 6.8 illustrates the weight calculations when
finding the partial derivative in the x direction. Here, (b, c, d) = (1, 0, 0). The arrows
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on tetrahedron faces indicate a forward difference calculation using the control point
values specified on either end of the arrow.
Since cell vertices are located on grid edges, each mesh vertex is guaranteed to
have at least two zero-valued components of its barycentric coordinate. The orientation estimation approach examines which edge the vertex is located on and determines
which Cartesian axis the edge is parallel to. This information is used to formulate an
equation for calculating the partial derivative with fewer operations than is required
by Equation 6.7. For the tetrahedron shown in Figure 6.9, an orientation estimate
~1 for a vertex v0 on the tetrahedron edge parallel to the x-axis (i.e., the edge E0 ) is
N
given by:


P

i j

γ

0
i+j=1 (ai,j+1,0,0 − ai+1,j,0,0 )λ0 λ1 ,



P
~
i k
N1 =
γ
1
i+k=1 (ai,0,k+1,0 − ai+1,0,k,0 )λ0 λ2 ,



 P


 γ2 i+l=1 (ai,0,0,l+1 − ai+1,0,0,l )λi0 λl3










,

(6.8)









where γν = ±1, ν = 0, 1, 2, are used to change the direction of the orientation
estimation based on which tetrahedral partition is being used. The formulation of
the spline in Equation 6.7 assumes a tetrahedron oriented as in Figure 6.9, however
the tetrahedral partition used may be a reflection or rotation (or combination of both)
of this orientation. γν coefficients are multiplied by each component of the orientation
estimation vector to correct the direction to be consistent with the axial directions
shown for the tetrahedron in Figure 6.9.
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y
x
z

Figure 6.9: Example of triangle within a tetrahedron

For each tetrahedron the mesh vertex is located in, an orientation vector is
produced by evaluating Equation 6.7. Vertices will be shared among up to four
tetrahedra, resulting in as many as four separate orientation estimation vectors per
vertex. The orientation vector ultimately assigned to the vertex is the mean of these
four gradient vectors.

6.4

Conclusion
Here, an approach has been described for estimating isosurface orientation vec-

tors on sparse grid datasets. The typical prior approach for orientation estimations,
central-differencing, cannot be used universally in sparse grids due to undefined data
at some grid locations. The approach described here can produce isosurface orientations anywhere that MC can produce triangles. Further, the approach here is not
affected by the presence of degenerate triangles, which can produce shading errors in
other approaches as a result of undefined orientations. Also, the approach here guar-
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antees orientation vectors to be defined at all vertex locations, making it applicable
to a wider variety of data.
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CHAPTER 7

EXPERIMENTAL RESULTS

This chapter presents the experiments performed to evaluate the methods
developed for this dissertation. Experiment focus is on computational performance
of the methods compared to existing state-of-the art methods.
This chapter is organized as follows. Section 7.1 discusses experiments to
measure the computational performance and compression efficiency of the isosurface
mesh compression method from Chapter 4. Section 7.2 discusses experimental evaluation of the view-dependent decompression method described in Chapter 5. Finally,
Section 7.3 discusses experiments to evaluate the orientation estimation method described in Chapter 6.

7.1

Experiments Evaluating Isosurface Mesh Compression
In this section, we describe the experiments used to evaluate the isosurface

mesh compression method. The experiments measured isosurface extraction times,
decompression times, and compression ratios. Experiments were performed using
volume data at original scale and scaled instances of the volume data.
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Name
backpack
bunny
bonsai
cadaver
carp
ctchest
knee
mrihead
prone
sheep
bear
piggy

Dimensions
512 × 512 × 373
512 × 512 × 361
512 × 512 × 182
512 × 512 × 106
256 × 256 × 512
384 × 384 × 240
512 × 512 × 87
256 × 256 × 256
512 × 512 × 463
352 × 352 × 256
512 × 512 × 63
512 × 512 × 134

Size (bytes)
97,779,712
94,633,984
47,710,208
27,787,264
33,554,432
35,389,440
22,806,528
16,777,216
121,372,672
31,719,424
16,515,072
35,127,926

Source
CT
CT
CT
CT
CT
CT
MRI
MRI
CT
MRI
CT
CT

Isovalue
40
50
50
50
70
40
50
50
40
20
50
50

Table 7.1: Datasets (and their properties) for experiments

7.1.1

Description of Data
Volume datasets of varied sizes, dimensions, imaging modalities, and internal

structures were used in these experiments. Details of those dataset are shown in
Table 7.1. The datasets used were MRI and CT scans. The subjects in them include
human anatomical structures, animals, plants, and man-made objects.

7.1.2

Isosurface Mesh Compression
The Zhang and Newman [4] parallel isosurfacing method was used as the

baseline for computational performance comparison as it can be considered the current
state-of-the-art. That original Zhang and Newman method was referred to as Parallel
MC in chapter 4 but will be referred to here as Fast MC, while our compressed
parallel isosurface mesh MC in chapter 4 was referred to as Parallel CCIMC but will
be referred to here as Compressed MC.

131

The experiments involving Fast MC and Compressed MC were performed on
the San Diego Supercomputing Center’s Comet cluster. Each compute node on Comet
contained a pair of 2.50 GHz Xeon E5-2680v3 processors with 128 GB DDR4 DRAM,
providing a total of 24 cores. The interconnect between nodes was a 56 Gbps FDR
Infiniband network. We note that for Compressed MC, sixteen cores on one node
were used to decompress an isosurface.
Parallel isosurfacing was performed using 1, 2, 4, 8, 16, 24, 32, 64, and 128
processors to evaluate the effect of processor scale-up. The isovalue chosen for each
dataset was one that allowed for an isosurface with meaningful detail. For example,
the backpack dataset isosurface for isovalue 40 reveals the backpack contents with
minimal noise. Similarly, the knee dataset isosurface for isovalue 50 reveals much soft
tissue of the knee.
Isosurfacing execution times for Fast MC and Compressed MC for the datasets
are shown in Tables 7.2 to 7.12. The times shown are in seconds and represent twelve
isosurface extractions per dataset with trimming, based on discarding the highest and
lowest times. Column three displays the total execution times for Fast MC. Column
four displays the total execution times for Compressed MC. Column five displays the
performance multiple (PM) for Compressed MC vs. Fast MC, where the PM is the
Fast MC time divided by the Compressed MC time. Fast MC times are the sums
of times for computation (i.e, extracting the isosurface) and communication (i.e.,
transmitting the isosurface to a master node). Compressed MC times are the sums
of times for computation, communication, and isosurface mesh decompression.
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The fastest time for each method is highlighted in blue. Across all datasets,
Compressed MC had its fastest execution time when using the same or a larger
number of processors than Fast MC. Thus, compressed MC here scaled better, on a
processor basis, than Fast MC.
Except for one trial of the bunny dataset, Compressed MC is faster than Fast
MC for all datasets at all numbers of processors. Where it had an improvement over
Fast MC, that improvement ranged from a low of 1.03X to a high of 2.13X. Almost
all speedups are greater than 1.1.
One source of improvement in times of Compressed MC compared to Fast MC
is that Compressed MC requires less processing because fewer lookup table accesses
are made in Compressed MC. Compressed MC requires between one and five lookup
table accesses per cell to retrieve symbols, whereas Fast MC requires 3 lookup table
accesses per triangle to retrieve the location of triangle vertices in a cell. Also, the
memory footprint of Compressed MC is smaller so less time is spent storing the compressed isosurface mesh in Compressed MC than is spent storing the non-compressed
isosurface mesh in Fast MC.
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Dataset

backpack

Processors

Fast MC

1
2
4
8
16
24
32
64
128

0.329
0.192
0.118
0.079
0.066
0.064
0.060
0.076
0.157

Compressed MC PM
0.255
0.144
0.090
0.062
0.053
0.049
0.046
0.047
0.102

1.293
1.327
1.302
1.287
1.255
1.314
1.302
1.620
1.536

Table 7.2: Fast MC and Compressed MC performances, backpack dataset

Dataset

Processors

cadaver

1
2
4
8
16
24
32
64
128

Fast MC Compressed MC PM
0.102
0.063
0.038
0.028
0.028
0.032
0.030
0.041
0.119

0.087
0.054
0.035
0.026
0.024
0.025
0.022
0.025
0.087

1.169
1.153
1.095
1.085
1.173
1.251
1.400
1.632
1.358

Table 7.3: Fast MC and Compressed MC performances, cadaver dataset

Dataset

sheep

Processors
1
2
4
8
16
24
32
64
128

Fast MC Compressed MC PM
0.131
0.075
0.046
0.033
0.032
0.034
0.033
0.044
0.115

0.105
0.061
0.038
0.027
0.025
0.026
0.022
0.026
0.083

1.249
1.234
1.209
1.210
1.289
1.319
1.459
1.705
1.386

Table 7.4: Fast MC and Compressed MC performances, sheep dataset
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Dataset

bear

Processors
1
2
4
8
16
24
32
64
128

Fast MC Compressed MC PM
0.058
0.034
0.023
0.020
0.021
0.024
0.023
0.042
0.097

0.048
0.030
0.020
0.016
0.017
0.019
0.016
0.020
0.075

1.219
1.128
1.143
1.236
1.253
1.254
1.413
2.132
1.297

Table 7.5: Fast MC and Compressed MC performances, bear dataset

Dataset

knee

Processors
1
2
4
8
16
24
32
64
128

Fast MC Compressed MC PM
0.557
0.314
0.200
0.137
0.112
0.100
0.095
0.110
0.184

0.373
0.227
0.148
0.104
0.092
0.087
0.085
0.087
0.140

1.493
1.383
1.347
1.315
1.217
1.157
1.128
1.269
1.319

Table 7.6: Fast MC and Compressed MC performances, knee dataset

Dataset

piggy

Processors
1
2
4
8
16
24
32
64
128

Fast MC Compressed MC PM
0.767
0.436
0.274
0.188
0.152
0.138
0.131
0.140
0.214

0.531
0.311
0.199
0.140
0.121
0.113
0.109
0.106
0.156

1.446
1.400
1.377
1.342
1.258
1.218
1.208
1.317
1.371

Table 7.7: Fast MC and Compressed MC performances, piggy dataset
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Dataset

prone

Processors
1
2
4
8
16
24
32
64
128

Fast MC Compressed MC PM
0.582
0.327
0.194
0.126
0.102
0.091
0.085
0.098
0.175

0.502
0.292
0.165
0.105
0.084
0.073
0.067
0.063
0.114

1.160
1.121
1.175
1.198
1.212
1.246
1.263
1.555
1.534

Table 7.8: Fast MC and Compressed MC performances, prone dataset

Dataset

Processors

mrihead

1
2
4
8
16
24
32
64
128

Fast MC Compressed MC
0.215
0.102
0.073
0.051
0.045
0.046
0.043
0.061
0.125

0.159
0.092
0.057
0.040
0.036
0.035
0.032
0.035
0.091

PM
1.355
1.295
1.272
1.262
1.236
1.289
1.320
1.764
1.384

Table 7.9: Fast MC and Compressed MC performances, mrihead dataset

Dataset

Processors

ctchest

1
2
4
8
16
24
32
64
128

Fast MC Compressed MC PM
0.166
0.093
0.057
0.040
0.036
0.038
0.037
0.055
0.121

0.140
0.080
0.049
0.033
0.031
0.029
0.027
0.030
0.087

1.189
1.169
1.158
1.204
1.191
1.281
1.390
1.859
1.389

Table 7.10: Fast MC and Compressed MC performances, ctchest dataset

136

Dataset

carp

Processors
1
2
4
8
16
24
32
64
128

Fast MC Compressed MC PM
0.088
0.050
0.033
0.025
0.026
0.029
0.029
0.046
0.100

0.074
0.043
0.028
0.022
0.020
0.022
0.020
0.024
0.081

1.193
1.162
1.156
1.133
1.297
1.307
1.464
1.965
1.243

Table 7.11: Fast MC and Compressed MC performances, carp dataset

Dataset

bunny

Processors
1
2
4
8
16
24
32
64
128

Fast MC Compressed MC PM
0.458
0.257
0.156
0.104
0.083
0.077
0.072
0.089
0.168

0.445
0.247
0.149
0.104
0.080
0.072
0.066
0.065
0.118

1.030
1.040
1.047
0.994
1.034
1.074
1.088
1.378
1.433

Table 7.12: Fast MC and Compressed MC performances, bunny dataset

Dataset

Processors

Fast MC

Compressed MC

bonsai

1
2
4
8
16
24
32
64
128

0.103
0.057
0.035
0.026
0.027
0.030
0.030
0.042
0.110

0.078
0.046
0.031
0.022
0.022
0.023
0.020
0.024
0.081

PM
1.326
1.243
1.152
1.187
1.219
1.307
1.486
1.792
1.357

Table 7.13: Fast MC and Compressed MC performances, bonsai dataset
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For each dataset, increasing processors beyond some point failed to further
reduce time. Computation (“comp”) and communication (“comm”) times for both
methods and decompression times for Compressed MC were examined to determine
reasons for this situation and are shown for two examples (i.e., the backpack and
prone datasets) in Tables 7.14 to 7.17. Readers may note that the total time exceeds
the sum of “comp” and “comm” times for Compressed MC and Fast MC due to
initialization and other setup times not shown in these tables. An analysis of the
times shown in these tables is presented next.
The times (shown in seconds) for the computation decrease almost linearly,
as processors are added, for both Fast MC and Compressed MC. As more processors
are added, communication times increase, though, which is expected since more data
must be transmitted to the master node. Communication times with more processors
might be expected to approach an asymptote since transmitted data can only be as
large as the size of the complete isosurface. However, communication times sometimes
exhibit a large increase at 64 processors, which results in slower isosurfacing when
large numbers of processors are in use.
The growth in communication times as processors are added is likely due to
the network being swamped by communication with the master node. Up to and
at 32 processors, there appears to still be enough work imbalance at each node that
data transmissions are offset just enough from one another that the nodes don’t all
attempt to send data to the master node at the same moment in time. At 64 and 128
processors, most nodes are attempting to transmit data simultaneously, however. A
later section will discuss scaled data experiments that do not exhibit this effect.
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Plots of total execution time speedups for all datasets for Compressed MC
and Fast MC are shown in Figures 7.1 to 7.6 for 2, 4, 8, 16, 24, 32, 64, and 128
processors. For many datasets, speedups continue to increase up to either 32 or 64
processors. Although all datasets exhibit a decrease in speedup beyond 64 processors,
the bunny, prone, and piggy dataset continue to exhibit increases in speedup when
using Compressed MC between 32 and 64 processors. For Fast MC, speedups decline
considerably beyond 32 processors.
Dataset

Processors

Comp

Comm

Decompression

Total

1
2
4
8
16
24
32
64
128

0.247
0.126
0.068
0.037
0.022
0.017
0.014
0.010
0.009

0.001
0.004
0.006
0.007
0.011
0.013
0.011
0.015
0.067

——
0.009
0.013
0.015
0.017
0.017
0.018
0.018
0.018

0.255
0.144
0.090
0.062
0.053
0.049
0.046
0.047
0.102

backpack

Table 7.14: Compressed MC components times (sec.) for backpack

Dataset

backpack

Processors

Comp

Comm

Total

1
2
4
8
16
24
32
64
128

0.321
0.164
0.086
0.043
0.024
0.017
0.012
0.007
0.004

0
0.018
0.026
0.032
0.038
0.043
0.043
0.064
0.145

0.329
0.192
0.118
0.079
0.066
0.064
0.060
0.076
0.157

Table 7.15: Fast MC component times (sec.) for backpack
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Figure 7.1: Speedups, Compressed MC First Four Datasets

Figure 7.2: Speedups, Fast MC, First Four Datasets
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Figure 7.3: Speedups, Compressed MC, Next Four Datasets

Figure 7.4: Speedups, Fast MC, Next Four Datasets
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Figure 7.5: Speedups, Compressed MC, Last Four Datasets

Figure 7.6: Speedups, Fast MC, Last Four Datasets
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Dataset

Processors

Comp

Comm

Decompression

Total

1
2
4
8
16
24
32
64
128

0.456
0.233
0.119
0.062
0.038
0.027
0.022
0.014
0.010

0.001
0.006
0.009
0.011
0.016
0.017
0.015
0.020
0.071

—–
0.012
0.019
0.022
0.024
0.024
0.025
0.025
0.025

0.502
0.292
0.165
0.105
0.084
0.073
0.067
0.063
0.114

prone

Table 7.16: Compressed MC component times (sec.) for prone

Dataset

prone

Processors

Comp

Comm

Total

1
2
4
8
16
24
32
64
128

0.542
0.274
0.138
0.071
0.039
0.027
0.020
0.011
0.006

0
0.026
0.039
0.045
0.054
0.056
0.058
0.081
0.159

0.582
0.328
0.194
0.126
0.102
0.091
0.085
0.098
0.175

Table 7.17: Fast MC component times (sec.) for prone

7.1.3

Scaled Dataset Isosurfacing
Next, the experiments using scaled instances of the 12 datasets are reported.

Results on original scale data demonstrated a clear limit on performance increases
when using more processors, although the limit did vary (1) among datasets and (2)
between Compressed MC and Fast MC. The fastest isosurfacing times for Compressed
MC at original scale ranged from 16 milliseconds to 131 milliseconds. The majority
of the fastest times on original scale data were under 50 milliseconds. The scaled
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Figure 7.7: Scaled volumes by copying and placing the copies adjacent to the original

data experiments attempted to address two hypotheses. The first hypothesis is that
such parallel isosurfacing performance would scale better (than having a fixed data
size). The second hypothesis is that there is a minimum dataset size for which better
scaling than Fast MC will be observed for Compressed MC. This minimum size could
then be used as guidance for when to apply Compressed MC (rather than Fast MC)
isosurfacing.
Scaled data was generated at multipliers of 2, 4, 8, 16, and 32 times the size of
the original data. The scaling made exact copies of the original data and placed the
copies at locations adjacent to the original data. Figure 7.7 illustrates the placement
of copies at different scaling levels. In the illustration, the original data is shown in
blue, and the two (2X), four (4X), and eight (8X) scales build upon that. We note
that for the 8X instance, the data from the previous multiplier (i.e., 4X) is shown
copied and placed in front (along the z-axis in volume space). A similar pattern is
followed for scaling at the 16X and 32X multipliers.
Speedups of the middle four datasets on 32X scale data are displayed in Figures 7.8 and 7.9. Unlike the speedups at original scale, the speedup curves continue on
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Figure 7.8: Speedups, Compressed MC, 32X Scale Data

an upward slope through 64 processors for both Compressed MC and Fast MC. The
speedup at 64 processors was greater for Compressed MC for the prone and mrihead
datasets, although its speedup was slightly lower for piggy and knee.
A sampling of isosurfacing times on 32X scale data for Compressed MC and
Fast MC is shown in Table 7.18. Compressed MC is consistently faster than Fast MC
for all processor counts greater than one.
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Dataset

Processors

Fast (sec)

Compressed (sec)

backpack

1
24
64

10.381
1.641
1.376

8.509
1.142
0.898

cadaver

1
24
64

3.236
0.471
0.379

2.763
0.357
0.274

sheep

1
24
64

4.131
0.555
0.446

3.383
0.416
0.323

bear

1
24
64

1.778
0.268
0.228

1.383
0.197
0.163

knee

1
24
64

17.688
2.770
2.298

12.841
2.023
1.650

piggy

1
24
64

24.768
3.913
3.365

18.504
2.968
2.458

prone

1
24
64

21.120
2.457
2.040

16.542
1.948
1.467

mrihead

1
24
64

6.900
0.972
0.747

5.282
0.709
0.571

ctchest

1
24
64

5.223
0.727
0.633

4.466
0.536
0.414

bonsai

1
24
64

2.721
0.386
0.311

2.216
0.303
0.241

carp

1
24
64

2.703
0.368
0.300

2.284
0.279
0.213

bunny

1
24
64

14.448
2.105
1.612

12.880
1.580
1.222

Table 7.18: Fast and Compressed MC Times for 32X Scale Data
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Figure 7.9: Speedups, Fast MC, 32X Scale Data

7.1.4

Scaled Speedups
Next, the experiments measuring scaled speedup are reported. Scaled speedup

is measured as the speedup that occurs when the data size is scaled with the number
of processors used. The formula used for scaled speedup here is:

Ss =

Ts × P
,
Tp

(7.1)

where Ss is scaled speedup, Ts is the execution time at 1X scale with one processor, P
is the number of processors used (i.e., the scale level), and Tp is the parallel execution
time at a scale level of P . Ss was determined experimentally. The experiments were
performed by first finding the execution times at 1X scale with one processor for each
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dataset and then finding the execution times at scale levels of 2X, 4X, 8X, 16X, and
32X using 2, 4, 8, 16, and 32 processors, respectively.
The charts shown in Figures 7.10 to 7.21 display scaled speedup curves for Fast
MC and Compressed MC on data at original scale through 32X scale. The speedups
are displayed in Tables 7.19 to 7.21. Except for piggy, Compressed MC demonstrated
increased scalability.

Figure 7.10: Scaled Speedups, backpack Dataset
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Figure 7.11: Scaled Speedups, cadaver Dataset

Figure 7.12: Scaled Speedups, sheep Dataset
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Figure 7.13: Scaled Speedups, knee Dataset

Figure 7.14: Scaled Speedups, prone Dataset
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Figure 7.15: Scaled Speedups, piggy Dataset

Figure 7.16: Scaled Speedups, mrihead Dataset

151

Figure 7.17: Scaled Speedups, bear Dataset

Figure 7.18: Scaled Speedups, ctchest Dataset
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Figure 7.19: Scaled Speedups, bonsai Dataset

Figure 7.20: Scaled Speedups, carp Dataset
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Figure 7.21: Scaled Speedups, bunny Dataset

Dataset

Processors

Fast

Compressed

backpack

2
4
8
16
32

1.771
2.877
4.537
6.005
6.960

1.941
3.205
5.028
6.774
8.365

cadaver

2
4
8
16
32

1.749
3.002
4.605
5.874
7.460

1.854
3.238
5.020
6.966
9.104

sheep

2
4
8
16
32

1.795
3.096
4.566
6.519
8.255

1.877
3.379
4.427
7.229
9.282

bear

2
4
8
16
32

1.809
3.083
4.389
6.015
7.776

1.892
3.616
5.005
6.876
9.153

Table 7.19: Scaled speedups, first four datasets
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Dataset

Processors

Fast

Compressed

knee

2
4
8
16
32

1.736
2.795
4.324
5.692
6.958

1.884
3.072
4.705
6.040
7.158

piggy

2
4
8
16
32

1.715
2.793
4.136
5.209
6.703

1.731
2.816
4.088
5.151
6.156

prone

2
4
8
16
32

1.770
3.104
4.767
6.299
8.224

1.811
3.197
5.149
7.185
9.140

mrihead

2
4
8
16
32

1.795
3.025
4.681
6.212
7.785

1.835
3.111
4.766
6.343
7.925

Table 7.20: Scaled speedup, middle four datasets
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Dataset

Processors

Fast

Compressed

ctchest

2
4
8
16
32

1.811
3.112
4.853
6.643
7.836

1.950
3.397
5.481
7.567
9.670

bonsai

2
4
8
16
32

1.894
3.197
4.707
6.510
9.104

1.939
3.323
5.004
6.886
9.392

carp

2
4
8
16
32

1.803
3.114
4.851
6.407
8.266

1.943
3.449
5.601
7.501
10.027

bunny

2
4
8
16
32

1.801
3.095
4.810
6.135
7.562

2.108
3.714
5.899
8.264
10.468

Table 7.21: Scaled speedups, last four datasets
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7.1.5

Compression Statistics
Next, the storage required for the produced Compressed MC mesh is reported.

Table 7.22 shows the number of bytes for vertices, triangles, and symbols together
with the bits per triangle for the compressed isosurfaces extracted from each dataset
at original scale. Gumhold and Strasser [57] have reported bits per triangle (bpt) rates
of between 1.62 and 4.23 for their method. The Compressed MC here is between 1.96
and 2.4 bpt. In comparison, the ratios are competitive with the Gumhold and Strasser
method even though Compressed MC was designed for speed of compression and
decompression and not maximizing bit rates. Rossignac [58] has claimed a theoretical
best case rate of 1.25 bpt but has not reported rates for specific meshes.
The size of the data transferred for the 12 datasets (at original scale) for
Compressed and Fast MC are shown (in bytes) in Tables 7.23 to 7.34 for 2, 4, 8, 16
and 32 processor runs. The compression ratios for Compressed MC over Fast MC for
the connectivity (“Conn”) (i.e., symbols in Compressed MC and indices in Fast MC)
and vertices (“Vert”) are also shown here. The data sizes increase when processors
are added because more data must be transmitted to the master node.
The amount of compression for connectivity for the symbol-based Compressed
MC over the index-based Fast MC ranges from a ratio (calculated as bytes produced
by Fast MC divided by bytes produced by Compressed MC) of 39.03 to 52.88. One
reason for this high compression is that the Compressed MC symbol coding can
describe triangle connectivity with a maximum of three bits. In practice, the ap-
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proximate average amount of storage for the symbols is between 2 and 2.5 bits per
symbol.
The compression ratio of the vertices is not as large as that of the connectivity
but is still substantial. Fast MC uses a vertex coding scheme that reduces storage
per vertex to 72 bits (versus 96 bits if three 32 bit floating point numbers are used).
The more compact coding used in Compressed MC uses only 40 bits per vertex.
If identical numbers of vertices were transmitted for both methods, the expected
compression ratio for Compressed MC would thus be 1.8. However, Compressed MC
duplicates some vertices at block boundaries. Fast MC also duplicates vertices at
block boundaries, but it uses an adaptive sizing of both 8 × 8 and 15 × 15 block
sizes that results in less vertex duplication than Compressed MC has. The bunny
dataset in Fast MC has a relatively large number of the larger block sizes, thus there
is less vertex duplication for it in Fast MC than there is for it in Compressed MC.
This smaller amount of vertex duplication in Fast MC is the likely cause the bunny
dataset has a smaller vertex compression ratio in Table 7.34 than is seen in other
datasets. The vertex duplication limits the gains, but gains are still achieved due to
the more compact vertex coding.
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Dataset

Vertices
(bytes)

Triangles
(bytes)

Symbols
(bytes)

bunny
backpack
cadaver
bonsai
carp
sheep
bear
ctchest
knee
mrihead
piggy
prone

4566185
2884401
788665
703234
594348
884052
424053
1238100
5168974
1635744
7884544
4452267

7196035
4577549
1251463
1129050
954215
1427227
671078
1984397
8401659
2652730
13032119
7102175

7004052
4409474
1208810
1079904
910448
1352764
647762
1896260
7991028
2505290
12313498
6820018

Bits/Triangle
1.960
2.092
2.074
2.223
2.238
2.364
2.087
2.223
2.302
2.404
2.397
2.159

Table 7.22: Compressed Isosurface Mesh Characteristics for Datasets

Dataset

Processors

backpack

2
4
8
16
24
32

Compressed MC (bytes)

Fast MC (bytes)

Ratios

Symbols

Vert

Index

Vert

Conn

Vert

580372
881590
1017008
1084483
1107385
1118634

7162630
10873385
12631875
13525680
13824970
13978220

26344248
39861756
46281936
49592448
50705976
51254160

12327849
18636408
21635451
23179266
23700177
23955489

45.39
45.22
45.51
45.73
45.79
45.82

1.72
1.71
1.71
1.71
1.71
1.71

Table 7.23: Mesh transfer characteristics for backpack, orig. scale

Dataset

Processors

cadaver

2
4
8
16
24
32

Compressed MC (bytes)
Symbols
145917
231726
276131
294768
300777
303900

Vert
1900005
2935005
3444340
3704845
3786105
3826785

Fast MC (bytes)

Ratios

Index

Vert

Conn

Vert

6522672
10147656
11713632
12593028
12853296
12991812

3111750
4846761
5601195
6023151
6148323
6214302

44.70
43.79
42.42
42.72
42.73
42.75

1.64
1.65
1.63
1.63
1.62
1.62

Table 7.24: Mesh transfer characteristics for cadaver, orig. scale
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Dataset

sheep

Processors
2
4
8
16
24
32

Compressed MC (bytes)
Symbols
199285
302616
350384
374644
382893
387157

Vert
2183410
3328000
3880300
4148785
4237805
4281325

Fast MC (bytes)

Ratios

Index

Vert

Conn

Vert

8049516
12240240
14256300
15264492
15585708
15745740

3901230
5933205
6913044
7403076
7559397
7637130

40.39
40.45
40.69
40.74
40.71
40.67

1.79
1.78
1.78
1.78
1.78
1.78

Table 7.25: Mesh transfer characteristics for sheep heart, orig. scale

Dataset

bear

Processors
2
4
8
16
24
32

Compressed MC (bytes)
Symbols
83033
125240
146695
157399
161815
164188

Vert
1044515
1571110
1844525
1978210
2031410
2059600

Fast MC (bytes)

Ratios

Index

Vert

Conn

Vert

3830868
5715372
6628800
7172904
7383744
7478496

1789911
2671308
3100500
3355065
3454722
3499470

46.14
45.64
45.19
45.57
45.63
45.55

1.71
1.70
1.68
1.70
1.70
1.70

Table 7.26: Mesh transfer characteristics for bear, orig. scale

Dataset

knee

Processors
2
4
8
16
24
32

Compressed MC (bytes)

Fast MC (bytes)

Ratios

Symbols

Vert

Index

Vert

Conn

Vert

1083994
1771359
2053029
2177910
2226706
2251656

12524315
19762510
22994685
24443870
24985095
25261655

47712636
72836496
85124412
90604668
92424888
93475740

22289418
34076448
39888162
42490539
43344648
43829271

44.02
41.12
41.46
41.60
41.51
41.51

1.78
1.72
1.73
1.74
1.73
1.74

Table 7.27: Mesh transfer characteristics for knee, orig. scale
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Dataset

Processors
2
4
8
16
24
32

piggy

Compressed MC (bytes)

Fast MC (bytes)

Ratios

Symbols

Vert

Index

Vert

Conn

Vert

1806991
2804667
3272231
3479797
3560350
3591309

19195190
29608555
34601225
36995875
37848475
38217340

71534220
110088156
127718628
136947804
139857948
141320340

31029714
47788317
55475586
59483601
60771015
61419033

39.59
39.25
39.03
39.36
39.28
39.35

1.62
1.61
1.60
1.61
1.61
1.61

Table 7.28: Mesh transfer characteristics for piggy, orig. scale

Dataset

Processors
2
4
8
16
24
32

prone

Compressed MC (bytes)

Fast MC (bytes)

Ratios

Symbols

Vert

Index

Vert

Conn

Vert

921008
1386744
1622586
1742931
1779853
1794377

10961760
16664010
19517020
20936145
21403315
21616775

37880520
57701688
67567752
72585864
74250624
75051708

17895051
27258543
31919148
34290513
35080173
35460882

41.13
41.61
41.64
41.65
41.72
41.83

1.63
1.64
1.64
1.64
1.64
1.64

Table 7.29: Mesh transfer characteristics for prone, orig. scale

Dataset

Processors

mrihead

2
4
8
16
24
32

Compressed MC (bytes)
Symbols
378580
566551
657264
706503
723684
730635

Vert
4067090
6171545
7185580
7699960
7875555
7947785

Fast MC (bytes)

Ratios

Index

Vert

Conn

Vert

14737020
22366212
25936476
27835740
28453548
28750320

7100082
10777446
12506661
13416570
13712499
13853403

38.93
39.48
39.46
39.40
39.32
39.35

1.75
1.75
1.74
1.74
1.74
1.74

Table 7.30: Mesh transfer characteristics for mrihead, orig. scale
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Dataset

Processors

ctchest

2
4
8
16
24
32

Compressed MC (bytes)
Symbols
267215
400808
465213
496870
506290
511204

Vert
3044580
4626205
5385520
5782740
5913220
5979445

Fast MC (bytes)
Index

Ratios

Vert

10574040 5136471
16140264 7832259
18795684 9119475
20127168 9764640
20584188 9986319
20816628 10098900

Conn

Vert

39.57
40.27
40.40
40.51
40.66
40.72

1.69
1.69
1.69
1.69
1.69
1.69

Table 7.31: Mesh transfer characteristics for ctchest, orig. scale

Dataset

Processors

bonsai

2
4
8
16
24
32

Compressed MC (bytes)
Symbols
157277
232891
268887
284777
290009
292712

Vert
1833160
2710185
3140905
3336625
3403860
3434155

Fast MC (bytes)

Ratios

Index

Vert

Conn

Vert

8090832
12188316
14132184
15045984
15334992
15476076

3909006
5887521
6822567
7262766
7402293
7470684

51.44
52.33
52.56
52.83
52.88
52.87

2.13
2.17
2.17
2.18
2.17
2.18

Table 7.32: Mesh transfer characteristics for bonsai, orig. scale

Dataset

carp

Processors
2
4
8
16
24
32

Compressed MC (bytes)
Symbols
118970
187295
220746
236849
242563
245509

Vert
1440700
2213925
2611125
2788620
2849865
2880470

Fast MC (bytes)

Ratios

Index

Vert

Conn

Vert

5342700
8192760
9613080
10264956
10497696
10610940

2580057
3957012
4645557
4961142
5073066
5127228

44.91
43.74
43.55
43.34
43.28
43.22

1.79
1.79
1.78
1.78
1.78
1.78

Table 7.33: Mesh transfer characteristics for carp, orig. scale
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Dataset

Processors
2
4
8
16
24
32

bunny

Compressed MC (bytes)

Fast MC (bytes)

Ratios

Symbols

Vert

Index

Vert

Conn

Vert

882997
1296100
1511225
1615292
1648638
1664828

11393195
17069520
19960450
21389505
21869540
22105770

33933408
50721864
59232120
63546300
65000832
65723064

15909264
23784156
27767700
29780559
30460707
30796785

38.43
39.13
39.19
39.34
39.43
39.48

1.40
1.39
1.39
1.39
1.39
1.39

Table 7.34: Mesh transfer characteristics for bunny, orig. scale
7.2

View-dependent Decompression Experiments
In this section, experiments of the view-dependent isosurface mesh decompres-

sion method are reported, some of which used scaled datasets.
These experiments were performed using a dual socket machine with two 2.3
GHz 14 core Intel Xeon E5-2695 V3 processors and 128 GB of RAM with hyperthreading disabled. The operating system was Ubuntu 18.04 Linux. All source code
was compiled using the GCC C++ compiler version 7.3.
The datasets used for the experiments are summarized in Table 7.35.
Name
backpack
bunny
bonsai
cadaver
carp
ctchest
knee
mrihead
piggy
prone
sheep
xmas tree

Dimensions
512 × 512 × 373
512 × 512 × 361
512 × 512 × 182
512 × 512 × 106
256 × 256 × 512
384 × 384 × 240
512 × 512 × 87
256 × 256 × 256
512 × 512 × 134
512 × 512 × 463
352 × 352 × 256
512 × 499 × 512

Size (bytes)
97,779,712
94,633,984
47,710,208
27,787,264
33,554,432
35,389,440
22,806,528
16,777,216
35,127,296
121,372,672
31,719,424
130,809,856

Source
CT
CT
CT
CT
CT
CT
MRI
MRI
CT
CT
MRI
CT

Isovalue
40
50
50
50
70
40
50
50
50
40
20
40

Table 7.35: Datasets (and their properties) for experiments
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7.2.1

View-Dependent Decompression vs. Full Decompression
The experiments considered decompression times for (1) view-dependent iso-

surface mesh decompression (denoted “v-dc”) and (2) complete isosurface decompression (i.e., full decompression). For view-dependent decompression, three viewpoint
locations were used to test decompressing the mesh when different parts were visible.
Multiple locations were used to evaluate the effect of viewpoint position (i.e., when
different parts of the isosurface are occluded) on decompression time.
Here we explain the three viewpoint positions used in the experiments. One
viewpoint position was (0, 0, 1000). This is at the zero degree view orientation. The
other two viewpoints were positioned by rotating a point at (0, 0, 1000) about the
y-axis by (1) 45 degrees and (2) 90 degrees. We term the rotation angle about the yaxis as the view orientation. Visible isosurfaces were decompressed using these three
viewpoints.
For each dataset and view orientation, a series of 10 single-threaded runs were
made. The average time for each series was then found.
Bar charts of v-dc decompression times at the three viewpoints versus full
decompression are shown in Figures 7.22 to 7.24, with times reported in milliseconds.
In the figure, “Full” is execution time for decompression of all isosurface mesh data,
and “0”, “45”, and “90” are execution times for v-dc at each of the three viewpoints.
The view-dependent decompression was usually faster than full decompression. One exception is ctchest at the zero degree view orientation, where the full
decompression was slightly faster. Another exception is xmas tree, where the full
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Figure 7.22: Average Decompression Times, v-dc

Figure 7.23: Average Decompression Times, v-dc

decompression was faster than all the viewpoints. These occurrences may be due to
the view-dependent method being unable to achieve much reduction in triangles. The
numbers of triangles rendered in each view are presented in Table 7.36. The smallest
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Figure 7.24: Average Decompression Times, v-dc

reduction by v-dc in triangles is at the zero-degree angle of ctchest. Although v-dc
avoids some decompression at this view orientation, that savings is not enough to
offset v-dc’s visibility determination overhead.
Table 7.37 shows the decompression times for all datasets at the three viewpoints versus full decompression. Some cases here indicate that the choice of view
orientation has an impact on the decompression execution time. The backpack and
ctchest isosurfaces at zero degrees are two cases that exhibit smaller execution time
improvements. The reduction in decompressed triangles is low for these examples
relative to other datasets and view orientations.
A rendering of the ctchest isosurface at a zero-degree view orientation, displayed in Figure 7.25, illustrates two issues that contribute to the lower performance.
First, this view exposes much of the interior of the chest, so relatively little geometry
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Triangles
backpack
bonsai
bunny
cadaver
carp
ctchest
mrihead
knee
piggy
prone
sheep
xmas tree

Triangle Reduction (%)

0

45

90

Full

0

45

90

3020788
336276
2175025
434614
389612
1503457
471273
1537751
4132568
3831286
441038
1279083

2248566
348542
2619903
451468
388915
1202975
527803
1668866
4202328
3366824
480828
1298162

1292533
301254
935982
625013
315740
544521
530996
1670642
2090543
1412350
518884
1115715

4409474
1079904
7004052
1208810
910448
1896260
2505290
7991028
12313498
6820018
1352764
1524672

31.49%
68.86%
68.95%
64.05%
57.21%
20.71%
81.19%
80.76%
66.44%
43.82%
67.40%
16.11%

49.01%
67.72%
62.59%
62.65%
57.28%
36.56%
78.93%
79.12%
65.87%
50.63%
64.46%
14.86%

70.69%
72.10%
86.64%
48.30%
65.32%
71.28%
78.81%
79.09%
83.02%
79.29%
61.64%
26.82%

Table 7.36: Triangle counts and reductions for the 3 view orientations versus full
decompression

Time (msecs)
backpack
bonsai
bunny
cadaver
carp
ctchest
mrihead
knee
piggy
prone
sheep
xmas tree

PM

0

45

90

Full

0

45

90

377.118
42.184
332.114
49.638
43.445
175.942
49.634
191.933
482.283
473.458
53.577
163.398

264.678
45.476
290.641
51.672
43.950
126.961
56.879
174.371
415.205
395.293
59.017
168.952

150.640
36.710
102.417
62.026
29.459
53.009
39.992
166.742
240.004
162.882
57.742
138.380

387.504
99.847
583.180
103.358
82.308
166.722
245.191
762.514
596.133
596.133
127.541
136.195

1.028
2.367
1.756
2.082
1.895
0.948
4.940
3.973
1.236
1.259
2.381
0.834

1.464
2.196
2.007
2.000
1.873
1.313
4.311
4.373
1.436
1.508
2.161
0.806

2.572
2.720
5.694
1.666
2.794
3.145
6.131
4.573
2.484
3.660
2.209
0.984

Table 7.37: Times and performance multiples (PMs) for decompression at the 3
view orientations versus full decompression
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Figure 7.25: View-dependent decompression, ctchest isosurface at 0 degrees

is occluded. Second, a large number of decompressed triangles do not rasterize to
a pixel due to their orientation with respect to this viewpoint. To explain further,
many pixels displaying thin structures (seen at the bottom of the image) are not
rendered by early phases and instead are only rendered after many passes of v-dc
(i.e., decompression and rasterization). What is occurring is (the triangles in) those
thin structures in the early phases at this view orientation did not satisfy the test
for rasterization by the rasterizer. This test for rasterization is described later. As
a result, a large number of passes of v-dc are necessary to encounter a triangle that
rasterizes to a pixel. The prone dataset has characteristics similar to ctchest, thus
having some of the same rasterization effects. However, since some of its internal
structures are occluded, its decompression times are still reduced.
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The backpack isosurface shown in Figure 7.26 demonstrates another problematic scenario that exists for some datasets. Figure 7.26(a) shows the view from a zero
degree view orientation; Figure 7.26(b) shows a 90 degree view. In the figure, a cross
section of a backing plate in the CT scanner can be seen at the top of both images.
At the zero degree view orientation, many of the triangles making up the plate have
their normal vector almost orthogonal to the view direction. The rasterizer follows
a top-left fill convention, where only triangle edges that intersect the top or left of a
pixel boundary will result in that pixel being lit. Many of the triangles making up
the backing plate project to lines on the image plane and do not intersect either the
top or left boundary of a pixel, thus the pixel areas these triangles project to are not
lit. However, after some number of passes of v-dc, a triangle on the backing plate is
eventually encountered that does intersect the top or left pixel boundaries and the
pixel is then lit. These multiple passes result in slower decompression compared to
the 90 degree view orientation.
Table 7.37 also shows performance multiples (PM) relative to full decompression. 26 of the 36 isosurfaces tested exhibited at least 1.5 times improvement in
decompression times. Nine of the isosurfaces demonstrated more than 3 times improvement in decompression times.
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(a) Isosurface 0 degrees

(b) Isosurface at 90 degrees

Figure 7.26: View orientation comparison, decompressed backpack

7.2.2

Measuring Speedup
Next, we report on multithreaded execution of the decompression. A multi-

threaded decompressor was developed for these experiments using pthreads for multithreading. Each thread was task-parallel and pipelined as described in Section 5.4.
Experiments were performed using the 0, 45, and 90 degree view orientations on 1,
2, 4, 8, 16, and 24 cores to determine scalability of the view-dependent approach and
effectiveness of its load balancing. The machine used was the same as the one used in
Section 7.2.1. All experiments used one thread per core. The results were collected
with the machine used in the experiments in Section 7.2. This report is based on
speedup, S, which was computed as

S=

Time(1)
,
Time(i)
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(7.2)

where Time(i) was the execution time using i cores and Time(1) was the execution
time with 1 core. The observed speedups are summarized in the charts shown in
Figures 7.27 to 7.29.
The average speedups for all cores used are displayed in Table 7.38. At 2 cores,
average speedup (across all datasets) was 1.92. At 4 cores, average speedup was 3.59.
Thus, for up to 4 cores, the speedup is essentially linear. At 8 cores, average speedup
was 6.501 and the speedup was still close to linear. At 16 cores, average speedup was
10.37 and was sublinear for some datasets. This is likely the result of an imbalance in
load with the increased number of cores. A few datasets, including piggy, knee, and
bunny, had speedups that were still close to linear at 16 cores, though. The average
speedup at 24 cores was 12.56. However, the speedup at 24 was higher for all datasets
than the speedup at 16.
The choice of view orientation does not appear to greatly affect speedup. The
greatest difference in average speedup among views is at 24 processors with a difference of 2.3 between the 90 degree and zero degree results. For other numbers of cores,
differences are less (e.g., differences of 0.06 and 0.15 at 2 and 4 cores, respectively).

171

Figure 7.27: Multi-core speedups at zero degree view orientation, v-dc

Figure 7.28: Multi-core Speedups at 45 degree view orientation, v-dc
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Figure 7.29: Multi-core speedups at 90 degree view orientation, v-dc

7.2.3

Scaling Performance With Larger Datasets
Next, results of tests of the performance of multi-threaded view-dependent

decompression using isosurfaces extracted from scaled instances of datasets are described.
The test data was the datasets shown in Table 7.35, both at original scale
and 4X scale. Isosurfaces were extracted using the same isovalues shown in Table 7.1
on the 4X-scaled datasets, again using the 0, 45, and 90 degree view orientations.
Experiments considered timings for runs on 1, 2, 4, 8, 16, and 24 cores, using multiple
trials for each scenario. End analysis here for each dataset (at original scale and
4X scale) used average timing across all three view orientations (per dataset). The
average speedups at original scale and 4X scale are shown in Tables 7.38 and 7.39.
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The average shown at the bottom of each table is the average of all speedups at each
number of cores.
For 2, 4, and 8 cores, speedups are similar when comparing original scale and
4X scale. Through 16 cores, the 4X scale datasets exhibit a speedup closer to linear
than was exhibited for the original scale data, although it is still slightly sublinear.
The 4X-scaled piggy and knee datasets in particular exhibit almost linear speedup
through 16 cores. These datasets produce some of the largest isosurfaces, suggesting
that isosurface size may be correlated with speedup. Through 24 cores, the 4X-scaled
datasets exhibit speedups much closer to linear than do the original scale datasets.
The 4X-scaled knee, piggy, bunny, and xmas tree datasets are the ones having speedup
closest to linear, at least for up to 24 cores. These are the four largest isosurfaces.
The size of these isosurfaces may help to mitigate imbalances in load as the larger
amount of work involved may allow the work division to the cores to be more even,
thus increasing speedup.
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Datasets

Cores
2

4

8

16

24

backpack
bonsai
bunny
cadaver
carp
ctchest
mrihead
knee
piggy
prone
sheep
xmas tree

1.849
1.866
1.927
1.928
1.953
1.920
1.896
1.962
1.923
1.901
1.943
1.953

3.511
3.365
3.611
3.563
3.615
3.509
3.516
3.769
3.690
3.594
3.594
3.693

6.478
5.782
6.613
6.363
6.381
6.283
6.144
7.071
7.014
6.593
6.409
6.878

10.755
8.453
10.805
10.023
9.454
9.686
8.866
11.959
12.308
10.927
9.754
11.443

13.662
9.444
13.408
11.854
10.466
11.248
9.558
15.220
16.327
14.017
11.149
14.375

Overall average

1.918

3.586

6.501

10.369

12.561

Table 7.38: Average speedups at original scale for v-dc

Datasets

Cores
2

4

8

16

24

backpack
bonsai
bunny
cadaver
carp
ctchest
mrihead
knee
piggy
prone
sheep
xmas tree

1.969
1.939
1.959
1.932
1.969
1.962
1.943
1.977
1.988
1.969
1.956
1.972

3.629
3.573
3.699
3.676
3.770
3.699
3.676
3.824
3.805
3.707
3.757
3.817

6.767
6.270
6.750
6.650
6.969
6.661
6.773
7.266
7.280
6.876
6.866
7.111

11.677
10.094
11.262
11.106
11.758
11.069
11.146
12.767
13.007
11.784
11.505
12.490

15.553
12.497
14.609
14.213
15.098
14.494
13.886
16.840
17.705
15.440
14.826
16.922

Overall average

1.961

3.719

6.853

11.639

15.174

Table 7.39: Average speedups at 4X scale for v-dc
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7.3

Experimental Results of Orientation Estimation on Sparse Grids
In this section, experiments to evaluate the method for orientation estimation

on sparse grids are described. The experiments consider our method versus the Locally Supported Normals (LSN) method using the accuracy of orientation estimates
and method run times. A qualitative evaluation of rendered images to determine the
impact of degenerate triangles is also reported.
Eight well-known real (sensed) byte-formatted volume datasets and five mathematicallydefined 32-bit floating point-formatted datasets were used in testing. Details of these
datasets are shown in Table 7.40. The datasets were converted to sparse grid representations by removing all grid values that were not required by MC to extract the
isosurface. Specifically, grid points that were not on grid edges containing a mesh vertex were set to marker values. The removal of all data points that do not contribute to
the isosurface extraction yields volumes with the minimum number of defined values
necessary to extract an isosurface. Isosurfaces were extracted using Marching Cubes
for isovalues ranging from 40 to 140 in increments of 1 on the eight sensed datasets.
The range was made large so that results would not be biased against a particular
sub-range of isovalues.
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Name
foot
frog
lobster
mra
piggy
backpack
sheep
engine
Marschner-Lobb
Flower
Six Peaks
Genus 3
Peaks

Dimensions
256 × 256 × 256
256 × 256 × 44
301 × 324 × 56
256 × 256 × 72
512 × 512 × 134
512 × 512 × 373
352 × 352 × 256
256 × 256 × 256
511 × 511 × 511
511 × 511 × 511
256 × 256 × 256
595 × 595 × 373
393 × 393 × 1069

Size (bytes)
16,777,216
2,883,584
5,461,344
4,718,592
35,127,926
97,779,712
31,719,424
16,777,216
533,731,324
533,731,324
528,205,300
533,614,500
532,828,084

Source
CT
CT
CT
MRI
CT
CT
MRI
CT
Synthetic
Synthetic
Synthetic
Synthetic
Synthetic

Table 7.40: Datasets (and their properties) for experiments

7.3.1

Measurement of Orientation Estimation Accuracy
Accuracy was tested by comparing the orientation vectors the two methods

produced against orientation vectors computed using central-differencing. Specifically, a single measure was calculated for each isosurface. It was the root mean
square (RMS) error of the angular differences (in radians) of the orientation vectors
produced by the estimation approaches against the corresponding central-difference.
The central-difference is the baseline here because it is equivalent to computing the
gradient of a second-order data fitting at each grid point.
The mean RMS errors per real (sensed) dataset are shown in Table 7.41.
Our spline orientation estimation produced more accurate orientation estimates (on
average) than the LSN approach in all datasets except for the Engine dataset. On
average, ours appears to be the superior approach.
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Dataset
foot
frog
lobster
mra
piggy
backpack
sheep
engine

Ours
0.531
0.569
0.369
0.639
0.876
0.561
0.313
0.204

Table 7.41: Average RMS error (vs.
real(sensed) dataset

LSN
0.547
0.589
0.375
0.653
0.898
0.568
0.315
0.187

central-difference) of approaches per

For certain isovalues on some datasets, LSN was sometimes more accurate
than our approach. Table 7.42 shows the RMS errors for 12 isosurfaces extracted on
the sensed datasets. LSN does occasionally produce more accurate results, such as
two instances here and some instances for Engine, however our orientation estimation
produces more accurate results in the majority of cases we tested.
Figure 7.30 shows mra and foot isosurfaces (for α = 65 and 90, respectively),
rendered using shading based on LSN orientation estimates versus our orientation estimates, versus central-differencing orientation estimation estimates. They are useful
for qualitative assessment. The magnified callouts show subtle differences in the two
renderings. The LSN rendering has black indentations at multiple image locations
that are not present in our renderings, but both are similar to the baseline images
produced using central-difference gradient estimates. The black indentations in LSN
are the result of zero-length normal vectors that affect the shading calculation for the
triangle vertices with those vectors.
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Dataset
foot

frog

lobster

mra

Isovalue
80
90
100
40
45
80
50
65
80
65
75
80

Ours
0.555
0.502
0.472
0.512
0.513
0.545
0.318
0.329
0.336
0.740
0.684
0.775

LSN
0.572
0.518
0.322
0.524
0.523
0.640
0.316
0.332
0.338
0.764
0.714
0.783

Table 7.42: RMS error (vs. central-difference) of approaches, specific cases

(a) foot-ours

(d) mra-Ours

(b) foot-Central difference

(e) mra-Central Difference

(c) foot-LSN

(f) mra-LSN

Figure 7.30: Zoomed comparison of isosurface images
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7.3.2

Accuracy using Mathematically Defined Data
Experiments were also performed to measure the accuracy of isosurface ori-

entation estimation using five mathematically defined scalar fields (associated with
the five synthetic datasets shown in Table 7.40), since exact orientation vector values
are knowable for them. Orientation vectors were estimated using our spline-based
estimation, the LSN estimation, and the standard MC central-difference approaches.
Orientation vectors at each location were compared against the exact orientation vectors (i.e., the gradient vectors) computed at the isosurface intersection locations. One
isosurface was generated per scalar field at an isovalue of zero. Table 7.43 reports the
RMS error with respect to the exact orientation vectors for isosurfaces of the zero level
set on these five datasets. Excepting the Marschner-Lobb and Six Peaks datasets,
the central-difference estimates are superior to both LSN and our orientation estimations. But LSN estimates are sometimes better than ours. Thus, empirical evidence
suggests that, for mathematically defined, noise-free data, LSN estimation may be
quite suitable; LSN estimation may provide more accurate normal estimation than
our approach for many mathematically defined scalar fields. However, our estimation
does not fail to produce orientation estimates when degenerate triangles are encountered which may be present for isosurfaces extracted from a mathematically defined
scalar field. Mathematically containing isosurfaces with degenerate triangles could
help illustrate the benefit of spline-based estimation for datasets where degenerate
triangles are more prevalent.
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Figure 7.31: MC lookup table base topologies

7.3.3

Individual MC Topologies
Since results for the mathematically defined datasets were incongruous with

those observed for sensed data (where our approach appears to be better than LSN),
we performed an analysis of occurrences of MC base topologies defined in the MC
lookup table [99] to determine if one estimation approach produced more accurate
orientation vectors for particular base topologies. The base topologies are shown in
Figure 7.31 with labels Ci (Ci means “Case i”, as used throughout this section). The
isosurfaces extracted from mathematically defined datasets showed no occurrences
of the Case 4, 7, 12, and 15 topologies. Additionally, very low occurrences were
observed for Cases 6, 10, 11, 12, 14, 15, 18 and 19. Many of these topologies consist of
disconnected triangles within a cell. Due to the nature of the level sets MC produced
for these datasets it is not unexpected that occurrences of these topologies would be
rare. The sensed data contained far more examples of these topologies. While for some
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Central
Dataset
Ours
LSN Difference
Marschner-Lobb 0.0545 0.0616
0.0718
Six Peaks
0.0139 0.0534
0.0179
Genus 3
0.00622 0.00506
0.000265
Flower
0.0261 0.0261
0.0183
Peaks
0.0372 0.0235
0.0218

Table 7.43: RMS error calculated versus exact orientations, synthetic datasets

isovalues in some of the sensed data, there were no instances of some topological cases,
the topological cases that were rare in the synthesized datasets typically occurred with
much greater frequency in the sensed data. For one dataset (MRA), some isovalues
did not give rise to any cells of the type Case 15 or 18. For another dataset (the Engine
dataset), the majority of isovalues did not give rise to any of Case 4, 7, 13, or 15 cells.
This may be a result of the engine structure in the dataset being manufactured from
a CAD model that only a few number of basic surface types.
To determine the effect that particular base topologies had on orientation
estimation accuracy, we considered RMS error of orientation vectors on a topological
basis for sensed data isosurfaces. The Case 7, 10 12, 13, 15, and 19 topologies
demonstrated much lower RMS errors for our estimation than for LSN estimation.
LSN estimation produced consistently more accurate orientation vectors for the Case
8 topology. These results suggest that LSN estimation be considered for isosurfaces
likely having low occurrences of topologies beneficial to our approach; mathematically
defined datasets similar to ones tested here may be good for LSN.
The LSN’s orientation vectors can differ substantially from true orientation
vectors and from orientation vectors calculated using central-differencing, as demon-
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(a) Our approach

(b) LSN approach

Figure 7.32: Renderings performed using both orientation estimation approaches.

strated in Figure 6.3. We also analyzed the degree each case should be considered
“at-risk” of exhibiting errors due to this LSN difference, focusing on error-prone vertices. Our criterion for this analysis was if angular divergence in the vector was 90
degrees or more from the central-difference orientation vector. We considered only
vertices at the midpoint of cell edges. The analysis showed that 146 of the 256 possible MC cases were potentially problematic. One to five vertices demonstrated angular
divergence greater than 90 degrees in these cases. Error comparisons of orientation
vectors for just the problematic cases are reported in Table 7.44 over an average
of 100 isovalues for each dataset. Our approach produces orientations that are typically closer to the central-difference than LSN when these cases are encountered; our
approach apparently has less extreme differences.
Figure 7.32 shows isosurface renderings for the Lobster dataset using both
approaches. Rendering artifacts at degenerate triangles in the isosurface mesh can be
observed in the LSN result Figure 7.32(b), manifesting as dark spots. They are a result
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Dataset
mra
foot
frog
lobster

Ours
0.639
0.922
0.652
0.479

LSN
0.651
0.933
0.689
0.478

Table 7.44: Average RMS error for problematic topological cases

Dataset
foot
frog
lobster
engine
Marschner-Lobb
Six Peaks

Isovalue
40
40
40
40
0
0

# undefined
12204
1263
2946
4704
0
8

Total
278894
101841
149250
637854
603343
2004650

% undefined
4.36
1.24
1.97
0.74
0
< 0.01

Table 7.45: Counts of undefined orientations using LSN approach

of using a vector cross product to compute orientation vectors on degenerate triangles
in the virtual mesh. (MC produces a triangle with three coincident vertices when a
grid value is identical to the isovalue.) Orientation vectors computed for degenerate
triangles have lengths equal to zero at every vertex. The zero-length vector leads to a
zero vector for the Phong illumination diffuse and specular components. Our method
does not exhibit this zero-length vector phenomenon, as is exhibited by the lack of
dark spots in our method rendering in Figure 7.32(a), since our orientation vector
relies on the result of a fitting to four data values within the cell rather than on any
mesh triangles.
In Table 7.45, we show the number of undefined orientation vectors for four
real (sensed) datasets and two synthetic datasets observed using the LSN estimation. These results show the highest and lowest percentage of undefined vertices as
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Dataset
Flower
Six Peaks
Marschner-Lobb

Ours (secs)
1.077
0.926
2.959

LSN (secs)
2.873
2.428
8.018

Table 7.46: Orientation estimation times, synthetic datasets

compared total vertices, together with a sample of datasets between the highest and
lowest percentages. The total number of vertices in the isosurface mesh and the percentage of undefined of vertices (measured against the total) are shown. Far fewer
undefined orientations were present in the synthetic datasets, which all used 32 bit
floating point numbers to store the volume’s sample values. The sensed data contained 8 bit sample values. Datasets with 8-bit sample values seemed to result in
a greater incidence of undefined orientations. The number of undefined orientation
vectors using LSN estimation appeared to correspond to the data type used to store
the volume’s data values.
Finally, Table 7.46 shows execution times for calculating orientations for three
of the larger synthetic datasets. The execution times were recorded using an Intel
2.3GHz Core i5 CPU with 8 GB of RAM. The test runs used single-threading. The
LSN estimation requires over twice the computation time of our approach; it is not
as fast as ours.
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7.4

Summary
This chapter presented an evaluation of techniques used to increase isosur-

facing speed on parallel systems. Additionally, experiments on a new approach for
calculating isosurface normals on sparse grids were presented.
Isosurface mesh compression was found to achieve better computational performance than an existing state of the art method. Specifically, the Compressed
MC method provided increased speedup and faster isosurfacing times for almost
all uniprocessor and multiprocessor environments. Compressed MC demonstrated
speedups between 1.03 to 2.13, with the exception of one dataset at 8 processors
demonstrating a 0.994 speedup. Also, as more processors were used in HPC systems,
Compressed MC exhibited better scalability in parallel isosurfacing. Compressed MC
also exhibited better scalability as dataset sizes increased. Since Compressed MC
had better scaling as both processor counts and dataset sizes increased, it is a better
solution than Fast MC for isosurfacing on HPC systems. Compressed MC provides
faster isosurfacing than Fast MC in almost all cases, and is superior to Fast MC for
larger number of processors and for larger datasets.
Despite the additional computational overhead of determining which parts
of an isosurface are visible, the view-dependent decompression provided faster decompression of compressed isosurfaces than full decompression of an isosurface. For
almost every isosurface and view orientation considered, the view-dependent decompression was faster than full decompression. The view-dependent decompression also
exhibited good scaling for a parallel implementation of the decompression. The
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speedups gained by using additional processors was increased as larger isosurface
sizes were considered. For original scale data, the average speedup at 24 cores was
12.56; at 4X scale, the average speedup was 15.17. Since it features reduced decompression times, the view-dependent decompression can be used to increase the speed
that isosurfaces can be viewed.
The spline-based orientation estimation provided better estimates (as measured by RMS error) than LSN estimation for 7 out of 8 sensed datasets and 2 out
of 5 mathematically defined datasets, with another mathematically defined dataset
exhibited comparable results. The RMS errors for sensed data were 1.72% more accurate using spline-based estimation versus LSN. Additionally, the spline orientation
estimation can handle situations involving isosurfaces with degenerate triangles with
no rendering artifacts, whereas LSN will produce renderings with incorrectly shaded
triangles at degenerate triangle locations for these situations. While spline orientation
estimation did not provide estimates as accurate as LSN for mathematically derived
datasets, it did provide better estimates for almost all datasets derived from sensed
data.
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CHAPTER 8

CONCLUSION AND FUTURE WORK

The research described in this dissertation has explored topics related to improving isosurfacing. The research has produced ways to increase isosurfacing speed
on parallel systems and increase the accuracy of isosurface orientation estimations on
sparse grids. The isosurfacing speed improvements on cluster-based high performance
computing systems were achieved with (1) an isosurface mesh compression method
that mitigates the large amount of data transfer required on such computers, and
(2) an isosurface mesh decompression method that limits decompression to visible
mesh geometry. The orientation estimation accuracy improvement was achieved with
a method that is based on super splines.
We conclude the dissertation with a summary of the dissertation research and
the contributions made by that research.

8.1

Accelerating Isosurface Extraction With Mesh Compression
The prior state-of-the-art way to perform parallel isosurfacing using Marching

Cubes [4] was fast but exhibits a speedup curve that flattens as the number of nodes
in a cluster-based HPC system increases. The overall processing time in that type of
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parallel isosurfacing has two major components: computation time and communication time. The prior method demonstrates a close to linear speedup for computation
time with up to 16 processors. The speedups after 16 processors are lower. However, its communication time increases with additional processing nodes due to the
increasing amounts of data transfer required between processing nodes as nodes are
added. The research in this dissertation focused on increasing parallel isosurfacing
performance by reducing the total data transfer to lower the total communication
time.
A method for achieving this reduction was thus developed and described here.
The method uses a novel isosurface compression scheme with minimal computational
overhead to accomplish the reduction. The method compresses isosurface mesh geometry by generating a compressed representation of the isosurface during extraction,
which is a difference from typical prior isosurface mesh compression schemes that
apply mesh compression after the isosurface mesh has been produced. By directly
generating the compressed mesh, the method avoids a computationally expensive
(and perhaps not well-parallelized) compression step after the isosurface mesh has
been generated. The method increases parallel isosurface performance by avoiding
this additional computation.
The compressed mesh is generated in the method by compressing the isosurface
on a cell-by-cell basis. As each cell is visited, the triangles extracted within that
cell are stored as a compressed representation. Similar to the lookup table strategy
used in MC, the compression scheme uses a lookup table for each MC topological
case to store the compressed representation. This table allows for just copying the
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compressed representation instead of computing the compressed representation for
the triangle topology in each cell. The table increases isosurfacing speed by avoiding
unnecessary compression computation.
The decompressor includes a novel edge queuing that enables the compressor
to compress cells independently. Edges on cell faces shared by cells not yet visited
are placed in a queue for later processing when needed by the decompressor. The
queuing uses a priority queue that assigns a priority to an edge based on the face the
edge lies on.
Comparisons of isosurfacing execution times to the prior state of the art for
parallel isosurfacing revealed that the new method has similar performance in the
computation time component of parallel isosurfacing processing time. However, the
new method has improved communications times, some by a factor of 2 or more.
Likewise, the overall processing for the method exhibited greater speedups than the
prior state of the art parallel isosurfacing. Additionally, parallel isosurfacing with
compression exhibited better scalability for many datasets.

8.2

View-Dependent Isosurface Mesh Decompression
The isosurface mesh compression method developed as part of this disserta-

tion includes a decompression component that decompresses the entire mesh. While
decompression of the entire mesh provides advantages in viewing and measurement,
decompression instead of just the visible parts (i.e., view-dependent decompression)
of the isosurface can reduce the amount of time necessary to decompress the isosurface
mesh.
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Another decompression method that incorporates view-dependence was also
developed as part of the dissertation research. This method does not decompress
all occluded geometry. The method first identifies and decompresses an initial set
of blocks that are close to the viewer. A multi-pass process is then applied. Each
pass consists of: (1) rendering the mesh decompressed in the most recent pass, (2)
identifying the set of the not yet decompressed blocks closest to the viewer containing non-occluded triangles, and (3) decompressing the set of blocks. This process
continues until no more blocks can be identified.
Experimental tests found that improvements in decompression speed were dependent on the amount of occluded geometry in a dataset and the viewing parameters.
For most datasets, decompression was sped up by 1.04 to 2.13 times over full decompression. A total of 36 combinations of viewing parameters were tested. Four of these
exhibited poorer performance, however.

8.3

Orientation Estimation on Sparse Grids
The isosurface orientation method developed as part of the dissertation re-

search addresses computing isosurface orientation on sparse grids. The method uses
spline fitting to estimate orientations. A prior method addressed orientation estimation for isosurfacing on sparse grids but exhibits errors when the isosurface mesh
contains degenerate triangles. Also, the prior method produces poor estimates for
some topologies. The method in this dissertation does not fail for degenerate triangles. Also, the orientation estimation method produces more accurate orientation
estimation than the prior method for certain topologies.
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The orientation estimation in this dissertation is derived from a method for
performing volume reconstruction using quadratic super splines. The method estimates orientation using a quadratic spline fitted to a tetrahedral partition within a
cell. Partial derivatives of the spline are used to compute the orientation.
For 7 out of 8 tests performed, the orientation estimation developed in this
dissertation research exhibits more accurate orientation estimations than the prior
method. Tests were performed on 5 more datasets that evaluated the error of the
estimation and the prior estimation method compared to the true normal. This
evaluation found that the estimation method produces more accurate orientation
estimations for particular Marching Cubes topologies than the prior method.

8.4

Future Work
Future research into isosurface mesh compression could include a more so-

phisticated work distribution method for mesh decompression. The current work
distribution provides good load balancing, however a method that estimates work
including decompression may provide more even balancing of load. Also, a floatingpoint compression scheme for vertex locations incorporating lossy compression could
be explored, although the trade-offs in accuracy versus speed improvements would
need to be carefully considered. Also, view-dependent decompression could be augmented to support changes in viewing parameters with incremental decompression of
the new visible mesh triangles. These newly visible triangles could then be incorporated into the mesh decompressed before the view changed.
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For orientation estimation, further investigation could be made in using spline
fittings that observe the continuity properties of super splines in producing more
accurate orientation estimations. Also, an evaluation the impact of increasing noise
levels on the accuracy of the new approach could be made.
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[37] K. Mueller T. Möller, R. Machiraju and R. Yagel. A comparison of normal
estimation schemes. In Proc., Visualization ’97, pages 19–26, 1997.
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