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Preface
Sixth Generation (6G) wireless networks will be even more heterogeneous and dense as com-
pared to Fifth Generation (5G) and other legacy networks. Thus, the 6G architecture will
need to be adapted to serve the ever-evolving capacity and quality of service requirements. To
satisfy these ever-increasing demands, multiple enablers such as visible light communication,
light fidelity, Reconfigurable Intelligent Surface (RIS)s, TeraHertz (THz) communications,
etc., have been proposed. Specifically, RISs, through their programmable characteristics,
can perform the fine-grained manipulation of the radio signals being generated by the myr-
iad transmitter devices/access points for their corresponding receivers. Such manipulations
include absorption of certain components of the impinging radio signals, as well as fine-
grained control of these signals in terms of direction, polarization, phase, and power in a
frequency-selective manner.
An RIS consists of a device that controls the behavior of the EM waves, alongside cir-
cuits that provide the tuning mechanism and the intelligence to control it. This device that
controls the EM wave behavior can be realized using Metasurface (MS)s, which are electro-
magnetically thin-film and planar artificial structures that enable the control of EM fields in
engineered and even atypical ways. Hence, the MS is a component of the RIS. On a more
granular level, an MS is composed of subwavelength building blocks known as unit cells
or meta-atoms. The design of these unit cells depends on the required EM functionality,
reconfigurability, or accuracy.
The promises of the RIS paradigm, therefore, come at the expense of a non-trivial com-
plexity in the MS. On the one hand, the performance of an RIS depends on the size of
the unit cells, the number of unit cell states, or the size of the whole MS. On the other
hand, there are costs and energy overheads associated with the fabrication and operation of
RISs that also scale with the aforementioned factors. This thesis aims to bridge this gap by
providing a method to dimension the RIS through a design-oriented scalability analysis of
programmable MSs.
Besides the challenge of design complexity, MSs will become prone to failure as they
continue integrating sophisticated tuning, control and sensing circuits. However, the impact
of faults on the performance of individual MSs is not well understood yet. This thesis
proposes a framework to evaluate the impact of failures in programmable MSs, distinguishing
between the type of faults and their spatial distribution.
While RIS generally hinge on the design of rather complex tunable MSs, such a complexity
can be amortized if the functionality provided by the RIS can be shared among multiple users.
This thesis introduces a coding (i.e. digital programming of unit cells) technique based on the
momentum conservation law and superposition of waves for MS reconfiguration to engineer
multiple beams independently. Then, the wireless channel of such framework among multiple
users is evaluated. The capacity is increased at least one order of magnitude compared to a
scenario without RIS.
Machine Learning (ML) techniques, and particularly Neural Networks (NNs), owing to
their ability to learn complex relationships between input and output data, are capable of
solving differential equations, thereby circumventing the need for numerical calculations.
This thesis provisions a data-driven NN-based approach for determining an accurate estima-
tion of the radiation pattern or several measures of interest that enable the full characteri-
zation of the radiation pattern.
In summary, contributions of this thesis fall under the umbrella of paving the way to
realizing 5G and beyond wireless communications empowered with RIS technology.
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The 5G of mobile communications is sustained by a set of key technologies that allow to
satisfy the increasing speed, efficiency, and connectivity demands of wireless networks [3].
Relevant examples are massive Multiple-Input Multiple-Output (MIMO) [4], Millimeter-
Wave (mmW) spectrum use [5], or software-defined networking [6]. However, a large body
of research is already focusing on the major challenges and opportunities to shape the 6G of
wireless networks [7–12]. In this context, the concept of Software-Defined Metasurface (SDM)
has garnered considerable attention as they allow to modify at will the characteristics of the
waves that impinge on it [13–15]. Using SDMs or other variants of the concept such as
Reconfigurable Intelligent Surfaces (RIS), wireless environments become programmable and
can be incorporated within the design loop of the network [Fig. 1.1(a)]. This represents a true
paradigm shift in wireless networks, where the channel has traditionally been an inevitable
limiting factor, and opens the door a plethora of novel co-design techniques with enormous
potential as the recent explosion of works can attest [16–23]. Programmable MSs are the key
enablers of the SDM/RIS paradigm. MSs are compact and planar arrays of subwavelength
controllable resonators, i.e., the unit cells. The subwavelength granularity of these unit cells
confers MSs with exceptional control of Electromagnetic (EM) waves as demonstrated in
a variety of works [24–38]. The actual response of the MS is derived from the aggregated
response of all unit cells, which need to be modified individually. For instance, beam steering
requires exerting specific amplitude and phase profiles to the impinging wave [32,38–41]. The
metasurface states are being built by encoding a discrete set of unit cell options that can be
seen as bits. This provides a powerful and intuitive design perspective, while drawing a clear































Figure 1.1: Schematic representation of (a) a wireless environment augmented with pro-
grammable MSs for coherent combination of reflected rays, (b) a MS of size Dm for beam
steering with unit cells of size Du and Ns possible states (S0, S1, S2, S3), and (c) the process
of MS coding.
1.1 State of the Art
The coding approach provides a natural match for constructing the programmable meta-
surface paradigm and implementing reconfigurability. Programmability in MSs is achieved
via the inclusion of tunable elements within the MS structure and the addition of means of
control over such tunable elements [41–46]. This concept has been exemplified with several
works in a variety of functionalities in the GHz and THz ranges. Table 1.1 shows a com-
prehensive summary of the state of the art in coding and programmable metasurfaces. As
an example, consider a beam steering gradient metasurface in reflection implemented via a
reconfigurable gradient index. In this case, the coding set (i.e., the set of possible unit cell
states) is built by picking points where the unit cell provides high reflection amplitude and
reflection phases equal to multiples of 2π/2Nbit (Nbit is the number of control bits). This
coding set is used by the Field-Programmable Gate Arrays (FPGA) to implement the phase
profile required in each instance, a linear phase gradient in this particular case. Using pro-
grammable metasurface for holography is yet another application of significant importance.
To seek the precise layout for each hologram the conventional Gerchberg–Saxton algorithm
is used [30]. Besides providing a natural platform to describe a programmable metasurface,
the coding approach is very well suited to modeling and optimization techniques used in ar-
eas such as signal processing or complex systems. For instance, genetic algorithms represent
candidate solutions as arrays of bits and need a bounded set of solutions to be tractable,
which is precisely what coding metasurface offer. This has been leveraged not only with Ge-
netic Algorithm (GA) [47, 48], but also particle-swarm [49, 50], simulated annealing [51, 52]
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or even hybrid solutions [53]. More recently, machine learning methods coupled to opti-
mization algorithms have been proposed to reduce the time devoted to designing a given
metasurface [54].
Beyond spatial coding, which enables functionalities like wavefront manipulation [64] and
polarization control [60,61], space-time-coding digital metasurfaces have been introduced [65]
for harnessing the advantages of temporal modulation. Applying space-time modulation on
coding metasurface enables control over the spectral parameters of the EM wave response,
thus offering an important alternative to nonlinear metasurfaces for generating new frequen-
cies, something not possible with conventional linear variants.
In Visorsurf project [1], HSF concept integrates a network of controllers within the struc-
ture of the MS [15]. Controllers drive the reconfigurable unit cells and exchange information
with neighbouring controllers so that the HSF can (i) implement a given EM functionality
requested by an authorized user, and (ii) adapt to changes in the environment. The inter-
nal network of controllers is the enabler of the HSF approach and the main difference with
respect to conventional programmable HSF. At the hardware level, this has been imple-
mented either by using external FPGA [65] or by directly embedding the controllers within
the MS structure [13, 16, 76–78]. At the software level, the encoding process can be tackled
by modeling the EM functionalities via a set of well-defined software primitives [79].
Figure 1.2: The HSF: a hardware and software platform that consist of metasurface layer
(top), controllers element (middle) and network layer (bottom) [1].
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Table 1.1: Summary of coding and programmable metasurfaces in the literature for different
applications.
Function Approach Frequency Year Ref
RCS reduction Optimization 7-10 GHz 2014 [55]
Low scattering Hybrid 6-14 GHz (broadband) 2014 [53]
Low reflection Particle swarm 1-2 THz (broadband) 2015 [49]
Wave diffusion Particle swarm 0.8-1.7 THz (broadband) 2015 [50]
Beam reconfiguring Analytic 8-10 GHz 2016 [56]
Diffusion Simulated annealing 4-8 GHz (broadband) 2016 [51]
Multi-function GA 9-12 GHz 2016 [28]
Sensor and imaging Analytic 9-10 GHz 2016 [57]
Hologram Gerchberg–Saxton 7.8 GHz 2017 [30]
RCS reduction Analytic 10 GHz 2017 [58]
Focusing Analytic 0.225-0.300 THz 2017 [59]
Vortex beam generation Optimization 15 GHz 2017 [60]
Beam-Editing Orbital angular momentum 15 GHz 2017 [61]
Multi-function Optimization 0.3-3 THz 2017 [62]
RCS reduction Simulated annealing 6-20 GHz (Wideband) 2018 [52]
RCS reduction GA 2-20 GHz 2018 [48]
Transmission control Optimization 1.5-7.5 GHz 2018 [63]
Wave modulating GA 8-12 GHz (broadband) 2018 [64]
Real time wave control binary particle swarm 8-11 GHz 2018 [65]
Vorticity conversion Analytic 16 GHz 2019 [66]
RCS reduction Analytic 12-30 GHz 2019 [67]
Vorticity control Analytic 9-15 GHz 2019 [68]
Surface-space wave control Analytic 10 GHz 2019 [69]
Multi-function N/A 3.5-5.5 GHz 2020 [70]
Beam splitting N/A 3.5-5.5 GHz 2020 [71]
Beam splitting Analytic 9-11 GHz 2020 [72]
Multi-function Analytic 1-2 THz 2020 [73]
Flexible scattering field N/A 8 GHz 2021 [74]
Beam splitting Analytic 5.17 GHz 2021 [75]
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1.2 Challenges and Motivations
One of the many challenges posed by this novel approach concerns the design and develop-
ment of the controllers and the interconnection network within the HSF [80–82]. Such a task
is largely hindered by the unique combination of resource constraints and communication
requirements of this new networking scenario, which prevents the use of conventional tech-
niques and requires radically new solutions instead. Moreover, the network design may need
to adapt to the different HSF use cases and evolve as soon as technology advances enable the
creation of HSF with higher performance and capable of operating up to the THz or optical
regime [46,83].
The performance of a MS depends on the size of the unit cells, the number of unit cell
states, or the size of the whole MS. On the other hand, there are costs and energy overheads
associated with the fabrication and operation of MSs that also scale with the aforementioned
factors [46]. Hence, in order to build HSFs capable of satisfying a set of application-specific
requirements with the minimum cost, it becomes necessary to quantify the main scaling
trends and tradeoffs of the underlying MS.
The transition from static to intelligent programmable MS has come at the cost of added
design, fabrication, and embedding complexity. Programmable MS need to integrate tuning
and control elements on a per-cell basis, electronic circuits to implement intelligence within
the device, as well as mechanisms to interface the surface with the world. This poses im-
portant challenges at fabrication, calibration, deployment, and run time that, among others,
affect reliability. In other words, MS will become prone to failure as they continue inte-
grating sophisticated tuning, control and sensing circuits. However, the impact of faults on
the performance of individual metasurfaces is not well understood yet. We claim that error
analysis is a necessary step to understand the impact of transient or permanent failures on
the performance of both a single MS and, crucially, a complete system. Faults might lead
to inaccuracies in the steering of the reflection and cause a drop in quality of service. Fur-
ther, an error analysis would also allow to derive guidelines for the implementation of robust
programmable MSs, estimate the lifetime of the deployed ones, or even develop methods to
save energy by power-gating a portion of the internal circuitry of the MS.
While an understanding of the radiation pattern characteristics can be obtained through
either analytical models or full-wave simulations, they suffer from inaccuracy and extremely
high computational complexity, respectively. This fact provides the intuition towards another
direction: since the MS EM response (e.g., reflection) is essentially the solution to Maxwell’s
differential equations, it could be possible to design an ML construct that directly predicts
the EM response, without resorting to full-wave simulations. A novel Neural Network (NN)
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based approach can enable a fast and accurate characterization of the MS response.
The complexity and the cost of the MS paradigm would be justified properly when it can
actually perform multiple functions concurrently. Preferentially, in the use case of wireless
communications, multi-user scenarios are appreciated. In order to realize an engineered ra-
diation pattern, MS space or time allocation should be shared between the users. Space or
time multiplexing is a linear segmentation of the MS in space or time-domain for multiple
users service management. However, the distribution of resources between the users dimin-
ishes the link quality compared to single user communication. Multi-user scenarios rely on
the proper execution of multiplexing by which the space-time allocation is optimized. The
challenge is to find the multiplexing scheme that allows to share the MS resources among
multiple users without disrupting the required functionality.
1.3 Aims and Contributions
This thesis aims to address some of the challenges mentioned above. We essentially focus on
the relationship between application requirements and MS design. From this information,
we can derive guidelines to drive the whole design process of future HSFs/RISs. This thesis
develops a semi-analytical methodology that dimensions the HSF/RIS through a design-
oriented scalability analysis of programmable MSs. In particular, we study the impact of
relevant design parameters on the potential performance of programmable MS. Coupled
to power consumption, cost, or application-specific models and even error analysis, our
methodology will provide HSF/RIS designers and network architects with a clear picture
of the practicable design space, illustrating the main tradeoffs and pointing to potentially
optimal regions. In this direction, the thesis makes a number of contributions as described
next. In Chapter 2, we declare a general design-oriented and model-based methodology to
analyze EM performance of programmable MS. Although the methodology is amenable to
any functionality or application, we use it to study beam steering as a particular yet very
representative functionality for HSF/RIS-enabled wireless communications [see Fig. 1.1(a)].
Finally, the accuracy of the proposed methodology is compared with full-wave simulation.
In Chapter 3, we introduce scaling model and unit cell performance model then we
perform the scalability analysis with the proposed methodology (Chapter 2). Then, we
investigate the impact of the incident and deflection angles on the performance. Finally,
with the help of appropriate figures of merit and subsequent sensitivity analyses, we derive
a set of practical design guidelines for the design of efficient programmable MS for beam
steering. With this particular case study, we seek to solve questions such as which is the
minimum number of unit cells that guarantee a given steering precision over a certain range
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of angles, or whether it is preferable to put more unit cell states or to make unit cells smaller
to improve performance.
In Chapter 4, we introduce a unit cell to design a programmable MS at 26 GHz, very
relevant use case in RIS-enabled 5G communications. Then, we propose an error model to
study the error scenarios in terms of distribution and types of errors. Next, we use the same
methodology proposed in 2 to perform error analysis. Finally, through reporting the impact
of each error scenario on the performance metrics, destructive errors and vulnerable metrics
are identified and discussed qualitatively.
In Chapter 5, we propose a reconfiguration technique providing the radiation pattern
for multi-user communication beyond 5G networks. Then, we analyze the performance of
our proposed RIS technology for indoor and outdoor scenarios, given broadcast mode of
operation. The aforesaid scenarios encompass a majority of the challenging scenarios that
wireless networks encounter. Next, we show that our proposed methodology provisions
sufficient gains in the observed channel capacity when the users are close to the MS in the
indoor office environment scenario. Finally, we report a 1-2 orders of magnitude increase
in the system throughput given the outdoor environment. The results prove that RIS with
the ability to communicate with multiple users can empower wireless networks with great
capacity.
In Chapter 6, we propose an NN-based approach that enables a fast and accurate char-
acterization of the MS response. Then, We analyze multiple scenarios and demonstrate the
capabilities and utility of the proposed methodology. Concretely, we show that this method
can learn and predict the parameters governing the reflected wave radiation pattern with an
accuracy of a full-wave simulation (98.8%–99.8%) and the time and computational complex-
ity of an analytical model. The aforementioned result and methodology will be of specific
importance for the design, fault tolerance, and maintenance of the thousands of RISs that





The contributions of this thesis like scalability and error analysis require a methodology to
model the MS response fast and relatively accurately because we need to ”simulate” many
different designs, and this chapter describes such a methodology. Proposed methodology
then is used in the next Chapters.
2.1 Electromagnetic model
To rigorously calculate the actual reflection phase and amplitude of each discrete state, we
consider a single unit cell with periodic Floquet boundary conditions, meaning that an infi-
nite uniform MS comprised of such unit cells is assumed in the simulation. This allows us
to perform accurate full-wave simulations. When moving to the actual steering MS which
is comprised of different unit cells in a supercell configuration, we use the calculated global
reflection phase/amplitude states as local quantities. This so-called “periodic” approxima-
tion is justified by the slowly varying modulation of the MS properties and is frequently
used in gradient MS design with excellent results [32,41]. To obtain the far field (radiation)
pattern of the actual finite-size steering MS, we do not use a full-wave simulation setup, as
it can become extremely intensive computationally for large MSs and is thus ill-suited for
the scalability analysis where the geometric parameters are scaled by orders of magnitude
with a huge number of possible parameter combinations. To bridge this gap, the proposed
methodology employs a semi-analytical approach where, as described in detail in what fol-
lows, the unit cell response is extracted from physical full-wave simulations while the MS
response is calculated analytically using the Huygens’ principle.
8
Methodology Chapter 2
Figure 2.1: Flowchart of the proposed semi-analytic methodology for scalability analysis.
Figure 2.1 summarizes the stages of the proposed methodology. First, a unit cell is de-
signed and evaluated with full-wave simulations. Then, reflection factors are incorporated
into the analytic formulation to model the MS. Finally, by processing the scattered field,
performance metrics are extracted. Without any compromise on generalization, the method-
ology is instantiated to study the case of anomalous reflection for beam steering applications.
It can be employed to study practically any wavefront transformation by adopting the corre-
sponding phase gradient and adjusting the selected performance metrics. Section 2.2 derives
the MS optimal coding for beam steering. Section 2.3 describes MS model and Section
2.4 outlines the performance metrics. Finally, Section 2.5 validates the proposed analytical
approach and MS coding method.
2.2 Metasurface coding
The direction of reflection can be engineered by an appropriate linear phase gradient [32,
39,41]. Assuming that the MS imposes the phase profile Φ(x, y), we assign the virtual wave
vector kΦ = ∇Φ = ∂xΦ x̂ + ∂yΦ ŷ (∂x and ∂y denote partial derivatives). The momentum
9
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conservation law can be expressed as
k sin θi cosϕi + ∂xΦ = k sin θr cosϕr,
k sin θi sinϕi + ∂yΦ = k sin θr sinϕr,
(2.1)
where ∂xΦ and ∂yΦ describe the imposed phase gradients in the x and y directions, respec-
tively, and the subscripts i and r denote incident and reflected (scattered) waves, respectively.
To simulate the MS and perform the scalability analysis, the applied coding should yield
the best possible performance across different physical scales. Our approach, instead of
relying on fixed super-cell or meta-atom structures [64], calculates the phase gradient at the
unit cell granularity and adapts the unit cells states accordingly. Therefore, we fix the unit
cell size (dx = dy = Du) and then obtain the phase required at the mn-th unit cell. Assuming
air as the host medium the required phase reads
Φmn =
2πDu(m cosϕr sin θr + n sinϕr sin θr)
λ0
(2.2)
Subsequently, based on the number of unit cell states Ns and the phase gradient profile, the
nearest available state will be mapped to the unit cell. Note that to adapt to the digital
logic of the control devices, the number of states is associated to the number of bits Nb used
to encode the states through Ns = 2
Nb . Depending on Nb, the phase states are separated
by π/2Nb−1 in the 2π range. For example, a 2-bit coding MS possesses 4 phase states (“00”,
“01”, “10” and “11”) which are 0, π/2, π, 3π/2. Note that a constant phase offset for all
states would not change the performance; it is the phase difference between states that is
important. To illustrate the output of the coding process and the impact of the deflection
angles (θ, ϕ) on the required phase gradients in the x and y directions, Fig. 2.2 depicts the
MS phase profile for different pairs of target angles assuming normal incidence.
2.3 Metasurface model
Following the Huygens principle in the far-field limit, the MS cells can be accurately mod-
eled as a collection of sources of secondary radiation. For linearly polarized incidence, the












where ϕ and θ are the azimuth and elevation angles, Amn and αmn are the amplitude and
phase of the wave incident on the mn-th unit cell, Γmn and Φmn are amplitude and phase
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Figure 2.2: Coding of a 15×15 MS with Ns = 4 for different target reflection angles assuming
normal incidence. Each color represents a different state (blue: 00, yellow: 01, cyan: 10,
green: 11) with equispaced reflection coefficient phases.
reflection coefficient for the mn-th unit cell, and fmn denotes the scattering pattern of the
mn-th unit cell, which, according to reciprocity, is identical for scattering toward the (θ, ϕ)
direction and the interception of incoming waves from the (θmn, ϕmn) direction; here we
assume fmn(θ, ϕ) = cos(θ) which describes real-world dipolar scatterers. Finally, ζmn(θ, ϕ)
is the relative phase shift of the unit cells with respect to the radiation pattern coordinates,
given by




In summary, after evaluating the phase required at each unit cell using Eq. (2.2) and
performing the nearest neighbour mapping to the available unit cell states, the amplitude
and phases from the unit cell performance models are introduced in Eq. (2.3) through Γmn
and Φmn to obtain the far-field pattern of the MS.
2.4 Performance metrics
The far field pattern obtained in the previous step is post-processed to obtain a set of
performance metrics relevant to beam steering. We detail them next.
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A Directivity (D(θ, ϕ)):
A fundamental antenna parameter quantifying concentration of energy at a given direction






U(θ, ϕ) sin θdθdϕ
(2.5)
where U(θ, ϕ) ∝ |E(θ, ϕ)|2 is the radiation intensity scattered towards a given direction, and
the denominator corresponds to the total scattered power. For a fully reflective MS, the
elevation angle θ is limited to [0, π/2] while the maximum Directivity is limited to 4πA/λ2,
where A is the MS aperture area.
B Reflection Angle (RA(θa, ϕa)):
In beam steering case, target reflection angle (θr, ϕr) is the desired reflection direction where
the target is located while the actual Reflection Angle (RA) (θa, ϕa) is the direction of the
main lobe which is deviated form the target in most cases due to the inaccuracies (see Fig.
2.3).
C Target Deviation (TD):
It is measured in degrees and quantifies the difference between the target (θr, ϕr) and the
actual (θa, ϕa) reflected angle due to inaccuracies in the phase profile. It is calculated as
TD =
√
(θr − θa)2 + (ϕr − ϕa)2 (2.6)
D Side-Lobe Level (SLL):
In addition to the main beam, a set of minor reflected beams may arise due to the phase
profile of the MS and, especially, its finite aperture. The SLL is defined as the ratio (in
dB) of the directivity of the side-lobe nearest to the main lobe. A low SLL is preferable to
minimize scattering of energy in unwanted directions.
E Side-Lobes Accumulated energy (SLA):
In addition to the secondary beam, a set of minor reflected beams may appear due to the
fundamental operation of MS structure. We measure the accumulation of power within these
lobes and report it normalized to the power of the main beam.
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F Half Power Beam Width (HPBW ):
The waist of the main reflected beam defines the resolution of steering. The HPBW ,
measured in degrees, is calculated as the square root of the solid angle at the −3 dB of a
lobe maximum. Low values suggest very accurate localization and tracking, whereas high
values suggest diffuse scattering or higher angular coverage.
Figure 2.3: Discrimination between the target angle (θr, φr) and the actual reflected angle
(θa, φa).
2.5 Validation
The accuracy of the proposed semi-analytical method is verified through a comparison with
full-wave simulations in CST Microwave Studio [84] by assuming an MS with dimensional
parameters Du = λ/3 and Dm = 5λ and a target reflection angle θr = ϕr = π/4 under normal
plane-wave incidence. Unit cells are simply modeled as lossless dielectric with different
Permittivity to provide maximum reflection amplitude and required phase profile. Even
though the unit cell design is simple, one single simulation takes 40–70 minutes in a high-
end workstation while proposed method estimates the radiation pattern within 1–2 minutes.




Figure 2.4: Normalized power radiation (E-Field, dB) of the programmable MS while tar-
geting θr = ϕr = π/4, calculated with our method (top) and full-wave simulation (bottom).
Excellent agreement is observed.
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The Metasurface Scalability versus
Design Space
The design of programmable MS faces significant challenges in terms of complexity due to
the many aspects involved, including but not limited to the unit cell design, the placement
of the tuning elements and its impact on the unit cell response, the tuning range require-
ments, the integration of driving methods within the MS structure, or the associated extra
fabrication steps [44]. Furthermore, mapping all these design aspects to the requirements of
the functionalities to be implemented by the programmable MS is an arduous task.
In the pathway to dimension a programmable MS for a given functionality, a key question
is then: how do the MSs scale?. In more detail, we should try to know how do MSs scale in
terms of performance for the target functionality. Thus, a scalability analysis would inspect
the impact of each design parameter to the MS performance.
This chapter revolves around the concept of scalability analysis of RISs, in an attempt to
provide tools to derive general considerations and guidelines of design for future MSs. For
instance, a clear outcome of this analysis would be the answer to the question:
• which is the minimum number of unit cells, number of states per unit cell,
and maximum unit cell size that guarantee a given performance for a given
EM functionality?
In the pathway to answering this question, we will face several tradeoffs that we can navigate
easily thanks to the analytical modeling of the MS. For instance, we shall be able to answer
the (also pertinent) question, among many others:
• is it preferable to improve in terms of discretization of the space (with
smaller unit cells) or in terms of quantization of the phases (with more
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states) to comply with the requirements of a given application?
Coupled to complexity or cost models, or tied to other tools such as information theory
methods [85, 86], the scalability analysis could clarify the practicable space of RIS design,
illustrating the main design tradeoffs and delimiting optimal design regions. In particular,
the chapter applies the methodology developed in Chapter 2 for scalability analysis for a
representative functionality like anomalous reflection i.e., beam steering.
This chapter aims to lighten the burden of programmable MS designers by studying the
main scaling trends of reconfigurable MS. Through a design-oriented scalability analysis, our
goal is to obtain a good understanding of the potential performance of programmable MS
as a function of critical design parameters. The rest of the chapter is structured as follows.
The scaling model is described in Section 3.1. The assumed unit cell model is described in
Section 3.2 and the results of the scalability analysis are given in Section 3.3. The impact
of the incident and deflection angles are investigated in Section 3.4 and a discussion of the
contradicting trends between performance and cost is delivered in Section 3.5.
3.1 Scaling model
This section outlines the scaling model proposed for MSs. The model distinguishes between
factors that relate to the MS geometry, Section A, as well as the ability to program the
MS to match a given application-specific parameter, Section B. The model is general, but
instantiated here for the case of beam steering. Figure 3.1 shows a schematic representation
of the system under study. We assume that MSs are deployed to direct reflected rays to a
particular user. Each MS has a lateral size of Dm and is composed by a set of reconfigurable
unit cells of size Du. The unit cells are driven by a set of controllers, whose function is to
choose the states Smn ∈ Σ, ∀m,n that will allow to point waves impinging from incidence
angles (θi, ϕi) towards a given direction described by (θr, ϕr). Due to the limited number of
states that the unit cells can adopt, i.e. |Σ| = Ns, the theoretically required reflection phase
modulation along the MS may not be exactly satisfied, leading to deviations in the reflection
direction, i.e. (θa, ϕa) instead of (θr, ϕr), the appearance of side lobes, etc. In what follows,
the main parameters are described in more detail.
A Dimensional factors
Size of the unit cell (Du): The unit cell dimensions commonly depend on the desired
frequency regime as they need to be subwavelength. Beyond that, and since the MS is
spatially discretized on a unit cell granularity, the size of each unit cell will have an impact
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Figure 3.1: Schematic representation of a programmable metasurface implementing a phase
gradient for beam steering with unit cells of size Du and Ns possible states (S0, S1, S2, S3).
on the MS performance. Here, without loss of generality, we assume square unit cells of side
Du.
Size of the metasurface (Dm): The size of the MS determines its aperture and ability to
coat objects or walls, as well as its cost. Here, we assume that the MS covers a square area
with lateral size of Dm. With Dm and Du, one can calculate the number of unit cells.
Wavelength (λ): From the EM perspective, determining the frequency band of interest is
critical to tackle the design of the unit cell. In the case of RIS-enabled communications, λ
corresponds to the wavelength in the medium enclosing the MS, typically air. In our study,
instead of adding frequency as another parameter, we express the dimensions normalized to
the wavelength in order to give a clear and general vision over the frequency-to-dimensions
relationship.
B Programming parameters
Number of unit cell states (Ns): Ideally, a programmable MS would have continuous
control over the local phase and amplitude of the unit cell responses. However, complexity
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issues related to the tuning elements and their driving methods often suggest discretizing
the amplitude-phase states of the unit cells. The parameter Ns that models the number
of possible unit cell states is decided at design stage and cannot be modified at runtime.
The discretization imposed by the finite number of states will have an impact on the MS
performance. Note that, as will be shown in Sections 3.2 and B, a pool of available states
larger than Ns is in generally needed, from which the optimum Ns states are chosen for each
specific case. This is useful for example for combating the effect of varying incidence angle
on the steering performance.
Target direction (θr, ϕr): As any reflectarray, programmable MSs for beam steering
naturally have the direction of reflection as the main input. We express the direction using
the spherical notation (θr, ϕr) as the position of the intended receiver can be easily expressed
in spherical coordinates (r, θ, ϕ) as well, using the MS as point of reference in the coordinate
system as shown in Fig. 3.1. Without loss of generality, we assume plane wave incidence
and a distant receiver, which allows to define the position of the receiver with {θr, ϕr} only.
The model, however, would admit arbitrary wavefront shapes if necessary.
Incidence angle (θi, ϕi): The unit cell states leading to the desired reflection direction also
depend on the angle of incidence. With the assumptions made above, the incidence is fully
defined by angles (θi, ϕi) as shown in Fig. 3.1. Again, if needed, the model would admit
arbitrary wavefront shapes. We note that, while the number of states is fixed at design time,
the incidence angle and target direction will be generally time-variant in RIS scenarios. For
instance, a RIS designed to add beams coherently at the receiving end will need to adapt
the incidence and reflected angle to the positions of the transmitters and receivers.
3.2 Unit cell performance model
In this section, we propose a reconfigurable unit cell for operation in reflection, Fig. 3.2. A
square unit cell (a = 4 mm) with a metallic back plane is designed to resonate at 26 GHz, a
band of great interest for 5G applications, and thus provide the necessary 2π phase delay for
implementing wavefront control based on the Huygens’ principle. We stress that this physical
concept is independent of the adopted physical system and frequency range; for example,
a dielectric meta-atom can be used for providing a resonance in the near/far-infrared, or a
plasmonic meta-atom for a resonance in the optical regime. A square metallic patch (w =
3.92 mm) is stacked on top of a substrate made of Rogers RO4003C high-frequency board
material with permittivity εr = 3.38 and thickness h = 0.203 mm. The reconfigurability is
voltage-controlled and stems from varactor elements properly incorporated in the unit cell,
Fig. 3.2(c). More specifically, through vias connect the rectangular patch to four varactors
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residing behind the backplane inside an integrated chip, making it possible to tune the surface
impedance of the MS and, thus, the local reflection phase and amplitude. The four vias are
positioned in a symmetric fashion near the four corners of the patch, with a distance from
the unit cell center along both axes of b = 1.5 mm, and have a diameter d = 0.1 mm. The
ground of the chip is connected with the MS backplane via a metallic post in the center of
the unit cell, Fig. 3.2(c). The four varactors are collectively set to the same capacitance value
Cvar; they are used instead of a single varactor at the center of the unit cell [41] in order to
enhance the impact of varying capacitance over the surface impedance (induced currents are
maximized at the edges of the patch) while retaining an isotropic unit cell (same behavior












Figure 3.2: Schematic of unit cell for operation at 26 GHz. (a,b) Bird’s eye views indicating
the positions of the through vias and the shorting post connecting the chip ground with the
MS backplane. (c) Cross-section with annotations of geometric parameters and the varactor
capacitances.
For providing reconfigurable steering performance, we will combine unit cells of different
reflection phase states; e.g. for the case of two-bit coding we use four different states equidis-
tantly spanning the 0–2π range, i.e. with values {135, 45,−45,−135} degrees. They can be
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achieved with specific values of the varactor capacitances Cvar by means of an appropriate
biasing voltage. In Fig. 3.3 we depict the reflection phase, Fig. 3.3(a), and reflection am-
plitude, Fig. 3.3(b), of the proposed unit cell, as calculated by full-wave simulations of the
unit cell for normal incidence. The required reflection phase states are attained for varactor
capacitances {0.26, 0.29, 0.31, 0.33} pF. At the same time, the corresponding amplitudes are
high and quite uniform; absorption is maximized on resonance and thus it is unavoidable
that certain capacitance values that bring the MS resonance closer to 26 GHz will be asso-
ciated with smaller reflection amplitudes. The designed phase states can be used to steer
a reflected beam towards the desired direction; the performance of this operation will be
thoroughly assessed in the following sections. Note that although designed for a specific
pitch value a ≡ Du, the proposed unit-cell extent can be scaled and still function around the
target frequency of 26 GHz by modifying the required varactor capacitances or, equivalently,
the bias voltages.
Next, we investigate the effect of oblique incidence for both Transverse Electric (TE)
and Transverse Magnetic (TM) polarizations. Specifically, it is expected that the attained
reflection phase will depend on the incident angle. This means that the aforementioned
capacitance values will provide suboptimal reflection phase as the incidence angle varies.
Having at our disposal a different set of four phase states (for the case of two-bit coding)
can help in retaining excellent performance for different incidence angles. This is shown in
Fig. 3.3, where the reflection phase as a function of capacitance is depicted for incidence an-
gles of 30 and 60 degrees, for TE [Fig. 3.3(b)] and TM [Fig. 3.3(c)] polarization, respectively.
By selecting each time the best four out of a total of 16 available states enables us to retain
almost perfect performance for all the cases investigated in Fig. 3.3. It is worth noting that
our model of varactors simply have only capacitance while in practice varactors have small
values of resistance. Nevertheless, electrical resistivity only reduces the reflection amplitude
from the unit cell. The reflection phase span remains mostly unchanged and the required
values can be obtained with minor changes in the capacitance.
3.3 Performance Scalability
The evaluation of a beam steering system relies on multiple metrics. Here, we obtain the
directivity D, side-lobe level SLL, half power beam width HPBW and target deviation
TD as functions of the unit cell size Du, MS size Dm, and number of states Ns. The
parameters are swept by at least an order of magnitude by the definition of scalability
analysis. Evidently, some parameter combinations and regions will be unfeasible or de facto
unacceptable, by virtue of reflect-array principles; nevertheless, this helps to better identify
20
Scalability Analysis Chapter 3





















































































Oblique incidence - TM polarization
Oblique incidence - TE polarization
Normal incidence Normal incidence
Figure 3.3: (a) Reflection phase and (b) amplitude for the proposed unit cell under normal
incidence as a function of capacitance. The four capacitance values leading to reflection phase
{135, 45,−45,−135} degrees are marked. (c) Reflection phase as a function of capacitance
for TE polarization and incidence angles 30 and 60 degrees. The capacitance values for the
desired four phase states are marked. (d) Reflection phase as a function of capacitance for
TM polarization and incidence angles 30 and 60 degrees. The capacitance values should for
the desired four phase states are marked.
the frontier between relevant and irrelevant design spaces, and highlights the shortcomings
of the latter to a broader audience. To present comprehensive results, we normalize the
dimensions to the incident wave wavelength (λ). This way, the reasoning is applicable to
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any frequency as long as the scaled unit cell is redesigned to offer the required amplitude-
phase response1. Also, the reported results are for particular target angle ϕr = θr = π/4
and normal incidence. The effect of the incidence and target angles on the performance of
the MS is discussed later in Section 3.4.
A Directivity
We first assess the directivity in the direction of maximum radiation (θa, ϕa) as a function
of the three input parameters Du, Dm, and Ns. Figure 3.4 shows how the directivity scales
with respect to Du/λ and Dm/λ for three representative values of Ns corresponding to 1-bit,
2-bit, and 3-bit coding. It is observed that the directivity increases with the MS size. For
instance, for Ns = 4, we see a consistent increase of 15 dB when moving from Dm = λ
to Dm = 3λ. The improvement diminishes from there, yet an additional 10 dB can be
achieved when moving from Dm = 3λ to Dm = 10λ. The impact of the unit cell size is only
appreciable above Du = λ/2. Reducing the size further does not improve the directivity of
the MS, therefore discouraging the use of small unit cells due to the associated raise of the
fabrication complexity and cost.
Figure 3.4: Directivity at the direction of maximum radiation D(θa, ϕa) for ϕr = θr = π/4
as a function of the dimensional parameters for 1-bit, 2-bit and 3-bit coding. The color bar
is common to all figures.
The impact of the number of states is especially noticeable as we move from Ns = 2 to
Ns = 4, with a general improvement of ∼3 dB. The main reason behind this behavior is that,
for Ns = 2, the reflected wave is split into two identical lobes directed to two symmetrical
angles and, therefore, half of the power is lost. This behavior disappears when introducing
1Note that the unit-cell phase shifts needed for beam steering have been demonstrated across the spectrum
[24–26].
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the second bit of coding, which explains the 3 dB difference. Adding a more states beyond
Ns = 4 bit does not have a significant impact.
B Target Deviation
Figure 3.5 shows the scaling trends of the TD, which we generally aim to minimize in order to
achieve high steering precision. Here, we consider 10 degrees to be the maximum admissible
deviation, although we will see that such interpretation will depend on the beam width as
well. The results in Figure 3.5 demonstrate that TD depends greatly on all the evaluated
Figure 3.5: TD as a function of dimensional parameters for 1-bit, 2-bit, and 3-bit pro-
grammable MSs targeting ϕr = θr = π/4. The color bar is common to all figures.
scaling factors. Downscaling the unit cells diminishes the target deviation of the MS because
this implies that the MS is programmed at a finer spatial resolution. However, as in the case
of directivity, we observe diminishing results as we reach values around Du = λ/3. The
impact of the phase quantization error, this is, when increasing the number of states, is also
similar than in the directivity case: the improvement is appreciable as we move from Ns = 2
to Ns = 4, but marginal beyond that. Finally, we note that the impact of the MS size Dm
is significant only for MS with relatively large unit cells. This implies that one can achieve
reasonable steering precision with small MSs as long as the unit cells are also small.
C Half Power Beam Width
The spatial resolution of a steering MS is generally inversely proportional to the HPBW ,
which we aim to reduce. Figure 3.6 shows how the HPBW is mainly affected by the MS
size. This is because the aperture of the device is effectively increased. The improvement
is very clear for Dm < 4λ, to the point that values below 15
o are consistently achieved for
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Dm ≥ 6λ. For a MS of 10λ× 10λ, the HPBW is reduced down to around 5o. On the other
hand, the impact of the unit cell size and number of states is negligible in this case.
Figure 3.6: HPBW as a function of dimensional parameters for 1-bit, 2-bit, and 3-bit pro-
grammable MSs targeting ϕr = θr = π/4. The color bar is common to all figures.
D Side Lobe Level
The evaluation of the SLL is a good first-order estimation of the power that may be off-
target and interfere with nearby communications. Figure 3.7 shows the scaling tendencies
of SLL. Remind that Ns = 2 is a particular case where the scattered field is split into two
identical beams, which would lead to SLL = 0 dB throughout the design space. Therefore,
for this case, we calculate the SLL with respect to the third lobe. For Ns = 4 and Ns = 8,
the SLL is evaluated as usual. Figure 3.7 essentially proves that the unit cell size is the
main determinant of SLL. We can clearly observe how Du = λ/2 marks a frontier between
a region of good performance in terms of SLL with values below -12 dB from a design space
with SLL in excess of -9 dB. It is also worth remarking that, unlike the rest of metrics, the
SLL keeps improving as we introduce a third bit of coding (Ns = 8). This reinforces the
intuition that the SLL is mainly affected by errors in the discretization and quantization
of the space-phase. We finally note that, although the MS size does not have a significant
influence on this metric, we could compensate the existence of large unit cells with enough
unit cell states in large MSs.
3.4 Impact of Input/Output Angles on Performance
In this section we will investigate the impact of reflection direction on the steering perfor-
mance metrics for MS with (i) variable aperture and cell size, but ideal unit cell response
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Figure 3.7: SLL as a function of dimensional parameters for 1-bit, 2-bit, and 3-bit pro-
grammable MSs targeting ϕr = θr = π/4. Side-Lobe Level is normalized to the maximum
across all MSs. The color bar is common to all figures.
across all angles in Section A; and (ii) using a realistic (physical) implementation for the unit
cells in Section B. This way, we differentiate between the performance degradation caused
by the MS at large or by individual unit cells. Exploiting the rotational symmetry of the
structure and the inherent reciprocity of the EM problem, only a subset of all combinations
of incidence (input) and reflection (output) directions needs to be analyzed. Moreover, as
highlighted in the previous section, four phase states are sufficient for the basic steering func-
tionality so will limit our simulations to this case and briefly comment on the higher-state
cases.
A Impact on Metasurfaces with Ideal Unit Cells
We will start by assessing the effect of aperture and cell size on the performance of 4-state
MS with ideal unit cell response for a few different scenarios. To this end, normalized 2D
(E-plane) scattering patterns are presented in Fig. 3.8; the plots correspond to steering from
normal incidence to two reference directions, namely θr = 30
o and 60o, while φr = 45
◦ in
both cases. Moreover, we consider three cell sizes Du = {λ/2, λ/4, λ/10} for a fixed aperture
Dm = 5λ, and then three apertures Dm = {3λ, 4λ, 10λ} for a fixed cell size Du = λ/3.
The resulting patterns clearly illustrate that targeting elevated angles (near zenith) leads
to better results, due to their proximity to the specular reflection direction; in contrast,
targeting ground-level (grazing) reflection angles, significant side lobes appear while the
main lobe becomes wider, due to the ‘steeper’ phase gradients applied across the MS. The
results also re-iterate our previous conclusions on the effect of aperture and cell size, now
confirmed for various reflection directions: higher apertures always improve (reduce) the
HPBW whereas smaller cells always improve (reduce) the SLL. Note that the maximum
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Figure 3.8: Normalized 2D/E-plane scattering patterns of ideal 4-state MS steering normally
incident plane wave to θr = 30
◦ (a–b) and θr = 60
◦ (c–d). Panels (a) and (c) are for different
unit cell sizes at fixed aperture Dm = 5λ, whereas panels (b) and (d) are for different
apertures with fixed cell size Du = λ/3.
directivity also increases with aperture (not shown in these normalized plots). To generalize
the example presented above, we repeat the analysis for multiple steering directions to the
upper hemisphere and, in each case, evaluate the directivity as a representative performance
metric. Hence, we extend previous works [87–89] where only a set of discrete angles were
studied, as the analysis of the complete angular space is extremely time-consuming unless
analytical methods are used to focus on the scaling of the dimensional parameters instead.
Figure 3.9 plots the normalized directivity when steering from normal incidence to: θr =
0 → 90◦, and ϕr = 0 → 45◦. The region for which the normalized directivity is above
a certain value is considered the coverage zone of the MS. Our analysis also amounts for
variable cell and aperture size: Du = λ/3, λ /10 and Dm = 5λ, 7λ, 10λ. We confirm that
the performance is consistently better in directions close to the specular reflection (normal,
in this case) and get worse as we approach steering directions close to the MS plane. The
azimuth angle has a smaller influence on the performance.
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Figure 3.9: Normalized directivity when steering a normally incidence plane wave to any
direction in the quarter-hemisphere. Each of the four panels corresponds to a different unit
cell (Du) and aperture size (Dm) combination. In all cases, we assume four ideal phase
states, i.e., 2-bit encoding of the MS.
B Impact on Metasurfaces with Realistic Unit Cells
Here, we consider a fixed MS of Dm = 5λ aperture composed of the realistic unit cells
designed in Section 3.2; these are 4 mm wide, i.e., Du ≈ λ/3 for f ≈ 25 GHz. We consider
wave incidence from three directions, θi = {0, 30◦, 60◦} and ϕi = 0 in all cases. For this MS,
we calculate the performance metrics as a function of the reflection direction requested, θr = 0
to 85◦ and ϕr = 45
◦, after mapping the required phase-profile for each steering scenario onto
the four available states. Note that the steering scenario that we selected corresponds to off-
plane retro-reflection, which is more demanding compared to scenarios like in-plane steering
or steering close to the specular reflection. The resulting curves presented in Fig. 3.10(a)-(d),
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including also the absolute limit values corresponding to ideal (continuous) phase profiling,
indicate that the realistic unit cell design is capable of almost optimal performance for slightly
oblique incidence, with respect to the directivity, HPBW and TD metrics; performance
degrades with increasing θr (steering further away from specular direction) and θi (coming
closer to grazing incidence), while the curves are generally monotonic and smooth. The
notable exception is SLL which diverges from the ideal trendline even for the reference case
of normal incidence; this is attributed firstly to the relatively large unit cell, secondarily to
the ‘nearest neighbour’ staircasing used to optimally map the continuous phase profile to the
given fixed states for each steering direction, and, finally, to our post-processing algorithm
which takes into account only the highest directivity side lobe, in whichever direction it
might appear. For this fixed MS and demanding steering scenario, the performance breaks
down for θi = 60
◦ and θr > 30
◦, due to the strong presence of a parasitic lobe in the
specular direction; this can be visualized in Fig. 3.10(e) and (f), depicting the scattering
patterns acquired for slightly oblique and highly oblique incidence, respectively, when the
steering direction is (θr, ϕr) = (45
◦, 45◦). Increasing the pool size of the available phase states
(capacitance values), from 4 to 8 or 16, would lead to progressively better performance, i.e.,
all metric curves would get closer to the ideal profile curves, even for highly oblique incidence.
As discussed in Section 3.2, this improvement is due to the higher reflection-phase span
(coverage) that can be attained with optimal selection of capacitances from a finer-resolution
and/or wider pool. Finally, note that owing to the adopted unit cell design approach, the
overall performance is better as the incidence angles decreases (closer to zenith), while TE
polarization behaves better than TM; however, the unit cell can in principle be designed for
any reference case, e.g., for TM polarization and/or for highly oblique incidence.
3.5 The HyperSurface Energy Footprint, Cost and Per-
formance
This section aims to illustrate how the proposed methodology can be leveraged to guide the
dimensioning of programmable MSs. Section A discusses the extraction of design guidelines
from the exploration, Section B exemplifies the use of combined figures of merit to delimit
the practicable design space, and Section C describes how cost could be introduced in the
exploration.
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Figure 3.10: Realistic MS performance metrics as a function of steering direction (θr, 45
◦)
and three incidence directions, (θi,0). (a) Directivity at θr, (b) Target deviation, (c) HPBW,
(d) SLL. The thick black curves correspond to the ideal case of continuous phase profiling
of the MS. Logarithmic-scale 3D scattering patterns for two reference cases, (e) θi = 30
◦
and (f) θi = 60
◦, targeting steering to θr = 45
◦ in both cases. The MS has Dm = 5λ,
Du = λ/3 and its non-ideal states (amplitude and phase of reflection coefficients) are four,
corresponding to four capacitance values.
A Extracting Design Guidelines from Performance
As expected, previous sections have confirmed that large MSs with small discretization error
(unit cell size tending to zero) and phase quantization error (large number of unit cell states)
consistently yield the best performance for beam steering. However, the trends depend much
on the performance metric and some metrics have clear frontiers where performance increases
abruptly. For instance, we have seen that, as expected, unit cell sizes below λ/2 are required
to achieve reasonable directivities and side-lobe levels. The scaling trends with respect to
the number of unit cell states lead to less anticipated results. It has been observed that at
least four states (Ns = 4) are needed to achieve high-quality steering performance and that,
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while additional bits help in suppressing the side-lobe level and increasing the directivity,
the improvements soon saturate. We have also seen that having a larger pool of available
states is necessary to increase the angular range of the MS. In Fig. 3.3, we have shown that
a pool of 4Ns states instead of Ns states can perfectly accommodate incidence angles of 30
and 60 degrees for both polarizations.
To illustrate our case, first, we show a graphical representation of the HSF structure in
Figure 3.11. Essentially, the HSF receives external programmatic commands from a gateway
controller that are disseminated to the internal control logic at the controller chips via chip-
to-chip interconnects and routing logic [80, 90]. These commands contain the state (within
the discrete set of possible states) that should be applied to each unit cell. The control logic
translates the state into an analog value to be applied to the tuning element, e.g. the voltage
applied to a varactor to achieve a target capacitance. Additionally, embedded sensors can
pick up data from the environment and send it to the control logic or external devices again
via the communications plane.
B Application-Specific Figures of Merit
Thus far, the study has been application-agnostic in the sense that specific performance
metric combinations are not taken into account. For instance, it is a well-known problem
that, although narrow beams provide high efficiency and may be in fact necessary in some
SDM/RIS-enabled scenarios [91], slight target deviations can lead to loss of connectivity.
Wider beams are less efficient, but also less prone to disruption. The methodology presented
in this Chapter can help reason about multiple design decisions, thereby delimiting the prac-
ticable design space, when putting different performance metrics together and introducing
user requirements. For instance, beam steering for 5G communications will generally demand
low beamwidth with low side-lobe level to minimize interference. Let us assume, as a prac-
tical case, a scenario where the necessary quality of experience is achieved with a HPBW
of 20 degrees with ±5 degrees of tolerance and a SLL of -13 dB with ±2 dB of tolerance.
In this context, we could define a figure of merit that encompasses both requirements.
Although a formal definition of such a figure of merit is outside the scope of this work,
we propose a particular example as follows
FoM1 = 1− w · δ(HPBW )− (1− w) · δ(SLL) (3.1)
where w ∈ [0, 1] is the weight of the HPBW metric and δ(·) is the distance of a metric
to its nominal required value, normalized to the tolerance range. We set FoM1 = 0 if the
design point is outside the tolerance interval. Figure 3.12a shows the FoM1 for the condi-
tions mentioned above for Ns = 4 and normal incidence. A value of 1 indicates maximum
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(b) Cross-section and logical.
Figure 3.11: Graphical representation of a possible HSF implementation, which includes the
metasurface plane with the metallic patches and the substrate, the sensing/actuation plane
with the tuning elements and sensors, the computing/control plane containing the controller
chips, and the communications plane containing the routing logic and interconnects. A
gateway controller interfaces the HSF with the external world. From [2].
suitability of a design point, whereas a value of 0 delimits invalid design points. In this case,
values around Dm = 4λ for Du < 2λ/5 are a good fit for the proposed application. Making
an analogy to networking provisioning, one could argue that MSs with Dm > 4λ and unit
cells of lateral size Du < λ/3 tend to be overprovisioned as they perform better than the
requirements set. whereas the MS is underprovisioned for Dm < 3λ or Du > 2λ/5. Finally,
note that while we considered that both metrics are equally important (w = 0.5), architects
can define their own weights depending on the application.
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C Performance-Cost Analysis
It has been shown throughout this chapter, optimum performance is obtained in asymptotic
cases of very large MSs with very small unit cells and a high number of states, which is
clearly impractical. Although defining the application’s requirement and tolerance interval
helps to delimit the design space, practical design guidelines need to consider cost and
complexity. To bridge this gap, parameterized models accounting for the cost or power
consumption associated to integrated circuitry can be incorporated to our methodology for a
joint performance-cost analysis. This would allow system architects to quantify the different
tradeoffs with performance-cost figures of merit and, by adding weights to each metric, find
the optimal design space for a particular budget. To exemplify the process, let us consider
(a) Performance figure of merit. (b) Performance-cost figure of merit.
Figure 3.12: Evaluation, through figures of merit, of a 4-state MS for beam steering with a
beamwidth requirement of HPBW = 20o±5o and side-lobe level requirement SLL = −13±2
dB. Values close to 0 (1) refer to invalid (optimal) design points.
the example from previous section and assume that power or cost of the MS scale linearly
with the number of unit cells per dimension. This assumption is backed up by recent studies
analyzing the impact of adding more controllers to the amount of internal messages required
to reprogram the MS [81, 90]. In our particular example, our performance-cost figure of
merit is named FoM2 and is obtained by dividing FoM1 from Eq. (3.1) by the number of
unit cells per dimension and normalizing the result. As shown in Figure 3.12, the tendency
is to favor configurations with less unit cells within the range that yields good performance
within the tolerance range, as the intuition would suggest.
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3.6 Summary
This chapter has presented a methodology for the design-oriented scalability analysis of
programmable MSs, which allows to obtain a set of performance metrics across the design
space. We have applied the methodology to analyze the beam steering case, evaluating the
scaling trends of the directivity, target deviation, half power beam width, and side-lobe level
with respect to multiple dimensional and programming parameters. We have observed that
four unit cell states (2 bits) are enough to provide acceptable performance and confirmed
that, as expected, large MSs with small unit cells provide the best performance. We further
confirm that the performance drops significantly as incidence or target reflection angles
approach the MS plane due to a degradation of the unit cell response. From the analysis, we
conclude that the θr < 60
o range is practicable for most MS designs and that, beyond that
angle, increasing the amount of unit cell states may alleviate the performance degradation to
some extent. Finally, we proposed the use of figures of merit that, tied to user requirements
and cost models, provide an assessment of the practicable design space and optimal regions




Study of Errors in Metasurfaces
Adding reconfigurability to MSs comes with a non-trivial increase of the complexity that
will pose new reliability challenges stemming from the need to integrate tuning, control, and
communication resources. While MSs will become prone to failures, little is known about
their tolerance to errors. Anticipating and modeling errors in complex systems like HSFs is
an important facet, this is, as the MS gets large or dense. In the scenario of Figure 4.1, for
instance, faults might lead to inaccuracies in the steering of the reflection and cause a drop in
quality of service. In this context, an error analysis would also allow to derive guidelines for
the implementation of robust programmable MSs, estimate the lifetime of the deployed ones,
or even develop methods to save energy by power-gating a portion of the internal circuitry
of the MS.
However, error analyses have not been carried out taking the particularities of MSs into
consideration. In [92], the authors evaluate the impact of phase errors in RIS panels that
shift the phase of impinging waves aiming for a coherent combination at the receiver. In
that case, each RIS is spaced apart and treated independently, ignoring the directions of
impinging or reflected waves and limiting errors to system inaccuracies, i.e. quantization
and estimation error, but no faults. This resembles the classical works that analyze the
impact of errors in phased antenna arrays [93–96]. Such an analysis is therefore not directly
applicable to MSs, where (1) the causes of failures can be more varied due to the amount of
control circuitry, and (2) the focus is on the impact of a number of failures (or the chained
effect of a few of them) rather than on individual faulty components.
This chapter uses the same framework proposed in Chapter 2 to evaluate the impact of
failures in programmable MSs, distinguishing between the type of faults and their spatial
distribution. Despite being applicable to any EM functionality, here we use the methodology
to study a beam steering MS at 26 GHz as a particular yet very relevant use case in MS-
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Figure 4.1: Graphical illustration of an environment augmented with potentially faulty pro-
grammable MSs. Since LoS propagation is not possible, the MSs attempt to maximize the
non-LoS power at the receiver by directing the reflections and altering the phase for coherent
detection. A faulty MS may lead to service disruption by not pointing the reflected beam
accurately.
enabled 5G communications as shown in Fig. 4.1 [9]. To derive the error model, the causes
and potential impact of faults are identified and discussed qualitatively. Here, we deepen the
analysis by (i) introducing a realistic unit cell to improve the system model (Section 4.1),
(ii) exemplifying the effects of failures in the components of a tunable unit cell (Section 4.2),
(iii) introducing the error scenarios in the MS coding (Section 4.3) and (iv) evaluating the
impact of faults in multiple performance metrics such as deviation from the target direction
(Section 4.4).
4.1 Unit Cell Model
As shown in several works, providing phase reconfigurability can be achieved via several
tuning mechanisms [97]. Since one of the aims of this Chapter is to capture the possible loss
of performance arising from component faults, here we provide a particular unit cell design.
The case shown here revolves around the promising application of programmable MSs
in millimeter-wave communications for 5G (Fig. 4.1). We assume a square unit cell (c = 2
mm) with a metallic backplane as shown in Figure 4.2. The unit cell is designed to resonate
around 25 GHz, aimed at giving service to one of the available 5G bands according to
new recommendations by the International Telecommunication Union (ITU) [98]. A square
metallic patch (b = 1.85 mm) is stacked on top of a substrate (Rogers RO4003C) with
permittivity εr = 3.5 and thickness a = 0.81 mm. It is possible to modify the phase response
of the unit cell by adding capacitance to the square metallic patch. For phase tunability,
35
Error Analysis Chapter 4
this capacitance is given by varactors, which are embedded within the controllers and hidden
under the backplane, but connected to the top patch with vertical vias [77].
Figure 4.2: Cross-section, top-view, and bottom-view of the assumed unit cell.
We implement the proposed unit cell in a full-wave solver, CST Microwave Studio [84],
and evaluate the reflection coefficient when the unit cell is illuminated by a normal incident
plane wave and for a set of capacitance values.
Assuming that our design implements four coding states, it is standard practice in anoma-
lous reflection MSs that the 2π phase range is divided into evenly spaced states with π/2
separation with high reflection amplitude [97]. As shown in Figure 4.3, the unit cell achieves
these objectives around the target frequency, 25 GHz, with a reflection amplitude Γ of 0.9 and
phases Φ at {45, 135, 225, 315} degrees. The figure plots the capacitances that have achieved
such separation: 0.01 pF, 0.04 pF, 0.06 pF, and 0.9 pF. We will see that, if the capacitances
deviate from such values, the unit cell may inaccurately point to different amplitude and
phase.
4.2 Error Model
This section presents the model that we propose for the error analysis of programmable
MSs. The model describes both the impact of faults on the behavior of individual unit cells
and how the faults can be distributed across the MS in Sections A and B, respectively. We
also reason about the possible sources of each type of fault and attempt to exemplify a few
relevant causes.
Generally speaking, faults in electronic systems may occur for a wide variety of reasons.
This is also true in the mixed-signal HSF platform, where the MS and its associated tuning,
control, and communication subsystems are integrated together. In any case, the relevance
of different types of failure will eventually depend, among others, on the maturity of the
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Figure 4.3: Unit cell reflection phase Φ (top) and amplitude Γ (bottom) as a function of
frequency for the four chosen capacitance values.
technology, the manufacturing process, or the application environment. Several examples
are outlined below. For instance, it is widely known that chip failure rates and fabrication
mismatches increase as the technology nodes go down [99], which may become necessary in
HSFs operating at mmWave and THz frequencies. Manufacturing defects could lead to stuck
unit cells, similar to dead pixels in displays. When interconnecting the chips that drive the
different unit cells, connector constraints or bad fitting can also lead to errors of different
typologies. Once deployed, chip connections might fail over time due to thermal cycling or
flexing. MSs could be exposed to physically challenging conditions that could lead to hard
faults, such as physical damage in a conflict zone where bullets could impact the MS or
bit flips due to cosmic radiation in space applications. Last but not least, ultra-low-power
HSFs could power-gate a set of controllers in order to save energy in environments where a
given performance degradation is tolerable. Here, the error analysis would help to determine
which controllers should be powered off and at which state they should be kept. In any case,
power gating can be regarded as an intentional transient fault.
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A Types of Errors
Here, we describe the impact that faults can have on the performance of individual unit
cells. We assume that each unit cell is assigned a valid state s ∈ Σ, where Σ represents the
set with cardinality Ns of valid states for a particular unit cell design. As shown in Section
2.3, the state s basically determines the amplitude and phase of the reflection coefficient at
an arbitrary unit cell.
In the presence of a fault, we assume that the unit cell will transition to a state s′ which
may or may not be within the set of valid states of the MS. The value of s′ and its probability
will depend on the type of fault, that we comprehensively classify as follows (see Figure 4.4):
• Stuck at state: the unit cell is stuck at a random, but valid unit cell state s′ ∈ Σ.
This type of error assumes that a failure disconnects the unit cell from the rest of the
system, leaving it in an old state. Such a disconnection can occur due to failures in the
communication or control planes (e.g. in the router or in the controller) that prevent
control signals to reach the tuning element. The value of s′ is picked randomly with
uniform distribution.
• Out of state: the unit cell takes a random invalid state s′ /∈ Σ, which essentially means
random amplitude and/or phase. Possible causes of this error may be failures that
affect the tuning elements and, thus, lead to a wrong capacitance. Via disconnections
arising from manufacturing defects or aging, or defects in the DAC circuits that drive
the tuning element, could lead to such error.
• Deterministic: The unit cell stays in a known fixed, generally invalid state, which is
the same across all unit cells with the same type of fault. For instance, a deterministic
error could be caused by a physically damaged unit cell, i.e. a bullet making a small
hole within the HSF could be approximated as zero phase and full transmittance.
• Biased: The unit cell is at a state which is at a fixed given distance ∆ of the actual
required state s′ = s+ ∆ ∈ Σ. This may be caused by flip-bit errors at the computing
plane, or by external biases, perhaps due to attacks.
It is worth discriminating the mapping sequence from types of errors. In the end of
Section 2.2, a process is described which maps the desired phase in the [0, 2π] range to the
closest available phase for four states s0, s1, s2, s3 (state 1 to state 4). Errors occur after the
mapping done by design and, thus, may cause the unit cells states to shift to valid states
(e.g. s0, s1, s2, s3; yet not the intended state for that unit cell) or invalid states (outside the
phases mapped to s0, s1, s2, s3).
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Figure 4.4: Graphical representation of the different types of error in a MS with 15×15 unit
cells. White, green, red, and blue squares indicate valid states, whereas other colors indicate
invalid states.
Next, we illustrate how single component faults can affect the performance of an individ-
ual unit cell. In particular, we evaluate the impact of biasing a single varactor to the wrong
voltage or completely disconnecting it. To that end, we simulate the different combinations
using our unit cell design from Section 4.1 as a baseline and calculate the phase error as the
difference between the correct and erroneous reflection phase.
The results of this example are shown in Figure 4.5. Red bars represent the impact of
via disconnection with respect to the initial states. Exponential growth from state 1 (0.01
pF) to state 4 (0.9 pF) is observed, revealing that the disconnection of large capacitances
has a more significant impact. Blue, black, green and yellow bars indicate the phase error
resulting from the wrong biasing of a single via from the state indicated in the X-axis to
state 1, 2, 3, and 4 respectively. For instance, the first black bar indicates the phase error of
biasing the via to state 2 instead of state 1. The impact of each change is subtle and does
not follow a clear trend. In this particular example, then, we could approximate single via
failures as an out of state error with a random phase.
B Spatial Distribution
Next, we describe the possible spatial distribution of errors across the MS. We base our
reasoning on the fact that faults may impact multiple unit cells or have cascading effects,
this is, lead to further faults. We distinguish between the following distributions, represented
in Figure 4.6:
• Independent: The errors are randomly distributed over the MS and can be modeled
with a spatial Poisson process. Individual uncorrelated faults, maybe with different
origins, could yield such a distribution.
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Figure 4.5: Phase error resulting from the biasing of a single via to an incorrect state, or its
complete disconnection, for the proposed unit cell design at 26 GHz. The x-axis depicts the
state at which the other vias are biased.
• Clustered: The errors appear around a given area. Cascading effects of a fault or
faults that affect several unit cells can lead to such behavior. For instance, faults ren-
dering a controller chip useless will impact all its associated unit cells. Another example
would relate to the loss of connectivity at the network: faults in a few interconnects
can leave an entire region of the MS isolated and stuck in an old state [80].
• Aligned: The errors are spatially co-located following a line. For instance, let us
assume that power or ground signals are distributed through the HSF through a matrix
of electrical lines. We speculate that, in such a case, if one line representing a row or
column fails, the whole row and column could be affected.
• State-specific: Another speculative type of spatial distribution would be that all unit
cells that are supposed to be in a specific state, behave incorrectly. This could happen
if the actuator uses an external value (e.g. voltage from a centralized regulator) to
determine the given state; if that value is incorrect, the state will be erroneous.
4.3 Introducing Errors
A general methodology for the analysis of errors in MSs would simply evaluate the metasur-
face in the presence of an increasing number of errors, and compare it with the performance
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Figure 4.6: Graphical representation of the different error distributions in a MS with 15×15
unit cells. Black squares represent faulty unit cells.
of a golden reference. Basically, the golden reference is coded according to the EM function-
ality and evaluated using the methods exemplified in Section 2.3 for beam steering. Then,
faults are introduced using the guidelines discussed in Section 4.2. To better understand the
impact of errors, representative metrics are used to characterize the performance degradation
as discussed in Section 2.4.
The analytical formulation allows to trivially introduce errors by modifying the terms
Γmn and Φmn of the affected unit cells in Equation (2.3). The type of error, its spatial
distribution, together with the percentage of faulty unit cells, define the error scenario as
represented in Figure 4.7. To apply a particular error scenario, the steps are:
1. To set the number of faulty unit cells according to the input percentage.
2. To set the position of the faulty unit cells according to the spatial distribution, setting
the m and n values in Γmn and Φmn, using spatial Poisson processes if required.
3. To set the Γ and Φ values of each particular unit cell, either within the discrete set of
valid states Σ or within a continuous range (valid or invalid states), depending to the
type of error and using random number generators if required.
4.4 Results
This section applies the proposed methodology on a particular case of beam steering MS.
We take, as the basic building block, the unit cell described in Section 4.1 with the four
states represented in Figure 4.3. We consider a MS of 15×15 unit cells and the far field
is obtained with equations from Section 2.3. The MS is coded to point to θr = φr =
π/4 from normal incidence, using the methods described in Section 2.2. Figure 4.8 shows
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Figure 4.7: Error scenario generation process.
corresponding far-field pattern of a MS with the ideal state distribution and without any
errors. Indexing the performance metrics, we get D(θr, φr) = 0 dB, D(θa, φa) = 0 dB,
TD = 1.5o, HPBW = 14.47o, SLL = −11.43 dB and SLA = 11.14 dB. Note that the
directivity values are normalized to the strength at the direction of maximum radiation,
which is why we obtain a value of 0 dB.
A Overview
Figure 4.9 demonstrates how different types of error and their spatial distribution can have
a significantly different impact. The far field is plotted for increasing fault rates for four
representative combinations of error type and spatial distributions. It is observed that the
MS points most of the energy towards the intended direction of θr = φr = π/4 for relatively
low error percentages and starts losing its functionality as the percentage increases.
The differences between the distinct types of errors are clearly distinguishable. For in-
stance, Figure 4.9a shows the far field for the MS with stuck-at errors clustered around the
center. We can see that increasing the error ratio gives more power to the side lobes and
decreases the width of the main lobe. The clustered-biased scenario shown in Figure 4.9b,
on the other hand, illustrates that biasing errors are less impactful because, in the end, the
phase gradient is largely conserved. Similar studies performed for the (independent, out of
state) and (independent, deterministic) scenarios, shown in Figures 4.9c and 4.9d, respec-
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Figure 4.8: Normalized radiation pattern of the ideal distribution of the states in a MS with
15× 15 unit cells.
tively, allow to conclude that completely random errors tend to average out and minimize
impact, whereas deterministic errors tend to destroy the functionality by increasing the im-
portance of specular reflection, which becomes the main lobe for more than 30% of error
ratio.
Here we set the deterministic error to be s0, which ends up with a strong secondary lobe
at θ = 0 and arbitrary φ. This reflection angle is independent of the determined value of
the error and we would obtain the same results with any other determined value (s1, s2, s3).
This reflection, namely specular, is only characterized by the incident angle. In other words,
deterministic errors react as a mirror reflecting the incident wave according to Snell’s law
(θi = θr and φi = φr) irrespective to the erroneous value, as long as it is the same in all
erroneous unit cells. In our case (normal incident of plane wave), where we put θi = 0 and
arbitrary φi, we obtain θr = 0 and arbitrary θr = 0.
The next sections complement this qualitative analysis with the evaluation of performance
metrics for different combinations of type of error and spatial distribution. For the sake
of brevity, we consider the combinations outlined in Table 4.1. The rest of the possible
combinations have been evaluated, but are not shown due to their behavioral similarity with
the combinations from Table 4.1.
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(a) Sketch of the MS coding under Clustered-Stuck errors and radiation pattern for three error
percentages.
(b) Sketch of the MS coding under Clustered-Biased errors and radiation pattern for three error
percentages.
(c) Sketch of the MS coding under Independent-Out of state errors and radiation pattern for three
error percentages.
(d) Sketch of the MS coding under Independent-Deterministic errors and radiation pattern for three
error percentages.
Figure 4.9: Qualitative analysis of performance degradation for different error scenarios.
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Table 4.1: Error scenario acronyms.
Error scenario Acronym
Clustered-Stuck CS








Figure 4.10 illustrates the impact of the different types of errors by plotting the Directivity
at the desired reflection angle D(θr, φr) over the error percentage. As expected, the most
detrimental type of error is deterministic because all wrong values are mapped to the same
phase, which has a more detrimental effect in the beam steering case due to its phase-
gradient requirements. This reasoning also implies that different types of errors may have
a completely different impact on MSs implementing different functionalities: for instance,
absorbers may set the same value to all unit cells and, therefore, deterministic errors may
not reduce performance vitally. Assuming a 3 dB threshold as the acceptable performance
degradation, we observe that CD is the most degrading option as error rates beyond 20%
cannot be tolerated, while Out of state and Biased errors (IO, IB, CO and CB) guarantee
good performance beyond 40% of erroneous cells.
Figure 4.10: Directivity on target direction D(θr, φr) of the beam steering MS as a function
of the error percentage for different error types and spatial distribution.
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The story is different for the directivity at the direction of maximum radiation, D(θa, φa),
as shown in Figure 4.11. In this case, the curves of D(θa, φa) corresponding to deterministic
errors with fault rates beyond 33% start to increase regardless of their spatial distribution.
The reason for this behavior underlies behind the fact that deterministic errors posses the
same reflection phase and, by the accumulation of many of these errors, a secondary beam
starts to grow. The 33% error figure represents the inflection point where the secondary lobe
becomes the main lobe. This is illustrated in Figure 4.12 for the independent-deterministic
combination of errors, revealing how the secondary lobe emerges at θ = 0 and becomes the
main beam.
Figure 4.11: Directivity on the direction of maximum reflectionD(θa, φa) of the beam steering
MS as a function of the error percentage for different error types and spatial distribution.
Figure 4.12: The normalized radiation pattern for ID errors as an example of an emerging
secondary lobe in the wrong direction. The color bar is common to all figures.
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C Target Deviation
In this part, we want to emphasize the importance of the differences between the desired
and actual position of the main beam. Figure 4.13 shows the accuracy of the beam steering
MS versus different error scenarios. As mentioned above, deterministic errors may make the
main beam shift from the target direction to specular reflection. This is the main cause of
the jump observed at 33% for TD. Beside CS that forces the main beam to deviate, other
kinds of errors are not affecting TD considerably. In fact, TD takes values below 2 degrees,
which is acceptable for most applications. This suggests that loss of directivity or increase
of side lobe may be more critical in the present scenario.
Figure 4.13: Deviation from the target versus the percentage of the faulty unit cells for
different error types and spatial distribution.
D Half Power Beam Width
From Figure 4.14 it can be inferred that, on one hand, the HPBW is not affected by
the IS, IO and IB combinations of errors. However, their associated types with cluster
distributions, CS, CO, and CB smoothly decrease the HPBW . We can relate this effect to
the consolidated spot of errors leading to a united constructive response. On the other hand,
for Deterministic cases (i.e., ID and CD), a jump at 33% is observed due to the deterministic
values of errors. At this turning point, anomalous reflection (i.e. the desired behaviour) is
very weak, while specular reflection (emerged from deterministic errors) is strong enough to
take over as the main beam. This is the reason for the jumps for HPBW in Figure 4.14.
In other words, before 33% we have the HPBW of anomalous reflection and after that of
specular reflection.
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Figure 4.14: Half power beam width versus the percentage of the faulty unit cells for different
error types and spatial distribution.
E Side-Lobe Level
Figure 4.15 illustrates the performance degradation in terms of side lobe level. It is quickly
observed that SLL is the most sensitive performance metric so far. Fundamentally, SLL
grows proportionally to the ratio of errors for all kinds. Among the monotonically increasing
cases, clustered distributions seem to have a higher impact in this metric, whereas inde-
pendent and out of state errors are the least relevant. Since random coding [58] leads to
random scattering, we argue that uncorrelated random errors generate scattering that does
not accumulate as a large secondary lobe. On the other hand, clustered and deterministic
errors, which tend to group unit cells together and to apply a uniform state, lead to large
secondary lobes.
Deterministic errors lead to a characteristic behaviour that we elucidated with several
simulations at specific points for CD and ID. The dip appearing between 29% and 37% is
due to the fact that a secondary lobe starts to disappear while another minor lobe begins
to rise. At 32%, this minor lobe takes the place of secondary lobe then at 37% main and
secondary beams are exchanging their roles and SLL starts to decline once again.
F Side-Lobe Accumulated Energy
SLL cannot accurately describe the distribution of energy around the main lobe, so we
evaluate the SLA metric in Figure 4.16 to consider the impact of all the minor lobes. This
figure demonstrates that, as expected, increasing fault rates reduce the power at the main
beam and distribute it around a set of side-lobes. The main lobe is debilitated very similarly
for all error combinations. Likewise, deterministic errors exhibit abnormal behaviour for
SLA showing a dip between [29% − 32%] and decline after 37%. The reason being of such
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Figure 4.15: Secondary lobe level versus the percentage of the faulty unit cells for different
error types and spatial distribution.
trend is similar to that discussed in Section E.
Figure 4.16: Accumulated energy of the side lobes versus percentage of the faulty unit cells
for different error types and spatial distribution.
4.5 Summary
In this chapter, we have used a general methodology for the error analysis of programmable
MSs, where faults are distinguished by their impact on individual unit cells and their spatial
distribution across the MS. Albeit applicable to any functionality, the methodology has been
used to study a beam-steering MS at 26 GHz for 5G applications. This case is particularly
robust against spatially uncorrelated errors with random values, since these generate mild
scattering that does not form detrimental side lobes. For the MS under evaluation, the
functionality is preserved with minor degradation even if faults affect 1/4 of the unit cells. On
the contrary, clustered errors that set all the unit cells to the same state are very detrimental
as they favor the formation of powerful side lobes. Overall, these results illustrate the value
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of the error analysis to guide the design of future programmable MSs by, for instance,
demonstrating that 25% of the controller chips could be powered off without reducing the





The transition from static to intelligent programmable MSs costs design, fabrication, and
embedding complexity. RISs need to integrate tuning and control elements on a per-cell
basis, electronic circuits to implement intelligence within the device, as well as mechanisms
to interface the surface with the world. Such complexity may lead to uneconomical design
and fabrication process which is an obstacle toward commercializing the applications within
5G networks. One way to justify the costs is to make full use of the technology and explore
ways in which the exploitation is maximized. MSs can actually perform multiple functions
concurrently [100], so one design can serve several purposes. Preferentially, in the use case of
wireless communications, multi-user scenarios are appreciated. In this case, an MS provides
services for multiple users which is a very compelling.
An omnidirectional antenna can communicate with multiple users through a wide beam.
In this case, the beam is detrimental as it squanders the energy in a huge space. This strategy
is not practical for mmWave spectrum because high propagation losses [101] combined with
the challenge of high power transmitters [102], severely restricts the communication range.
The proper solution is to engineer the radiation pattern with respect to the users’ location.
In order to engineer a radiation pattern with independent control over the beams, MSs space
or time allocation should be shared between the users. Space or time multiplexing is a linear
segmentation of the MSs in space or time domain. However, the distribution of resources
between the users diminishes the link quality compared to single user communication. Multi-
user scenarios rely on the proper execution of multiplexing by which the space-time allocation
is optimized.
In this chapter, we introduce a technique based on the momentum conservation law and
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superposition of waves for MS reconfiguration to engineer multiple beams independently.
Based on the realistic system parameters, we then evaluate the performance of the proposed
framework by analyzing the throughput in indoor, outdoor and broadcast scenarios. We
compare our results to the baseline system, and show that by taking advantage of the MS,
orders-of-magnitude improvements in the overall system throughput can be experienced.
With this background, we now highlight the organization of the chapter as follows: In
Section 5.1, we review the latest works in multi-user communications. Section 5.2 describes
proposed technique to reconfigure the MS for multi-user communication. Section 5.3 de-
scribes the indoor, outdoor and broadcast scenarios on which we evaluate our system. In
Section 5.4 the system model is introduced. Section 5.5 presents the performance evaluation
and Section 5.6 summarizes the chapter.
5.1 Background
Time-Division Multiplexing (TDM) handovers the communication link between multiple
users in separate time slots [103]. Time is divided into several recurrent blocks of fixed
length, one for each user. In terms of MS, TDM refers to time domain reconfiguration which
provides a shared communication link that switches between users. In theory, this technique
can provide adaptive multi-channel communication by space-time shared aperture [104] with
great performance. However, this is not a trivial mechanism, and realizing a TDM MS comes
with a major challenge. In 5G, end-to-end latencies as low as 1 ms need to be met with
reliability as high as 99.99% [105]. Tracking a moving user requires reconfiguration of the
MS to sustain the communication link and the reconfiguration speed affects the latency.
This might not be a serious problem in single user scenarios but in the multi-user case, the
reconfiguration cycle is multiplied by the number of users. A TDM MS switches the link
between the user in the time domain and reconfiguration speed of the MS will have to be
extremely fast to rearrange the link with an acceptable delay. The reconfiguration delay is
the time takes to reprogram the MS to serve the specific user group (see Fig 5.1).
SL = N × (UGD +R) (5.1)
where SL is the length of the subframe, UGD is the user group delay, N is the number of
users and R is the reconfiguration delay. As an example, consider that the maximum length
of a single subframe for the 5G New Radio (NR) is 1 ms [106]. Further, let us assume that
we have N = 10 groups of users, wherein each group, a user is served in a given subframe.
Hence, it is essential that the MS reconfiguration is completed in a time that is on the scale
of a few microseconds, which is a real challenge.
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Figure 5.1: Time allocation of each user group (collection of users) in a subframe alongside
the reconfiguration duration shown in yellow.
A better strategy to meet 5G criteria is to communicate with all the users concurrently.
So, instead of multiplexing in time domain, we suggest to partition the area of the MS
and assign a specific segment per user. This segmentation process is equivalent to dividing
the original MS into a collection of smaller MS, which inevitably follows with lowering the
Directivity. Henceforth, enlarging the MS is essential to maintain the Quality of Service
(QoS) for multi-user scenarios. While it is possible to estimate the optimal size of the MS
depending on the number of users and the desired QoS, the question “how to divide the MS
area amongst users?” still remains. Figure 5.2 illustrates that the allocation of the MS area
amongst two users affects the radiation pattern. While optimization methods can help us
determine the best segmentation, they require extensive computing power and time, which
is unrealistic. For instance, a single simulation of a MS in CST Microwave Studio [84] takes
around one hour. Since, the number of possibilities of MS segmentation is huge, finding the
optimized reconfiguration is almost impossible. To exemplify the numbers, consider a grid
of 24 × 24. Next, as suggested in [107], we set Ns = 4 states to code (i.e., setting specific
phase and amplitude profiles) the MS. Consequently, the overall possibilities will be 424×24.
Henceforth, determining an optimal solution becomes extremely unrealistic for real-world
deployments.
Moreover, there have been multiple works such as [108, 109], wherein an optimization
approach has been provisioned to enable multi-user communication with the RIS. While
these works aim at determining the most optimal transmit power, phase shift combination
at the RIS/MS, size of RIS/MS, etc., to facilitate multi-user communication, they do not
consider the practical aspects of such a programmable MS. Concretely, the MS is considered
to be capable at all times to switch its characteristics instantaneously, which as mentioned
above is not trivial. Furthermore, computing a global solution is time and power-intensive,
hence not viable in real network environments.
Thus, in the following sections, we propose a simple and fast methodology to reconfigure
the MS for multi-user communications. Additionally, through an overall system throughput
performance analysis, we elaborate on the capability of our method to support multi-user
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Figure 5.2: Normalized E-field distribution in logarithmic scale (dB) targeting users at (a)
θr = φr = π/4 and (b) θr = π/4, φr = π/2 as single-user MSs compared with two-user MSs
dividing the area Row-wise (c) and Column-wise (d) to target both users
communications in indoor, outdoor, and broadcast transmission scenarios.
5.2 Metasurface coding for anomalous reflection in mul-
tiple directions
In Chapter 2, we mention that programmable MSs can be reconfigured for different RA. The
main lobe of the radiation pattern should track the movement of the user. In other words,
instead of the natural (i.e., specular) reflection, MS manipulates the reflection wavefront
towards the user position. Using phase gradient described in Equation (2.2), we can encode
the MS to reflect the beam toward any arbitrary reflection angle (θr, φr).
Nevertheless, in multi-user case where we have several pairs of reflection angles (i.e.,
(θr1, φr1), (θr2, φr2), ... (θrK , φrK)) former coding is not helpful anymore. However, we
solved this issue with fundamental rules. According to the users’ position, one can calculate
the relative phase profiles individually. The phase is a periodic variable and phase value
ranges from 0 to 2π. Thereby, based on the principle of superposition of waves, we can
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encapsulate the individual phase profiles by adding them. Assuming normal incident and






cos(θ)ejk0ζmn(θ,ϕ)(ejΦmn(θr1,φr1) + ejΦmn(θr2,φr2) + ...+ ejΦmn(θrK ,φrK)) (5.2)
where Φ(θr1, φr1), Φ(θr2, φr2), and Φ(θrK , φrK) are the phase gradient for the first, second,
and Kth-user respectively. The result of this summation is a term with both phase profile





This means, we can engineer a multi-beam radiation pattern by controlling simultaneous
amplitude/phase profile of the unit cells. Nevertheless, any reflection amplitude other than
unity means loss. Here, we propose a solution to discard the need for amplitude engineering.
By considering the conservation law of energy, in a closed system, all the energy from the
impinging wave should be divided between the unit cells. So, in a lossless situation, all the
power will be scattered from the MS. Since unity reflection of the subclass profiles are not
important anymore, one can change the unity coefficients in subclass profiles to conserve the





ejΦmn(θrk,φrk) = ejΨmn (5.4)












Now that we have the final phase gradient without any amplitude profile, the next step is to
encode the unit cells. We simulated the MS in CST Microwave Studios. Phase gradient is
realized by encoding the relative permittivity εr to provide the desired phase reflection. Any
other unit cell designs [2,38] would operate in the same way. By selecting Du = λ/3, we can
ensure that the phase gradient is mapped on the MS with acceptable resolution [107]. Figure
5.3 (a,b), shows the radiation pattern and relative phase gradient of a square MS with size
of Dm = 8λ. The obtained radiation pattern is improved compared to spatial subdivision
technique (Figure 5.2 (c,d)). By setting another phase gradient for the next user, we can
extend the methodology for any number of users. Figure 5.3 represents 3 lobes targeting 3
users and respective phase gradient on the MS.
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Figure 5.3: Normalized E-field distribution in logarithmic scale (dB) targeting users at
θr = φr = π/4 and θr = π/4, φr = π/2 (a) and respective phase gradient (b). Normalized
E-field distribution in logarithmic scale (dB) targeting users at θr = π/12, φr = π/4, θr =
π/6, φr = π/2 and θr = π/4, φr = 3π/4 (c) and respective phase gradient (d).
Since the dimension of the MS is fixed at Dm = 8λ, engineering more beams decreases the
Directivity. This issue gets critical when we have even more users. The simplest solution is
to develop a larger MS. However, due to the design and manufacturing costs, it is preferred
to keep the size of the MS as small as possible. To provide complex radiation patterns
with more beams for multi-user communications, we need to impose the phase gradient with
higher resolution. One way is using smaller unit cells which will increase the complexity
of the system. A better policy is to improve the mapping by increasing the number of
states (Ns). We checked the influence of Ns in case of 4-users in Figure 5.4 such that (b)
shows the phase gradient with 4 different colors representing Ns = 4, (d) shows the phase
gradient with 8 different colors representing Ns = 8 and (a,c) are the respective radiation
patterns. Apparently, in the bottom sub-figure (c) the specular reflection at the normal
direction (θ = 0) is 5 dB weaker than top sub-figure (a) which will improve the efficiency of
the system and decreases the backscattering toward the source.
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Figure 5.4: Normalized E-field distribution in logarithmic scale (dB) targeting 4-users at
random locations with 4 and 8 states (a,c) and respective phase gradient with 4 and 8 states
(b,d).
5.3 Scenarios
To illustrate the efficacy of our MS coding, we analyze its performance in the standard in-
door and outdoor environments, as defined by Third Generation Partnership Project (3GPP)
[110], and compare it with the current wireless network scenarios. Note that, while multiple
research efforts, such as [108,109,111–114], do not consider realistic MS operational charac-
teristics such as the Directivity, in this chapter we perform the very first analysis by utilizing
practical MS performance parameters. These parameters have been determined using the
methodology described in Section 5.2.
A Indoor Office Environment
The scenario corresponding to indoor office environments is presented in Fig. 5.5. Char-
acteristically, in such scenarios, the Base Station (BS) is a low power transmitter, such as
those for WiFi, etc, as compared to the cellular Access Point (AP). Moreover, the trans-
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mission path to the receivers can be blocked completely by obstacles such as walls, etc.
Additionally, due to the density of obstacles, the propagation environment will be signifi-
cantly impacted by multipath issues. The aforesaid impairments are further exacerbated for
mmWave frequencies [115–118].
Hence, in Fig. 5.5, the User Equipment (UE) has the direct LoS path from an AP blocked
by an obstacle. The AP to MS link has a LoS alongside Rician fading 1. In addition, the
MS to UE link has a directed beam. We point out that, it is the MS which provides a bridge












Figure 5.5: Indoor office environment propagation scenario
B Urban Micro Environment
The UMi environment, as shown in Fig. 5.6, consists of multiple BSs, i.e., the Marco Cell
Base Station (MCBS) as well as the Small Cell Base Station (SCBS), serving the users. In
5G and beyond scenarios, the SCBSs will be deployed to enhance the throughput, and hence,
they will mostly operate upon the mmW frequencies [117,118]. On the other hand, MCBSs,
or the anchor cells, will provide a more reliable connection to the users, thus maintaining
coverage as well as supporting various dynamic scenarios [119,120].
Consequently, while the SCBS will be blocked by the myriad obstacles present in a dense
urban environment, such as that shown in Fig. 5.6, MCBSs will still have Non-LoS path
1For Line of sight scenarios, Rice model is widely adopted as the small scale fading model. For Non-LoS
scenarios, a Rayleigh model is adopted for small scale fading. Note that, other complex and more specific
models exist, however we choose the aforesaid rice and Rayleigh fading models for their simplicity.
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towards the users. Such a channel is accompanied with a Rayleigh fading model for the small
scale fading. Additionally, the SCBS has a LoS path through the MS to the users, similar














Figure 5.6: UMi environment propagation scenario
C Broadcast
As part of the analysis, in this work, for both the indoor and UMi scenarios, the broadcast
mode of communications is evaluated. The broadcast (as well as multicast) mode enables
the network to communicate the same information to multiple users at the same time. An
important example for such applications os the video streaming service.
5.4 System Model
Given the scenarios, we now discuss the system model for our evaluation. Firstly, we state
that for both the indoor office environment and UMi scenarios, the BS and SCBS, respec-
tively, communicate with the UE through a LoS path facilitated by the MS. Hence, the
channel model for the aforesaid data path is represented as:
ysc = (g
T
MUΘhBM)xsc + ηsc (5.6)
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where ysc and xsc are the received and transmitted signals, respectively, and ηsc denotes
the additive white gaussian noise with zero mean and variance (average noise power) σ2sc .
Furthermore, hBM and gMU are the BS to MS and MS to UE channel coefficient vectors.
Additionally, Θ is the phase applied by the MS on the received signal from the BS 2.
Additionally, the channel model for the MCBS to UE path in the UMi scenario (see Section
B) is defined as:
ymc = hmcxmc + ηmc (5.7)
where ymc and xmc are the received signal at UE from MCBS and transmitted signal from
MCBS to UE, respectively. The channel coefficients for the MCBS to UE channel is rep-
resented by hmc, with the additive white Gaussian noise represented as ηmc which has zero
mean and variance (average noise power) σ2mc. From Equations (5.6) and (5.7), the overall










SNR at UE from SCBS,
||ymc||2
σ2mc
SNR at UE from MCBS
(5.9)
Next, the maximum achievable throughput for the users in both the indoor and UMi scenarios
can be defined by the Shannon-Hartley theorem as follows:
R = B log2(1 + SNR) (5.10)
where, R is the maximum achievable throughput for a user, B is the allocated bandwidth
by a base station (BS/SCBS/MCBS), and SNR is the Signal-to-noise ratio at the receiver
from a given base station. Hence, from Equations (5.8), (5.9) and (5.10), the maximum
throughput for a user in the Indoor environment, i.e., Rinh, is given as:




where Binh is the bandwidth allocated to the user by the BS. On the other hand, the
maximum achievable throughput for the UMi scenario, as shown in Fig. 5.6, is:
RUMi = Bsc log2(1 +
||ysc||2
σ2sc




2In this chapter, we are primarily focus on the beamforming/beam-steering application, which is of
significant importance for beyond 5G networks
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where, RUMi is the achievable throughput, and Bsc and Bmc are the alloted bandwidths to
the user from the SCBS and MCBS, respectively.
However, to compute the received signal powers, i.e., ||ysc||2 and ||ymc||2 in Equations
(5.11) and (5.12), we first subject the stream of data from the BS/SCBS/MCBS to the
large scale fading (pathloss and shadow fading) and small scale fading (Rayleigh or Rician
fading) phenomena. Subsequently, we utilize the the link budget formula in Equation (5.13)
to compute the received signal power as follows,
Pr = Pt +Gt +Gr − PL− Lo (5.13)
where Pr is the received power, Pt is the transmitted power, Gr is the gain at the receiver
antenna, Gt is the gain at the transmit antenna, PL is the scenario dependent path loss and
Lo are the other losses incurred at the transmitter and receiver feed, and other mismatches,
etc. Note that, in this work we ignore the other losses Lo for the sake of simplicity. In
addition, we define the pathloss models, based on the Close-in and 3GPP models [110, 115,
119,121], as follows:
PLUMi = 20 log10(
4πf
c
) + 10n log10(d3D) + χσ (5.14)
PLinh−LOS = 32.4 + 20 log10(f) + 17.3 log10(d3D) + χσ (5.15)
PLinh−NLOS = max(PLinh−LOS, PL
′
inh−NLOS) (5.16)
PL′inh−NLOS = 38.3 log10(d3D) + 17.30 + 24.9 log10(f) (5.17)
where, PLUMi, PLinh−LOS, PLinh−NLOS, and PL
′
inh−NLOS are the pathloss for the UMi
scenario (for both LoS and NLoS setups), indoor office LoS scenario and the NLoS scenarios,
respectively. Further, the shadow fading phenomenon is represented using χσ which is a
gaussian distribution with zero mean and standard deviation σ. In addition, c is the speed
of light, f is the central frequency of operation and d3D is the 3D distance between the
transmitter and receiver.
Next, for the received signal power computation in Equation 5.13, the transmit power,
transmitter gain and receiver gain are required. While these parameters for the BS/SCBS/MCBS
and UEs are readily available through existing literature [115, 119], a practical and realistic
estimate of transmitter gain for an MS in the presence of single and multiple receivers is
largely missing from the current literature. Note that in our study we assume the receiver
gain of the MS as 0 dBi.
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Since, the transmitter gain is a function of Directivity of the transmit antenna, we now
discuss the achievable Directivity for our MS design in multiple user scenarios through Fig.
5.7. From Fig. 5.7, it can be seen that the Directivity shows a decreasing trend as the
number of users increases. For evaluation purposes, we utilize the average Directivity in our
study and analyze the performance of the MS for multi-user communication scenarios. We
enlist the average Directivity values in Table 5.1.





















Figure 5.7: Directivity vs Number of Users
Table 5.1: Average Directivity of MS








Lastly, we introduce Table 5.2, wherein we detail the other system model parame-
ters/settings for the indoor and UMi scenarios. We reiterate that for the LoS paths a Ricean
fast fading phenomenon is considered, whilst for the NLoS paths the Rayleigh fast fading is
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utilized. While these are simplistic fast fading channel models, our primary aim is to estab-
lish the distinct advantages that network operators can gain from our MS design in complex
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wireless communication environments. In addition, we specify the scenario parameters such
as BS/SCBS/MCBS heights, pathloss exponents, shadow fading standard deviation, trans-
mit power and gains according to 3GPP specifications [110], METIS-II project [119] and
recent research works such as [115,117,118,121].
5.5 Evaluation
We evaluate the performance of our MS driven network in both indoor office (Fig. 5.5) and
UMi scenarios (Fig. 5.6) based on the system models and parameters defined in Section 5.4.
We perform the evaluation based on the channel capacity analysis and provide corresponding
insights.
A Indoor office scenario
Before delving deeper into the channel capacity analysis, it is imperative to understand the
behavior of the MSs in the wireless environment. By behavior we mean that, the SNR
profile of the wireless channel corresponding to the reflected path from the MS. This is an
essential step, as it highlights the channel properties of the reflected path from the MS. Thus,
through Figs. 5.8 and 5.9 we present an analysis of the SNR and pathloss characteristics
of the wireless channel (reflected path from MS) in an indoor office environment. In the
simulation setup the MS was placed at distances of 0.9m to 8.9m from the BS. In addition,
a single user was considered and moved from 1m upto 10m from the BS. Subsequently, the
received SNR was computed for each of the location combination of the user and MS, and
a profile was plotted. For the sake of brevity in this chapter we only show the SNR profiles
when the MS is at a distance of 2.9m and 8.9 m from BS.
From the SNR profile in Figs. 5.8 and 5.9, it is evident that the received SNR is highest
when the users are close to the MS. This is because the signal has to traverse two paths to
reach the user from the BS. Hence, the overall SNR degradation scales up accordingly as the
distance of the user increases from the MS. This gives an initial assessment of the fact that
MSs are more effective for close range communications. Following this observation, we now
present the channel capacity analysis for the indoor office broadcast environment through
Figs. 5.10 and 5.11.
It can be observed from Fig. 5.10 that the overall channel capacity drops as the number
of users increases. The reason is two folds: firstly, some of the users might be at a large
distance from the MS which directly impacts the overall system capacity, and secondly, the
reduction in the Directivity as the number of users increases reduces the MS transmit gain.
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Multipath scenario based RIS SNR
Pathloss + Shadowing based RIS SNR
Pathloss based RIS SNR
Figure 5.8: SNR vs Distance of UE from the BS (RIS at 2.9m from BS)
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Multipath scenario based RIS SNR
Pathloss + Shadowing based RIS SNR
Pathloss based RIS SNR
Figure 5.9: SNR vs Distance of UE from the BS (RIS at 8.9m from BS)
Furthermore, through Fig. 5.11, wherein we simulate the indoor office scenario with users
being located in certain distance bands (e.g., users being between 1-2m), it is observed that
irrespective of the number of users the channel capacity drops significantly with distance.
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Multipath scenario RIS based Channel Capacity
Average directivity
Figure 5.10: Indoor Office broadcast environment channel capacity analysis
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Figure 5.11: Indoor Office broadcast environment channel capacity vs distance to MS
B UMi scenario
We now present our channel capacity analysis for the UMi environment given the broadcast
scenario. From Fig. 5.12, it can be seen that as the number of users increases the overall
channel capacity also increases. The reason being that the users are able to connect to
the SCBS via the MS, which was initially blocked by the obstacle. However, the growth
in channel capacity plateaus as the number of users reaches 7. This is so because, the
average directivity of the MS drops as the number of users increases. This, as a consequence,
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translates into a plateauing effect on the overall channel capacity. Note that, the increase
in the total channel capacity in the UMi scenario as compared to the Indoor office scenario,
given increasing number of users, is a function of the system parameters defined for both
scenarios in Table 5.2.






























SCBS + MCBS + RIS9
SCBS + MCBS + RIS3
MCBS Only
Figure 5.12: UMi environment broadcast channel capacity with RIS at 3m and 9m heights.
5.6 Summary
We introduced analytical theory for MS reconfiguration. This proposal provisions indepen-
dent control over the radiation pattern lobes by which multi-user communication links can
be established. Subsequently the analysis shows that the MS based system provides the
best performance when the MS is located close to the users. Further we observed promising
performance for indoor office and UMi environments given the broadcast mode of operation.
Specifically, in the indoor office scenario, we observe that if the users are within 1-2m of the
MS, then atleast 0.5 Gbps of data rate can be experienced by the users (with a peak data
rate of ∼ 2.2 Gbps). Next, for the UMi scenario we observed that the MS based system
provisions nearly 2 orders of magnitude more channel capacity in the presence of 7 users
(which is the maximum number of users in our scenarios). Hence, through this work we have
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Radiation Pattern Prediction with
Neural Networks
While tunability is an advantageous property of the programmable MSs, an important chal-
lenge associated with them is obtaining the characteristics of a reflected wave given the
parameters of the incident wave and the states of each composing unit cell. Moreover, as
illustrated in Fig. 6.1, a fast yet accurate estimation of the radiation pattern will facilitate
multiple applications for 6G networks, such as the design, reliable functioning, and mainte-
nance of MSs. Knowing the EM characteristics of each unit cell facilitates the calculation of
the corresponding EM field. In most cases, the unit cell and thus the MS is reflective (the
transmission coefficient is zero). So, we just need to possess reflective features (reflection
amplitude and phase) of the unit cell to estimate the far-field pattern. Analytical models
exist for describing and predicting the reflected EM field in some well-defined cases, such
as beam steering [107] and focusing [122] of planar impinging waves. Still, these models in-
troduce simplifications which can result in limitations in realistic setups and, consequently,
reduced precision of results compared to the direct solution from Maxwell’s equations [123].
Moreover, the iterative numerical full-wave simulations, which are widely adopted today
and provide accurate predictions [38], are severely memory and time-consuming. Addition-
ally, the design process largely relies on empirical reasoning or trial-and-error [124], which is
inefficient and often ineffective.
On the other hand, ML techniques, and particularly NNs, owing to their ability to learn
complex relationships between input and output data, are capable of solving differential
equations, thereby circumventing the need for numerical calculations [123,125,126]. This fact
provides the intuition towards another direction: since the MS EM response is essentially the
solution to Maxwell’s differential equations, it could be possible to design an ML construct
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Application in 6G Networks
Our NN-based Methodology
• Prediction of reflected wave characteristics
• Q(NxM) MSF configuration states
• Limiting assumptions in analytical methods
• High time and computational complexity
for full wave solvers
Note: N = rows of unit cells in MSF; M =
columns of unit cells in MSF; Q = number of
states per unit cell
• A priori knowledge of radiation pattern
characteristics for fast tuning of MSF in a
highly dynamic wireless environment
• Self-healing capabilities for MSF via self-
verification of radiation pattern parameter
values
• Detection of faults in MSF during











Figure 6.1: Neural Network-based approach for radiation pattern prediction: Challenges,
Methodology and Application.
Table 6.1: Estimation of computation time for radiation pattern calculation with different
methods
Methods Computation time
Analytical Methods ∼ 1s
Full-Wave Simulators ∼ 1 hour
Neural Networks ∼ 1 min
that predicts the EM response much faster. In Table 6.1 we have compared calculation time
of the EM response for different methods. It can be seen that NNs take around a minute to
compute the EM response, whereas full-wave simulators such as CST Microwave Studio take
almost one hour to compute the same field with the same resolution. The accuracy of the
NN can be as good as the data used to train it. So it gives us the speed of analytical models
with the accuracy of simulations. Note that, we utilize the MS design and NNs studied
in this work as well as the CST simulator to determine the order of computation time. It
is important to state that, the numbers can vary depending on the dimension of MS and
configuration of NNs, but the order of magnitude will remain similar. Moreover, this has
been corroborated by multiple studies such as [2, 127,128].
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While many works use RIS in optimized but random-looking configurations [129] and
sometimes truly random configurations [130], we emphasize a relevant application for wire-
less communications (i.e., beam steering) to maintain the communication link for a moving
target. The proposed NN models the far-field radiation pattern and/or metrics. However,
the dimensionality is large, and thus, completely random coding patterns will lead to random
scattering patterns. Training the NN for all of them ends up with overfitting and complicates
the training process. Moreover, we are interested in directive beams; hence, it is reasonable
to discard chaotic radiation patterns. Nevertheless, for the sake of generality, we do not dis-
card all the random inputs. Instead, we use an entropy control to guarantee a representative
portion of random-looking and non-random-looking configurations. This approach not only
speeds up the training but also reduces the Mean Squared Error (MSE).
Overall, this work provisions a data-driven NN-based approach for determining an accu-
rate estimation of the radiation pattern or several measures of interest that enable the full
characterization of the radiation pattern. As shown in Fig. 6.1, we study the performance
of our data-driven methodology using different NNs, i.e., RBFNN, MLPNN, and the CNN.
We describe the structure and functioning of these NNs in more detail in Section 6.3. We
now elaborate on the salient contributions of this chapter, as follows:
• We develop an NN-based radiation pattern predictor, which, through our analysis, is
established to be nearly as accurate as a full-wave simulation but with the computa-
tional complexity of an analytical method.
• To the best of our knowledge, this is the first method wherein certain important features
of the reflected beam radiation pattern for a given MS, i.e. Directivity, SLL, RA and
HPBW, have been predicted and effectively utilized for the complete characterization
of the reflected beam radiation pattern. Consequently, this also provisions the capacity
of our methodology in 6G networks (Fig. 6.1).
• We provide an analysis based on the accuracy of prediction of the aforesaid parameters,
for the locally tunable MS scenario. Through the incremental design methodology,
we establish a concrete framework and benchmark towards the selection of a CNN-
based predictor for the reflected beam radiation pattern. Specifically, we compare
the performance of a CNN-based predictor with an MLPNN based predictor. The
comparative study reveals that the CNN predictor provisions an accuracy similar to
the MLPNN predictor. It is imperative to state here that a CNN incurs significantly
lower computational complexity as compared to an MLPNN.
The remainder of this chapter is organized as follows: In Section 6.1 we present the current
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state of the art. In Section 6.2 we describe the incremental design framework, including the
multiple scenarios that we have analyzed. In Section 6.3 elaborate upon the methodology
that we have utilized for evaluating the multiple scenarios studied. In Section 6.4 we present
the evaluation. We conclude the chapter in Section 6.5.
6.1 State of the Art
ML methods over the past decade have gained significant importance in multiple sectors such
as aerospace, medicine, and telecommunications [131–133]. Further, since the laws of elec-
tromagnetism, fluid and aerodynamics are governed by well-known differential equation sets,
the success of ML techniques in such domains is prospective [123,125,126]. Recently, several
works in the research community proposed ML-based algorithms to design and validate EM
response of MSs [128,134–140]. Additionally, there are other data-driven approaches, such as
the Particle Swarm Optimization (PSO) method for designing a wide range of MSs. For ex-
ample, PSO-based methods are used for designing artificial magnetic conductors, designing
time-delay equalizer MS for EM band-gap resonator antenna, and realization of a low profile
bandpass frequency selective surface [141]. The aforesaid approaches are consolidated into a
schematic diagram and are compared with our proposed method in Fig. 6.2. Furthermore,
we have organized the existing approaches into two distinct categories, i.e., forward design
approaches and inverse/MS design approaches. Whilst forward design approaches consist of
methods wherein the MS coding is used to predict the reflected wave radiation pattern, the
inverse/MS design approaches utilize the reflected wave radiation pattern as a feedback to
optimize the MS coding.
A Forward Design Approaches
In [139], an evolutionary algorithm that generates cell configurations and evaluates the fitness
of each configuration by predicting the reflection phase with a trained CNN (a 101 layer deep
residual network) for its given specific pattern has been proposed (Fig. 6.2(c)). However, this
CNN, which serves as a speedup of the optimization process of the evolutionary algorithm, is
trained by previously encoding the output phases into a one-hot vector of length 360. Each
element of the vector represents a discrete degree. Consequently, a problem that is purely
based on regression is now converted into a classification problem. This results in a loss
of resolution and thus, crucial information with regards to the order and distance between
degrees. Furthermore, in [139], the proposed CNN approach only provides good results for
output radiation patterns with one, two, or three beams. Therefore, for using this approach
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as a reflected phase predictor, the user needs to know a priori how many lobes the resulting
pattern will have. And given the fact that a method to a priori deduce the number of lobes
has not been proposed in the aforementioned work, it thus limits the ability to generalize
this approach to predict any reflected beam pattern.
Notably, other works, such as [142], have used ML tools for solving different EM problems
as a replacement of conventional numerical simulations. In [142], an encoder-decoder struc-
ture was employed for inferring the internal fields of arbitrary three-dimensional discretized
nanostructures.
B Inverse/MS Design Approaches
In [134], the authors propose a smart EM sensing mechanism, wherein the MS coding pat-
tern, as well as the information decoding parameters, are jointly optimized (deduced) to
extract the latent scene (human gesture) information. To perform the same, the authors
propose to utilize two deep NNs and an optimizer (Fig. 6.2(a)). The deep NNs are termed
as measurement ANN (m-ANN) and reconstruction ANN (r-ANN), wherein the m-ANN
employs two CNNs. Further the m-ANN, in collaboration with the optimizer, determines
the optimal MS coding pattern. The r-ANN on the other hand employs three CNNs, and in
coordination with the optimizer identifies the latent scene information from the received EM
data. Next, in [135–138], Generative Adversarial Networks (GANs) have been used to solve
the inverse problem, i.e., to determine the MS unit cell structure, given the desired frequency
response (Fig. 6.2(b)). Additionally, in [135] a CNN is utilized as a simulator to verify the
accuracy of the frequency response of transmittance from the generated structures during
the training phase of the GANs generator component. Similarly in [136], a GAN-based sim-
ulator, faster than the conventional numerical simulation tools, has been proposed. This
simulator is one of the components of a system that performs an inverse design to select an
MS pattern from a user-defined dataset to match the required input optical spectrum. Ad-
ditionally, in [137] GANs have been employed to design the MSs that can generate complex
tensorial Radio Frequency (RF) responses. Further, and similar to previous methods, it also
uses a CNN-based simulator to validate the RF response of the generated MS configurations.
Concretely, the CNN simulates and generates the scattering parameters for a given unit cell
shape. However, the proposed simulator does not evaluate the complete radiation pattern
of a locally or globally tunable MS. Lastly, amongst the GAN-based methods, [138] works
with a variant of the conventional GANs, i.e., Wasserstein GAN (W-GAN), to achieve its
goal of identifying the most suitable MS design.
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(d) Auto-Encoder based MSF configuration generator [128]



























(e) Neural Tensor Network based Forward/Inverse design method [140]
Figure 6.2: Schematic representation of state of the art approaches and the proposed method.
Further, other research efforts such as [128] and [140] exploit other deep learning tech-
niques to perform the task of MS design. Concretely, in [128] an auto-encoder based ap-
proach has been adopted (Fig. 6.2(d)). In this method, the auto-encoder enables capturing
the most significant aspects of the input data, i.e., the desired reflected beam radiation spec-
trum. Subsequently, it facilitates the fully connected MLPNN network in determining the
requisite MS profile for the demanded radiation pattern. Moreover, in [140], a combination
of the traditional NN, such as MLPNN, and Neural Tensor Network (NTN) based approach
has been adopted for designing the MS (Fig. 6.2(e)). However, to do the same an initial
simulation framework consisting of two NNs, which employs the NTN, have been prepared.
These NNs aim to predict the amplitude and phase of the reflected wave from the MS. This
is performed by using these two NNs to predict the real and imaginary part of the desired
EM response, respectively. Following this accurate prediction, inverse design methodologies
are then adopted to formulate MSs conforming to a wide variety of design objectives, thus
highlighting the versatility of the proposed approach.
Given the aforesaid studies, to the best of our knowledge, we claim that, for estimation of
the reflected wave radiation pattern, our methodology provides a simpler solution. This can
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be highlighted from the fact that the study in [134] utilizes a set of two different deep ANNs,
both comprising multiple CNN layers. Specifically, the m-ANN, which provisions the MS
coding for the optimal illumination of the field of interest, applies two deep CNNs. The CNN
we use in the third scenario may end up generalizing to an NN with a similar architecture
than m-ANN, but in this chapter, we prove that with a simpler CNN architecture, we can
obtain relevant features of the radiation pattern instead of the full radiation pattern. Also,
in this study, MS coding pattern is optimized for a specific application (shaping planar
incident wavefront) while we conducted a general study (i.e., prediction of radiation pattern
or performance metrics for any reconfiguration pattern). Next, the models defined in studies
[135–138] work with GANs/W-GANs. These are again more complex DNN architectures as
compared to the relatively simple CNN framework that we propose. Further, in [135–138]
the objective is to study the inverse problem, i.e., to determine the MS configuration from
a set of input radiation patterns. Hence, such solutions do not apply to the objective of the
problem that we aim to solve in this work. Moreover, the work done in [139] results in a loss
of resolution and applies to only some well-known cases. Additionally, in [128] and [140], the
proposed methodologies either suffer from scalability issues (MLPNN is not scalable for large
MS configurations) or develope multiple complex DNN architectures (such as two DNNs with
the first layer being an NTN), respectively. Hence, from Fig. 6.2(f), it can be observed that
proposed methodology, which we will detail next, is unique compared to the state-of-the-art
approaches (Figs. 6.2(a)-(e)) in terms of its structure and approach towards predicting the
output radiation pattern/parameters. Table 6.2 lists the state-of-the-art papers comparing
design approach, application, and year of the publication.
Table 6.2: Summarizing the state of the art data-driven approaches
Design approach Application Year Reference
Optimizer Time-delay equalizer 2017 [141]
Two Deep NN and optimizer Smart sensing 2020 [134]
GAN and CNN Frequency response prediction 2018 [135]
GAN Inverse design 2019 [136]
GAN and CNN MS design 2019 [137]
GAN MS design 2021 [138]
CNN Reflection phase prediction 2019 [139]
Auto-encoder MS design 2019 [128]
MLPNN and NTN MS design 2019 [140]
Encoder-decoder Field prediction 2020 [142]
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6.2 Incremental Design Framework
We now describe the framework for our radiation pattern predictor, wherein we consider two
broad scenarios, i.e., homogeneous and heterogeneous MS configurations, and incrementally
demonstrate that it is possible to predict the features of the reflected wave from a given
MS configuration through data-driven learning approaches. Note that, depending on the
scenario, the MS is represented by a matrix of unit cell states. Since the unit cells are not
extremely small compared to the wavelength and phase reflection is the only parameter that
is different for each unit cell, the coupling effect between the unit cells is negligible. The
accuracy of this approximation is in excellent agreement with full-wave simulations [2,38,107]
and have been used in different analyses [90,143,144].
Next, the homogeneous MS configuration scenario is further expanded to two specific
scenarios. These scenarios are established based on the underlying unit cell configurations
of the MS, and are listed as follows:
• The non-tunable scenario consists of a non-tunable unit cell configuration across the
MS. Such a configuration is termed a non-tunable MS.
• The globally tunable scenario consists of a matrix of unit cells across the MS, wherein
the unit cells have the same values for the tunable resistance R and capacitance C.
Such a configuration is termed a globally tunable MS.
The unit cell design is a modified version of the previous work [41] which can be a tunable
perfect absorber for different incidence angles and have tunable anomalous reflection toward
different directions at 5 GHz. Fig. 6.3 presents the schematic of the unit cell in which
two metallic patches are connected via tunable R and C elements. The PCB thickness is
3.18mm, the relative permittivity is ε = 2.2 and loss tangent is δ = 0.0009.
Subsequently, the heterogeneous MS configuration scenario, or the locally tunable MS,
refers to the scenario where the unit cells can have different values of R and C associated with
them. An illustration of these three scenarios that we have analyzed in this work, is presented
in Fig. 6.4. It is worth stating here that in our framework we analyze the efficacy of NN-based
approaches by starting from a simple scenario, i.e., the non-tunable (static) MS, to a more
generic and complex scenario, i.e., the locally tunable (Programmable) MS. Hence, we now
describe these scenarios and the associated methodologies for radiation pattern prediction
in detail through Sections 6.2 and 6.3, respectively.
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Figure 6.3: Schematic of the unit cell for the proposed MS. The dimensions are L = 30mm,
W = 12mm, H = 3.18mm a = 7.85mm, b = 7.50mm and g = 1mm.
Figure 6.4: Diagram of the three scenarios utilized in the Incremental Design framework.
Non-tunable and globally tunable scenarios correspond to the broader homogeneous MS
configuration category, while the locally tunable scenario corresponds to the heterogeneous
MS configuration category.
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A Homogeneous MS Configuration
In this scenario, w elaborate upon the two scenarios, i.e., the non-tunable MS and the globally
tunable MS, in the text that follows.
A.1 Non-tunable scenario (non-tunable, single unit cell / full radiation pattern
estimation)
Interaction coefficients for the general analysis of MSs can be very complicated [145]. Note
that such MSs can be used for focusing [146] and polarization selection [147]. Next, based
on the Floquet theory, we can approximate large enough (>> λ0/2) periodic structures with
an infinite array of the same unit cell configuration (Fig. 6.4, Case 1). This is because the
fields propagate only with phase delays together with multiplication by periodic coefficients.
This translation is considered automatically with the usage of periodic boundary conditions
in the simulations, thus reducing the complexity. This is a very extended practice in this
kind of study [148]. Thereby, we just consider one unit cell and apply periodic boundary
conditions to model the whole MS. Plus, in the prediction process, it is presumed that the
azimuth and elevation angles of the incident EM wave are given.
A.2 Globally tunable scenario (tunable single unit cell / full radiation pattern
estimation)
In this scenario, we introduce a data-driven model to predict the complete reflected wave
radiation pattern for a globally tunable MS. One of the reasons for studying the globally
tunable MS configurations is the role that they will play in applications such as perfect ab-
sorber [149], frequency-tunable absorber [150], amplitude modulator [151] and, polarization
control [152]. Same as before, in this scenario the MS consists of an infinite array of unit
cells, wherein the same tuned unit cell configuration is repeated ad infinitum (Fig. 6.4, Case
2).
B Heterogeneous MS Configuration
B.1 Locally tunable scenario (tunable full surface / radiation pattern attribute
estimation)
Here, we elaborate upon the locally tunable scenario, which expands our incremental frame-
work to a locally tunable MS (Fig. 6.4, Case 3). Such MSs enable applications such as object
tracking [130, 153, 154] and sensing [134, 155]. Hence, they will be of significant importance
in 6G networks.
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In this scenario, the inputs for our NN-based framework are two-dimensional matrices,
with each value representing the 8 possible states of the unit cell at the corresponding
position in the MS. Additionally, the corresponding MS is a 12 × 12 matrix of unit cells.
The framework thus attempts to predict, for normal incident angles, the measures of the
reflected beam radiation pattern for an MS with a set of given unit cell state configurations.
Note that, the number of possible configurations for the MS under study, is 8144. Due to the
large dimentionality, we investigate a data-driven model to predict four measures of interest
that characterize the reflected wave radiation pattern instead of the radiation pattern itself.
These measures of interest are the Directivity, SLL, RA and HPBW.
6.3 Methodology
Training an NN with environmental parameters like the location and geometry of the ob-
stacles requires specific information. Simulation of this complex medium is a challenge and
modeling it with analytical methods is not accurate. So, in this framework, we assumed the
RIS in free space whereas the environment does not affect the RIS response (i.e., objects
are not in the reactive near-field of the RIS). Nevertheless, this doesn’t mean the scenario
under study is unrealistic because the input of the NN is the reconfiguration profile of the
MS and the output is the radiation pattern. So, by learning this relationship between the
reconfiguration profile and the MS response, we can manipulate the radiation pattern to
optimize the communication channel. Moreover, free space RIS was the subject of several
recent works such as free space optical systems [156], smart radio environments [157–159],
vehicular communication systems [160,161], and line of sight wireless communications [162].
Regardless of the actual characteristics of the source (e.g., horn antenna), far-field impinging
waves upon the MS can be considered to be locally planar [159]. So, we assumed a plane
wave with a normal incident that illuminates the MS area uniformly.
A Homogeneous MS Configuration
A.1 Non-tunable scenario
For the simulations in the non-tunable scenario, we sweep the azimuth and elevation angles
from 0 to 89 degrees with respect to normal incidence direction alongside a resolution of 1
degree. Given that the transmittance is 0, we do not need to evaluate negative elevation
angles. Moreover, due to the assumed unit cell symmetries, we do not need to explore all
the azimuth angles.
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The NN model that we explore for our data-driven framework is RBFNN. It is a three-
layer fully connected NN, wherein the inputs from the input layer are fed to a hidden layer
via weighted links. At the hidden layer, a euclidean distance between the input and the link
weight vector, also known as neuron’s center is computed [163]. The activation function of
the neurons is the Gaussian function, and these are also known as the basis functions [163].
Consequently, the output of the neurons in the hidden layer is determined by the output
of the Gaussian function operated over the distance between the input and neuron’s center.
The final output is obtained by combining the weighted outputs of the neurons in the hidden
layer [163]. Such a paradigm is a priori very interesting for our approach since it models
spatial variables. This is in contrast to the MLPNN, in which the basis functions are based
on the dot product. Concretely, this enables the RBFNN to learn the non-linear relationship
between the incident and reflection angles of the EM wave more effectively than an MLPNN,
which is inherently based on a linear transformation.
Note that, for the accuracy of evaluation of the RBFNN, we set the MSE goal to be 10−11
and the spread constant to 1. The spread constant here refers to the spread (or variance) of
the Gaussian radial basis functions. This hyper-parameter consequently plays a crucial role
in determining how the input layer is mapped onto these basis functions [164]. Further, 8100
samples were collected using an EM simulator, which in this work is the CST Microwave
Studio, of which 85% were spend for training and validation and the rest, i.e., 15%, for
evaluating the model generalization (which is usually referred to as the testing process). For
non-deep learning scenarios, the aforementioned set of hyper-parameters lie within the range
of values that are chosen usually [139].
A.2 Globally tunable scenario
In the globally tunable scenario, we vary the values of the parameters that characterize
the physical structure of the unit cell, i.e., resistance R and capacitance C. However, as
described earlier, the entire MS consists of the same unit cell configuration throughout, i.e.,
all tuned unit cells will have the same value for R and C. For brevity, we studied only normal
incident wave direction. However, if required, our model can be extended to any incident
wave direction (incident angle). Further, we sweep the values of R from 1Ω to 100Ω with
a resolution of 1Ω, and that of C from 0.1 pF to 1 pF with a resolution of 0.01 pF. The
framework we use in this scenario for our data-driven approach is the MLPNN.
Moreover, unlike scenario 1, wherein the spatial characteristics of the incidence and
reflected angles of the impinging wave were to be learned, in scenario 2 the input features
R and C lack any spatial characteristics. Thus, we do not evaluate RBFNN for this case.
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Furthermore, and owing to its relatively poor performance in scenario 1, we do not explore
CNN for scenario 2.
For the MLPNN, we utilize a single hidden layer of 20 neurons. The training algorithm
used was scaled conjugate gradient [165] without any regularization. The non-requirement
of any regularization in our model was due to the fact that it has a very small amount
of parameters. Similar to the non-tunable scenario, we obtained the samples from an EM
simulator and delimited 85% of them for training and the rest for testing purposes. We
collected 9191 samples, which is slightly more than the number of samples collected for the
non-tunable scenario.
B Heterogeneous MS Configuration (Locally tunable MS)
As mentioned in Section B.1, for locally tunable MS (Fig. 6.5), we have to deal with a large
input dimentionality (8144). To train an NN and test it we need numerous input data ( 106).
Since unit cells are tuned differently, it is not possible to adopt periodic boundary condition.
This increases the computation time. Given our computational limitations, collecting enough
samples through an EM simulator, would take an extremely long time. So, in addition of
hundreds of simulated samples we collected thousands of samples through an analytical
method. With this technique, we trained an NN as fast as analytical solutions and as
accurate as EM solvers (c.f. Section 6.4). Therefore, in this chapter, and for this scenario,
we demonstrate that:
• Our ML approach predicts the measures of the reflected beam pattern accurately.
• Provided that there is enough computational power, we can extrapolate the same model
and methodology to the scenario where we have more samples from an EM solver.
Training and Testing dataset generation – Next, for ML, normally random selection
is used to generate samples for training. However, random inputs of the gradient for unit
cells will always end up in a random scattering pattern. These patterns, in addition to being
non-learnable, will not be of significance for design purposes. Thus, the samples collected
for training are not entirely random combinations within the whole space, wherein the total
number of combinations, as mentioned earlier, is Q(N×M) = 8144.
Additionally, in our approach, a sample generation space is defined to control the entropy
of the input data [166]. Specifically, low entropy regimes will only be useful to train specific
options, i.e., those that require ordered codings (focusing, beam steering), but they will not
suffice scenarios that need near-to-random codings (Radar Cross Section (RCS) reduction).
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Figure 6.5: Graphical exhibition of the system model: Base station at the far zone radiates
with an omnidirectional pattern. Planar impinging wave on the MS reflected toward the
target with a precise configuration of the MS imposed by the well-trained NN.
Hence, a wide entropy range, such as the one as we have described above, will be essential to
train the NN and enables it to generalize effectively. Using a simple algorithm to generate
random samples for MS configuration, there is a huge chance to get high entropy data. In
most cases, the products of the algorithm are unrelated configurations. Due to the huge
number of possibilities, we cannot iterate the data generation frequent enough to make
sure the low entropy data is produced as well. Here, we introduced a method to overcome
this issue. In this procedure, a configuration is acquired with Eq. 2.2 for a random pair of
reflection angles. Thereafter, an entropy factor is introduced into the matrix of configuration
with an adjustable size that allows us to control the entropy of the final configuration ranging
from 0 to 100%. With this method, generated data includes configurations with uncorrelated
data with high entropy as well as meaningful configurations with low entropy. So, we obtained
a vast range of entropy with a reasonable number of iterations (e.g., 106) which is precisely
what we need to prevent overfitting.
Subsequently, a criterion on the radiation pattern (e.g., Directivity) can be applied to
discriminate interpretative configurations. This criterion translates the qualification of the
NN on a specific configuration. Therefore, we have a system that automatically checks if the
new configurations used for predicting its measures can be used (with a reasonable granted
accuracy) in the NN for prediction.
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Adopting the aforementioned procedure, the number of samples that were collected for
training and testing the model of the locally tunable scenario was 105. Amongst these
samples, and similar to the first two scenarios, 85% of them were used for training and
validation whereas the remaining 15% were stored in a completely separate set for the testing
phase of the model. Further, from the training and validation set, 80% of the samples were
used for training, while the remaining 20% were used for validation. The values of the pixels
in the input images were normalized by performing a max-min escalation, without modifying
their variance. This is not the case for our input variables, as the variance of each pixel is
part of the relevant information the model uses for prediction.
However, it is important to state that standardizing the features is important when we
compare measurements that have different units, as variables that are measured at different
scales will not contribute equally and could end up creating a bias. And since this is the case
for the target variables, the target samples for both training and testing sets were standard-
ized by subtracting the mean of each of the measures and dividing them by their respective
variances.
Prediction System Operation – Following this, once our model is trained for a given
upcoming configuration, it performs an analytical check of the given configuration and de-
termines if it is totally random or not. If after the analytical check it is determined that the
MS configuration is not totally random, the trained model is used to predict the measures of
interest. Instead, if it is determined otherwise during the analytical check, meaning that the
configuration outputs a random radiation pattern, it is discarded as the model cannot pro-
vide suitable results for this configuration. Concretely, since NN training is time-consuming,
inputs that are not suitable for the application under study are removed. Moreover, and as
we have already stated, we employ the entropy control methodology for ensuring diversity
in the inputs for NN training. However, during the prediction stage, configurations that are
not suitable for the specified application are eliminated via the analytical check. Fig. 6.6
illustrates the aforesaid steps performed in our system for predicting the measures of interest
from an upcoming MS configuration, once the model is trained.
NN Models – With this background, we now delve deeper into the setup of the two NN
models that we use for our evaluations within the locally tunable scenario. Note that, for
this scenario, unlike the non-tunable scenario of the homogeneous MS configuration (Section
A.1) where the spatial characteristics of the incidence and reflected angles were to be learned,
we do not use the RBFNN since we are not considering any spatial characteristics in our
input space.
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Figure 6.6: Diagram of the steps performed inside the system once the model is trained for
the Locally tunable scenario.
B.1 Multi-Layer Perceptron Neural Network
As part of our methodology, illustrated in Fig. 6.6, we adopt NNs for predicting the measures
of interest of the reflected beam radiation pattern. Note that, we consider measures of interest
here as against the full radiation pattern, given the prohibitively large nature of the search
space in highly scattering environments for predicting the complete reflected wave radiation
pattern. Next, in this section, we consider MLPNN as our candidate NN. For the MLPNN
case, the input images of 12 × 12 pixels which represent the unit cell configurations are
flattened into vectors of 144 variables before being introduced into the NN.
Fig. 6.7 shows the structure of the MLPNN approach for the locally tunable scenario.
The number of hidden layers and the neurons per layer was set to 2 and 100, respectively.
A conclusion, with regards to the aforesaid parameter values, was reached after extensive
user-driven exploration since sweeping across all the possible combinations was not compu-
tationally feasible. The rest of the parameters for the MLPNN are listed in Table 6.3.




Training algorithm scaled conjugate gradient
Number of hidden layers 2
Neurons of 1st hidden layer 100
Neurons of 2nd hidden layer 100
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Figure 6.7: Structure of the Multi-Layer Perceptron Neural Network in the Locally tunable
scenario.
As we can observe from Table 6.3, the training algorithm selected is the scaled conjugate
gradient which accelerates the convergence rate for first-order algorithms, like the steepest
descent, while avoiding the high computational cost of second-order methods, such as New-
ton’s method. Since the default learning rate parameter worked reasonably well for the NN
training, i.e., it provided a reasonable convergence time and performance, we did not deem
it necessary to tune it further. Whilst this could be a point of optimization, we leave it for
a future work as our objective in this chapter is to demonstrate the efficacy of the method.
Next, regularization is a way to limit the complexity of a model and hence reduce the
chances of overfitting by penalizing the most complex solutions in the cost function. Thus
we employ an L2 regularization in our methodology. Specifically, in the model, this is
enforced via the λ hyper-parameter.
B.2 Convolutional Neural Network
Another NN that we explore for our methodology is the CNN. For the CNN case, the
input images of 12 × 12 pixels and additionally a channel, which represents the unit cell
configurations, are directly introduced to the NN.
Fig. 6.8 illustrates the structure of the CNN-based approach for the locally tunable sce-
nario. It is composed of three convolutional layers that consist of 64, 32, and 32 filters,
respectively. Further, a max-pooling process is performed after each of them. For all the
convolutional layers, the filter size is 3× 3 pixels and the stride is 1. As we do not use zero
paddings, the dimensionality of the intermediate images which represent the activations is
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reduced at each layer. They are followed by a fully-connected layer with 100 neurons and
an output layer with a linear activation function. Similar to the MLPNN case, the architec-
tural parameters of the CNN are a result of extensive user-driven exploration, since sweeping
around all the possible combinations was not computationally feasible. We enlist the most
significant CNN architecture-related parameters in Table 6.4.
Figure 6.8: Structure of the Convolutional Neural Network in the Locally tunable scenario.
Table 6.4: Convolutional Neural Network architecture parameters
Parameter name Value
Regularization type Dropout
Dropout factor 3rd conv. layer 0.2
Dropout factor FC layer 0.25




Num. of conv. layers 3
Num. of FC layers 1
As we can observe, the training algorithm selected is the stochastic gradient descent (Table
6.4). As it is a first-order optimizer, the steps of the optimization process are linearly done
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concerning the direction of the maximum gradient. Thus, the length of the steps needs to
be defined by the learning rate hyper-parameter. The learning rate, decay, momentum, and
the number of both convolutional and fully connected layers, specified in Table 6.4, are set
following a user-driven exploration. It is important to state here that, we do not use zero
paddings as it would introduce noise to the data, by essentially forcing a boundary that
would be non-existent on a continuous MS plane.
Additionally, the third convolutional layer and the fully connected layer are regularized
through a dropout process. This process consists of randomly ignoring a given number of
layer outputs during the training process. Therefore, the layer with the dropout process is
treated as a layer with a lower number of nodes and connectivity to the previous layer. In
effect, each update to a layer during training is performed with a different “view” of the
configured layer. Dropout factor controls the number of nodes and is ignored randomly. For
the third convolutional layer and the fully connected layer, the dropout factors are 0.2 and
0.25, respectively. These values were selected following the same procedure explained for
selecting the λ regularization parameter in the MLPNN.
6.4 Evaluation
Given the framework discussed in Sections 6.2 and 6.3, we now present the evaluation for
each of the scenarios discussed within this framework and highlight the relevant outcomes
and insights. The results obtained from our NN-based prediction system have been compared
to the ground truth results obtained via the CST simulator.
A Homogeneous MS Configuration
A.1 Non-tunable scenario
For the non-tunable, single unit cell/ full radiation pattern case, the trained RBFNN was able
to predict the radiation pattern for any given angle of incidence with an R2 test of 0.9994.
Therefore, this assists us in validating our hypothesis that ML models can accurately predict
the reflected wave radiation pattern from a single unit cell for every angle of the incident
wave. Fig. 6.9 illustrates a visual comparison between the predicted radiation pattern by
the trained RBFNN and the true diagram obtained through EM simulation, for the azimuth
and elevation angles that were not present in the training set. So, our prediction system can
accurately learn and generalize for untrained/unseen angles within the training dataset.
Further, when a CNN was applied for this case, the observed MSE was 10−7, which is
significantly worse as compared to the accuracy obtained via the RBFNN approach (the
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Figure 6.9: Comparison between the predicted radiation pattern by the RBFNN of the non-
tunable scenario (left) and the true diagram (right) for azimuth an elevation values of 89.5
and 88.7 degrees with respect to the normal direction, respectively.
MSE goal to measure the RBFNN accuracy was set to 10−11). Hence, for the sake of brevity,
for scenario 1 we only highlight the results from the evaluations carried out using the RBFNN
approach.
A.2 Globally tunable scenario
For the tunable, single unit cell / full radiation pattern case, the trained MLPNN was able
to predict the radiation pattern for any given R and C value with an R2 test of 0.9849.
Therefore, our hypothesis that ML models can accurately predict the radiation pattern of
the reflected wave in a single unit cell for each R and C combination, has also been validated.
Fig. 6.10 shows the visual comparison between the predicted radiation pattern by the trained
MLPNN and the true diagram obtained through EM simulation, for R and C values that
were not present in the training set. This reinforces the fact that our predictor can learn and
generalize to scenarios with untrained/unseen values of R and C within the training dataset.
Further, here we do not present a discussion of results for this scenario with the RBFNN
and CNN setups. Specifically, given that RBFNN is not suitable for the globally tunable
scenario, and the CNN performs poorly for the non-tunable scenario, we do not detail a
discussion on the performance of these setups here.
B Heterogeneous MS Configuration (Locally tunable scenario)
The radiation pattern attribute prediction problem for the locally tunable scenario, is essen-
tially a regression problem. Hence, the cost/error function to minimize during the training
process is the MSE. However, this error function does not provide a very good interpretabil-
ity of the performance. Alternatively, we define a tolerance (or a set of tolerances) specific
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Figure 6.10: Comparison between the predicted radiation pattern by the MLPNN of the
Globally tunable scenario (left) and the true diagram (right) for R and C values of 2.5Ω and
0.25 pF, respectively.
for each measure of interest. Subsequently, we evaluate the percentage of the predictions
that fall within this tolerance limit. This is termed as the accuracy measure in this chapter.
Thus, in the following sections (B.1-B.4) we discuss the performance of the MLPNN and
CNN over the different measures of interest that we aim to predict using our methodology
(Fig. 4). The results associated with the ensuing discussions are reported in Table 6.5.
B.1 Directivity
For Directivity, we observed that the MLPNN provided near-perfect prediction, subject to
certain tolerance limits. Concretely, from Table 6.5, it can be seen that 95% of the test
samples have been accurately predicted when the tolerance is set to 0.25 dB. Moreover,
when the tolerance is relaxed further, i.e., to 0.5 dB, we observe an improved accuracy of
99.99%. However, when the tolerance limit is reduced to 0.1 dB, we notice that the accuracy
of the MLPNN degrades drastically to 56.3%.
On the other hand, when the CNN is used as the predictor, the accuracy of prediction
with a 0.25 dB tolerance limit is set on 90.6% (Table 6.5). Further, when the tolerance is
increased to 0.5 dB, the accuracy of prediction is improved to 99.8%. Additionally, when the
tolerance limit is reduced to 0.1 dB, similar to the MLPNN case, the accuracy of prediction
for the CNN is deteriorated significantly to 48.8%. These aforementioned accuracy measures
are lower than those offered by the MLPNN. This is because, an MLPNN based method,
due to the fully connected architecture, can learn almost any feature space accurately. On
the other hand, a CNN tries to extract the most significant features through its convolution-
based processing and hence, is a lossy method.
However, a point of contention with the MLPNN is that the fully connected architecture
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Table 6.5: Accuracy Measure: MLPNN vs CNN
Parameter
MLPNN CNN
Tolerance Accuracy Tolerance Accuracy
Directivity
0.5 dB 99.9% 0.5dB 99.8%
0.25 dB 95% 0.25dB 90.6%
0.1 dB 56.3% 0.1dB 48.8%
0.5 dB 99.9% 0.5dB 99.4%
Side-Lobe Level 0.25 dB 98.3% 0.25dB 94.3%
0.1 dB 86.1% 0.1dB 80.1%
5◦ 99.8% 5◦ 98.9%
Reflection Angle 2
◦ 72.7% 2◦ 60.7%
1◦ 40.6% 1◦ 31.9%
Half Power Beam Width
1◦ 99.5% 1◦ 98.8%
0.5◦ 97.3% 0.5◦ 92.6%
0.25◦ 79.2% 0.25◦ 61.8%
is not scalable for bigger MS configurations. This will progressively become detrimental to
the system performance, as the cost of computation will increase exponentially. In contrast,
a CNN utilizes significantly less computational and memory resources and will scale better,
whilst providing an accuracy measure that is close to that offered by the MLPNN.
B.2 Side-Lobe Level
For the SLL, we obtain similar observations from Table 6.5, as we did for the Directivity
parameter. Specifically, for the MLPNN, when we vary the tolerance from 0.5 dB to 0.25 dB
and finally to 0.1 dB, the corresponding accuracy measures are registered at 99.9%, 98.3%,
and 86.1%, respectively. On the other hand, for the same tolerance value ensemble, the CNN
method produces accuracy measures of 99.4%, 94.3%, and 80.1%, respectively.
And so, as we can see that the MLPNN performs slightly better than the CNN. However,
as mentioned earlier, this comes at a significant computational cost, thus hampering its
scalability. Besides, it is understood that the correlation between the neighboring unit cells
is far less as compared to those that are found in images in general [139]. Consequently, this
corroborates the findings from Table 6.5, with regards to the CNN performing slightly worse
as compared to the MLPNN. Concretely, an MLPNN can learn the interactions between
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the distinctly related neighboring unit cells much more effectively due to the fully connected
architecture. However, a CNN treats the MS like an image, thus considering the neighboring
unit cells to be correlated. However, in reality, this is seldom the case.
It is imperative to state here that, the aforesaid non-relational nature of nearby unit cells
is also responsible for the visibly subdued performance of the CNN, as compared to the
MLPNN, for other measures of interest.
B.3 Reflection Angle
The results for the angle of maximum radiation in Table 6.5 are obtained bBeay averaging
the accuracy of prediction of the elevation and azimuth angles, to provide a single view over
this feature. Subsequently, we observe that the MLPNN performs slightly better than the
CNN, the reasons for which have been expressed in Section B.2.
To elaborate, for this measure we consider tolerance values of 5º, 2º, and 1º. Next, from
Table 6.5 we observe that the MLPNN has an accuracy of 99.8%, 72.7%, and 40.6% for the
corresponding tolerance values, respectively. Further, the CNN approach has an accuracy
of 98.9%, 60.7%, and 31.9%, given the same tolerance value ensemble, respectively. As
can be seen, the accuracy drops as we reduce the tolerance limit, which is in line with
our observations from the other measures of interest. Additionally, it can be deduced that
irrespective of the NN utilized for the prediction step, the accuracy for the lower tolerance
values is significantly less as compared to the other measures of interest.
B.4 Half Power Beam Width
For this measure, we consider the tolerance values of 1º, 0.5º, and 0.25º. From Table
6.5 we observe that the MLPNN has the corresponding accuracy of 99.5%, 97.3%, and
79.2%, respectively. Further, the CNN has accuracy measures of 98.8%, 92.6%, and 61.8%,
respectively. The trend for the accuracy values is similar to that observed for the other
measures of interest (Sections B.1-B.3).
Hence, from the discussions so far, we can deduce that the proposed methodology can accu-
rately predict the reflected beam radiation pattern or the measures that can fully characterize
the same. To further reinforce this idea, we present Figs. 6.11 and 6.12. Concretely, Fig.
6.11 shows in detail the evolution of the accuracy of the predictions for the Directivity and
SLL as the tolerance in dB grows, for both MLPNN and CNN cases. We observe that the
trend for the accuracy is exactly what we have deduced through our discussions in sections
B.1-B.4. Further, we see that as the tolerance approaches 0.5 dB, the accuracy of the CNN
predictor approaches that of the MLPNN.
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Figure 6.11: Accuracy vs tolerance in dB for both MLPNN and CNN. The curves shown
correspond to Directivity and SLL.
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Figure 6.12: Accuracy vs tolerance in degrees for both MLPNN and CNN. The curves shown
correspond to the RA and HPBW .
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Lastly, Fig. 6.12 illustrates the evolution of the accuracy of the predictions for the Angle of
incidence and HPBW as the tolerance in degrees grows, for both MLPNN and CNN cases.
Again, here we observe that the accuracy percentage improves as the tolerance is increased.
However, we also notice that the HPBW prediction approaches near 100% accuracy at very
low tolerance values, whilst the RA measure necessitates higher tolerance limits for the
predictors to achieve better accuracy.
6.5 Summary
We presented a data-driven methodology, wherein we developed an NN-based approach for
characterizing the reflected beam radiation pattern from an MS. One of the most important
advantages of such an approach is that, while its accuracy is close to the full-wave simulation,
the time complexity to achieve the same is significantly smaller. Additionally, it can also
serve as a methodology that enables self-healing characteristics and facilitates maintenance
aspects of MSs in the 6G wireless network environment.
As part of this methodology, we have provisioned an incremental design framework. Through
this framework, we analyzed three specific scenarios, wherein we estimated radiation pat-
tern of non-tunable MSs and globally tunable MSs. Further, through our analysis, we have
demonstrated the efficacy of the NN-based approaches. Concretely, it was observed that
the NN-based approaches could predict the radiation pattern with very high accuracy in a
significantly reduced time frame as compared to the full-wave simulator counterparts.
Moreover, through the locally tunable scenario, we demonstrated that our CNN-based
prediction framework performs as well as the fully connected MLPNN framework. However,
it does so with a significantly reduced computational complexity as compared to the fully
connected MLPNN framework. This will especially be critical when the framework is scaled
up to even larger MS.
Further, through the last scenario, we have provisioned the first study, wherein, instead of
estimating the entire radiation pattern, we have predicted the most important parameters
that govern any radiation pattern, i.e., Directivity, SLL, RA and HPBW . This process
will not only ensure the required reliability in estimation but it will also allow for a faster
convergence time for such estimations.
Since the objective of this chapter was to understand the feasibility of the discussed ap-
proaches, only a simulation-based analysis was performed. Hence, as part of future work, a




In this thesis, we developed a methodology to model EM characteristics of the MS. After
analyzing the performance metrics versus scaling and manufacturing factors, design-oriented
guidelines are introduced. Conventional beam steering metrics are evaluated as functions of
the unit cell size, number of unit cell states, and metasurface size for different incidence and
reflection angles. It is shown that metasurfaces 5λ×5λ or larger with unit cells of λ/3 and
2-bits coding ensure good performance overall. Further, it is demonstrated that performance
degrades significantly for angles larger than θ > 60o and that, to combat this, extra effort is
needed in the development of the unit cell. These performance trends, combined with power
and cost models, paves the way for optimal metasurface dimensioning.
We examined the reliability problem in programmable MS by proposing an error model and
a general methodology for error analysis. To derive the error model, the causes and potential
impact of faults are identified and discussed qualitatively. Results show that performance
degradation depends on the type of error and its spatial distribution and that, in beam
steering, error rates over 20% can still be considered acceptable.
We analyzed the performance of multi-user RIS for indoor and outdoor scenarios, given
broadcast mode of operation. The aforesaid scenarios encompass a majority of the challeng-
ing scenarios that wireless networks encounter. We show that our proposed technique for
multi-beam engineering provisions sufficient gains in the observed channel capacity when the
users are close to the MS in the indoor office environment scenario. Further, we report a 1-2
orders of magnitude increase in the system throughput given the outdoor environment. The
results prove that RIS with the ability to communicate with multiple users can empower
wireless networks with great capacity.
Finally, we proposed an NN-based approach that enables a fast and accurate characteriza-
tion of the MS response. We analyze multiple scenarios and demonstrate the capabilities and
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utility of the proposed methodology. Concretely, we show that this method can learn and
predict the parameters governing the reflected wave radiation pattern with an accuracy of a
full-wave simulation (98.8%–99.8%) and the time and computational complexity of an ana-
lytical model. The aforementioned result and methodology will be of specific importance for
the design, fault tolerance, and maintenance of the thousands of RISs that will be deployed
in the 6G network environment.
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Appendix: Workload
Characterization and Traffic Analysis
Introduction
The HSF paradigm embeds a network of customized integrated circuit (IC) controllers within
the device with the aim of adding intelligence, connectivity, and autonomy. Here, we briefly
characterize the workload of programmable MS which is then used to analyze the beam
steering HSFs. The workload characterization leads to many useful insights into traffic
behavior, including the spatio-temporal load incurred and the HSF limitations in terms of
fine-grained tracking of moving targets. Similar to previous analysis, we need a model to
study the HSF workload characterization.
HSF Model
Fig. 7.1 illustrates the HSF under study, which is composed by a bidimensional array of
M ×N unit cells attached to a gateway device that interfaces the HSF tile with other tiles
or with the world. The HSF design [1], incorporates a Digital-to-Analog with 8 bits to set
the voltage levels for configuring the complex impedance values thus offering a wide range of
phase shift [167]. The aim of the HSF is to react to variations in the position of the source
or the destination to maximize the amount of signal that reaches the receiving end.
Without loss of generality, let us consider a HSF that is fixed onto a wall and is used
to track the position of users or objects moving along a vector ~v. This could model, for
instance, a scenario where the objective is to avoid service disruption in wireless 5G networks
with highly-directive antennas [16]. The position of the moving objects can be expressed
in spherical coordinates using the HSF as point of reference, thus allowing to obtain the








































(b) Mobility cases (top view)
Figure 7.1: System model. Target moves with speed ~v changing the required reflection angle.
A HSF with N ×M unit cells of size du implements a phase profile Φ(x, y) to obtain the
desired reflected angle. The phase of each unit cell Φij is approximated to the closest phase
among the Ns available states. The gateway reconfigures Φij when angles vary more than
the angular step a, which is a design parameter.
Case A: the target moves in a straight line parallel to the surface. We assume that the
target is at the same height as the surface, i.e. φi = φr = 0
◦. Motion starts from a point
at distance S from the surface and finishes when the object is directly in front of it. The
perpendicular distance between the surface and the line of motion is denoted by d as shown
in the figure. To emulate the walking movement of mobile user, we consider a default speed
of v = 1.4m/s, which is the average walking speed of humans. Therefore, the azimuth angle





Case B: the target describes a projectile motion parallel to the surface starting from a
point close to the surface and moving away from it, as represented in Fig. 7.2. This could
represent a typical case of radar tracking. Unlike the horizontal movement described above,
the projectile motion changes both the azimuth and elevation angles of the reflected signal.
The initial speed is assumed to be vi = 30m/s. Considering a gravitational acceleration







































Figure 7.2: Illustration of tracking in Case B, which models a projectile movement parallel
to the HSF.
Case C: the target takes arbitrary leaps which results into abrupt changes in location as
apposed to the gradual change in the aforementioned cases. This case represents a person
moving in an area with multiple mobile obstacles resulting in intermittent connection with
the surface. Using the same settings of Case A, we model the arbitrary movement by
randomly changing the azimuth angle of the reflected signal.
For the purposes of traffic analysis, we consider that the HSF is equipped with two gateways.
The input gateway is in charge of gathering the changes in incidence and reflection angles
and reprogramming the HSF in order to adapt to those changes. Whenever any of the angles
changes by more than a given pre-defined amount, which we define as angular step α, the
gateway computes the new state for each unit cell. To save power, the gateway communicates
only to the unit cells that need to change the state.
The gateway (i) has external sensing or communication capabilities that allow to infer the
angle of incidence {θi, φi}, (ii) communicates with other external devices to obtain the target
direction {θr, φr}, and (iii) is thus able to compute the phase profile Φij towards obtaining the
state of each unit cell. An additional Gateway is provided which collects acknowledgments
(ACKs) for successfully delivered setup packets.
We consider an HSF design where each controller drives a single unit cell. The controllers
are interconnected among them and to the gateway via an internal network, with two pur-
poses: (a) for the gateway to send the reconfiguration requests to the controllers, and (b)
for the controllers to send acknowledgment packets to the gateway.
In order to model how fast does the HSF serve the signaling between the gateway and the
controllers, it is necessary to model the chip interconnections. The design of the HSF assumes
a wired controller network resembling a Network-on-Chip [13]. The design of the topology of
this network has been subject to multiple implementation restrictions and requirements to
minimize cost and power, as pointed out in [167]. Due to these restrictions, a Manhattan-like
topology is considered. Fig. 7.3 shows a 4 × 4 sized network, extendable to any number of
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Figure 7.3: Embedded controller network topology and an example routing path to the
destination node at coordinates (3,2). Rows and columns of even and odd coordinates are
denoted by E and O, respectively.
controllers. One of the main characteristics of this topology is its unidirectional channels,
which significantly limits routing options within the network [81, 168]. Therefore, a simple
variation of the XY-YX routing mechanism, referred to as the agnostic XY-YX, has been
selected to disseminate directives within the controller network with enhancements recently
proposed to ensure deadlock freedom in the presence of faults [168].
Agnostic XY-YX is a topology-aware variation of the XY-YX that alternates between
forwarding the packet horizontally and vertically until the destination is reached. As shown
in Fig. 7.3, rows of even coordinates can forward packets towards the east whereas rows of
odd coordinates forward packets towards the west. Similarly, columns of even coordinates
forward packets towards the north and those of odd coordinates forward packets towards
the south. The locations of the input gateway and the ACK gateway, which are at the
bottom left corner and the bottom right corner of the network, respectively, suggest that





























Figure 7.4: Summary of the evaluation methodology.
Methodology
We first evaluate the incidence and reflection angles given the positions of the HSF, the
illumination source, and the moving target. Then, we use Eq. (2.1) to obtain the phase
gradients and then Eq. (2.2) to calculate the phase Φij of each unit cell. Finally, we apply
the nearest neighbor mapping to Φij.
The main output is a packet injection trace for each simulated scenario. Besides studying
the impact of the user mobility on the internal communication, we also examine the impact
of two HSF design parameters: the number of states per unit cell Ns and the angular step
α. The traces are finally fed to an AnyLogic-based custom-made simulator [81], which
evaluates the time consumed by the controllers network to deliver reconfiguration packets
to the corresponding controllers. The input gateway is assumed to be connected at the
bottom left corner, i.e. node (0, 0), and the ACK gateway to be connected at the bottom
right corner, i.e. node (N − 1, 0). Further, each data packet triggers the generation of an
ACK packet upon receipt at the destination node. The delay of the network (to deliver
packets relative to one reconfiguration of the HSF) is the time elapsed between the first
data packet entering the network and the last ACK packet is received by the ACK gateway.
The obtained reconfiguration delays, along with the information of the spatial distribution
of packets, are finally utilized to characterize the patterns of the traffic within the network
in terms of packet arrival times at the nodes. Statistical analysis is then performed on these
patterns to define the appropriate models for the generated traffic.


























































(c) Reconfiguration per second
Figure 7.5: For an object moving according to Case A: (a) Reconfiguration requests during
the tracking of the object. (b) Percentage of reconfigured cells versus the azimuth angle of
the reflected signal. (c) The number of reconfiguration requests per second.
teristics of the network traffic. Then, we examine the effect of varying the parameters of
the surface on the traffic generated by the different motion scenarios and the network delay.
We further extend the analysis by calculating the tolerance of the HSF, this is, the type
and speed of movements that the HSF is capable of serving correctly. Finally, the traffic
generated through a representative scenario is analyzed.
Results
In all the cases, the HSF has N ×M = 50 × 50 unit cells, with Ns = 4 possible states and
an angular step of α = 5◦. The relationship between the change in the reflection angle (the
incidence angle is assumed to be fixed) and the reconfiguration requests injected into the
system is depicted in Fig. 7.5a where Case A motion pattern is considered. The figure shows
that reconfiguration requests (marked by crosses) become more frequent as the tracked object
approaches the surface. For instance, more than 80% of the requests are injected during the
last 33% of the motion time span. The size of the updated subset highly relies on the
preceding and the currently targeted angles, as shown in Fig. 7.5b. For instance, a change
of 5◦ from θr = 85
◦ to θr = 80
◦ requires the reconfiguration of about 20% of the cells of the
surface. Whereas the same amount of change in the angle between θr = 35
◦ and θr = 30
◦
requires the reconfiguration of about 70% of the cells.
As expected, the injection rate increases as the change in the reflection angle becomes
more frequent as observed in Fig. 7.5c. We investigate the spatial distribution of traffic
generated by the different mobility cases. This is visualized through heat maps representing
the HSF, where hotter spots indicate cells receiving larger number of packets throughout the
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Figure 7.6: Spatial distribution of traffic for the three considered movement scenarios.
considered motion. The effect of the different motion patterns is shown in Fig. 7.6, where
the gradual change in θr induced from tracking an object following Case A results in the
spatial distribution in Fig. 7.6a. On the other hand, the traffic is more evenly distributed
throughout the network when the motion of Case C is considered as observed in Fig. 7.6c.
In the two aforementioned cases, the elevation angle was fixed, which is different than the
projectile motion case where both the azimuth and elevation angles of the reflected signal
change. The effect of this can be observed in the pattern of the heat map in Fig. 7.6b.
Here we determine the frequency with which each node must be reconfigured in a particular
range of motion and the states obtained at each reconfiguration. Feeding this information
into our custom-made AnyLogic-based network simulator produces detailed paths for all the
packets injected into the network. At each node, we obtain the number of received packets
and the time of receipt. The information about the state of each node at every reconfiguration
is utilized to study the spatial correlation between nodes in terms of the obtained state. The
number of received packets however, is used to characterize the load at each node in the
network. The state of each node is compared with the state of all other nodes in the network
at each reconfiguration. We visualize this spatial correlation through heat maps where each
color in the map represents a cluster of nodes which have a high probability (p > 0.7) of
obtaining the same state during the entire range of motion.
Fig. 7.7 shows the heat maps corresponding to the considered mobility models, namely,
horizontal movement (case A), projectile movement (case B) and random movement (case
C). Fig. 7.7a indicates that, in Case A, a large portion of the nodes have a high probability
of having the same state and thus the small number of color variations in the color scale.
Furthermore, the states are distributed on the rows of the network such that cells on the
same row have a high probability of acquiring the same state. This is different than what is
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Figure 7.7: Spatial correlation in cell states for the three considered mobility scenarios.
observed in Fig. 7.7b and Fig. 7.7c where a smaller portion of the nodes frequently obtain
the same state, which is indicated by the higher number of colors in the heat map (i.e. each
color represents a cluster of nodes that probably have a similar state).
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