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One primary task of visual information processing is to extract low-dimensional features from the high-dimensional light patterns present in the environment. The concept "receptive field" (RF) was proposed to quantitatively describe the spatiotemporal stimulus structures that modulate neural activity in a single neuron (Hubel and Wiesel, 1962) . For instance, the RF structures of orientation-selective neurons are similar to the stimulus patterns that evoke firing (Bonin et al., 2011; Hubel and Wiesel, 1962) , and the RF structures of local motion sensitive neurons are consistent with spatiotemporal structures of the locally moving patterns these neurons respond to (Adelson and Bergen, 1985) . This quantitative description is critical for understanding mechanisms of the visual system, since a plethora of different RFs exist within and across visual brain areas, which together form the basis of feature extraction.
The measurement of receptive fields critically depends on the stimulus statistics, the readout of cellular activity, and the algorithm used to infer the receptive field based on stimulus and measured activity. The stimulus statistics affect the RF estimation in several ways: i) some stimuli are more effective at driving responses than others given the limited experimental time, ii) the neural responses to more complex stimuli can A C C E P T E D M A N U S C R I P T provide more information about the corresponding RF, iii) the biases in the stimulus statistics may be inherited in the RF estimation result.
From studies in Drosophila, zebrafish, pigeon and human, it is known that the processing of global motion is critical for the visual control of locomotion behaviour (Frost et al., 1994; Kubo et al., 2014; Warren et al., 2001; Wertz et al., 2009a) . In previous studies, it has been found that the pretectal neurons in the larval zebrafish brain are involved in processing horizontal global motion (Kubo et al., 2014; Portugues et al., 2014) to mediate optokinetic and optomotor stabilization behaviours. While the RF structures of many neuron types have been measured, e.g. those of mammalian retinal ganglion cells and V1 simple cells (Hubel and Wiesel, 1962; Rust et al., 2005) , the RF structures of large-field motion-sensitive neurons of the pretectum and accessory optic system are, however, mostly unknown. The lack of an efficient method for estimating relatively fine structure of large-size motion receptive fields has impeded their systematic and comprehensive characterization. An improved motion RF estimation method may greatly benefit our understanding of motion processing mechanisms in the brain, including visuomotor transformations underlying locomotor and stabilization behaviours.
Arguably the most common receptive field estimation technique is reverse correlation, which has frequently been employed to estimate spatiotemporal receptive fields of direction-selective visual neurons (DeAngelis et al., 1993; Eckhorn et al., 1993; Rust et al., 2005; Wang & Yao, 2011) . Provided that neurons respond to spatiotemporal, random noise stimuli, the linear receptive field structures of most visual neurons in the early visual system can be estimated by computing the averaged patterns of the spiketriggered stimuli (Boer and Kuyper, 1968; Chichilnisky, 2001; Marmarelis and Naka, 1972) . The efficiency of this method is highly dependent on the frequency of neural activity events during stimulation and on the information density of the stimulus, which both together determine the acquisition rate of RF-relevant information during noise stimulation. Naturally, this information acquisition rate is affected by the relevance of the noise stimuli to the features the measured neurons prefer. For example, white noise stimuli are not efficient for estimating receptive fields of neurons preferring low spatial frequency features. Much of the recording time would be "wasted" on irrelevant high frequency stimulus features and the neurons would mostly be inactive during the A C C E P T E D M A N U S C R I P T recording. Thus, for a time-efficient receptive field estimation, it is essential to constrain the noise stimuli to match the preferred features of the neurons in question.
A common constraining approach is to manually decompose the possible featurerelevant sensory space to a set of simple stimuli defined by a small number of parameters of interest. Based on the neuronal responses to these stimuli, the RF properties can be characterized regarding these parameters of interest. For example, the preferred directions of direction-selective retinal ganglion cells in rabbit can be estimated from their responses to light spots moving in 8 different directions (Barlow et al., 1964) . In a similar way, motion stimuli can be presented in defined local regions to estimate direction selectivity profiles across visual field locations for individual neurons. Using this approach, receptive field structures of global motion sensitive neurons in Drosophila have successfully been estimated (Krapp et al., 1998; Krapp and Hengstenberg, 1996; Wertz et al., 2009b) .
Since the static features of motion stimuli are less relevant for estimating the directionselective receptive field components, the expression of stimuli by two-dimensional motion vectors within the visual field represents a valid simplification and reduction of parameter space. Correspondingly, vector noise stimuli randomly sampled from motion vector space have been created for motion RF estimation previously (Borghuis et al., 2003; Srinivasan et al., 1993) .
However, these methods heavily rely on the high sensitivity and temporal resolution of electrophysiological neural activity recordings. Electrophysiological recordings are oftentimes time-consuming or limited to recording one neuron at a time, which makes the approach laborious for the systematic investigation of vertebrate brain areas containing high numbers of neurons. Calcium imaging is a promising method for functionally characterizing such large numbers of neurons within a given brain area in parallel (Froudarakis et al., 2014; see Grienberger & Konnerth, 2012 for review).
Recent developments in imaging techniques (Ahrens et al., 2013; Akerboom et al., 2012; Chen et al., 2013) , including genetically encoded calcium indicators and improved sample preparation techniques, make two-photon calcium imaging a sharp tool for studying vision processing in vivo (Ahrens et al., 2013; Baden et al., 2013; Bonin et al., 2011; Froudarakis et al., 2014; Hunter et al., 2013) . However, the relatively poor sensitivity of calcium indicators and the low temporal resolution of calcium A C C E P T E D M A N U S C R I P T imaging limit its power in detecting and/or resolving individual action potential spikes, which would be needed for the receptive field estimation methods described above.
Here, we present a novel approach for the efficient estimation of receptive fields of global motion sensitive neurons using in vivo calcium imaging. We employed a contiguous motion vector noise stimulus, which can efficiently trigger strong, robust neuronal calcium responses in global motion sensitive neurons. With this stimulus and a dedicated bootstrapping analysis method, we successfully estimated fine-scale motion receptive field structures using noisy two-photon calcium imaging at low temporal resolution (2 Hz) in the global motion sensitive pretectum of larval zebrafish.
Materials and Methods

Ethical approval
All animal experiments were licensed by the local authorities (Regierungspräsidium Tübingen) in accordance with German federal law and Baden-Württemberg state law.
Visual stimulation setup
Visual stimuli were displayed on a custom-built cylindrical green LED arena covering 336°-by-80° of the visual field (-168° to 168° in azimuth; -40° to 40° in elevation). The arena consisted of 224 square LED tiles (8 rows × 14 columns × 2 arena halves); each tile had 8×8 evenly distributed LEDs emitting at 570 nm (Kingbright TA08-81CGKWA); On average, each LED covered ~1.5 horizontal visual degrees of visual field. The vertical visual angle each LED covered varied slightly with its latitude.
Because the LED was programmed to only display two luminance levels (on/off), all stimuli displayed in the arena had 100% contrast. All LEDs were covered with a highpass filter foil (LEE no. 779, article 595-1700-7790, castinfo.de, Hagen, Germany) to reduce the light interference from the LEDs at the fluorescence emission wavelength.
An additional diffusion filter foil (LEE no. 252, article 595-1780 (LEE no. 252, article 595- -2520 was also placed in front of the LED tiles to homogenize the LED light. Custom software developed in
previous studies (Joesch et al., 2008; Reiser and Dickinson, 2008) was used for uploading, displaying and controlling the visual stimulus. To minimize the interference of LED light with the calcium imaging, the LEDs were flickering in a duty cycle such that they were switched on only during the fly-back time of the scanning mirrors inbetween line scans. Before the experiment started, the spherical fish container (a glass bulb) was fixed to a metal holder surrounded by the arena. Tilts of the fish head in the pitch, yaw and roll axis were corrected under the wide field microscope.
Contiguous motion noise
The motion-rich noise stimulus in this study shared the same principle as the vector white noise introduced by Srinivasan and colleagues (1993) , which constrains the stimulus space to contain only first-order motion. Instead of white noise, we used correlated noise to present locally coherent motion stimuli, which are common in natural ego-motion scenes and enable more efficient and robust receptive field estimation of global motion sensitive neurons using reverse correlation and calcium imaging. We named our stimulus "Contiguous Motion Noise Stimulus" (CMN stimulus, Figure 1 , Supplementary Video 1). To construct the correlated vector noise, we first randomly sampled a number of motion vectors whose norm and phase angle defined moving speed and direction, respectively, from a circular uniform distribution:
The Θ corresponded to the phase angle of motion vectors. The norm of all motion vectors was set to the same arbitrary value of 1. Unifying the motion vector norm at this stage helped to control the distribution of speeds in the following steps (see further explanations below), and the value was an arbitrary number since the vector norms will be normalized in a later step.
These motion vectors were organized into a three-dimensional motion vector matrix with the configuration: 16 rows × 38 columns × 12020 frames (elevation × azimuth × time). The motion vector matrix was convolved with a modified multivariate Gaussian kernel to enforce the local coherences of the motion vectors:
where:
The spatial and temporal standard deviation of the Gaussian kernel, denoted as σs and σt respectively (σs = σx = σy), were set to π/2 vector distance (≈18.8 visual degree) and 5 frames (≈ 0.33 seconds, details of the unit conversion are in the later sections), respectively. To minimize the edge effect in the convolution, an 8 × 28 × 12000 matrix was cropped out from the centre of the convolved matrix and used as the motion vector matrix for later computation. The norm of the motion vectors in the convolved matrix was normalized to the range [0, k] , with k corresponding to maximum speed in the stimulus. In our CMN stimulus, k was set to 67 visual degree/second.
The correlations between positions and frames of the motion matrix were calculated and shown as auto correlograms ( Figure 2C ). To quantitatively describe the local coherence intensity, the radius of the strongly correlated region where the correlations between the centre vector and all the vectors in this region were higher than a threshold ct, was referred to as the contiguity radius (CR) of the spatial and temporal domain of the stimulus. Since the coherence in the stimulus was introduced by a single source (the multivariate Gaussian kernel), the spatial and temporal correlation can be well approximated by the autocorrelation of the Gaussian kernel in the corresponding dimension. The CR for the dimension can then be calculated as:
The σ was the spatial or temporal standard deviation of the multivariate Gaussian kernel. The comparison between the approximated and the exact CR is shown in Figure   2C . In our stimulus, the threshold ct was set to 0.1. The spatial CR was
2 √−ln(0.1) = 4.77 vector distances ≈ 57 visual degrees; the temporal CR was 2 √−ln(0.1) ≈ 15 frames = 1 second.
Because the convolved motion vector norm can be considered as a weighted mean of multiple random vectors sampled from the circular uniform distribution, the frequency distribution of convolved motion vector norms can be modelled by a Rayleigh distribution s(x):
where σ ≈ 0.1852k, when k = 67 visual degree/second, σ = 12.35 visual degree/second.
The cumulative distribution function S(x) was:
The s(x) and S(x) provided analytical descriptions of the motion speed distribution in the CMN stimulus. These descriptions can be used to quantify the statistics of motion speed presented in the CMN stimulus as follows: Let S(x) = y, then:
When x equalled 0.4534k and 1k, S(x) equalled to 0.95 and 1-4.67×10 -7 ≈ 1 respectively. The optokinetic responses (OKR) of larval zebrafish can be readily triggered with grating stimuli moving at speeds around 20-30 visual degrees/second (Qian et al., 2005) . Therefore, we set k to 67 visual degree/second, so that 95% of the CMN stimulus motion vector samples will have speeds in the range of (0-0.4534)k, which equals to 0 -30.38 visual degree/second.
Reichardt encoder
The contiguous motion vector matrix constructed in the previous section needs to be converted to a movie in a way that the motion information neurons decode from the movie should be the same as motion information in the motion vector matrix. In a wide range of species, the motion detection is dominated by processing first-order motion
cues (for zebrafish, see Orger et al., 2000) . Several linear operators, including the elaborated Reichardt detectors (ERD) model, were developed to model the first order motion decoding in the visual system (Adelson and Bergen, 1985; Reichardt and Rosenblith, 1961; van Santen and Sperling, 1985) . The ERD and other operators share a similar principle, which involves converting the auto-correlated spatiotemporal structure in the visual input to abstract first-order motion information. It is thus possible to construct an inverse operator of the ERD which converts the abstract motion information back to spatiotemporal structures that can be detected by first-order motion sensitive neurons. We used the term "Reichardt encoder" to refer to this first order motion encoder.
The Reichardt encoder we constructed was similar to the motion reverse correlation stimulus used in a previous study (Borghuis et al., 2003) . Both of them present motion vectors with sequences of displacements of noise pattern; the movement each motion vector encoded was approximated by the displacement distance between the frames before and after the current frame divided by the time interval for each moment ( Figure   1B ). The luminance of each pixel on the noise pattern image was assigned to a random binary value (0 or 1). To trigger motion perception properly in larval zebrafish (Rinner et al., 2005) , the maximum spatial frequency of the binary noise pattern was set to 0.1 cycles per visual degree by resizing patterns with a scale factor of 3. The resized noise image contained 3000×3000 pixels.
For each motion vector in the CMN motion vector matrix, the patterns in an 8×8 pixels observation window on a copy of the resized noise image was displayed on an 8×8 LED array (covering ~12 visual degree in azimuth). In the first frame of the CMN stimulus, the observation window of each motion vector was positioned at a random place on the copy of the noise image. The displacement sequences for each copy of noise image were independent from each other. To solve the boundary problem (occurring when the boundary of the copied noise image ran into the observation window) we used circular boundary conditions, i.e. the boundaries of each copy of the noise image were connected with the boundaries at the opposite side forming a torus. The displacement distances of the resized pattern were rounded to multiples of 1.2 visual degree (the resolution of the LED arena).
Each 8×8 LED array thus corresponded to one motion vector of the CMN stimulus and the motion vector matrix was converted to a 64×224×12000 (pixel rows -columnsframes) binary noise movie displayed on the 64x224 pixel LED arena (corresponding to 8 x 28 motion vectors). Since copies of the noise image were displaced independently of each other in adjacent motion vector positions, it was unavoidable that the CMN movie contained different and varying luminance structures at the border between two 8x8 LED array, resulting (among other effects) in a "checkerboard" appearance of the timeaveraged CMN movie ( Figure S1 ). The stimulus movie was displayed at 15 frames per second (15 Hz), resulting in a stimulus duration of 13.3 min. The motion encoded in the first and the last columns of the motion vector matrix was displayed at the -168° to -156° region and the 156° to 168° region (in azimuth) on the cylindrical LED arena, respectively. The motion in the top and bottom rows of the motion vector matrix was displayed at the 32°to 40° region and the -32° to -40° region (in elevation).
Linear-nonlinear-Poisson model for the in silico experiment
We used the linear-nonlinear-Poisson (LNP) model to simulate neuronal responses to the CMN stimulus in the in silico experiments in a similar way as described in a previous study (Chichilnisky, 2001) . 
For the visual motion neurons with suppressive receptive field components, the output of the linear-nonlinear part was modified as follows:
The w + and w -in the equations were the linear excitatory and suppressive receptive field structures. The positive linear rectifiers in ( ) constrain the w + and w -to only produce excitatory and suppressive output respectively. Since the receptive field structure of the pretectal neurons had not been revealed in any previous study, here we simply simulated the excitatory and suppressive receptive field structures as containing
Gaussian shapes, and all units in the same simulated receptive field component shared the same direction preferences. The linear filter with two excitatory components was used for simulating the binocular motion RFs; the preferred directions of two components were set to two random directions. The size of each of these Gaussian RF components were equal to √− ln 0.1 = 1.52 vector distance ≈ 18.2 σ visual degrees. We created simulated neurons with σ = 1.5, 4.5, 9; the receptive field of these simulated neurons covered approximately 27, 82 and 164 visual degrees respectively.
In the absence of normalization, the magnitude of output of large linear receptive fields can be larger than the output of receptive fields with smaller size, which would have resulted in higher firing rates in simulated neurons with larger receptive fields. To account for this problem in our simulation, the linear system output f(s) was divided by f(w). The normalized outputs were then rectified by the nonlinear unit ( ) = ( ( ), ), c is the normalized rectifying threshold; in our simulated neuron model, c = 0.1, so g(s) ranged between 0.1 and 1. The spike train was generated from this normalized output by a Poisson spike generator.
To mimic the slow kinetics of calcium indicator signals and the noisy environment in the in vivo calcium imaging recordings, the spike train was first convolved with a calcium decaying kernel which was an exponential decay function with a mean lifetime of 3 seconds. Gaussian white noise was added before and after the convolution to mimic different source of noises in the calcium recordings. The span of the Gaussian noise distribution was set to 20% of the span of signal distribution. The convolved signal was down-sampled from the stimulus displaying rate of 15 Hz to the calcium image acquisition rate of 2 Hz. This down-sampled signal trace represented the final output of the simulated neurons in the in silico experiment and was used for all following data analysis.
Animal preparation and in vivo two-photon calcium imaging
Zebrafish (Danio rerio) were maintained on a 14 h light-dark cycle at 28.5°C and experiments were performed at room temperature. The transgenic zebrafish line Tg(elavl3:nls-GCaMP6s)mpn400 was used in this study. Larval zebrafish which had strong calcium indicator expression levels and good optokinetic responses were selected from all hatched fish at 4-day post-fertilization (dpf), resulting in selection of the 10-20% best fish for experiments.
The in vivo two-photon calcium imaging experiment was performed on the selected larval zebrafish at 6 dpf. On the experiment day, the screened fish were immobilized by mounting them in 1.6% low melting-temperature agarose (wt/vol, E3 medium) at the tip of a transparent plastic triangle stage (tip angle < 45%). Then the triangle stage with the mounted fish was transferred into a spherical glass container filled with E3 medium.
The containers were placed to the centre of the cylindrical LED arena. The body position and orientation of the mounted fish was adjusted later, so it was located in the centre of the LED arena with the dorsal side facing up (roll correction) and the head pointing to 0° elevation (pitch correction) and 0° azimuth (yaw correction).
The calcium activities of neurons in 3 horizontal planes at different depths of the pretectal area in a larval zebrafish were recorded with a movable objective microscope 
Preprocessing of in vivo and in silico data
The recorded in vivo calcium imaging data was registered via cross-correlation of the frames to get rid of motion artefacts in the XY plane (rigid XY translation). All visible neuronal soma bodies in the time-averaged image of the registered calcium image time series were automatically selected as regions of interests (ROIs) by a marker-controlled Due to a number of reasons (slow kinetics of the calcium indicator, low affinity of the calcium indicator, low image acquisition rate of our two-photon microscope, recording noise), calcium activities corresponding to single action potentials should be hard to detect. We therefore used the abrupt, high amplitude increases in the calcium traces (which we call events) as indicator for neural activities. These events should correspond to sudden, significant increases of the fluorescence signal related to the increases of neural firing rate, which were more robust to noise and more suitable for the low temporal resolution of the recording system than single action potentials. Note that we exclusively use the increases of activity and ignored the temporal profile of the calcium signal decay after each event. These calcium events were automatically identified by a
Gaussian-mixture-model (GMM) based clustering algorithm. We assumed the noise in calcium recordings was Gaussian distributed according to the central limit theorem.
Any significant increases of neuronal firing rate would drive the calcium signals away from the original Gaussian noise distribution. With this assumption, we assigned all data points in each calcium trace into one of the two Gaussian distributions by performing clustering with a GMM model. The outliers can be detected as the ones that are less likely to be drawn from the baseline Gaussian distribution and therefore more likely to correspond to the other (signal) distribution.
The GMM algorithm did not consider the temporal structure of signals, thus the detection can be strongly interfered by low frequency noise that caused baseline changes. To compensate for this, we applied the GMM clustering algorithm to all signals in a 200-frame moving window with the moving step size = 1 recording frame; each data point was thus assigned repeatedly for 200 times. The dominant assignments in these 200 repeats was used as the final assignment. The final output of the algorithm was a binary array (1 = calcium event detected; 0 = no event detected).
This calcium event detection algorithm was applied to both the simulated in silico and the recorded in vivo calcium traces. The accuracy of this event detection algorithm was tested in 50 in silico calcium traces. The inferred calcium event trains were up-sampled
with the nearest-neighbour resampling method from the image acquisition rate (2 Hz) to the stimulus frame rate (15 Hz) to be aligned with the stimulus frames. On average, each simulated neuron had calcium events in 35.1 ± 4.5% of the stimulus frames (mean ± standard deviation, same in the other sentences and paragraphs). The detection accuracy calculated as the number of correctly assigned frames divided by the total number of assigned frames was 77.80 ± 1.84% for the in silico data. The false positive rate was 20.77 ± 2.93%. The high false positive rate was mainly caused by the nearestneighbour up-sampling of the inferred calcium event train. If we calculate the false positive rate in the stimulus frames down-sampled to the image acquisition rate (2 Hz), the false positive rate will drop to 5.31 ± 1.50%.
The neurons recorded in vivo in the pretectal area of larval zebrafish had calcium events in 28.5 ± 14.2% of the 12000 CMN stimulus frames (mean ± standard deviation). On average each neuron generated 158 ± 87.5 event bouts during the 800-second CMN stimulation, i.e. each frame-by-frame calcium event was usually part of a longer-lasting calcium event bout. The ROIs in the in vivo calcium imaging recording with low averaged event rate (responding in less than 8% of the stimulus frames) were excluded from later analysis (242/1964 ≈ 12.5% ROIs excluded). The binary calcium event trains (2 Hz) of the remaining neurons were up-sampled with the nearest-neighbour resampling method and aligned with the stimulus frames displayed at 15 Hz for reverse correlation.
Direction preference of motion-sensitive pretectal neurons
To find the ROIs responding to large-field motion stimuli and to get an independent assessment of direction selectivity of these ROIs, the full-field motion stimulus consisting of binary noise patterns moving in 8 directions (0°, 45°, 90°, 135°, 180°, 225°, 270°, 315°) was displayed before the CMN stimulus to the zebrafish larvae in the in vivo calcium imaging recordings (Figure 7a ). The stimulus consisted of 3 repeats of 8
phases. Each phase consisted of a 5-second moving period and a 5-second still period.
The 8 moving directions were presented in a random order in the moving periods of the 8 phases in each repeat. The spatial frequency of the binary noise pattern in the full-field motion stimulus and the CMN stimulus was the same (0.1 degree/cycle).
The linear correlations between calcium fluorescence trace in each phase and the motion state of each phase (moving/not moving) were computed first. The cells that showed strong positive correlation (> 0.7) in more than one of these phases were classified as motion-sensitive pretectal neurons (343 out of the remaining 1651 ROIs). To obtain a detailed direction preference profile of these neurons, the averaged calcium fluorescence intensity in the phases with linear correlation >0.3 were used as the "direction preference scores". Since the ratio but not absolute value of these scores was important for determining the directional preference, we normalized these scores to the range of [0, 1] for each of the 3 repeats. The score for each direction can also be written in a vector form whose phase angle and norm were the moving direction and the normalized direction preference scores respectively. The vectors for average normalized scores in the 3 repeats were summed to calculate the most preferred direction which equalled to the phase angle of the vector sum.
Reverse correlation
The event-triggered average (ETA) for receptive field estimation was computed as:
The ei indicated the i th state (0 or 1, each state corresponds to a period of 67 ms) in the binary calcium event trains, and the Vi was the motion vector field at the same moment.
The direct summation of motion vectors can be ambiguous because the length of the summed vector is dependent on both the circular variance and the length of the contributing vectors. We therefore used a binned representation, B(Vi), in which each motion vector v in Vi was binned as follows into direction bins:
This binning process leads to a sparse, one-hot representation. The phase angles ∠ of motion vectors v are evenly divided into n=16 direction bins; the norm r of is assigned to the corresponding direction bin. This results in a transformation of the motion vector matrix of the stimulus into an 8×28×12000×16 matrix (elevation × azimuth × frame × direction bins). The ETA computed from this transformation of the motion vector matrix resulted in an 8×28×16 binned matrix.
For the computation of the whitened ETA, we proceeded as described above except we used the pre-whitened binned stimulus matrix (Bwhiten(V)) for this computation. The pre-whitening transformation was performed in a similar manner as described in previous studies (Theunissen et al., 2001; Aljadeff et al., 2013) :
2 ( ) was the inversed square root of the covariance matrix of B(V).
The two-step nonparametric cluster-based bootstrapping test
The two-step nonparametric cluster-based bootstrapping test (2-step NCB test) in this study was developed based on the nonparametric cluster-based permutation test used in EEG and fMRI data analysis (Maris and Oostenveld, 2007; Nichols and Holmes, 2002) .
This statistic test aimed to find the ETA components whose statistics are significantly dependent on the calcium event states. These components were considered RF-related structures by the definition of receptive field (Hubel and Wiesel, 1962) . The goal of this 2-step NCB test was to identify the significant ETA components by finding the components which would have been highly unlikely to occur, if visual stimulus and neural activity were unrelated.
The procedure of the 2-step NCB test was as follows:
To preserve the temporal structure of the binary calcium event trace, instead of random permutation, the bootstrapping distribution was generated by circular shifting of the event trace with a random distance, D in time (Fig 5A) . Since the temporal correlation of the stimulus may violate the exchangeability assumption of the NCB test, we minimized the correlation effect by setting a minimum shift distance equal to 2 times of the temporal CR (abs(D) > 30 frames = 2 seconds) of the CMN stimulus. The bootstrapped event trains had the same firing rate and noise statistics as the original event train, but their firing was independent of the stimulus pattern. For each simulated or recorded pretectal neuron, we computed 1000 bootstrapped event trains. For each original and each bootstrapped event train the corresponding ETAs were calculated.
2. The distribution of vector norms of the bootstrapped ETAs was computed for each of the 16 direction bins and each spatial position (8x28). With these empirical probability distributions, the unlikelihood that the ETA vector norms were sampled from the empirical probability distribution (or the empirical p-values), can be estimated as follows for all direction bins and spatial positions in the original and bootstrapped ETAs (also illustrated in Figure 5B ):
= 1 − (ETA value ∈ the bootstrapping distribution). The clusters whose Pcluster was more extreme than a significance threshold were labelled as significant ETA patches ( Figure 5C ).
We repeated step 3-5 for the low-value direction bins. The high-value and low-value significant ETA patches can be regarded as visual field locations and motion directions for which high and low stimulus speeds are associated with calcium events, respectively. The significance threshold in step 5 that controlled the false positive rate of the test was set to 0.025 (i.e. a two-tailed test at alpha=0.05).
Excitatory-Suppressive index
There were receptive field structures, which down-modulated the firing rate when their preferred stimulus was presented. We refer to such structures as "suppressive receptive field components" here; vice versa, the receptive field structures which up-modulated the firing rate are referred to as "excitatory receptive field components". The majority of motion-sensitive pretectal neurons in larval zebrafish prefer motion speeds > 15 degree/second (at a spatial period of 30 degree/cycle) (Kubo et al., 2014) . We therefore expect that the modulation strength in most of the motion-sensitive neurons should increase with movement speed within the low-speed region of 0 -6.7 degree/second (spatial period: 10 degree/cycle) of our CMN stimulus. We therefore interpret the positive and negative response modulation slopes in this stimulus speed regime as being related to excitatory and suppressive effects, respectively. For example, a neuronal RF component that has higher activity at a speed of 1 degree/second than at a speed of 5
degree per second is interpreted as having a suppressive effect, rather than interpreting it to simply be positively tuned to extremely low speeds.
Since each frame of the CMN stimulus was aligned with the corresponding event state, it was easy to calculate the relationship between the movement speed presented in each stimulus unit (8x28 spatial unit positions, 16 direction bins) and the event rate ( Figure   8A , right side, Figure S6 ). This can be done by sorting the event train as follows: For each spatial and directional unit, the time series of speeds (vector norms) was sorted from low to high. The event rate for each unit can be approximated by the moving average of the speed-sorted event train with a moving window size of 10 stimulus frames (0.67 seconds). An excitatory-suppressive index (ESI) was calculated as the correlation coefficient between the sorted speed values and the speed-sorted event rate.
The units with higher ESI in the significant ETA patches were related to an excitatory receptive field structure, while lower ESI values corresponded to a suppressive receptive field component.
To visualize directional preference and ESI index, we colour-coded the polar histograms in Figure 8 and Figure S2 according to the ESI index, while histogram bar length and quiver vector length corresponded to the locally estimated ETA speed as follows: for high-value (red) ETA units, the bar/vector length is proportional to the estimated ETA speed; for low-value (blue) ETA units, the length is inversely proportional to the estimated ETA speed (it corresponds to the difference between two times the averaged stimulus speed and the estimated ETA speed). Thus in Figure 8 and Figure techniques introduced in previous studies (Borghuis et al., 2003; Srinivasan et al., 1993) , the receptive fields of a high number of large-field motion-sensitive neurons can be efficiently estimated in parallel using in vivo calcium imaging.
The CMN stimulus consists of spatially and temporally coherent visual field patches ( Figure 1A ). In each patch, a binary noise image is presented that moves in a particular direction over time ( Figure 1B) , resulting in multiple, spatially tiled motion patches of a certain size, in which binary images translate in different directions. The movement trajectories are generated by first picking random motion directions for each patch and then smoothing them in space and time using a multivariate Gaussian kernel (see Methods), which results in coherent motion patterns with smooth motion transitions inbetween different stimulus arena positions.
Statistical properties of the Contiguous Motion Noise (CMN) stimulus
The receptive field structure estimated with the reverse correlation method can be biased if the stimulus contains biases (Chichilnisky, 2001) . We therefore first determined whether, and if so, to what extent the relevant feature statistics in our CMN stimulus were biased. First, we characterized the motion direction statistics. If there were biases in the local and global motion direction statistics of the CMN stimulus, the estimated preferred direction in the RF would be misleading. As shown in Figure 2A , both the local and global statistical distributions of motion direction were mostly circularly uniform over the 12000 frames of the particular CMN stimulus used in this
The local distributions at different spatial locations were similar to each other and suggest a spatial uniformity of the direction information in the stimulus.
While the speed information in the stimulus is not critical for interpreting the estimated motion RFs, a heterogeneous stimulus speed distribution may affect neural responses to stimuli displayed in different regions of the visual field. These effects may cause the estimation to have a biased location and/or shape. To evaluate this, the local speed distributions of the CMN stimulus were compared between all spatial locations ( Figure   2B , left). Again, no noticeable difference between these distributions were observed. In addition, the density distribution of speed of all motion vectors contained in the stimulus were fitted well with a modified Rayleigh distribution. According to the fitted function, the 95% of the motion vectors in our CMN stimulus had speeds in the range of 0 to 30 visual degrees/second.
We constrained the spatiotemporal motion correlation in our CMN stimulus to present a sufficient level of contiguous motion, which is regularly present in natural scenes and should lead to strong activation of global motion sensitive neurons. We defined the contiguous radius (CR, see Methods), which corresponded to the radius in which motion correlation was smaller than 0.1 in the cross-correlograms. As shown in Figure   2C , the spatiotemporal correlation in our CMN stimulus was defined by the spatial and temporal CRs (57 visual degrees and 1 second, respectively). The CRs need to match the RF structures of interest, since choosing very large CRs will prohibit detection of fine-scale spatiotemporal RF structure and very small CRs will not trigger calcium events at sufficient frequency.
The time-averaged luminance for each pixel in the binary movie of the CMN stimulus was also computed ( Figure S1 ). No strong biases were observed in the averaged luminance plot.
The reverse correlation approach for simulated and recorded neurons
We first estimated the motion RF structure using the reverse correlation technique. As a classic receptive field estimation method, the reverse correlation technique has already
been applied to estimate a wide range of RF structures in the past, including motion RFs (Borghuis et al., 2003; Srinivasan et al., 1993) . In most of these studies, the neuronal output was recorded as action potential spikes via electrophysiology setups, and the RF structures were estimated as the spike-triggered average (STA) pattern. Since calcium activities corresponding to single action potentials are difficult to detect, we developed our RF estimation to depend on the calcium activities triggered by significant increases of neuronal firing rate instead; and the motion RF was thus estimated as the calciumevent-triggered average (ETA) (Figure 3 ).
The calcium events in the calcium response traces in pretectal neuronal somata were detected by a Gaussian-mixture-model-based algorithm (Figure 3 , see Methods for details on data preprocessing and calcium event detection). The calcium event train was aligned with the CMN stimulus in time to establish the correspondence between calcium event state (with/without event detected) and current stimulus frame. The ETA corresponded to the average of those CMN motion vector stimulus frames that coincided with calcium events. To maximally preserve the information about stimulus speed and direction, we used a binning transformation of motion vectors for our ETA, i.e. at every stimulus location we calculated an ETA histogram of stimulus speeds for each of 16 equally spaced directional bins ( Figure 3C ).
We wanted to test the performance of the reverse correlation method. Naturally, the ground truth motion RF structures of neurons recorded in vivo are not available. Our estimation method was therefore tested with simulated neurons with known ground truth receptive fields in an in silico experiment, where different sources of noise and slow calcium signal kinetics of the in vivo calcium recordings were mimicked ( Figure   3A , left). The simulated neurons were constructed as linear-nonlinear-Poisson (LNP) models (see Methods), whose linear filters were considered as the ground-truth motion RF. These designed receptive fields were of Gaussian shape (different diameters) and each simulated neuron contained either one or two Gaussian patches. The same calcium event detection algorithm (see Methods) as for the in vivo data was then used to detect the events in the simulated calcium responses, and thus the event detection error caused by different noise sources and experimental limitations was included in these simulations.
A C C E P T E D M A N U S C R I P T
As shown in Figure 4A , the locations and the preferred directions of the ground-truth RFs of the simulated neurons were well estimated by the ETAs. Furthermore, for our in vivo neurons ( Figure 4B ), ETA structures could be identified that differed across neurons and showed different levels of organization within individual neuronal ETAs, suggesting that the ETAs were related to the receptive fields of direction-selective pretectal neurons (Wang et al., 2019) .
Identification of significant event-triggered average patches
The genuine RF-related structures within the ETA need to be identified for any further quantitative characterization of the receptive field properties. The identification of RFrelated ETA structures will be less biased if no or very few assumptions are made in the identification method. Here, we only assumed the motion receptive field structures to be locally contiguous. With this assumption, we employed a two-step nonparametric cluster-based bootstrapping test (or 2-step NCB test, Figure 5 , see Methods for details)
to identify the ETA units clustered in space and/or in adjacent directional bins, which were significantly related with neuronal responses. In the first step, calcium event trains
were circularly shifted in time to obtain bootstrapped ETAs, in which the shifted calcium events were no longer related to the CMN stimulus frames. This step identified motion directions across visual field locations for which the ETA stimulus speeds deviated from chance speeds ( Figure 5A-B) . In the second step, the algorithm identified spatial-directional clusters of ETA units making up one significant ETA patch ( Figure   5C ). The significant ETA patches were identified by comparing the cluster score (a measure of the spatial-directional extent of the patch, see Methods) of an ETA of an in vivo or simulated neuron to the maximal cluster scores of the bootstrapped ETA clusters for that neuron. Each identified significant cluster either contained units with unusually high stimulus speeds, or units with unusually low speeds, so that clusters with antagonistic properties were kept separate (red and blue colours in Figure 5C ).
The performance of our 2-step NCB test was quantified in in silico experiments, where the estimated significant ETA patches of simulated neurons were compared to their ground truth receptive field structures. As shown in Figure 6A , the RF-related
structures in the ETAs of the simulated neurons shown in Figure 4A were correctly identified by the 2-step NCB test as the significant ETA patches, which are plotted as the spatially connected direction bins coloured in red. To quantitatively evaluate the estimation accuracy, the estimation error for the RF centre locations and the preferred directions of the RF structures were computed for the simulated monocular neurons with one Gaussian component, whose radius varied from 27 to 164 visual degree (n = 50 simulated neurons for each radius size). The estimation error of the preferred direction was less than 20 degrees for all simulated neurons ( Figure 6B ). The RF centre location was reliably detected for small-size RF neurons, but oftentimes offset by 30° or more for large-size RF neurons (164° radius) ( Figure 6C ). The averaged RF centre location errors for simulated RF radii of 27°, 82° and 164 visual degrees were 2.25°, 24.3°, and 50.7°, respectively, which correspond to 7.5%, 27% and 28% of the respective RF radius. This showed that the centre position for the large simulated RFs were in general relatively difficult to localize. Since our LED arena only covered part of the visual field, and this limitation was faithfully included in the in silico experiments, the receptive field outside of the arena-covered region cannot be estimated. These nonestimated parts may cause the localization problem, especially when the receptive field is large, which corresponds to a higher RF proportion being outside of the covered region. We also computed the estimation errors for preferred direction and RF centres for simulated binocular neurons that had two Gaussian RF components. The estimation error of the preferred directions for the majority of these simulated neurons was less than 20 degrees ( Figure 6B ) and the normalized average centre location estimation errors were 34% of the receptive field radius ( Figure 6C ).
To evaluate the false negative and false positive detection of the receptive field components, we counted the number of detected significant ETA patches per neuron:
For all simulated monocular neurons exactly one significant ETA patch was detected, corresponding to the single Gaussian RF component which these neurons were designed to have ( Figure 6D ). For the simulated binocular neurons, the two Gaussian components were successfully detected in 84% of the simulated neurons ( Figure 6D ). No false positive detection was encountered for any of the simulated neurons.
In addition, we ran simulations to compare our method with three other representative RF mapping techniques used in previous studies, including: the filtered back-projection technique (Fiorani et al., 2014; Johnston et al., 2014) , the motion reverse correlation
technique using vector white noise stimulus (Borghuis et al., 2003; Srinivasan et al., 1993 ) and the method developed by Krapp and Hengstenberg (1997) , which estimated elaborate motion receptive field structures using the neural responses to circularly moving dots across different spatial locations. The signal-to-noise ratio, kinetics and sampling rate of the simulated calcium signals were the same for all tested RF estimation methods (see methods section). The stimulus protocol duration was the same across methods (except for the local motion method, which needed at least 320 minutes for a complete estimation). Due to these design adaptations, some details of the implemented methods (e.g. data preprocessing, the chosen representative parameters) may differ from the original studies.
As shown in Figure S2 , our method ("CMN + 2step NCB method") successfully estimated the receptive field structures of all simulated neurons, while the other methods failed to estimate the large-size or the binocular RFs. Thus, in our simulation of different calcium imaging RF estimation techniques, our CMN method outperformed the other implemented methods.
Considering that the signal-to-noise ratio of in-vivo calcium signals can vary across neurons and experimental conditions, we evaluated the performance of our approach under 3 different noise levels ( Figure S3 ). Although the ETA estimation quality dropped at increased noise levels, the 2-step NCB statistic test still correctly identified major portions of the ground truth RF. This suggests that the 2-step NCB test contributes significantly to the noise-robustness of our approach.
Motion receptive field estimation in vivo
In order to put our CMN approach to test in vivo, we recorded GCaMP6s calcium signals in the pretectum of larval zebrafish. In 163 out of 343 identified motionsensitive pretectal neurons, RF-related significant ETA patches were successfully identified by the two-step NCB test. It is possible that RF-related structures also exist in
the ETAs of the remaining neurons, however there was not enough evidence for the statistic test to discriminate these structures from the noise and biases. To evaluate the performance of the motion RF estimation and get an independent measure of directional preference for each neuron, we included whole-field motion stimuli of different directions in the beginning of the recording ( Figure 7A ). For each in vivo neuron, the directional preference was predicted by using all ETA units in its significant ETA patch.
The predicted directional preference was then compared to the preferred direction measured using the full-field motion stimuli ( Figure 7A , see Methods for details). For the majority of neurons, the predicted and measured directional preference matched well, resulting in angular errors smaller than ±30 degrees ( Figure 7C-D) , and showing no bias in the prediction.
As an additional test for the reliability of our method, we divided the CMN stimulus into two interlaced, half-length stimulus sets with equal number of frames, and compared the two ETAs estimated for the same neuron using these two stimulus sets.
We reasoned that if our method resulted in valid RF estimations, the two ETAs estimated with these stimulus sets for a given neuron should strongly resemble each other. As expected, these invariant ETA structures were found for almost all neurons; moreover, for a given neuron, these invariant structures were largely overlapping with the significant ETA patches identified using the full-length CMN stimulus ( Figure 7A & 7B). Note that the examples in Figure 7A -B are shown in quiver plot form instead of the polar-histogram form used in previous figures only for illustrative purposes (both types of plots are included for eight additional neurons in Figure S4 ). Together with the analysis of directional preference, our observations suggest that reverse correlation with the CMN stimulus in combination with the two-step NCB test can be used to estimate the motion RF structure of pretectal neurons efficiently and accurately from in vivo calcium recordings. In addition, we also computed the ETAs with a pre-whitened CMN stimulus ( Figure S5 ). The structures in the whitened ETAs were mostly consistent with the un-whitened ETA structure but noisier.
Estimation of suppressive receptive fields
The significant ETA patches in the in silico and in vivo estimations presented in Figures   6 and 7 corresponded to those ETA clusters for which the 2-step NCB test had detected
unusually high motion speeds, i.e. the high-value clusters. The motion units related to low-value clusters, however, had low or no speed. It seemed likely that these low-value ETA clusters were related to the suppressive components in the receptive field. To infer the suppressive RF components, we therefore modified and used the categorical reverse correlation method introduced in a previous study (Ringach et al., 2003) , which makes use of both the high-value and low-value clusters. The principle of this method was to compute the correlation between event rate (firing rate) and the stimulus intensity (speed) for each unit within the ETA. A more positive correlation suggested the ETA units were more related with the excitatory RF structures, and a more negative correlation suggested relation to suppressive RF structures (see Methods for details, Figure S6 ). Based on this principle, we computed an excitatory-suppressive index for all units in the significant ETA patches containing both the high-and low-value clusters ( Figure 8A ). Again, this inference method was first tested in the in silico simulation.
The suppressive RF components were successfully inferred by this method in 21 out of 50 simulated neurons tested. Examples of these suppressive components are shown in Figure 8B . Note that these simulated neurons did not have a background firing rate, which meant their firing rate would be 0 when the excitatory RF components were not triggered. Suppressive components are thus more difficult to detect than excitatory ones when only positive activity levels can be measured -as is the case for calcium imaging.
In Figure 8C , example in vivo neurons with estimated excitatory and suppressive RF structures are shown (colour-coded by the excitatory-inhibitory index, ESI, see Methods). We found the motion RF structures of many pretectal neurons to be more complicated than the Gaussian structure we designed for the simulated neurons (more examples in Figure S4 ): the shapes of these receptive field structures were relatively irregular; and the direction preference profile in different local regions in the receptive field showed big variations.
In addition, we also estimated the spatiotemporal RF structure for luminance features for these pretectal neurons by computing the averaged pattern of the event-triggered binary noise image frames of the CMN movie. However, no spatiotemporal structure that could be related to the motion RF structure or the direction preference was observed in these neurons ( Figure S7) .
In the visual systems of a wide range of animals, from flies, fishes to mammals, local motion features are integrated into global motion features at different stages in the visual pathways, and hundreds to thousands of neurons are involved in this integration process (Chen et al., 2008; Krapp and Hengstenberg, 1996; Kubo et al., 2014; Kühn and Gollisch, 2019; Portugues et al., 2014; Xiao and Frost, 2013) . Estimating receptive fields with high efficiency is essential for the systematic functional characterization of a large number of neurons, especially the complex neurons integrating motion over large parts of the visual field. In this study, we developed a motion receptive field estimation method suitable for calcium imaging that combines a novel motion noise stimulus (CMN stimulus) with the reverse correlation technique, and assesses significant RF structures using a statistical test (2-step NCB test). With this method, we can estimate the fine-scale receptive field structure for dozens of zebrafish pretectal neurons in parallel in less than 14 minutes.
The efficiency of motion RF estimation methods is mainly limited by the acquisition rate of RF information and the throughput of the neural activity recording method. The RF information acquisition rate depends not only on the stimulus used, but also on the quality of the neural activity signal recorded. In comparison to electrophysiological recordings, calcium imaging has a high throughput but a limited per-neuron information rate due to the poor sensitivity and temporal resolution of this method. To compensate for this limitation, the stimulus used for receptive field estimation must be optimized to efficiently acquire relevant receptive field information from neuronal responses.
The ideal stimulus should be able to maximize the mutual information between the stimulus and the neuronal responses in a certain period of time (Borst and Theunissen, 1999) . This mutual information rate is low when the stimulus is too simple (not informative) or too complex (cannot trigger neuronal responses efficiently). A common strategy for finding the optimal stimulus is to constrain a white noise stimulus with assumptions based on the prior knowledge about the functional properties of the neurons of interest. For example, by assuming a homogeneous direction preference in each part of the receptive field, the RF locations can be quickly mapped by backprojecting moving bar stimuli weighted by neuronal responses to the corresponding location in the visual field (Fiorani et al., 2014; Johnston et al., 2014) . However, the
assumptions made may also limit the type of receptive field the method can estimate.
Our receptive field estimation method was developed based on the motion reverse correlation method developed by Srinivasan and colleagues (1993) and elaborated by Borghuis and colleagues (2003) . In our method it is assumed that direction selectivity is locally coherent within the receptive field in space and time. Furthermore, it uses a simple binary noise luminance texture and as such puts less weight on the neuronal tuning to luminance features such as spatial frequency. These simplifications and parameter space reductions provide power for discovering more complex motion RF structures across the visual field. For example, we could demonstrate elaborate bipartite receptive fields with different directional preferences in each of the two RF components ( Figure 8C , S4), many of which sample information from both eyes (i.e. they integrate motion binocularly). Moreover, the 2-step NCB test we developed can further exclude the effect of noise sources and stimulus biases on the estimated receptive field structures For example, it could help to determine to what extent the population statistic of the large-size motion receptive fields is similar to the statistics of optic flow fields in natural scenes, which is an important step for understanding the visuomotor transformations underlying stabilization behaviours (Naumann et al., 2016; Wang et al., 2019) .
Although the constraint of spatial and temporal frequency in the noise stimulus may help to improve the estimation efficiency to a high extent, the spatiotemporal correlation introduced by this constraint may break the spherical symmetry of the stimulus, which is important for an unbiased estimation with the reverse correlation technique (Chichilnisky, 2001; Paninski, 2003) . One bias we noticed is that the high frequency components in the receptive field structures, whose size is smaller than the contiguity radius, may not be recovered in the estimation (e.g. the first example shown in Figure   6A ). This bias is likely to have only minor effects on the estimation of the spatial structure of large-size motion RFs, since such high-frequency structures may be less important for global motion integration. Furthermore, the spatiotemporal contiguity of the stimulus limits the estimation of the temporal receptive field structure. Even though
we observed temporal structure in the ETAs of many recorded neurons ( Figure S8 ), any possibly existing high frequency temporal RF components are unlikely to be estimated correctly by the CMN method.
One solution to this problem is to repeat the estimation with a stimulus with smaller CR so that small spatial receptive field structure and/or temporal structure can be estimated better. However, such a stimulus may be inefficient in estimating large receptive fields, which may result in longer estimation time or poorer estimation quality. In addition, the spherical symmetry of the correlated stimulus can be restored by a whitening transformation (Schwartz et al., 2006) . However, the ETAs computed from the whitened stimulus do not provide more information about the high frequency RF structures ( Figure S5 ), which could be explained by the amplification of noise in the whitening process.
Furthermore, the spatiotemporal correlation of the motion features, the spatial frequency, and the moving speed of the binary noise texture used to display motion could also affect the estimated results. More complex stimuli that involve a richer set of parameters, e.g. including a wider range of spatial frequencies and speeds, would be needed for investigating the effect of these features in motion RF estimation. However, the relevant features may be "diluted" in a more complex stimulus, which in turn might reduce the efficiency of triggering strong neuronal responses. As a result of the limited information rate during neural activity recordings, a trilemma is formed by the aspired short estimation time, the aspired high estimation quality, and the implemented estimation of vivid details (spatio-temporal combinations of flow directions). This trilemma does not only exist in our approach but also in the classic RF estimation techniques ( Figure S2 ).
Reverse correlation is limited to estimate the linear structure of receptive fields (Boer and Kuyper, 1968) . For the receptive fields with suppressive and excitatory RF components, the reverse correlation method has very limited power to estimate their structures. This limitation results from the suppressive component being nonlinear, since it is rectified to only down-modulate neural activities. These nonlinear structures can be investigated by spike-triggered covariance analysis, which can reveal specific non-linear structures in the receptive field (Schwartz et al., 2002) . However, the spiketriggered covariance analysis requires the stimulus to be spherically symmetric which is
not satisfied by the CMN stimulus due to its spatiotemporal correlation. Although a previous study proposed a spike-triggered covariance method for a strongly correlated Gaussian stimulus (Aljadeff et al., 2013) , it is difficult to apply this method to the estimation of motion receptive fields, which is a vector field but not a scalar matrix.
The method we used to detect the suppressive component from the calcium eventtriggered ensemble is modified from the categorical reverse correlation method developed in the previous studies investigating orientation-selective RF structures (Ringach et al., 2003 (Ringach et al., , 2002 . In these studies, the spatial frequency tuning properties of the orientation-selective receptive fields interfered with the suppressive component detection. This problem was solved by comparing the firing rate to the baseline firing rate measured by displaying orientations with high spatial frequency textures that these neurons cannot resolve (Ringach et al., 2002) . A similar approach is used in our study:
the excitatory/suppressive properties of the direction-selective RF structures have been separated from speed tuning properties of motion-sensitive pretectal neurons using lowspeed range, which few pretectal neuron are tuned to (Kubo et al., 2014) .
The simulated neurons we used to test the inference method for suppressive components had baseline firing rates (or spontaneous activity rate) of 0 Hz. The information of suppressive RF components can only be inferred from the stimulus frames in which a suppressive component is active, while an excitatory component is active as well. Such stimulus frames are of course much less frequent than the frames containing the excitatory component alone. Therefore, our method is less sensitive in inferring suppressive RF components than excitatory components for neurons which are not spontaneously active. Given the difficulty to infer suppressive components, it is interesting that for the neurons recorded in vivo, suppressive components could oftentimes be inferred ( Figures 8C and S4 ). This could suggest that the in vivo neurons had higher baseline activity or stronger suppressive components than the simulated neurons we designed for benchmarking purposes with no baseline activity.
Another issue regarding suppressive component inference is that we cannot confirm the validity of the suppressive components that spatially overlapped with excitatory components ( Figure 8B ). The negative correlation between event rate and increasing speed in these components can be caused by the presence of a suppressive receptive field structure, or the absence of stimulus patterns preferred by the excitatory
Since we don't have any good reason to exclude the second possibility, we decided to exclude the overlapping components from the suppressive component inference.
The spatiotemporal luminance RF structure of many visual neurons clearly corresponds to the local motion they are tuned to as predicted by the spatiotemporal energy model (Adelson and Bergen, 1985; Eckhorn et al., 1993; Wang and Yao, 2011) . However, for many global motion sensitive neurons, the correspondence between the luminance RF structure and the motion feature these neurons are tuned to is not clear (Kühn and Gollisch, 2019; Matsumoto and Tachibana, 2017) . It was proposed that motion features and static features would be separated to avoid ambiguity in the feature extraction process in the later visual processing (Kühn and Gollisch, 2019) . In the CMN stimulus, the motion feature is uncoupled from the static feature. In the estimated motion receptive fields of pretectal neurons, we did not observe any spatiotemporal luminance structure that can be related to the motion RF in any of the pretectal neurons recorded. It 
Conclusion
In this study, we established a rapid, robust estimation method for motion receptive fields, which is compatible with high-throughput calcium imaging at low temporal resolution. Using this method, we have successfully estimated complex large-size receptive field structures of motion-sensitive pretectal neurons in larval zebrafish. The estimated receptive fields provide detailed profiles of local direction selectivity in the receptive field (flow fields), and using this local information, we were able to predict the direction preference of these neurons during whole field motion stimulation. Our results suggest that our CMN method is suitable for the systematic functional Figure S6 for details). To make low-value ETA units visible in the polar plots, they were outlined with bars whose length equalled two times the mean CMN vector norms of the corresponding positions minus the vector norms of the directional units (which increased the length of the low-value unit bars relative to other bars). Each curve in the right plot corresponds to a unit in the significant ETA patches (direction bin) in the left plot. For example, the black curve in the right plot corresponded to the direction bin labelled with thick black border in the left plot. The curve colour corresponds to the ESI value. (B) The comparison between the ground truth receptive field structure of two simulated neurons (top) and the corresponding significant ETA patches (middle: shown in polar histogram form; bottom: shown in simplified quiver form). The red and blue arrows in the top subplots represent the excitatory and suppressive receptive field, respectively. The significant ETA patches were coloured by the corresponding excitatorysuppressive index (ESI). Non-signifcant ETA patches are coloured in grey. (C) Estimated receptive fields of four pretectal neurons recorded in vivo are shown in quiver form.
A C C E P T E D M A N U S C R I P T
