Poisson, Negative Binomial (NB) and Zero-Inflated Negative Binomial (ZINB) 
I. Introduction
Count data is referred to the number of events that occur over a fixed period of time. It consist only nonnegative integers and discrete values. The examples for events count that recently had been used are the number of road accident deaths, the number of doctor visit patients and the number of dengue fever cases [1] . In the case where the variable of count outcome has small value of variance, the application of Ordinary Least Square (OLS) may lead to bias results for the predictor and the value of standard error will be large [2] . Hence, Poisson regression model provide a better way for modeling the distribution of the count data compared to other linear models [3] , [4] as it was developed to satisfy the nature properties of count data. This regression assumes the mean and variance of the count variable are equal. However, it suffers one potential problem where the assumption is violated because the existence of overdispersed data where the variance of count data is larger than the mean. In this case, the single parameter  is unable to describe event counts in Poisson distribution.
There are two possibilities to the occurrence of overdispersion whether from the heterogeneity in the population or due to excess zeroes. Failure to overcome overdispersed data will tend to bias of standard error, inflated test statistics and inconsistent of population estimation.
As an alternative approach, NB regression model was applied. NB regression model is the generalization and extension of Poisson-gamma regression model [1] to handle overdispersed data by including dispersion parameter to allow variance of the observed count exceeds the mean and also accounts for unobserved heterogeneity. But sometimes, count data may contain a greater proportion of zero counts and it cannot be well modeled by using NB regression model. Thus, we use ZINB regression model as proposed by Lambert [5] to fit with overdispersed data and excess zeroes [6] . The ZINB regression model composed of two mixtures of processes that generate an "always zero group" and a "not always zero group". According to Yesilova, Kaydan and Kaya [7] , different ways are used to observe these two groups. To model whether the outcome is from "always zero group" or "not always zero group", we used logit model with binomial assumption. Then, to determine the outcome in the "not always zero group", we used NB model for count data.
The aims of this study are to select the right statistical model for handling overdispersion and excess zeroes in count data and to identify the risk factors of DM. In this section, we used three statistical methods: Poisson, NB and ZINB regression models for analyzing the data and it was done with SAS 9.3 statistical software program by using PROC GENMOD. The respondents are a total of 1000 patients diagnosed clinically with DM since 2002 until 2009. The data were collected at the Medical Record Unit in Hospital Universiti Sains Malaysia (HUSM), Kubang Kerian, Kelantan, Malaysia. The disease of DM is a chronic disease resulting from disability of insulin production, insulin action, or both and it is characterized by having high levels of blood glucose [8] . The prevalence of DM increased over the world as well as in Malaysia due to various factors such as growth, population, urbanization, aging and increasing prevalence of physical inactivity and obesity [9] . The dependent variable Y is the number of complication effects among DM disease. Meanwhile, 12 independent variables are age, sex, gastritis and duodenitis (gnd), primary hypertension (hyper), hypertensive heart disease (hyperheart), disease of the urinary system (urinary), chronic obstructive pulmonary disease (obs), renal failure (renal), cellulitis, disease of the respiratory system (respiratory), pneumonia (pneu) and anemia. All the parameters are estimated by using Maximum Likelihood Estimator (MLE). An AIC selection criterion is used to evaluate the goodness of fit of the model. This test indicates that the smallest value of AIC is accepted as the best model [10] . Meanwhile, to find the best regression model, we test the non-nested models (NB and ZINB regression models) by using Vuong test [11] and Clarke test [12] . The significance test statistics and positive value of the tests indicate one of the models is chosen as the best model.
II. Methodology

Poisson Model
Poisson regression model is suitable for modeling the count data as it fulfills the nature properties of count data. The dependent variable i y is distributed as Poisson distribution with conditional mean of i  on a linear function of independent variables, i X for case i. Thus, the density function of i y can be written as
where
Poisson regression model with log link function can be expressed as
 is a function of explanatory variables. When independent variables of i X are given, then the log-likelihood function can be as
where  are unknown parameters and parameter estimation for  is estimated by using maximum loglikelihood function [13] . 
Negative Binomial Model
Then, the log-likelihood function of NB regression model is
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Zero-Inflated Negative Binomial Model
To model the count data with excess zeroes, the ZINB regression model was used as proposed by Lambert [5] . It has a mixture of two processes to identify count outcome from always zero group and not always zero group. For not always zero group, NB model will be used to model the outcome of zero counts and other than zero. For process 1 that generates always zero counts having i  probability and process 2 (generates counts from NB model) having i   1 probability. Thus,
Then, the probability of i Y can be written as (7) where   i y g follows NB distribution. Meanwhile, the log-likelihood function for ZINB is [14]  
where   . I is the indicator function in the specified event. The description that has been proposed is given as
where   Based on Table 1 , a total 81.8% of the patients did not suffer from any complication effects to their health. This situation indicating the existence of high proportion of zero counts in the data. A part from that, 8.2% only had one complication effect to their health. The remaining 2.9% only had two complication effects and 3.2% had three complication effects. The rest 2.4% had four complication effects and the lowest percentage with 1.5% who was got five complication effects.
III. Results
As the starting point, we had analyzed the Poisson regression model as the baseline model for the count data. The result showed the possibility of overdispersion due to larger value of variance (1.080) compared to its mean (0.41). Hence, the equality assumption of Poisson distribution had been violated. Other than that, the result from Pearson Chi-square was higher than one (1.2898) proved the existence of overdispersion. As an alternative approach to handle this case, we used NB regression model. From this analysis, the dispersion parameter was 0.0030. This model could collapse into Poisson regression model if the dispersion parameter equal to 0. Due to overdispersion and excess zeroes come together in the data, ZINB regression model provides a way to solve this situation. Then, the ML parameter estimations and standard error for the NB regression model were obtained in Table 4 . Lastly, the ML parameter estimations and standard error for the ZINB regression model were obtained in Table 5 . To summarize, the ML parameter estimations and standard error for all the regression models were obtained in Table 6 . In short, according to Table 6 , as Poisson, NB and ZINB regression models had different specifications, but they shared the same significant value of p such as age, gnd, hyper, hyperheart, urinary, obs, renal, cellulitis, respiratory, pneu and anemia but sex was not. Hence, sex was not categorized as the risk factor of DM. Meanwhile, the disease of the respiratory system gave the major contributor to the problem of DM as it had highest value of parameter estimation.
IV. Conclusion
In this paper, we use the DM data to examine the risk factors of DM by using three modeling approach such as Poisson, NB and ZINB regression models. We also have compared these three regression models to find the best applicable model. Poisson regression model may act as a good starting step to model the data but due to its restrictive assumption (the equality of mean and variance), this model is not suitable for handling overdispersion. Ignoring overdispersion can cause underestimation of standard error and affects the significance level of hypothesis testing [15] . Hence, NB regression model provide a better way to account overdispersion by including its dispersion parameter but because of that, the probabilities of zero counts may increase. So, we suggest applying the ZINB regression model as it capable to handle both excess zeroes and overdispersion in the data set.
From the analysis, we found that the ZINB regression model is the best model among Poisson and NB regression models under the test of AIC, LR, Vuong and Clarke. According to Jansakul [6] , this model could account for overdispersion and excess zeroes at the same time. It can be concluded that ZINB regression model is very suitable to find the risk factors of DM. Thus, the result showed that the risk factors of DM that positively were age, gnd, hyper, hyperheart, urinary, obs, renal, cellulitis, respiratory, pneu and anemia. Meanwhile, sex was not the risk factor of DM as it insignificant associated with DM. Among these significant factors, we should pay more attention to the disease of the respiratory system as it had major contributor to the problem of DM. More awareness program should be done by the parties concerned to reduce the rate of DM disease.
