In this paper we use observations of molecular tracers in metal rich and α-enhanced galaxies to study the effect of abundance changes on molecular chemistry. We selected a sample of metal rich spiral and star bursting objects from the literature, and present here new data for a sample of early-type galaxies (ETGs) previously studied by Crocker et al. (2012) . We conducted the first survey of CS and methanol emission in ETGs, detecting 7 objects in at least one CS transition, and methanol emission in 5 ETGs. We find that ETGs whose gas is dominated by ionisation from star-formation have enhanced CS emission, compared to their HCN emission, supporting the hypothesis that CS is a better tracer of dense star-forming gas than HCN. We suggest that the methanol emission in these sources is driven by dust mantle destruction due to ionisation from high mass star formation in dense molecular clouds, but cannot rule out a component due to shocks dominating in some sources. We construct rotation diagrams for each early-type source where at least two transitions of a given species were detected. The rotational temperatures we derive for linear molecules vary between 3 and 9 K, with the majority of sources having rotational temperatures around 5 K. Despite the large uncertainty inherent in this method, the derived source averaged CS and methanol column densities are similar to those found by other authors for normal spiral and starburst galaxies. This may suggest dense clouds are little affected by the differences between early and late type galaxies. Finally we used the total column density ratios for both our ETG and literature galaxy sample to show for the first time that some molecular tracers do seem to show systematic variations that appear to correlate with metallicity, and that these variations roughly match those predicted by chemical models. Using this fact, the chemical models of Bayet et al. (2012b) , and assumptions about the optical depth we are able to roughly predict the metallicity of our spiral and ETG sample, with a scatter of ≈0.3 dex. We provide the community with linear approximations to the relationship between the HCN and CS column density ratio and metallicity. Further study will clearly be required to determine if this, or any, molecular tracer can be used to robustly determine gas-phase metallically, but that a relationship exists at all suggests that in the future it may be possible to calibrate a metallicity indicator for the molecular interstellar medium.
Introduction
The interstellar medium (ISM) in most massive spiral and early-type galaxies (ETGs) is metal enriched relative to gas found in the solar neighbourhood (e.g. Thomas et al. 2005) . Individual galaxies also have radial gradients in metallicity, in general having metal rich centres and metal poor outer regions (e.g. Peletier et al. 1990; Zaritsky, Kennicutt & Huchra 1994) . The Milky Way is no ⋆ E-mail:tdavis@eso.org exception, the gas in the galactic centre is estimated to have up to 4 times the metallicity found in gas in the solar neighbourhood (Shields & Ferland 1994; Maeda et al. 2002) . In the next decade, as the power of millimetre wavelength facilities continues to grow we will be able to investigate in greater detail the chemistry of the ISM, and metallicity is likely to be revealed as a crucial parameter, which has so far not been explored in detail.
In the first paper of this series (Bayet et al. 2012b ; hereafter B12) we presented an exploratory study of the chemistry of photondominated regions in high metallicity environments. We found c 2013 RAS that the molecular ISM is affected in various ways, for instance generally reaching chemical equilibrium at lower temperatures as metallicity increases. We also highlighted some molecules that were likely to be good tracers of high metallically environments, and some whose abundance was reduced by orders of magnitude as metallicity increases. This raises the possibility that molecular abundance ratios could be used to determine the metallicity of the cold molecular ISM.
In B12 we also identified molecules that respond to an increase in the fractional abundance of α-elements. These α-elements (e.g. Ne, Mg, Si, S, Ar, Ca, Ti) are mainly synthesized by α-particle capture in the silicon fusing precursor state to core-collapse supernovae (SNe). Elements around the iron peak, however, are created by SNe type Ia. In environments where star-formation has been rapidly quenched (e.g. ETGs; Thomas, Greggio & Bender 1999) and at high redshifts, therefore, α-elements are overabundant. How long this overabundance will persist in the gas phase has been little studied, however at high redshifts (before the first SNe type I explode) the gas is likely to be significantly α-enhanced. In the local universe, if stellar mass loss from α-enriched stars is important in rebuilding the molecular gas reservoirs of ETGs (see e.g. Davis et al. 2011 ) then the resultant molecular reservoirs in the local universe could also be α-element rich. Understanding the chemistry of the ISM in such conditions will thus be important for correctly interpreting results from future high redshift studies.
In this paper, we investigate observationally the ISM chemistry in high metallicity environments, with a focus on the common species identified as tracing metallicity in B12; carbon monoxide (CO), carbon monosulfide (CS) and hydrogen cyanide (HCN). These species were highlighted in B12 as having interesting behaviours in different metallicity and α-enhancement regimes. Here we aim to determine empirically if any systematic variation in molecular abundances is seen in galaxies with different metallicites, and discuss the possibility of calibrating a metallicity indicator for the molecular ISM. We use a sample of data from the literature for high-metallicity galaxies where these species have been observed, and present our own data for a sample of molecular gas rich, α-enhanced ETGs.
In Section 2 of this work we introduce our sample of high metallicity galaxies drawn from the literature, and present our new observations. In Section 3 we discuss this first ever survey of CS and methanol emission in ETGs. We then go on to derive estimates of column densities and rotational temperatures from all the molecular line detections presented in this paper, and compare the values with our literature sample. In Section 4 we determine if our derived molecular column density ratios show any trend with metallicity, and compare to the model predictions of B12. Finally in Section 5 we present our conclusions and discuss prospects for the future.
Observations

Galaxy sample
In order to investigate chemistry in the molecular ISM of highmetallicity and α-enhanced environments we require a sample of objects with measured metallicities/α-enhancements and detections of CO, CS and HCN. Such data exists for nearby spiral and star bursting galaxies which have been extensively studied in the literature. Selection of a suitable sample of galaxies is covered in Section 2.2. The molecular data we require, however, did not exist for early-type objects with significant α-enhancements. This motivated us to obtain IRAM-30m telescope time to extend the work of Crocker et al. (2012) (who detected HCN emission in a sample of ETGs from the ATLAS 3D sample; Cappellari et al. 2011 ) by attempting to detect transitions of CS in these objects. These observations are discussed in Section 2.3.
Literature data
We selected from the literature a sample of 6 well known nearby high-metallicity (Z>Z⊙) spiral and star bursting galaxies which have been extensively studied in the millimetre regime. These have determinations of CO, CS and HCN fractional abundances available in the literature (see Martín et al. 2006) , and measured gasphase metallicities (mainly from strong-line methods, as tabulated in Galliano, Dwek & Chanial 2008) . Where more than one position in the galaxies has been measured, we always select the central pointing to match our observed data (see Section 2.3). The galaxies we selected, the values used for our analyses and their associated references are listed in Table 1 . The metallicities listed were converted to solar values assuming the solar oxygen abundance is 12 + log(O/H) = 8.66 (Asplund et al. 2004 ). We selected 6 objects in order to match the number of ETGs with new observational data (presented in Section 2.3). This sample does not aim at being complete, but contains enough representative members for the purpose of this first exploratory study. We also include in our literature sample the nearby ETG Centaurus A, and a ≈3pc region of galactic centre region centred on Sagittarius A*(see Table 1 ).
IRAM-30m telescope observations
The IRAM 30-m telescope at Pico Veleta, Spain, was used during February 2012 to observe CS emission in the sample of gas rich ETGs detected in HCN by Krips et al. (2010) and Crocker et al. (2012) (and originally detected in CO by Bureau 2007 and Young et al. 2011) . See Table 2 for a list of the properties of these objects. We aimed to detect CS(2-1) and CS(3-2) simultaneously in the 3mm and 2mm atmospheric windows. The beam full width at half-maximum (FWHM) of the IRAM-30m at these frequencies is 25.
′′ 7 and 17. ′′ 1, respectively. The EMIR receiver was used for observations in the wobbler switching mode, with reference positions offset by ±100 ′′ in azimuth. The FTS back-end gave an effective total bandwidth of ≈4 GHz per window, and a raw spectral resolution of 200 kHz (≈0.6 km s −1 at λ =3mm, ≈0.4 km s −1 at λ =2mm). We were able to observe methanol lines in the same spectral window as CS in both frequencies. When the weather was too bad for 2mm observations we were able to simultaneously observe 13 CO and C 18 O in the upper-sideband of the 3mm receiver.
The system temperatures ranged between 90 and 200 K at 3 mm and between 100 and 220 K at 1.3 mm. The pointing was checked every 2 hours on a nearby planet or bright quasar, and the focus was checked at the beginning of each night as well as after sunrise or more often if a suitable planet was available. The time on source ranged from 30 to 400 min, being weather-dependent, and was interactively adjusted to try and ensure detection of molecular emission.
The individual ≈6 minute scans were inspected, and baselined, either with a simple constant (zero-order) baseline, a linear (firstorder) baseline, or a second order polynomial, depending on the scan. Scans with poor quality baselines or other problems were discarded. The good scans were averaged together, weighted by the inverse square of the system temperature. When the integrated intensity of a line transition is greater than three times its own uncertainty (calculated as in Crocker et al. 2012 , including the uncertainty from estimating the baseline level), we include the line as a detection. Integrated intensities for each detected line in each galaxy were computed by fitting a Gaussian profile in the CLASS Literature data for molecular column densities in the central parts of the listed galaxies (Column 1). The metallicity (Column 2) is a gas phase measure from Galliano, Dwek & Chanial (2008) , converted to solar units assuming the solar oxygen abundance is 12 + log(O/H) = 8.66 (Asplund et al. 2004) . A † means the metallicity has been estimated from the mass metallicity relation (Tremonti et al. 2004 ). The CO, HCN and CS total column densities in Columns 3-5 are calculated from Table 7 in Martín et al. (2006) . The metallicity of the Galactic centre (around Sgr A*) is taken from Shields & Ferland (1994) and Maeda et al. (2002) . HCN and CO column densities around Sgr A* are estimated from the H 13 CN and 13 CO observations of Lee & Lee (2003) , while CS column densities were estimated from the 13 CS observations of Martín et al. (2008) , all assuming a 12 C/ 13 C ratio of 27.8 from Martín et al. (2008) . Any uncertainty in this isotopic ratio assumed is removed in ratios of these quantities. The metallicity of the central parts of Centaurus A comes from Markowitz et al. (2007) , while the molecular column densities are estimated from absorption line data presented in Eckart et al. (1990) . Column 6 contains the diameter of the region probed by the observations towards centre of these objects (where the distance to these objects has been taken from the NASA/IPAC Extragalactic Database). Table listing the galaxies observed in this work, and some of their properties. Column 1 lists the galaxy name, and Column 2 the Hubble T-type of the system. Columns 3-5 list the systemic velocity of the galaxy, its distance, and the effective radius of the galaxy (the radius enclosing half the light). All of these quantities are taken from Cappellari et al. 2011 . Column 6 lists the H 2 mass present in the central 22 ′′ of the galaxies, from Young et al. (2011) . Column 7 shows the metallicity derived from stellar population fits to the inner regions of these galaxies, within Re/8 (from McDermid et al., in prep) . Column 8 shows the [OIII]/Hβ line ratio within the CO rich region, taken from Crocker et al. (2012). package of GILDAS †, or summing the spectrum over the velocity (where the profile shape is non-gaussian). Both methods produce consistent results, and here we present the values derived from the sum. Table 3 lists the RMS noise levels in each spectrum, the velocity width summed over, and the line integrated intensities (in K km s −1 ). We convert the spectra from the observed antenna temperature (T * a ) to main beam temperature (T mb ) by dividing by the ratio of the beam and forward efficiencies (η = B eff /F eff ) as tabulated on the IRAM website ‡. Where the exact frequency has no measured efficiency available we linearly interpolated the values required.
The detected lines for the first three sources (selected alphabetically) are displayed in Figure 1, 
Comparison with literature fluxes
For three of these objects (NGC2764, NGC3665 and NGC4526) where our IRAM-30m were taken in bad weather we re-detected 13 CO(1-0) lines which had been previously observed.
NGC2764 was detected in 13 CO by Crocker et al. (2012) , and they report a main beam brightness temperature of 1.41±0.1 K km s −1 . Here we find a main beam brightness temperature of 1.08±0.15 K km s −1 . NGC3665 was also detected by Crocker et al. (2012) who report a main beam brightness temperature of 3.7±0.19 K km s −1 . Our measurement is 3.37±0.16 K km s −1 . 13 CO was detected in NGC4526 by Krips et al. (2010) , who found a main beam brightness temperature of 5.95±0.28 K km s −1 . In this paper we report a flux of 5.63±0.13 K km s −1 . All these measurements are consistent within the quoted errors, especially considering the nominal flux scale accuracy of the IRAM-30m (≈10% §). 
345.82 -----39 ± 1.0 524.00 4 Notes: Column one contains the name of the object, and column two contains the geometric mean CO(1-0) source size estimated from the interferometric observations of Alatalo et al. (2012) ; Davis et al. (2013) . Column 3 lists the detected transition, and the rest frequency is listed in Column 4. The telescope beam size at the frequency of CS(2-1) is 25. ′′ 7, 22. ′′ 8 at the frequency of 13 CO/C 18 O, and 17. ′′ 1 for CS(3-2). For the methanol blend at 96.73 GHz we use a telescope beam size of 26. ′′ 0, and 17. ′′ 3 for the blend at 145.10GHz. The telescope beam sizes for the literature detections are taken from the source listed in Column 11. Columns 5 and 6 show the peak brightness temperature of the line, and the RMS around the baseline calculated in line free regions in the spectrum with channel width δV, tabulated in Column 7. The beam temperatures in Columns 5 and 6 are main beam temperatures (T mb ). Column 8 shows the line width and the statistical error in this quantity returned by the fit. All lines are consistent with arising from gas centred around the systemic velocity of the system (which is listed in Table 2 ). The observed integrated line flux is shown in Column 9. The flux corrected using Equation 1 is shown in Column 10. Column 11 shows the derived column density in the upper level of the observed transition, assuming LTE (and that the emission is optically thin for all moleculars but 12 CO. Transitions marked with a † in this column are blends, and are treated separately (see Section 2.5). Column 12 shows the data reference: (1) this work, (2) Crocker et al. (2012) , (3) Table 2 ). Average velocity binning in these plots is ≈100 km s −1 , 40 km s −1 and 80 km s −1 , for sources a, b and c respectively, and in general varies between 25 km s −1 and 115 km s −1 . The intensity is in units of main beam temperature (T mb ). A short-dashed line shows the zero level, and long-dashes shown the measured velocity width. 
Data products
In order to directly compare our observed transitions to literature data, and to the models of B12, we need to convert the observed line intensities into total column densities of each molecule. We outline the process we used to do this below, following the procedure also used by Martín et al. (2006) ; Aladro et al. (2011 Aladro et al. ( , 2013 .
The source-averaged brightness temperature (TB) can be estimated from the measured main beam brightness temperature (T mb ). In the approximation of a Gaussian source distribution of size θs observed with a Gaussian beam of size θ b the below equations correct for the dilution effect due to the coupling between the source and the telescope beam (Martín et al. 2006) .
where
Here we use the geometric mean of the minimum and maximum extent of the molecular gas distribution in these ETGs, mapped in CO(1-0) by Alatalo et al. (2012) , as tabulated in Davis et al. (2013) . The resulting source size we assume in the rest of this paper is listed in Table 3 , along with the beam corrected integrated intensity ( TBdV). We also show in Table 3 the line detections from Crocker et al. (2012) , Young et al. (2011) and Bayet et al. (2012a) , converted to TB as described here. The real extent (and distribution) of each emitting component is likely to be different (e.g., Meier & Turner 2012) and this is one of the main uncertainties in our resulting quantities.
Rotation Diagrams
From the observed beam corrected brightness temperature of the measured molecular lines one can directly estimate the column density of these molecules in the upper level of the observed transition (in an LTE approximation). All the necessary spectroscopic information required to derive these parameters (e.g., Einstein coefficients, upper and lower energy levels) were extracted from the Cologne Database for Molecular Spectroscopy (CDMS) ¶ (Müller et al. 2005) . Table 3 includes an estimate of the column density in the upper level of the observed transition (Nµ/gµ; where gµ is the degeneracy of the state), calculated as in Equation 3 (see Goldsmith & Langer 1999 and appendix B1 of Martín et al. 2006 for detailed discussion of this technique).
where Sµ 2 is the (temperature independent) product of the line strength and the molecule dipole moment (in units of nm 2 MHz; extracted from the CDMS, ν is the frequency of the transition in MHz, τ is the optical depth (if this is not known then this relationship is only valid in the optically thin limit), and T b δV is the integrated intensity of the beam corrected brightness temperature, in units of K km s −1 , as tabulated in Table 3 . Equation 3 assumes that the rotation temperature is large compared to the temperature of the background radiation field (usually dominated by the 2.7 K cosmic microwave background). If this were not the case, then failure to take into account the contribution of the absorption of the 2.7K background would make the derived Nµ/gµ a lower limit.
In order to convert the column densities in the observed states to a total column density for a given molecule, more than one transition has to be detected, in order to give an estimate for the rotation temperature (Trot). Figure 2 shows an example (for the source where we detect the most transitions) of the rotation diagrams derived for each molecule where we detect at least two lines of that species. Rotation diagrams for each galaxy are presented in Appendix B (Fig B1) . The rotational temperature and column density are determined from the slope [-(log e)/Trot] and intercept [log(N/Qrot) at Eu = 0], where Qrot is the partition function for that molecule evaluated at the determined rotational temperature (the values for the partition functions used here were interpolated from the data available at the Cologne Database for Molecular Spectroscopy). The fitted parameters are tabulated in Table 4 . The derived Trot will be a lower limit for the kinetic temperature (T kin ) if the lines are sub-thermally excited, e.g. if the H2 densities are not high enough to counterbalance spontaneous decay of the excited levels.
If the emission from these molecular species is optically thick then in order to derive the correct column density we need an estimate of the optical depth (obtained through detection of an optically thin isotopologue) to feed into Equation 3.
13 CO(1-0) and 13 CO(2-1) have been observed for all these objects, and so we are able to calculate the 12 CO optical depth of each transition, assuming a 12 C/ 13 C ratio. The true 12 C/ 13 C ratio may vary between objects, but as we lack the information to constrain this ratio directly, ¶ http://www.astro.uni-koeln.de/cdms/ -accessed 14/01/2013 we here use the Milky Way of ≈70 (Wilson & Rood 1994), applicable for approximately solar metallicity gas. Lower values of this ratio have been reported towards the galactic centre, and if we instead used these values our optical depths (and thus our total column density estimates) would be lower. In addition, if 13 CO is also optically thick then we will underestimate the optical depth of 12 CO. In NGC4526 we also detect C 18 O(1-0), and so have a second independent measure of the optical depth (which we calculate assuming a Milky Way 12 C/ 13 C ratio of ≈250; Wilson & Rood 1994). Both estimates of the 12 CO optical depth are consistent (τ13=19.8±0.9, τ18=17.4±2.1), suggesting that 13 CO is not significantly optically thick in this object. We do not have this information for the other ETGs considered in this work, so work under the assumption that 13 CO is also optically thin in these other objects. For molecular species other than CO we do not detect isotopologues, and thus cannot correct for optical depth effects. The total column density estimates we derive are thus formally lower limits. We are however able to set limits on the optical depths of some of these species, as described in Section 4.1.
In addition, with the observations we possess here we are only able to derive a single rotational temperature for each gas tracer. In reality several gas components with different rotation temperatures are often required to fit observational data (e.g. Bayet et al. 2009 ). This is a second large source of uncertainty, but only in future works with a larger number of observations we will be able to tackle this issue in detail. The colder components of the ISM that emit in low J lines (which we observe here for most species) usually dominate the total column density estimate, suggesting the uncertainty in total column densities when one only has a few low-J lines should be smaller than the uncertainty in the mean rotation temperature. A few sources have CO(3-2) detections from Bayet et al. (2012a) , but no detection of the J=3-2 transition of any CO isotopes. When we use the CO(3-2) in a naïve way (i.e. in rotation diagrams without optical depth correction) we do require two gas components with different rotational temperatures to fit the data, but this second, higher rotational temperature component contributes <10% of the total column density in all cases. We include the existence of these components in our error budget for all molecules, by including an additional 30% error in the column density, to attempt to account for the presence of any additional higher rotational temperature components of the ISM we are unable to detect.
We also detect methanol emission in various sources in our galaxy sample. The methanol lines at 96.73 GHz and 145.1 GHz are blended (4 times and 7 times, respectively). In order to create the rotation diagram and calculate the total column density for methanol we use a statistical decomposition (from Appendix B2 in Martín et al. 2006) , which is based on the relative ratios of the Einstein coefficients. One must assume an internal rotation temperature in order to split the levels, and here (as in Martín et al. 2006) we use a value that minimises the difference between the slope derived from a single set of blended lines, and the slope derived from both sets of lines. This statistical method for splitting blended lines should be treated with caution, as the error on the derived quantities may be much higher than reflected in the formal error bars, especially given that the few transitions observed represent only a small fraction of the emitting column density. Given the large uncertainties we present the values derived for completeness, but do not use them further.
In order to estimate the column density of the cases where only one transition was detected an educated guess of the rotation temperature is made by using the measured Trot from the molecule closest in critical density (of the ground state) to the molecule Table 3 . These data points are fitted with a line and the best fit, corresponding to the rotation temperature indicated in the legend, is displayed (solid line). We split methanol blends statistically, as described in Section 2.5. Rotation diagrams for the other galaxies are presented in Appendix B (Figs B1-5 ).
in question. This technique has been used by other authors (e.g. Aladro et al. 2013 ), however it is clear that the column densities derived in this way should be treated with caution. Table 4 shows the derived total column densities and rotation temperatures for the detected species in our newly observed galaxies.
Results and Analysis
Gas properties
This paper presents the first systematic survey of CS and methanol in early-type galaxies, and as such we discuss the relative intensity of these transitions, and can search for correlations between the properties of these early-type galaxies and the ratios of the different molecular tracers. We find the CS(2-1) emission line in ETGs is generally between 10 and 40 times weaker than CO(1-0). In some cases it can be brighter than 13 CO(1-0), with the detected lines having fluxes between 0.1 and 1.5 times that of 13 CO. Methanol emission at 3mm is generally of a similar brightness to CS. Table  2 (and Table 1 of Crocker et al. 2012 ) lists various physical properties of these systems (derived as part of the ATLAS 3D project; Cappellari et al. 2011) . We have searched for correlations between the ratios of the detected molecular tracers and these physical properties, and display the clearest ones here.
The top panel of Figure 3 (a) shows the CS(2-1) to HCN(1-0) integrated intensity ratio for each galaxy of our ETG sample (where detected), plotted against the log of the [OIII]/Hβ ratio. This ionised gas line ratio is often used to determine if the mechanism powering the ionised gas emission is star formation (in which case line ratios log 10 ([OIII]/Hβ) <-0.2 are expected), or other energy sources (AGN/shocks). Three galaxies have CS(2-1)/HCN(1-0) ratios greater than unity, and all are located at low [OIII]/Hβ ratios, suggesting that ongoing massive star-formation dominates the gas ionisation. The critical density required to excite CS(2-1) emission is similar to that of HCN(1-0) (Evans 1999) . However, sulfur-bearing species are shown to be particularly enhanced during strong massive star formation (as the accelerated collapse of cores enhances its formation; Lintott et al. 2005a ). These three objects have normal HCN/ 13 CO ratios (bottom panel of Figure 3 (a)), while their CS/ 13 CO ratios (not shown) are enhanced. This supports the hypothesis that CS is a better tracer of dense, star-forming gas than HCN (Lintott et al. 2005b; Bayet et al. 2009 ).
In Figure 3 (b) we plot the integrated intensity of the methanol blend at 96.73 GHz against the [OIII]/Hβ ratio introduced above. Methanol is a grain species, formed in icy grain mantles (no known (1-0) --4.9 * 0.07 Notes: Column 1 lists the galaxy name, and Column 2 the transition name. The rotational quantum numbers are indicated in the cases where we only detect one transition. When CO(3-2) data exists we include the parameters derived from the higher rotation temperature component in a second row. Column 3 and 4 contain the gradient and intercept (at Eu/k=0) of the best fit line on the rotation diagrams displayed in Figure B1 . Column 5 shows the derived rotation temperature. Where the value is marked with a star the temperature is assumed from the molecule with the best matched critical density, or the mean if more than one such molecule exists. Column 6 is the derived total source-averaged column density of this species, calculated as described in Section 2.5. gas phase pathways can explain the observed galactic abundances; e.g. Millar, Herbst & Charnley 1991). High gas phase abundances can thus only result for a significant release of mantle ices into the gas phase by some heating mechanism, generally attributed to either shocks or ionisation from high mass star formation. Figure 3 (b) shows that these objects all have low [OIII]/Hβ ratios, which (as explained above), suggests that the methanol enhancement in these sources may be driven by star-formation. Furthermore, the bottom right panel of Figure 3 (b) shows that (with one exception) the ratio of methanol to CS is not enhanced in these objects, strongly suggesting that high mass star-formation in dense molecular clouds could be the cause of the enhancement in methanol emission.
We are, of course, unable to completely rule out the presence of shocks accompanying the star formation in these galaxies (Meier & Turner 2005) . Meier & Turner (2012) , for instance, found methanol traces hydrodynamical bar shocks in Maffei 2. Bars, spiral structure, and the presence of AGN can all cause shocks, and enhance star-formation at the same time. NGC5866 has a higher ratio of methanol emission with respect to all the other tracers studied here, and thus we suggest that shocks could be important in this object. This object has a classical bulge, but molecular gas kinematics reveal it may well be barred (Davis et al. 2013) . Detection of pure shock tracers (such as SiO), or spatially resolving the emission of these tracers would be required to enable us to put stronger constraints on the cause of the methanol emission in early-type galaxies.
The spectral profile of each molecular line is governed by the velocity field of the galaxy coupled with the spatial distribution of the gas emitting in that line. Changes in spectral shape from line to line can indicate different molecular gas properties at different locations within a galaxy. The line widths of the species detected here are not all consistent (some varying by a factor ≈2), suggest-ing that in some galaxies (as discussed in Crocker et al. 2012) , different gas lines trace gas components with different spatial extents. For instance NGC3032 has a ≈50% smaller line width at CS(3-2) than at CS(2-1). In this case, however, Crocker et al. (2012) find a line width more similar to CS(3-2) for other lines in this object. This suggests that profile differences may be caused by noise in this case. NGC4526 has a similar line width in all transitions, but the detected methanol emission line peaks much more strongly around the systemic velocity than the other lines. NGC4710 also has centrally peaked methanol emission, in this case with a smaller line width than the other transitions. This could indicate that some additional mechanism (e.g. shocks) is liberating additional methanol in the central parts of these objects (which both have bars). Spatially resolved observations of these galaxies will clearly be required to determine if this is indeed the case. Figure 2 and Figure B1 in Appendix B present the rotational diagrams derived for each molecule where we detect at least two lines of that species, for each galaxy. The derived gas rotation temperatures, and total column densities are presented in Table 4 . The temperatures we derive for the simple unblended molecules vary between 3.7 and 8.5 K, with the majority of sources having rotation temperatures around 6 K. Such low temperatures may arise because that the assumption of a single source size for all transitions may be flawed, and/or that the low-J emitting gas may be sub-thermally excited in this system. This analysis also assumes all transitions (other than CO) are optically thin, which makes it somewhat surprising that between different tracers the derived temperatures (for the low-J lines) in each galaxy vary little.
Rotational Diagrams
Given the above caveats (and the large uncertainty induced for blended lines), the derived rotation temperatures from the methanol blends are somewhat different from those derived from the simpler unblended molecules. In NGC4710 the methanol transitions suggest a rotation temperature of ≈8.5 K, larger than the CO/CS rotation temperatures. In NGC5866 the trend is reversed, with the methanol transitions suggesting a rotation temperature of ≈2.6 K, half the CO rotation temperatures of ≈5.5 K (formally rotation temperatures lower than the cosmic microwave background temperature are forbidden, suggesting that the real distribution/extent of the methanol emitting component in NGC5866 is very different from that assumed). Methanol which has been liberated from grains by star-formation is usually present in warm star-forming cores, while methanol released by shocks is generally found in the fast cooling post-shock ISM (e.g. Viti et al. 2001 ). NGC5866 was identified as an object that may have an enhanced methanol abundance due to shocks in Section 3.1. The methanol emission has much cooler methanol rotation temperatures, as expected from the post-shock cooled ISM. Thus, although some of these differences may arise from the increased uncertainty inherent in a statistical decomposition of blended lines and/or changes in the beam dilution factors, we may also be seeing real differences linked to the mechanisms liberating methanol from grain surfaces (see Section 3.1).
The total source averaged column densities of CS derived here range from ≈1×10
13 -3×10 14 cm −2 . These values are in good agreement with the values found for spiral galaxies by Bayet et al. (2009) , suggesting this dense gas may be little affected by any differences between spiral and ETGs. Where available our derived methanol column densities are also reasonable, being similar to those found in NGC253 (Hüttemeister, Mauersberger & Henkel 1997) , and to individual molecular clouds in the Milky Way (Leurini et al. 2007 ). In all of our ETG sources (apart from NGC4526) the total column density of HCN is lower than that of CS, ranging from ≈1×10 13 -6×10 14 cm −2 , similar or slightly lower than found in Seyfert galaxies (Pérez-Beaupuits, Aalto & Gerebro 2007).
Metallicity and α-enhancment tracers
In our previous paper (B12) we considered the effect that a super-solar metallicity or α-enhanced ISM has on molecular abundances. We highlighted some molecules that were likely to be good tracers of these types of environments, and in this section we test if these tracers do show any significant trends with respect to metallicity (and α-enhancement). We first do this empirically in Section 4.1, and then compare with the models of B12 in Section 4.1.1. It is worth bearing in mind that we are forced to treat the effects of metallicity and α-enhancement as separable, while in reality there is degeneracy between the two. Further studies of the joint effect of metallicity and α-enhancement are certainly required if we wish to set strong constraints on the gas chemistry in these sorts of environments.
Metallicity
In Figure 4 we show the column density ratio of CS and HCN (which was predicted in B12 to show systematic trends as a function of metallicity), as a function of the measured galaxy metallicity.
Here we unfortunately have had to use stellar metallicities for the ETGs (from the ATLAS 3D survey; McDermid et al., in prep), and gas-phase metallicities for the literature galaxies (as detailed in Table 1 ). In actively star-forming spiral galaxies the stellar and gas phase metallicities are likely to be closely linked. In ETGs, however, the light is dominated by a metal rich old population, meaning the true gas phase metallicity could be very different (especially if the gas has an external origin; Davis et al. 2011 ). This situation is not ideal, but in this work we continue with the data available. We here use stellar metallicities derived from the very inner parts of these objects (within Re/8), which provides the maximum possible sensitivity to any such changes in the metallicity of the young population, but caution the reader that the error on the metallicity of the ETGs may be larger than indicated by the formal error bar.
As described in Section 2.5.1, our estimates of the column density of CS and HCN are lower limits (by a factor τ /(1 − e −τ ); Goldsmith & Langer 1999), as we have no information on the optical depth in these transitions (this is not the case in the Galactic centre and Centaurus A, where the molecular column density estimates we use come from optically thin tracers). An upper limit can be set to the CS optical depth using our IRAM-30m observations, which included C 34 S within the bandpass. Assuming a 32 S/ 34 S ratio of 8 (derived in NGC253, which has a high gas-phase metallicity; Martín et al. 2006) , the upper limits to the brightness temperature of C 34 S imply CS optical depths of < 5 in the early-type objects. These estimates are consistent with those of Aladro et al. (2013) , who found τ CS(2−1) =1.53 and τ HCN(1−0) =1.55 in NGC1068, and Martín et al. (2006) who found τ CS(3−2) =3.2 in NGC253. We proceed from this point assuming that τ CS(2−1,3−2) and τ HCN(1−0) are < 5 in these sources, and (as their critical densities are similarNc HCN(1−0) = 2.6×10
6 , Nc CS(3−2) = 1.3×10 6 ; Evans 1999) additionally that the optical depth in these two species should be similar (within a factor of ≈2). These uncertainties are included in the error bars presented in Figure 4 .
Despite these large uncertainties an empirical correlation is observed between the measured molecular column density ratio and the measured metallicity in Figure 4 (with a Spearmans rank corre- lation coefficient of 0.64). The best fit linear relationship is shown below:
We caution however that because of the mix of abundance measurements used, and the systematics inherent in converting line intensities to column densities, the uncertainties on the best fit line could be larger still. Despite the 0.3 dex scatter around this best fit line, the fact that a rough relation exists suggests that molecular column density ratios do change systematically as a function of metallicity. This raises the intriguing possibility that one could eventually estimate the metallicity of the ISM from observations in the millimetre regime. Figure 5 shows the fractional abundance ratios for CO, HCN and CS as a function of metallicity, predicted from the models of B12. We include lines for varying optical depths between 1 and 20 visual magnitudes (AV), and shade the region between the AV=3 and AV=20 lines. In the PDR models of B12 the optical depth at Vband is computed assuming a gas-to-dust ratio of 100, and a mix of silicon and carbon dust grains. It is the main parameter in these models, as it controls how much of the incident UV light is able to penetrate and drive chemical reactions in the cloud. For full details see Le Petit et al. (2006) .
Comparison with models
We provide here linear approximations to the N(HCN)/H(CS) vs [Z/H] relations (as a function of AV) in the hope they will prove useful to the community. These approximations are valid in the metallicity range 0.5-3 Z⊙ only (as the N(HCN)/N(CS) vs metallicity relation is bimodal at low metallicities). Table 5 contains the linear fit coefficients and the formal errors in the fitted parameters, and should be used in the following functional form. In the models of B12 fractional abundance ratios are directly proportional to column density ratios. Assuming the same is true in our observations we are able to overplot the column density ratios derived from observations of our spiral (blue points) and ETGs (red points). The models of B12 go up to a metallicity of 3 times solar, and here we cross-hatch the region between metallicites of 3 and 5 times solar, based on an extrapolation of the model trends. We caution against drawing any conclusions in this region. Within their error bars (calculated as described above, and including additional error terms to account for our lack of knowledge of the optical depth) all of the observed data points lie within the model regions predicted by B12. Although the range of allowed column densities is large, this at least gives us confidence that the models produce reasonable solutions. The diagrams all give reasonably consistent results, with every point (within its errors) lying between an Av of 1 and 5. These are typical visual extinctions we would expect for PDRs , which sit at the edges of molecular clouds.
Given this, Figure 6 shows the metallicity we would predict for each galaxy based on the N(HCN)/N(CS) ratio (which was predicted by B12 to be the most sensitive to metallicity) and assuming we are probing gas at an Av of 3, as expected for PDR regions ). We compare the predicted metallicity against the measured values, and find that there is a relation. The points do not follow the one-to-one line however, as at high metallicites simply using the model relations (with an assumed Av of 3) causes us to underestimate the measured metallicity of the gas. This is to be expected, given that the gradient of the relation between N(HCN)/N(CS) and metallicity predicted by the model (0.93±0.11 dex −1 ) is somewhat steeper than the empirical relation derived in Section 4.1 (0.79±0.17 dex −1 ). The cause of this difference in slope is unclear, but this could arise due to issues in the assumption of an AV, or calibration offsets between the different metallicity measures used to create this plot. We also caution that models of B12 are for photon-dominated regions only. Galaxies where the gas energy balance is dominated by X-ray irradiation or cosmic-rays will likely not follow these relations. Further studies of the response of gas chemistry in high metallicity environments will clearly be required before any such method can be calibrated, and applied robustly. Figure 7 shows the observed HCN, CO and CS column density ratios plotted against the stellar α-enhancements for the ATLAS
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ETGs. We do not include our spiral sample here, as we have no information on the abundance of α-elements in these systems. We again show the model grid from B12 (for the Salaris & Weiß 1998 α-enhancement scenario), for varying optical depths between 1 and 20 Av. The α-enhanced models of B12 go up to an enhancement of 0.4 dex, and here we cross-hatch the region between α-enhancements of 0.4 and 0.5 dex, which are based on an extrapolation of the model trends. We caution against drawing any conclusions in this region.
The observed data points lie within the model grids. However, if one believes that the models of B12 are correct, and again assumes a mean AV of 3 magnitudes, in the N(CO)/N(CS) and N(HCN)/N(CS) diagrams almost every galaxy would be consistent with having no gas-phase α-enhancement. For the N(HCN)/N(CO) panel (identified as the most sensitive by B12) the majority of points could be consistent with the measured stellar α-enhancements, but the uncertainties are large.
If the gas in these objects was formed through stellar mass loss from the α-enhanced stellar populations (and we assume that the models are correct), seeing no gas-phase α-enhancement would imply that the gas has been around long enough for SNe Ia to enrich the ISM with iron peak elements (diluting the α-enhancement). If alternatively the gas has been obtained from external sources this would imply that these sources were not α-enhanced (as one would expect from minor merger scenarios; e.g. Kaviraj et al. 2011) . Davis et al. (2011) argue over half the gas in local ETGs has been accreted, and that Virgo objects (which are unable to accrete new gas) have had this gas several gigayears. In this context, it is thus not too surprising that little evidence is found for α-enhancements in the gas-phase in these objects. Of course, one should be cautious when drawing any firm conclusions from these results, as the lack of correlation could also be because of the large uncertainties in our measurements, because the models do not include sufficient physics to capture the effect of α-enhancements on the ISM, or that the degeneracies with respect to changing metallicity are strong.
A study of isolated ETGs, where the gas is expected to have recently cooled from stellar mass loss, may be required to determine if these molecular diagnostics truly are able to trace α-enhancements. Alternatively gas in the vicinity of core-collapse SNe in our own galaxy may show such a signature. In the ALMA (Atacama Large Millimeter/submillimeter Array) era it will also be possible to probe molecular gas at high redshifts (z > ∼ 6), where SNe Ia have had insufficient time to provide any iron enrichment, and these diagnostics may prove useful there.
Conclusions
In this paper we have used observations of molecular tracers in metal rich and α-enhanced galaxies to present an exploratory study of the effect of abundance changes on molecular chemistry. We selected a sample of metal rich spiral and star-bursting objects from the literature (and additionally included observations of Sgr A* and Cen. A), and present here new data for a sample of ETGs previously studied by Crocker et al. (2012) . We conducted the first survey of CS emission in ETGs, detecting at least one transition in 7 objects. We also obtained detections of methanol emission in 5 ETGs.
We compared flux ratios of the CS and methanol lines to those already observed (HCN, CO) to determine if and how the presence of these emission lines is linked to galaxy properties. We find that the systems where star-formation is the dominant gas ionisation mechanism have enhanced CS emission, compared to their HCN emission, supporting the hypothesis that CS is a better tracer of dense star-forming gas than HCN.
We have shown evidence that the methanol enhancement in these sources may be driven by high mass star-formation in dense molecular clouds, consistent with the lack of methanol enhancement when compared to CS emission. NGC5866 has a higher ratio of methanol emission with respect to all the other tracers, and cooler methanol rotation temperatures, and thus shocks may be more important in this source. Detection of pure shock tracers (such as SiO), and/or spatially resolving the emission of these tracers would be required to enable us to put stronger constraints on the cause of the methanol emission in early-type galaxies.
We constructed rotation diagrams for each early-type source where at least two molecules of a given species were detected. This is the first time rotation temperatures have been studied for a sample of ETGs. The temperatures we derive vary between 3 and 10 K, with the majority of sources having rotation temperatures around 6 K. Despite the large uncertainties (arising from our assumptions of LTE, identical extents for the regions emitting in different transitions, a single rotational temperature, etc) the derived source averaged total column densities are similar to those found by other authors for normal spiral and starburst galaxies, suggesting dense clouds may be little affected by the differences between early and late type galaxies.
Finally we used our ETG and literature sample to determine if these objects show any systematic change in total column density ratios that correlate with the metallicity of the source. Despite the large uncertainties we do find a correlation, with a scatter of ≈0.3 dex. This suggests that with further study it may be possible to calibrate a metallicity tracer for the molecular ISM in this way.
We additional attempt to verify if the correlation observed matches that predicted by the chemical models of B12. We find that the observed datapoints almost always lie within the model grid from B12, providing some confidence that the model predictions are valid for these types of sources.
As shown in B12, understanding the mean optical depths at which the molecular emission lines arise is crucial to get an accurate determination of the metallicity of the gas. However we show here that, for this selection of sources, crudely assuming a mean optical depth of 3 magnitudes results in a reasonable determination of the metallicity, with a scatter of ≈0.35 dex. The relation predicted by the model is steeper than that found empirically, which may be due to the large uncertainties, or a break down in our simplifying Figure 7 . Total column density ratios of our molecular tracers plotted against stellar α-element enhancement. Our new observations of ETGs are coloured red. We do not include our spiral sample, as we have no information on their α-element abundances. The model grids from B12 are included, we here show relations for varying optical depths between 1 and 20 Av. We cross-hatch the region between α-enhancements of 0.4 and 0.5 dex, based on an extrapolation of the model trends. The error bars in the top and bottom panels include the effect of varying the unknown optical depth of CS and HCN between 0 and 5. In the middle panel the error bars reflect the range induced if the HCN and CS optical depths are different from each other by a factor of two.
c 2013 RAS, MNRAS 000, 1-14 assumptions. We provide the community with linear approximations to both the observed and predicted relationship between the N(HCN)/N(CS) ratio and metallicity. Further study will clearly be required to determine if this, or any, molecular tracer can be used to robustly determine metallicity. That a relationship exists at all, given the large uncertainties are crude assumptions made here, is promising.
When we compared our data to the models of α-enhancement from B12 we find that the molecular measures show little correlation with stellar α-enhancement. This could suggest that the gas has an external origin, or has been present in the galaxy long enough for SNe Ia to enrich it. Alternatively the lack of a correlation could be due to our large uncertainties, or because current models do not fully treat the degeneracy between metallicity and α-enhancement. Other evidence suggests that the gas could really have different α-abundances to the stars, but we are unable to determine which explanation is correct with our current data.
This study, along with B12, represents a first tentative step towards understanding the chemistry of molecular gas in high metallicity environments. We show that some molecular tracers do indeed show systematic variations that appear to correlate with metallicity, and that these variations can be roughly reproduced by chemical models. With the power of the next generation of mm-facilities (e.g. ALMA, Large Millimeter Telescope, Cornell Caltech Atacama Telescope) we will be able to study such variations in detail (both in our own Milky Way, and other galaxies), shedding light on the physics and chemistry of the ISM, and perhaps providing a new method of estimating metallicity from the molecular gas phase.
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A Detected Lines
(a) NGC4526 (b) NGC4710 (c) NGC5866 Figure A1 . Molecular line detections reported in this paper, from our IRAM-30m observations. The observed transition is indicated in the figure legend. The x-axis shows velocity offset from the line centre, corrected for the systemic velocity of the galaxy (listed in Table 2 ). For NGC4526 the plotted 13 CO detection has a channel width of 20 km s −1 , and the other lines ≈100 km s −1 . The plots for NGC4710 and NGC5866 use channel widths of ≈50 km s −1 at 3mm and ≈100 km s −1 at 2mm. The intensity is in units of main beam temperature (T mb ). A short-dashed line shows the zero level, and long-dashes shown the derived velocity width.
(a) NGC6014 (b) UGC09519 Figure A1 -continued :-The plots for NGC6014 used a channel width of ≈25 km s −1 for CS(2-1), and ≈50 km s −1 for the other lines. The plots for UGC09519 used a channel width of ≈50 km s −1 for 13 CO(1-0), and ≈25 km s −1 for the other lines. Figure B1 . Rotation diagrams for NGC 2764. The energy of the upper level is plotted against the derived column density in the upper level for each observed transition (black points), as tabulated in Table 3 . These data points are fitted with a line and the best fit, corresponding to the rotation temperature indicated in the legend, is displayed (solid line). 
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