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The abstract notation of randomness has been captured in many different aspects. In this thesis we
investigate the computational content of randomness &om two different points ofview･ One is about
algorithmic randomness, and the other on randomized algorithms.
Gefirst dealwith the partial randomness of reals. Althoughthe class of random sequences is large,
there are many interesting examples of sequences whichare not random, but nearly random. For example,
let a=aMal21."al"I...be afully random real, where al.]･･･ is the i-th bit of a. For any positive rational
numbe, e-詰< 1 , althoughthe real β - all....al,I.OS21Sl als1..】･･･al2Sl.OS21Sl-al"sl,OS2~51- 1S not
random, β　seems to be somewhat random. Indeed, if a is fully Martin-Lb'f random (i.e., Martin-Lb'f 1-
random), β is weakly Martin-Lb'f ∈-random.
The idea of partial randomness can be traced back to Solovay (1975), but no de丘nition of partial
randomness of reals was proposed until Tadaki (2002). In Tadaki's work and other recent literature, Various
notions of partial　randomness of reals have been defined, e.g., Martin-L∂f亡-randomness, Chaitin C-
randomness, and Solovay i-randomness. Moreover, many relations between them have been explored rather
discretely. For instance, it is known that for any computable real亡∈ (0, 1), strong Martin-Lb'f仁一randomness
is strictly stronger than　Solovay e-randomness which is strictly stronger than weak Martin-
L∂fモーrandomness. However, Some important questions are still open to the date.
In this thesis, we carry out a systematic study on the partial randomness emphasizing the following three
respects. a) Corresponding to the existing de丘nitions of partial randomness andfull randomness, wegive
severalnew de丘nitions of partialrandomness, e. g. strong Kolmogorov ∈-randomness, weak DH-Chaitin亡-
randomness, and strong DH-Chaitin ∈-randomness; b) The oscillation on Kolmogorov complexity due to
Martin-La･f shows that tal∀n[C(a r n)≧n-o(1)])-βand (al∀n[K(α r n)≧n+K(n)10(1)])-♂. By
generalizing them, We show that there does not exist a reala such that ∀n[K(a r n)≧n+AK(n)-0(1))
for any A>0; C) Based on the further investigations on the relations between various de丘nitions of partial
randomness, We show thatall of the known dehitions of partial randomness are quasi-equivalent, i.e.,
equivalent up to the change of亡.
The second aspect or randomness that we tackle is the study or a technique to derive the randomized
complexity of balanced read-once Booleanfunctions JTi that are associated with uniform alternating AND-
oR trees TL. Ya° (1977) showed that the well known Minimax theorem by Yon Neumann implies that the
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distributional complexity is a lower bound on the complexity or randomized algorithms that solve the same
problem. This is known as Yao's principle in the literature.
Yao's principle is a very useful and valid tool in instigating randomized complexity, because it is usually
much easier to analyze deterministic algorithms than to analyze randomized ones. Since its introduction, it
has been extensively investigated in the literature. In applying Yao'S principle, the most important step is
to compute the distributional complexity. However, no effective computing method for distributional complexity
has been reported at the moment.
In the present thesis, we do some investigations丘･om the fわllowing three perspectives. 1) with respect
to the modified operations of AND and OR by precluding the possibility of both inputs to a　^　being 0
and to a V being 1, We propose a reverse assigning technique (RAT) to form two special sets, 1-set and
O-set; 2) Considering the intrinsic regularity of the assignments of卜set and 0-set, we show that the
comtp'lexity β (fTi) (,esp.a (JTl)) is achie,ed if and only if all the assignments of 1-set (resp. 0-set) have
the same probability, and in such a distribution, the complexities β (JTi) (resp. a (JT:1))with respect to
all deterministic algorithms computing JTi On 1-set (resp. 0-set) are equal; 3) Based on the above
･ observations, we provide an approach for directly computing randomized complexity of JT三. Then, With
respect to the iterated property offunctions, we show a simpli丘ed method in proving two known results
on randomized complexity due to Saks and Wigderson (1986).












与えた: L強Kolmogorov8-ランダム性,弱/強DHIChaitin8-ランダム性｡ 2 ) Martin-Loefの定理の一般
化,すなわち,任意のス> 0に対して､ (a:∀nK(a_n)-n+AK(n)-0(1))) -¢を証明した｡ 3)既知の部
分ランダム性の定義のほとんどがeの変化によって互いに同値になることを示した.
第.4章は,ランダム･アルゴリズムの複雑さを分析する技術,及びその応用に関する研究である｡ Yon
NeuJmannのmini-max定理に基づくYao原理は,ランダム･アルゴリズムの複雑さの限界解析において非常に
有効なツールである｡この原理を応用して複雑さの限界を求める際に鍵となるステップは,分布複雑さを
計算することである｡しかし,分布複雑さについての効果的計算方法はこれまで報告されていなかった｡
そこで,この学位論文では, 1) read-onceブール関数の分布複雑さの限界を解析する固有分布法(eigen-
distribution method)を開発した｡それによって, 2)すでに知られていたいくつかの結果に対して,より
簡明な続-的証明法を与えた｡また, 3) saksとWigdersonの有名な予想に対して,肯定的な見通しを与え
た｡
これらの結果は,劉農光が自立して研究活動を行うに必要な高度の研究能力と学識を有することを示し
ている｡したがって,劉農光提出の論文は博士(理学)の学位論文として合格と認める｡
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