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Abstract
Nonconvex and nonsmooth optimization problems are frequently encountered in much
of statistics, business, science and engineering, but they are not yet widely recognized as a
technology in the sense of scalability. A reason for this relatively low degree of popularity
is the lack of a well developed system of theory and algorithms to support the applications,
as is the case for its convex counterpart. This paper aims to take one step in the direction
of disciplined nonconvex and nonsmooth optimization. In particular, we consider in this
paper some constrained nonconvex optimization models in block decision variables, with or
without coupled affine constraints. In the absence of coupled constraints, we show a sublinear
rate of convergence to an ǫ-stationary solution in the form of variational inequality for a
generalized conditional gradient method, where the convergence rate is dependent on the
Ho¨lderian continuity of the gradient of the smooth part of the objective. For the model with
coupled affine constraints, we introduce corresponding ǫ-stationarity conditions, and apply
two proximal-type variants of the ADMM to solve such a model, assuming the proximal
ADMM updates can be implemented for all the block variables except for the last block,
for which either a gradient step or a majorization-minimization step is implemented. We
show an iteration complexity bound of O(1/ǫ2) to reach an ǫ-stationary solution for both
algorithms. Moreover, we show that the same iteration complexity of a proximal BCD
method follows immediately. Numerical results are provided to illustrate the efficacy of the
proposed algorithms for tensor robust PCA.
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1
1 Introduction
In this paper, we consider the following nonconvex and nonsmooth optimization problem with
multiple block variables:
min f(x1, x2, · · · , xN ) +
N−1∑
i=1
ri(xi)
s.t.
∑N
i=1Aixi = b, xi ∈ Xi, i = 1, . . . , N − 1,
(1.1)
where f is differentiable and possibly nonconvex, and each ri is possibly nonsmooth and non-
convex, i = 1, . . . , N − 1; Ai ∈ Rm×ni , b ∈ Rm, xi ∈ Rni ; and Xi ⊆ Rni are convex sets,
i = 1, 2, . . . , N − 1. One restriction of model (1.1) is that the objective function is required to
be smooth with respect to the last block variable xN . However, in Section 4 we shall extend the
result to cover the general case where rN (xN ) may be present and that xN maybe constrained
as well. A special case of (1.1) is when the affine constraints are absent, and there is no block
structure of the variables (i.e., x = x1 and other block variables do not show up in (1.1)), which
leads to the following more compact form
min Φ(x) := f(x) + r(x), s.t. x ∈ S ⊂ Rn, (1.2)
where S is a convex and compact set. In this paper, we propose several first-order algorithms
for computing an ǫ-stationary solution (to be defined later) for (1.1) and (1.2), and analyze
their iteration complexities. Throughout, we assume the following condition.
Assumption 1.1 The sets of the stationary solutions for (1.1) and (1.2) are non-empty.
Problem (1.1) arises from a variety of interesting applications. For example, one of the
nonconvex models for matrix robust PCA can be cast as follows (see, e.g., [52]), which seeks
to decompose a given matrix M ∈ Rm×n into a superposition of a low-rank matrix Z, a sparse
matrix E and a noise matrix B:
min
X,Y,Z,E,B
‖Z −XY ⊤‖2F + αR(E), s.t. M = Z + E +B, ‖B‖F ≤ η, (1.3)
where X ∈ Rm×r, Y ∈ Rn×r, with r < min(m,n) being the estimated rank of Z; η > 0 is the
noise level, α > 0 is a weighting parameter; R(E) is a regularization function that can improve
the sparsity of E. One of the widely used regularization functions is the ℓ1 norm, which is
convex and nonsmooth. However, there are also many nonconvex regularization functions that
are widely used in statistical learning and information theory, such as smoothly clipped absolute
deviation (SCAD) [24], log-sum penalty (LSP) [16], minimax concave penalty (MCP) [59], and
capped-ℓ1 penalty [60, 61], and they are nonsmooth at point 0 if composed with the absolute
value function, which is usually the case in statistical learning. Clearly (1.3) is in the form of
(1.1). Another example of the form (1.1) is the following nonconvex tensor robust PCA model
(see, e.g., [56]), which seeks to decompose a given tensor T ∈ Rn1×n2×···×nd into a superposition
of a low-rank tensor Z, a sparse tensor E and a noise tensor B:
min
Xi,C,Z,E,B
‖Z − C ×1 X1 ×2 X2 ×3 · · · ×d Xd‖2F + αR(E), s.t. T = Z + E + B, ‖B‖F ≤ η,
where C is the core tensor that has a smaller size than Z, and Xi are matrices with appropriate
sizes, i = 1, . . . , d. In fact, the “low-rank” tensor in the above model corresponds to the
tensor with a small core; however a recent work [36] demonstrates that the CP-rank of the core
regardless of its size could be as large as the original tensor. Therefore, if one wants to find the
low CP-rank decomposition, then the following model is preferred:
min
Xi,Z,E,B
‖Z − JX1,X2, · · · ,XdK‖2 + αR(E) + αN ‖B‖2F , s.t. T = Z + E + B,
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for Xi = [a
i,1, ai,2, · · · , ai,R] ∈ Rni×R, 1 ≤ i ≤ d and JX1,X2, · · · ,XdK :=
R∑
r=1
a1,r ⊗ a2,r ⊗ · · · ⊗
ad,r, where“⊗” denotes the outer product of vectors, and R is an estimation of the CP-rank.
In addition, the so-called sparse tensor PCA problem [1], which seeks the best sparse rank-one
approximation for a given d-th order tensor T , can also be formulated in the form of (1.1):
min −T (x1, x2, · · · , xd) + α
d∑
i=1
R(xi), s.t. xi ∈ Si = {x | ‖x‖22 ≤ 1}, i = 1, 2, . . . , d,
where T (x1, x2, · · · , xd) =
∑
i1,...,id
Ti1,...,id(x1)i1 · · · (xd)id .
The convergence and iteration complexity for various nonconvex and nonsmooth optimiza-
tion problems have recently attracted considerable research attention; see e.g. [3, 6–8, 11, 12,
20, 21, 28, 29, 42, 47]. In this paper, we study several solution methods that use only the first-
order information of the objective function, including a generalized conditional gradient method,
variants of alternating direction method of multipliers, and a proximal block coordinate descent
method, for solving (1.1) and (1.2). Specifically, we apply a generalized conditional gradient
(GCG) method to solve (1.2). We prove that the GCG can find an ǫ-stationary solution for
(1.2) in O(ǫ−q) iterations under certain mild conditions, where q is a parameter in the Ho¨lder
condition that characterizes the degree of smoothness for f . In other words, the convergence
rate of the algorithm depends on the degree of “smoothness” of the objective function. It should
be noted that a similar iteration bound that depends on the parameter q was reported for con-
vex problems [14], and for general nonconvex problem, [15] analyzed the convergence results,
but there was no iteration complexity result. Furthermore, we show that if f is concave, then
GCG finds an ǫ-stationary solution for (1.2) in O(1/ǫ) iterations. For the affinely constrained
problem (1.1), we propose two algorithms (called proximal ADMM-g and proximal ADMM-m
in this paper), both can be viewed as variants of the alternating direction method of multipliers
(ADMM). Recently, there has been an emerging research interest on the ADMM for nonconvex
problems (see, e.g., [2, 33, 34, 39, 53, 54, 57]). However, the results in [39, 53, 54, 57] only show
that the iterates produced by the ADMM converge to a stationary solution without providing
an iteration complexity analysis. Moreover, the objective function is required to satisfy the
so-called Kurdyka- Lojasiewicz (KL) property [9, 10,37,43] to enable those convergence results.
In [34], Hong, Luo and Razaviyayn analyzed the convergence of the ADMM for solving noncon-
vex consensus and sharing problems. Note that they also analyzed the iteration complexity of
the ADMM for the consensus problem. However, they require the nonconvex part of the objec-
tive function to be smooth, and nonsmooth part to be convex. In contrast, ri in our model (1.1)
can be nonconvex and nonsmooth at the same time. Moreover, we allow general constraints
xi ∈ Xi, i = 1, . . . , N − 1, while the consensus problem in [34] only allows such constraint for
one block variable. A very recent work of Hong [33] discussed the iteration complexity of an
augmented Lagrangian method for finding an ǫ-stationary solution for the following problem:
min f(x), s.t. Ax = b, x ∈ Rn, (1.4)
under the assumption that f is differentiable. We will compare our results with [33] in more
details in Section 3.
Before proceeding, let us first summarize:
Our contributions.
(i) We provide definitions of ǫ-stationary solution for (1.1) and (1.2) using the variational
inequalities. For (1.1), our definition of the ǫ-stationary solution allows each ri to be
nonsmooth and nonconvex.
(ii) We study a generalized conditional gradient method with a suitable line search rule for
solving (1.2). We assume that the gradient of f satisfies a Ho¨lder condition, and analyze
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its iteration complexity for obtaining an ǫ-stationary solution for (1.2). After we released
the first version of this paper, we noticed there are several recent works that study the
iteration complexity of conditional gradient method for nonconvex problems. However,
our results are different from these. For example, the convergence rate given in [58] is
worse than ours, and [44, 45] only consider smooth nonconvex problem with Lipschitz
continuous gradient, but our results cover nonsmooth models.
(iii) We study two ADMM variants (proximal ADMM-g and proximal ADMM-m) for solving
(1.1), and analyze their iteration complexities for obtaining an ǫ-stationary solution for
nonconvex problem (1.1). In addition, the setup and the assumptions of our model are
different from other recent works. For instance, [39] considers a two-block nonconvex
problem with an identity coefficient matrix for one block variable in the linear constraint,
and requires the coerciveness of the objective or the boundedness of the domain. [54]
assumes that the objective function is coercive over the feasible set and the nonsmooth
objective is restricted prox-regular or piece-wise linear. While our algorithm assumes
the gradient of the smooth part of the objective function is Lipschitz continuous and
the nonsmooth part does not involve the last block variable, which is weaker than the
assumptions on the objective functions in [39,54].
(iv) As an extension, we also show how to use proximal ADMM-g and proximal ADMM-m to
find an ǫ-stationary solution for (1.1) without assuming any condition on AN .
(v) When the affine constraints are absent in model (1.1), as a by-product, we demon-
strate that the iteration complexity of proximal block coordinate descent (BCD) method
with cyclic order can be obtained directly from that of proximal ADMM-g and proximal
ADMM-m. Although [12] gives an iteration complexity result of nonconvex BCD, it re-
quires the KL property, and the complexity depends on a parameter in the KL condition,
which is typically unknown.
Notation. ‖x‖2 denotes the Euclidean norm of vector x, and ‖x‖2H denotes x⊤Hx for some
positive definite matrixH. For set S and scalar p > 1, we denote diamp(S) := maxx,y∈S ‖x−y‖p,
where ‖x‖p = (
∑n
i=1 |xi|p)1/p. Without specification, we denote ‖x‖ = ‖x‖2 and diam(S) =
diam2(S) for short. We use dist(x, S) to denote the Euclidean distance of vector x to set S.
Given a matrix A, its spectral norm and smallest singular value are denoted by ‖A‖2 and
σmin(A) respectively. We use ⌈a⌉ to denote the ceiling of a.
Organization. The rest of this paper is organized as follows. In Section 2 we introduce the
notion of ǫ-stationary solution for (1.2) and apply a generalized conditional gradient method
to solve (1.2) and analyze its iteration complexity for obtaining an ǫ-stationary solution for
(1.2). In Section 3 we give two definitions of ǫ-stationarity for (1.1) under different settings and
propose two ADMM variants that solve (1.1) and analyze their iteration complexities to reach
an ǫ-stationary solution for (1.1). In Section 4 we provide some extensions of the results in
Section 3. In particular, we first show how to remove some of the conditions that we assume in
Section 3, and then we apply a proximal BCD method to solve (1.1) without affine constraints
and provide an iteration complexity analysis. In Section 5, we present numerical results to
illustrate the practical efficiency of the proposed algorithms.
2 A generalized conditional gradient method
In this section, we study a GCG method for solving (1.2) and analyze its iteration complexity.
The conditional gradient (CG) method, also known as the Frank-Wolfe method, was originally
proposed in [25], and regained a lot of popularity recently due to its capability in solving
large-scale problems (see, [4,5,26,31,35,38,48]). However, these works focus on solving convex
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problems. Bredies et al. [15] proved the convergence of a generalized conditional gradient method
for solving nonconvex problems in Hilbert space. In this section, by introducing a suitable line
search rule, we provide an iteration complexity analysis for this algorithm.
We make the following assumption in this section regarding (1.2).
Assumption 2.1 In (1.2), r(x) is convex and nonsmooth, and the constraint set S is convex
and compact. Moreover, f is differentiable and there exist some p > 1 and ρ > 0 such that
f(y) ≤ f(x) +∇f(x)⊤(y − x) + ρ
2
‖y − x‖pp, ∀x, y ∈ S. (2.1)
The above inequality (2.1) is also known as the Ho¨lder condition and was used in other
works on first-order algorithms (e.g., [22]). It can be shown that (2.1) holds for a variety of
functions. For instance, (2.1) holds for any p when f is concave, and is valid for p = 2 when
∇f is Lipschitz continuous.
2.1 An ǫ-stationary solution for problem (1.2)
For smooth unconstrained problem minx f(x), it is natural to define the ǫ-stationary solution
using the criterion ‖∇f(x)‖2 ≤ ǫ. Nesterov [49] and Cartis et al. [18] showed that the gradient
descent type methods with properly chosen step size need O(1/ǫ2) iterations to find such a
solution. Moreover, Cartis et al. [17] constructed an example showing that the O(1/ǫ2) iteration
complexity is tight for the steepest descent type algorithm. However, the case for the constrained
nonsmooth nonconvex optimization is subtler. There exist some works on how to define ǫ-
optimality condition for the local minimizers of various constrained nonconvex problems [19,23,
29,33,50]. Cartis et al. [19] proposed an approximate measure for smooth problem with convex
set constraint. [50] discussed general nonsmooth nonconvex problem in Banach space by using
the tool of limiting Fre´chet ǫ-subdifferential. [23] showed that under certain conditions ǫ-KKT
solutions can converge to a stationary solution as ǫ→ 0. Here the ǫ-KKT solution is defined by
relaxing the complimentary slackness and equilibrium equations of KKT conditions. Ghadimi
et al. [29] considered the following notion of ǫ-stationary solution for (1.2):
PS(x, γ) :=
1
γ
(x− x+), where x+ = argmin
y∈S
∇f(x)⊤y + 1
γ
V (y, x) + r(y), (2.2)
where γ > 0 and V is a prox-function. They proposed a projected gradient algorithm to solve
(1.2) and proved that it takes no more than O(1/ǫ2) iterations to find an x satisfying
‖PS(x, γ)‖22 ≤ ǫ. (2.3)
Our definition of an ǫ-stationary solution for (1.2) is as follows.
Definition 2.2 We call x an ǫ-stationary solution (ǫ ≥ 0) for (1.2) if the following holds:
ψS(x) := inf
y∈S
{∇f(x)⊤(y − x) + r(y)− r(x)} ≥ −ǫ. (2.4)
If ǫ = 0, then x is called a stationary solution for (1.2).
Observe that if r(·) is continuous then any cluster point of ǫ-stationary solutions defined
above is a stationary solution for (1.2) as ǫ→ 0. Moreover, the stationarity condition is weaker
than the usual KKT optimality condition. To see this, we first rewrite (1.2) as the following
equivalent unconstrained problem
min
x
f(x) + r(x) + ιS(x)
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where ιS(x) is the indicator function of S. Suppose that x is any local minimizer of this problem
and thus also a local minimizer of (1.2). Since f is differentiable, r and ιS are convex, Fermat’s
rule [51] yields
0 ∈ ∂ (f(x) + r(x) + ιS(x)) = ∇f(x) + ∂r(x) + ∂ιS(x), (2.5)
which further implies that there exists some z ∈ ∂r(x) such that
(∇f(x) + z)⊤(y − x) ≥ 0, ∀y ∈ S.
Using the convexity of r(·), it is equivalent to
∇f(x)⊤(y − x) + r(y)− r(x) ≥ 0, ∀y ∈ S. (2.6)
Therefore, (2.6) is a necessary condition for local minimum of (1.2) as well. Furthermore, we
claim that ψS(x) ≥ −ǫ implies ‖PS(x, γ)‖22 ≤ ǫ/γ with the prox-function V (y, x) = ‖y − x‖22/2.
In fact, (2.2) guarantees that(
∇f(x) + 1
γ
(x+ − x) + z
)⊤
(y − x+) ≥ 0, ∀ y ∈ S, (2.7)
for some z ∈ ∂r(x+). By choosing y = x in (2.7) one obtains
∇f(x)⊤(x− x+) + r(x)− r(x+) ≥ (∇f(x) + z)⊤ (x− x+) ≥ 1
γ
‖x+ − x‖22. (2.8)
Therefore, if ψS(x) ≥ −ǫ, then ‖PS(x, γ)‖22 ≤ ǫγ holds.
2.2 The algorithm
For given point z, we define an approximation of the objective function of (1.2) to be:
ℓ(y;x) := f(x) +∇f(x)⊤(y − x) + r(y), (2.9)
which is obtained by linearizing the smooth part (function f) of Φ in (1.2). Our GCG method
for solving (1.2) is described in Algorithm 1, where ρ and p are from Assumption 2.1.
Algorithm 1 Generalized Conditional Gradient Algorithm (GCG) for solving (1.2)
Require: Given x0 ∈ S
for k = 0, 1, . . . do
[Step 1] yk = argminy∈S ℓ(y;xk), and let dk = yk − xk;
[Step 2] αk = argminα∈[0,1] α∇f(xk)⊤dk + αp ρ2‖dk‖pp + (1− α)r(xk) + αr(yk);
[Step 3] Set xk+1 = (1− αk)xk + αkyk.
end for
In each iteration of Algorithm 1, we first perform an exact minimization on the approximated
objective function ℓ(y;x) to form a direction dk. Then the step size αk is obtained by an exact
line search (which differentiates the GCG from a normal CG method) along the direction dk,
where f is approximated by p-powered function and the nonsmooth part is replaced by its upper
bound. Finally, the iterate is updated by moving along the direction dk with step size αk.
Note that here we assumed that solving the subproblem in Step 1 of Algorithm 1 is relatively
easy. That is, we assumed the following assumption.
Assumption 2.3 All subproblems in Step 1 of Algorithm 1 can be solved relatively easily.
Remark 2.4 Assumption 2.3 is quite common in conditional gradient method. For a list of
functions r and sets S such that Assumption 2.3 is satisfied, see [35].
Remark 2.5 It is easy to see that the sequence {Φ(xk)} generated by GCG is monotonically
nonincreasing [15], which implies that any cluster point of {xk} cannot be a strict local maxi-
mizer.
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2.3 An iteration complexity analysis
Before we proceed to the main result on iteration complexity of GCG, we need the following
lemma that gives a sufficient condition for an ǫ-stationary solution for (1.2). This lemma is
inspired by [28], and it indicates that if the progress gained by minimizing (2.9) is small, then
z must already be close to a stationary solution for (1.2).
Lemma 2.6 Define zℓ := argminx∈S ℓ(x; z). The improvement of the linearization at point z
is defined as
△ℓz := ℓ(z; z) − ℓ(zℓ; z) = −∇f(z)⊤(zℓ − z) + r(z)− r(zℓ).
Given ǫ ≥ 0, for any z ∈ S, if △ℓz ≤ ǫ, then z is an ǫ-stationary solution for (1.2) as defined
in Definition 2.2.
Proof. From the definition of zℓ, we have
ℓ(y; z)− ℓ(zℓ; z) = ∇f(z)⊤(y − zℓ) + r(y)− r(zℓ) ≥ 0,∀y ∈ S,
which implies that
∇f(z)⊤(y − z) + r(y)− r(z)
= ∇f(z)⊤(y − zℓ) + r(y)− r(zℓ) +∇f(z)⊤(zℓ − z) + r(zℓ)− r(z)
≥ ∇f(z)⊤(zℓ − z) + r(zℓ)− r(z),∀y ∈ S.
It then follows immediately that if △ℓz ≤ ǫ, then ∇f(z)⊤(y− z)+ r(y)− r(z) ≥ −△ℓz ≥ −ǫ. 
Denoting Φ∗ to be the optimal value of (1.2), we are now ready to give the main result of
the iteration complexity of GCG (Algorithm 1) for obtaining an ǫ-stationary solution for (1.2).
Theorem 2.7 For any ǫ ∈ (0,diampp(S)ρ), GCG finds an ǫ-stationary solution for (1.2) within⌈
2(Φ(x0)−Φ∗)(diampp(S)ρ)q−1
ǫq
⌉
iterations, where 1p +
1
q = 1.
Proof. For ease of presentation, we denote D := diamp(S) and △ℓk := △ℓxk . By Assumption
2.1, using the fact that ǫDpρ < 1, and by the definition of αk in Algorithm 1, we have
(ǫ/(Dpρ))
1
p−1△ℓk − 1
2ρ1/(p−1)
(ǫ/D)
p
p−1 (2.10)
≤ −(ǫ/(Dpρ)) 1p−1 (∇f(xk)⊤(yk − xk) + r(yk)− r(xk))
−ρ
2
(ǫ/(Dpρ))
p
p−1 ‖yk − xk‖pp
≤ −αk
(
∇f(xk)⊤(yk − xk) + r(yk)− r(xk)
)
− ρα
p
k
2
‖yk − xk‖pp
≤ −∇f(xk)⊤(xk+1 − xk) + r(xk)− r(xk+1)− ρ
2
‖xk+1 − xk‖pp
≤ f(xk)− f(xk+1) + r(xk)− r(xk+1) = Φ(xk)− Φ(xk+1),
where the third inequality is due to the convexity of function r and the fact that xk+1 − xk =
αk(y
k − xk), and the last inequality is due to (2.1). Furthermore, (2.10) immediately yields
△ℓk ≤ (ǫ/(Dpρ))− 1p−1 (Φ(xk)− Φ(xk+1)) + ǫ
2
. (2.11)
For any integer K > 0, summing (2.11) over k = 0, 1, . . . ,K − 1, yields
K min
k∈{0,1,...,K−1}
△ℓk ≤
K−1∑
k=0
△ℓk ≤ (ǫ/(Dpρ))− 1p−1 (Φ(x0)− Φ(xK))+ ǫ
2
K
≤ (ǫ/(Dpρ))− 1p−1 (Φ(x0)− Φ∗) + ǫ
2
K,
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where Φ∗ is the optimal value of (1.2). It is easy to see that by settingK =
⌈
2(Φ(x0)−Φ∗)(Dpρ)q−1
ǫq
⌉
,
the above inequality implies △ℓxk∗ ≤ ǫ, where k∗ ∈ argmink∈{0,...,K−1}△ℓk. According to
Lemma 2.6, xk
∗
is an ǫ-stationary solution for (1.2) as defined in Definition 2.2. 
Finally, if f is concave, then the iteration complexity can be improved as O(1/ǫ).
Proposition 2.8 Suppose that f is a concave function. If we set αk = 1 for all k in GCG
(Algorithm 1), then it returns an ǫ-stationary solution for (1.2) within
⌈
Φ(x0)−Φ∗
ǫ
⌉
iterations.
Proof. By setting αk = 1 in Algorithm 1 we have x
k+1 = yk for all k. Since f is concave, it
holds that
△ℓk = −∇f(xk)⊤(xk+1 − xk) + r(xk)− r(xk+1) ≤ Φ(xk)− Φ(xk+1).
Summing this inequality over k = 0, 1, . . . ,K − 1 yields Kmink∈{0,1,...,K−1}△ℓk ≤ Φ(x0)− Φ∗,
which leads to the desired result immediately. 
3 Variants of ADMM for solving nonconvex problems with affine
constraints
In this section, we study two variants of the ADMM (Alternating Direction Method of Multipli-
ers) for solving the general problem (1.1), and analyze their iteration complexities for obtaining
an ǫ-stationary solution (to be defined later) under certain conditions. Throughout this section,
the following two assumptions regarding problem (1.1) are assumed.
Assumption 3.1 The gradient of the function f is Lipschitz continuous with Lipschitz constant
L > 0, i.e., for any (x11, · · · , x1N ) and (x21, · · · , x2N ) ∈ X1 × · · · × XN−1 × RnN , it holds that∥∥∇f(x11, x12, · · · , x1N )−∇f(x21, x22, · · · , x2N )∥∥ ≤ L ∥∥(x11 − x21, x12 − x22, · · · , x1N − x2N)∥∥ , (3.1)
which implies that for any (x1, · · · , xN−1) ∈ X1 × · · · × XN−1 and xN , xˆN ∈ RnN , we have
f(x1, · · · , xN−1, xN ) ≤ f(x1, · · · , xN−1, xˆN )+(xN−xˆN)⊤∇Nf(x1, · · · , xN−1, xˆN )+L
2
‖xN−xˆN‖2.
(3.2)
Assumption 3.2 f and ri, i = 1, . . . , N−1 are all lower bounded over the appropriate domains
defined via the sets X1,X2, · · · ,XN−1,RnN , and we denote
f∗ = inf
xi∈Xi,i=1,...,N−1;xN∈RnN
{f(x1, x2, · · · , xN )}
and r∗i = inf
xi∈Xi
{ri(xi)} for i = 1, 2, . . . , N − 1.
3.1 Preliminaries
To characterize the optimality conditions for (1.1) when ri is nonsmooth and nonconvex, we
need to recall the notion of the generalized gradient (see, e.g., [51]).
Definition 3.3 Let h : Rn → R ∪ {+∞} be a proper lower semi-continuous function. Suppose
h(x¯) is finite for a given x¯. For v ∈ Rn, we say that
(i). v is a regular subgradient (also called Fre´chet subdifferential) of h at x¯, written v ∈ ∂ˆh(x¯),
if
lim
x 6=x¯
inf
x→x¯
h(x)− h(x¯)− 〈v, x− x¯〉
‖x− x¯‖ ≥ 0;
(ii). v is a general subgradient of h at x¯, written v ∈ ∂h(x¯), if there exist sequences {xk} and
{vk} such that xk → x¯ with h(xk)→ h(x¯), and vk ∈ ∂ˆh(xk) with vk → v when k →∞.
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The following proposition lists some well-known facts about the lower semi-continuous func-
tions.
Proposition 3.4 Let h : Rn → R ∪ {+∞} and g : Rn → R ∪ {+∞} be proper lower semi-
continuous functions. Then it holds that:
(i) (Theorem 10.1 in [51]) Fermat’s rule remains true: if x¯ is a local minimum of h, then
0 ∈ ∂h(x¯).
(ii) If h(·) is continuously differentiable at x, then ∂(h+ g)(x) = ∇h(x) + ∂g(x).
(iii) (Exercise 10.10 in [51]) If h is locally Lipschitz continuous at x, then ∂(h + g)(x) ⊂
∂h(x) + ∂g(x).
(iv) Suppose h(x) is locally Lipschitz continuous, X is a closed and convex set, and x¯ is a local
minimum of h on X. Then there exists v ∈ ∂h(x¯) such that (x− x¯)⊤v ≥ 0,∀x ∈ X.
In our analysis, we frequently use the following identity that holds for any vectors a, b, c, d,
(a− b)⊤(c− d) = 1
2
(‖a− d‖22 − ‖a− c‖22 + ‖b− c‖22 − ‖b− d‖22) . (3.3)
3.2 An ǫ-stationary solution for problem (1.1)
We now introduce notions of ǫ-stationarity for (1.1) under the following two settings: (i) Setting
1: ri is Lipschitz continuous, and Xi is a compact set, for i = 1, . . . , N − 1; (ii) Setting 2: ri
is lower semi-continuous, and Xi = Rni , for i = 1, . . . , N − 1.
Definition 3.5 (ǫ-stationary solution for (1.1) in Setting 1) Under the conditions in Set-
ting 1, for ǫ ≥ 0, we call (x∗1, · · · , x∗N ) an ǫ-stationary solution for (1.1) if there exists a La-
grange multiplier λ∗ such that the following holds for any (x1, · · · , xN ) ∈ X1×· · ·×XN−1×RnN :
(xi − x∗i )⊤
[
g∗i +∇if(x∗1, · · · , x∗N )−A⊤i λ∗
]
≥ −ǫ, i = 1, . . . , N − 1, (3.4)∥∥∥∇Nf(x∗1, . . . , x∗N−1, x∗N )−A⊤Nλ∗∥∥∥ ≤ ǫ, (3.5)∥∥∥∥∥
N∑
i=1
Aix
∗
i − b
∥∥∥∥∥ ≤ ǫ, (3.6)
where g∗i is a general subgradient of ri at point x
∗
i . If ǫ = 0, we call (x
∗
1, · · · , x∗N ) a stationary
solution for (1.1).
If Xi = Rni for i = 1, . . . , N − 1, then the VI style conditions in Definition 3.5 reduce to the
following.
Definition 3.6 (ǫ-stationary solution for (1.1) in Setting 2) Under the conditions in Set-
ting 2, for ǫ ≥ 0, we call (x∗1, . . . , x∗N ) to be an ǫ-stationary solution for (1.1) if there exists
a Lagrange multiplier λ∗ such that (3.5), (3.6) and the following holds for any (x1, · · · , xN ) ∈
X1 × · · · × XN−1 × RnN :
dist
(
−∇if(x∗1, · · · , x∗N ) +A⊤i λ∗, ∂ri(x∗i )
)
≤ ǫ, i = 1, . . . , N − 1, (3.7)
where ∂ri(x
∗
i ) is the general subgradient of ri at x
∗
i , i = 1, 2, . . . , N − 1. If ǫ = 0, we call
(x∗1, · · · , x∗N ) to be a stationary solution for (1.1).
The two settings of problem (1.1) considered in this section and their corresponding defini-
tions of ǫ-stationary solution, are summarized in Table 1.
A very recent work of Hong [33] proposes a definition of an ǫ-stationary solution for problem
(1.4), and analyzes the iteration complexity of a proximal augmented Lagrangian method for
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Table 1: ǫ-stationary solution of (1.1) in two settings
ri, i = 1, . . . , N − 1 Xi, i = 1, . . . , N − 1 ǫ-stationary solution
Setting 1 Lipschitz continuous Xi ⊂ Rni compact Definition 3.5
Setting 2 lower semi-continuous Xi = Rni Definition 3.6
obtaining such a solution. Specifically, (x∗, λ∗) is called an ǫ-stationary solution for (1.4) in [33]
if Q(x∗, λ∗) ≤ ǫ, where
Q(x, λ) := ‖∇xLβ(x, λ)‖2 + ‖Ax− b‖2,
and Lβ(x, λ) := f(x) − λ⊤ (Ax− b) + β2 ‖Ax− b‖2 is the augmented Lagrangian function of
(1.4). Note that [33] assumes that f is differentiable and has bounded gradient in (1.4). It is
easy to show that an ǫ-stationary solution in [33] is equivalent to an O(
√
ǫ)-stationary solution
for (1.1) according to Definition 3.6 with ri = 0 and f being differentiable. Note that there is
no set constraint in (1.4), and so the notion of the ǫ-stationarity in [33] is not applicable in the
case of Definition 3.5.
Proposition 3.7 Consider the ǫ-stationary solution in Definition 3.6 applied to problem (1.4),
i.e., one block variable and ri(x) = 0. Then x
∗ is a γ1
√
ǫ-stationary solution in Definition
3.6, with Lagrange multiplier λ∗ and γ1 = 1/(
√
2β2‖A‖22 + 3), implies Q(x∗, λ∗) ≤ ǫ. On
the contrary, if Q(x∗, λ∗) ≤ ǫ, then x∗ is a γ2
√
ǫ-stationary solution from Definition 3.6 with
Lagrange multiplier λ∗, where γ2 =
√
2(1 + β2‖A‖22).
Proof. Suppose x∗ is a γ1
√
ǫ-stationary solution as defined in Definition 3.6. We have ‖∇f(x∗)−
A⊤λ∗‖ ≤ γ1
√
ǫ and ‖Ax∗ − b‖ ≤ γ1
√
ǫ, which implies that
Q(x∗, λ∗) = ‖∇f(x∗)−A⊤λ∗ + βA⊤(Ax∗ − b)‖2 + ‖Ax∗ − b‖2
≤ 2‖∇f(x∗)−A⊤λ∗‖2 + 2β2‖A‖22‖Ax∗ − b‖2 + ‖Ax∗ − b‖2
≤ 2γ21ǫ+ (2β2‖A‖22 + 1)γ21ǫ = ǫ.
On the other hand, if Q(x∗, λ∗) ≤ ǫ, then we have ‖∇f(x∗)−A⊤λ∗ + βA⊤(Ax∗ − b)‖2 ≤ ǫ and
‖Ax∗ − b‖2 ≤ ǫ. Therefore,
‖∇f(x∗)−A⊤λ∗‖2 ≤ 2‖∇f(x∗)−A⊤λ∗ + βA⊤(Ax∗ − b)‖2 + 2‖ − βA⊤(Ax∗ − b)‖2
≤ 2‖∇f(x∗)−A⊤λ∗ + βA⊤(Ax∗ − b)‖2 + 2β2‖A‖22‖Ax∗ − b‖2
≤ 2(1 + β2‖A‖22) ǫ.
The desired result then follows immediately. 
In the following, we introduce two variants of ADMM, to be called proximal ADMM-g and
proximal ADMM-m, that solve (1.1) under some additional assumptions on AN . In particular,
proximal ADMM-g assumes AN = I, and proximal ADMM-m assumes AN to have full row
rank.
3.3 Proximal gradient-based ADMM (proximal ADMM-g)
Our proximal ADMM-g solves (1.1) under the condition that AN = I. In this case, the problem
reduces to a so-called sharing problem in the literature which has the following form
min f(x1, . . . , xN ) +
N−1∑
i=1
ri(xi)
s.t.
∑N−1
i=1 Aixi + xN = b, xi ∈ Xi, i = 1, . . . , N − 1.
For applications of the sharing problem, see [13,34,40,41]. Our proximal ADMM-g for solving
(1.1) with AN = I is described in Algorithm 2. It can be seen from Algorithm 2 that proximal
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ADMM-g is based on the framework of augmented Lagrangian method, and can be viewed as
a variant of the ADMM. The augmented Lagrangian function of (1.1) is defined as
Lβ(x1, · · · , xN , λ) := f(x1, · · · , xN ) +
N−1∑
i=1
ri(xi)−
〈
λ,
N∑
i=1
Aixi − b
〉
+
β
2
∥∥∥∥∥
N∑
i=1
Aixi − b
∥∥∥∥∥
2
2
,
where λ is the Lagrange multiplier associated with the affine constraint, and β > 0 is a penalty
parameter. In each iteration, proximal ADMM-g minimizes the augmented Lagrangian function
plus a proximal term for block variables x1, . . . , xN−1, with other variables being fixed; and then
a gradient descent step is conducted for xN , and finally the Lagrange multiplier λ is updated.
The interested readers are referred to [27] for gradient-based ADMM and its various stochastic
variants for convex optimization.
Algorithm 2 Proximal Gradient-based ADMM (proximal ADMM-g) for solving (1.1) with
AN = I
Require: Given
(
x01, x
0
2, · · · , x0N
) ∈ X1 × · · · × XN−1 × RnN , λ0 ∈ Rm
for k = 0, 1, . . . do
[Step 1] xk+1i := argminxi∈Xi Lβ(xk+11 , · · · , xk+1i−1 , xi, xki+1, · · · , xkN , λk)+ 12
∥∥xi − xki ∥∥2Hi for
some positive definite matrix Hi, i = 1, . . . , N − 1
[Step 2] xk+1N := x
k
N − γ∇NLβ(xk+11 , xk+12 , · · · , xkN , λk)
[Step 3] λk+1 := λk − β
(∑N
i=1Aix
k+1
i − b
)
end for
Remark 3.8 Note that here we actually assumed that all subproblems in Step 1 of Algorithm
2, though possibly nonconvex, can be solved to global optimality. Many important problems
arising from statistics satisfy this assumption. In fact, when the coupled objective is absent
or can be linearized, after choosing some proper matrix Hi, the solution of the corresponding
subproblem is given by the proximal mappings of ri. As we mentioned earlier, many nonconvex
regularization functions such as SCAD, LSP, MCP and Capped-ℓ1 admit closed-form proximal
mappings. Moreover, in Algorithm 2, we can choose
β > max
(
18
√
3 + 6
13
L, max
i=1,2,...,N−1
6L2
σmin(Hi)
)
, (3.8)
and
γ ∈
(
13β −
√
13β2 − 12βL − 72L2
6L2 + βL+ 13β2
,
13β +
√
13β2 − 12βL− 72L2
6L2 + βL+ 13β2
)
(3.9)
which guarantee the convergence rate of the algorithm as shown in Lemma 3.9 and Theorem 3.12.
Before presenting the main result on the iteration complexity of proximal ADMM-g, we
need some lemmas.
Lemma 3.9 Suppose the sequence {(xk1 , · · · , xkN , λk)} is generated by Algorithm 2. The follow-
ing inequality holds
‖λk+1 − λk‖2 ≤ 3(β − 1/γ)2‖xkN − xk+1N ‖2
+3((β − 1/γ)2 + L2)‖xk−1N − xkN‖2 + 3L2
N−1∑
i=1
‖xk+1i − xki ‖2. (3.10)
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Proof. Note that Steps 2 and 3 of Algorithm 2 yield that
λk+1 = (β − 1/γ)(xkN − xk+1N ) +∇Nf(xk+11 , · · · , xk+1N−1, xkN ). (3.11)
Combining (3.11) and (3.1) yields that
‖λk+1 − λk‖2
≤ ‖(∇Nf(xk+11 , · · · , xk+1N−1, xkN )−∇Nf(xk1 , · · · , xkN−1, xk−1N )) + (β − 1/γ)(xkN − xk+1N )
−(β − 1/γ)(xk−1N − xkN )‖2
≤ 3‖∇Nf(xk+11 , · · · , xk+1N−1, xkN )−∇Nf(xk1 , · · · , xkN−1, xk−1N )‖2 + 3(β − 1/γ)2‖xkN − xk+1N ‖2
+3
[
β − 1
γ
]2 ∥∥∥xk−1N − xkN∥∥∥2
≤ 3
[
β − 1
γ
]2 ∥∥∥xkN − xk+1N ∥∥∥2 + 3
[(
β − 1
γ
)2
+ L2
] ∥∥∥xk−1N − xkN∥∥∥2 + 3L2
N−1∑
i=1
∥∥∥xk+1i − xki ∥∥∥2 .

We now define the following function, which will play a crucial role in our analysis:
ΨG (x1, x2, · · · , xN , λ, x¯) = Lβ(x1, x2, · · · , xN , λ) + 3
β
[(
β − 1
γ
)2
+ L2
]
‖xN − x¯‖2 . (3.12)
Lemma 3.10 Suppose the sequence {(xk1 , · · · , xkN , λk)} is generated by Algorithm 2, where the
parameters β and γ are taken according to (3.8) and (3.9) respectively. Then ΨG(x
k+1
1 , · · · , xk+1N , λk+1, xkN )
monotonically decreases over k ≥ 0.
Proof. From Step 1 of Algorithm 2 it is easy to see that
Lβ
(
xk+11 , · · · , xk+1N−1, xkN , λk
)
≤ Lβ
(
xk1, · · · , xkN , λk
)
−
N−1∑
i=1
1
2
∥∥∥xki − xk+1i ∥∥∥2
Hi
. (3.13)
From Step 2 of Algorithm 2 we get that
0 =
(
xkN − xk+1N
)⊤ [
∇f(xk+11 , · · · , xk+1N−1, xkN )− λk + β
(∑N−1
i=1 Aix
k+1
i + x
k
N − b
)
− 1γ
(
xkN − xk+1N
)]
≤ f(xk+11 , · · · , xk+1N−1, xkN )− f(xk+11 , · · · , xk+1N ) + L2
∥∥∥xkN − xk+1N ∥∥∥2 − (xkN − xk+1N )⊤ λk
+β2
∥∥∥xkN − xk+1N ∥∥∥2 + β2
∥∥∥∥N−1∑
i=1
Aix
k+1
i + x
k
N − b
∥∥∥∥
2
− β2
∥∥∥∥N−1∑
i=1
Aix
k+1
i + x
k+1
N − b
∥∥∥∥
2
− 1γ
∥∥∥xkN − xk+1N ∥∥∥2
= Lβ(xk+11 , · · · , xk+1N−1, xkN , λk)−Lβ(xk+11 , · · · , xk+1N , λk) +
(
L+β
2 − 1γ
) ∥∥∥xkN − xk+1N ∥∥∥2 ,
(3.14)
where the inequality follows from (3.2) and (3.3). Moreover, the following equality holds trivially
Lβ(xk+11 , · · · , xk+1N , λk+1) = Lβ(xk+11 , · · · , xk+1N , λk) +
1
β
∥∥∥λk − λk+1∥∥∥2 . (3.15)
Combining (3.13), (3.14), (3.15) and (3.10) yields that
Lβ(xk+11 , · · · , xk+1N , λk+1)− Lβ(xk1 , · · · , xkN , λk)
≤
(
L+ β
2
− 1
γ
)∥∥∥xkN − xk+1N ∥∥∥2 −
N−1∑
i=1
1
2
∥∥∥xki − xk+1i ∥∥∥2
Hi
+
1
β
∥∥∥λk − λk+1∥∥∥2
≤
(
L+ β
2
− 1
γ
+
3
β
[
β − 1
γ
]2)∥∥∥xkN − xk+1N ∥∥∥2 + 3β
[(
β − 1
γ
)2
+ L2
]∥∥∥xk−1N − xkN∥∥∥2
+
N−1∑
i=1
(
xki − xk+1i
)⊤ (3L2
β
I − 1
2
Hi
)(
xki − xk+1i
)
,
12
which further implies that
ΨG(x
k+1
1 , · · · , xk+1N , λk+1, xkN )−ΨG(xk1 , · · · , xkN , λk, xk−1N ) (3.16)
≤
(
L+ β
2
− 1
γ
+
6
β
[
β − 1
γ
]2
+
3L2
β
)∥∥∥xkN − xk+1N ∥∥∥2
−
N−1∑
i=1
∥∥∥xki − xk+1i ∥∥∥21
2
Hi− 3L2β I
.
It is easy to verify that when β > 18
√
3+6
13 L, then γ defined as in (3.9) ensures that γ > 0 and
L+ β
2
− 1
γ
+
6
β
[
β − 1
γ
]2
+
3L2
β
< 0. (3.17)
Therefore, choosing β > max
(
18
√
3+6
13 L, maxi=1,2,...,N−1
6L2
σmin(Hi)
)
and γ as in (3.9) guarantees that
ΨG(x
k+1
1 , · · · , xk+1N , λk+1, xkN ) monotonically decreases over k ≥ 0. In fact, (3.17) can be verified
as follows. By denoting z = β − 1γ , (3.17) is equivalent to
12z2 + 2βz +
(
6L2 + βL− β2) < 0,
which holds when β > 18
√
3+6
13 L and
−β−
√
13β2−12βL−72L2
12 < z <
−β+
√
13β2−12βL−72L2
12 , i.e.,
−13β −
√
13β2 − 12βL− 72L2
12
< −1
γ
<
−13β +
√
13β2 − 12βL− 72L2
12
,
which holds when γ is chosen as in (3.9). 
Lemma 3.11 Suppose the sequence {(xk1 , · · · , xkN , λk)} is generated by Algorithm 2. Under the
same conditions as in Lemma 3.10, for any k ≥ 0, we have
ΨG
(
xk+11 , · · · , xk+1N , λk+1, xkN
)
≥
N−1∑
i=1
r∗i + f
∗,
where r∗i and f
∗ are defined in Assumption 3.2.
Proof. Note that from (3.11), we have
Lβ(xk+11 , · · · , xk+1N , λk+1)
=
N−1∑
i=1
ri(x
k+1
i ) + f(x
k+1
1 , · · · , xk+1N )−
(
N−1∑
i=1
Aix
k+1
i + x
k+1
N − b
)⊤
∇Nf(xk+11 , · · · , xk+1N )
+
β
2
∥∥∥∥∥
N−1∑
i=1
Aix
k+1
i + x
k+1
N − b
∥∥∥∥∥
2
−
(
N−1∑
i=1
Aix
k+1
i + x
k+1
N − b
)⊤ [(
β − 1
γ
)(
xkN − xk+1N
)
+
(
∇Nf(xk+11 , · · · , xk+1N−1, xkN )−∇Nf(xk+11 , · · · , xk+1N )
)]
≥
N−1∑
i=1
ri(x
k+1
i ) + f(x
k+1
1 , · · · , xk+1N−1, b−
N−1∑
i=1
Aix
k+1
i ) +
(
β
2
− β
6
− L
2
)∥∥∥∥∥
N−1∑
i=1
Aix
k+1
i + x
k+1
N − b
∥∥∥∥∥
2
− 3
β
[(
β − 1
γ
)2
+ L2
]∥∥∥xkN − xk+1N ∥∥∥2
≥
N−1∑
i=1
r∗i + f
∗ − 3
β
[(
β − 1
γ
)2
+ L2
] ∥∥∥xkN − xk+1N ∥∥∥2 ,
13
where the first inequality follows from (3.2), and the second inequality is due to β ≥ 3L/2. The
desired result follows from the definition of ΨG in (3.12). 
Now we are ready to give the iteration complexity of Algorithm 2 for finding an ǫ-stationary
solution of (1.1).
Theorem 3.12 Suppose the sequence {(xk1 , · · · , xkN , λk)} is generated by Algorithm 2. Further-
more, suppose that β satisfies (3.8) and γ satisfies (3.9). Denote
κ1 :=
3
β2
[(
β − 1γ
)2
+ L2
]
, κ2 :=
(
|β − 1γ |+ L
)2
, κ3 := max
1≤i≤N−1
(diam(Xi))2 ,
κ4 :=
(
L+ β
√
N max
1≤i≤N
[‖Ai‖22]+ max
1≤i≤N
‖Hi‖2
)2
and
τ := min
{
−
(
L+ β
2
− 1
γ
+
6
β
[
β − 1
γ
]2
+
3L2
β
)
, min
i=1,...,N−1
{
−
(
3L2
β
− σmin(Hi)
2
)}}
> 0.
(3.18)
Then to get an ǫ-stationary solution, the number of iterations that the algorithm runs can be
upper bounded by:
K :=


⌈
2max{κ1,κ2,κ4·κ3}
τ ǫ2
(
ΨG(x
1
1, · · · , x1N , λ1, x0N )−
∑N−1
i=1 r
∗
i − f∗
)⌉
, for Setting 1
⌈
2max{κ1,κ2,κ4}
τ ǫ2
(
ΨG(x
1
1, · · · , x1N , λ1, x0N )−
∑N−1
i=1 r
∗
i − f∗
)⌉
, for Setting 2
(3.19)
and we can further identify one iteration kˆ ∈ argmin
2≤k≤K+1
∑N
i=1
(
‖xki − xk+1i ‖2 + ‖xk−1i − xki ‖2
)
such that (xkˆ1 , · · · , xkˆN ) is an ǫ-stationary solution for optimization problem (1.1) with Lagrange
multiplier λkˆ and AN = I, for Settings 1 and 2 respectively.
Proof. For ease of presentation, denote
θk :=
N∑
i=1
(‖xki − xk+1i ‖2 + ‖xk−1i − xki ‖2). (3.20)
By summing (3.16) over k = 1, . . . ,K, we obtain that
ΨG(x
K+1
1 , · · · , xK+1N , λK+1, xKN )−ΨG(x11, · · · , x1N , λ1, x0N ) ≤ −τ
K∑
k=1
N∑
i=1
∥∥∥xki − xk+1i ∥∥∥2 , (3.21)
where τ is defined in (3.18). By invoking Lemmas 3.10 and 3.11, we get
min
2≤k≤K+1
θk ≤ 1
τ K
[
ΨG(x
1
1, · · · , x1N , λ1, x0N ) + ΨG(x21, · · · , x2N , λ2, x1N )− 2
N∑
i=1
r∗i − 2f∗
]
≤ 2
τ K
[
ΨG(x
1
1, · · · , x1N , λ1, x0N )−
N∑
i=1
r∗i − f∗
]
.
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We now derive upper bounds on the terms in (3.5) and (3.6) through θk. Note that (3.11)
implies that
‖λk+1 −∇Nf(xk+11 , · · · , xk+1N )‖
≤ |β − 1
γ
| ‖xkN − xk+1N ‖+ ‖∇Nf(xk+11 , · · · , xk+1N−1, xkN )−∇f(xk+11 , · · · , xk+1N )‖
≤
[
|β − 1
γ
|+ L
]
‖xkN − xk+1N ‖,
which yields
‖λk+1 −∇Nf(xk+11 , · · · , xk+1N )‖2 ≤
[
|β − 1
γ
|+ L
]2
θk. (3.22)
From Step 3 of Algorithm 2 and (3.10) it is easy to see that
∥∥∥∥N−1∑
i=1
Aix
k+1
i + x
k+1
N − b
∥∥∥∥
2
= 1
β2
‖λk+1 − λk‖2
≤ 3
β2
[
β − 1γ
]2 ∥∥∥xkN − xk+1N ∥∥∥2 + 3β2
[(
β − 1γ
)2
+ L2
] ∥∥∥xk−1N − xkN∥∥∥2
+3L
2
β2
∑N−1
i=1
∥∥∥xki − xk+1i ∥∥∥2
≤ 3
β2
[(
β − 1γ
)2
+ L2
]
θk.
(3.23)
We now derive upper bounds on the terms in (3.4) and (3.7) under the two settings in Table
1, respectively.
Setting 2. Because ri is lower semi-continuous and Xi = Rni , i = 1, . . . , N − 1, it follows
from Step 1 of Algorithm 2 that there exists a general subgradient gi ∈ ∂ri(xk+1i ) such that
dist
(
−∇if(xk+11 , · · · , xk+1N ) +A⊤i λk+1, ∂ri(xk+1i )
)
(3.24)
≤
∥∥∥gi +∇if(xk+11 , · · · , xk+1N )−A⊤i λk+1∥∥∥
=
∥∥∥∥∇if(xk+11 , · · · , xk+1N )−∇if(xk+11 , · · · , xk+1i , xki+1, · · · , xkN )
+βA⊤i
( N∑
j=i+1
Aj(x
k+1
j − xkj )
)
−Hi(xk+1i − xki )
∥∥∥∥
≤ L
√√√√ N∑
j=i+1
‖xkj − xk+1j ‖2 + β ‖Ai‖2
N∑
j=i+1
‖Aj‖2‖xk+1j − xkj ‖
+‖Hi‖2‖xk+1i − xki ‖2
≤
(
L+ β
√
N max
i+1≤j≤N
[‖Aj‖2] ‖Ai‖2
) √√√√ N∑
j=i+1
‖xkj − xk+1j ‖2
+‖Hi‖2‖xk+1i − xki ‖2
≤
(
L+ β
√
N max
1≤i≤N
[‖Ai‖22]+ max
1≤i≤N
‖Hi‖2
)√
θk.
By combining (3.24), (3.22) and (3.23) we conclude that Algorithm 2 returns an ǫ-stationary
solution for (1.1) according to Definition 3.6 under the conditions of Setting 2 in Table 1.
Setting 1. Under this setting, we know ri is Lipschitz continuous and Xi ⊂ Rni is convex and
compact. From Assumption 3.1 and the fact that Xi is compact, we know ri(xi)+f(x1, · · · , xN )
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is locally Lipschitz continuous with respect to xi for i = 1, 2, . . . , N − 1. Similar to (3.24), for
any xi ∈ Xi, Step 1 of Algorithm 2 yields that(
xi − xk+1i
)⊤ [
gi +∇if(xk+11 , · · · , xk+1N )−A⊤i λk+1
]
(3.25)
≥
(
xi − xk+1i
)⊤ [
∇if(xk+11 , · · · , xk+1N )−∇if(xk+11 , · · · , xk+1i , xki+1, · · · , xkN )
+βA⊤i
( N∑
j=i+1
Aj(x
k+1
j − xkj )
)
−Hi(xk+1i − xki )
]
≥ −L diam(Xi)
√√√√ N∑
j=i+1
‖xkj − xk+1j ‖2
−β‖Ai‖2 diam(Xi)
N∑
j=i+1
‖Aj‖2‖xk+1j − xkj‖ − diam(Xi) ‖Hi‖2‖xk+1i − xki ‖2
≥ −
(
β
√
N max
1≤i≤N
[‖Ai‖22]+ L+ max
1≤i≤N
‖Hi‖2
)
max
1≤i≤N−1
[diam(Xi)]
√
θk,
where gi ∈ ∂ri(xk+1i ) is a general subgradient of ri at xk+1i . By combining (3.25), (3.22) and
(3.23) we conclude that Algorithm 2 returns an ǫ-stationary solution for (1.1) according to
Definition 3.5 under the conditions of Setting 1 in Table 1.

Remark 3.13 Note that the potential function ΨG defined in (3.12) is related to the augmented
Lagrangian function. The augmented Lagrangian function has been used as a potential function
in analyzing the convergence of nonconvex splitting and ADMM methods in [2, 32–34, 39]. See
[33] for a more detailed discussion on this.
Remark 3.14 In Step 1 of Algorithm 2, we can also replace the function
f(xk+11 , · · · , xk+1i−1 , xi, xki+1, · · · , xkN )
by its linearization
f(xk+11 , · · · , xk+1i−1 , xki , xki+1, · · · , xkN ) +
(
xi − xki
)⊤
∇if(xk+11 , · · · , xk+1i−1 , xki , xki+1, · · · , xkN ),
so that the subproblem can be solved by computing the proximal mappings of ri, with some
properly chosen matrix Hi for i = 1, . . . , N − 1, and the same iteration bound still holds.
3.4 Proximal majorization ADMM (proximal ADMM-m)
Our proximal ADMM-m solves (1.1) under the condition that AN has full row rank. In this
section, we use σN to denote the smallest eigenvalue of ANA
⊤
N . Note that σN > 0 because AN
has full row rank. Our proximal ADMM-m can be described as follows
In Algorithm 3, U(x1, · · · , xN−1, xN , λ, x¯) is defined as
U(x1, · · · , xN−1, xN , λ, x¯) = f(x1, · · · , xN−1, x¯) + (xN − x¯)⊤∇Nf(x1, · · · , xN−1, x¯)
+
L
2
‖xN − x¯‖2 −
〈
λ,
N∑
i=1
Aixi − b
〉
+
β
2
∥∥∥∥∥
N∑
i=1
Aixi − b
∥∥∥∥∥
2
.
Moreover, β can be chosen as
β > max
{
18L
σN
, max
1≤i≤N−1
{
6L2
σNσmin(Hi)
}}
. (3.26)
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Algorithm 3 Proximal majorization ADMM (proximal ADMM-m) for solving (1.1) with AN
being full row rank
Require: Given
(
x01, x
0
2, · · · , x0N
) ∈ X1 × · · · × XN−1 × RnN , λ0 ∈ Rm
for k = 0, 1, . . . do
[Step 1] xk+1i := argminxi∈Xi Lβ(xk+11 , · · · , xk+1i−1 , xi, xki+1, · · · , xkN , λk)+ 12
∥∥xi − xki ∥∥2Hi for
some positive definite matrix Hi, i = 1, . . . , N − 1
[Step 2] xk+1N := argminxN U(x
k+1
1 , · · · , xk+1N−1, xN , λk, xkN )
[Step 3] λk+1 := λk − β
(∑N
i=1Aix
k+1
i − b
)
end for
to guarantee the convergence rate of the algorithm shown in Lemma 3.16 and Theorem 3.18.
It is worth noting that the proximal ADMM-m and proximal ADMM-g differ only in Step 2:
Step 2 of proximal ADMM-g takes a gradient step of the augmented Lagrangian function with
respect to xN , while Step 2 of proximal ADMM-m requires to minimize a quadratic function of
xN .
We provide some lemmas that are useful in analyzing the iteration complexity of proximal
ADMM-m for solving (1.1).
Lemma 3.15 Suppose the sequence {(xk1 , · · · , xkN , λk)} is generated by Algorithm 3. The fol-
lowing inequality holds
∥∥∥λk+1 − λk∥∥∥2 ≤ 3L2
σN
∥∥∥xkN − xk+1N ∥∥∥2 + 6L2σN
∥∥∥xk−1N − xkN∥∥∥2 + 3L2σN
N−1∑
i=1
∥∥∥xki − xk+1i ∥∥∥2 . (3.27)
Proof. From the optimality conditions of Step 2 of Algorithm 3, we have
0 = ∇Nf(xk+11 , · · · , xk+1N−1, xkN )−A⊤Nλk + βA⊤N
(
N∑
i=1
Aix
k+1
i − b
)
− L
(
xkN − xk+1N
)
= ∇Nf(xk+11 , · · · , xk+1N−1, xkN )−A⊤Nλk+1 − L
(
xkN − xk+1N
)
,
where the second equality is due to Step 3 of Algorithm 3. Therefore, we have
‖λk+1 − λk‖2 ≤ σ−1N ‖A⊤Nλk+1 −A⊤Nλk‖2
≤ σ−1N ‖(∇Nf(xk+11 , · · · , xk+1N−1, xkN )−∇Nf(xk1, · · · , xkN−1, xk−1N ))− L(xkN − xk+1N ) + L(xk−1N − xkN )‖2
≤ 3
σN
‖∇Nf(xk+11 , · · · , xk+1N−1, xkN )−∇Nf(xk1 , · · · , xkN−1, xk−1N )‖2 +
3L2
σN
(‖xkN − xk+1N ‖2 + ‖xk−1N − xkN‖2)
≤ 3L
2
σN
‖xkN − xk+1N ‖2 +
6L2
σN
‖xk−1N − xkN‖2 +
3L2
σN
N−1∑
i=1
‖xki − xk+1i ‖2.

We define the following function that will be used in the analysis of proximal ADMM-m:
ΨL (x1, · · · , xN , λ, x¯) = Lβ(x1, · · · , xN , λ) + 6L
2
βσN
‖xN − x¯‖2 .
Similar to the function used in proximal ADMM-g, we can prove the monotonicity and bound-
edness of function ΨL.
Lemma 3.16 Suppose the sequence {(xk1 , · · · , xkN , λk)} is generated by Algorithm 3, whereβ is
chosen according to (3.26). Then ΨL(x
k+1, · · · , xk+1N , λk+1, xkN ) monotonically decreases over
k > 0.
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Proof. By Step 1 of Algorithm 3 one observes that
Lβ
(
xk+11 , · · · , xk+1N−1, xkN , λk
)
≤ Lβ
(
xk1, · · · , xkN , λk
)
−
N−1∑
i=1
1
2
∥∥∥xki − xk+1i ∥∥∥2
Hi
, (3.28)
while by Step 2 of Algorithm 3 we have
0 =
(
xkN − xk+1N
)⊤ [
∇Nf(xk+11 , · · · , xk+1N−1, xkN )−AN⊤λk
+βAN
⊤
(∑N
i=1Aix
k+1
i − b
)
− L
(
xkN − xk+1N
)]
≤ f(xk+11 , · · · , xk+1N−1, xkN )− f(xk+11 , · · · , xk+1N )− L2
∥∥∥xkN − xk+1N ∥∥∥2
−
(∑N−1
i=1 Aix
k+1
i +ANx
k
N − b
)⊤
λk +
(∑N
i=1Aix
k+1
i − b
)⊤
λk
+β2
∥∥∥∑N−1i=1 Aixk+1i +ANxkN − b∥∥∥2 − β2 ∥∥∥∑Ni=1Aixk+1i − b∥∥∥2
−β2
∥∥∥ANxkN −ANxk+1N ∥∥∥2
≤ Lβ(xk+11 , · · · , xk+1N−1, xkN , λk)− Lβ(xk+11 , · · · , xk+1N , λk)− L2
∥∥∥xkN − xk+1N ∥∥∥2 ,
(3.29)
where the first inequality is due to (3.2) and (3.3). Moreover, from (3.27) we have
Lβ(xk+11 , · · · , xk+1N , λk+1)− Lβ(xk+11 , · · · , xk+1N , λk) =
1
β
‖λk − λk+1‖2 (3.30)
≤ 3L
2
βσN
‖xkN − xk+1N ‖2 +
6L2
βσN
‖xk−1N − xkN‖2 +
3L2
βσN
N−1∑
i=1
‖xki − xk+1i ‖2.
Combining (3.28), (3.29) and (3.30) yields that
Lβ(xk+11 , · · · , xk+1N , λk+1)− Lβ(xk1 , · · · , xkN , λk)
≤
(
3L2
βσN
− L
2
)
‖xkN − xk+1N ‖2 +
N−1∑
i=1
‖xki − xk+1i ‖23L2
βσN
I− 1
2
Hi
+
6L2
βσN
‖xk−1N − xkN‖2,
which further implies that
ΨL(x
k+1
1 , · · · , xk+1N , λk+1, xkN )−ΨL(xk1 , · · · , xkN , λk, xk−1N ) (3.31)
≤
(
9L2
βσN
− L
2
)∥∥∥xkN − xk+1N ∥∥∥2 +
N−1∑
i=1
(
3L2
βσN
− σmin(Hi)
2
)∥∥∥xki − xk+1i ∥∥∥2 < 0,
where the second inequality is due to (3.26). This completes the proof. 
The following lemma shows that the function ΨL is lower bounded.
Lemma 3.17 Suppose the sequence {(xk1 , · · · , xkN , λk)} is generated by Algorithm 3. Under the
same conditions as in Lemma 3.16, the sequence {ΨL(xk+1, · · · , xk+1N , λk+1, xkN )} is bounded
from below.
Proof. From Step 3 of Algorithm 3 we have
ΨL(x
k+1
1 , · · · , xk+1N , λk+1, xkN ) ≥ Lβ(xk+11 , · · · , xk+1N , λk+1)
=
∑N−1
i=1 ri(x
k+1
i ) + f(x
k+1
1 , · · · , xk+1N )−
(∑N
i=1Aix
k+1
i − b
)⊤
λk+1 + β2
∥∥∥∑Ni=1Aixk+1i − b∥∥∥2
=
∑N−1
i=1 ri(x
k+1
i ) + f(x
k+1
1 , · · · , xk+1N )− 1β (λk − λk+1)⊤λk+1 + 12β‖λk − λk+1‖2
=
∑N−1
i=1 ri(x
k+1
i ) + f(x
k+1
1 , · · · , xk+1N )− 12β ‖λk‖2 + 12β‖λk+1‖2 + 1β‖λk − λk+1‖2
≥ ∑N−1i=1 r∗i + f∗ − 12β‖λk‖2 + 12β‖λk+1‖2,
(3.32)
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where the third equality follows from (3.3). Summing this inequality over k = 0, 1, . . . ,K − 1
for any integer K ≥ 1 yields that
1
K
K−1∑
k=0
ΨL
(
xk+11 , · · · , xk+1N , λk+1, xkN
)
≥
N−1∑
i=1
r∗i + f
∗ − 1
2β
∥∥λ0∥∥2 .
Lemma 3.16 stipulates that {ΨL(xk+11 , · · · , xk+1N , λk+1, xkN )} is a monotonically decreasing se-
quence; the above inequality thus further implies that the entire sequence is bounded from
below. 
We are now ready to give the iteration complexity of proximal ADMM-m, whose proof is
similar to that of Theorem 3.12.
Theorem 3.18 Suppose the sequence {(xk1 , · · · , xkN , λk)} is generated by proximal ADMM-m
(Algorithm 3), and β satisfies (3.26). Denote
κ1 :=
6L2
β2σN
, κ2 := 4L
2, κ3 := max
1≤i≤N−1
(diam(Xi))2 ,
κ4 :=
(
L+ β
√
N max
1≤i≤N
[‖Ai‖22]+ max
1≤i≤N
‖Hi‖2
)2
,
and
τ := min
{
−
(
9L2
βσN
− L
2
)
, min
i=1,...,N−1
{
−
(
3L2
βσN
− σmin(Hi)
2
)}}
> 0. (3.33)
Then to get an ǫ-stationary solution, the number of iterations that the algorithm runs can be
upper bounded by:
K :=


⌈
2max{κ1,κ2,κ4·κ3}
τ ǫ2
(ΨL(x
1
1, · · · , x1N , λ1, x0N )−
∑N−1
i=1 r
∗
i − f∗)
⌉
, for Setting 1
⌈
2max{κ1,κ2,κ4}
τ ǫ2 (ΨL(x
1
1, · · · , x1N , λ1, x0N )−
∑N−1
i=1 r
∗
i − f∗)
⌉
, for Setting 2
(3.34)
and we can further identify one iteration kˆ ∈ argmin
2≤k≤K+1
∑N
i=1
(
‖xki − xk+1i ‖2 + ‖xk−1i − xki ‖2
)
,
such that (xkˆ1 , · · · , xkˆN ) is an ǫ-stationary solution for (1.1) with Lagrange multiplier λkˆ and
AN being full row rank, for Settings 1 and 2 respectively.
Proof. By summing (3.31) over k = 1, . . . ,K, we obtain that
ΨL(x
K+1
1 , · · · , xK+1N , λK+1, xKN )−ΨL(x11, · · · , x1N , λ1, x0N ) ≤ −τ
K∑
k=1
N∑
i=1
∥∥∥xki − xk+1i ∥∥∥2 , (3.35)
where τ is defined in (3.33). From Lemma 3.17 we know that there exists a constant Ψ∗L such
that Ψ(xk+11 , · · · , xk+1N , λk+1, xkN ) ≥ Ψ∗L holds for any k ≥ 1. Therefore,
min
2≤k≤K+1
θk ≤ 2
τ K
[
ΨL(x
1
1, · · · , x1N , λ1, x0N )−Ψ∗L
]
, (3.36)
where θk is defined in (3.20), i.e., for K defined as in (3.34), θkˆ = O(ǫ
2).
We now give upper bounds to the terms in (3.5) and (3.6) through θk. Note that Step 2 of
Algorithm 3 implies that
‖A⊤Nλk+1 −∇Nf(xk+11 , · · · , xk+1N )‖
≤ L ‖xkN − xk+1N ‖+ ‖∇Nf(xk+11 , · · · , xk+1N−1, xkN )−∇Nf(xk+11 , · · · , xk+1N )‖
≤ 2L ‖xkN − xk+1N ‖,
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which implies that
‖A⊤Nλk+1 −∇Nf(xk+11 , · · · , xk+1N )‖2 ≤ 4L2θk. (3.37)
By Step 3 of Algorithm 3 and (3.27) we have∥∥∥∥∥
N∑
i=1
Aix
k+1
i − b
∥∥∥∥∥
2
=
1
β2
‖λk+1 − λk‖2 (3.38)
≤ 3L
2
β2σN
∥∥∥xkN − xk+1N ∥∥∥2 + 6L2β2σN
∥∥∥xk−1N − xkN∥∥∥2 + 3L2β2σN
N−1∑
i=1
∥∥∥xki − xk+1i ∥∥∥2
≤ 6L
2
β2σN
θk.
The remaining proof is to give upper bounds to the terms in (3.4) and (3.7). Since the proof
steps are almost the same as Theorem 3.12, we shall only provide the key inequalities below.
Setting 2. Under conditions in Setting 2 in Table 1, the inequality (3.24) becomes
dist
(
−∇if(xk+11 , · · · , xk+1N ) +A⊤i λk+1, ∂ri(xk+1i )
)
≤
(
L+ β
√
N max
1≤i≤N
[‖Ai‖22]+ max
1≤i≤N
‖Hi‖2
)√
θk. (3.39)
By combining (3.39), (3.37) and (3.38) we conclude that Algorithm 3 returns an ǫ-stationary
solution for (1.1) according to Definition 3.6 under the conditions of Setting 2 in Table 1.
Setting 1. Under conditions in Setting 1 in Table 1, the inequality (3.25) becomes(
xi − xk+1i
)⊤ [
gi +∇if(xk+11 , · · · , xk+1N )−A⊤i λk+1
]
(3.40)
≥ −
(
β
√
N max
1≤i≤N
[‖Ai‖22]+ L+ max
1≤i≤N
‖Hi‖2
)
max
1≤i≤N−1
[diam(Xi)]
√
θk.
By combining (3.40), (3.37) and (3.38) we conclude that Algorithm 3 returns an ǫ-stationary
solution for (1.1) according to Definition 3.5 under the conditions of Setting 1 in Table 1.

Remark 3.19 In Step 1 of Algorithm 3, we can replace the function
f(xk+11 , · · · , xk+1i−1 , xi, xki+1, · · · , xkN ) by its linearization
f(xk+11 , · · · , xk+1i−1 , xki , xki+1, · · · , xkN ) +
(
xi − xki
)⊤
∇if(xk+11 , · · · , xk+1i−1 , xki , xki+1, · · · , xkN ).
Under the same conditions as in Remark 3.14, the same iteration bound follows by slightly
modifying the analysis above.
4 Extensions
4.1 Relaxing the assumption on the last block variable xN
It is noted that in (1.1), we have some restrictions on the last block variable xN , i.e., rN ≡ 0
and AN = I or is full row rank. In this subsection, we show how to remove these restrictions
and consider the more general problem
min f(x1, x2, · · · , xN ) +
N∑
i=1
ri(xi)
s.t.
∑N
i=1Aixi = b, i = 1, . . . , N,
(4.1)
where xi ∈ Rni and Ai ∈ Rm×ni , i = 1, . . . , N .
Before proceeding, we make the following assumption on (4.1).
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Assumption 4.1 Denote n = n1 + · · · + nN . For any compact set S ⊆ Rn, and any sequence
λj ∈ Rm with ‖λj‖ → ∞, j = 1, 2, . . ., the following limit
lim
j→∞
dist(−∇f(x1, · · · , xN ) +A⊤λj,
N∑
i=1
∂ri(xi))→∞
holds uniformly for all (x1, · · · , xN ) ∈ S, where A = [A1, . . . , AN ].
Remark that the above implies A to have full row-rank. Furthermore, if f is continuously
differentiable and ∂ri(S) :=
⋃
x∈S ∂ri(x) is a compact set for any compact set S, and A has
full row rank, then Assumption 4.1 trivially holds. On the other hand, for popular non-convex
regularization functions, such as SCAD, MCP and Capped ℓ1-norm, it can be shown that the
corresponding set ∂ri(S) is indeed compact set for any compact set S, and so Assumption 4.1
holds in all these cases.
We introduce the following problem that is closely related to (4.1):
min f(x1, x2, · · · , xN ) +
N∑
i=1
ri(xi) +
µ(ǫ)
2 ‖y‖2
s.t.
∑N
i=1Aixi + y = b, i = 1, . . . , N,
(4.2)
where ǫ > 0 is the target tolerance, and µ(ǫ) is a function of ǫ which will be specified later.
Now, proximal ADMM-m is ready to be used for solving (4.2) because AN+1 = I and y is
unconstrained. We have the following iteration complexity result for proximal ADMM-m to
obtain an ǫ-stationary solution of (4.1); proximal ADMM-g can be analyzed similarly.
Theorem 4.2 Consider problem (4.1) under Setting 2 in Table 1. Suppose that Assumption 4.1
holds, and the objective in (4.1), i.e., f+
∑N
i=1 ri, has a bounded level set. Furthermore, suppose
that f has a Lipschitz continuous gradient with Lipschitz constant L, and A is of full row rank.
Now let the sequence {(xk1 , · · · , xkN , yk, λk)} be generated by proximal ADMM-m for solving (4.2)
with initial iterates y0 = λ0 = 0, and (x01, · · · , x0N ) such that
∑N
i=1Aix
0
i = b. Assume that the
target tolerance ǫ satisfies
0 < ǫ < min
{
1
L
,
1
6τ¯
}
, where τ¯ =
1
2
min
i=1,...,N
{σmin(Hi)}. (4.3)
Then in no more than O(1/ǫ4) iterations we will reach an iterate (xKˆ+11 , · · · , xKˆ+1N , yKˆ+1) that is
an ǫ-stationary solution for (4.2) with Lagrange multiplier λKˆ+1. Moreover, (xKˆ+11 , · · · , xKˆ+1N )
is an ǫ-stationary solution for (4.1) with Lagrange multiplier λKˆ+1.
Proof. Denote the penalty parameter as β(ǫ). The augmented Lagrangian function of (4.2) is
given by
Lβ(ǫ)(x1, · · · , xN , y, λ) := f(x1, · · · , xN ) +
∑N
i=1 ri(xi) +
µ(ǫ)
2 ‖y‖2 − 〈λ,
∑N
i=1Aixi + y − b〉
+β(ǫ)2 ‖
∑N
i=1Aixi + y − b‖2.
Now we set
µ(ǫ) = 1/ǫ, and β(ǫ) = 3/ǫ. (4.4)
From (4.3) we have µ(ǫ) > L. This implies that the Lipschitz constant of the smooth part of the
objective of (4.2) is equal to µ(ǫ). Then from the optimality conditions of Step 2 of Algorithm
3, we have µ(ǫ)yk = λk,∀k ≥ 1.
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Similar to Lemma 3.16, we can prove that Lβ(ǫ)(xk1 , . . . , xkN , yk, λk) monotonically decreases.
Specifically, since µ(ǫ)yk = λk, combining (3.28), (3.29) and the equality in (3.30) yields,
Lβ(ǫ)(xk+11 , · · · , xk+1N , yk+1, λk+1)− Lβ(ǫ)(xk1 , · · · , xkN , yk, λk)
≤ −1
2
N∑
i=1
‖xki − xk+1i ‖2Hi −
(
µ(ǫ)
2
− µ(ǫ)
2
β(ǫ)
)
‖yk − yk+1‖2 < 0, (4.5)
where the last inequality is due to (4.4).
Similar to Lemma 3.17, we can prove that Lβ(ǫ)(xk1 , · · · , xkN , yk, λk) is bounded from below,
i.e., the exists a constant L∗ = f∗ +∑Ni=1 r∗i such that
Lβ(ǫ)(xk1 , · · · , xkN , yk, λk) ≥ L∗, for all k.
Actually the following inequalities lead to the above fact:
Lβ(ǫ)(xk1 , · · · , xkN , yk, λk)
= f(xk1, · · · , xkN ) +
N∑
i=1
ri(x
k
i ) +
µ(ǫ)
2
‖yk‖2 −
〈
λk,
N∑
i=1
Aix
k
i + y
k − b
〉
+
β(ǫ)
2
∥∥∥∥∥
N∑
i=1
Aix
k
i + y
k − b
∥∥∥∥∥
2
= f(xk1, · · · , xkN ) +
N∑
i=1
ri(x
k
i ) +
µ(ǫ)
2
‖yk‖2 −
〈
µ(ǫ)yk,
N∑
i=1
Aix
k
i + y
k − b
〉
+
β(ǫ)
2
∥∥∥∥∥
N∑
i=1
Aix
k
i + y
k − b
∥∥∥∥∥
2
≥ L∗ + µ(ǫ)

1
2
∥∥∥∥∥
N∑
i=1
Aix
k
i − b
∥∥∥∥∥
2
+
(
β(ǫ)− µ(ǫ)
2µ(ǫ)
)∥∥∥∥∥
N∑
i=1
Aix
k
i + y
k − b
∥∥∥∥∥
2

 ≥ L∗, (4.6)
where the second equality is from µ(ǫ)yk = λk, and the last inequality is due to (4.4). Moreover,
denote L0 ≡ Lβ(ǫ)(x01, · · · , x0N , y0, λ0), which is a constant independent of ǫ.
Furthermore, for any integer K ≥ 1, summing (4.5) over k = 0, . . . ,K yields
Lβ(ǫ)(xK+11 , · · · , xK+1N , yK+1, λK+1)− L0 ≤ −τ¯
K∑
k=0
θk, (4.7)
where θk :=
∑N
i=1 ‖xki − xk+1i ‖2 + ‖yk − yk+1‖2. Note that (4.7) and (4.6) imply that
min
0≤k≤K
θk ≤ 1
τ¯K
(L0 − L∗) . (4.8)
Similar to (3.24), it can be shown that for i = 1, . . . , N ,
dist
(
−∇if(xk+11 , · · · , xk+1N ) +A⊤i λk+1, ∂ri(xk+1i )
)
≤
(
L+ β(ǫ)
√
N max1≤i≤N ‖Ai‖22 +max1≤i≤N ‖Hi‖2
)√
θk.
(4.9)
Set K = 1/ǫ4 and denote Kˆ = argmin0≤k≤K θk. Then we know θKˆ = O(ǫ
4). As a result,
∥∥∥∥∥
N∑
i=1
Aix
Kˆ+1
i + y
Kˆ+1 − b
∥∥∥∥∥
2
=
1
β(ǫ)2
‖λKˆ+1 − λKˆ‖2 = µ(ǫ)
2
β(ǫ)2
‖yKˆ+1 − yKˆ‖2 ≤ 1
9
θKˆ = O(ǫ
4).
(4.10)
Note that (4.6) also implies that f(xk1, · · · , xkN ) +
∑N
i=1 ri(x
k
i ) is upper-bounded by a constant.
Thus, from the assumption that the level set of the objective is bounded, we know (xk1 , · · · , xkN )
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is bounded. Then Assumption 4.1 implies that λk bounded, which results in ‖yk‖ = O(ǫ).
Therefore, from (4.10) we have∥∥∥∥∥
N∑
i=1
Aix
Kˆ+1
i − b
∥∥∥∥∥ ≤
∥∥∥∥∥
N∑
i=1
Aix
Kˆ+1
i + y
Kˆ+1 − b
∥∥∥∥∥+
∥∥∥yKˆ+1∥∥∥ = O(ǫ),
which combining with (4.9) yields that (xKˆ+11 , · · · , xKˆ+1N ) is an ǫ-stationary solution for (4.1)
with Lagrange multiplier λKˆ+1, according to Definition 3.6. 
Remark 4.3 Without Assumption 4.1, we can still provide an iteration complexity of proximal
ADMM-m, but the complexity bound is worse than O(1/ǫ4). To see this, note that because
Lβ(ǫ)(xk1 , · · · , xkN , yk, λk) monotonically decreases, the first inequality in (4.6) implies that
µ(ǫ)
1
2
∥∥∥∥∥
N∑
i=1
Aix
k
i − b
∥∥∥∥∥
2
≤ L0 − L∗,∀k. (4.11)
Therefore, by setting K = 1/ǫ6, µ(ǫ) = 1/ǫ2 and β(ǫ) = 3/ǫ2 instead of (4.4), and combining
(4.9) and (4.11), we conclude that (xKˆ+11 , · · · , xKˆ+1N ) is an ǫ-stationary solution for (4.1) with
Lagrange multiplier λKˆ+1, according to Definition 3.6.
4.2 Proximal BCD (Block Coordinate Descent)
In this section, we apply a proximal block coordinate descent method to solve the following
variant of (1.1) and present its iteration complexity:
min F (x1, x2, · · · , xN ) := f(x1, x2, · · · , xN ) +
N∑
i=1
ri(xi)
s.t. xi ∈ Xi, i = 1, . . . , N,
(4.12)
where f is differentiable, ri is nonsmooth, and Xi ⊂ Rni is a closed convex set for i = 1, 2, . . . , N .
Note that f and ri can be nonconvex functions. Our proximal BCD method for solving (4.12)
is described in Algorithm 4.
Algorithm 4 A proximal BCD method for solving (4.12)
Require: Given
(
x01, x
0
2, · · · , x0N
) ∈ X1 × · · · × XN
for k = 0, 1, . . . do
Update block xi in a cyclic order, i.e., for i = 1, . . . , N (Hi positive definite):
xk+1i := argmin
xi∈Xi
F (xk+11 , · · · , xk+1i−1 , xi, xki+1, · · · , xkN ) +
1
2
∥∥∥xi − xki ∥∥∥2
Hi
. (4.13)
end for
Similar to the settings in Table 1, depending on the properties of ri and Xi, the ǫ-stationary
solution for (4.12) is as follows.
Definition 4.4 (x∗1, . . . , x
∗
N , λ
∗) is called an ǫ-stationary solution for (4.12), if
(i) ri is Lipschitz continuous, Xi is convex and compact, and for any xi ∈ Xi, i = 1, . . . , N ,
it holds that (gi = ∂ri(x
∗
i ) denotes a generalized subgradient of ri)
(xi − x∗i )⊤ [∇if(x∗1, · · · , x∗N ) + gi] ≥ −ǫ;
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(ii) or, if ri is lower semi-continuous, Xi = Rni for i = 1, . . . , N , it holds that
dist (−∇if(x∗1, · · · , x∗N ), ∂ri(x∗i )) ≤ ǫ.
We now show that the iteration complexity of Algorithm 4 can be obtained from that of
proximal ADMM-g. By introducing an auxiliary variable xN+1 and an arbitrary vector b ∈ Rm,
problem (4.12) can be equivalently rewritten as
min f(x1, x2, · · · , xN ) +
N∑
i=1
ri(xi)
s.t. xN+1 = b, xi ∈ Xi, i = 1, . . . , N.
(4.14)
It is easy to see that applying proximal ADMM-g to solve (4.14) (with xN+1 being the last block
variable) reduces exactly to Algorithm 4. Hence, we have the following iteration complexity
result of Algorithm 4 for obtaining an ǫ-stationary solution of (4.12).
Theorem 4.5 Suppose the sequence {(xk1 , · · · , xkN )} is generated by proximal BCD (Algorithm
4). Denote
κ5 := (L+ max
1≤i≤N
‖Hi‖2)2, κ6 := max
1≤i≤N
(diam(Xi))2.
Letting
K :=


⌈
κ5·κ6
τ ǫ2
(ΨG(x
1
1, · · · , x1N , λ1, x0N )−
∑N
i=1 r
∗
i − f∗)
⌉
for Setting 1
⌈
κ5
τ ǫ2
(ΨG(x
1
1, · · · , x1N , λ1, x0N )−
∑N
i=1 r
∗
i − f∗)
⌉
for Setting 2
with τ being defined in (3.18), and Kˆ := min
1≤k≤K
∑N
i=1
(
‖xki − xk+1i ‖2
)
, we have that (xKˆ1 , · · · , xKˆN )
is an ǫ-stationary solution for problem (4.12).
Proof. Note that A1 = · · · = AN = 0 and AN+1 = I in problem (4.14). By applying proximal
ADMM-g with β > max
{
18L, max
1≤i≤N
{
6L2
σmin(Hi)
}}
, Theorem 3.12 holds. In particular, (3.24)
and (3.25) are valid in different settings with β
√
N max
i+1≤j≤N+1
[‖Aj‖2] ‖Ai‖2 = 0 for i = 1, . . . , N ,
which leads to the choices of κ5 and κ6 in the above. Moreover, we do not need to consider the
optimality with respect to xN+1 and the violation of the affine constraints, thus κ1 and κ2 in
Theorem 3.12 are excluded in the expression of K, and the conclusion follows. 
5 Numerical Experiments
We consider the following nonconvex and nonsmooth model of robust tensor PCA with ℓ1 norm
regularization for third-order tensor of dimension I1 × I2 × I3. Given an initial estimate R of
the CP-rank, we aim to solve the following problem:
minA,B,C,Z,E,B ‖Z − JA,B,CK‖2 + α ‖E‖1 + αN ‖B‖2F
s.t. Z + E + B = T , (5.1)
where A ∈ RI1×R, B ∈ RI2×R, C ∈ RI3×R. The augmented Lagrangian function of (5.1) is
given by
Lβ(A,B,C,Z, E ,B,Λ)
= ‖Z − JA,B,CK‖2 + α ‖E‖1 + αN ‖B‖2 − 〈Λ,Z + E + B − T 〉+ β
2
‖Z + E + B − T ‖2.
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The following identities are useful for our presentation later:
‖Z − JA,B,CK‖2 = ‖Z(1) −A(C ⊙B)⊤‖2 = ‖Z(2) −B(C ⊙A)⊤‖2 = ‖Z(3) − C(B ⊙A)⊤‖2,
where Z(i) stands for the mode-i unfolding of tensor Z and ⊙ stands for the Khatri-Rao product
of matrices.
Note that there are six block variables in (5.1), and we choose B as the last block variable.
A typical iteration of proximal ADMM-g for solving (5.1) can be described as follows (we chose
Hi = δiI, with δi > 0, i = 1, . . . , 5):

Ak+1 =
(
(Z)k(1)(C
k ⊙Bk) + δ12 Ak
)(
((Ck)⊤Ck) ◦ ((Bk)⊤Bk) + δ12 IR×R
)−1
Bk+1 =
(
(Z)k(2)(C
k ⊙Ak+1) + δ22 Bk
)(
((Ck)⊤Ck) ◦ ((Ak+1)⊤Ak+1) + δ22 IR×R
)−1
Ck+1 =
(
(Z)k(3)(B
k+1 ⊙Ak+1) + δ32 Ck
)(
((Bk+1)⊤Bk+1) ◦ ((Ak+1)⊤Ak+1) + δ32 IR×R
)−1
Ek+1
(1)
= S
(
β
β+δ4
(T(1) +
1
βΛ
k
(1) −Bk(1) − Zk(1)) + δ4β+δ4Ek(1), αβ+δ4
)
Zk+1(1) =
1
2+2δ5+β
(
2Ak+1(Ck+1 ⊙Bk+1)⊤ + 2δ5 (Z(1))k + Λk(1) − β(Ek+1(1) +Bk(1) − T(1))
)
Bk+1(1) = B
k
(1) − γ
(
2αNBk(1) − Λk(1) + β(Ek+1(1) + Zk+1(1) +Bk(1) − T(1))
)
Λk+1(1) = Λ
k
(1) − β
(
Zk+1(1) + E
k+1
(1) +B
k+1
(1) − T(1)
)
where ◦ is the matrix Hadamard product and S stands for the soft shrinkage operator. The
updates in proximal ADMM-m are almost the same as proximal ADMM-g except B(1) is updated
as
Bk+1(1) =
1
L+ β
(
(L− 2αN )Bk(1) + Λk(1) − β(Ek+1(1) + Zk+1(1) − T(1))
)
.
On the other hand, note that (5.1) can be equivalently written as
min
A,B,C,Z,E
‖Z − JA,B,CK‖2 + α ‖E‖1 + αN ‖Z + E − T ‖2F , (5.2)
which can be solved by the classical BCD method as well as our proximal BCD (Algorithm 4).
In the following we shall compare the numerical performance of BCD, proximal BCD, prox-
imal ADMM-g and proximal ADMM-m for solving (5.1). We let α = 2/max{√I1,
√
I2,
√
I3}
and αN = 1 in model (5.1). We apply proximal ADMM-g and proximal ADMM-m to solve
(5.1), and apply BCD and proximal BCD to solve (5.2). In all the four algorithms we set the
maximum iteration number to be 2000, and the algorithms are terminated either when the
maximum iteration number is reached or when θk as defined in (3.20) is less than 10
−6. The
parameters used in the two ADMM variants are specified in Table 2.
Hi, i = 1, . . . , 5 β γ
proximal ADMM-g 12β · I 4 1β
proximal ADMM-m 25β · I 5 -
Table 2: Choices of parameters in the two ADMM variants.
In the experiment, we randomly generate 20 instances for fixed tensor dimension and CP-
rank. Suppose the low-rank part Z0 is of rank RCP . It is generated by
Z0 =
RCP∑
r=1
a1,r ⊗ a2,r ⊗ a3,r,
where vectors ai,r are generated from standard Gaussian distribution for i = 1, 2, 3, r =
1, . . . , RCP . Moreover, a sparse tensor E0 is generated with cardinality of 0.001 · I1I2I3 such
25
that each nonzero component follows from standard Gaussian distribution. Finally, we generate
noise B0 = 0.001 ∗ Bˆ, where Bˆ is a Gaussian tensor. Then we set T = Z0 + E0 + B0 as the
observed data in (5.1). A proper initial guess R of the true rank RCP is essential for the success
of our algorithms. We can borrow the strategy in matrix completion [55], and start from a large
R (R ≥ RCP ) and decrease it aggressively once a dramatic change in the recovered tensor Z is
observed. We report the average performance of 20 instances of the four algorithms with initial
guess R = RCP , R = RCP + 1 and R = RCP + ⌈0.2 ∗RCP ⌉ in Tables 3, 4 and 5, respectively.
RCP proximal ADMM-g proximal ADMM-m BCD proximal BCD
Iter. Err. Num Iter. Err. Num Iter. Err. Num Iter. Err. Num
Tensor Size 10× 20 × 30
3 371.80 0.0362 19 395.25 0.0362 19 678.15 0.7093 1 292.80 0.0362 19
10 632.10 0.0320 17 566.15 0.0320 17 1292.10 0.9133 0 356.00 0.0154 19
15 529.25 0.0165 18 545.05 0.0165 18 1458.65 0.9224 0 753.75 0.0404 15
Tensor Size 15 × 25× 40
5 516.30 0.0163 19 636.85 0.0437 17 611.25 0.8597 0 434.25 0.0358 18
10 671.80 0.0345 17 723.20 0.0385 17 1223.60 0.9072 0 592.60 0.0335 17
20 776.70 0.0341 16 922.25 0.0412 15 1716.05 0.9544 0 916.90 0.0416 14
Tensor Size 30 × 50× 70
8 909.05 0.1021 13 1004.30 0.1006 13 1094.05 0.9271 0 798.05 0.1059 13
20 1304.65 0.1233 7 1386.75 0.1387 6 1635.80 0.9668 0 1102.85 0.1444 5
40 1261.25 0.0623 10 1387.40 0.0779 7 2000.00 0.9798 0 1096.80 0.0610 9
Table 3: Numerical results for tensor robust PCA with initial guess R = RCP
RCP proximal ADMM-g proximal ADMM-m BCD proximal BCD
Iter. Err. Num Iter. Err. Num Iter. Err. Num Iter. Err. Num
Tensor Size 10× 20 × 30
3 1830.65 0.0032 20 1758.90 0.0032 20 462.90 0.7763 0 1734.85 0.0032 20
10 1493.20 0.0029 20 1586.00 0.0029 20 1277.15 0.9133 0 1137.15 0.0029 20
15 1336.65 0.0078 19 1486.40 0.0031 20 1453.30 0.9224 0 945.05 0.0106 19
Tensor Size 15 × 25× 40
5 1267.10 0.0019 20 1291.95 0.0019 20 609.45 0.8597 0 1471.10 0.0019 20
10 1015.25 0.0019 20 1121.00 0.0164 19 1220.50 0.9072 0 1121.40 0.0019 20
20 814.95 0.0019 20 888.40 0.0019 20 1716.30 0.9544 0 736.70 0.0020 20
Tensor Size 30 × 50× 70
8 719.45 0.0009 20 608.25 0.0009 20 1094.10 0.9271 0 508.05 0.0327 18
20 726.95 0.0088 19 817.20 0.0220 17 1635.10 0.9668 0 539.25 0.0254 17
40 1063.55 0.0270 16 1122.75 0.0322 15 1998.05 0.9798 0 649.10 0.0246 16
Table 4: Numerical results for tensor robust PCA with initial guess R = RCP + 1
RCP proximal ADMM-g proximal ADMM-m BCD proximal BCD
Iter. Err. Num Iter. Err. Num Iter. Err. Num Iter. Err. Num
Tensor Size 10× 20 × 30
3 1740.95 0.0034 20 1742.35 0.0033 20 385.00 0.7320 0 1816.30 0.0033 20
10 1932.80 0.0030 20 1831.20 0.0030 20 1324.20 0.9192 0 1647.80 0.0030 20
15 1832.55 0.0031 20 1704.75 0.0031 20 1694.20 0.9337 0 1652.50 0.0031 20
Tensor Size 15 × 25× 40
5 1249.75 0.0021 20 1182.65 0.0021 20 630.85 0.8594 0 1291.05 0.0021 20
10 1676.50 0.0021 20 1657.85 0.0021 20 1045.25 0.9150 0 1642.20 0.0021 20
20 2000.00 0.0022 20 2000.00 0.0022 20 1891.70 0.9608 0 1828.20 0.0022 20
Tensor Size 30 × 50× 70
8 1156.60 0.0009 20 908.75 0.0009 20 911.55 0.9173 0 642.25 0.0009 20
20 1156.10 0.0009 20 1119.50 0.0009 20 1588.30 0.9662 0 1060.25 0.0009 20
40 1978.30 0.0009 20 1965.00 0.0009 20 1978.80 0.9805 0 1937.75 0.0009 20
Table 5: Numerical results for tensor robust PCA with initial guess R = RCP + ⌈0.2 ∗RCP ⌉
In Tables 3, 4 and 5, “Err.” denotes the averaged relative error ‖Z
∗−Z0‖F
‖Z0‖F of the low-rank
tensor over 20 instances, where Z∗ is the solution returned by the corresponding algorithm;
“Iter.” denotes the averaged number of iterations over 20 instances; “Num” records the number
of solutions (out of 20 instances) that have relative error less than 0.01.
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Tables 3, 4 and 5 suggest that BCD mostly converges to a local solution rather than the
global optimal solution, while the other three methods are much better in finding the global
optimum. It is interesting to note that the results presented in Table 5 are better than that
of Table 4 and Table 3 when a larger basis is allowed in tensor factorization. Moreover, in
this case, the proximal BCD usually consumes less number of iterations than the two ADMM
variants.
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