Abstract. This paper proposes a non-equal width multi-channel loudness compensation algorithm for digital hearing aids. This method achieves a non-equal width multi-channel loudness compensation scheme based on the sensitivity of the human ear to the frequency and the perception of sound intensity. First, the voice signal is moved to the target frequency band in different proportions, and then is divided into non-equal widths, and loudness compensation and gain control are performed in each frequency band. The experimental results show that this method can effectively improve hearing and speech recognition of hearing patients and has a high practical value.
INTRODUCTION
The key technologies of current digital hearing aids mainly include a loudness compensation algorithm, a noise processing algorithm, and an echo suppression algorithm, all of which aim at improving the wearing experience of a hearing aid [1] . Among these, the loudness compensation algorithm is the core of the key technology. Compared with normal people, the auditory area of patients with hearing impairment is reduced. Therefore, the goal of the wide dynamic compression algorithm is to compress and amplify the sound in the normal human listening domain (eg, 20dB SPL -100dB SPL), so that the whisper gains more gain, the louder gains less gain, and finally the entire listening domain voice the information maps to the hearing domain of hearing-impaired patients (eg, 50dB SPL85dB SPL) [2] . With further research, it has been found that there is a certain gap between the loudness levels and sound intensity perceived by the human ear in different frequency ranges. Therefore, based on the different listening regions in different frequency ranges, some scholars proposed a multi-channel loudness compensation algorithm. The core idea of this algorithm is to reuse WDRC for each frequency channel based on the wide dynamic compression algorithm. By making the gain factor of each channel different, it is ensured that hearing impaired patients can have a better wearing experience. the normal person is dynamically compressed into the hearing range of the hearing patient, so that the hearing patient can hear the originally inaudible sound and compress the originally heard sound to Listening feel more comfortable within the range, while ensuring hearing identification and low distortion as shown in Figure 1 . 
Sliding Mode Observer Design
Because the sound field in real life does not change all the time, the sound pressure at each moment is called the instantaneous sound pressure. For convenience, we usually calculate the sound pressure value over time, as shown in equation (1).
Sounds are converted to electrical signals through the microphone through the amplifier circuit, analog-to-digital converter (A/D) to allow the processor to process, so the sound pressure of the microphone collected voice signal and the actual sound pressure level exists for certain differences, we assume that they differ by a D factor.
Then, the spectrum X (n) can be obtained by performing a discrete Fourier transform on the input signal X (n). Then, calculating a channel sound pressure level with a length of K can be calculated by:
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In a hearing aid, the actual input signal after the signal passes through the microphone and the analog to digital converter is: 
In this article, we use the decibel meter and the digital hearing aid to record six different voice signals in the same environment [4] . Then we calculate the sound pressure level difference between the decibel meter and the hearing aid in the six groups of audios, and then the six groups of sound pressure values. The average value of the difference between the decibel meter and the hearing aid was 7.12 dB.
Parametric Multi-Channel Division
The basement membrane in the human ear plays a very large role in the choice of frequency. The lower the frequency of the sound, the smaller the loss during transmission and the longer the transmission distance. Based on experiments and tests, people finally obtained the relationship between base film position and characteristic frequency:
165.4 10 0.88
Next we need to divide the frequency of the basement membrane into non-equal width channels. Studies have shown that the frequency range of 20Hz to 16kHz can be divided into 24 critical characteristics similar to the critical band based on the human ear's perception of frequency, as in equation (10): 26.81 0.53, 1, 2,3,...
The number of channels divided will affect the effect of compensation. The traditional channel division is generally three, and we know that the more the number of channels divided, the better the compensation effect, but the same amount of calculation and power will be greater [5] . Due to the limitations of digital hearing aid power and computational capabilities, we next divided the number of channels into eight, and the results are shown in Table 1 . 
Loudness Compensation
FIG. 2 corresponds to the optimal threshold of a normal person and the optimal threshold of a patient. It can be seen from the figure that the hearing threshold of the hearing patient is higher than that of the normal person, and the pain threshold is lower than that of the normal person [6] . The compression ratio CRa and the compression ratio CRb of the segment b can be obtained by calculation: 
Assuming that there are n points (x1, f1), (x2, f2), ..., (xn, fn) in the plane, we need to construct a polynomial p(x) to fit a curve through the n points. Set the interpolation node to xi and the function value is fi, i=0, 1..., n. Let the interpolation polynomial P(x) have the following form:
The interpolation condition is i=0, 1..., n.
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If we divide the range of input 20dB~120dB into three segments, the first segment is 20dB~40dB with 1st-order interpolation; the second segment is 40dB~90dB with 2nd-order interpolation; the third segment is 90dB~120dB with 1 Interpolation [7] . 
From formula (14) we can calculate the gain of each channel.
SIMULATION
We use an audio verification with a sampling frequency of 16kHZ and a time of about 3s. Suppose there is a patient with high frequency loss and low frequency loss. Now we first simulate the original signal of this segment of speech, and then pass this audio through the multi-channel wide dynamic compression algorithm of this article and then print out the loudness-compensated audio amplitude. The effectiveness of the algorithm is verified by comparing the gain of the signal after the loudness compensation. FIG. 3 is the original waveform of the normalized speech signal, and FIG. 4 is the waveform diagram of the speech signal after the loudness compensation. From Figure 3 and Figure 4 , we can find that after the multi-channel wide dynamic compression loudness compensation algorithm is compensated, the overall envelope of the voice signal remains better, and the amplitude of the audio at each sampling point is also compensated to varying degrees effect. Fig. 6 are the speech spectra before and after speech compensation. The coordinate value of the spectral map is the energy of the speech data. The size of the energy is expressed by the color, and the deeper the energy is, the stronger the energy is. Comparing the two graphs, the compensated speech energy is higher than the pre-compensation speech. Although the energy is still mainly concentrated in the low-frequency region, after compensation, the energy at high frequencies is obviously increased, while at low frequencies there is not much difference, which is in line with the high-frequency loss of the patient's demand gain.
Next, we select a certain frame of speech signal. Here we select the speech signal of the 100th frame. The gain curve of the loudness compensation of this signal is shown in Fig. 7 . It can be seen that after a loud dynamic compression loudness compensation algorithm. The gain of the speech signal at each frequency point changes, and the gain in the high frequency part is much greater than the low frequency, which meets the compensation requirements for severe patients with high frequency loss. 
CONCLUSION
This paper provides a reference for the multi-channel division in frequency domain by analyzing the human ear's perception of frequency. The rules of channel division are analyzed. According to the processing methods in hearing aids, the channels are divided into parameters, the number and length of channels are defined by parameters, and the flexibility of use in hearing aids is enhanced. Then according to the auditory condition of the patient's various frequencies, an appropriate compensation curve is generated. The compensation curve is generated by a Newton interpolation method through a known discrete point. Finally, an audiogram of a hearing-impaired patient was used as an example to simulate the algorithm. A standard Chinese Mandarin test voice is input, and the speech spectral graphs before and after loudness compensation are compared. The algorithm can effectively compensate different frequency signals according to the hearing condition of the patient.
