Abstract. Minimization with orthogonality constraints (e.g., X X = I) and/or spherical constraints (e.g., x 2 = 1) has wide applications in polynomial optimization, combinatorial optimization, eigenvalue problems, sparse PCA, p-harmonic flows, 1-bit compressive sensing, matrix rank minimization, etc. These problems are difficult because the constraints are not only non-convex but numerically expensive to preserve during iterations. To deal with these difficulties, we propose to use a Crank-Nicolson-like update scheme to preserve the constraints and based on it, develop curvilinear search algorithms with lower per-iteration cost compared to those based on projections and geodesics. The efficiency of the proposed algorithms is demonstrated on a variety of test problems. In particular, for the maxcut problem, it exactly solves a decomposition formulation for the SDP relaxation. For polynomial optimization, nearest correlation matrix estimation and extreme eigenvalue problems, the proposed algorithms run very fast and return solutions no worse than those from their state-of-the-art algorithms. For the quadratic assignment problem, a gap 0.842% to the best known solution on the largest problem "tai256c" in QAPLIB can be reached in 5 minutes on a typical laptop.
1. Introduction. Matrix orthogonality constraints play an important role in many applications of science and engineering. In this paper, we consider optimization with orthogonality constraints:
(1.1) min X∈R n×p F(X), s.t. X X = I, where I is the identity matrix and F(X) : R n×p → R is a differentiable function. The feasible set M p n := {X ∈ R n×p : X X = I} is often referred to as the Stiefel manifold, which reduces to the unit-sphere manifold Sp n−1 := {x ∈ R n : x 2 = 1} when p = 1. We also consider the generalized orthogonality constraints X * M X = K, where X ∈ C n×p , M ∈ R n×n is a symmetric positive definite matrix, and K ∈ C p×p is a nonsingular Hermitian matrix. The corresponding minimization problem becomes (1.2) min X∈C n×p F(X), s.t. X * M X = K.
When there are more than one such constraint, the problem is written as (1.3) min X1∈C n 1 ×p 1 ,··· ,Xq∈C nq ×pq F(X 1 , · · · , X q ), s.t. X to many local minimizers and, in particular, several of these problems in special forms are NP-hard. There is no guarantee for obtaining the global minimizer except for a few simple cases (e.g., finding the extreme eigenvalues). Even generating a sequence of feasible points is not easy since preserving the orthogonality constraints is numerically expensive. Most existing constraint-preserving algorithms either use matrix reorthogonalization or generate points along geodesics of M p n . The former requires matrix factorizations such as the singular value decompositions (SVDs), and the latter must compute matrix exponentials or solve partial differential equations (PDEs). In this paper, we develop optimization algorithms based on a simpler constraint-preserving formula. For simplicity of exposition but no fundamental reasons, we present our algorithms and analysis for the simpler problem (1.1). The results apply to the more general problems (1.2) and (1.3) after trivial changes.
1.1. The Proposed Approach. Given a feasible point X and the gradient G := DF(X) = ∂F (X) ∂Xi,j , we define a skew-symmetric matrix A as either A := GX − XG or (1.4)
A := (P X G)X − X(P X G) , where P X := (I − 1 2 XX ). (1.5) The new trial point is determined by the Crank-Nicolson-like scheme
where Y (τ ) is given in the closed form: is given in a closed form with a few vector-vector products. When p is much smaller than n/2 -which is the case in many applications -A has rank 2p; hence it follows from the Sherman-Morrison-Woodbury (SMW) theorem that one only needs to invert a smaller 2p × 2p matrix. When p is greater than or approximately equal to n/2, the SMW theorem can still be recursively applied, but even computing (I + τ 2 A) −1 directly is cheaper than the SVD. Furthermore, since orthogonality is preserved by any skew-symmetric matrix A, there exist many different ways to generate low-rank matrices A and descent curves Y (τ ) that are easy to compute.
Preliminary numerical experiments on a wide collection of problems show that the proposed algorithms have very promising performance. While global minimization cannot be guaranteed, our algorithms run very fast and often return solutions and objective values no worse than those obtained from specialized solvers for a variety of problems. Global optimality can be proved for a low-rank decomposition formulation for the maxcut SDP relaxation. It is worth mentioning that the proposed algorithm returns very good approximate 2 solutions rapidly for the quadratic assignment problem (QAP), which is rewritten with constraints X X = I and X ≥ 0. It took merely 5 minutes on a laptop to reach a gap of 0.842% to the best known solution for the largest problem "tai256c" in QAPLIB.
1.2. Relationships to Existing Work.
1.2.1. Motivation. The formulas (1.4)-(1.7) were motivated by the authors' previous work [23] for finding a p-harmonic flow U (x), which is the minimizer of E(U ) := Ω ∇U (x) p 2 dx subject to the point-wise unit spherical constraints U (x) 2 = 1 for x ∈ Ω. For U (x) ∈ R 3 , [23] introduces the formula (1.8)
where × is the cross-product operator and DE k := D · ( DU p−2 DU ) (where D· stands for divergence) is the Fréchet derivative of E(U ) at U k . It is shown in [23] that U k+1 (x) 2 = U k (x) 2 , ∀x ∈ Ω. Since (x × g) × y = (gx − xg )y for vectors x, g, y ∈ R 3 , we can rewrite the last term in (1.8) as
which looks nothing but the last term in (1.6) with A given by (1.4).
The update formula (1.7) is widely known as the Cayley transformation, which has been long used in matrix computations such as inverse eigenvalue problems [21] . It is also dubbed as the Crank-Nicholson scheme for solving the heat equation and similar PDEs. Despite its long existence, the formula has not been systematically studied for solving (1.1) or developed into practical algorithms and codes. Also, it has not been considered to take general update directions other than those based on the gradients such as (1.4) and (1.5).
Optimization on Manifold.
The term "optimization on manifolds" is applied to algorithms that preserve manifold constraints during iterations. Generally speaking, preserving constraints has advantages in many situations, for example, when the cost functions are undefined or of little use outside the feasible region and when the algorithm is terminated prior to convergence yet a feasible solution is required.
Theories and methods for optimization on manifolds date back to the 1970s, and algorithms for specific problems, e.g., various eigenvalue problems, appeared even earlier. Most of the general-purpose algorithms for (1.1), however, did not appear until the 1990s [2] .
While it is trivial to generate trial points in R n along straight search lines, it is not as easy to do so in the curved manifold M p n . A natural choice is the geodesic, which is the analog of straight line: it has the shortest length between two points in the manifold. Unfortunately, points on a geodesic of M p n are difficult to compute. As a relaxation of geodesic, retraction [2] smoothly maps a tangent vector to the manifold.
Our Y (τ ) can be considered as a retraction; see subsection 4.1. While there exist several retraction-based methods [1, 2, 3, 4, 47] , ours is unique for its low computational cost. It is worth noting that while Y (τ )
given by (1.4) or (1.5) is generally not a geodesic of M p n for p > 2, in the vector case p = 1 it is a geodesic of Sp n−1 -the geodesic rooted at X along the tangent direction (−AX).
There are various optimization methods in Riemannian manifolds that apply to (1.1)-(1.3), and most of them rely on geodesics or projections. The rather simple methods are based on the steepest descent gradient approach; see, for example, [2, 29, 52] and references therein. The conjugate gradient method and QuasiNewton method have been extended to Riemannian manifolds in [18] and [9, 42] , respectively. Newton's methods, such as those in [2, 18, 40, 49, 50, 52] , use the second-order information of the objective function to 3 achieve super-linear convergence. Riemannian and implicit Riemannian trust-Region methods are proposed in [1, 4] . Since the second-order methods may require some additional computation depending on the form of cost functions, they can run slower than the simpler algorithms only based on the gradient. It is shown in [2] that under reasonable conditions, global convergence can be obtained for the steepest descent gradient method, Newton's methods and trust-region method in the framework of retraction.
1.2.3. Other Approaches. Problem (1.1) can also be solved by infeasible approaches such as various penalty, augmented Lagrangian, and SDP relaxation methods, which typically relax the constraints and penalize their violations and thus generate infeasible intermediate points. As the focus of this paper is a feasible method, we do not discuss infeasible methods in this paper.
Broad Applications.
Minimization with respect to an orthogonal matrix X arises in many interesting problems, which can be widely found in [18, 2, 31, 37, 6, 12, 20, 46, 56, 60, 32] . Examples include linear and nonlinear eigenvalue problems, subspace tracking, low-rank matrix optimization, polynomial optimization, combinatorial optimization, sparse principal component analysis, electronic structures computations, etc. Let us briefly describe a few applications below.
1-bit compressive sensing. Compressive sensing (CS) [8] acquires a sparse signal of interest, not by taking many uniform samples, but rather by measuring a few incoherent linear projections followed by an optimization-based reconstruction. Instead of measuring the linear projections, 1-bit CS records just the signs of the linear projections, which can be done at very high speed by a simple comparator. Since there is no magnitude information in signs, [33] recovers the angle of the unknown u by minimizing its 1 -norm subject to the normalization constraint u 2 = 1 using a constraint-preserving algorithm. Likewise, normalization constraints are widely used on variables that are angles, chromaticity, surface normals, flow directions, etc.
Low-rank matrix optimization. Semidefinite programming (SDP) is a useful tool for modeling many applications arising in combinatorial optimization, nonconvex quadratic programming, systems and control theory, statistics, etc. One class of SDP, including examples such as the maxcut SDP relaxation [10] and correlation matrix estimation [22, 48] , is to find a low-rank positive semidefinite matrix Y with Y ii = 1,
p×n , the original problem over Y can be transformed into one over V subject to spherical constraints
This transform is also useful for solving SDP relaxations for binary integer programs.
Eigenvalue problems and subspace tracking. To compute p largest eigenvalues of a symmetric n-by-n matrix A, one can maximize tr(X AX) with respect to X ∈ R n×p satisfying X X = I. The solution X spans the same subspace as does the p eigenvectors associated with the p largest eigenvalues. To solve the generalized eigenvalue problem Ax = λBx, one can maximize tr(X AX) subject to X BX = I.
Computing the principle invariant subspace of a symmetric or Hermitian matrix arises in adaptive filtering, direction finding, and other signal processing problems [45, 58] . For example, in a time-varying interference scenario (e.g., for airborne surveillance radar [55] ), one computes the principal invariant subspace of X k = X k−1 + x k x k at discrete times k. Since the new solution is close to the previous one, an optimization algorithm starting from the previous solution can be more efficient than the traditional eigenvalue and singular value decompositions.
Sparse principal component analysis (PCA). PCA methods such as [15, 57] are widely used is data analysis and dimension reduction. The sparse PCA problem is to find principal components consisting of only a few of the original variables while maintaining the good features of PCA such as uncorrelation of the principle components and orthogonality of the loading vectors. As an example, the recent work [34] introduces the model: min ρ|V | − Trace(V ΣV ) subject to V V = I and V ΣV being diagonal. 4 Assignment problems. One of the fundamental combinatorial optimization problems is the assignment problem. In the QAP, there are a set of n facilities and a set of n locations, as well as a distance between each pair of facility and location. Given the flows between all the facility pairs, the problem is to assign the facilities to the locations to minimize the sum of the distance-flow products over all the pairs. These problems can be formulated as minimization over a permutation matrix X ∈ R n×n , that is, X X = I and X ≥ 0. It is well-known that the QAP is NP-hard in theory and difficult to solve even for moderately large n in practice.
The proposed algorithms were compared to the state-of-the-art solvers on some of the above problems and the numerical results are reported in Section 5. Note that some problems with additional constraints do not directly take the form of (1.3), yet they can be reduced to a sequence of subproblems in the form of (1.3).
trace of X, i.e., the sum of the diagonal elements of X, is denoted by tr(X). The Euclidean inner product between two matrices A ∈ R m×n and B ∈ R m×n is defined as A, B :
The set of n × n symmetric matrices is denoted by S n and the set of n × n symmetric positive semidefinite (positive definite) matrices is denoted by
The notion X 0 (X 0) means that the matrix X ∈ S n is positive semidefinite (positive definite). The notion X ≥ 0 (X > 0) means that X is component-wise nonnegative (strictly positive). Given a differentiable function F(X) : R n×p → R, the gradient of F with respect to X is denoted by
We reserve ∇F for gradients in tangent planes.
1.5. Organization. The rest of this paper is organized as follows. Subsection 2.1 gives the optimality conditions of problem (1.1), and subsection 2.2 describes the proposed constraint-preserving scheme, as well as fast ways to compute it. A globally convergent monotone curvilinear search algorithm, whose step size is chosen according to the Armijo-Wolfe condition, is presented in subsection 3.1. A faster nonmonotone curvilinear search method with the Barzilai-Borwein step size is given in subsection 3.2. The proposed basic scheme is interpreted using the manifold concepts in subsection 4.1. Extensions to problems (1.2) and (1.3) are discussed in subsection 4.2. Global optimality for some special cases is discussed in subsection 4.3. Finally, numerical results on a variety of test problems are presented in section 5 to demonstrate the efficiency and robustness of the proposed algorithms.
2. Constraint-Preserving Update Schemes.
2.1. Optimality Conditions. In this subsection, we state the first-order and second-order optimality conditions of problem (1.1). Since the matrix X X is symmetric, the Lagrangian multiplier Λ corresponding to X X = I is a symmetric matrix. The Lagrangian function of problem (1.1) is
Lemma 2.1. Suppose that X is a local minimizer of problem (1.1). Then X satisfies the first-order optimality conditions D X L(X, Λ) = G−XG X = 0 and X X = I with the associated Lagrangian multiplier 5 Λ = G X. Define
∇F(X)
1 := G − XG X and A := GX − XG .
Then ∇F = AX. Moreover, ∇F = 0 if and only if A = 0.
Proof. It follows from X X = I that the linear independence constraint qualification is satisfied. Hence, there exists a Lagrange multiplier Λ such that
Multiplying both sides of (2.2) by X and using X X = I, we have Λ = X G. Since Λ must be a symmetric matrix, we obtain Λ = G X and D X L(X, Λ) = G − XG X = 0. Finally, it is easy to verify the last two statements.
By differentiating both sides of X X = I, we obtain the tangent vector set of the constraints, which is also the tangent space of M p n at X:
We can state the second-order optimality conditions as follows.
Lemma 2.2. 1) (Second-order necessary conditions, Theorem 12.5 in [39] ) Suppose that X ∈ M p n is a local minimizer of problem (1.1). Then X satisfies
2) (Second-order sufficient conditions, Theorem 12.6 in [39] ) Suppose that for X ∈ M p n , there exists a Lagrange multiplier Λ such that the first-order conditions are satisfied. Suppose also that
for any matrix Z ∈ T X M p n . Then X is strict local minimizer for (1.1).
2.2. The Update Scheme. The proposed update scheme is an adaptation of the classical steepest descent step to the orthogonality constraints, which are preserved at a reasonable computational cost. Since ∇F = AX is the gradient of the Lagrangian function (also the steepest descent direction in the tangent plane at X; see section 4.1), a natural idea is to compute the next iterates as Y = X − τ AX, where τ is a step size.
The obstacle is that the new point Y may not satisfy Y ∈ M p n . Using the similar technique as in [23, 53] , we modify the term ∇F and compute the new iteration Y A (τ ) from the equations
Replacing A by W just for the notation reason, the curve Y W (τ ) is given by Lemma 2.3. 1) Given any skew-symmetric matrix W ∈ R n×n , then the matrix Q :
is well-defined and orthogonal, i.e., Q Q = I.
2) Given any skew-symmetric matrix W ∈ R n×n , the matrix
and its derivative with respect to τ is
and, in particular,
For simplicity, we let F τ (Y (τ )) denote the derivative of F(Y (τ )) with respect to τ .
Proof. Part 1): The proof of this part is well-known; see [24] , for example. We give it for the sake of completeness. Since W is skew symmetric, v (I + W )v = v 
Part 2): From part 1) and (2.6), we obtain (2.7). Since
X X. Differentiating both sides of (2.6) with respect to τ , we obtain
Part 3): Using the chain rule, we obtain
. Next, we study a few fast ways to compute it. In particular, this inversion becomes very cheap when W is formed as the outer product of two low-rank matrices.
2) The vector case: suppose W = ab − ba , where a, b ∈ R n . Then (2.7) is given explicitly by
where
Proof.
, we apply the SMW formula:
with B = I and obtain I +
used to compute Y (τ ). In case of p = 1, (2.11) implies that computing y(τ ) reduces to essentially five inner products or even two inner products when b = x. Since the SMW formula can be numerically unstable, the feasibility of Y (τ ) Y (τ ) = I may deteriorate after a certain number of iterations and we restore it using a modified Gram-Schmidt process.
If p ≥ n/2, then (2.10) has no advantage over (2.7). Nevertheless, one can still do better than (2.7)
by recursively applying the SMW formula as follows. Suppose that W in part 1) of Lemma 2.4 can be decomposed as
can be computed using the SMW formula. Then the resulting (B (1) ) −1 can plugged in (2.12) as B for computing the inverse of 2) . Iterate this process and finally I +
Since Y (τ ) is easier to compute when W has lower rank, we show how to construct a rank-1 matrix W 8 from A = GX − XG and still obtain a descent path Y (τ ).
, where q is a column index chosen as
Then Y (τ ) given by (2.7) is a descent path, which satisfies (2.14)
Proof. It follows from Lemma 2.3 and the outer product form of the matrix multiplication that
Hence, (2.14) holds for the curve Y (τ ) defined by (2.6) with
The above result can be easily extended to forming a rank-2r matrix W from certain r columns of G and X and obtaining a descent path Y (τ ). There are generally many choices of (low-rank) matrices W that will lead good search paths; however, we leave this exposition to the future.
3. Curvilinear search approaches.
3.1. Monotone curvilinear search algorithm. In this section, we assume that the curve Y (τ ) is generated by a skew-symmetric matrix W satisfying the following condition: Condition 3.1. The matrix W in (2.6) is continuous in X and satisfies
where σ > 0 is a constant. It is well known that the steepest descent method with a fixed step size may not converge. However, by choosing the step size wisely, convergence can be guaranteed and its speed be accelerated without significantly increasing the cost at each iteration. At iteration k, one can choose a step size by minimizing
along the curve Y k (τ ) with respect to τ . Since finding its global minimizer is computationally expensive, one is usually satisfied with an approximate minimizer such as a τ k satisfying the Armijo-Wolfe conditions [39, 51, 19] :
where 0 < ρ 1 < ρ 2 < 1 are two parameters. To find τ k satisfying (3.2a) and (3.2b), we refer to algorithms 3.2 and 3.3 in [39] , which are based on interpolation and bisection. For a more detailed description of such 9 strategies, see [36] . Our curvilinear search approach is given in Algorithm 1.
Algorithm 1: A gradient descent method with curvilinear search
Given an initial point X 0 ∈ M p n .
1
Initialization: Set k ← 0, ≥ 0 and 0 < ρ 1 < ρ 2 < 1.
Prepare. Generate A according to (1.4).
4
Compute the step size τ k . Call line search along the path Y k (τ ) defined by (2.6) for W = A to 5 obtain a step size τ k that satisfies the Armijo-Wolfe conditions (3.2a) and (3.2b).
Stopping check. If ∇F k+1 ≤ , then STOP; Otherwise, k ← k + 1 and continue.
7
Since F(Y (τ )) is continuously differentiable and bounded from below, it is not difficult to prove that there exists a τ k satisfying the Armijo-Wolfe conditions (3.2a) and (3.2b). Therefore, every iteration of Algorithm 1 is well defined. Formally, we have
there exist nonempty intervals of step lengths satisfying the Armijo-Wolfe conditions (3.2a) and (3.2b).
To prove the global convergence of Algorithm 1, for given X 0 ∈ M p n let us define the level set:
which is compact. Starting from X 0 ∈ M p n , the sequence {X k } generated by Algorithm 1 stays in X since F(X k ) decreases monotonically and X k ∈ M p n for all k. Lemma 3.3. Suppose that Condition 3.1 is satisfied and {X k } k∈K is an infinite subsequence generated by Algorithm 1. If lim k∈K τ k = 0, the sequence {Y k (τ k )} k∈K defined by formula (2.6) satisfies
Since W (X) is a continuous function with respect to the variable X, which stays in the compact set X , the sequences W k F and (I +
F are also bounded for k large enough. Hence, we obtain
We now study the convergence properties of the sequence {X k } generated by Algorithm 1. Since {X k } stays in the compact set X , there exists at least one accumulation point. The following result shows that 10 {∇F k } converges to zero.
Theorem 3.4. Suppose Condition 3.1 is satisfied for the sequence {X k } generated by Algorithm 1. Then
Proof. It is suffice to prove lim k→∞ A k F = 0 from Lemma 2.1. For a proof by contradiction we suppose that there exists a constant > 0 and an infinite index set K such that
It follows from Lemma 3.2 that a step size that satisfies the Armijo-Wolfe condition (3.2a) and (3.2b) is well defined for each iteration. Summing up inequalities (3.2a) over k and using Condition 3.1 give
where the limit exists because of the descent property of F(X k ) and the boundedness of X . Hence, we have (3.5) . Therefore, from Lemma 3.3, we have
Using the curvature condition (3.2b), we obtain that, for all k ∈ K,
On the other hand, it follows from the chain rule that
Therefore, it follows from the Cauchy-Schwartz inequality that
Since DF(X) is continuous on the compact set X , DF(Y (τ k )) F is bounded. Recalling (3.7), we have
These facts together with (3.7) imply that the right hand side in (3.8) converges to zero as k ∈ K goes to ∞. This, in turn, implies that lim k∈K A k F = 0, which contradicts (3.5).
3.2. Nonmonotone Line Search with the BB step size. While our steepest descent Algorithm 1 is extremely simple, the well-known Barzilai-Borwein (BB) step size [5] is often able to accelerate the gradient method at nearly no extra cost. Our numerical experience in [23] of minimizing the p-harmonic flow energy subject spherical constraints is that the BB step size can significantly reduce the total number of steepest descent iterations. Hence, we apply the BB step size for solving (1.1), which we shall now describe. In Algorithm 1, instead of choosing a step size τ k to satisfy (3.2a) and (3.2b), we simply set τ k to either
,
Since the BB step size does not necessarily decrease the objective value at every iteration, it may invalidate convergence, but this issue can be solved by introducing a globalization technique, which guarantees global convergence by regulating the step sizes in (3.9) only occasionally; see [14, 43] . We adopt a nonmonotone line search method based on a strategy in [61] . Specifically, the new points are generated iteratively in the form
δ h and h is the smallest integer satisfying
where each reference value C k+1 is taken to be the convex combination of C k and F(X k+1 ) as
Algorithm 2: A Curvilinear Search method with BB steps 4. Extensions.
4.1. The Manifold Interpretation. In this subsection, we interpret the constraints-preserving scheme (2.6) in the setting of Stiefel manifold M p n and extend it to taking any tangent directions. The basic analysis of this manifold can be found, for example, in [18] . The tangent space T X M p n of M p n at X is particularly important here. In order to measure the length of the tangent vectors and define "steepest", an inner product ·, · X for T X M p n needs to be defined. There are two commonly known metrics for T X M p n : the Euclidean metric Z 1 , Z 2 e := tr(Z 1 Z 2 ) and the canonical metric
where DF(X)[ξ] is defined in (1.9). The gradient under the Euclidean metric is
and the gradient under canonical metric is
which is used throughout Sections 2 and 3. The two gradients are equivalent in the sense that ∇ c F = (I + XX )∇ e F and the eigenvalues of (I + XX ) are bounded between 1 and 2.
Given an arbitrary direction D ∈ T X M 
Therefore, D defines a descent curve as long as ∇ X F, D X > 0. As examples, we set D as ∇ e F, ∇ c F ∈ T X M p n each and, from (4.4), obtain
which gives derivatives of F along Y (τ ), respectively, as 
, and Y (τ ) can be expressed as
2) Suppose X is a local minimizer of (1.2). Then, X satisfies the first-order necessary optimality conditions: ∇F := G − M XG * XK −1 = 0, which are equivalent to AX = 0, where
Hence, the scheme (4.5) with W := A defines a descent direction at τ = 0 and
Since M is positive definite, we have
and thus Q are well-defined.
By following steps analogous to those in statement 1 of Lemma 2.3, we obtain
All other statements can be proved in a similar fashion as in Lemmas 2.1 and 2.3.
Since the variables X 1 , . . . , X q are not coupled in the constraints of problem (1.3), the results of Lemmas 2.1, 2.3 and 4.1 naturally extend to problem (1.3).
Discussions on Global
Optimality. Although spherical and orthogonality constraints are nonconvex, there are simple cases in which any local minimizer is provably a global one. Hence, in these cases our algorithms return global solutions as long as the saddle points, if any, are avoided (e.g., by starting from a random point or apply random perturbations). In this subsection, we present the global optimality results for the p largest eigenvalue problem and problems corresponding to SDPs with constraints on the diagonal entries only. The proof is based on checking the first and second-order necessary conditions for local minimizers.
Consider the SDP problem Given a symmetric matrix A ∈ R n×n , it is known from [30] that the sum of the p largest eigenvalues of A equals max X∈R n×p {tr(X AX) : X X = I}. The first-order and second-order necessary conditions for a local minimizer X are, respectively,
where Λ = X AX is the Lagrangian multiplier matrix. It can be shown that any X satisfying these conditions must span the same subspace as that spanned by the p eigenvectors corresponding to the p largest eigenvalues (counting multiples).
5. Numerical Results. In this section, we demonstrate the effectiveness of our approaches on a wide variety of test problems. We implemented both Algorithms 1 and 2 in MATALAB (Release 7.9.0). They use the search curve Y (τ ) generated by the skew-symmetric matrix W := GX − XG . The ArmijoWolfe step size in Algorithm 1 is determined by the code "DCSRCH" [36] with an initial step size of 10
and parameters ρ 1 = 10 −4 and ρ 2 = 0.9. Since Algorithm 2, which uses the BB step size and nonmonotone curvilinear search, appears to be more efficient in most test sets, we compare both algorithms on the first test set in subsection 5.2 and compare only Algorithm 2 with one or two state-of-the-art algorithms on problems in the remaining test sets except the quadratic assignment problem. All experiments were performed on a Lenovo Workstation with an Intel Xeon E5506 Processor with access to 5GB of RAM.
Termination Rules and Detection of Stagnation.
Since convergence of first-order methods can slow down as the iterates approach a stationary point, it is critical to detect this slowdown and stop properly. In addition, it is tricky to correctly predict whether an algorithm is temporarily or permanently trapped in a region when its convergence speed has reduced. Hence, it is usually beneficial to have flexible 15 termination rules. In our implementation, in addition to checking the norm of the gradient ∇F(X k ) , we also compute the relative changes of the two consecutive iterates and their corresponding objective function values:
We let our algorithms run up to K iterations and stop them at iteration
The defaults values of , x , f , T and K are 10 −5 , 10 −5 , 10 −8 , 5 and 1000, respectively.
Distribution of Electrons on a Sphere.
The first set of test problems, originating from Thomson's plum pudding model of the atomic nucleus, was obtained from the benchmark set COPS 3.0 [17] for nonlinearly constrained optimization. These problems seek the lowest energy configuration of n p -point charges on a conducting sphere. The potential energy of n p points (x i ; y i ; z i ) is given by
and the constraints over these n p points are
. . , n p . We compared Algorithms 1 and 2 to the nonlinear programming software package "ipopt" [54] (version 3.8). The results are summarised in Table 5 .1, where "F", "feasi" and "nrmG" denote the final values of the objective function, constraint violation, and ∇F(X) , respectively, and "nfe" denotes the total number of function evaluations. The advantage of Algorithm 2 is large when n p ≥ 100. Note that the final objective values obtained by "ipopt" were slightly smaller than those by Algorithm 2 when n = 400 and 500, but the feasibility values of the "ipopt" solutions were much worse. Although "ipopt" took fewer function evaluations, as a second-order type method requiring expensive matrix factorizations, it spent more CPU time on the larger problems. Comparing Algorithm 1 with Algorithm 2, the latter took less CPU time and fewer function evaluations to achieve a similar solution accuracy. We depict their running objective values in Figures 5.1 (a) and (b) , corresponding to n = 400 and n = 500, respectively. It is clear that Algorithm 2 converges faster than Algorithm 1 though the latter may sometimes achieve a slightly smaller objective function value.
Application in Polynomial Optimization
. In this subsection, we evaluate Algorithm 2 on polynomial optimization with spherical constraints, which arise from wide applications, see, [27, 38] . Extensive research has been concentrated on relaxation techniques including the sum of squares (SOS) and Lasserres relaxations. Although the SOS relaxations and the associated SDPs have approximation bounds, their sizes are much larger than the original problems and thus become difficult to solve even when the original problems only have a few tens of variables. Here we apply Algorithm 2 to directly minimizing homogeneous polynomials subject to spherical constraints. Note that unlike the SDP, Algorithm 2 has no approximation guarantees.
Four homogeneous polynomial problems listed in Table 5 .2 were taken from the recent work [38] , in which the resulted SDPs were solved by a specialized numerical method tailored from algorithms in [35, 62] and the corresponding objective function values f hmg sos are presented in Table 5 .2. Since Algorithm 2 may reach different local minimizers, it was called multiple times from different random initial points, specifically, 10 and 1000 times for the first two and last two polynomials in Table 5 .2, respectively. The minimal, mean and maximal final objective values, as well as the mean CPU seconds and feasibilities, are presented in the last three columns of Table 5 .2. From the table, we can see that Algorithm 2 was able to find the same SDP solutions on three out of the four problems. While the SDP solver took more than a few hours on each of these problems in [38] , the total time of Algorithm 2 counting the multiples runs is on the order of tens of seconds. We should point out that our approach and the SDP approach are not directly comparable due to different models.
The second set of problems compute stability numbers of graphs. Given a graph G = (V, E), the stability number α(G) is the cardinality of the biggest stable subset of V (whose vertices are not connected to each other). It is shown in [38] that
We generated a few graphs G in the same way as [38] by first choosing a random subset M ⊂ V with cardinality n/2 and then adding the edge e i,j with probability 1 2 for each {i, j} ⊂ M . We ran Algorithm 2 from 10 different random points for each graph. The summary of performance is given in the last three columns of Table 5 .3. For each graph, the best one of the 10 solutions of Algorithm 2 matches the SDP solution, yet the SDP algorithm in [38] took hours to run. The third test set consists of homogeneous polynomial optimization problems with multiple spherical constraints from [27] in the form of max F(x, y, z, w) := 1≤i≤n1,1≤j≤n2,1≤k≤n3,1≤l≤n4
where A = (a ijkl ) is a fourth-order tensor of size n × n × n × n. In the test, A was generated randomly with i.i.d. standard Gaussian entries. We compared Algorithm 2 with the approximation algorithm "a1max4"
proposed in [27] . Since both algorithms are heuristics, they were called only once. Algorithm 2 was started from a random initial point. The main computation of "a1max4" is as cheap as calculating a few eigenvectors.
From their performance reported in Table 5 .4, we can see that Algorithm 2 was slower but returned higher (better) objective values than "a1max4".
Maxcut SDP Relaxation.
Given a graph G = (V, E) with |V | = n and the weight matrix W = (w ij ), the maxcut problem partitions V into two nonempty sets (S, V \S) so that the total weights of the edges in the cut is maximized. This problem is NP-hard. For each node i = 1, . . . , n, let x i = 1 if i ∈ S and, otherwise, x i = −1. The maxcut problem can be formulated as
Relaxing the rank-1 matrix xx to a positive semidefinite matrix X and ignoring the rank-1 requirement, we obtain the SDP relaxation problem (4.7),where C is the Laplace matrix of the graph divided by 4, i.e., [25] , which forms an unconstrained differentiable exact penalty function and minimizes it using nonmontone Barzilai-Borwein gradient iterations. As opposed to our algorithms, these two algorithms do not preserve the spherical constraints during the iterations.
We compared Algorithm 2 to SDPLR's special maxcut version 0.130301 on two test sets. EXPA was not tested since it is not publicly available. The first set includes four "torus" graphs in the DIMACS library.
The second set includes all the "G"-set problems [7, 28] with more than 2000 nodes, and these graphs were generated by "rudy", a machine independent graph generator by G.Rinaldi. The parameters of SDPLR were set according to the best parameter files "p.maxcut5" in its package. The dimension p of the vectors v i in (4.8) was set to max(min(round( √ 2n/2), 20), 1) and the maximal number of iterations K was set to 600 for Algorithm 2. The comparison results are summarized in Table 5 .5, where "obj" denotes the objective values returned by the solvers. From the table, we can see that Algorithm 2 solved most maxcut SDP relaxation problems more efficiently than SDPLR in terms of both CPU time and objective values. The CPU times of Algorithm 2 for the graphs from "G63" to "G81" did not increase too much may imply that these problem are relatively easy to solve.
Low-Rank Nearest Correlation
Estimation. Let C ∈ S n be a given symmetric matrix and H ∈ S n a given nonnegative weight matrix. The rank constrained nearest correlation matrix problem estimates from C a matrix X ∈ S n + with rank p or less as follows:
Many approaches have been proposed to solve (5.3); see the comprehensive literature reviews in [48, 22] . Similar to the approach for the maxcut problem in section 5.4, we express the rank constraints rank (X) ≤
3) is reduced to the minimization of a quadratic polynomial over spheres as follows:
The same decomposition X = V V are employed in the geometric optimization methods [26] , majorization method [41] and trigonometric parametrization methods [44] .
The test problems are Examples 5.1, 5.3 and 5.5 in [22] as follows:
Ex1: n = 500, the entries G ij = 0.5 + 0.5e −0.05|i−j| for i, j = 1, . . . , n. The weight matrix H is either the Ex2: n = 943, G is based on 100,000 ratings for 1682 movies by 943 users from the Movielens data sets. The weight matrix H is either the identity or the one provided by T. Fushiki at Institute of Statistical Mathematics, Japan.
We compared Algorithm 2 with the majorization code Major [41] and the majorized penalty code PenCorr [22] . Their performance is presented in Table 5 .6, where "resi" denotes the residual H (X − C) F and "feasi" denotes the violation of X ii = 1. The CPU time of PenCorr decreased as the rank p increased in most cases, but Algorithm 2 did the opposite. The advantage of latter algorithm becomes larger when the weight H = I. It is worth noting that the implementation of Major and thus its speed could be improved.
5.6. Linear Eigenvalue Problem. We next compute a few extreme eigenvalues and their corresponding eigenvectors. Given a symmetric matrix A ∈ R n×n and an arbitrary unitary matrix V ∈ R n×p , the trace of V AV is maximized when V is an orthogonal basis of the eigenspace associated with the p largest eigenvalues. Let λ 1 ≥ . . . ≥ λ n be the eigenvalues of A. The p-largest eigenvalue problem can be formulated as
We compared Algorithm 2 with the MATLAB function "eigs", which calls the Fortran library ARPACK, on two sets of positive definite matrices. The first set includes a few randomly generated dense matrices assembled as A =Ā Ā , whereĀ ∈ R n×n is a matrix whose elements are sampled from the standard Gaussian distribution. The results in Table 5 .7 correspond to n varying from 500 through 5000 and a fixed p = 6 (hence, the objective value F equals the sum of 6 largest eigenvalues). In this table, "err" denotes the relative error between the objective values given by eigs and Algorithm 2, "nAx" denotes the total number of matrix-vector products in eigs, and "nfe" denotes the total number of function evaluations in Algorithm 2. We can see that the two codes had comparable performance when n is large. The results corresponding to varying p but fixed n = 5000 are presented in Tables 5.8 , which show that Algorithm 2 was faster when p was relatively small. The second test set contains 39 large sparse matrices with n ≥ 4000 from the UF Sparse Matrix Collection [16] . We tested computing two largest eigenvalues and the results are presented in Table 5 .9. We can see that Algorithm 2 was quite competitive on most problems, and it was significantly faster than eigs on problems such as "pwtk" and "bcsstm25". It is worth noting that eigs failed on problems "fv1" to "fv3" and "t2dal e". The advantage Algorithm 2 is more obvious if only the largest eigenvalue is computed while this advantage fades as p grows. Although "nfe" of Algorithm 2 was smaller than "nAx" of eigs on most of these problems in both sets, Algorithm 2 needs matrix multiplications like AX, X ∈ R n×p , which is p-times expensive than the matrix-vector multiplications Ax, x ∈ R n , used by eigs. We expect to improve the performance of Algorithm 2 for eigenvalue problems by making use of advanced eigenvalue techniques in linear algebra. The performance of "eigs", on the other hand, can be also improved if ARPACK is called directly. where g j ∈ R 3 , j = 1, · · · , n g are frequency vectors arranged in a lexicographical order. Then the uniformly sampled ψ(r) can be denoted by a vector x ∈ C n with c = F x, where F is the discretized Fourier transformation matrix. Let X ∈ C n×p be a matrix that contains p discretized wavefunctions. The finite-dimensional approximation to the continuous total energy function is defined as
Here, L is a finite dimensional representation of the Laplacian operator in the planewave basis which can be decomposed as L = F * D g F , and D g is a diagonal matrix with g j 2 on the diagonal. V ion denotes the ionic pseduopotentials sampled on the suitably chosen Cartesian grid. For simplicity, we let the function
The term xc (ρ) represents the exchange-correlation energy per particle in a uniform electron gas of density ρ. The term E rep measures the degree of repulsiveness of the local pseudo-potential with a term that corresponds to the non-singular part of ion-ion potential energy and the detail of E Ewald can be found in [59] . Hence, the discretized minimization problem is (5.7) min E total (X) s.t. X * X = I, whose first-order optimality conditions are
, where µ xc (ρ) = d xc (ρ)/dρ and Λ is the Lagrangian multiplier that is a symmetric matrix.
The implementation of the objective function and its gradient used in Algorithm 2 was based on a MATLAB toolbox KSSOLV [59] . We compared Algorithm 2 with the three methods provided in KSSOLV:
the self-consistent field (SCF) iteration, a direct constrained minimization (DCM) algorithm, and a trustregion enabled DCM algorithm (TRDCM), on seven examples. The test results are presented in Table 5 .10.
Algorithm 2 was able to achieve the same objective values on most problems. However, its advantage in terms of speed is not clear since the most expensive task, that is the computation of the objective function values and gradients, was not optimized. tr(A XBX ), s.t. X X = I, X ≥ 0.
It is well-known that the QAP is NP-hard and numerically challenging even for moderately large n in practice.
Our purpose here is to demonstrate that Algorithm 2 can return high-quality QAP solutions in very short times. Since the entries of any feasible X are binary, we replace X by the equivalent X X, where is
Hadamard product, and solve the equivalent model (5.9) min X∈R n×n ψ(X) := tr(A (X X)B(X X) ), s.t. X X = I, X ≥ 0. instead of (5.8). From our limited numerical experience, we found that Algorithm 2 can often return better (local) solutions on (5.9) than (5.8).
Unlike X X = I, the nonnegative constraints X ≥ 0 were not preserved by the iterations of Algorithm 2.
Instead, the standard augmented Lagrangian framework [39] Starting from µ 0 > 0, Λ 0 = 0, and an initial orthogonal matrix X 0 , the augmented Lagrangian method iterates between solving a subproblem and updating µ and Λ. In the experiment, the kth subproblem (5.10) min X∈R n×n L µ k (X, Λ k ), s.t. X X = I was solved by Algorithm 2, and the solution X k+1 was used to update Λ k+1 := max (Λ k − µ k X k+1 , 0) and µ k+1 = 1.2µ k .
The entries of the final solution X * were rounded to integers.
We tested the above method on the 136 instances in QAPLIB, a quadratic assignment problem library.
Since it often returned local solutions and their qualities varied with the penalty parameter µ, we ran the above method from 40 different random initial points for µ 0 = 0.1, 1, 10 each and report the best one among the 120 solutions for each instance. This procedure was also stopped if the best known or a better upper bound is achieved. It is worth noting that no permutation matrices could be taken as initial points since all of them satisfy the first-order optimality conditions and thus are stationary points. Starting from them would immediately stall the algorithm. The quality of the solution is measured by its relative gap to the best feasible solution given in QAPLIB: gap% = best upper bound − ψ(X) best upper bound × 100 %, as well as the feasibility violation: feasi = X X − I F + min (X, 0) 1 .
The smallest gap found by our algorithm was less than 5% on all problems except the "chr"-family problems and "esc32a". Hence, in order to save space, we only present the computational results on problems whose best upper bounds are achieved and whose size n is greater than 80 in Tables 5.11 and 5.12, respectively.
In these tables, "obj" denotes the best upper bound, "min gap" denotes the smallest gap achieved by our greedy procedure, and "µ" and "feasi" denote the corresponding penalty parameter and feasibility at this point, respectively. The numbers "med gap", "max gap" and "CPU" denote the median and maximal of gap among all generated local solutions, and the averaged CPU time measured in seconds, respectively. As we can see from Table 5 .11, the greedy method is able to find the best upper bound for 38 problems, including larges problems such as "esc128", "lipa80b" and "lipa90b". For all 21 large problems with n ≥ 80 reported in Table 5 .12, our approach was able to identify feasible solutions whose gap is less than 3%. In fact, 15 of the best gaps were less than 1% and 16 of the worst gaps were only less than 5%. In particular, the best and worst gaps for the largest problem "tai256c" were 0.842 and 2.401, respectively. Our numerical results are promising even comparing these of the well-developed LP and SDP relaxations techniques and their variants in terms of speed. Most of the average time spending on each random instance is no more than half a minute or even less. The most expensive problem "tai256c" only took around 4.5 minute for each instance. Hence, the total time for all of the 120 random instances are still not large. Since the worst gap is often reasonable, the computational time can be saved if a reasonably good approximation is acceptable.
6. Conclusions. Spherical and orthogonal constraints appear in many important classes of optimization problems. In this paper, we study a feasible approach for these problems. The main contribution is the development of a constraint-preserving update formula and corresponding curvilinear search algorithms.
The update formula is analyzed in the Stiefel manifold and generalized to one that can move along any given tangent directions.
The proposed algorithms compare favorably with state-of-the-art algorithms on a variety of test problems. In particular, they can provide multi-fold accelerations over SDP algorithms on several problems arising from polynomial optimization, combinatorial optimization and the correlation matrix estimation, thus extending our ability in solving difficult and large-scale instances of these problems. However, further research is still needed to develop approximation guarantees for the proposed algorithms.
In nonlinear programming, infeasible methods are sometimes good choices since they can perhaps avoid certain local minimizers. Our numerical results, however, suggest that on many problems, preserving spherical or orthogonality constraints does not cause local minimization. When local minimizers are unavoidable, its speed advantage offsets its potential drawbacks. It remains theoretically interesting to identify suitable 
