Abstract. We use a representation of a graded twisted tensor product of
Introduction
In [3] the authors introduced the notion of twisted tensor product of unital K-algebras, where K is a unital ring. We assume that K is a field, and consider the basic problem of classifying all twisted tensor products of A with B for a given pair of algebras A and B. In general this problem is out of reach, although some results have been obtained, mainly for finite dimensional algebras (see [1] , [2] , [4] , [7] , [9] and [10] ). In particular, in [7] some families of twisted tensor products of K[x] with K[y] were found. The full classification of these tensor products seems to be still out of reach, but in [6] (see also [5] ) the graded twisted tensor products of K[x] with K[y] which yield quadratic algebras were completely classified. On the other hand the twisted tensor product of K[x]/ x n with an algebra A can be represented in M n (A) (see [8, Theorem 1.10] ). This representation can be generalized to finite dimensional algebras (see [1] ).
In this article we use a representation of a graded twisted tensor product of K[x] with K[y] in L(K[x]
N0 ), which is very similar to the representation in [8, Theorem 1.10] , and we manage to translate the problem of classifying all graded twisted tensor products of K[x] with K[y] into the problem of classifying infinite matrices with entries in K satisfying certain conditions (see Corollary 1.5) . With this method on the one hand we recover the classification of quadratic algebras in [6] , and on the other hand we get a nearly complete classification of the graded twisted tensor products which are not quadratic.
One can describe a graded twisting tensor product of K[x] with K[y] by specifying how y k commutes with x, which means determining the a i 's in
For example the commutation relation yx = qxy gives the quantum plane, and in Example 2.1 we explore the case yx = bxy + cy 2 . In general, the relation yx = ax 2 + bxy + cy 2 yields a quadratic algebra, provided that ac = 1 and that (b, ac) is not a root of any member of a certain family of polynomials. If a = 0, then such a tensor product is equivalent to one with a = 1, and so we will focus on the case yx = x 2 + bxy + cy 2 . If c = 1, our results match the results of [6] , which were obtained with very different methods.
In the case c = 1 one can show that necessarily b = −1 (see Lemma 2.5) and the resulting algebras are not quadratic, i.e., they have not the 2-extension property. We obtain a particular algebra with y k x = x k+1 − x k y + y k+1 for all k ∈ N. This algebra has not the m-extension property for any m.
A central result is Proposition 4.5, which shows that every graded twisted tensor product with yx = x 2 − xy + y 2 , which is not the particular case mentioned above, satisfies y k x = x k+1 − x k y + y k+1 for all k < n for some n ≥ 2, and then we have exactly two possibilities for y n x. In the first case y n x = dx n+1 − dx n y − axy n + (a + 1)y n+1 , for a, d in K satisfying certain conditions, namely, (a, d) is not a root of any member of a certain family of polynomials. This yields a family A(n, d, a) of twisted tensor products with the (n + 1)-extension property (see sections 5 and 6), which means that the multiplication is determined by the commuting relations up to degree n + 1. The second case is treated in sections 7, 8 and 9 and the commutation relation is y n x = dx n+1 − x n y + (a + 1)y n+1 ,
where (a + 1)d = 1. We manage to describe all the possible commutation relations up to y 3n+2 x. In this case the full classification is not achieved, due to the rapidly growing number of computations, which shows the limitations of our method. We manage to find a family of twisted tensor products which we call B(a, L), parameterized by a ∈ K \ {0, −1} and L ∈ L, where L is the set of quasi-balanced sequences of positive integers (see Definition 9.1). These sequences are interesting on their own, for example they show a surprising connection to Euler's function ϕ. Every truncated quasi-balanced sequence can be continued in several ways, which implies that all members of the family B(a, L) have not the m-extension property for any m. property.
any m.
Not fully Proposition 8.1 and Conjecture:
No m-extension +aY n+1 property.
Preliminaries
Let K be a field and let A and B be unitary K-algebras. A twisted tensor product of A with B over K is an algebra structure defined on A⊗ B, such that the canonical maps i A : A −→ A⊗ K B and i B : B −→ A⊗ K B are algebra maps satisfying a⊗b = i A (a)i B (b). We will classify the graded twisted tensor products of K[x] with K[y]. As is known (see e.g. [3] ) classifying the twisted tensor products is equivalent to classifying the twisting maps τ : A straightforward computation shows that these four conditions correspond to the four conditions (a) s(1 ⊗ a) = a ⊗ 1, (b) s(y r ⊗ 1) = 1 ⊗ y r , (c) s(y r ⊗ ab) = (µ A ⊗ C) • (A ⊗ s) • (s ⊗ A)(y r ⊗ a ⊗ b),
for all a, b ∈ K[x] and all r, t ∈ N. If τ is a twisting map, then we will define a representation of the twisted tensor product
N0 along the lines of [8, Theorem 1.10] . For this note that the elements of
N0 ) are the infinite matrices with entries in K[x] indexed by N 0 × N 0 such that each row has only a finite number of non zero entries. Notation 1.1. Along this paper we denote by Y the infinite matrix
For any infinite matrix B we have (Y k B) ij = B i+k,j and (
. This matrix satisfies the finiteness condition, since
so γ i j (a) = 0 only for a finite number of j's. Remark 1.2. By conditions (2) and (3) we have M (1) = id and
Proof. By Remark 1.2 in order to prove that ψ is an algebra map, we only have to check that
as desired. The injectivity follows from the fact that the composition of ψ with the surjection onto the first row gives the canonical linear isomorphism
N0 ) be such that M 0j = xδ 0j and
(Note that the sum is finite and that if
Then the maps γ r j defined by γ
Proof. We will prove that γ r j satisfies (1) to (4).
as desired. (4): For all i, j, k, l we have to prove
by induction in k. For k = 1 we have
where the fifth equality follows from the fact that for M i,l (x) = s a s x s we have
as desired.
Now we assume that the potential twisting map is graded, that means that τ (y r ⊗ x i ) = i+r j=0 a j x i+r−j ⊗ y j , and so the maps γ r j are homogeneous of degree r − j.
Then the maps γ
Proof. The map τ determined by the γ r j is clearly graded, so we only need to show that the matrix M defined by
and so the result follows from Proposition 1.4.
Construction of the matrices associated with a twisting map
A matrix satisfying the conditions of Corollary 1.5 determines a graded twisting map, but it is also clear that a graded twisting map determines such a matrix M (Note that M kj = 0 for j > k + 1). So, in order to classify the graded twisting maps, we have to classify the matrices M satisfying the conditions of Corollary 1.5. Note that M = ψ(x)| x=1 = M (x)| x=1 in the notation of Proposition 1.3. We will write M 10 = a, M 11 = b and M 12 = c for such a matrix. In some cases the values of a, b and c determine completely the matrix M (and hence the twisting map).
Example 2.1. If a = 0, then the only possible non zero entries of M are M n,n and M n,n+1 . Set b n = M n,n and c n = M n,n+1 . From Y M = bM Y + cY 2 we obtain on one hand
On the other hand we obtain
It follows that c n = nc if b = 1 and that c n = c
the twisting map is given by
. . . 
. . . and by Corollary 1.5 the matrix equalities
. . . guarantee that τ is a twisting map. In fact the first equality implies all the others (use induction) and can be seen to be true:
Set b := M 11 and c := M 12 . Then
where
Proof. We have
the result follows.
Remark 2.3. Given a twisting map τ such that a = 0, we can replace τ by the isomorphic twisting map τ
So we can and will assume that a = 1.
Proposition 2.4. Assume M determines a graded twisting map. Assume a = 1 and M k,k+1 = 1 for all k ≥ 1. Then b and c determine uniquely the matrix M (and hence the twisting map).
Proof. Lemma 2.2 shows that in that case the entries M j,i with j < k determine uniquely the entries M k,i , hence, by induction, the entries M 1,j , i.e., M 10 = 1, M 1,1 = b, and M 12 = c, determine the whole matrix.
However not every choice of b and c is valid. Let M be a matrix of a twisting map and set b n = M n,n and c n = M n,n+1 .
2) Moreover, if c = 1, then c n = 1 for all n, and if c = 1, then b = −1 and (1 − c n )(1 − c n+1 ) = 0 for all n.
since M n,k = 0 for k > n + 1 and M k,n+2 = 0 for k < n + 1. Hence, from
we obtain c n+1 = c n c n+1 + bc n + c, from which (2.2) follows. Assume that c = 1 and assume by contradiction that c n = 1 for some n > 1. Then from (2.2) for n we obtain 0 = bc n + c and so b = −c, hence (2.2) now reads (1 − c k )(c − c k+1 ) = 0. For k = 1 this yields c 2 = c, for k = 2 we obtain c 3 = c and so inductively we obtain c k = c for all k > 1 and so c n = c = 1, which is the desired contradiction.
Finally, assume that c = 1, then from (2.2) for n = 1 we obtain b = −1 and so (2.2) reads c n+1 (1 − c n ) = −c n + 1, hence (1 − c n )(1 − c n+1 ) = 0, as desired. When c = 1, the first formulas for c n are
and in general we have
where P n and Q n are polynomials in b and c. Moreover, the formula (2.2) yields the recursive rules P n+1 = bP n + Q n and Q n+1 = Q n − cP n . (2.3) Given b and c, these values are defined even when some c n = 1, and that happens if and only
Proof. Note that (M r ) 0, * = E 0 for all r, and so ( Proof. By the discussion above, if the twisting map τ is determined by b and c, then Q n (b, c) = 0 for all n ∈ N. Assume now that we have b and c such that Q n (b, c) = 0 for all n ∈ N. We will
For this consider a grading on the elementary matrices E ij ∈ L(K N0 ) given by deg(E ij ) = i−j. Then M = +∞ j=−1 M j and the matrix multiplication is compatible with this decomposition. Notice that the diagonal matrices form a subalgebra isomorphic to N K. Consider the matrices Y and Z given by Y ij = δ i+1,j and Z ij = δ i,j+1 . Then M −1 = CY , where C is the diagonal matrix given by C ii = c i . Set also B (0) = M 0 and there are elements
We can write
where C, B (j) have degree 0 (they are diagonal matrices), Y has degree −1, and Z has degree 1. Then the equality (2.4) is true if and only if it holds in each degree, i.e. if
In the rest of the proof we will construct recursively
. . , M j , such that (2.5) holds for k = −2, −1, , 0, 1, . . . , j − 1. This yields an inductive construction of the unique M such that (2.4) holds.
Note that
and since multiplying by Y on the right is injective, we have
Hence (1−C)SC = bC +c1 which is equality (2.2). This proves that b and c determine C = M −1 such that (2.5) holds for k = −2 and the condition Q n (b, c) = 0 ensures that M n,n+1 = 0 for all n.
So we have a recursive formula for B (0) :
Since (1 − c n ) = 0 and we already have B (0) such that the equality (2.5) in degree -1 is satisfied. For j ≥ 0 the equality (2.5) reads
and since multiplication by Z j at the left is injective we have
Assume we have constructed inductively C and
, which depends only on B (i) for i = 0, . . . , j, and we obtain a recursive formula
Note that the formula is valid for n = 0 setting B
= c −1 = 0. This proves that there is a unique
satisfying (2.4).
It only remains to prove that M satisfies (1.1) for all k. For k = 0 this is clear, and from Lemma (2.6) we obtain M 1 * = E 0 + bE 1 + cE 2 , so (1.1) holds for k = 1. Assume by induction hypothesis that (1.1) holds for k < k 0 . Then Lemma 2.2 and the fact that M k0,k0+1 = 1 yield
But then, by Lemma (2.6) we have
= M k0,s for s = 0, . . . , k 0 + 1, which yields (1.1) for k = k 0 and completes the inductive step. Finally, Corollary 1.5 yields the desired twisting map, which is unique by Proposition 2.4. For a fixed pair (b, c) we can write the recursive relations (2.3) in matrix form:
If the eigenvalues of
and so
for some r 1 , r 2 ∈ K. If r 1 , λ 2 = 0 then Q n = 0 if and only if
This condition is easier to verify than the infinite number of evaluations Q n (b, c). For example, if K ⊂ C, and | r1 r2 | = 1, one can check the equality Q n = 0 using real logarithms on the modulus in order to find the (unique) possible n, and then verifying the equality (3.1) for that n.
The eigenvalues of D are
and from Q 0 = 1 = r 1 + r 2 and Q 1 = 1 = r 1 λ 1 + r 2 λ 2 we obtain
r2 | = 1, and so in this case it can be determined if Q n = 0 for some n. . In that case λ = λ 1 = λ 2 = b+1 2 = 0, since λ = 0 leads to c = 1 and we also have
Hence Q n+1 = 0 if and only if λ = Note that (1 − λ 1 )(1 − λ 2 ) = c, and so, if 1 − λ 1 = 0 or 1 − λ 2 = 0, then c = 0, and in that case c n = 0 = 1 for all n.
This covers all cases. However there are some other interesting cases.
For example if we require b = 0, then we recover the polynomials S n in [5] via the equality S n (c) = Q n−1 (0, c). Even in this case, our approach via matrices is new.
Another exceptional case happens when λ 1 = −λ 2 . In that case b = −1, and then
In this section we assume that σ is a twisting map and that Y and M are as in Corollary 1.5.
As before we write M 1, * = (1, b, c, 0, . . . ) and assume that (b, c) = (−1, 1), which is the only case not covered by Theorem 2.7. This means that we are dealing with the commutation rule
By Corollary 1.5 we have 
Proof. We only prove (2) and (3), since (1) follows from (2) with d = 1. From
Proof. The first assertion follows directly from Lemma 4.1 (1) . In that case, expand Proof. Consider the matrix M such that for all j, M j,0 = 1, M j,1 = −1 and M j,i = 0 for i > 1. We will show that M = M + Y satisfies the conditions of Corollary 1.5. Clearly M 0j = δ 0j and M kj = 0 for j > k + 1. So we have to prove that for all k
In our case this reads
and so, in terms of M , we have to prove
But clearly Y k M = M for all k, since the columns are constant. So we have to prove that
, which completes the inductive step and thus proves(4.1), finishing the proof of the proposition. Proposition 4.4. Let n ∈ N with n ≥ 2 and assume that M k * = M 0 * for 1 < k < n and that M n, * = M 0 * . Then M n,j = 0 for 1 < j < n. Moreover, if one sets m i := M n,i then
Proof. Assume first that m n+1 = M n,n+1 = 0. We first prove that M n,j = 0 for n ≥ j > 1.
, which is satisfied by Lemma 4.1 (2) , and (4.3) is also trivially satisfied in this case. Now we can assume that m n+1 = 0 and we will express the equality
and for k = 0 we have
It follows that
and so we obtain
We will evaluate the matrix equality (4.4) at the entries (i,
. Now we assert that
In fact, since 0 < i ≤ n − 1 and 0 ≤ j ≤ n, we have i + j > 0, and so, for 1 ≤ i + j ≤ n, we know that (4.5) holds. So it suffices to prove that
and so, since m n+1 = 0, we obtain(4.6), which proves (4.5). Finally note that by (4.6) we have
Gathering the entries at (i, i + n + 1) for all the terms of (4.4) we obtain
Subtracting these equalities for consecutive values of i yields m n+1 m j = 0 for j = 2, . . . , n − 1, hence M n,j = m j = 0 for 1 < j < n. From the case i = 1 we obtain n+1 k=0 m k +m n+1 (m 0 +m 1 ) = 0, which gives (4.3). Finally, using m j = 0 for 1 < j < n the equality (4.2) follows directly from (4.4).
Proposition 4.5. Let n ∈ N with n ≥ 2 and assume that M k * = M 0 * for 1 < k < n and that M n, * = M 0 * . Rename the only possibly non zero entries Note that in item i) we have (a, d) = (0, 1), since M n * = M 0 * . On one hand i), ii) and iii) imply condition (1) and on the other hand iv) implies condition (2) . Since items i)-iv) cover all possible cases, it suffices to prove these items in order to show that one of the conditions (1) or (2) necessarily holds.
ii): If a = 0 and d = 1, then the matrix equality (4.2) at the entry (1, 2) yields
since for any matrix C we have (CY 3 ) 1,2 = 0. So
If n = 2, this gives 0 = −b + (1 + c)(1 + c) + b M 10 = (1 + c) 2 and if n > 2 this yields directly 0 = (1 + c) 2 . So c = −1 and then (4.2) reads
and multiplying by M from the left we obtain 0 = (a + b) M Y n+1 since M 2 = 0. Hence b = −a, which concludes the proof of ii).
For the rest of the proof we assume a = 0 and d = m 0 = 1 and we claim that
For this we evaluate (4.2) at the entry (1, 0), noting that (
and since m 0 = 1, we have M n+1,0 = m 0 = d. 
and since m 0 = 1, we have M n+1,1 = −m 0 , concluding the proof of (4.7). Now, using (4.7), 0 = ( M 2 ) n0 gives 
The family A(n, d, a)
In this subsection we will describe the case (1) of Proposition 4.5. We will prove that the resulting twisting map depends only on n, d and a. We obtain a family of twisted tensor products A(n, d, a), parameterized by n ∈ N,n ≥ 2, and (a, d) ∈ K 2 , such that for an infinite family of polynomials 
2) where e k = e k , a k = (−a) k and
Proof. If d = 0, then e = 1 and (5.1) reads
2) in this case. Now assume d = 0. Then a straightforward computation shows that
Now we proceed by induction on k. For k = 1, equality (5.2) is just (5.1). Assume that (5.2) holds for some k. Multiplying (5.2) by M Y n−1 from the left yields
Using (5.1) we obtain
and by the inductive hypothesis we get
From this and (5.3) it follows that
and since ee k = e k+1 and aa k = −a k+1 , multiplying by d we arrive at
which completes the induction step and concludes the proof. 
4)
with e = 1 − d. Define
for k ≥ 1 and 0 ≤ j < n,
for k ≥ r ≥ 1 and 0 ≤ j < n, and all other entries of M are zero.
Proof. We first prove that M kn, * = M kn+j, * for k ≥ 1 and 0 < j < n. It suffices to prove (5.5) and that 
Using (5.4) we get
and since e + d = 1, this gives
which is (5.
By the inductive hypothesis and (5.6) we have
Evaluating the matrix equality (5.8) at the entry (0, kn) yields e k + d k = 0. In fact, since (M n(k−j) ) 0, * = (1, 0, 0, . . . , 0, . . . ) for j < n, we have (M n(k−j) M Y nj ) 0,kn = 0 for j < n (note that M Y nj is of degree −nj), which implies
The equality (5.8) also implies that (5.7) holds for k with
This completes the induction step and concludes the proof in the case a, d = 0. If d = 0, then d k = 0 and e k = 1 for all k, c k,j = 0 for j < k, and from
as desired. Finally, if a = 0, then
2), Lemma 4.1(2) and (5.6) we obtain
and so (5.7) holds with c k,0 = d k and c k,j = 0 for j > 0, which concludes the proof, since e k + d k = e k−1 = 0 (note that e = 0 leads to the contradiction (d, a) = (1, 0) ).
Definition 5.3. For a, d ∈ K and k ∈ N we define the polynomial
Proof. Note that
Then M 0 * = (1, 0, 0, . . . ), since M 0 * = (1, −1, 0, 0, . . . ), and so by Corollary 1.5 we have to prove that M satisfies
for all k. For k = 0 this is clear. For k = 1, . . . , n − 1 the equality (5.9) reads
A straightforward computation as in Lemma 4.1 shows that these equalities are satisfied if and only if
We claim that M Y nk+j M = 0 for k ≥ 0 and j = 0, . . . , n − 2. (5.10)
A similar computation as above shows that then it suffices to prove (5.9) for all k = rn because (5.10) implies (5.9) for all other k. Now we prove (5.10): Since the only non zero entries in M k * are of the form M k,rn or M k,rn+1 for some r ≥ 0, and
But this is equivalent to M (r+k)n+j,l = M (r+k)n+j+1,l for j = 0, . . . , n − 2, which holds by the definition of M and so (5.10) is true. It only remains to prove (5.9) for k = rn with r ≥ 1. A straightforward computation using (5.10) shows that it suffices to prove (5.2) for all k, and by Proposition 5.1 we only have to prove that M satisfies (5.1).
We will prove the equality (5.1) in each entry (l, nk + j). Since the columns M * ,nk+j vanish for j = 2, . . . , n − 1 and M * ,nk = − M * ,nk+1 , it suffices to prove (5.1) at the entries (l, nk). So we have to prove
and M l * = M rn, * for l = rn + j with j = 0, . . . , n − 1, hence it suffices to prove
Note that M i,j = 0 if i < 0 or j < 0. By definition
where E j is the infinite vector with (E j ) i = δ ij ,
and c k,r = 0 for all other (k, r).
Moreover, e M (r+1)n,nk = ec r+1,k and a M rn,n(k−1) = ac r,k−1 (note that c r,
In order finish the proof it suffices to prove (5.14) for all r, k. For this we will use
which follows directly from the definitions of a r , e r and d r .
For k > r + 1 the equality (5.14) is trivially true, since in that case both sides vanish. If k = r + 1, then (5.14) reads −dc r,r c r+1,r+1 = ec r+1,r+1 + ac r,r .
(5.16) Since c r,r (e r + d r ) = a r (note that e 0 = a 0 = 1 and d 0 = 0), this is equivalent to −da r a r+1 = ea r+1 (e r + d r ) + aa r (e r+1 + d r+1 ). Now we divide by a r+1 = −aa r and so we have to prove that −da r = e(e r + d r ) − (e r+1 + d r+1 ).
But this follows directly from (5.15) using that e r+1 = ee r , hence the case k = r + 1 is proved. Now we can assume that k ≤ r and we will use that for i ≤ r we have
We prove (5.14) by induction on r (assuming k ≤ r and using that (5.14) is true for k = r + 1). For r = 0 = k this means dc 0,0 (c 0,0 − c 1,0 ) = ec 1,0 + ac 0,−1 . Using c 0,0 = 1 and c 1,0 = d = 1 − e we see that this equality is equivalent to d(1 − d) = ed which is true by definition of e.
Assume (5.14) is true for some r − 1 ≥ 0. Multiplying (5.15) by e r+1 = ee r we obtain ed r e r+1 + da r e r+1 = ee r d r+1 , and adding ed r d r+1 this reads d r e(e r+1 + d r+1 ) + da r e r+1 = ed r+1 (e r + d r ).
We divide this equality by (e r + d r ) in order to obtain d r e r + d r e(e r+1 + d r+1 ) + dc r,r e r+1 = ed r+1 , using that a r = c r,r (e r + d r ). Now we divide by (e r+1 + d r+1 ) and can write the result as
Next we multiply by c r,k and, since by (5.17) we know that c r+1,
We claim that
In fact, if k < r, this follows from the inductive hypothesis, and if k = r, then (5.16) gives the same equality. Now the equality (5.19) implies
where the second equality follows from (5.17). So the equality (5.18) yields
which is (5.14) for r. This completes the inductive step, proves (5.14) and concludes the proof.
Roots of R k
In view of Corollary 5. 4 , we want to analyze the polynomials R k and their roots. In particular we are interested in the following question: Given a pair (a, d), does there exists k ∈ N such that R k (a, d) = 0? If the answer is no, then for each n ≥ 2 the pair (a, d) defines a unique twisting map via Theorem 5.2. Else there is no twisting map satisfying item (1) of Proposition 4.5 for that (a, d).
In that case e = 0 and e = 1, since e = 0 leads to a = 0 and e = 1 leads to a = −1, which contradicts −a = e. So R k (a, d) = 0 if and only if
This condition is much easier to handle than the original condition. Assume K ⊂ C. If (6.1) is satisfied and a e = 1, then k log a e = log 1 + a 1 − e .
Moreover, if (6.1) is satisfied and a e = 1, then necessarily 1+a 1−e = 1, and an elementary computation shows that then either −a = e or −a =ē, whereē is the complex conjugate of e. The first case is impossible by assumption, and another elementary computation shows that (6.1) is satisfied if and only if u 2k−1 = −1, where u = e |e| is a unitary complex number. Hence, if K ⊂ C, we can describe a complete strategy in order to determine if for a given pair (a, d) we have R k (a, d) = 0 for all k.
(
ii) if 
The case y
In this section we will describe the case (2) of Proposition 4.5. So σ is a twisting map and Y and M are as in Corollary 1.5 and M = M − Y . Moreover n ∈ N with n ≥ 2, M k * = M 0 * for 1 < k < n and M n, * = dE 0 − E 1 + aE n+1 with d(a + 1) = 1. This implies that we are dealing with the case y n x = dx n+1 − x n y + (a + 1)y n+1 , with a = 0, −1.
We will compute the different possibilities for the resulting twisting maps. There is only one choice for the first 2n − 1 rows, but four choices for the 2n'th row. In each of the four cases the rows are determined until the row 3n − 1. We show how to proceed to determine the rows 3n, 3n + 1 and 3n + 2, in each of the four cases, and obtain again four cases (so we have 16 cases). As the number of possibilities grows, the system of equations get more and more involved, so our methods don't provide a complete classification. However, in section 9 we describe a family of twisting maps for which the first 3n + 2 rows coincide with four of the 16 cases.
. A j+k,j+k+1 , as desired.
Proposition 7.2. Let M and a be as above. We have
and
. . ) be the increasing sequence of integers such that m Li = 0 and
and Lemma 4.2 we obtain
follows from (1−d) = ad. Using again (1−d) = ad and dividing by d we obtain (7.1). Multiplying by a n−1 we obtain
But the right hand side is the expansion of (aY − M ) n+1 , since in that expansion the only term with two times the factor M is M (aY ) n−1 M . This proves (7.2). Item (1) follows directly from (7.2) and Lemma 7.1, since ( M − aY ) i,i+1 = m i − a.
By Lemma 4.2 we have
contradicting again item (1), hence m Li = a for all i.
Proof. We compute the entries (L k + 1, j) of (7.1) and obtain
where M i,j = 0 if j < 0. For j = 0 the only term that survives in the sum of (7.3), is the term corresponding to i = n, and so
When we compute (7.3) for j = 1 the only two terms that survive in the sum are the terms corresponding to i = n and i = n − 1. Hence
and so M L k +1+n,1 = −t 0 . Similarly, for j = 2 only the three terms corresponding to i = n, n − 1, n − 2 survive and we obtain
This proves item (1) . In order to prove item (2), note that M i,j = 0 if L k < i < L k + n and j = 0, 1. Hence the only terms that survive in the sum of (7.3) for j = 3,
Consider the equality (7.3) for j = n + 1. On the left hand side we have −d k M n,n+1 = −d k a and on the right hand side the only possibly nonzero terms correspond to i = 0, i = n − 1 and i = n. This yields
and since
then only the two terms M L k +n+1,j and M L k +n,j−1 survive, and we obtain
which concludes the proof of item (2) . In order to prove item (3), we consider the entry (1, 0) of the equality
since the entry (1, 0) vanishes for all summands with i > 0. From
and multiplying by d k and using (7.4) we obtain 
and for j = L k+1 we have
Proof. We will prove (7.5) by induction on j. Note first that if we set L 0 := 0, then (7.5) is true for L 0 ≤ j < L 1 = n by Lemma 4.2. Now assume that (7.5) is true for j and we will prove that it holds for j + 1. First assume that L r ≤ j < L r+1 − 1. Then we multiply (7.5) by M = Y + M and obtain
and then
as desired. Now, if j = L r+1 − 1 for some r ≤ k, then, by the same argument as before, from (7.5) we obtain
and we also obtain
which implies (7.6). For j = L r+1 −1 with r < k we have to compute
On the other hand from
and combining this with (7.8) yields
Inserting this into (7.7) yields
which is (7.5) for j + 1, since j + 1 = L r+1 and so L r+1 ≤ j + 1 < L r+2 . This finishes the inductive step and concludes the proof.
8 Computing M j, * for j ≤ 3n + 2
In this section we will continue to describe the case (2) of Proposition 4.5. So σ is a twisting map and Y and M are as in Corollary 1.5 and
Moreover, if we set t i := M 2n,i , the first 2n + 1 rows of M look as follows:
Hence we automatically are in the situation of Proposition 7.3 and of Lema 7.4 for k = 1.
By Proposition 7.3 we have
Proposition 7.3 also yields t 2n+1 ∈ {0, a} and M 2n+1,2n+2 = a − t 2n+1 . The two choices for t 0 and the two choices for t 2n+1 generate four different cases for M 2n, * which we will describe in the next two propositions.
Proof. We have t 2n+1 = 0 and so M 2n+1,2n+2 = a. We first prove
and so t 2n = M 2n,2n = 0. Then
and so t 2n−1 = M 2n,2n−1 = 0. Inductively we obtain
and so t 2n−k = M 2n,2n−k = 0 for k = 1, . . . , n − 2. So t j = 0 for j = n + 2, n + 3, . . . , 2n. It remains to prove t j = 0 for j = 2, . . . , n. For this we consider
2) is valid for k = 0, . . . , n − 2, we obtain t j = 0 for j = 2, . . . , n, which concludes the proof of (8.1).
Next we claim that
3) For this we will evaluate the matrix equality (which holds by (1.3))
For this note that by Lemma 7.4 we have
So, in order to prove (8.6), it suffices to prove that
= 0, which follows readily from the fact that for i = 0, . . . , 2n, we have
and so from (8.7) we obtain directly (8.8). Finally, using Lema 7.4 and (8.7), we compute
Inserting the values obtained in (8.5), (8.6), (8.8) and (8.9) into the equality (8.4) yields 
On the other hand, if t 0 = d 2 , then we claim that
For this we will evaluate the matrix equality (8.4) at (1, 2n + 2). In our case (8.4) reads
So, in order to prove (8.13), it suffices to prove that
But (8.14) follows readily from the fact that for i = 0, . . . , 2n, we have
This establishes (8.13). Next we prove
and so from (8.15) we obtain (8.16). Finally, using Lema 7.4 and(8.15), we compute
Inserting the values obtained in (8.12), (8.13), (8.16 ) and (8.17) into the equality (8.11) yields
from which (8.10) follows using a + 1 =
which together with (8.10) yields
Proof. By Corollary 1.5 we have
By Lemma 7.4 we have
and if we writet j = t j , if j ≤ n dt j , if n < j ≤ 2n + 1, and S j = j i=0t j , then this reads
and so from (8.19) we obtain
We will evaluate the matrix equality (8.20) at (1, k) for k = 2, . . . , 2n + 1. For k = 2 we have
otherwise. 
On the other hand, for k = n + 2, . . . , 2n + 1 we have M 2n+1−k,0 = 1 and M 2n+2−k,1 = −1, So, for k = n + 2, . . . , 2n, the equality (8.20) reads
(8.24) For k = 2n + 1 we obtain (d − t 0 )(−t 2n ) = −t 0 t 2n+1 + S 1 t 2n + S 2n (−1), since i goes only up to 2n = k − 1. Since t 2n+1 = a, we obtain
Now we evaluate (8.20) at (k, 2n + 1 + k) for k = 1, . . . , n − 1. We will obtain several times entries of the form M j,j+1 and so we note that by Proposition 7.1(2) we have
. . , n − 1, and we also have
and (Y 2n+1 ) k,2n+1+k = 1, from (8.20) we obtain 0 = (S k + S k+n )a + S 2n+1 − aS n , for k = 1, . . . , n − 1.
Subtracting the equalities for k and k − 1 for k = 2, . . . , n − 1 we see that these equalities are equivalent to By Proposition 7.3(3) we know that t 0 ∈ {d, d 2 }, and now we assume t 0 = d 2 . We claim that in this case
In fact, if we assume by contradiction that (t 1 + d) = 0, then from (8.23) we obtain t n = 0 and from (8.22) for k = n, n − 1, . . . , 3 we obtain successively t n−1 = 0, t n−2 = 0,. . . , t 2 = 0. Then (8.21) yields the contradiction, which proves (8.28). Now the equalities (8.21), (8.22 ) and (8.24) yield t k = 0 for k = 2, . . . , 2n, k = n + 1. But now (8.25) reads t 0 a + S 2n = 0, and so
which implies t n+1 = 0. This gives one of the desired cases
On the other hand, if t 0 = d, then (8.21) gives t 1 = −d and (8.23) gives t n+1 = 0. Adding the equalities (8.27) for k = 2, . . . , n − 1 yields
and so from (8.25) we obtain ad + t n + t 2n = 0. We claim that
Assume by contradiction that f = 0. Then we evaluate
It follows that t 2n+1−j = f j a for j = 2n, . . . , n + 1, and so t n+1 = f n a = 0, the desired contradiction which proves (8.29) .
From (8.29) we deduce t n = −ad and from
we deduce t k = 0 for k = 2, . . . , 2n with k = n. This gives the second one of the desired cases
and concludes the proof.
In the first case of Proposition 8.2 the first 3n + 2 rows of M look as follows: 
with t 0 ∈ {d 2 , d 3 } and t 3n+2 ∈ {0, a}. In fact, Proposition 8.1 determines the first 2n + 1 rows, the rows M k, * for k = 2n + 2, . . . , 3n follow from the equality 0 = ( M Y j M ) n,i = 0 for j = n + 1, . . . , 2n − 1 and i ≥ 0 and the rows M 3n, * and M 3n+1, * from Proposition 7.3.
In the second case of Proposition 8.1 the first 3n + 2 rows of M look as follows:
Here we also have four choices corresponding to t 0 ∈ {d 2 , d 3 } and t 3n+2 ∈ {0, a}. As before, Proposition 8.1 determines the first 2n + 1 rows and the rows M k, * for k = 2n + 2, . . . , 3n follow from the equality 0 = ( M Y j M ) n,i = 0 for j = n + 1, . . . , 2n − 1 and i ≥ 0. The last two rows can be computed as in the proof of Proposition 7.3.
In the second case of Proposition 8.2 the first 3n + 2 rows of M look as follows:
for all entries not shown in the matrix. Here we also have four choices corresponding to t 0 ∈ {d 2 , d 3 } and t 3n+1 ∈ {0, a}. As before, Proposition 8.2 determines the first 2n + 1 rows, the rows M k, * for k = 2n + 2, . . . , 3n − 1 follow from the equality 0 = ( M Y j M ) n,i = 0 for j = n + 1, . . . , 2n − 2 and i ≥ 0, the rows M 3n, * and M 3n+1, * can be computed as in the proof of Proposition 7.3 and the last row follows from 0 = ( M Y 2n+1 M ) n,i = 0 for i ≥ 0. Each of the four matrices in turn gives us again four possibilities, solving a similar system as in Propositions 8.2 and 8.1. So we have 16 cases. However, the system of equations are more involved, specially in the last two matrices. Proposition 7.3 can be adapted to these two last matrices, but not Lemma 7.4. This lemma expresses the powers of M in terms of Y k M Y j , which is the key to obtaining the systems of equations. However this lemma applies only to the first two cases. So our methods don't provide a complete classification. In particular, there are restrictions that prevent that all cases can be realized in a twisting map. Some of these restrictions will be seen in the next section, where we will describe a family of twisting maps for which Lemma 7.4 applies.
9 The family B(n, L) and quasi-balanced sequences
In this section we will describe a family of twisted tensor products that arise in the case (2) of Proposition 4.5. So σ is a twisting map and Y and M are as in Corollary 1.5 and
Motivated by the first cases of Propositions 8.1 and 8.2, and as a continuation of these two cases, for a given sequence L ∈ ∆(n, n + 1) we define the infinite matrix
It turns out (Theorem 9.6) that setting M := M (L) defines a twisting map if and only if L ∈ L, where the set of sequences L is defined as follows:
So we will describe some properties of the sequences in L, which we call quasi-balanced sequences.
Definition 9.1. We say that a sequence L ∈ ∆(n, n + 1) is r-balanced, if L r = L j + L r−j for all 0 < j < r. We say that the sequence is r-quasi-balanced, if L r − 1 ≤ L j + L r−j ≤ L r for all 0 < j < r. We also say that a finite sequence (L 1 , . . . , L r0 ) is quasi-balanced, if L r − 1 ≤ L j + L r−j ≤ L r for all 0 < j < r ≤ r 0 .
Note that every sequence L ∈ ∆(n, n + 1) is trivially 1-balanced, and it is also easy to see that it is 2-quasi-balanced and 3-quasi-balanced. However the sequences beginning with (n, 2n, 3n + 1, 4n + 2, . . . ) or (n, 2n + 1, 3n + 1, 4n + 1, . . . ) are not 4-quasi-balanced.
Clearly a sequence L ∈ ∆(n, n + 1) is quasi-balanced (i.e. belongs to L), if and only if it is r-quasi-balanced for all r, if and only if all the sequences L ≤r := (L 1 , . . . , L r ) are quasi-balanced. For a given sequence L and 0 < j < r we define ∆ r,j := L r − L j − L r−j . The fact that (L 1 , . . . , L r0 ) is quasi-balanced is equivalent to the fact that ∆ r,j ∈ {0, 1} for all 0 < j < r ≤ r 0 . 
= ∆(r + 1 − j 0 , s) − ∆(j 1 , s).
But ∆(r + 1 − j 0 , s), ∆(j 1 , s) ∈ {0, 1}, so we obtain a contradiction which establishes (9.1) and concludes the proof. 
and L k+r = L k + L r + 2, and so we arrive at 0 = a M L r+k ,L r+k +1 = a 2 = 0, a contradiction that discards the second case of Lemma 9.4 and concludes the proof. Proof. Proposition 9.5 proves that L ∈ L is necessary. That it is also sufficient, requires a very lengthy computation, which we relegate to the appendix.
Remark 9.7. The proof of Theorem 9.6 shows the limitation of our method in order to obtain a complete classification. On one hand the approach of equalities of infinite matrices yields conditions that reduce the possibilities to very few families. On the other hand proving that a given infinite matrix yields a twisting map requires to verify an infinite number of matrix equalities for infinite matrices. This is a lengthy computation that we were able to realize in Corollary 5.4. In that case we only had to prove one of the equalities, since those twisting maps have the n-extension property, i.e., they are completely determined by the values of M k, * for k ≤ n. However, in the present case the twisting maps have not the n-extension property and none of the twisting maps constructed in Theorem 9.6 has the m-extension property for any m. This is a direct consequence of the following property of quasi-balanced sequences: Let (L 1 , . . . , L r ) be a quasi-balanced partial sequence. Then there exists an extension (L 1 , . . . , L r , . . . , L r+k ) such that both (L 1 , . . . , L r , . . . , L r+k , L r+k + n) and (L 1 , . . . , L r , . . . , L r+k , L r+k + n + 1) are quasi-balanced partial sequences.
In a forthcoming article this property will be proven, together with several other properties of these sequences. For example, the quasi-balanced sequences show a surprising connection to Euler's totient function and so they are interesting on its own. in the proof of Lemma 7.4 we have
