A general model of a branching Markov process on N is considered.
1. Introduction and Comments 1.1 In this paper, the term branching Markov (BM) process is used for a continuous time Markov-type evolution of a system of randomly moving particles on the line N.
Particles may create new offspring; the rate of creation and the offspring number distribution depend only on the position of the parent particle. Each new particle starts moving from the point where it was created, in accordance with a fixed Markov process of individual motion (IM), which is not supposed to be space-homogeneous.
For the formal construction of a BM process and its basic properties we refer to Athreya and Ney [1] ; some more recent works are discussed, e.g., in the review by Oynkin [6] . In particular, the reader is referred to Dynkin et al. [7] , where general construction and properties of a measure-valued branching Markov process arc discussed. Specific problems arising in the non-homogeneous and non-Euclidean cases are discussed in Lalley and Sellke [16] (see also the references therein) and Lalley and Sellke [17] . In this paper, we use the standard facts about the BD without going into detail. The IM Markov process is denoted by (= (t),t>_ 0). The distribution of process , given that it starts at point x E N, is denoted by Px, and the expectation in Px is denoted by E x. The rate (intensity) of the branching of the particle positioned at x is denoted by (x), and the distribution of the number of offspring by K(x,. ).
We agree to think that a particle "dies" at the moment of branching, therefore it is not counted afterwards. By n(x) we denote the expected number of offspring produced at point x:n(x)-y'K(x,j)j. Throughout the paper we assume that , E C(R) and 0 < "0 --) --1 < (:x:), 1 < n 0 <_ g _< gl < Cx:), (1.1) where hi, ai are constants, 1, 2. [Here, and below, Ci(N) denotes the space of functions on N which are of class C at each point x N (without any assumption of boundedness); a similar notation is used when the line N is replaced by its subset.]
We also assume that K(.,0) 0, (1.2) which means that the particles always produce at least one offspring.
A number of interesting examples are incorporated if we assume that the IM process may have an "absorbing" state, -k, such that remains at once it reaches it.
We agree to think of " as a "point at -co", meaning formally that < oc and, moreover, -it oc, x) for any x R. The "extended" line {'} U N is denoted by group {Tt: t >_ 0} given by Ttf(x Ex/((t)) takes space C() of the bounded continuous functions 5N to itself and is strongly continuous there. Thus, is determined by a generator 5 which is a densely defined operator inC(). While dealing with some particular types of processes (a smooth diffusion on N or on N+ {'} U [0, ) with a boundary point at 0), it is convenient to treat ffi as an operator in the space D(-D(N)or D(N+ )). See Section 3 below.
The BM process is denoted by E(t), and its sample space and probability distribution, given that the starting point is x, by x and Px, respectively. Given t >_ 0, let Ek(t), k-1,...,N(t), denote the random positions of particles by time t, where N(t) is the total number of particles in the population. We are interested in the quantity i sup Y(t) sup y(t), (1.3a) where _> 0 _> 0 Y(t) max Sk(t), r(t) sup r(s).
(1.3b) _k<_N(t) 0<s<t Here, the random variable Y(t) (y(t)) gives the maximal position of the particles in the BM process at time t (respectively, on A similar question arises about the quantity ]r sup (n) sup (n), (1.5) n>0 n>0 where (n) (p(n)) gives the maximum of the position of the particles of the nth generation (respectively, the generations 0, 1,..., n) in the BM process, at the times of their divisions T1,...,T(n); N(n) is the number of particles of the nth generation.
[The nthgeneration is formed by particles that have precisely n ancestors.] By de- finition, Y (0)-p(0)_ x. We sa Z that a BM process is quasibounded (in a positive direction) if the random variable M is proper.
It is clear that if a BM process is bounded, it is quasibounded. We show that if the IM process is a smooth diffusion (possibly with a boundary point), the converse is also true.
Intuitively, the answer to both questions depends on the outcome of a "competition" between several factors" the "drift" and "volatility" of the law of process and the parameters , and K of the branching mechanism. In Section 2 we give general sufficient and necessary conditions for boundedness and quasiboundedness of a BM process under quite general assumptions on . These conditions are stated in the form of inequalities involving the so-called Green measures of process and its stopped version. [The conditions on imposed in the necessity part are more restrictive than in the sufficiency part.] An interesting example of the BM process is the branching diffusion (BD), where is a diffusion process. We consider the case where is a "smooth" diffusion on 310 F.I. KARPELEVICH and YU.M. SUHOV S-or +, where + -{*}tD+ and + -[0, cx3). In the latter case we assume that 0 is a Feller-type boundary point. In Section 3 we establish a criterion (i.e., a necessary and sufficient condition) which is quite unexpectedly short: let denote the "local" generator of process , with a domain D(lo). "Local" means that no assumption is made about the behavior of functions f E D(5io as x ; all conditions are stated in terms of their properties in some neighborhoods of the points x E S. In other words, 1o is merely a second order differential operator, with the diffusion coefficient a2(x) and drift a(x), completed, when necessary, with the corresponding boundary condition. Formally, 51o is an extension of the "global" generator 5. [The precise meaning is given in Section 3.] Then there is the following necessary and sufficient condition, called below Condition (or Criterion) CD for the BD process to be bounded (and hence, quasibounded). (1.7)
Thus, Criterion CD reduces a rather intricate probability-type question about a B D process to a problem concerning a spectral property of a linear differential operator. In Sections 1.2-1.5 we comment on the applicability of Criterion CD, and show that in a number of interesting examples it leads to a straightforward answer.
The problem of boundedness (or, more generally, of an asymptotical behavior) of a BM process was first discussed, in a somewhat different setting, by Hammersley [9] and Kingman [15]; later it was actively investigated by Biggins and co-authors (see [2, 3] and the references therein). However, the above papers considered the case of a space-homogeneous IM process , constant , , and fixed probability distribution K. A general model of a discrete-time and one-dimensional discrete-space non-homogeneous BM process was recently discussed by Karpelevich and Suhov (see [14] and the references therein), where a "discrete" analog of Condition CD was derived.
1. 2 We start our comments on Criterion CD with the case of a space-homogeneous BD process, where has a constant drift and diffusion coefficients a N and r > 0, and , and K (and hence ) do not depend on xE[. In this case, we speak of a branching Brownian (BB) motion. Then, if s > 1, a necessary and sufficient condition of boundedness is: Pictorially speaking, the ratio a2/r 2 in (1.8) measures the "rigidity" of a BM" the greater it is, the less "random" the motion looks at large times. The value 2 a 2,(-1) shows the outcome of the "competition" between the rigidity and an 2 "entropy" of the process of creating new particles. In short, the meaning of condition (1.8) is that the drift suppresses all "entropy factors" presented in the BB motion.
Criterion CD provides a straightforward answer to the question of boundedness in all cases where the operator 1o may be written in the form (1.9) after a change of variables. In other words, it means that what matters for boundedness of a BM process is the behavior of certain expectation values as functions of a space variable.
This covers a variety of examples where, to our knowledge, none of the existing methods is applicable. (1.10) Here Pi>-O, i-1,2,3, are constants; Pl +p2+p3-1" The case Pl-P3-0 corresponds to a reflecting and p:-P3-0 an absorbing (or killing) barrier at 0; in the latter case, process jumps from 0 to state and remains there forever. The operator 51o is given by the right-hand side of (1.9), by replacing x E N by x _> 0.
As before, the general solution to (1.7) (in the case under consideration it means that f0 satisfies the differential equation and the boundary conditions) has, for x _> 0, Pl >-P2 b-+ P3/( t-1).
(1.11) Pictorially speaking, the coefficient Pl "helps" to maintain the BB motion on N+ bounded, while P2, Pa "act" in an opposite direction. In particular, in the case of an absorbing barrier, the BB motion is bounded iff its whole-line version is bounded; in the case of a reflecting barrier, it is always unbounded. Observe that this statement is not true in the case where It'(., 1)= 1 (and hence 1). Here, the BB motion is reduced to the IM process . But on the half-line, with an absorbing barrier, is bounded for a 0, whereas on the whole line is not. [8] considered an example of a Markov process on N+, where a particle moves as in a diffusion process on Ot+, with a boundary point at 0, and in addition may jump from 0 to (0, c). See also [11] , Chapter 5, Section. 5.7. The corresponding BM process E is called a branching diffusion with a jump (BDJ).
Criterion CD (where 11o is again understood as a second-order differential operator on +, with specific boundary conditions) is also applicable for the BDJ processes (see Section 3). As before, it gives a particularly simple answer in the case where the diffusion on N+ has constant coefficients, and , and do not depend on x E N+. More precisely, let a be the drift_ and r the diffusion coefficients, and the boundary condition for the diffusion on N + be of the form Here, the IM process is a jump Markov process characterized by the jump intensity #(x) and the distribution of the jump r(x, dy), x,y 3. In Section is necessary for quasiboundedness. The sufficient condition is called SJ and the necessary one NJ. The question of finding a general class of BJM processes for which Condition SJ is necessary for quasiboundedness or boundedness remains open.
Note that in the case of a discrete time/space BJM process (called a branching random walk), a criterion (i.e., a necessary and sufficient condition) of boundedness was established in Karpelevich et al. [13, 14] . The space-homogeneous case was investigated earlier in Karpelevich et al. [12] . 1.7 The methods used in this work originate mainly in functional analysis (more precisely, semi-group theory) and the theory of ordinary second-order differential equations. [We refer the reader to Dynkin [5] , It6 and McKean [11] ; and Yosida [20] for the results from semi-group theory, and to Birkhoff and Rota [4] , Hartman [10] and Taira [19] for the results from the theory of second-order ODE's and their connections with the theory of diffusion processes.] Probabilistic technique plays a rather subordinated role in the present paper. Nevertheless, we believe that an adequate Boundedness of One-Dimensional Branching Markov Processes 313 approach based on probabilistic ideas is possible (and hope it will follow soon). For example, a process 7(t) given by
is a martingale iff function fo satisfies (1.7).
2. Abstract Conditions of the Boundedness of a BM Process 2.1 In Sections 2.1 and 2.2 we establish inequalities that give sufficient and necessary conditions of boundedness and quasiboundedness of a BM process on N. The proofs are given in Section 2.3. Sufficient inequalities are established in a fairly general situation and do not require specific assumption about process . However, we assume that , and K satisfy (1.1), (1.2).
We introduce the random variable p(-p), on probability spaces (a,p), describing the lifetime of the process started at x, when the rate of lifetime spending at point y is $(y). Our analysis is focused on stochastic equations that are naturally connetted with the variables M and M. More precisely, let M x and M x denote the "ver- The above argument shows that we can assume, without loss of generality, that function 1; the general case is reduces to this case by passing to the new generator . We therefore omit the symbol from the notation. Observe that at this stage we do not assume the IM process to be strong Markov. Our first sufficient condition is:
There exists a function fo on satisfying (1.6) and a monotone sequence {Zn} such that %z nand
This condition is called Condition S1. Theorem 2.1:
Suppose that Condition S1 hold. Then he BM process is bounded.
Observe that passing formally to the limit zn in (2.3) gives the following condition called below Condition N:
There exists a function fo on S satisfying (1.6) such that (ii) The Radon-Nikodym derivative is such that either of the following two conditions holds: a) for each bounded interval J C N with J N 7 , the family {go(', Y), Y E R} of functions x J C go(x, y) is uniformly bounded and equicontinuous (and hence compact in C(J n ;)); b) for each x G the function y N-,go(x,y) is continuous and has finite limits as y--+ (which may depend on x). Throughout this section we use the following notation 
then h z, so f0_ a2xh" But the RHS coincides with the RHS of (2.3). 3. Conditions of Boundedness for the BD 3.1 In Section 3 we deal with a BD, assuming that the IM process is a diffusion, in the sense given in It6 and McKean [11] ), on a set 5, which is either the line N or the "extended" half-line N+-{*} U[0, c), with a singular (or boundary) point at 0. By ffi we understand here the "global" generator of process , again in the sense of [11] ; this means that acts on a subset D(ffi)C D. Here D (-D(5))is the space of bounded functions 5R, left/right continuous at left/right regular points of and with f(*)-0 (see [1.1] , Chapter 3, Section 3.6, from which we borrow our notation). As in the general case, we start with sufficiency. Assume that function f~a nd point x E N are such that there exists a neighborhood U of x and a function fu D(5) coinciding with f on U fl 5;. We use the locality theorem for the generator 5 (see the theorem from [11] , Chapter 3, Section 3.7, p. 100). Ace%cling to the locality theorem, value fg(x) does not depend on the choice of U and fg" We will denote it by {blof(:). We agree that the domain D(51o of operator 51o consists of all functions f for which the value {blof(x is determined, by the above construction, for any x G 5;. Furthermore, given a function f: 5;--, we say that it has property A (relative to 5) if for any b large enough, there exists a function Ib D(Ib) such that f(x)fb(x) for x _< b, x G. If f has property A then for any x G 5; and b > x, b large enough, the value {bfb(x {blof(X is determined in a unique way.
Consider the following condition called Condition $3"
There exists a function fo on 5; having property A such that relations (1.6), (1.7) hold.
Theorem 3.1" For a BD process , Condition $3 is sufficient for S1 and therefore for boundedness. coincide with the restriction of f0 to (-(x, z]. We agree to use here the same symbol for a function and its restriction to (-c, z]; with this agreement f0 and belong to D(z) and moreover, bzf(x)-bz(x), x < z (see [11] , Chapter 3, Section 3.9, p.
103).
Observe that zf(z)-O. Therefore, by (1. which is nothing but (2.3).
A separate question is how to check property A. We discuss this question for
the two cases: (a) a smooth BD on R without boundary points; and (b) a smooth BD on R+ with a unique Feller boundary point at 0. That is, we assume that the operator 51o is a differential operator lf(x) 2(x) + a(x)f'(x).
(3.5)
Here, functions a, r obey a 0 _< a _< al, r 0 _< r _< rl, where ai, r are constants, ao, a 1 E N and r 0 > 0. We also assume that a,r E C2(R) in case (a) or C2(R+) in case (b). In the first case domain D(51o -C2(R); in the second, it consists of the functions f C2(R +) satisfying (3.6 ). Furthermore, by using integration by parts, it is possible to check that in the first case domain D(ffi) of the global generator holds for some fixed Pi, 1,2,3, satisfying Pi >-0; Pl + P2-t-P3--1. The action of ffi on D(5)is given by the RHS of (3.5).
We also assume (in addition to (1.1) and (1.2)) that g e C(R) or C(R + ). x--f (x) -t-a(x)f'(x)
is also bounded on any half-line (-oc, b]. It is clear that we can prolong f0 from Boundedness of One-Dimensional Branching Markov Processes 321 (-oc, b] to the whole so that the resulting function (as before, denoted by 7) belongs to C2(ff), is bounded and gives rise to the functioñ 0'
which is also bounded on . Thus E D(ff)), and f0 has property A.
The same argument works for the case of the diffusion on +. VI 3.3 In Sections 3.3-3.6 we prove that Criterion CD, in the case of a BD process, is necessary for quasiboundedness (and therefore, boundedness). We again assume that the IM process is a smooth diffusion, either on N or on N +, with a Feller boundary point at 0. Proof: We begin with the case of a smooth diffusion on N. The first step is to check that, under the conditions of Theorem 3.3, assumptions (i), (ii) and (iii) hold, and hence the boundedness (or even the quasiboundedness) implies Condition N. We will then deduce Criterion CD from Condition N.
Condition (i) is plain: it is well-known that under the assumptions of Theorem 3.3, the Green measure (x, dy), x,y fie, is absolutely continuous, and the Radon-Nikodym derivative g(x,y)= (x, dy)/dy is the Green function for operator I- (3.13) Proof: If /3-0, we can take Y0-1. Now suppose that /3(x0)> 0 for some x 0 E N. Consider the solution of the Cauchy problem for (3.12) , with the initial condition Y(Xo)-1, y'(xo)-O, (3.14) and denote it again by Y0" Since /3(x0)> 0, function Y0 has a local minimum at point x 0. On the other hand, by the maximum principle, the solution of (3.12) cannot have a local positive maximum. Hence, Y0 obeys (3.13). x >_ 0, may now have an atom at 0, but its restriction to (0, cx) is absolutely continuous, and the Radon-Nikodym derivative g(x,y)-(x, dy)/dy is positive for x, y > 0. For any x 0 > 0, the function x, > 0, may be continuously prolonged to N+ x N+ (i.e., defined for x, y >_ 0). We remark that the function on [+ x N+ so defined (we again denote it by go) coincides with the Radon-Nikodym derivative (x, du) O(xo, dY ). Furthermore, function g admits, for x,y > 0, the representation (3.7), where functions r/1 and i again obey r/12-r/21 rli(x) > 0, x > 0, p2q(0)-(Pl + P3)r/l(0),r/2() -0, and functions r/i satisfy the 2(x) ,,, differential equation 2 r]ii x) + a(x)r(x) r]i(x), x > 0. As before, functions 11, 2 are determined by these conditions uniquely, up to constant factors, and functions 1, 2 are given by (3.8) and (3.9). Function g is again determined by the above formulas uniquely and obeys (3.10) for x, y > 0.
The above properties enable us to repeat the argument and check assumptions (i)-(iii) of Section 2.2 for the case under consideration. Therefore, Condition N is again valid, and function f0 is > 0 on (0, cx). What remains is to deduce Condition CD from N. Denoting, as before, the RHS of (2.4) by 0, we have 0> 0 on (0, cx) and can write (3.11 (3.17) ). Take an > 0 and construct, on [,c), a solution y(x) of (3.12) with initial data y()-1 and y'(e) (g'(0)-f'(O))/f(). The function g(x) y(x)f(x) gives a solution to (3.18) on [e,c) with initial data g()f()and g'(e)f'()+ g'(O)f'(O), g may be prolonged, as a solution to (3.18) , to [O,c) . We obtain a solution of (3.18) with conditions at xe. Letting --0 and using the continuity of the solution in the initial condition, we obtain that g((x) converges to g(x), x >_ O, as e--O. Observe that in the second case g'(0)>_ ?0,. By Lemma 3.7 (with/= 1-a), g(x)>_ > 0.
Function g (specified in the preceding paragraph) is an obvious candidate for the role of function f0 figuring in Condition CD. It remains to check that it satisfies the boundary conditions (3.6), so that the LHS of (3.19) can be treated as hlog(X). If P2 0 then ](0)= 0 (the neighborhood of infinity is not accessible from 0). Hence g(0)= 0 and the LHS of (3.19) vanishes at x 0. Therefore, (3.6) holds if we substitute f(0) with g(0). If P2 > 0 then we use the fact that ]0 obeys the boundary condition p2]0'(0) pl?0(0) + P3 together with the equality 2 ?"(0) + a(0)?'(0) ?(0) (0)f(0)" This again leads to (3.6) for f(0)g(0). 3.7 In Sections 3.8-3.9 we extend the previous discussion to the case of a BDJ process where IM process is a diffusion on +, with a boundary point at 0 and a jump from 0 to (0, c). We retain the assumptions of Section 3. 
7-z0
For the expected value Ex(e fb((r))) we obtain the decomposition GZ(JzT)(x)-Px(A0)Ez(e-.z"0 + Px(Az)Ex(e fb((Tz))]Az). The same inequality trivially holds for x _> z. This yields Condition S1.
As before, a separate question is when property A may be verified. Under the above assumptions, the assertion of Theorem 3.2 remains valid also for a BDJ process. The proof of this fact follows the same lines as in Section 3.2. Thus, for the BDJ processes under consideration, Condition CD implies $3 and hence is sufficient for boundedness. 3.8 In this section we analyze the necessary conditions for boundedness of a BDJ process. (3.25) where 60 is the Dirac delta-measure concentrated at 0. Functions g,] and b and constant c are connected to each other via a system of relations described below. Name- It is clear that it suffices to establish that there exists the (possibly infinite) limit lira b(v).. Observe that the ratio (u)_ Ul(U) (see (3 8) ) is nondecreasing in y. By using (3.7), it is easy to deduce that for each x 0, the ratio g(x, u) is also nondecreasing in y, and hence lira g(x,v) v 2(v) l(X)" Thus the ratio 2(y is nondecreasing, and the above limit exists (and equals f (o,)p(dZ)l(Z)). Assumption (iii), as before, follows from the boundedness of coefficients a and Therefore, if a BDJ process is quasibounded, it satisfies Condition N" there exists a fo obeying (1.6) such that fo G(afo). Set ]o G(fo). Then In other words, 70 G D(lo)" As in Section 3.3, Remark 2.5 implies thati] Applying operator lo yields 1o7 -]o_ g f0 7o(1_ g).
We now want to check that Condition CD holds. Consider the equation In fact, (3.30) has two linearly independent solutions, U 1 and u 2. Clearly, there exist constants c 1 and c 2 such that the linear combination u-ClU1 + C2U2 satisfies (3.31 ). This means that u e D(tlo). We first check that u(0)=/= 0. Indeed, if u(0)-0 then (3.31) becomes
Suppose, for definiteness, that u'(0)> 0 and write u in the form u-y]0. Then for function y we have an equation similar to (3.12) . As u(0)-0 and u'(0) > 0, we have that y(0)-0 and y'(0)> 0. Function y cannot have a positive maximum. Thus, y(x)>O and hence u(x)>O, x>0. We see that the LHS and RHS of (3.32) are of different signs (the LHS is _< 0 whereas the RHS > 0) which yields a contradiction. Thus, u(0) :/: 0. (4.1)
The extended generator, (bin is defined on all Borel functions f on for which the integral in the RHS of (4.1) exists, and is given again by (4.1). [The notation (bin stresses that (4.1) is an integral operator.] The set of such functions is denoted by D((bin). IIf(x) J r(x, dy)f(y).
(4.2)
Then H is a linear operator with the domain D(:n). Let f0 be the function from.
Condition SJ. Observe that nf()= 1-f (). Thus, fo ci o where c > 0 is a constant. Consider the extended Green operator Gex of process (see Section 2.g); in this section we denote it by Gin. Operator Gin is integral, in Green measure (, d). If 0 e B(g), then in 0 0-Gi 10.
We nst how that f0 e D(Gin). Choose a sequence f e B() such that II .
Then infninf fo f O. Set n fn infn Then f0. Since f n B(g), Ginn fn" Passing to the limit, we obtain, by virtue of atou's Lemma, that fo GinfO, whence f0 D(Gin)" Now we have n-(l+#)fn-Hfn. Since HfnHfcf , we have (x) clf(x), x G 5, where c I > 0 is a constant. Thus, by the fact that fog D(Gin), the functions Pn are bounded by an integrable in (x, dy) function cf . Therefore, f0 =kf =kGin-Ginaf . Hence, function f0 satisfies Condition Consider an arbitrary nondecreasing sequence of functions fn B(5) converging to the function f0 figuring in Condition N. As xf>_ f0, function f0 is integrable in (x, dy) for all x G 5. Set (fn-GintCfn As fnTf , sequence ( Thus, we have found a nonnegative function that satisfies the inequality in Condition NJ. It remains to check that 99(x)--oe as x-oe. To this end, observe that l99n(X #(X)99n(X + #(x)II99n(X (here, as before, 99n Gintf n)
Thus, ]99n(X) _< c199(x), where c I > 0 is a constant. We see that function ]599 n is bounded by a function integrable in O(x, dy) for all x E 5. Since 99 B(5), G99 n G99n-99n. Letting ncx, we obtain Ginlin99-Gin99-99. On the other hand, as {Din99 <_ 99-t99, we have that Ginlin99 _< Gin99-Ginn99. Therefore, Ginn99 <_ 99.
Relation lim 99(x) cx now follows from Remark 2.5. (4.5)
Condi-(4.)
According to (2.11) and (4.5), (, z) q(, ) (, (, z)).
It is easy to see that (y, v) >_ v, whence
We again set c(, ) > (, )(, z).
rC(x'z) =H(x,z). F(0, ) (4.7)
Then from (4.7) (with x x0) and (4.6) we get 1 H(, z) < q'o, )' " Boundedness of One-Dimensional Branching Markov Processes 331 Thus, there exists a sequence of points z_-(x from 5 such that for any y G there exists the limit lmH(y,z). Taking fdiy equal to this limit leads, as in Section 2.4, to the conclusion of Theorem 4.3.
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