This paper presents a bio-evolutionary metaheuristic approach to study the harmonically oscillating behavior of the Duffing equation. The proposed methodology is an amalgamation of the artificial neural network with the firefly algorithm. A novelty in the activation of neurons of artificial neural network is described using the cosine function with the angular frequency. Chronologically, artificial neural network approximates discretizes the nonlinear functions of the governing problem, which then undergoes an optimization process by the firefly algorithm that then later generates the effective values of the unknown parameters. Generally, the algorithm and implementation of the scheme are assimilated by considering an application of Duffing-harmonic oscillator. Some error measurements, in order to discuss the convergence and accuracy of the scheme, are also visualized through tables and graphs. An effective optimized relationship between the angular frequency and amplitude is derived and its results are depicted in a tabular form. The comparison of the proposed methodology is also deliberated by homotopy perturbation method. Moreover, the geometrical illustration of the trajectories of the dynamic system is also added in the phase plane for different values of amplitude and angular frequency.
Introduction
Problems of nonlinear vibration in conservative systems, bearing a wide history, have been interpreted to a great extent, in order to study various parametric behaviors of nonlinear vibrations of several mechanical objects. [1] [2] [3] In this regard, several methods have been established to analyze these problems, analytically as well as numerically. [4] [5] [6] Particularly, among many well-known oscillatory equations, the Duffing equation is found to be the most widely studied equation for its eminent applications in different fields of science, engineering, and biology. He et al. 7 discussed Duffing-harmonic equation and established a relationship of between the frequency and amplitude of the oscillations using the Hamiltonian approach. Considering the same method, He et al. also discussed the approximate frequency-amplitude relationship of the nonlinear oscillators. 8 Further, Ren 9 restudied and derived the He's frequency-amplitude formulation for nonlinear oscillators from an ancient Chinese mathematical algorithm. Succinctly, the oscillating and chaotic nature of this nonlinear model has augmented a miraculous notion in the literature, as it imitates the dynamics of our natural world. [10] [11] [12] [13] [14] [15] [16] In essence, the following equation for Duffing-harmonic oscillation is formulated and studied, i.e.
where A represents the amplitude of the oscillation. The key objective of the paper is to establish a technique that provides effective solutions for the wide range of A. Accordingly, the aim is achieved by using the technique based on artificial neural network (ANN) [17] [18] [19] [20] and the firefly optimization algorithm. 21, 22 The accuracy of the algorithm depends on the value of adjustable parameters, i.e. the weights of the ANNs. Therefore, to gain accurate approximations of these parameters, the training of these weights is made by a global optimizer firefly algorithm (FFA). For the governing oscillator (1), a novel activation function for neurons of ANN is ascertained by means of a cosine function with the angular frequency. In addition, the accuracy, convergence, and effectiveness of the established scheme are determined out by the comparison plots of the attained outcomes with the exact solutions together with the values of mean absolute error and root mean square error.
The remaining structure of the paper is defined as follows: the next section delineates the utilization of the proposed methodology on Duffing-harmonic oscillation in detail with the addition of the flowchart of the scheme and an error bound relation. Then, the acquired relations of frequency and amplitude with the efficacious discussion on the behavior of oscillation and weights of the neural network are discussed. The final section covers the concluding remarks and motivational recommendations for the future work.
Methodological configuration
In this section, the implementation of the ANN on Duffing-harmonic oscillation is elaborated as follows.
Intelligent approximation
Any arbitrary continuous function and its derivatives on a compact set can be approximated by taking into account the components of feed forward artificial neural, i.e. multiple inputs, single hidden layer with a linear output layer without bias. The solution Y of equation (1) can be approximated by the following continuous mapping
where c i are real-valued unknown weights of the network, N is the number of neurons, f is said to be the activation function and z is said to be a linear sum defined as, z ¼ 2i À 1 ð Þx t. For the case of nonlinear oscillation, 7, 8 the trial solution of Y is accomplished by taking f z ð Þ ¼ cos z ð Þ in the activation function f. Therefore, the weighted sum of second-order derivative Y 00 , would becomê
The estimated model for equation (1) can be formulated by substituting the weighted sums of the networks, equations (2) and (3), in equation (1) . It is well known that the angular frequency x in the Duffing-harmonic oscillation depends on the amplitude of motion A. Taking into account different assumptions for x, some techniques have been illustrated that provide accurate results but for small values of A. These techniques have illustrated that the error for the angular frequency could be up to 1.60% for the range 0:01 < A < 100. 10 Apparently, it is difficult to obtain a method, which has the capability to give an accurate result with the error less than 1.60% in a wide range of A. Hence, keeping this in mind, a highly effective numerical procedure of optimization is proposed that produces accurate results and produces the least errors.
Fitness function
The robustness of any methodology is examined by defining an error function, which is formed by substituting the approximated functionsŶ t; c ð Þ andŶ 00 t; c ð Þ in equation (1) . The objective function for the optimization algorithm is to minimize the mean square error, outlined as follows
where E a t; c ð Þ is constructed as
and E c1 c ð Þ , E c2 c ð Þ are expanded by using the initial conditions of equation (1) as
On discretizing t 2 0; 1 ½ , for m equal segments in equation (5), the fitness function of equation (4) takes the following form
As evident, the adjustable parameters c i used in equations (2) and (3), for which E c1 , E c2 and E a c ð Þ come closer to zero, the value of E also approaches 0, which then produces approximate solution,Ŷ t ð Þ that are highly compatible with the exact solution.
FFA
Nowadays, metaheuristic optimization algorithms are playing an important role for being very promising in solving optimization problems. 23 Most of these algorithms are structured in such a way that their systematic procedures meticulously work like biological creatures. Here, we consider the FFA, for the optimization purpose of the fitness function and obtain precise solutions of weights of ANN. Being a nature-inspired algorithm, the system of FFA methodically functions like the biotic behavior of the fireflies. 21, 22 The algorithm is carried out as follows:
• Let, B MÂN represent firefly swarm, where N is the number of neurons (weights) to be minimized and M are the number of fireflies, where the associated position of firefly l is c l 2 < @ ; l ¼ 1; 2; . . . ; M.
• The light intensity used by fireflies to attract one another is denoted by I, which inversely depends on the distance between the species and air absorption of light.
• The error function E c l ð Þ is considered as the objective function, to convert the governing problem into an optimization problem. On the other hand, it is used to measure the brightness at a particular position.
• Fireflies move randomly so the distance r lk varies between firefly l and firefly k. The strength of attractiveness X of a firefly, which is directly proportional to the light intensity of the adjacent firefly, is outlined as
where r 0 is the initial attractiveness and k is the light absorption coefficient.
• Consequently, if the light intensity of a firefly at the position c l is brighter than that at c k , then the movement of firefly l towards firefly k is computed as
where q is a randomization factor that controls the magnitude of the stochastic perturbation of c k q , and 2 0; 1 ð Þ is random number generator.
• When all the fireflies have been modified, the best firefly w Ã will perform a controlled random walk across the search space
Suppose, c Ã is the optimal solution of the optimization problem (8), then by substituting it into equation (2), the approximate solution of equation (1) is achieved efficiently. The flowchart of the proposed algorithm is also demonstrated graphically in Figure 1 .
Error bounds and convergence
In this sequel, an assessment for the accuracy and boundedness of the solutions ofŶ t ð Þ is carried out. Since the continuous mapping expansion (2) is contemplated as the approximate solution of equation (1), it must satisfy the following error function, i.e. for t ¼ t j 2 0; 1 ½ ; j ¼ 0; 1; 2; . . . m
where Y Ã t j ð Þ is the exact solution of the governing problem (1) at different values of t j 2 0; 1 ½ . Correspondingly, if EF N t j ð Þ 10 Àl with l be any positive integer, then the truncation limit N is enlarged until EF N t j ð Þ , at each point becomes diminutive than the specified value 10
Àl . Let Y t ð Þ is a square integrable continuous function in interval 0; 1 ½ , so that the series (2) becomes convergent for Y t ð Þ. Thus, equation (2) can be expanded as
Since Y t ð Þ is bounded 8n 2 N, we can write
Here,
Using multiplicative property, we get where it can be perceptibly observed that the error bound is inversely proportional to the number of neurons. Hence, the series expansion (2) converges to the exact solution of equation (1), as number of neurons approaches infinity, i.e. n ! 1.
Frequency-amplitude relationship
The proposed method can be advantageously used to acquire optimized association between angular frequency and amplitude of Duffing-harmonic oscillation. After substituting the weighted sums, i.e. equations (2) to (3) in equation (1), we get
Considering the acceleration at the time t ¼ 0 and using equation (1), in equation (2), we attain
Therefore, we obtain the following relationship by taking
Homotopy perturbation method
The parameter-expansion methods are widely used in dealing with nonlinear problems. In this section, the implementation of homotopy perturbation method (HPM) 16 is shown, which will be exercised for the comparative study of the proposed technique in results discussion. The construction of homotopy equation (1) is carried out as
On expanding the coefficient of the linear term (À1) and the solution into the following forms
Submitting equations (22) and (23) into equation (21), and processing the perturbation method, we obtain the following linear equations
Calculating Y 0 from equation (23) we get
Substituting equation (25) into equation (24) and on further simplification we attain
No secular term in Y 1 requires that
If the first order approximate is searched, then from equation (21), we have h 1 þ x 2 ¼ À1. Thus, from equation (29) the following frequency can be generated
Equation (28) is valid for the case when A > 0, because when A < 0, there does not exist any periodic solution to equation (1) .
Simulation and results
Applying the procedure mentioned in the 'Methodological configuration' section, efficient analytical results are attained for i ¼ 1; 2. Table 1 shows the minimum values of the error function E, defined in equation (4), which elaborates the accuracy of the method for a small number of weights of ANN. The values of E are obtained for a large range of amplitude, i.e. 1 < A < 1000, of which few of them are depicted in Table 1 . It also justifies the positive effect of A on the solution, i.e. for fixed values of neurons N, as the value of amplitude A increases the lesser the minimum value of E is achieved, which on the other hand indicates the higher accuracy of the approximated solutionŶ. Furthermore, Table 2 illustrates some other measurements of error functions, namely, root mean square error L RMSE and mean absolute error L 1 . These functions also define a gradual decrease in values as the value of amplitude A increases. The optimized weight of ANN and comparative results of relation between A Table 1 . Minimum values of fitness function E for different calculated values of A, t 2 0; 1 ½ and l ¼ 1; 2. Table 2 . Computed values of root mean square and mean absolute error of error function E for different calculated values of A, t 2 0; 1 7.39376 Â 10 -9 Table 3 . Optimized values of weights of ANN l ¼ 1; 2. Figure. and x are described in Tables 3 and 4 , respectively, where the oscillating values of angular frequency x can be seen clearly at the different values of A. In this table, the optimized values of A are mapped out using equation (13) 
Conclusion and future recommendation
In this endeavor, we studied a systematic approach using ANN together with the FFA for Duffing-harmonic oscillator. Consequently, the following outcomes are achieved from the whole study:
• Achievement of the main objective of this attempt, i.e. procured accurate solutions of Duffing harmonicoscillator for wide range of amplitudes, 1 < A < 1000 with error less than 10 À6 .
• Successful implementation of ANN demonstrates the applicability of ANN on nonlinear dynamical equations to get oscillatory solutions for a small number of neurons.
• The activation of artificial neurons of ANN is performed by taking cosine function comprising the angular frequency of the oscillation that has not been considered in the literature yet.
• Optimization of the system, to attain the values of unknown weights of ANN, which is magnificently carried out by FFA, elaborates a new application of recently constructed bionic algorithms.
• Amalgamation of both efficient methods comes up with a remarkably proficient scheme for all intents and purposes of mathematical models in different fields of science and engineering.
• Analytical solutions are beneficial to study any model in multiple ways, i.e. compactly, graphically or in a tabular form. Here, the proposed methodology provides not only an analytically optimized solution but also an optimized association of angular frequency x and amplitude A.
In future, some more bio-inspired optimizing algorithms will be considered to solve and study different characteristics of differential equations occurring in vast areas of science, engineering, and biology. These algorithms merged with other existing methods enable the solution of every type of differential models including, but not limited to nonlinear, delay, and partial differential models. Henceforth, these schemes will be used to solve nonlinear differential equations of dynamical systems.
