This paper shows how techniques devised for aspect-oriented modelling (AOM) can be used for aspect-oriented metamodelling. Metamodelling is an approach to language definition, which has been adopted by industry for defining modelling languages, in particular the Unified Modelling Language (UML), and involves the construction of an object-oriented model of the abstract syntax and, optionally, the concrete notation and semantics of the target language. As the importance of models in software development grows, so does the importance of metamodels, not least to provide the basis of implementations of modelling tools. Specifically, there is a need for complete and accurate metamodels, which have a uniform architecture and which can be organized appropriately to support the definition of families of languages. The approach described in this paper uses AOM techniques to address this need. It is illustrated by extracts from the 2U submission to the UML 2.0 RFPs issued by the Object Management Group in 2001. The paper concludes with a discussion on the customization and generation of tools from such definitions.
INTRODUCTION
This paper shows how techniques devised for aspectoriented modelling can be used for aspect-oriented metamodelling.
Modelling is beginning to take a more prominent role in software development. Recent initiatives such as the Model Driven Architecture (MDA) [1] from the Object Management Group (OMG) promote a model-driven approach to software development [2] where models are first-class entities that need to be maintained, analysed, simulated and otherwise exercised, and mapped into programs and other models.
Modelling languages, like programming languages, are good at separating some concerns but poor at separating others. Moreover, whatever modelling language is chosen, there will always be concerns (aspects) that are not easily separated by the language constructs and which crosscut models. Aspects are as relevant to modelling as they are to programming.
One approach to representing aspects at the modelling level is to provide general purpose mechanisms that allow any crosscutting concern to be represented. Such mechanisms have been proposed for use with the Unified Modelling Language (UML). The basic idea is to provide mechanisms for parameterizing packages to yield package templates, for instantiating package templates and for composing packages (including instantiations of templates). This allows separate concerns to be encoded as package templates, or in some cases just packages, and combined using composition. Composition can also be used to weave concerns into existing models. The concerns crosscut compositions. By maintaining the connections between the templates, and their instantiations, and compositions and their parts, the separate concerns can be revisited both for communication purposes and to enact change.
Mechanisms have been proposed [3, 4] , as part of an approach to subject-oriented design. Model composition mechanisms allow overlapping subjects to be described separately and then composed in a number of different ways. This is similar in concept to the work on subjectoriented programming [5] . Model templates (referred to in [3] as patterns) allow patterns of crosscutting behaviour to be specified. A pattern can be applied multiple times to a target model, by instantiating the templates with elements from that model. Many templates can be applied to the same model and the results are merged. This is similar in concept to aspect-oriented programming [6, 7] .
D'Souza and Wills [8] proposed mechanisms similar to those employed by [3, 4] : a notion of package template and an enriched form of package imports for composition of models.
The definitions of the mechanisms in [3, 4] or [8] are rather informal, although Clarke does attempt a metamodel definition, but falls short of providing the detailed rules governing, for example, the way in which models are composed. We provide in [9] a more detailed and precise definition (in the form of a metamodel) for package extension, which is a characterization of the enriched imports mechanism proposed by [8] and on which a package template mechanism can be simply layered.
Metamodelling is an approach to language definition, which has been adopted by industry for defining modelling languages, in particular the UML, and involves the construction of an object-oriented model of the abstract syntax and, optionally, the concrete notation and semantics of the target language [10, 11, 12, 13] . An important feature of the approach is the emphasis placed on tools: it is important that metamodel definitions can be used as input to tools that generate code, including modelling tools to support languages defined by metamodels. Details of available tools in this area are provided in Section 5.
As the importance of models in software development grows, so does the importance of metamodels, not least to provide the basis of implementations of modelling tools. Specifically, there is a need for complete and accurate metamodels, which have a uniform architecture and which can be organized appropriately to support the definition of families of languages. Evidence of this need is already provided by the recent surge of proposals for UML profiles (specializations/variations on UML for modelling in specific contexts) at the OMG [14] . A profile is meant to subset and extend UML; it is part of the UML family. However, closer inspection reveals that profiles have two parts to their definition: a subsetting and specialization of UML notation, where specialization is done through the introduction of stereotypes and tagged values; a standalone metamodel defining the language of the profile, which, against expectations, is not based on the UML metamodel.
The problem is that the UML metamodel is not factored in a way that allows profiles to reuse those parts that are common, specialize them as necessary and combine them with new language fragments required for the profile. The approach to metamodelling described in this paper aims to meet the need described above, thereby providing a solution to this problem. It is interesting, though perhaps not surprising, that Aspect-Oriented Software Development (AOSD) techniques are fundamental to this approach. Package templates are used to factor out different (reusable) aspects of a language definition. Package extension is used to combine those aspects, instantiated in a particular context, to form language fragments, which can then be composed to form languages using the same mechanism.
The paper is structured as follows. Section 2 describes the package extension and package template mechanisms which we use for metamodelling, in conjunction with usual object modelling techniques. Section 3 describes the overall architecture of the definition of a family of languages and how this supports extension and customization of languages. Section 4 outlines the application of this approach to the definition of UML in the 2U submission to UML 2.0, using fragments of that submission as illustration. Section 5 discusses the challenges in using the metamodel definitions to customize/generate tools. Section 6 provides a summary, considers limitations of the approach and looks forward to future work.
PACKAGE EXTENSION AND TEMPLATES
The package extension and template mechanisms were originally suggested as part of the Catalysis approach to software development [8] . Of the two, the package extension mechanism is more fundamental; the extension of this mechanism to templates requires only a small step. We begin by summarizing the definition of package extension provided in [9] .
Package extension-example
The package extension mechanism is illustrated by Figure 1 . Q is a package that extends R and P. Extension between packages is shown by a UML generalization arrow: package extension is analogous to class inheritance. The contents of R and P get included in Q, merging any matching model elements and incorporating any changes to model elements stipulated in Q. Names (where present) are used to match model elements from different sources. The rules governing the merging of elements and the incorporation of changes (which must be conformant with matching model elements in the extended packages) depend on the kind of element. The specific rules are stated in Section 2.2. A metamodel encoding of these rules is given in [9] .
Renaming clauses may be used to annotate a package extension either to prevent a match or to force one. In this case, the classes X and Y in R are renamed to Y and Z, respectively, so that they are matched with the classes Y and Z in P. Q also contains a fragment of a class Z, with an attribute a, that is also merged with the P::Z and R::Y (which is renamed to Z). The unfolding of both package extensions results in the expansion of Q which is given in Figure 2 .
Package extension-definition
The definition assumes that a package can directly contain classes, associations and other packages, that a class can contain attributes and OCL constraints, and have 568 T. CLARK, A. EVANS AND S. KENT superclasses, and that an association is binary and contains two association ends. A one-way association is assumed to be a diagrammatic notation for an attribute. An attribute must have a type, which might be a class or primitive type, and may have a multiplicity. An association end has a source class, a type (which is also a class) and a multiplicity. A model element is indirectly contained in a package if it is directly or indirectly contained by an element directly contained in a package.
A package Q is associated with:
• a set Ext of package extensions, where a package extension is a tuple (P , r), for package P and renaming r; • a package delta Q, where a package delta is just like a package in what it can contain.
Q extends all packages in the set {P | (P , r) ∈ Ext}. A package P may appear more than once in Ext. There may be no cycles in the package extension hierarchy. Given package P and renaming r, which maps names of elements directly or indirectly contained in P to new names, apply(r, P ) is like P with names of elements in P replaced according to renaming r.
If Ext is empty then the contents of Q are the same as the contents of Q. Otherwise the contents of Q are calculated by merging Q with {apply(r, P ) | (P , r) ∈ Ext}. If the merge is not well-formed then the Q is not well-formed.
Matching and merging rules for packages
• Packages P 1 and P 2 match if they have the same name.
• The merge P of packages P 1 , . . . , P n is calculated as follows:
non-matching classes, associations and packages from P 1 , . . . , P n are included in P without change; -the merges of matching classes, associations and packages from P 1 , . . . , P n are included in P ; if any matching classes, associations and packages cannot be merged then the merge is not wellformed.
Matching and merging rules for classes
• Classes C 1 and C 2 match if they have the same name.
• The merge C of matching classes C 1 , . . . , C n is calculated as follows:
non-matching attributes from C 1 , . . . , C n are included in C without change; -the merges of matching attributes from C 1 , . . . , C n are included in C; if any matching attributes cannot be merged then the merge is not well-formed; -the superclasses of C are the union of the superclasses of C 1 , . . . , C n .
Matching and merging rules for attributes
• Attributes a 1 and a 2 match if they have the same name.
• The merge a of matching attributes a 1 , . . . , a n is calculated as follows:
a is one of the subset of a 1 , . . . , a n with the most specific type and most specific multiplicity.
The most specific type conforms to all types of the other attributes and the most specific multiplicity has a lower bound (respectively upper bound) greater (respectively less than) or equal to the lower bound (respectively upper bound) of the multiplicities of all other attributes. If there is no attribute with a most specific type and most specific multiplicity then the merge is not wellformed.
This rule means that in the context of a package extension, if two matching classes from different packages being extended have matching attributes with different types T 1 and T 2 , neither of which conforms to the other, the delta of the extending package must introduce a matching class, containing a matching attribute whose type does conform to both T 1 and T 2 .
The definition says that the merge a is one of the attributes being merged. This is not quite accurate, as, if the type of the attribute is a class C, then the type of a should actually be the class C , where C is the class in the extending package that corresponds to C (for example, it may be the merge of C with other classes). Indeed, wherever a model element refers to another model element m, the reference must be replaced with a reference to the replacement for m in the extending package. m has a replacement if it results from a merge or it refers to elements that are themselves replaced. This issue is tackled in depth in [9] .
Matching and merging rules for associations
We assume in this section that associations are binary.
• 
Matching and merging rules for association ends
• Association ends ae 1 and ae 2 match if they have the same name and the sources of the ends (which are classes) match.
• The merge ae of matching ends ae 1 , . . . , ae n is calculated as follows:
a is one of the ends ae 1 , . . . , ae n with the most specific type and most specific multiplicity; the most specific type conforms to all types of the other ends, and the most specific multiplicity has a lower bound (respectively upper bound) greater than (respectively less than) or equal to the lower bound (respectively upper bound) of the multiplicities of all other ends. If there is no end with both the most specific type and most specific cardinality then the merge is not well-formed.
Package templates-example
Package templates allow a package definition to be parameterized over arguments, thereby supporting the encoding of common patterns which can be bound to particular fragments of model through parameter substitution. The package template mechanism is illustrated by Figure 3 . This is similar to the package extension example of Figure 1 , except that now package R has been turned into a package template. The template takes two string arguments (X and Y in the dashed box), and names of elements in the package are parameterized by these arguments. Parameterization is effected by 'quoting' the argument within a string, which is shown by enclosing the parameter in < >. Names of parameters are not case sensitive; this means that a name may be quoted with (respectively without) a capital letter, which means that when substituted with a string, the string should be capitalized (respectively uncapitalized).
Not only are the names of classes parameterized, but also the labels on the association ends, which are referred to in the accompanying constraint. Indeed, parameters may be quoted inside any string. Instantiation of a template is shown using a generalization arrow, annotated by a substitution for the arguments, here shown by a dashed box called out from the arrow. The position of substitutions in the box matches the positions of the parameters they are substituting, as declared in the package template being instantiated. Other notation is possible, but this will not change the fundamental concepts.
A template instantiation may be annotated further with one or more renaming clauses, which override any Templates effectively allow a (sometimes large) set of renamings to be calculated from a small number of arguments. In this example, the five renamings on the extension from R to Q in Figure 1 are replaced by a substitution for two arguments. Not only does this save work for the modeller, it also ensures more accurate use of the template by forcing a particular set of renamings (which may be overridden in extremis) whenever the template is applied.
Package templates-definition
To accommodate package templates it is assumed that anywhere a string is used in the definition of a model element (e.g. the name of model element, the comment or body of a constraint, etc.) a string expression may be used instead. A string expression is some concatenation of string constants and parameters of type string. A string parameter is identified in a string expression by enclosing the parameter in < >. One can also indicate that the substitution of the parameter be capitalized (respectively uncapitalized) by capitalizing (respectively uncapitalizing) the parameter name. Parameter names are not case sensitive.
Packages may now optionally be associated with a set of named parameters of type string. If this set is not empty, then the package is also a package template.
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String expressions used in the definition of any model elements directly or indirectly contained in a package template may only mention parameters that are associated with the template.
A package extension is now a tuple (P , r, ps), where ps maps all parameters in P to string expressions, and r is as before extended to handle string expressions.
apply(ps, P ) results in a package which is like P except that any string expression exp associated with model elements directly or indirectly contained in P is replaced by the evaluation of exp substituting for the parameters according to ps. Now, given a package (or package template) Q associated with a set Ext of package extensions and a package delta Q, the contents of Q are calculated as follows:
• if Ext is empty then the contents of Q are the same as the contents of Q; • otherwise the contents of Q are calculated by merging Q with {apply(r, apply(ps, P )) | (P, r, ps) ∈ Ext}. If the merge is not well-formed then Q is not wellformed.
The merge rules for individual model elements remain unchanged.
Tool support
A prototype implementation of both mechanisms has been provided by the company Artisan, and was used to build the 2U submission to the UML2 revision process [13] . This is not yet publicly available. A metamodel for both mechanisms is currently being implemented directly (i.e. with the assistance of code generation) using the Kent Modelling Framework [15] .
METAMODEL ARCHITECTURE
As stated in the introduction, our goal is to provide complete and accurate metamodels, which have a uniform architecture and which can be organized appropriately to support the definition of families of languages. The mechanisms in Section 2 are not by themselves a complete solution; the metamodels still need to be designed, and, as with any design, there are tradeoffs to be made. In this section we describe a possible architecture for organizing metamodels to support the definition of families of languages. Figure 4 illustrates the general architecture of our approach to language definition. The outermost package represents the domain of Language Definitions. Within this a number of language families are defined (e.g. LanguageFamily1 and LanguageFamily2). A language family is a collection of languages that are deemed to be related in some way. The decision as to whether a language belongs to a family is not purely technical; for example, a standards body such as the OMG has voting procedures for deciding whether a standard, such as a UML profile, is adopted. These procedures could be used to decide whether a proposed language should be included in the 'standard' UML family. Of course, a favourable vote would be unlikely if that language did not extend or incorporate existing language units. There may also be some templates (most likely) and language units (less likely) generic to language definition. A language family (e.g. LanguageFamily1) may itself have its own locally defined templates and language units (both likely). A language family may have sub-families (e.g. LanguageFamily11), which may extend/instantiate language units/templates from any family in which they are nested. A language family includes a set of languages which may extend/instantiate language units from that family or any family nested within it. Language units allow related features of a language to be grouped into separate fragments; fragments may be common to many languages. Language units can be composed, using package extension, to form complete languages. Package extension may also be used to incrementally extend language units. Package templates capture crosscutting architectural patterns, and can be used to impose a uniform and consistent architecture across definitions. The latter is essential for the composition of language units to work correctly. They also ensure more complete definitions by enabling reuse: important structures and constraints are captured once in a template and reused many times over in stamping out definitions of language units. In this way, one is able to reap the rewards from effort invested in a template.
The architecture of language units and languages is given by Figure 5 . There is an abstract syntax, to which a semantics is given through a mapping to a semantics domain. The abstract syntax may take on many concrete forms; the mapping between each of these and the abstract syntax can also be defined as part of the metamodel.
The abstract syntax characterizes, in abstract form, the expressions of the language in question. If the language is used to make general statements about the behaviour of the system being described, the semantics domain represents, again in abstract form, the domain of examples and counterexamples of that behaviour. Semantics is a statement of what it means for an element of the semantics domain to be a valid example of a described behaviour. We say the example satisfies the behaviour; a counter-example is one that does not. Example templates, illustrating how semantics can be defined, are given in Section 4. Many more examples can be found in the 2U submission to UML 2.0 [13] and in [16, 17] .
The distinction between language units and languages is somewhat fuzzy. Although many language units will be mini-languages in their own right, it is expected that they only become practically useful when combined with other units to form a language. Thus the languages are combinations of language units that the designer of the language family has deemed to be fit for a particular purpose.
The proposed language architecture supports the development of new languages through the following steps, which assume that (a) the appropriate language family has already been identified and (b) there is not already a language in that family suitable for the task at hand. The steps are listed in order of difficulty.
• Identify appropriate language units. It may be that all that is required is some composition of the existing language units, in which case, defining the language is a matter of having the new language extend each of the chosen language units.
• Specialize existing language units. The language may require some specialization of language units before they are composed. For example, it may have stronger well-formedness constraints or specialist forms of certain model elements. In this case, those units should be extended and the extended versions merged with any other units required to form the language.
• Create new language units. If there are elements of the language which cannot be supplied by existing language units, then it will be necessary to construct new language units. These could be created from scratch or existing templates used to generate the new unit. The application of templates will depend on the richness and flexibility of the template library.
APPLICATION TO UML2
The approach is being used in the 2U submission [13] to the UML 2.0 revision process and fragments of metamodels, at various stages of development, have been published in a series of papers [10, 11, 12, 18] . This section gives an overview of some of the templates, language units and languages being defined in that submission. (Please note that the 2U submission is still work in progress at the time of writing, so the fragments presented here may not exactly correspond with the final version of the submission.)
Templates
The 2U submission follows the architecture outlined in Section 3. According to this, templates are organized into two groups: those fundamental to language definition in general and those particular to the language family being defined, in this case UML. Templates capture crosscutting patterns of language definition. Figures 6 and 7 provide an overview of some of the more fundamental templates.
The Namespace template characterizes the situation common in many languages where named elements are owned by some namespace. It also identifies members of a namespace, which includes those owned by a namespace (for example, a class has members which it owns and elements which it inherits). TypedElement is self-explanatory. Generalizable is a template that captures the notion of generalization and specialization. Valuespace is like Namespace except that it is intended to be used in the semantics domain part of a language definition. This is then combined with Namespace to give a NamespaceSemantics template.
The templates are defined by the class diagrams accompanied by various query operations and wellformedness constraints written in OCL. For example, the template NamespaceSemantics has the following well-formedness constraint, which ensures that the value elements in a valuespace are values of named elements in a namespace: Note how the constraint, including the initial comment, is also parameterized by arguments of the template. When the template is instantiated, the result will include a constraint of this form, with template arguments substituted appropriately.
These templates illustrate the general principle of building a template library.
That is, start simple, building up more complex templates in small incremental steps, by combining other templates.
For example, NamespaceSemantics is constructed by merging two more basic templates, then adding a small number of associations and constraints.
In the same vein, Figure 8 illustrates the derivation of a UML-specific template from the generic templates. This uses terminology familiar to the UML community, and provides, as a template, some of what is provided through abstract classes in a traditional metamodelling approach. It combines Generalizable with Namespace and TypedElement.
Expanding the template from its derivation in Figure 8 results in the class diagram provided by Figure 9 .
The derivation of this template illustrates how package extension and template instantiation can be used to weave together crosscutting aspects captured in separate templates. Here, a generalization aspect is being combined with a typed element aspect and a namespace aspect. This illustrates merging of aspects using the package extension mechanism. For example, by instantiating both the parameter Namespace of the template Namespace and the parameter Element of the template Generalization with the string expression <Classifier>, the classes, which are named in the templates by expressions quoting these parameters, get merged in the template StructuralFeatureClassifier. In a similar way, two classes from Namespace and TypedElement get merged into <StructuralFeature>.
In the future, we expect to develop families of templates corresponding to one aspect and the language designer will make a choice as to which version of that aspect they wish to use. For example, there is only one model of generalization shown here. A simpler model would be to omit the Generalization class. A more complex model would have to deal with the possibility of named elements being renamed when a namespace is generalized, and might look something like the more sophisticated model defined in [9] .
There is a corresponding semantics template, the derivation of which is given by the diagram in Figure 10 , plus a series of well-formedness constraints expressed in OCL capturing the semantics. Some of these get generated from the application of the Namespace semantics template and others are added in the definition of the StructuralFeatureClassifierSemantics template. For example, one constraint that is added is given below: Combined with a constraint on <Classifier> that member<StructuralFeature> are the union of owned<StructuralFeature> and inherited<StructuralFeature> (defined as part of the StructuralFeatureClassifier template) and noting multiplicities on, for example, of, this ensures that any value of a classifier (e.g. an object of a class) must own exactly one value for each of the member structural features of the classifier (e.g. attributes of a class), which includes both the owned and the inherited features. This is one aspect of the semantics of generalization.
Other templates aim to support the definition of expression languages, of action systems and semantics for dynamic behaviour in terms of traces, filmstrips and the like.
There are also more basic templates that we are exploring. In particular, [19] describes modelling patterns for characterizing mappings in metamodels, that could easily be captured as templates. Mappings are important not only for defining translations between languages, but also for defining the relationship between different parts of a language: concrete syntax, abstract syntax and semantics domain. Figure 11 shows the current arrangement of language units in the 2U submission.
Language units
This arrangement grows language units in layers. The order of layering reflects dependencies between the language constructs. Datatypes, Classes and Expressions are at the top of the tree. Associations are layered on Classes (their ends refer to classes) and Packages on Associations and Datatypes (packages can contain associations, classes and datatypes). Queries are layered on top of Classes (queries are contained by classes) and Expressions (the result of a query is defined by expressions).
Constraints are layered on Queries (constraints may refer to queries and are special kinds of expression-Queries extends Expressions). Operations are layered over Queries, and Actions (which define the meaning of both operations and queries, plus a core action 'calculus') on them.
Language units are built from templates. For example, consider the derivation of the Classes and Associations units in Figure 12 .
Both are built from the same templates with Associations also being derived from a Multiplicity template. Only the derivation of abstract syntax has been shown. Semantics would be derived from one of the semantics templates (see Section 4.1) in combination with this. We have also omitted to show the model elements defined locally in each of the LUs. This can be deduced by comparing the expansion of the LUs in Figure 13 with the StructuralFeatureClassifier template in Figure 9 . For example, in Classes a generalization arrow between Class and Classifier has been added and in Associations some extra detail about navigable ends is required.
The choice of language units is a matter of design and, like any design activity, there are tradeoffs to be made. The current arrangement is quite coarse-grained, and has the advantage of remaining relatively uncomplicated, whilst still maintaining a separation of concerns. A disadvantage is that it limits the ways in which language units can be combined. For example, whilst it is possible to build a language from these units which, say, combines associations with classes, queries and constraints, it is not possible to build one which combines packages with classes and constraints, but does not include queries or associations (in such a language, constraints would apply to attributes). If one examines the language units closely, one sees that actually the dependencies between the language units are less than the current layering would suggest, so a refactoring that reduces layering and introduces greater orthogonality between the packages might be possible.
To illustrate this point, one can look to another part of the metamodel. Specifically, consider again the Classes language unit in Figure 13 . This shows the definition of an Attribute class with type Classifier. Class is a subclass of Classifier. Given that, in this language unit, the only possible types for attributes are classes, one might surmise that Classifier is redundant. It is included to provide a 'plug point' for combination with other language units. So, if one wants a language that includes datatypes as well as classes, one can combine the Classes package with the Datatypes package. This has classes like Datatype and CollectionType which are also subclasses of Classifier. Separating Classes and Datatypes into separate LUs in this way, gives greater flexibility to the language designer, by allowing him or her to mix a definition of classes with different collections of datatypes, or indeed anything else that the designer chooses could act as a type for an attribute. This technique could be used more widely to make language units more orthogonal.
Note that subclassing is the device that has been used to support plug points when composing language units. The underlying reason is that a class in one language unit needs to contain a polymorphic reference to another class (an attribute's type is a Classifer), which can be fulfilled by objects of classes provided by another language unit (Datatype and CollectionType in the Datatypes LU). Thus package extension does not mean that class inheritance can be dispensed with; only that the latter need not be used for reuse (templates can do that), but instead reserved for cases where a polymorphic reference is required.
Languages
The third element in the metamodelling architecture is the definition of languages. The difference between languages and language units is one of intended use. Language units are intended to provide relatively small, self-contained packages of language features that have been designed to be composed together in different combinations to form different languages in the family. Languages are intended to be used in a particular context.
There are many different applications for which UML (or, more accurately, specialized subsets of UML) is being used and this has given rise to a number of different UML profiles [14] , in addition to ad hoc subsets that, for example, are typically used in books on UML. The 2U submission has so far focused on the language units required to define two languages. The first is the modelling language that is part of (2U's proposed replacement for) the Meta Object Facility (MOF) [20] . This is the language used for metamodelling, which is also currently being revised [21] . The definition of this language is given by Figure 14 .
The second language is a general purpose language for platform-independent modelling (PIM). This is like our proposed MOF replacement, with the possible exclusion of package extension and package templates (although the growing popularity of AOSD would suggest that they should be included), and the definite inclusion of actions. Such a language will also include additional language units layered on actions, dealing with interactions, state machines and operation specifications. Of course, the language architecture means that there may be a small sub-family of PIM languages, which will provide different combinations of the language units.
Other languages deemed important, but which have not yet been brought into focus, include:
• programming language specific variants of UML (e.g. depicting Java programs using class diagrams and interaction diagrams); • languages for describing component-oriented systems, using notions such as component, port and connector. The need for such languages is illustrated by at least two UML profiles, for Enterprise Distributed Object Computing (EDOC) [22] and Enterprise Application Integration (EAI) [23] .
TOOLS
The vision is not only to have a means for defining families of languages and the mappings between them, but also for tool support to be provided automatically from the definitions. There are two approaches to achieving this. The first is to provide a metamodel interpreter. This is exemplified by the prototype tool (dubbed MMT-MetaModelling Tool) which we have developed. This has its roots in object-oriented meta-programming theory and systems such as Smalltalk, CLOS and the ObjVLisp model. It directly interprets metamodel definitions, including a definition of the metamodelling language itself, on which it is bootstrapped. Only a tiny kernel of the tool is hardcoded; a semantics for this kernel is defined in [24] .
It is possible to input, check and validate metamodel definitions in the tool. The tool checks the syntax of the metamodel and that it is well-formed. This is done by reflecting back on the metamodel of the metamodelling language (the tool is bootstrapped from a metamodel definition of the metamodelling language), which includes the wellformedness constraints. A metamodel may be validated, by using the tool to populate it (create instances of the metamodel) and populations can be checked for well-formedness against rules specified in the metamodel. This includes a definition of concrete syntax, so the user interface can be configured by altering the metamodel definition.
As MMT only includes limited support for instantiation of templates and composition of packages through package extension, a bridge has been constructed to a prototype implementation of package extension and package templates, developed by the tool vendor Artisan. The two tools have been used in tandem to build and check the metamodels defined in the 2U submission to UML 2.0 [13] .
The second approach is to generate tools from metamodel definitions. Examples of such tools include [15, 25, 26] . These have varying capabilities. For example, the Eclipse Modelling Framework (EMF) [26] , generates code from metamodels expressed using class diagrams, which provides a GUI for browsing, editing and creating models, as well as representation of models in XML for interchange. The form of XML representation and the browser are configured from the metamodel definition. The Kent Modelling Framework (KMF) [15] includes a tool called ToolGen, which does something similar, but with the ability to check wellformedness of models according to the well-formedness rules expressed using OCL in the metamodel. KMF also supports the extension of the generated code with specialized methods for managing the lifecycle of models in the repository (e.g. customized methods for building model elements and performing model transformations), which can be invoked from within the GUI. We are using ToolGen to help implement a metamodelling tool that can be populated with metamodels that make use of package extension and package templates. The starting point for this is to use ToolGen to process a metamodel similar to that defined in [9] .
One possibility for further work in this area would be to generate editors and viewers from definitions which include concrete syntax as well as abstract syntax. Another, to generate tools that can exploit the semantics definition. One kind of tool we have in mind is one that exploits the definition of semantics: the mapping between abstract syntax and semantics domain. We imagine a tool that allows examples and counter examples to be created and checked against a model, and that provides assistance in constructing a model from a body of examples and counterexamples. Such a tool would be useful, for example, in validating a model with a customer or constructing a model from customer requirements, which are often expressed in terms of examples and counter examples, such as use case scenarios. The feasibility of this has already been explored by using ToolGen to generate an implementation of the metamodel of the simple semantics mapping defined in [19] .
CONCLUSIONS
This paper has described how mechanisms for aspectoriented modelling, namely package templates and package extension, can be used for metamodelling, in a way that leads to more accurate and complete metamodels and supports the definition of language families. The approach is illustrated with fragments of the 2U UML submission, which is applying the approach in response to the UML 2.0 RFP from the OMG. This demonstrates that it is possible to capture commonly occurring aspects of language definition as templates, which can then be used to stamp out significant parts of the definition of UML, both syntax and semantics, as language units, which, in turn, can be combined to form different languages.
Although the work with UML looks promising, there are still questions to be answered with respect to this approach to metamodelling. One concerns the granularity of language unit required to allow languages to be constructed just by composing different units. It is hard to determine the optimum without building a number of languages in the family. One future work item is to apply the approach to defining a number of the UML profiles currently being ratified by the OMG [14] . This should establish a relatively stable set of language units for UML. Another concerns the applicability of templates: how applicable is the existing set of language definition templates we have defined? This can be determined by trying to use the templates to define other languages which are not part of the UML family, for example other modelling languages, programming languages and the growing number of XMLbased languages, including XML itself. A third question concerns the template mechanism. In Section 4.1 we mentioned the need to develop families of templates each dealing with a particular aspect, such as generalization, in the context of language design. The development of such families could be facilitated by the inclusion of conditional statements in a template, which could be used to control which parts of a template are instantiated. The conditions could be controlled (though not exclusively) by Boolean switches passed as arguments to the template. This would allow a template family to be captured as a single template.
The prospect of more advanced tools that process metamodel definitions is exciting. In particular, we expect such tools to exploit the fact that a particular template has been used. For example, we have been developing templates for expressing mappings between models, based on patterns for modelling relationships [19] . We suspect that if mappings are modelled as instantiations of this template, then it will be much easier to generate tools that implement those mappings to perform useful tasks, such as tracking consistency between models, generating one model from another and so on. Solving this problem could help with the generation of tools to support the concrete/abstract syntax and semantics mappings, such as those suggested in Section 5.
