In the last few years, there has been a growing body of literature on how to detect and deal with the fact that some respondents seem to ignore one or more attributes in a discrete choice experiments. This paper aims to analyse the performance of two econometric approaches devoted to solve this problem: the stated attribute non-attendance approach and the inferred attribute non-attendance approach. These approaches are examined further by two common ways of collecting information on attribute nonattendance: serial and choice task non-attendance. The results of the simulation experiments show firstly, that choice task non-attendance of one attribute causes biases in the estimation of all other parameters; and, secondly, that only serial non-attendance can be inferred successfully. The results are policy relevant because not treating, or treating this issue incorrectly may end up in biased welfare measures.
Introduction
The Choice Modelling (CM) methodology is a fast-growing environmental valuation technique, involving the generation and analysis of choice data through the construction of a hypothetical market using a survey. CM consists of several choice sets, each containing a set of mutually exclusive hypothetical alternatives, between which respondents are asked to choose their preferred one. Its theoretical basis can be found in Lancaster's (1966) characteristics theory of demand. The approach to preference elicitation is similar to the choice-based approach to consumer theory, because it is assumed explicitly that respondents' observed choices in the experiment reveal the preferences of the individuals. Finally, by applying different econometric models, the contribution that each attribute and level add to the overall utility of individuals can be estimated. Initially developed by Louviere and Hensher (1982) and Louviere and Woodworth (1983) , the first application of a CM in the context of environmental resources was reported by Adamowicz et al. (1994) . Since then, the number of applications has increased significantly and CM has become a popular stated preference method for environmental valuation (see Hoyos, 2010 for a review).
In parallel with this development, several methodological questions have been raised in the literature, concerning the accuracy of willingness to pay (WTP) estimates derived from CM. Among them, information-processing rules, including whether individuals take into account all attributes when choosing among alternatives -known as attribute non-attendance (AN-A)-have attracted increasing attention. Several studies have provided evidence that respondents do not take into account all attributes when making choices, and that this issue influences WTP estimates significantly. Hensher et al. (2005) were among the first to investigate the implications of ignored attributes explicitly. After a sequence of choice tasks, they asked respondents whether they had taken all attributes into account, or whether they had ignored some while choosing among alternatives. In line with the results obtained by Hensher et al. (2007) and Campbell et al. (2008) , these authors found that not accounting for AN-A results in significantly higher WTP estimates. This first approach, where econometric models are informed about non-attended attributes by including the information given by respondents, is known as stated attribute non-attendance (SAN-A).
Subsequent studies have investigated whether asking respondents for stated attribute non-attendance is reliable or introduces another source of bias (Scarpa et al., 2009; Hensher and Greene, 2010; Campbell et al., 2011) . In this body of literature, rather than using information provided explicitly by respondents, non-attendance is inferred by the data. Studies following this second approach -known as inferred attribute non-attendance (IAN-A)-have reported that the level of non-attendance found in both approaches differs, and that respondents might pay attention to attributes even if they state that they have not attended to them. Hess and Hensher (2010) have proposed an alternative approach for inferring non-attendance. They use mixed logit models with continuous distributions, and derive respondent-specific coefficients through conditioning on observed choices. Non-attendance is inferred by post-estimation conditioning approaches and it is found to be more accurate than the SAN-A approach. Also, Alemu et al. (2012) found that respondents do not ignore attributes completely, even if they claimed so in the survey. In a recent comparison between Hess and Hensher's (2010) and constrained latent class models approaches, Scarpa et al. (2012) found similar results, although the authors argue that, based on empirical fit, the constrained latent class model seems to outperform its competitor approach, based on continuous mixing of taste.
A second topic that emerged in parallel with the literature regarding AN-A is whether, when moving through a sequence of choice sets, respondents always ignore the same attributes (serial non-attendance), or whether the attributes ignored by respondents differ across choice situations (choice task non-attendance). Although all available studies indicate that respondents do not always ignore the same attributes in a choice experiment (Puckett and Hensher, 2009; Meyerhoff and Liebe, 2009; Scarpa et al., 2010) , this topic has not received specific attention in the context of the stated and inferred approaches to AN-A.
This paper aims to contribute to the literature on attribute non-attendance by analysing the performance of two econometric approaches for solving this issue: incorporating stated information from the respondents (i.e. SAN-A approach); or inferring from the data that an attribute has not been attended to (i.e. IAN-A approach). The performance of these two approaches is further tested by using two common ways of collecting information on attribute non-attendance: serial and choice task nonattendance. Starting with the SAN-A approach, simulated data is generated and used to investigate the effects of choice task and serial non-attendance to one attribute, on the properties of all estimated parameters. Subsequently, the reliability of the IAN-A approach presented by Hess and Hensher (2010) is assessed both under serial and choice task non-attendance.
The remainder of the paper is structured as follows: Section 2 describes how the simulation experiments were designed; next, Section 3 reports the main results found in this research; and finally, Section 4 concludes by summarising the main findings of the paper.
Methodology
The analysis presented in this paper aims at addressing various issues related to AN-A in a typical choice model used in environmental valuation, through a set of simulation exercises. First of all, we explore the effects of not taking into account non-attended attributes on the properties of the estimator of the parameters. These results are compared to the case in which the stated information on choice task and on serial non-attendance is included in the estimation procedure.
As mentioned before, choice task non-attendance information refers to the case where, after each choice task, respondents are asked whether they have ignored any attribute in the choice set. Serial non-attendance, on the other hand, refers to the case where respondents are asked if they have ignored any attribute after having re-sponded all choice tasks. In this case, the possible structure of non-attendance is the same in all choice situations presented to each respondent.
The second issue analysed in this paper is the performance of the analytical approach to treat AN-A, proposed by Hess and Hensher (2010) . In this IAN-A approach, AN-A is inferred by the data through the use of econometric modelling. More specifically, the detection of attribute non-attendance is based on respondentspecific coefficient distributions, obtained through conditioning on observed choices.
The simulation experiments designed for this research are based on a model attempting to generate a typical choice model used in environmental valuation. For this purpose, it includes three alternatives, status quo (SQ) and two unlabelled alternatives (ALT1, ALT2), each containing four attributes (three environmental attributes and the cost attribute) with 5, 3, 3 and 4 levels, respectively. Table 1 summarises the attributes and levels considered in the design. The utility functions are assumed to be linear in attributes and they are defined as:
where all ε are iid random variables following Extreme Value distribution, with location parameter equal to 0 and scale parameter equal to 1. In the simplest setting analysed here, parameter 1 b is random and the remaining parameters are fixed and set to the following values, taking into account the scale and range of the levels of all attributes:
A factorial experimental design for the attributes and levels defined above, with 15 rows and divided into 3 blocks, was used for the simulation purposes. The goal of the first part of the simulation exercises is to analyse the effect of AN-A on parameter estimates under different non-attendance situations. For this purpose, it is assumed that the first attribute (ATTR1) is not attended by our hypothetical respondents, and the assumed non-attendance percentages are 20%, 40% and 60%. Therefore, we generate several non-attendance scenarios: in the first scenario, 20% of the respondents ignore attribute 1; in the second scenario, 40% of the respondents ignore this attribute; and in the last scenario, the percentage of non-attending respondents is 60%. AN-A is modelled by setting the parameter 1 b to zero for 20%, 40% and 60% of individuals, as assumed by the SAN-A approach (i.e. as if 20%, 40% and 60% of the respondents would have stated that they were ignoring the first attribute). In all simulation exercises presented in this paper, 750 hypothetical responses were generated 300 times, and each hypothetical respondent answered five choice tasks.
Results
We start our simulation experiments by specifying a random parameter logit (RPL) model based on 300 hypothetical data sets generated according to equation [1] . In this RPL setting, the effects of AN-A are analysed assuming that the researcher has collected stated information on the level of attendance by respondents. In the first subsection, the consequences of non-treating AN-A is analysed. Next, subsections 2 and 3 explore the performance of the SAN-A and IAN-A approaches aiming to solve, respectively, choice task and serial AN-A. Figure 1 presents the results of the RPL model based on equation [1] when no action to treat the non-attendance is taken. These plots depict, in a convenient way, the five-number summaries (minimum, lower quartile, median, upper quartile and maximum) of the four coefficients' estimations, corresponding to 300 different hypothetical data sets.
Non treating choice task and serial non-attendance
The five graphs in the upper part of the figure correspond to the case of choice task non-attendance to the first attribute. In this case, the 20%, 40% and 60% of not fully attended responses are distributed randomly among respondents. Thus, in a series of five responses of one individual, there can be none, one or more choice tasks with a non-attended first attribute. In the case of 60% of non-attendance, almost all respondents present at least one choice task with a non-attended first attribute. As shown in this figure, the estimated parameters in the full attendance case are centred on their true values; that is, the darkest box-plots are centred on true values = 0.1, st.dev.( ) = 0.05, = 1.0, = 1.0, = -0.1. The lighter box-plots represent the empirical distributions of the estimated parameters when no action to treat the AN-A of the first attribute is taken. As can be observed, the bias increases with the percentage of non-attendance. An important conclusion from this upper part of Figure 1 is that a choice task non-attendance of one attribute causes bias in estimation of all parameters.
In contrast, the five graphs in the lower part of Figure 1 correspond to serial nonattendance to the first attribute, which means that there are 20%, 40% and 60% of respondents not attending to the first attribute in all their responses. It basically shows that the empirical distributions of the estimated parameters corresponding to fully attended attributes are not biased in this case. In other words, the non-treated choice task non-attendance also causes bias in coefficients of fully attended attributes, but serial AN-A only biases the coefficient of the non-attended attribute. This result is explained by the different ways in which ignored attributes in the serial AN-A are distributed among respondents, as there are 20%, 40% and 60% of respondents not attending the first attribute in all their choice tasks.
In order to explain the difference between the upper and lower part of Figure 1 intuitively, let us assume a multiple regression model , where
. Figure 2 presents 1,000 observations generated by this scheme, in which 0 . 0 1 = γ for 10% of observations (dark points). The true plane depicted in Figure 1 , and defined as , will not be estimated correctly if we use all generated observations. Let us, therefore, assume that every ten observations belong to one individual (similar to panel data setting in the choice model described above). We use these ten observations of each individual for estimation of individual coefficients, and then average these coefficients to get final estimations of our unknown coefficients.
We get completely different results if the observations are spread randomly among dark and light observations (choice task AN-A) to those obtained if all the dark observations only belong to a subset of individuals (serial AN-A). In the first case, the individual slope coefficients 1 γ and 2 γ will be estimated with bias, as the estimated individual planes would be adjusted to observations placed randomly in the two subsets (dark and light points). However, if we estimate individual coefficients only using observations from one subset of data (dark or light), we would get unbiased estimates of the two slope coefficients for data from the light subset and unbiased estimation of 1 γ , but biased estimation of 2 γ for data from the dark subset of data. The averaging of these individual coefficients coming from the two subsets of data would lead to exactly the same results observed in Figure 1 for serial AN-A; that is, unbiased estimation of 2 γ (fully attended attributes ATTR2, ATTR3 and ATTR4 in Figure 1 ) and biased estimation of 1 γ (non-attended attribute ATTR1 in Figure 1 ). 
Choice task non-attendance

RPL, ATTR1 non-attended, No non-attendance correction
FIGURE 2
Multiple regression model data with one zero slope coefficient for 10% of data Source: Own elaboration.
The previous results can be discussed further in terms of their implications for the calculation of welfare measures. Figure 3 presents willingness-to-pay (WTP) values corresponding to the estimations presented in Figure 1 . It can be clearly seen that the empirical distribution of the three WTP values are biased, and that they are not centred on the true values 1, 10, and 10, respectively, in the case of choice task AN-A. The bias obviously increases with the percentage of AN-A, similar to the bias observed for the coefficient estimations. In the case of serial AN-A, WTP values of fully attended attributes are centred on true values, whilst bias is observed only for the non-attended attribute. 
ATTR3
Source: Own elaboration.
Treating attribute non-attendance with stated information
The next simulation exercises aim at analysing the performance of the SAN-A framework, to treat choice task and serial AN-A. For this purpose, utility functions defined in [1] are re-specified to incorporate the attribute parameters as a function of a dummy variable, representing whether or not the attribute was considered by the respondent. Following Hensher et al. (2005) , the choice probabilities for these models are constructed in such a way that the actual elements of the vector of coefficients, that enter the likelihood function, are set to zero when an attribute was ignored by the corresponding respondent (Campbell et al., 2008) . Applying this dummy variable approach, the estimated parameters present unbiased distributions centred at the true value (Figure 4) . Accordingly, this way of accounting for SAN-A is able to estimate all parameters in an unbiased manner, both under choice task and serial non-attendance. 
RPL, ATTR1 non-attended, accounting for SAN-A
Treating attribute non-attendance with inferred information
This last subsection focuses on the performance of the IAN-A approach, both under serial and choice task AN-A. Data sets used for these exercises are the same as in the previous section. However, the objective now is to infer non-attendance in the first attribute and compare it to the true non-attendance generated in hypothetical data sets.
The analytical approach for inferring AN-A is the method proposed by Hess and Hensher (2010) . These authors propose the use of a coefficient of variation -i.e., the ratio between the standard deviation and the mean of the conditional distribution (which is an inverse of classical t-statistics for the testing of parameter significance)-in order to infer the existence of a non-attended attribute. The rationale is that a high coefficient of variation related to a low conditional mean indicates non-attendance of a particular attribute. Hess and Hensher (2010) propose a trial and conservative threshold value of 2 for the coefficient of variation, so that individuals with a coefficient of variation above this value are assumed to have ignored the attribute.
Our simulation experiment is devoted to analysing the validity of the proposed trial value of 2 in a hypothetical choice experiment. The added value of this exercise lies in the fact that, besides applying it to serial non-attendance such as Hess and Hensher (2010) , we also apply it to choice task non-attendance, and compare the effects on both.
In order to analyse the performance of this approach, as well as the validity of the proposed threshold value of 2, model [1] is used again to generate hypothetical responses under the same conditions as described above. In each of the 300 iterations, the ratio between the mean of the conditional distribution and the standard deviation of the estimated random parameter of ATTR1 is computed (that is, the coefficient of variation is inversed here), and used to decide whether the particular respondent is allocated to the section of the sample that is ignoring the attribute. According to Hess and Hensher (2010) , values lower than 0.5 (inverse of the proposed threshold of 2) indicate that the respondent ignored the corresponding attribute. To check the validity of the critical value 2, we assume different values in the range of 0.5 and 3.5, and assess their influence on the performance of this approach. Subsequently, we compute the number of times that the inferred approach predicts a non-attended attribute correctly (see Table 2 ). If this procedure performs well, we would expect the coincidence rate to be close to 100%. The highest percentage value in each row is highlighted in bold. The percentages of coincidence between true and inferred serial non-attendance indicate that the critical values depend on the level of non-attendance of a given attribute. Obviously, in order to find out more precise critical values, a denser grid would be required, but that is not the goal of this simulation experiment. The goal is rather to examine the stability of the threshold value in different choice experiment settings. Correspondingly, the above results indicate that accurate critical values are case-specific (i.e. they depend on the actual level of non-attendance).
A general conclusion that can be drawn from Table 2 is thus that the critical values for the ratio between the mean of the conditional distribution and the standard deviation, leading to maximum coincidence, gets bigger with an increasing percentage of non-attendance. Thus, the threshold value 0.5 proposed by Hess and Hensher (2010) seems to be valid only for low levels of AN-A, but it should be higher if the level of AN-A increases.
The last set of simulation exercises, presented in Table 3 , analyses whether the performance of the IAN-A approach is similar under choice task and serial AN-A. In this case, in order to infer the choice task non-attendance, the panel data structure is not considered in the estimation, and only a cross-sectional RPL model is estimated. As part of the information (the number of responses) is discarded by the estimation, the percentages of coincidence of the true and inferred non-attendance are lower than before. While the inferred approach under serial non-attendance would predict between 90% and 95% of the cases correctly, the inferred approach under choice task non-attendance cannot predict more than 80% of the cases correctly. So, according to our simulation results, the performance of this procedure under choice-task nonattendance is limited. Finally, the above simulation exercises were generalised for the case of two or more simultaneously non-attended attributes, and the results obtained were in line with those presented in Tables 2 and 3.
Discussion and conclusions
The recent literature on attribute non-attendance in the context of discrete choice modelling for environmental valuation has shown that this phenomenon does indeed take place. The issue is important in terms of the reliability of the CM valuation technique, because ignoring one or more attributes implies non-compensatory behaviour among respondents, and thus challenges the continuity axiom of the neoclassical theory. The reasons for not attending one or more attributes can be manifold. One reason might be that some of the attributes are not equally important for all respondents. As this can be caused, among other things, by taste heterogeneity it is likely to happen in most CM applications. A special form of this would occur when respondents have lexicographic preferences and are thus only considering those attributes that are meaningful for expressing their lexicographic preferences. An example might be an attribute that is connected to the protection of endangered species that attracts the main, or even the whole attention of the respondents, while the other attributes are less or not attended to. Moreover, the dimensionality of the choice sets may also trigger AN-A. If choice sets comprise too many attributes or too many alternatives, for example, this may increase the complexity of the choice task to such an extent that some respondents choose to not attend to some of the attributes as a processing strategy. So far, to the authors' knowledge, no study has investigated systematically the association of the dimensionality of the choice tasks and frequency of non-attendance, using, for example, a design-of-designs approach (Hensher, 2004) . Alemu at al. (2012) have presented the only study that has investigated the reasons for attribute non-attendance explicitly. They found that motives for AN-A are indeed manifold. Some respondents ignored an attribute because it does not affect their utility, while other respondents wanted to simplify choices. Further research would have to show whether this applies to other contexts as well, and to what extent the reasons vary with respect to the good in question, or with respect to socio-demographics, such as age or education. However, even when the reasons and motives behind AN-A are not yet fully understood, the majority of studies show that AN-A is policy relevant, because not treating or treating incorrectly non-attended attributes is likely to result in biased welfare measures.
Our simulation experiments show that when AN-A takes place at a serial level (so there is a uniform pattern of respondents' ignored attributes across choice tasks) both stated and analytical approaches provide unbiased parameter estimates and, consequently, reliable welfare measures. However, when non-attendance takes place at a choice task level (i.e. there is no clear pattern for the attributes that each respondent has ignored in each choice situation), the performance of the inferred non-attendance is limited.
Moreover, our results show that accounting for SAN-A can solve the problem. However, there are many applications showing a model fit improvement when nonattendance is inferred rather than stated, showing the discrepancy between what respondents seem to do and what they say they do (e.g. Campbell and Lorimer, 2009; Hensher and Rose, 2009; Louviere et al., 2009; Giergiczny et al., 2010) . Therefore, if SAN-A information is collected in the survey, the stated serial non-attendance should be compared to the inferred serial non-attendance, in order to check whether respondents actually do what they say, given that we have shown that serial non-attendance can be inferred with a certain level of guarantee. On the contrary, according to our results, if non-attendance takes place at the choice task level, analytical approaches, such as the inferred approach proposed by Hess and Hensher (2010) , do not seem to be able to predict the true AN-A correctly.
Furthermore, there is also an ongoing debate in the literature regarding the validity of stated non-attendance information collected in discrete choice surveys. The use of information on stated choice-task and even serial non-attendance can lead to endogeneity bias, given the likely correlation between the answers to non-attendance questions and other unobserved components (Hess, 2011; Beck et al., 2011) . How to treat this possible endogeneity is still an open question. One possible way to avoid it may be the use of latent variables in hybrid choice models (Ben-Akiva et al., 2002; Glerum et al., 2011; Hess and Beharry-Borg, 2012) .
It is, therefore, still an open question how choice task AN-A can be investigated. One option could be a latent class model that captures all possible combinations of non-attended attributes at the choice task level (Scarpa et al., 2009 ). Such a model would probably comprise a very large number of classes, while many classes would have only a few members. Future studies might show whether such an approach is a reliable alternative to asking people about their attendance after each choice task.
The previous results seem to be independent of the number of choice tasks answered by each individual in our sample. Given that a higher number of choice tasks per individual appears quite often in the literature (see e.g. Paulrud and Laitila, 2004; Tinch et al., 2010; Czajkowski et al., 2012; Cicia et al., 2012) , all simulation exer-cises were repeated for a panel of fifteen hypothetical choice tasks. However, the results obtained from these simulation exercises were very similar to the five choice task settings discussed above.
Finally, it is important to bear in mind that the above results are based on a simulation study with specific attributes, levels and values of the parameters, and their extrapolation to other data sets is not straightforward. Further research using real data is, therefore, needed in order to further corroborate the findings of the present paper.
