Abstract. An equilateral stick number s=(K) of a knot K is defined to be the minimal number of sticks required to construct a polygonal knot of K which consists of equal length sticks. Rawdon and Scharein [12] found upper bounds for the equilateral stick numbers of all prime knots through 10 crossings by using algorithms in the software KnotPlot. In this paper, we find an upper bound on the equilateral stick number of a nontrivial knot K in terms of the minimal crossing number c(K) which is s=(K) ≤ 2c(K) + 2. Moreover if K is a non-alternating prime knot, then s=(K) ≤ 2c(K) − 2. Furthermore we find another upper bound on the equilateral stick number for composite knots which is s=(K1♯K2) ≤ 2c(K1) + 2c(K2).
Introduction
A knot is a closed curve in 3-space R 3 . Knots appear in many physical systems in the natural sciences, for example, in molecular chains such as DNA and proteins, and they have been considered to be useful models for structural analysis of these molecules. A knot can be embedded in many different ways in 3-space, smooth or piecewise linear. By a polygonal knot we will mean a knot which consists of finite line segments, called sticks, glued end-to-end. This representation of knots is very useful for many applications because microscopic level molecules are more similar to rigid sticks than flexible ropes.
Define the stick number s(K) of a topological knot type K as the minimal number of sticks required to realize K as a polygonal knot. Randell [11] first showed that a nontrivial polygonal knot needs at least six sticks and s(3 1 ) = 6 and s(4 1 ) = 7. In addition, all five and six crossing prime knots 5 1 , 5 2 , 6 1 , 6 2 and 6 3 , the square and granny knots and two eight crossing knots 8 19 and 8 20 are only known knots having stick number 8. Several upper and lower bounds on the stick number for various classes of knots were founded. Negami [10] used graph theory to provide upper and lower bounds for the stick number in terms of the crossing number c(K), (5 + 8c(K) + 9)/2 ≤ s(K) ≤ 2c(K). Later Huh and Oh [7] improved Negami's upper bound to s(K) ≤ 3(c(K) + 1)/2. Furthermore s(K) ≤ 3c(K)/2 for a non-alternating prime knot K. Also Calvo [4] improved this lower bound to (7 + 8c(K) + 1)/2 ≤ s(K). For the stick number of a composite knot, Adams, Brennan, Greilsheimer and Woo [2] and Jin [8] 
In this paper we are interested in another quantity concerning polygonal knots. A equilateral knot is a polygonal knot which consists of equal length sticks. The equilateral stick number s = (K) of a knot K is defined to be the minimal number of equal length sticks required to construct a equilateral knot representation of K. Little is known about the equilateral stick number. Adams et al. [2] proved that
. Also Rawdon and Scharein [12] used algorithms in the software KnotPlot to compute upper bounds for the equilateral stick numbers of all prime knots through 10 crossings. They showed that all such knots except seven knots can be constructed by the same number of equal length sticks as their stick numbers. Figure 1 shows projections of the trefoil and the figure-eight knots constructed by minimal number of equal length sticks. In this paper we establish an upper bound on the equilateral stick number of nontrivial knots in terms of the minimal crossing number. Furthermore we find another upper bound on the equilateral stick number of composite knots.
. Moreover if one of knot is non-alternating prime, then
, and if both knots are non-alternating prime, then
Remark that the equilateral stick number of a knot with at most 10 crossings is very close to its stick number as the result in [12] . Thus the reader may curious about that we probably reduce the upper bound of the equilateral stick number to 3c(K)/2+n for some positive number n by using the similar method in [7] . But there is an obstacle to extending this method to constructing an equilateral realization. In [7] , vertical line segments vary in length, so if we adjust them in a uniform length, then unexpected crossing changes might happen.
Arc index
In this section we introduce another minimality invariant, an arc index .
There is an open-book decomposition of R 3 which has open half-planes as pages and the standard z-axis as the binding axis. We may regard each page as a half-plane H θ at angle θ when the xy-plane has a polar coordinate. It can be easily shown that every knot K can be embedded in an open-book decomposition with finitely many pages so that it meets each page in a simple arc. Such an embedding is called an arc presentation of K. The arc index a(K) is defined to be the minimal number of pages among all possible arc presentations of K. The left of Figure 2 shows an arc presentation of the trefoil knot. Here the points of K on the binding axis are called binding indices, assigned by 1, 2, · · · , a(K) from bottom to top.
We mention two rotating operations on arc presentations of knots. Like turning pages of a book we can rotate the pages along the binding axis of an arc presentation. This changing is called page rotating. Similarly we can also rotate binding indices so that for some fixed integer n each binding index i goes to i + n where if i + n > a(K), then we use i + n − a(K) instead of i + n. This is call binding index rotating. Clearly both rotations do not change the knot type of K.
Bae and Park established an upper bound on the arc index in terms of the crossing number. Corollary 4 and Theorem 9 in [3] provide that a(K) ≤ c(K) + 2, and moreover a(K) ≤ c(K) + 1 if K is a non-alternating prime knot. Later Jin and Park improved the second part of Bae and Park's theorem. Theorem 3.3 in [9] provides that if K is a non-alternating prime knot, then a(K) ≤ c(K). Thus we have the following; Theorem 3. Let K be any nontrivial knot. Then a(K) ≤ c(K) + 2. Moreover if K is a non-alternating prime knot, then a(K) ≤ c(K).
Proof of Theorem 1
In this section we prove Theorem 1. Let K be a nontrivial knot with a(K) = n and K a be an arc presentation of K. Now we modify K a so that consecutive binding indices are close enough and each arc consists of two adjacent equilateral sticks on the related page. We may assume that the distance between any two consecutive binding indices is 1 10n for convenience and all sticks have length 1 as the right in Figure 2 . Already we obtain a equilateral knot of K consisting of 2a(K) equal length sticks. Now we will reduce two more sticks from K a . Let d 1 and d 2 be the two sticks adjacent to the binding index 1, and e 1 and e 2 be the other two sticks adjacent to d 1 and d 2 , respectively. As in Figure 3 , delete two sticks d 1 and d 2 . Rotate the stick e 1 clockwise along its endpoint at the binding axis on the related page until e 1 is close enough to the binding axis. Now rotate the other stick e 2 clockwise along its endpoint at the binding axis on the related page so that the distance between the other endpoints of e 1 and e 2 which are not at the binding axis is 1. Glue a new stick f with length 1 to these endpoints. Clearly this formation does not change the knot type, but we reduce one stick from the original. 
Proof of Theorem 2
In this section we prove Theorem 2. Let K 1 and K 2 be nontrivial knots and K a 1 and K a 2 be their minimal arc presentations. Since nontrivial knots have at least 5 arcs in their arc presentations, we can choose arcs a 1 and a 2 of K a 1 and K a 2 , respectively, whose endpoints are not the first or the last binding indices of these arc presentations. By using page rotating, we move all the arcs, except a 1 , of K a 1 and only a 2 of K a 2 to the opposite sides as in Figure 4 . Then, delete two arcs a 1 and a 2 , and connect the two arcs of K a 1 to the two arcs of K a 2 , yielding a representation of K 1 ♯K 2 . Note that the binding indices of K a 1 except the connection points must be apart from the binding indices of K a 2 . Now we can apply the same arguments as in the proof of Theorem 1 independently to the arc presentations on both sides of the binding axis. Thus we can reduce two sticks on both sides.
Hence the resulting equilateral knot consists of 2(a(K 1 ) − 1) + 2(a(K 2 ) − 1) − 4 sticks. Theorem 3 guarantees Theorem 2. 
