Lectures on canonical and crystal bases of Hall algebras by Schiffmann, Olivier
ar
X
iv
:0
91
0.
44
60
v2
  [
ma
th.
QA
]  1
 D
ec
 20
09
LECTURES ON CANONICAL AND CRYSTAL BASES OF HALL
ALGEBRAS
OLIVIER SCHIFFMANN
Contents
Introduction 2
Lecture 1. 6
1.1. Recollections on quivers. 6
1.2. Moduli spaces of representations of quivers. 7
1.3. The induction and restriction functors. 9
1.4. The Lusztig sheaves and the Hall category. 16
1.5. The geometric pairing on the Hall category. 19
Lecture 2. 22
2.1. The simplest of all quivers. 22
2.2. The fundamental relations. 23
2.3. Finite type quivers. 27
2.4. The Jordan quiver and the cyclic quivers. 30
2.5. Affine quivers. 33
Lecture 3. 40
3.1. The graded Grothendieck group of the Hall category. 40
3.2. Relation to quantum groups. 42
3.3. Proof of Lusztig’s theorem (finite type). 45
3.4. Fourier-Deligne transform. 46
3.5. Proof of Lusztig’s theorem. 51
3.6. The Lusztig graph. 55
3.7. The trace map and purity. 57
Lecture 4. 62
4.1. Kashiwara crystals. 62
4.2. Lusztig’s Lagrangian. 67
4.3. Hecke correspondences. 70
4.4. Geometric construction of the crystal. 72
4.5. Relationship to the Hall category. 75
4.6. Relationship to the Lusztig graph. 77
Lecture 5. 80
5.1. Moduli stacks of coherent sheaves on curves. 80
5.2. Convolution functors and the Hall category. 83
5.3. Examples, curves of low genera. 84
5.4. Higgs bundles and the global nilpotent cone. 86
5.5. Conjectures and relation to the geometric Langlands program. 88
Windows 95
References 99
1
2 OLIVIER SCHIFFMANN
Introduction
These notes form the support of a series of lectures given for the summer school “Geo-
metric methods in representation theory” at the Institut Fourier in Grenoble in June 2008.
They represent the second half of the lecture series. The first half of the series was dedi-
cated to the notion of the Hall algebra HA of an abelian (or derived) category A, and the
notes for that part are written in [S2]. The present text is a companion to [S2]; we will
use the same notation as in [S2] and sometimes refer to [S2] for definitions. Nevertheless,
we have tried to make this text as self-contained as (reasonably) possible.
In this part of the lecture series we explain how to translate the purely algebraic
construction of Hall algebras given in [S2] into a geometric one. This geometric lift
amounts to replacing the “naive” space of functions on the setMA of objects of a category
A by a suitable category QA of constructible sheaves on the moduli space (or more
precisely, moduli stack) MA parametrizing the objects of A. The operations in the Hall
algebra (multiplication and comultiplication) then ought to give rise to functors
m : QA ×QA → QA,
∆ : QA → QA ×QA.
The Faisceaux-Fonctions correspondence of Grothendieck, which associates to a con-
structible sheaf P ∈ QA its trace–a (constructible) function on the “naive” moduli space
MA– draws a bridge between the “geometric” Hall algebra (or rather, Hall category)
QA and the “algebraic” Hall algebra HA. Such a geometric lift from HA to QA may
be thought of as “categorification” of the Hall algebra (and is, in fact, one of the early
examples of “categorification”).
Of course, for the above scheme to start making any sense, a certain amount of tech-
nology is required : for one thing, the moduli stackMA has to be rigorously defined and
the accompanying formalism of constructible or l-adic sheaves has to be developped. The
relevant language for a general theory is likely to be [TV1]. Rather than embarking on
the (probably risky) project of defining the Hall category QA for an arbitrary abelian
category A using that language we believe it will be more useful to focus in these lectures
on several examples. Another reason for this is that, as explained in [S2, Section 5], the
correct setting for the theory of Hall algebras (especially for categories of global dimension
more than one) seems to be that of derived or triangulated categories. The necessary tech-
nology to deal with moduli stacks parametrizing objects in triangulated (or dg) categories
is, as far as we know, still in the process of being fully worked out, see [TV1], [TV2], (this,
in any case, far exceeds the competence of the author).
The main body of the existing theory is the work of Lusztig when A = Repk ~Q is the
category of representations of a quiver ~Q over a finite field k (see [Lu5], [Lu6])1, which we
now succintly describe. In that case (see [S2]), there is an embedding
φ : U+v (g) →֒ H ~Q
of the positive half of the quantum enveloping algebra of the Kac-Moody algebra g associ-
ated to ~Q into the Hall algebra. The image of this map is called the composition subalgebra
C~Q of H ~Q and is generated by the constant functions 1α for α running among the classes
of simple objects in Repk ~Q. These classes bijectively correspond to the positive simple
roots of g and we will call them in this way. The moduli stackM ~Q parametrizing objects
1Actually, the theory really originates from Lusztig’s theory of character sheaves in the representation
theory of finite groups of Lie type, see [Lu2]. This, however, has little to do with Hall algebras.
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of Repk¯ ~Q splits into a disjoint union
M ~Q =
⊔
α∈K0(~Q)
Mα~Q
according to the class in the Grothendieck group. Let Db(Mα~Q) stand for the triangulated
category of constructible complexes on Mα~Q (see Lecture 1 for precise definitions). For
α, β ∈ K0( ~Q), let Eα,β be the stack parametrizing inclusions M ⊃ N , where M and N
are objects in Repk¯ ~Q of class α + β and β respectively. There are natural maps p1 and
p2 :
(0.1) Eα,β
p1
zztt
tt
tt
tt
t
p2
""E
EE
EE
EE
E
Mα~Q ×M
β
~Q
Mα+β~Q
defined by p1 : (M ⊃ N) 7→ (M/N,N), p2 : (M ⊃ N) 7→ (M). The map p2 is proper
(the fiber of p2 over M is the Grassmanian of subobjects N of M of class β, a projective
scheme) while p1 can be shown to be smooth. One then considers the functors
m : Db(Mα~Q ×M
β
~Q
)→ Db(Mα+β~Q )
P 7→ p2!p∗1(P),
and
∆ : Db(Mα+β~Q )→ D
b(Mα~Q ×M
β
~Q
)
P 7→ p1!p∗2(P).
These functors can be shown to be (co)associative. Because p1 is smooth and p2 is proper,
the functor m preserves the subcategory Db(M ~Q)ss of Db(M ~Q) consisting of semisimple
complexes of geometric origin (this is a consequence of the celebrated Decomposition The-
orem of [BBD]). The category Q ~Q is defined to be the smallest triangulated subcategory
of Db(M ~Q)ss which is stable under m and taking direct summands, and which contains
the constant complexes 1α = QlMα
~Q
as α runs among the set of simple roots. In other
words, if for any two constructible complexes P1,P2 we set P1 ⋆P2 = m(P1⊠P2) then Q ~Q
is by definition the additive subcategory of Db(M ~Q)ss generated by the set of all simple
constructible complexes (i.e. simple perverse sheaves) appearing as a direct summand of
some semisimple complex
1α1 ⋆ · · · ⋆ 1αr
for α1, . . . , αr some simple roots. These simple perverse sheaves generating Q ~Q are hard
to determine for a general quiver. They are, however, known when the quiver is of finite
or affine type (see Lecture 2). The category Q ~Q thus constructed is preserved under the
functors m and ∆ (this is clear for m, but not so obvious for ∆).
The Faisceaux-Fonctions correspondence associates to a constructible complex P ∈
Db(M ~Q) its trace2, defined as
Tr(P) : x 7→
∑
i
(−1)iTr(Fr,Hi(P)|x).
This is a constructible function onM ~Q and may thus be viewed as an element of the Hall
algebra H ~Q. General formalism ensures that the trace map carries the functors m and ∆
to the multiplication and comultiplication maps m and ∆ of the Hall algebra.
2One has to be a little more precise here : for this to be well-defined, P has to be endowed with a
Weil, or Frobenius, structure. This is the case of the objects of Q~Q–see Lecture 3.
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It turns out that the the image under the trace map from the Hall category Q ~Q to the
Hall algebraH ~Q is precisely equal to C~Q, and that C~Q gets in this way identified with the
graded Grothendieck group of Q ~Q (this identification is the hardest part of the theory).
Classes of the simple perverse sheaves in Q ~Q then give rise to a basis of the composition
algebra C~Q, and thus also to a basis of the quantum group U
+
v (g)–the so-called canonical
basis (see Lecture 3). This basis B has many remarkable properties (such as integrality
and positivity of structure constants, compatibility with all highest weight integrable
representations, etc.). It was later shown in [GL] that B coincides with Kashiwara’s
global basis of U+v (g) (see [K2]), which is defined in a purely algebraic way. The theory
of canonical bases for quantum groups has attracted an enormous amount of research
since its invention and has found applications in fields like algebraic and combinatorial
representation theory, algebraic geometry and knot theory (see [LLT], [A2], [VV1], [C],
[FK], [FZ], [Lu11],...).
Kashiwara defined a certain colored graph structure, or crystal graph structure, on the
set of elements of the global (or canonical) basis B of U+v (g), encoded by the so-called
Kashiwara operators e˜α, f˜α (for α a simple root). To say that the concept of crystal
graphs has found useful applications in algebraic and combinatorial representation theory
is a gross understatement3. As discovered by Kashiwara and Saito, the action of the
operators e˜α, f˜α on B are also beautifuly related to the geometry of the moduli spaces of
quiver representations (see [KS2]). More precisely, the canonical basis B may be identified
with the set of irreducible components of the Lusztig nilpotent variety Λ~Q =
⊔
α Λ
α
~Q
which is a certain Lagrangian subvariety in the cotangent bundle T ∗M ~Q =
⊔
α T
∗Mα~Q.
The Kashiwara operators naturally correspond to certain generic affine fibrations between
irreducible components for different values of α (see Lecture 4). It is important to note
the difference with the construction of the canonical basis B itself, which is given in terms
of the geometry ofMA rather than that of T ∗MA. The interaction between constructible
sheaves (or perverse sheaves, or D-modules) on a space X and Lagrangian subvarieties of
T ∗X is a well-known and common phenomenon in topology and geometric representation
theory (see e.g. [KS3], [NZ]).
Ideas analogous to the above, but for the categories of coherents sheaves on smooth
projective curves rather than representations of quivers, have only more recently been
developped, starting with the work of Laumon in [L2] (see [S4], [S5]). Hence if X is a
smooth projective curve (which may have a finite number of points with orbifold struc-
ture), one defines a certain categoryQX of constructible sheaves on the moduli stack CohX
parametrizing coherent sheaves on X . There is again a trace map Tr : K0(QX) → HX ,
and it is conjectured (and proved in low genera) that its image coincides with the com-
position algebra CX of the Hall algebra HX . Recall from [S2] that (again, at least in low
genera) these composition algebras are related to quantum loop algebras.
It is interesting to note that, although the point of view advocated here –motivated
by the theory of Hall algebras– is new, the objects themselves (such as the moduli stack
CohX) are very classical : the category QX is closely related to Laumon’s theory of
Eisenstein sheaves (for the group GL(n)); similarly, the analogue of Lusztig’s nilpotent
variety Λ ~Q in this context is the so-called (Hitchin) global nilpotent cone ΛX .
Even though the theory of canonical bases is still very far from being in its definite
form in the case of coherent sheaves on curves, we cannot resist mentioning some aspects
of it, if only very briefly, in the last part of this text (Lecture 5).
3In fact, this sentence itself is a gross understatement.
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The plan for these lectures is as follows :
• Lecture 1. Lusztig’s category QA for A = Rep( ~Q),
• Lecture 2. Examples (finite type quivers, cyclic quivers and affine quivers),
• Lecture 3. The canonical basis B and the trace map,
• Lecture 4. Kashiwara’s crystal graph B(∞) and Lusztig’s nilpotent variety Λ ~Q,
• Lecture 5. Hall categories for Curves.
As [S2], these notes are written in an informal style and stroll around rather than speed
through. They are mostly intended for people interested in quantum groups or represen-
tation theory of quivers and finite-dimensional algebras but only marginal familiarity with
these subjects is required (and whatever is provided by the appendices in [S2] is enough).
We have assumed some knowledge of the theory of construcible or perverse sheaves : very
good introductory texts abound, such as [M2], [A1], [R2] or [B3]. Of course, the ultimate
reference is [BBD]. The short Chap. 8 of [Lu4] contains a list of most results which we
will need.
Despite the fact that the geometric approach to canonical bases has attracted a lot of
research over the years we have chosen by lack of time to focus here on the more “classical”
aspects of the theory (put aside the inevitable personal bias of Lecture 5). We apologize
to all those whose work we don’t mention in these notes. Experts would be hard pressed
to find a single new, original statement in these notes, except for some of the conjectures
presented in Section 5.5.
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Lecture 1.
The aim of this first Lecture is to explain the construction, due to Lusztig, of a category
Q ~Q of semisimple perverse sheaves on the moduli space M ~Q of representations of any
quiver ~Q. The category Q ~Q will be endowed with two exact functors m : Q ~Q×Q ~Q → Q ~Q
(the induction functor) and ∆ : Q ~Q → Q ~Q×Q ~Q (the restriction functor). These turn its
Grothendieck group K~Q into an algebra and a coalgebra (and in fact, as we will see later,
into a bialgebra). The precise relation with the quantum group associated to ~Q, as well
as the relation with the Hall algebra of ~Q over a finite field, will be discussed in Lecture 3.
There is one point worth making here. By “moduli spaceM ~Q ”, we mean a space which
parametrizes all representations of ~Q (rather than the kind of moduli spaces provided
by, say, Geometric Invariant Theory, which account only for semistable representations).
Such a “moduli space” cannot be given the structure of an honest algebraic variety and
one has to consider it as a stack. This causes several technical difficulties. Luckily, the
stacks in question are of a simple nature (they are global quotients) and can be dealt
with concretely (using equivariant sheaves, etc...). Our leitmotiv will be to state as many
things as possible heuristically using the stacks language–hoping that this will make the
ideas more transparent– and then to translate it back to a more concrete level.
We begin by constructing these moduli spacesM~Q and the categories of constructible
sheaves over them. Then we introduce the induction/restriction functors and use these to
define Lusztig’s category Q ~Q. All the results of this Lecture are due to Lusztig (see [Lu4]
and the references therein).
We fix once and for all an algebraically closed field k = Fq of positive characteristic
4.
1.1. Recollections on quivers.
We will usually stick to the notation of [S2, Lecture 3] which we briefly recall for the
reader’s convenience. Let ~Q = (I,H) be a quiver. Here I is the set of vertices, H is the
set of edges, and the source and target maps are denoted by s, t : H → I. We assume
that there are no edge loops5, i.e. that s(h) 6= t(h) for any h ∈ H . The Cartan matrix
A = (ai,j)i,j∈I of ~Q is defined to be
ai,j =
{
2 if i = j,
−#{h : i→ j} −#{h : j → i} otherwise.
It is a symmetric integral matrix.
Recall that a representation of ~Q over k is a pair (V, x) where V =
⊕
i∈I Vi is a
finite-dimensional I-graded k-vector space and x = (xh)h∈H is a collection of linear maps
xh : Vs(h) → Vt(h). A morphism between two representations (V, x) and (V ′, x′) is an
I-graded linear map f : V → V ′ satisfying f ◦xh = x′h ◦ f for all edges h. The category of
representations of ~Q over k form an abelian category denoted Repk ~Q. A representation
(V, x) is nilpotent if there exists N ≫ 0 such that any composition of maps xhn · · ·xh1
of length n > N vanishes. Nilpotent representations form a Serre subcategory Repnilk
~Q.
This means that Repnilk
~Q is stable under subobjects, quotients and extensions. This Serre
4see Remark 3.27 for a comment on this assumption.
5In fact, quite a bit of the theory may be generalized to the situation in which loops are allowed. The
relevant algebraic objects are not Kac-Moody algebras, but the so-called generalized Kac-Moody algebras
(see [KS1], [KKS], [Lu7], [LL]). Similarly, one may consider quivers equipped with a cyclic group of
automorphisms– these will correspond to Cartan matrix of non simply laced types (see [Lu4]).
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subcatgeory will actually be more important to us than Repk ~Q itself. Of course, if ~Q has
no oriented cycles then Repk ~Q and Rep
nil
k
~Q coincide.
The dimension vector of a representation (V, x) is by definition the element dim V =
(dim Vi)i∈I ∈ NI . The dimension vector is clearly additive under short exact sequences.
This gives rise to a linear form K0(Repk ~Q) → ZI on the Grothendieck group, which
restricts to an isomorphism K0(Rep
nil
k
~Q) ≃ ZI (see [S2, Cor. 3.2.] ). We will set
K0( ~Q) = K0(Rep
nil
k
~Q) and identify it with ZI as above.
The category Repk ~Q is hereditary. The additive Euler form
〈 , 〉a : K0(Repk ~Q)⊗K0(Repk ~Q)→ Z
〈M,N〉a = dim Hom(M,N)− dim Ext1(M,N)
factors through ZI . It is given by the formula
(1.2) 〈α, β〉a =
∑
i
αiβi −
∑
h∈H
αs(h)βt(h).
Observe that the matrix of the symmetrized Euler form defined by
(M,N)a = 〈M,N〉a + 〈N,M〉a
is equal to the Cartan matrix A. The same result holds for Repnilk
~Q. We will often drop
the index a in the notation for 〈 , 〉 and ( , ).
Let (ǫi)i∈I stand for the standard basis of ZI . Since ~Q is assumed to have no edge
loops, there is a unique representation Si of dimension vector ǫi (up to isomorphism).
The representation Si is simple and every simple nilpotent representation is of this form.
1.2. Moduli spaces Mα~Q of representations of quivers.
Our aim is now to construct a “moduli space” of representations of ~Q over our field
k. As mentioned in the introduction, we need a moduli space which will account for all
representations. Fix α ∈ NI and let us try to construct a moduli spaceMα~Q parametrizing
representations of dimension α. This is actually quite simple : we consider the space
Eα =
⊕
h∈H
Hom(kαs(h) , kαt(h))
of all representations in the fixed vector space Vα :=
⊕
i k
αi . The group
Gα =
∏
i
GL(αi, k)
acts on Eα by conjugation g · y = gyg−1. More precisely, if y = (yh)h∈H then g · y =
(gt(h)yhg
−1
s(h))h∈H .
Proposition 1.1. There is a canonical bijection
isoclasses of
representations of
~Q of dimension α
 ←→
Gα − orbits in Eα
 .
Proof. By definition two representations y, y′ ∈ Eα are isomorphic if and only if they
belong to the same Gα-orbit. On the other hand, any representation (V, x) of ~Q of
dimension α is isomorphic to a representation (Vα, y) for some y ∈ Eα–it suffices to
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choose an I-graded isomorphism of vector spaces φ : Vα
∼→ V and set y = φ∗x. The
Proposition follows. X
In view of this it is natural to set
(1.3) Mα~Q = Eα/Gα.
The quotient Eα/Gα parametrizes isomorphism classes of representations of ~Q of di-
mension α. It is not an algebraic variety but can be given sense as a stack (see [LMB]).
Note that Eα is a smooth algebraic variety (a vector space) and Gα is a connected reduc-
tive algebraic group. We will (more or less) easily translate all operations onMα~Q in terms
of Eα and Gα. The reader may, if he wishes, think of (1.3) as a convenient notation, and
later as a heuristic guide, rather than as a precise mathematical definition.
Let Enilα ⊂ Eα stand for the closed subset consisting of nilpotent representations. We
put
(1.4) Mα,nil~Q = E
nil
α /Gα.
It is a closed (in general singular) substack of Mα~Q.
The geometry of the spaces Mα~Q and M
α,nil
~Q
(i.e, the orbit geometry of the spaces
Eα, E
nil
α ) has been intensively studied by many authors (see e.g. [B2], [KR], [Z2] ...). One
may consult [CB] for a good introduction to this topic. We will give several examples in
Lecture 2. At this point, we will content ourselves with
Lemma 1.2. We have dim Eα = −〈α, α〉 + dim Gα.
Proof. This can be derived from
dim Eα =
∑
h∈H
αs(h)αt(h), 〈α, α〉 =
∑
i
α2i −
∑
h∈H
αs(h)αt(h).
X
As a consequence, we have
Corollary 1.3. The (stacky) dimension of the moduli space Mα~Q is given by
(1.5) dimMα~Q = −〈α, α〉.
We state one useful generalization of Lemma 1.2. For dimension vectors α1, . . . , αn we
define
Eα1,...,αn =
{
(y, Wn ⊂Wn−1 ⊂ · · · ⊂W1 = Vα1+···+αn)
}
where y ∈ Eα1+···+αn , Wn, . . . ,W1 are y-stable and dim Wi/Wi+1 = αi for all i. The
group GPαi naturally acts on Eα1,...,αn and the quotient may be thought of as a moduli
space parametrizing (isomorphism classes of) flags of representations of ~Q with successive
factors of dimension α1, . . . , αn respectively.
Lemma 1.4. We have dim Eα1,...,αn = dim Gα −
∑
i≤j〈αi, αj〉 where α =
∑
i αi.
Proof. Consider the flag varietyGr(αn, αn+αn−1, . . . , α) parametrizing chains of I-graded
subspaces Wn ⊂ · · · ⊂ W1 = Vα satisfying dim Wi/Wi+1 = αi. This is a (smooth)
projective variety of dimension
dim Gr(αn, αn + αn−1, . . . , α) = dim Gα −
∑
i
∑
k≤l
αikα
i
l
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where αt = (α
i
t)i∈I . It is easy to see that the natural projection π : Eα1,...,αn →
Gr(αn, . . . , α) is a vector bundle, whose rank is given by the following formula
rank(π) =
∑
h∈H
∑
k≤l
α
s(h)
k α
t(h)
l .
The Lemma follows by (1.2). X
Let Db(Mα~Q) := DbGα(Eα) be the Gα-equivariant derived category of Ql-constructible
complexes over Eα, as in [BL]. We also let D
b(Mα~Q)ss := DbGα(Eα)ss stand for the full
subcategory of DbGα(Eα) consisting of semisimple complexes. We will think of these as the
triangulated categories of constructible complexes and semisimple constructible complexes
over Mα~Q respectively. In particular, if U is a smooth locally closed and Gα-invariant
subset of Eα, and if L is a Gα-equivariant local system over U then we denote by IC(U,L)
the associated simple Gα-equivariant perverse sheaf : this is the (nonequivariant) simple
perverse sheaf associated to (U,L), equipped with its unique Gα-equivariant structure.
We refer to [KW] and [BL] for some of the properties of these categories.
1.3. The induction and restriction functors.
The basic idea behind the induction and restriction functors is to consider a correspon-
dence
(1.6) Eα,β
p1
zztt
tt
tt
tt
t
p2
""E
EE
EE
EE
E
Mα~Q ×M
β
~Q
Mα+β~Q
where Eα,β is the moduli space parametrizing pairs (N ⊂ M) satisfying dim(M) =
β, dim(N) = α+ β, and where
p1 : (M ⊃ N) 7→ (M/N,N), p2 : (M ⊃ N) 7→M.
The map p1 is smooth while p2 is proper. One may view (1.6) as encoding the set of
extensions of a representation of dimension β by one of dimension α.
We then define functors
m : Db(Mα~Q ×M
β
~Q
)→ Db(Mα+β~Q )
P 7→ p2! p∗1(P)[dim p1],
(1.7)
(induction) and
∆ : Db(Mα+β~Q )→ D
b(Mα~Q ×M
β
~Q
)
P 7→ p1! p∗2(P)[dim p1]
(1.8)
(restriction).
The above definitions actually do make sense if one uses the appropriate language of
stacks. However, since we want to be independent of such a language, we rephrase them
in more concrete terms. This will necessarily look more complicated than (1.6).
Induction functor. First note that Eα,β may be presented as a quotient stack : let
Eα,β be the variety of tuples (y,W ) where y ∈ Eα+β and W ⊂ Vα+β is an I-graded
subspace of dimension β and stable under y. The group Gα+β naturally acts on Eα,β by
g · (y,W ) = (gyg−1, gW ) and we have Eα,β = Eα,β/Gα+β .
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Let Gr(β, α+β) stand for the Grassmanian of β-dimensional subspaces in Vα+β . There
are two obvious projections
(1.9) Eα,β
q′
xxrrr
rr
rr
rr
r
q
##G
GG
GG
GG
G
Gr(β, α + β) Eα+β
given respectively by q′(y,W ) = W and q(y,W ) = y. The map q′ is easily seen to be
a vector bundle; the fiber over a point W is equal to
⊕
h∈H Hom((Vα+β)s(h),Wt(h)). In
particular, Eα,β is smooth. On the other hand, the fiber of q over a point y is the set of
W ⊂ Vα+β which are of dimension β and which are y-stable. These form a closed subset
of the projective variety Gr(β, α + β) and therefore q is proper.
The map q is clearly Gα+β-equivariant. Moreover, the induced map on the quotient
spaces
Eα,β = Eα,β/Gα+β → Eα+β/Gα+β =Mα+β~Q
coincides with p2.
We cannot obtain a similar lift of p1 directly since there is no natural map Eα,β →
Eα × Eβ . So we introduce another presentation of Eα,β as a quotient stack : let E(1)α,β be
the variety parametrizing tuples (y,W, ρα, ρβ) where (y,W ) belongs to Eα,β and where
ρα : Vα+β/W
∼→ Vα, ρβ : W ∼→ Vβ are linear isomorphisms. The group Gα × Gβ and
Gα+β act on E
(1)
α,β by
(gα, gβ) · (y,W, ρα, ρβ) = (y,W, gαρα, gβρβ),
g · (y,W, ρα, ρβ) = (gyg−1, gW, ραg−1, ρβg−1)
respectively. The projection r : E
(1)
α,β → Eα,β is a principal Gα ×Gβ-bundle and we have
Eα,β = E(1)α,β/(Gα+β ×Gα ×Gβ).
There is now a canonical map p : E
(1)
α,β → Eα × Eβ given by
p(y,W, ρα, ρβ) =
(
ρα,∗(y|Vα+β/W ), ρβ,∗(y|W )
)
.
The map p is smooth and Gα+β×Gα×Gβ-equivariant (we equip Eα×Eβ with the trivial
Gα+β-action). To sum up, we have the following analogue of diagram (1.6) :
(1.10) E
(1)
α,β
r //
p
zzvv
vv
vv
vv
v
Eα,β
q
""E
EE
EE
EE
EE
Eα × Eβ Eα+β
We are now ready to translate (1.7). The pull-back functor induces a canonical equivalence
of categories
r∗ : DbGα+β(Eα,β)
∼→ DbGα+β×Gα×Gβ (E
(1)
α,β)
which has an inverse
r♭ : D
b
Gα+β×Gα×Gβ (E
(1)
α,β)
∼→ DbGα+β(Eα,β).
We set r# = r♭[−dim r], so that r#r∗(P) = P[−dim r] for any P ∈ DbGα+β (Eα,β). One
advantage of r# over r♭ is that it preserves the subcategories of perverse sheaves. Note
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that DbGα+β×Gα×Gβ (E
(1)
α,β) and D
b
Gα+β
(Eα,β) may both be interpreted as D
b(Eα,β). We
define the induction functor as
m : DbGα×Gβ (Eα × Eβ)→ DbGα+β (Eα+β)
P 7→ q! r# p∗(P)[dim p]
(1.11)
To finish, observe that
Lemma 1.5. We have dim p = dim Gα+β − 〈α, β〉.
Proof. By definition,
dim p = dim E
(1)
α,β − dim Eα − dim Eβ
= dim Gr(β, α + β) + dim Gα + dim Gβ +
∑
h∈H
αs(h)βt(h)
=
∑
i
αiβi + dim Gα + dim Gβ +
∑
h∈H
αs(h)βt(h)
= dim Gα+β − 〈α, β〉
as wanted X
For simplicity we often omit the indices α, β from the notation m, hoping that this will
not cause any confusion. We will also often use the notation P ⋆Q = m(P⊠Q).
Restriction functor. We now turn to the functor ∆. We use yet another presentation
of Eα,β as a quotient stack. Let us fix a β-dimensional subspace W0 ⊂ Vα+β as well as
a pair of isomorphisms ρα,0 : Vα+β/W0
∼→ Vα, ρβ,0 : W0 ∼→ Vβ . Let Fα,β be the closed
subset of Eα+β consisting of representations y such that y(W0) ⊂ W0. Let Pα,β ⊂ Gα+β
be the parabolic subgroup associated to W0. Then Eα,β = Fα,β/Pα,β . Note that
(1.12) Fα,β ×
Pα,β
Gα+β = Eα,β , Fα,β ×
Uα,β
Gα+β = E
(1)
α,β
where Uα,β ⊂ Pα,β is the unipotent radcal .
We consider the diagram
(1.13) Fα,β
κ
zzuu
uu
uu
uu
u
ι
##F
FF
FF
FF
F
Eα × Eβ Eα+β
where κ(y) =
(
ρα,∗(y|Vα+β/W ), ρβ,∗(y|W )
)
and where ι is the embedding. Note that κ is a
vector bundle of rank
(1.14) rank κ =
∑
h
αs(h)βt(h) =
∑
i
αiβi − 〈α, β〉.
Moreover, κ is Pα,β-equivariant, where Pα,β acts on Eα × Eβ via the projection Pα,β →
Gα ×Gβ induced by the pair ρα,0, ρβ,0.
We define the restriction functor as
∆ : DbGα+β(Eα+β)→ DbGα×Gβ (Eα × Eβ)
P 7→ κ! ι∗(P)[−〈α, β〉].
(1.15)
We will at times write ∆α,β when we want to specify the dimension vectors.
Remarks 1.6. The reader might wonder why we use distinct diagrams for the induction
and restriction functors (i.e., why (1.10) and (1.13) are different). In fact, this is not so
essential : different choices of presentations of the quotient stacks involved in (1.6) will
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lead to the same functors m and ∆ up to normalization. We have given those which are
the most convenient (and which coincide with (1.7) and (1.8)).
To finish this section, we give a few elementary properties of m and ∆. We begin with
the following useful observation :
Lemma 1.7. The functor m commutes with Verdier duality.
Proof. By definition, and using the same notations as above,m = q!r#p
∗[dim p]. Since p is
smooth we have p∗D = Dp∗[2dim p] and hence Dp∗[dim p] = p∗D[−dim p] = p∗[dim p]D.
Similarly, Dr# = r#D and because q is proper we have Dq! = q∗D = q!D. The result
follows. X
The functor ∆, however, does not commute with Verdier duality in general. This is
illustrated (for instance) by the following important result. For α ∈ NI we denote by 1α
the constant sheaf Ql|Eα [dim Eα]. Note that since Eα is smooth D1α = 1α and 1α is
perverse.
Lemma 1.8. For any α, β, γ ∈ NI with γ = α+ β it holds
∆α,β(1γ) = 1α ⊠ 1β [−〈β, α〉].
Proof. This is a straightforward computation. From the definitions,
∆α,β(1γ) = κ!ι
∗(1γ)[−〈α, β〉]
= κ!(Ql|Fα,β )[dim Eγ − 〈α, β〉]
= Ql|Eα ⊠Ql|Eβ [dim Eγ − 〈α, β〉 − 2rank κ]
= 1α ⊠ 1β [−〈β, α〉]
since κ is a vector bundle. We have used the equalities
dim Eγ =
∑
(αs(h) + βs(h))(αt(h) + βt(h)),
dim Eα =
∑
αs(h)αt(h),
dim Eβ =
∑
βs(h)βt(h).
X
The next proposition shows that m and ∆ are associative and coassociative functors.
Proposition 1.9. For any α, β, γ ∈ NI there are canonical natural transformations
(1.16) mα,β+γ ◦ (Id×mβ,γ) ≃ mα+β,γ ◦ (mα,β × Id),
(1.17) (∆α,β × Id) ◦∆α+β,γ ≃ (Id×∆β,γ) ◦∆α,β+γ .
Proof. We begin with a heuristic argument. The induction functor ∆α,β is defined by a
correspondence
(1.18) Eα,β
p1

p2 //Mα+β~Q
Mα~Q ×M
β
~Q
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and the induction functor mα+β,γ by the correspondence
(1.19) Eα+β,γ
p′1

p′2 //Mα+β+γ~Q
Mα+β~Q ×M
γ
~Q
Hence the r.h.s. of (1.16) is obtained by running through a diagram
(1.20) Eα+β,γ
p′1

p′2 //Mα+β+γ~Q
Eα,β ×Mγ~Q
p1

p2 //Mα+β~Q ×M
γ
~Q
Mα~Q ×M
β
~Q
×Mγ~Q
We may complete (1.20) by adding a cartesian square
(1.21) E(α,β),γ
p′′1

p′′2 // Eα+β,γ
p′1

p′2 //Mα+β+γ~Q
Eα,β ×Mγ~Q
p1

p2 //Mα+β~Q ×M
γ
~Q
Mα~Q ×M
β
~Q
×Mγ~Q
By base change, we have
mα+β,γ ◦ (mα,β × Id) = p′2!(p′1)∗p2!p∗1[dim p1 + dim p′1]
= p′2!p
′′
2!(p
′′
1 )
∗p∗1[dim p1 + dim p
′′
1 ]
= (p2p
′′
2)!(p1p
′′
1)
∗[dim p1p′′1 ].
The stack
E(α,β),γ := (Eα,β ×Mγ~Q) ×Mα+β
~Q
×Mγ
~Q
(Eα+β,γ)
parametrizes pairs of inclusions (N ⊂ R/M,M ⊂ R) where M,N,R are representations
of ~Q of respective dimensions γ, β and α+ β + γ.
Similarly, the l.h.s. of (1.16) corresponds to a diagram
(1.22) Eα,β+γ
p′1

p′2 //Mα+β+γ~Q
Mα~Q × Eβ,γ
p1

p2 //Mα~Q ×M
β+γ
~Q
Mα~Q ×M
β
~Q
×Mγ~Q
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which may be completed to
(1.23) Eα,(β,γ)
p′′1

p′′2 // Eα,β+γ
p′1

p′2 //Mα+β+γ~Q
Mα~Q × Eβ,γ
p1

p2 //Mα~Q ×M
β+γ
~Q
Mα~Q ×M
β
~Q
×Mγ~Q
where now Eα,(β,γ) parametrizes pairs of inclusions (M ⊂ N,N ⊂ R) where M,N,R are
of respective dimensions γ, β+γ, α+β+γ. But it is clear that both Eα,(β,γ) and E(α,β),γ)
are (canonically) isomorphic to the stack Eα,β,γ which parametrizes chains of inclusions
(M ⊂ N ⊂ R). These isomorphisms gives rise to the natural transformation (1.16). The
proof of (1.17) (for the restriction functor ∆) uses the same diagrams, but run through in
the other direction.
Converting the above arguments into concrete proofs requires some application, but
little imagination. We do it for the induction functor and leave the (simpler) case of
the restriction functor to the reader. The r.h.s. of (1.16) is given by the composition
q′!r
′
#(p
′)∗q!r#p∗[dim p+ dim p′] in the diagram
(1.24) Eα+β,γ
q′ // Eα+β+γ
E˜α+β,γ
r′
OO
p′

E˜α,β × Eγ r //
p

Eα,β × Eγ q // Eα+β × Eγ
Eα × Eβ × Eγ
We complete (1.24) by adding cartesian diagrams and get the following monster :
(1.25) Eα,β,γ
q′′ // Eα+β,γ
q′ // Eα+β+γ
E
(2)
(α,β),γ
p′′

s // E(1)(α,β),γ
t
OO
k //
h

E˜α+β,γ
r′
OO
p′

E˜α,β × Eγ r //
p

Eα,β × Eγ q // Eα+β × Eγ
Eα × Eβ × Eγ
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where
Eα,β,γ =
{
(y, U ⊂W ⊂ Vα+β+γ)
}
,
E
(1)
α,β,γ =
{
(y, U ⊂W ⊂ Vα+β+γ , ρα+β , ργ)
}
,
E
(2)
α,β,γ =
{
(y, U ⊂W ⊂ Vα+β+γ , ρα+β , ργ , ρα, ρβ)
}
where in the above definitions we have y ∈ Eα+β+γ , the subspaces U,W are y-stable,
dim U = γ, dim W/U = β and
ργ : U
∼→ Vγ , ρα+β : Vα+β+γ/U ∼→ Vα+β ,
ρβ :W/U
∼→ Vβ , ρα : Vα+β+γ/W ∼→ Vα.
Using base change and Lemma 1.10 i) below, we have (p′)∗q! = k!h∗, h∗r# = s#(p′′)∗,
and r′#k! = q
′′t#. Hence
q′!r
′
#(p
′)∗q!r#p∗ = q′!q
′′
! t#s#(p
′′)∗p∗ = (q′q′′)!(ts)#(pp′′)∗.
In other words, we have simplified (1.24) to a diagram
(1.26) E
(2)
(α,β),γ
v

u // Eα,β,γ
w // Eα+β+γ
Eα × Eβ × Eγ
where u = ts, w = q′q′′ and v = pp′′. We may reduce this further : consider the variety
E
(2)
α,β,γ =
{
(y, U ⊂W ⊂ Vα+β+γ , ρα+β , ργ , ρα, ρβ)
}
where we use the same notations as before. Then u factors as a composition of principal
bundles
E
(2)
(α,β),γ
u′′ // E(2)α,β,γ
u′ // Eα,β,γ
and by Lemma 1.10 ii) below we finally obtain a canonical equivalence
(1.27) mα+β,γ ◦ (mα,β × Id) ≃ w!u′#(v′)∗[dim v′]
where v′ : E(2)α,β,γ → Eα × Eβ × Eγ is the natural map. Starting from the l.h.s. of (1.16)
and arguing as above we reach exactly the same expression. This proves the equivalence
(1.16). X
We have used the following two easy facts :
Lemma 1.10. i) Let
W
p

r′ // Z
p′

X
r // Y
be a cartesian square, where r, r′ are principal G-bundles for some (connected) group G,
and where p, p′ are G-equivariant. Then
a) (p′)∗r# = r′#p
∗,
b) p′!r
′
# = r#p!.
ii) Let X
r // Y
s // Z be a sequence of principal bundles. Then s#r# = (sr)#.
Proof. In the first statement , a) comes from the relation (r′)∗(p′)∗ = p∗r∗ while b) comes
from the base change formula p!(r
′)∗ = r∗p′!. The second statement is a consequence of
r∗s∗ = (sr)∗. X
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We may define an iterated induction functor
(P1, . . . ,Pn) 7→ (· · · (P1 ⋆ (· · · ⋆ Pn) · · · )
for each choice of parantheses in the expression P1 ⋆ · · · ⋆ P1. Proposition 1.9 provides
us with isomorphisms between all these iterated induction functors, and we denote the
resulting complex by P1 ⋆ · · ·⋆Pn. A priori, P1 ⋆ · · ·⋆Pn is only defined up to isomorphism
(and this would suffice for all our purposes). However it can be shown that the various
associativity isomorphisms (Pi ⋆ (Pj ⋆ Pk))
∼→ ((Pi ⋆ Pj) ⋆ Pk) provided by Proposition 1.9
are all compatible6 and hence that P1 ⋆ · · · ⋆ Pn is actually defined up to a canonical
isomorphism.
A similar result holds for the restriction functor; we denote by ∆(n)(P) the iterated
restriction functor applied to a complex P. This is, again, defined up to canonical isomor-
phism.
1.4. The Lusztig sheaves and the category Q ~Q.
Recall that we have denoted by 1α = Ql|Eα [dim Eα] ∈ Db(Mα~Q) = DbGα(Eα) the
constant perverse sheaf. For any tuple (α, . . . , αn) ∈ (NI)n we set
(1.28) Lα1,...,αn = 1α1 ⋆ · · · ⋆ 1αn ∈ Db(Mα1+···+αn)
and call these elements the Lusztig sheaves. Consider as in Section 1.2. the variety
Eα1,...,αn :=
{
(y, Wn ⊂Wn−1 ⊂ · · · ⊂W1 = Vα1+···+αn)
}
where y ∈ Eα1+···+αn , Wn, . . . ,W1 are y-stable and dim Wi/Wi+1 = αi for all i. The
projection q : Eα1,...,αn → Eα1+···+αn is proper. It follows from the definitions and from
the proof of Proposition 1.9 that
Lα1,...,αn = q!(QlEα1,...,αn [dim Eα1,...,αn +
∑
i
dim Eαi ])
(recall that Eα1,...,αn is smooth). By the Decomposition Theorem of [BBD] (and its
equivariant version [BL]), Lα1,...,αn is a semisimple Gα1+···+αn -equivariant complex. Fur-
thermore, by Lemma 1.7, Lα1,...,αn is Verdier self-dual :
(1.29) DLα1,...,αn ≃ D(1α1) ⋆ · · · ⋆ D(1αn) ≃ 1α1 ⋆ · · ·1αn = Lα1,...,αn
since D(1αl) = 1αl (recall that Eαl is always smooth).
The following particular case is important for us. Call a dimension vector α simple if
it is the class of a simple object Si, i.e. if α ∈ {ǫi}i∈I (in plainer terms, if αj = 1 for one
value of j ∈ I and αj = 0 for all other values). Because we have required our quivers not
to have any edge loops, Eα = {0} for any simple α.
Let us fix γ ∈ NI and denote by Pγ the collection of all simple Gγ-equivariant perverse
sheaves on Eγ arising, up to shift, as a direct summand of some Lusztig sheaf Lα1,...,αn
with α1 + · · · + αn = γ and αi simple for all i. The set Pγ is invariant under Verdier
duality because of (1.29)7.
We define Qγ as the full subcategory of Db(Mγ)ss = DbGγ (Eγ)ss additively generated
by the elements of Pγ . Thus any P ∈ Qγ is isomorphic to a direct sum P1[n1]⊕· · ·⊕P[nk]
where ni ∈ Z and each Pi belongs to Pγ . We also set
P ~Q =
⊔
γ
Pγ , Q ~Q =
⊔
γ
Qγ .
6i.e. satisfy the pentagon axiom of a tensor category, see [M2]
7actually, we will prove later that all elements of Pγ are self -dual.
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We will call the category Q ~Q the Hall category. Note that Q ~Q is preserved by Verdier
duality. In addition, since any successive extension of simple representations of ~Q is
nilpotent, all the objects of Q ~Q are actually supported on the closed substacks Mα,nil~Q .
The category Q ~Q and its set of simple objects P ~Q are our main objects of interest.
Proposition 1.11. The category Q ~Q is preserved by the functors m and ∆.
Proof. To prove that the induction product of two objects of Q ~Q still belongs to Q ~Q it
suffices to consider the case of two simple objects, and then (because Q ~Q is obviously
closed under direct summands) the case of two Lusztig sheaves Lα1,...,αn , Lβ1,...,βm . This
is clear since by construction we have
Lα1,...,αn ⋆ Lβ1,...,βm = Lα1,...,αn,β1,...,βm .
The proof of the fact that Q ~Q is closed under the restriction functor is much more
delicate. Again, it suffices to show that for any simple α1, . . . , αn and β, γ such that
β+ γ =
∑
αi we have ∆β,γ(Lα1,...,αn) ∈ Q ~Q ×Q ~Q. We will actually prove a more precise
result :
Lemma 1.12. We have
(1.30) ∆β,γ(Lα1,...,αn) =
⊕
(β,γ)
Lβ ⊠ Lγ [dβ,γ ]
where (β, γ) runs through all tuples
β = (β1, . . . , βn), γ = (γ1, . . . , γn)
satisfying
∑
βi = β,
∑
γi = γ and βi + γi = αi for all i; and where
dβ,γ = −
∑
k
〈γk, βk〉 −
∑
k<l
(γk, βl).
Proof. Set α =
∑
αi. As in the definition of the restriction functor, let us fix a subspace
W ⊂ Vα as well as identifications W ∼→ Vγ , Vα/W ∼→ Vβ . Recall that Fβ,γ ⊂ Eα is the
set of representations y which preserve W . Consider the following diagram
(1.31) Eα1,...,αn
q

Fα1,...,αn
ι′oo
q′

Eα Fβ,γ
ιoo κ // Eβ × Eγ
where
Fα1,...,αn
=
{
(y,Wn ⊂ · · · ⊂W1 = Vα) | y ∈ Fβ,γ ; y(Wi) ⊂Wi, dim Wi/Wi+1 = αi ∀ i
}
Note that the square in (1.31) is cartesian. Thus by base change, we have
∆(Lα1,...,αn) = ∆(q!(QlEα1,...,αn ))[dim Eα1,...,αn − 〈β, γ〉]
= (κq′)!(Ql|Fα1,...,αn )[dim Eα1,...,αn − 〈β, γ〉].
Of course, the composition κq′ is not a vector bundle anymore, but we may decompose
Fα1,...,αn in strata along which it behaves well. For this, let β, γ be as in the statement of
the Lemma, and consider the subvariety F
β,γ
α of Fα consisting of pairs (y,Wn ⊂ · · · ⊂W1)
for which the induced filtrations
(Wn ∩W ) ⊂ (Wn−1 ∩W ) ⊂ · · · ⊂W1 ∩W =W,
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(Wn/Wn ∩W ) ⊂ (Wn−1/Wn−1 ∩W ) ⊂ · · · ⊂ (W1/W1 ∩W ) = (W1/W )
are of type γ and β respectively. This is equivalent to requiring (for instance) that
dim (Wi ∩W/Wi+1 ∩W ) = γi for all i. There is a commutative diagram
F
β,γ
α
q′

κβ,γ // Eβ × Eγ
qβ×qγ

Fβ,γ
κ // Eβ × Eγ
where as before
Eβ =
{
(yβ ,W β1 ⊂ · · · ⊂W βn = Vβ)
}
,
Eγ =
{
(yγ ,W γ1 ⊂ · · · ⊂W βn = Vγ)
}
,
with yβ ∈ Eβ , yγ ∈ Eγ and dim W βi /W βi+1 = βi, dim W γi /W γi+1 = γi. It is easy to see
that κβ,γ is a vector bundle, whose rank equals
rank κβ,γ =
∑
i
∑
k<l
(βl)i(γk)i +
∑
h∈H
∑
k≤l
(βk)s(h)(γl)t(h)
=
∑
i
βiγi −
∑
k≤l
〈βk, γl〉.
Thus we have decomposed the restriction of κq′ to F
β,γ
α as a composition of a vector bundle
κβ,γ and then a proper map qβ× qγ . The F β,γα form a finite stratification of Fα1,...,αn into
smooth locally closed pieces as (β, γ) varies. We now make use of the following general
result due to Lusztig (see [Lu4, Section 8.1.6.] ) :
Lemma 1.13. Let X,Y be algebraic varieties and let f : X → Y be a morphism. Suppose
that there exists a finite stratification X =
⊔
σXσ by locally closed subsets and a collection
of maps Xσ
fσ // Zσ
f ′σ // Y such that f ′σ is proper and fσ is a vector bundle, Zσ is
smooth and such that f|Xσ = f
′
σfσ. Then the complex f!(Ql|X) is semisimple and moreover
f!(Ql|X) ≃
⊕
σ
(f|Xσ )!(Ql|Xσ ).
It follows that (κq′)!(Ql|Fα1,...,αn ) is a semisimple complex, and that
(κq′)!(Ql|Fα1,...,αn ) ≃
⊕
(β,γ)
(κq′)!(Ql|Fβ,γa )
=
⊕
(β,γ)
(qβ × qγ)!κβ,γ! (Ql|Fβ,γa )
=
⊕
(β,γ)
(qβ × qγ)!(Ql|Eβ×Eγ )[−2 rank κβ,γ ]
=
⊕
(β,γ)
Lβ ⊠ Lγ [−2 rank κβ,γ ].
Therefore,
(1.32) ∆β,γ(Lα1,...,αn) =
⊕
(β,γ)
Lβ ⊠ Lγ [eβ,γ ]
where
eβ,γ = dim Eα − dim Eβ − dim Eγ − 〈β, γ〉 − 2 rank κβ,γ .
A simple calculation shows that eβ,γ = dβ,γ . We are done. X
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To conclude the proof of Proposition 1.11 it remains to observe that if α1, . . . , αn are
simple and if (β, γ) is as in Lemma 1.12 then all βi and γi are simple as well. X
1.5. The geometric pairing in Q ~Q.
To finish this Lecture, we introduce one last piece of structure on Q ~Q : a scalar product
on objects, which takes values in the ring of Laurent series K := N((v)). The natural idea
which comes to mind is to define a scalar product by integrating over the whole moduli
space, i.e. by setting {P,Q} = dim H∗(P⊗Q) = dim π!(P⊗Q), where π :Mγ~Q → {pt} if
P,Q belong to Qγ .
In order to do this properly one uses equivariant cohomology (see [Lu3] and references
therein). To any algebraic G-variety X and any G-equivariant complex P ∈ DbG(X) are
associated Ql-vector spaces H
j
G(P, X) for j ∈ Z, which one might think of as Hj(P, X/G).
Let us briefly recall the construction. Let Γ be a smooth, irreducible and sufficiently
acyclic free G-space. For any G-space X we set XΓ = (X × Γ)/G and if T ∈ DbG(X)ss
then we denote by TΓ the semisimple complex XΓ such that s
∗(TΓ) ≃ π∗(T), where s, π
are the canonical maps
X X × Γπoo s // (X × Γ)/G = XΓ .
Then by definition HjG(T, X) = H
(2 dim Γ/G−j)(TΓ).
Now let γ ∈ NI and let P,Q be two objects of Qγ . We set
(1.33) {P,Q} =
∑
j
(dim HjGγ (P⊗Q, Eγ))vj .
It is obvious that for any P,P′,Q and any integer n ∈ Z we have
(1.34) {P,Q} = {Q,P}, {P⊕ P′,Q} = {P,Q}+ {P,Q}, {P[n],Q} = vn{P,Q}.
Proposition 1.14. The following hold :
i) If P,P′ are two simple perverse sheaves then {P,P′} ∈ 1 + vN[[v]] if P ≃ DP′ and
{P,P′} ∈ vN[[v]] otherwise.
ii) For any complexes P,Q in Qγ we have {P,Q} ∈ K.
Proof. See [GL]. Note that since any object of Q ~Q is semisimple, we have HjGγ (P⊗Q) = 0
for j ≪ 0 by (1.34) and i) above, so that ii) follows from i). X
The next important property of { , } states that m and ∆ are in a certain sense adjoint
functors :
Proposition 1.15. For any objects P,Q,R of Q ~Q we have
(1.35) {m(P⊠Q),R} = {P⊠Q,∆(R)}.
Proof. We begin with some heuristic argument as usual. Recall that the induction and
restriction functors are “defined” by correspondences
Eα,β
p1
zztt
tt
tt
tt
t
p2
""E
EE
EE
EE
E
Mα~Q ×M
β
~Q
Mα+β~Q
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as mα,β = p2!p
∗
1[dim p1],∆α,β = p1!p
∗
2[dim p1]. And the scalar product is, morally,
{P,Q} = dim H∗(P⊗Q). By the projection formula,
{m(P⊠Q),R} = dim H∗(p2!p∗1(P⊠Q)⊗ R)[dim p1]
= dim H∗
(
p2!(p
∗
1(P⊠Q)⊗ p∗2R)
)
[dim p1]
= dim H∗
(
p∗1(P⊠Q)⊗ p∗2R
)
[dim p1]
= dim H∗(P⊠Q⊗ p1!p∗2R)[dim p1]
= dim H∗(P⊠Q⊗∆(R))
The actual proof of Proposition 1.15 is also essentially just the projection formula ( “es-
sentially” means that we need to draw many (large) commutative diagrams before we may
actually use the projection formula).
Let P,Q,R be as in the Proposition, of respective dimensions α, β and γ. Consider the
induction diagram (1.10)
Eα × Eβ E(1)α,β
r //poo Eα,β
q // Eα+β .
We havem(P⊠Q) = q!r#p
∗(P⊠Q)[dim p−〈α, β〉]. We set T = r#p∗(P⊠Q) for simplicity.
The restriction diagram is
Eα × Eβ Fα,βκoo ι // Eα+β
and ∆(R) = κ!ι
∗(R)[−〈α, β〉]. Let P ⊂ Gγ be the stabilizier of Vβ ⊂ Vγ and let U be its
unipotent radical. Thus P/U ≃ Gα ×Gβ and Γ := Γ/U is a (sufficiently acyclic, ...) free
Gα ×Gβ-space. Note that
(1.36) dim p+ 2 dim Γ/G = 2 dim Γ/(Gα ×Gβ).
Using (1.36) we see that (1.35) is equivalent to the collection of equalities
(1.37) dim Hi
(
(P⊠Q)Γ ⊗ (κ!ι∗(R))Γ
)
= dim Hi
(
(q!T)Γ ⊗ RΓ
)
for all i ∈ Z.
To prove (1.37) we consider the diagram
(Eγ)Γ (Eα,β)Γ
eqoo (E(1)α,β)Γ
eroo ep // (Eα × Eβ)Γ
Eγ × Γ
s
OO
π

Eα,β × Γ
s
OO
π

q′oo E(1)α,β × Γ
r′oo
s
OO
π

p′ // Eα × Eβ × Γ
s
OO
π

Eγ Eα,β
qoo E(1)α,β
roo p // Eα × Eβ
The two leftmost columns consist of cartesian squares. Define a vector bundle map φ via
the indentifications
(Eα,β)Γ
φ // (Eα × Eβ)Γ
(Fα,β × Γ)/P κ // (Eα × Eβ × Γ)Gα×Gβ
We have φr˜ = p˜. By standard base change arguments, we obtain
(1.38) q˜!TΓ = (q!T)Γ, TΓ = φ
∗((P⊠Q)Γ).
LECTURES ON CANONICAL AND CRYSTAL BASES OF HALL ALGEBRAS 21
Hence, by the projection formula
Hi
(
(q!T)Γ ⊗ RΓ
)
= Hi
(
(q˜!TΓ)⊗ RΓ
)
= Hi
(
q˜!(TΓ ⊗ q˜∗RΓ)
)
= Hi
(
TΓ ⊗ q˜∗RΓ
)
.
The projection formula again gives
Hi
(
TΓ ⊗ q˜∗RΓ
)
= Hi
(
φ∗((P⊠Q)Γ)⊗ q˜∗RΓ
)
= Hi
(
φ!(φ
∗((P⊠Q)Γ)⊗ q˜∗RΓ)
)
= Hi
(
(P⊠Q)Γ ⊗ φ!q˜∗RΓ
)
.
We are hence reduced to proving that
(1.39) φ!q˜
∗RΓ ≃ (κ!ι∗R)Γ.
To this aim, we consider the following diagram
(Eα × Eβ × Γ)/P (Fα,β × Γ)/P eι //eκ=φoo (Eγ × Γ)/P h // (Eγ)Γ
Eα × Eβ × Γ
s
OO
π

Fα,β × Γ
s
OO
π

ι′ //κ
′
oo Eγ × Γ
s
OO
π

s
88rrrrrrrrrr
Eα × Eβ Fα,βκoo ι // Eγ
(note that (Eα × Eβ × Γ)/P = (Eα × Eβ)Γ). Let R˜ ∈ Db((Eγ × Γ)/P ) be the unique
semisimple complex satisfying s∗(R˜) ≃ π∗R. It is easy to see that R˜ = h∗RΓ. From
the factorisation q˜ = hι˜ we thus deduce that φ!q˜
∗RΓ = κ˜!ι˜∗R˜. By an argument similar
to the proof of Proposition 1.11 one shows that U := κ˜!ι˜
∗R˜ is semisimple. A standard
diagram chase gives that s∗U ≃ π∗(κ!ι∗R). It follows that U ≃ (κ!ι∗R)Γ. Equation (1.39)
is proved, and so is Proposition 1.15. X
Examples of computations of this scalar product will be given in the next Lecture.
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Lecture 2.
In this second Lecture, we will provide a few sample computations with the functors m
and ∆ and with the scalar product { , }, and describe the category Q ~Q with its collection
of simple objects P ~Q in several important cases.
We will begin with some computations for quivers with one or two vertices (the so-called
fundamental relations). These will be crucial in making the link with quantum groups
in Lecture 3. As for the category Q ~Q, there are only very few cases in which it is well
understood (by “well understood”, we mean that the set of simple perverse sheaves P ~Q is
determined). The simplest case is that of finite type quivers : these have zero-dimensional
moduli spacesMα~Q (actually, in the sense of (1.5), their dimension is even negative !), and
it is not surprising that Pγ is easy to describe. The next class of quivers for which the
moduli spaces Mα~Q are known is that of affine (or tame) quivers. Although of positive
dimension, these may be stratified in nice pieces looking very much like an adjoint quotient
glk/GLk (see Section 2.5.). We will state the classification (due to Lusztig and Li-Lin)
of the elements of P ~Q for tame quivers, and give a sketch of the proof. We pay special
attention in Section 2.4. to the class of cyclic quivers (including the Jordan quiver); as
usual, these are somewhat intermediate between finite type and tame type.
2.1. The simplest of all quivers.
The following notation will be useful. For n ∈ N we denote as usual the v-integer and
v-factorials
[n] =
vn − v−n
v − v−1 , [n]! = [2] · · · [n].
There should be no risk of confusion with the shift operation P 7→ P[n] on complexes.
If P is any object of a triangulated category with shift functor X → X [1] and if
R(v) =
∑
i riv
i ∈ N[v, v−1] is a Laurent polynomial then we set
P⊕R(v) =
⊕
i
P⊕ri [i].
We will often make use of the classical (see [H2])
Lemma 2.1. Let d1, . . . , dr be positive integers and put d = d1+ · · ·+ dr. Let Pd1,...,dr ⊂
GL(d, k) be the associated parabolic subgroup and
Bd1,...,dr = GL(d, k)/Pd1,...,dr
the corresponding partial flag variety. Then dim Bd1,...,dr =
∑
i<j didj and the graded
dimension of the total cohomology H∗(Bd1,...,dr)[dim Bd1,...,dr ] is equal to∑
i
dim Hi(Bd1,...,dr [dim Bd1,...,dr ])v−i =
[d]!
[d1]! · · · [dr ]!
The simplest of all quivers alluded to in the title of this section has one vertex and no
arrow, i.e. I = {1}, H = ∅. Then En = {0}, Gn = GL(n, k). There is a unique simple
perverse sheaf 1n = Ql|En on En for any n, and this perverse sheaf is Gn-equivariant.
Let us determine the set of simple perverse sheaves Pn. By definition, elements of Pn
are simple summands of the semisimple complex L1,1,...,1 (there is no choice for a splitting
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of n as a sum of simple dimension vectors). We have L1,...,1 = q!(QlE1,...,1)[dim E1,...,1]
where
E1,...,1 =
{
(y,Wn ⊂ · · · ⊂W1 = Vn)
}
=
{
(0,Wn ⊂ · · · ⊂W1 = Vn)
}
is simply the flag variety B = B1,...,1 of GL(n, k) and where q : E1,...,1 → En = {0} is the
projection to a point. Therefore
L1,...,1 = q!(QlB)[dim B]
=
⊕
k
Hk(B,Ql)[n(n− 1)/2− k]
= (1n)
⊕[n]!.
(2.1)
Thus 1n appears in L1,...,1 and belongs to Pn (of course, here 1n is the only simple
perverse sheaf on En). In conclusion,
P ~Q = {1n}n∈N, Q ~Q =
⊔
n
DbGγ (Eγ)
ss.
To compute the action of the restriction functor ∆ it is enough here to apply Lemma 1.12 :
(2.2) ∆(1n) =
n∑
l=0
1l ⊠ 1n−l[−l(n− l)].
The scalar product is also easy to determine : we have
(2.3) {11,11} =
∑
j
dim HjGL(1)(pt) =
∑
j≥0
v2j =
1
1− v2 ,
and more generally
(2.4) {1n,1n} =
∑
j
dim HjGL(n)(pt) =
n∏
k=1
1
1− v2k
for any n. Finally, note that all P ∈ P ~Q are self-dual.
Remark 2.2. By equation (2.1) the Lusztig sheaves L1,...,1 and Ln are proportional. Of
course, this means that for any quiver ~Q and vertex i ∈ I the Lusztig sheaves Lǫi,...,ǫi
and Lnǫi are proportional. As a consequence, we may slightly relax the conditions in the
definition of the set Pγ (see Section 1.4) by allowing Lusztig sheaves Lα1,...,αn where each
αk is a multiple of a simple dimension vector.
2.2. The fundamental relations.
We move on to the next simplest class of quivers : we assume that ~Q has two vertices.
Example 2.3. Let us now assume that ~Q has vertices {1, 2} and one edge h : 1→ 2.
t t✲
1 2
~Q =
We have K0(Rep ~Q) ≃ Z2 and we denote as usual by ǫ1, ǫ2 the dimension vectors of
the simple representations S1, S2. Besides the two simple representations, there is another
indecomposable representation I12 (of dimension ǫ1+ ǫ2). By definition if α = d1ǫ1+d2ǫ2
then
Eα = Hom(k
d1 , kd2),
Gα = GL(d1, k)×GL(d2, k).
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The Gα-orbits in Eα are formed by the set of linear maps of a fixed rank r ≤ inf(d1, d2).
In terms of representations, these are the representations isomorphic to I⊕r ⊕ S⊕d1−r1 ⊕
S⊕d2−r2 . We will denote these orbits by Oαr , or simply Or, so that Eα =
⊔
rOr. It is easy
to see that Or =
⊔
s≤r Os.
The stabilizer of Or is isomorphic to Aut(I⊕r⊕S⊕d1−r1 ⊕S⊕d2−r2 ), and it can be checked
that this group is connected. As a consequence, any Gα-equivariant local system on Or
is trivial. It follows that any simple Gα-equivariant perverse sheaf on Eα is of the form
IC(Or) for some r.
For appetizers, let us compute Lǫ1,ǫ2 and Lǫ2,ǫ1 . We have Eǫ1+ǫ2 = Hom(k, k) ≃ k.
The two orbits are O0 = {0} and O1 = k\{0}. By definition,
Eǫ1,ǫ2 =
{
(y,W ⊂ Vǫ1+ǫ2) | dim W = ǫ2; y(W ) ⊂W
} ≃ Eǫ1+ǫ2
since there is a unique subspace W of Vǫ1+ǫ2 of dimension ǫ2 and it is stable under the
action of any y ∈ Eǫ1+ǫ2 . Therefore the map qǫ1,ǫ2 is trivial and
Lǫ1,ǫ2 = Ql|Eǫ1+ǫ2 [1] = 1ǫ1+ǫ2 = IC(O1).
On the other hand,
Eǫ2,ǫ1 =
{
(y,W ⊂ Vǫ1+ǫ2) | dim W = ǫ1; y(W ) ⊂W
} ≃ {pt}
since there is again a unique subspace W of Vǫ1+ǫ2 of dimension ǫ1, but this time only the
trivial representation y = 0 preserves it. It follows that
Lǫ2,ǫ1 = Ql{0} = IC(O0).
We now consider the dimension vector α = ǫ1 + 2ǫ2. Here
Eα = Hom(k, k
2) ≃ k2,
O0 = {0}, O1 = k2\{0}.
There are three possible simple induction products of dimension α : Lǫ1,ǫ2,ǫ1 , Lǫ1,ǫ1,ǫ2 and
Lǫ2,ǫ1,ǫ1 . The respective incidence varieties are
Eǫ1,ǫ2,ǫ1 =
{
(y,W2 ⊂W1 ⊂Wα) | dim W2 = ǫ1, dim W1/W2 = ǫ2; y(Wi) ⊂Wi
}
,
Eǫ1,ǫ1,ǫ2 =
{
(y,W2 ⊂W1 ⊂Wα) | dim W2 = ǫ2, dim W1/W2 = ǫ1; y(Wi) ⊂Wi
}
,
Eǫ2,ǫ1,ǫ1 =
{
(y,W2 ⊂W1 ⊂Wα) | dim W2 = ǫ1, dim W1/W2 = ǫ1; y(Wi) ⊂Wi
}
.
We describe in a table the types of fibers of the proper maps qǫ1,ǫ2,ǫ1 , ... over the two orbits
O0 and O1 :
(2.5)
O0 O1
qǫ1,ǫ2,ǫ1 P
1 {pt}
qǫ1,ǫ1,ǫ2 P
1 P1
qǫ2,ǫ1,ǫ1 P
1 ∅
Using this we can give the dimensions of the cohomology spaces of the Lusztig sheaves
Lǫ1,ǫ2,ǫ1 , ... (we only write those which are nonzero) :
(2.6)
O0 O1
H−2(Lǫ1,ǫ2,ǫ1) 1 1
H0(Lǫ1,ǫ2,ǫ1) 1 0
(2.7)
O0 O1
H−3(Lǫ1,ǫ1,ǫ2) 1 1
H−1(Lǫ1,ǫ1,ǫ2) 1 1
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(2.8)
O0 O1
H−1(Lǫ2,ǫ1,ǫ1) 1 0
H1(Lǫ2,ǫ1,ǫ1) 1 0
Comparing dimensions of stalks of O0,O1 we deduce from the above tables (2.6), (2.7),
(2.8) that
Lǫ1,ǫ2,ǫ1 ≃ IC(O0)⊕ IC(O1),
Lǫ1,ǫ1,ǫ2 ≃ IC(O1)[−1]⊕ IC(O1)[1],
Lǫ2,ǫ1,ǫ1 ≃ IC(O0)[−1]⊕ IC(O1)[1].
(2.9)
As a corollary we arrive at the following identity
(2.10) Lǫ1,ǫ2,ǫ1 [1]⊕ Lǫ1,ǫ2,ǫ1 [−1] ≃ Lǫ1,ǫ1,ǫ2 ⊕ Lǫ2,ǫ1,ǫ1 .
Using the equation Lǫ1,ǫ1 ≃ 12ǫ1 [1] ⊕ 12ǫ1 [−1] = L2ǫ1 [1] ⊕ L2ǫ1 [−1] (see (2.1)), and the
associativity Lβ ⋆ Lγ = Lβ,γ we may rewrite (2.10) simply as
(2.11) Lǫ1,ǫ2,ǫ1 ≃ L2ǫ1,ǫ2 ⊕ Lǫ2,2ǫ1 .
A very similar computation when α = 2ǫ1 + ǫ2 shows that
(2.12) Lǫ2,ǫ1,ǫ2 [1]⊕ Lǫ2,ǫ1,ǫ2 [−1] ≃ Lǫ2,ǫ2,ǫ1 ⊕ Lǫ1,ǫ2,ǫ2 .
(2.13) Lǫ2,ǫ1,ǫ2 ≃ L2ǫ2,ǫ1 ⊕ Lǫ1,2ǫ2 .
△
Relations (2.10) and (2.12) (or equivalently (2.11) and (2.13)) are called the fundamen-
tal relations. There are analogues of these relations for any quiver with two vertices :
Lemma 2.4. Let ~Q be a quiver with vertices {1, 2} and r arrows h1, . . . , hr linking 1 and
2 (in any direction) :
t t
1 2
...
✲
✲
✛
✛
~Q =
Then the following identity holds :
r⊕
l=0
l even
Llǫ1,ǫ2,(r−l)ǫ1 ≃
r⊕
l=0
l odd
Llǫ1,ǫ2,(r−l)ǫ1.
Proof. It is very similar to the above special case r = 1 (see e.g. [KS1, Section 3] ). Details
are left to the reader. X
Let us return to the case of the quiver ~Q with vertices {1, 2} and one arrow h : 1 →
2, and let us determine the category Q ~Q and the simple perverse sheaves P ~Q. Let us
fix a dimension vector γ = (d1, d2) and set d = inf(d1, d2). There are d + 1 simple
perverse sheaves IC(O0) = Ql{0}, IC(O1), . . . , IC(Od) = 1Eγ in Db(Mγ~Q). We claim
that all of these do belong to Pγ . To see this, it suffices to observe that the Lusztig sheaf
L(d1−r)ǫ2,d1ǫ1,rǫ2 satisfies
supp L(d1−r)ǫ2,d1ǫ1,rǫ2 = Or
(it is easy to see that Im(q(d1−r)ǫ2,d1ǫ1,rǫ2) ⊂ Or and that the fiber over Or is nonempty).
It follows that IC(Or) appears in L(d1−r)ǫ2,d1ǫ1,rǫ2.
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In conclusion we have, as in Section 2.1. above,
P ~Q =
⊔
γ
{
IC(Oγr ) | r ≤ inf(γ1, γ2)
}
, Q ~Q =
⊔
γ
DbGγ (Eγ)
ss.
To wrap it up with quivers having two vertices, we provide sample computations of the
restriction functor and of the scalar product. We start with
∆ǫ1,ǫ1+ǫ2(IC(O0)) = ∆ǫ1,ǫ1+ǫ2(Ql{0})
= κ!ι
∗(Ql{0}) = κ!(Ql{0}) = Ql{0} ⊠Ql{0}
where we have used the notations of Section 1.3. For ∆ǫ1,ǫ1+ǫ2(IC(O1)) we may use
Lemma 1.12 :
∆ǫ1,ǫ1+ǫ2(IC(O1)) = ∆ǫ1,ǫ1+ǫ2(12ǫ1+ǫ2) = 1ǫ1 ⊠ 1ǫ1+ǫ2 [−1].
We now assume that γ = ǫ1 + ǫ2. Then
{IC(O0), IC(O0} = {Ql{0},Ql{0}}
=
∑
j
dim HjGL(1)×GL(1)(Ql{0}, Eγ)v
j
=
∑
j
dim HjGL(1)×GL(1)(pt)v
j =
1
(1− v2)2 ,
while
{IC(O1), IC(O1} = {QlEγ [1],QlEγ [1]}
=
∑
j
dim HjGL(1)×GL(1)(QlEγ , Eγ)v
j+2 =
1
(1− v2)2
and
{IC(O0), IC(O1} = {Ql{0},QlEγ [1]}
=
∑
j
dim HjGL(1)×GL(1)(Ql{0}[1], Eγ)v
j
=
∑
j
dim HjGL(1)×GL(1)(pt)v
j+1 =
v
(1− v2)2 .
This also gives an example of Corollary 1.14. Here again, all the perverse sheaves P ∈ Pγ
are self dual.
We close this section with the following simple observation :
Example 2.5. Let ~Q be any quiver which has no oriented cycles. Then for all dimension
vectors γ the perverse sheaves Ql{0} and 1γ = QlEγ [dim Eγ ] belong to Pγ . To see this,
let us relabel the vertices of I as {1, 2, . . . , n} in such a way that i < j if there exists an
arrow going from i to j in ~Q. Write γ =
∑
i γiǫi. We claim that
(2.14) Lγ1ǫ1,...,γnǫn = 1γ ,
(2.15) Lγnǫn,...,γ1ǫ1 = Ql{0}.
Indeed,
qγ1ǫ1,...,γnǫn : Eγ1ǫ1,...,γnǫn
∼→ Eγ
is an isomorphism, while
qγnǫn,...,γ1ǫ1 : Eγ1ǫ1,...,γnǫn→Eγ
is the closed embedding of {0}. △
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As a corollary of this, we can state :
Corollary 2.6. Assume that ~Q has no oriented cycles. Then for any dimension vectors
α1, . . . , αn the Lusztig sheaf Lα1,...,αn belongs to Q ~Q.
2.3. Finite type quivers.
In this section we consider a quiver ~Q of finite type. Recall (see e.g., [S2, Lecture 3] )
that this is equivalent to either of the following statements :
a) There are only finitely many (nonisomorphic) indecomposable representations of
~Q,
b) For any α, there are finitely many Gα-orbits in Eα,
c) For all α, we have dimMα~Q = −〈α, α〉 < 0 .
Our aim is to determine the Hall category Q ~Q and the set P ~Q. Let us first describe all
the objects in DbGα(Eα)
ss for α ∈ IN. We begin with a general result :
Lemma 2.7. Let ~Q be any quiver and let α be a dimension vector. Let O ⊂ Eα be a
Gα-orbit. Then any Gα-equivariant local system on O is trivial.
Proof. We have to show that the stabilizer of any point x ∈ O is connected. We have
StabGαx ≃ Aut(Mx) where Mx is the representation of ~Q corresponding to x. There is a
chain of inclusions k∗ ⊂ Aut(Mx) ⊂ End(Mx). Each connected component of Aut(Mx) is
stable under multiplication by k∗ and thus contains the point 0 ∈ End(Mx) in its closure.
This implies that Aut(Mx) is connected since it is an algebraic group. X
It follows from Lemma 2.7 that (for ~Q a finite type quiver) the only simple Gα-
equivariant perverse sheaves on Eα are of the form IC(O) for some Gα-orbit O. As
we will see, and as in the examples of Sections 2.1 and 2.2, all of these belong to the Hall
category Q ~Q. Let us denote by |Eγ/Gγ | the set of Gγ-orbits in Eγ .
Theorem 2.8. Let ~Q be a finite type quiver. Then
P ~Q =
⊔
γ
{
IC(O) | O ∈ |Eγ/Gγ |
}
,
Q ~Q =
⊔
γ
DbGγ (Eγ)
ss.
In particular, any P ∈ P ~Q is self-dual.
Proof. We will prove this by explicitly constructing, for any orbit O, a Lusztig sheaf
Lα1,...,αn satisfying
(2.16) Supp Lα1,...,αn = O.
This Lusztig sheaf will also incidentally satisfy
(2.17) (Lα1,...,αn)|O ≃ QlO[dim O].
The construction of the above Lusztig sheaf in turn proceeds from the existence, for any γ
and any orbit O ⊂ Eγ of a sequence ν = (l1ǫi1 , . . . , lsǫis) for which the map qν : Eν → Eγ
is a desingularization of O. Indeed, for such ν we have
Lν = (qν)!QlEν [dim Eν ] = IC(O) ⊕ P
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where P is a semisimple complex supported on O\O. It follows that IC(O) ∈ Pγ .
We now give, following [R1], the proof of the existence of the above desingularization :
Proposition 2.9 (Reineke). Let ~Q be a finite type quiver and let γ be a dimension vector.
For any orbit O ⊂ Eγ there exists a sequence ν = (l1ǫi1 , . . . , lsǫis) of weight γ such that
the map
Eν
qν // Eγ
is a desingularization of O.
Proof. Recall that there exists a total ordering ≺ on the set of indecomposable represen-
tations of ~Q, such that
N ≺ N ′ ⇒ Hom(N ′, N) = Ext1(N,N ′) = 0
and that moreover Ext1(N,N) = 0 for any indecomposable N (see [S2, Lemma 3.19.] ).
Let M be the representation associated to O and let us write
(2.18) M ≃ N⊕l11 ⊕ · · · ⊕N⊕lrr
where N1, . . . , Nr are all the indecomposables, ordered in such a way that Nk ≺ Nl if
k < l. We also relabel the vertices as {1, 2, . . . ,m} in such a manner that there are arrows
i → j only when i < j. This is possible since a finite type quiver does not have any
oriented cycle.
Let us write OR for the Gdim R-orbit of Edim R associated to a representation R. We
will say that R degenerates to S if dim R = dim S and OS ⊂ OR. We cite the following
classical result (valid for any quiver, see e.g. [B4]) :
Lemma 2.10. Let M be a representation of ~Q of dimension γ. Then
codimEγ OM = dim Ext1(M,M).
Put αi = lidim Ni. It follows from the above lemma that ON⊕lii is the dense orbit of
Eαi for all i, and thus degenerates to any other representation of dimension αi. Consider
the sequence
ν =
(
(α1)1, . . . , (α1)m, (α2)1, . . . , (α2)m, . . . , (αr)1, . . . , (αr)m
)
.
We claim that ν satisfies the requirements of the Proposition. First of all, the maps
q(αi)1,...,(αi)m : E(αi)1,...,(αi)m → Eαi
are all isomorphisms (see Example 2.5.), and therefore Eν and qν may be identified with
Eα1,...,αr and qα1,...,αr . Hence we have to show that qα1,...,αr is a desingularization of
O = OM .
The fact that Im(qα1,...,αr ) ⊂ O is implied by the following general lemma :
Lemma 2.11. Let X1, . . . , Xr be representations of a quiver and assume that Ext
1(Xk, Xl) =
0 if k < l. If Y is a representation possessing a filtration
Yr ⊂ Yr−1 ⊂ · · · ⊂ Y1 = Y
such that Yk/Yk+1 is a degeneration of Xk then Y is a degeneration of X1 ⊕ · · · ⊕Xr.
Proof. We only need to treat the case r = 2 and then argue by induction on r. Let
OX1 ⊂ Ed1 ,OX2 ⊂ Ed2 be the corresponding orbits, where di = dim Xi for i = 1, 2.
Consider the induction diagram
Ed1 × Ed2 E(1)d1,d2
poo r // Ed1,d2
q // Ed1+d2 .
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Since p is smooth and r is a principal bundle, rp−1(OX1 ×OX2) = rp−1(OX1 ×OX2).
Hence
qrp−1(OX1 ×OX2) = qrp−1(OX1 ×OX2) ⊂ qrp−1(OX1 ×OX2).
But because Ext1(X1, X2) = 0 we have qrp
−1(OX1 × OX2) = OX1⊕X2 . The Lemma
follows. X
Since obviously O ⊂ Im(qα1,...,αr) we get Im(qα1,...,αr) = O. It remains to prove that
qα1,...,αr is an isomorphism over O. We now use :
Lemma 2.12. Let X1, . . . , Xr and Yr ⊂ · · · ⊂ Y1 = Y be as in Lemma 2.11. Assume in
addtion that Hom(Xk, Xl) = 0 if k > l, and that Y ≃ X1⊕· · ·⊕Xr. Then Yk/Yk+1 ≃ Xk
and Yk ≃ Xk ⊕ · · · ⊕Xr for all k.
Proof. It suffices again to deal with the case r = 2. We have a chain of inclusions
Hom(X2, Y2) ⊆ Hom(X2, Y ) = Hom(X2, X2)
since Y ≃ X1 ⊕ X2 and Hom(X2, X1) = 0. But the function N 7→ dim Hom(X2, N)
is upper semicontinuous hence dim Hom(X2, Y2) ≥ dim Hom(X2, X2). It follows that
Hom(X2, Y2) = Hom(X2, X2) = Hom(X2, Y ). But then the image of the canonical map
X2 ⊗Hom(X2, Y )→ Y lies in Y2 and is equal to X2. Therefore Y2 ≃ X2 as desired. X
We are in position to conclude the argument. By definition, the fiber of qα1,...,αr over
a point of O is the variety of filtrations
(2.19) Mr ⊂ · · · ⊂M1 =M ≃ N⊕l11 ⊕ · · · ⊕N⊕lrr
where dim Mk/Mk+1 = αk. By Lemma 2.12 we have Mr ⊂ N⊕lrr . But because
Hom(Nr, Nk) = 0 for all k < r there is a unique submodule of M isomorphic to N
⊕lr
r
and hence Mr is fixed. The same argument applied to to M
′ = M/Mr shows that Mr−1
is uniquely determined, and so on. Thus there is indeed a unique filtration of the form
(2.19), and qα1,...,αr is a desingularization of O. Proposition 2.9 and Theorem 2.8 are
proved. X
Remark 2.13. The arguments used in the proof of Theorem 2.8 admit a straightforward
but useful generalization to the following situation. Suppose that we are given Gαi -stable
locally closed subsets Uαi ⊂ Eαi for i = 1, . . . ,m such that for any collection of points
(xi)i ∈
∏
i Uαi we have
Ext1(Mxi ,Mxj ) = Hom(Mxj ,Mxi) = 0 if i < j.
Set α1 + · · ·+ αm = α and define a subset Z of Eα as
Z =
{
x ∈ Eα |Mx ≃Mx1 ⊕ · · · ⊕Mxm for some (xi)i ∈
∏
i
Uαi
}
.
Consider the (iterated) induction diagram (see Section 1.3 and the proof of Proposi-
tion 1.9) :
(2.20) E
(m−1)
α1,...,αm
p

r // Eα1,...,αm
q // Eα
Eα1 × · · · × Eαm
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Restricting (2.20) to Uα1 × · · · × Uαm ⊂ Eα1 × · · · × Eαm we obtain
(2.21) p−1(Uα1 × · · · × Uαm)
p

r′ // rp−1(Uα1 × · · · × Uαm)
q′ // Eα
Uα1 × · · · × Uαm
From Lemmas 2.11 and 2.12 we deduce that r′ is still a principal bundle and that q′ is an
isomorphism onto Z. For similar reasons, the restriction diagram
(2.22) Eα1 × · · · × Eαm Fα1,...,αmκoo ι // Eα
restricts (sic) to
(2.23) Uα1 × · · · × Uαm κ−1(Uα1 × · · · × Uαm)κoo ι // Z.
We have (see Section 1.3, (1.12))
(2.24) Z ≃ rp−1(Uα1 × · · · × Uαm) = κ−1(Uα1 × · · · × Uαm) ×
Pα1,...,αm
Gα.
In particular, by (2.24)
i) Z is locally closed
and from (2.21) we deduce
ii) if Pi ∈ Qαi satisfy supp Pi ⊂ Uαi for all i then supp P1 ⋆ · · · ⋆ Pm ⊂ Z and(
P1 ⋆ · · · ⋆ Pm
)
|Z = r#p
∗((P1 ⊠ · · ·⊠ Pm)|Uα1×···×Uαm ).
In order to get a good behavior with respect to the restriction functor we need to
make an extra assumption : suppose that for any x ∈ Z there exists a unique filtration
Wr ⊂ · · · ⊂W1 = Vα compatible with x such that dim Wi/Wi+1 = αi. Then
iii) if Q ∈ Qα satisfies supp Q ⊂ Z then supp ∆α1,...,αm(P) ⊂ Uα1 × · · · × Uαm and,
up to a global shift,
p∗
(
∆α1,...,αm(P)|Uα1×···×Uαm
) ≃ r∗(P|Z).
We justify iii) briefly : by our extra assumption it holds FZ := Fα1,...,αm ∩ Z =
κ−1(Uα1 × · · · × Uαm). Thus Z ≃ FZ ×Pα1,...,αm Gα. We deduce that F ∩ Z ⊂ FZ and
κ(F ∩ Z) ⊂ κ(FZ) ⊂ κ(FZ) = Uα1 × · · · × Uαm . The conclusion on the support in iii)
follows. The last statement in iii) follows from the definitions.
2.4. The Jordan quiver and the cyclic quivers.
Let us begin with the Jordan quiver
~Q0 = t1✫✪
✬✩✲
Strictly speaking this is not a quiver of the type we are considering in these lectures,
since it possesses an edge loop. However, it may be seen as a degenerate example of cyclic
quivers and the theory works out well in this situation also. In fact, we are here in a very
classical setting (indeed, the Hall algebra of the Jordan quiver is the classical Hall algebra
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–see [S2, Lecture 2]) and Lusztig’s constructions for this case go back to [Lu1]. For a
dimension vector γ ∈ NI ≃ N we have
Eγ = glγ , E
nil
γ = Nγ , Gγ = GLγ
whereNγ ⊂ glγ is the nilpotent cone. Of course, the nilpotent orbits inNγ are parametrized
by partitions λ ⊣ γ.
Proposition 2.14. We have
P ~Q0 = {IC(Oλ) | λ ∈ Π
}
, Q ~Q0 =
⊔
γ
DbGLγ (E
0
γ)
ss.
Proof. Lusztig’s map coincides with the Springer resolution (see e.g. [CG, Chap. 3] )
E1,...,1
q1,...,1

N˜γ
π

E0γ Nγ
where
N˜γ =
{
(x, b) ∈ Nγ × Bγ | x ∈ b
}
and Bγ is the variety of Borel subalgebras in glk (the flag variety of GLk). It is well-known
that π (and hence q1,...,1) is a semismall map, and that all the strata {Oλ} are relevant.
Thus
(q1,...,1)!
(
QlE1,...,1 [dim E1,...,1]
)
=
⊕
λ⊣γ
IC(Oλ)⊗ Vλ
where Vλ is a nonzero complex of Ql-vector spaces. Therefore all IC(Oλ) belong to P ~Q0
as we wanted to show. X
The partition (1n) corresponds to the closed orbit {0}n and we have IC(O(1n)) =
Ql{0}n . By a variant of the Springer desingularization, we have
Lemma 2.15. Let µ = (µ1 ≥ µ2 ≥ · · · ) be a partition and let µ′ = (µ′1 ≥ µ′2 ≥ · · · ≥ µ′l)
be the transpose partition. Then
Ql{0}µ′1
⋆Ql{0}µ′2
· · · ⋆Ql{0}µ′
l
= IC(Oµ)⊕ P
for some complex P with supp P ⊂ Oµ\Oµ.
Proof. Put
Enilα1,...,αn =
{
(x,Wn ⊂Wn−1 · · · ⊂W1 = Vα1+···+αn) | x(Wk) ⊂Wk+1
}
and let qnilα1,...,αn : E
nil
α1,...,αn → Eα1+···+αn be the projection. It is clear that qnilα1,...,αn is
proper and that
Ql{0}µ′
1
⋆Ql{0}µ′
2
· · · ⋆Ql{0}µ′
l
= (qnilµ′1,...,µ′l
)!(QlEnil
µ′1,...,µ
′
l
[dim Enilµ′1,...,µ′l
]).
The Lemma is now a consequence of the classical fact that qnilµ′1,...,µ′l
is a desingularization
of Oµ. X
We can use the above Lemma to describe in part the induction product of two elements
of P ~Q0 . We begin with
Lemma 2.16. For any P,P′ ∈ Q ~Q0 we have P ⋆ P′ = P′ ⋆ P.
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Proof. The diagrams for mα,β and mβ,α may be put together as
(2.25) E
(1)
α,β
p
zzvv
vv
vv
vv
v
r // Eα,β
q
""E
EE
EE
EE
EE
Eα × Eβ Eα+β
E
(1)
β,α
p′
ddHHHHHHHHH
r′ // Eβ,α
q′
<<yyyyyyyyy
Fixing an identification Vγ ≃ V ∗γ for all γ we get canonical isomorphisms i(1) : E(1)α,β ∼→
E
(1)
β,α, i : Eα,β
∼→ Eβ,α defined by
i(1)(x,Wβ ⊂ Vα+β , ρα, ρβ) = (x∗, (Vα+β/Wβ)∗ ⊂ V ∗α+β ≃ Vα+β , ρ∗β, ρ∗α),
i(x,Wβ ⊂ Vα+β) = (x∗, (Vα+β/Wβ)∗ ⊂ V ∗α+β ≃ Vα+β)
(see Section 1.3 for the notations). The above identifications i(1) and i turn (2.25) into a
commutative diagram. It follows that mα,β ≃ mβ,α. X
If λ = (λ1 ≥ λ2 ≥ · · · ) and µ = (µ1 ≥ µ2 ≥ · · · ) are partitions, we set λ + µ =
(λ1 + µ1 ≥ λ2 + µ2 ≥ · · · ).
Corollary 2.17. For any partitions λ, µ it holds IC(Oλ) ⋆ IC(Oµ) = IC(Oλ+µ) ⊕ P,
where supp P ⊂ Oλ+µ\Oλ+µ.
Proof. We have, by Lemma 2.15
IC(Oλ) ⋆ IC(Oµ) ⊂ Ql{0}λ′1 ⋆Ql{0}λ′2 · · · ⋆Ql{0}µ′1 ⋆Ql{0}µ′2 · · · ⋆Ql{0}µ′l .
Observe that (λ + µ)′ is obtained by reordering the parts of λ′ and µ′ together. Using
Lemma 2.16 we see that IC(Oλ)⋆ IC(Oµ) ⊂ IC(Oλ+µ)⊕P for some complex P as above.
It remains to check that IC(Oλ) ⋆ IC(Oµ)|Oλ+µ 6= 0. This is easy. X
Let us now briefly turn our attention to the closely related case of equioriented cyclic
quivers of type A
(0)
n−1 :
~Qn−1 =
t
✏✏
✏✏
✏✏
✏✏
✏PPPPPPPPPt t t t✛ ✛ ✛ ✛✶ q
0
1 2 n− 2 n− 1
These are distinct from all previous examples (and from other tame quivers) in the
sense that not every representation is nilpotent, i.e. the spaces Mα,nil~Q and M
α
~Q
are
different in general. In particular, Eα has infinitely many Gα-orbits (at least for large
enough dimension vector α) while Enilα always has finitely many orbits. In addition, E
nil
α
(hence also Mα,nil~Q ) is in general not irreducible while Eα is always a vector space (see
Example 2.19).
The nilpotent orbits of ~Qn−1 may be parametrized as follows. It is convenient to
identify the set of vertices I with Z/nZ (notice the orientation of arrows, going from
i to i − 1 for all i ∈ I). Set δ = (1, 1, . . . , 1) ∈ NI . There exists a unique nilpotent
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indecomposable representation I[i;l] of ~Qn−1 of length l and socle ǫi. It has dimension
ǫi + ǫi−1 + · · ·+ ǫi+1−l. These form a complete set of nilpotent indecomposables, as i ∈ I
and l ∈ N vary (see [S2, Prop. 3.24]). The set of isoclasses of nilpotent representations of
~Qn−1 is identified in this way with the collection of n-multipartitions
Πn =
{
(λ1, . . . , λn | λi = (λ1i ≥ λ2i ≥ · · · ) is a partition
}
via
(λ1, . . . , λn) 7→Mλ1,...,λn :=
⊕
i∈I
⊕
j
I[i;λji ]
.
We will denote by Oλ1,...,λn the orbit of Mλ1,...,λn .
Let us call an n-multipartition (λ1, . . . , λn) aperiodic if the partitions λ1, . . . , λn do not
share a common part (that is, if for any integer λ there exists an i ∈ I for which λ 6∈ λi).
Lusztig proved the following result (see [Lu8], [Lu12]) :
Theorem 2.18 (Lusztig). If n > 1 we have
P ~Qn−1 =
{
IC(Oλ1,...,λn) | (λ1, . . . , λn) is aperiodic
}
.
The proof of this theorem, which we won’t give, uses the technology of singular supports,
and is based on Theorem 4.24 (see Section 4.5.).
Example 2.19. Set δ =
∑
i ǫi. Let us show directly that IC(O(1),...,(1)) = Ql{0} 6∈ Pδ.
For (i1, . . . , in) a permutation of (1, 2, . . . , n), the fibers of the map
qǫi1 ,...,ǫin : Eǫi1 ,...,ǫin → Eδ
are either empty or reduced to a point; in fact qǫi1 ,...,ǫin is the embedding of a smooth
subvariety Xǫi1 ,...,ǫin of Eδ. It is easy to see that Xǫi1 ,...,ǫin is closed (it is given by the
vanishing of certain arrows). Therefore Lǫi1 ,...,ǫin = IC(Xǫi1 ,...,ǫin ). Now observe that
because there is no total ordering on the vertices compatible with the arrows, Xǫi1 ,...,ǫin 6=
{0} for all choices of ǫi1 , . . . , ǫin . Thus Ql{0} does not belong to Pδ.
As an explicit example, take n = 2. Then Eδ = k
⊕2 while Enilδ = {(x, y) ∈ k⊕2 | xy =
0} is the union of the two axes Tx = k × {0}, Ty = {0} × k in the plane :
E0δ =
Tx
Ty
The three orbits are Ox = Tx\{0},Oy = Ty\{0} and {0}. Thus there are three possible
simple Gδ-equivariant perverse sheaves on E
nil
δ namely IC(Ox) = QlTx [1], IC(Oy) =
QlTy [1] and IC({0}) = Ql{0}. But since the Lusztig sheaves are Lǫ1,ǫ2 = QlTx [1] and
Lǫ2,ǫ1 = QlTy [1] only these last two perverse sheaves belong to Pδ. △
Remark 2.20. The cases of the Jordan quiver and more generally higher rank cyclic
quivers are especially important due to the role they play in representation theory of
quantum groups and Hecke algebras of type A. We refer the reader who wants to learn
more in this direction to [GV], [V], [VV1], [S3].
2.5. Affine quivers.
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Lusztig obtained in [Lu8] a precise description of all the elements of P ~Q for affine quivers
equipped with the so-called McKay orientation. This classification was later extended to
affine quivers with arbitrary orientation by Y. Li and Z. Lin [LL]. As in Proposition 2.18,
the elements in P ~Q form a small subset of the set of all possible simple perverse sheaves
on the moduli spaces Mα~Q. Before explaining this classification, we need to recall briefly
the structure of the category of finite-dimensional representations of an affine quiver (see
e.g. [S2, Section 3.6.] ).
So let us fix an affine quiver ~Q (which we assume, for simplicity, not to be a cyclic
quiver). The Grothendieck group K0( ~Q) equipped with the Cartan form is isomorphic
to an affine root lattice. We let δ stand for the indivisible positive imaginary root (see
e.g. [S2, App. A]). It may be characterized as the smallest dimension vector lying in the
radical of the symmetrized Euler form ( , ).
The main tool to decompose the category Repk ~Q is given in the following fundamental
Theorem :
Theorem 2.21 (Auslander-Reiten). There exists a unique pair of adjoint functors τ, τ− :
Repk ~Q→ Repk ~Q equipped with natural isomorphisms
Ext1(M,N)∗ ≃ Hom(N, τM)
Ext1(M,N)∗ ≃ Hom(τ−N,M).
An indecomposable representationM of ~Q is called preprojective if τ iM = 0 for i≫ 0,
preinjective if τ−iM = 0 for i ≫ 0 and regular if τ iM 6= 0 for i ∈ Z. Observe that
τM = 0 if and onlyM is projective and that τ−N = 0 if and only if N is injective. We let
P, R, I stand for the set of preprojective, resp. regular, resp. preinjective indecomposable
representations. More generally, we will say that a (decomposable) representation N is
preprojective, regular or preinjective if all of its indecomposable summands are, and we
denote by P,R, I the full subcategories of Repk ~Q whose objects are preprojective, regular
or preinjective.
Proposition 2.22. The categories P, I are exact and stable under extensions. The cate-
gory R is abelian and stable under extensions. In addition, if M ∈ P, N ∈ I and L ∈ R
then
Hom(N,M) = Hom(N,L) = Hom(L,M) = {0}(2.26)
Ext1(M,N) = Ext1(L,N) = Ext1(M,L) = {0}(2.27)
This allows us to picture the indecomposables of Repk ~Q as follows :
✁
❆
✁
❆
✁
❆
✁
❆
✁
❆
P R I
where we have put the projectives on the extreme left, followed by {τ−P | P projective},
etc..; the injectives are on the extreme right, then {τI | I injective}, etc..; the regular
modules are put in the middle. Proposition 2.22 says that morphisms go from left to
right, whereas extensions go from right to left.
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Let M be any representation of ~Q. It splits as a direct sum
(2.28) M =MP ⊕MR ⊕MI
where MP ∈ P,MI ∈ I, MR ∈ R. The isomorphism classes of MP ,MR and MI are of
course uniquely determined, but the decomposition (2.28) is not canonical. However, as
can easily be deduced from Proposition 2.22, the induced filtration
(2.29) MI ⊂MR ⊕MI ⊂MP ⊕MR′ ⊕MI =M
is unique.
It remains for us to describe more precisely the structure of the category of regular
modules. We will say that a regular module is simple if it is simple as an object of R.
Recall that ~Qp−1 denotes the equioriented cyclic quiver of rank p. We cite the following
two results due to Ringel (see [R3]) :
Theorem 2.23 (Ringel). Let R be a regular module. Then
i) There exists p ≥ 1 such that τpR ≃ R,
ii) If R is a simple regular module of τ-order one (i.e. if τR ≃ R) then the Serre
subcategory generated by R is equivalent to the Repk ~Q0,
iii) If R is a simple regular module of τ-order p > 1 (i.e. if τpR ≃ R but τqR 6≃
R for any 0 < q < p ) then the Serre subcategory generated by the objects
R, τR, . . . , τp−1R is equivalent to Repk ~Qp−1,
iv) If R is simple of τ-order p then dim (R ⊕ τR ⊕ · · · τp−1R) = δ.
In the above, the Serre category is taken in R : it is the smallest full subcategory of R
containing the given objects which is stable under extensions and subquotients. The Serre
subcategories generated by the τ -orbits {R, τR, · · · , τp−1R} of simple regular modules are
called tubes. It is customary to call a simple regular module R homogeneous if it is of
τ -order one; the corresponding tube is called homogeneous as well. We will denote by
CR or CO the tube generated by the τ -orbit O = {R, τR, · · · τp−1R} of a regular simple
module R.
Theorem 2.24 (Ringel). Let d and p1, . . . , pd be attached to ~Q as in the table (2.30)
below. Then
i) There is a natural bijection Rz ↔ z between the set of homogeneous regular simple
modules and points of P1\D where D consists of d points.
ii) There are exactly d τ-orbits O1, . . . ,Od of non-homogeneous regular simple mod-
ules, and they are of size p1, . . . , pd respectively.
iii) The whole category R decomposes as a direct sum of orthogonal blocks
R =
∏
z∈P1\D
CMz ×
∏
l=1,...,d
COl .
We define two subcategories R′ =
∏
z CMz and R′′ =
∏
l COl . The numbers d, p1, . . . , pd
may be read off from the following table :
(2.30)
type of ~Q d p1, . . . , pd
A
(1)
1 0
A
(1)
n , n > 1 2 p1 = #arrows going clockwise
p2 = #arrows going counterclockwise
D
(1)
n 3 2, 2, n− 2
E
(1)
n , n = 6, 7, 8 3 2, 3, n− 3
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We will soon use the above description of Repk ~Q to define certain strata in the moduli
spaces Mα~Q. Before that, we state some general results about the geometry of the orbits
in Eα.
Lemma 2.25. Let M be an indecomposable module which is either preprojective or prein-
jective. Then OM is an open (dense) orbit in Edim M .
Proof. By Lemma 2.10 it is equivalent to show that Ext1(M,M) = 0. By Theorem 2.21
we have
Ext1(τM, τM) ≃ Ext1(M,M) ≃ Ext1(τ−M, τ−M).
If M is preprojective then M ≃ (τ−)kP for some projective P and Ext1(M,M) =
Ext1(P, P ) = 0, while if M is preinjective then M ≃ τkI for some injective I and
Ext1(M,M) = Ext1(I, I) = 0. The lemma is proved. X
It follows from Lemma 2.25 that there are only finitely many orbits of preprojective
(resp. preinjective) modules of any given dimension α.
Lemma 2.26. For any l ≥ 1 the union of the Glδ-orbits of all regular modules is an open
(dense) subset of Elδ.
Proof. By Proposition 2.22 a module M of dimension lδ is regular if and only if for
any indecomposable preprojective P and for any indecomposable preinjective I, both of
dimension at most lδ we have
Hom(M,P ) = Hom(I,M) = 0.
But the functions M 7→ dim Hom(M,P ) and M 7→ dim Hom(I,M) are upper semicon-
tinuous, which implies that
{x ∈ Elδ | dim Hom(Mx, P ) + dim Hom(I,Mx) > 0}
is closed. By Lemma 2.25 there is at most one preprojective or preinjective indecomposable
in each dimension. Hence the number of choices for P or I above is finite. We are done
(notice that Ringel’s Theorem 2.24 states that the set of regular simples is nonempty). X
We let ER
′
lδ be the open subset of Elδ consisting of orbits of regular homogeneous
modules. For any l ≥ 1, we define an open (dense) stratum
Ulδ =
{
x ∈ Elδ |Mx ≃ Rz1 ⊕ · · · ⊕Rzl , zi 6= zj if i 6= j
}
of Elδ (and E
R′
lδ ). Here the points z are taken in P
1\D as in Ringel’s Theorem 2.24 and
thus all the Rz are simple homogeneous (as well as mutually orthogonal).
We can now give the desired stratification of Eα. By Proposition 2.22 and Theorem 2.24
we are in the situation of Remark 2.13.
Let us call stratum data a tuple A = (P, l,N1, . . . , Nd, I) where : P is a preprojective
module; l ∈ N; N1, . . . , Nd are modules in C1, . . . , Cd; I is a preinjective module. In the
above, we allow any of the modules to be zero. We also set l(A) = l. The collection of all
stratum data will be denoted by S. We define the dimension of A by
dim A = dim P + lδ +
∑
k
dim Nk + dim I.
To a stratum data A of dimension α corresponds a subset of Eα
SA =
{
x ∈ Eα |Mx ≃ P ⊕R′ ⊕N1 ⊕ · · · ⊕Nd ⊕ I; R′ ∈ R′, dim R′ = lδ
}
and by construction
Eα =
⊔
A
SA.
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We also introduce some open piece of the strata SA
S◦A =
{
x |Mx ≃ P ⊕R′ ⊕N1 ⊕ · · · ⊕Nd ⊕ I; R′ ∈ Ulδ
}
.
As in Remark 2.13 (see 2.24) we have
SA ≃ FA ×
P
Gα, S
◦
A ≃ F ◦A ×
P
Gα
for some vector bundles
κ : FA → OP × ER′lδ ×ON1⊕···⊕Nd ×OI ,
κ◦ : F ◦A → OP × Ulδ ×ON1⊕···⊕Nd ×OI .
(2.31)
In particular, SA, S
◦
A are smooth and locally closed.
Now that we have the strata, the last step is to define some suitable local systems
over them. As soon as l > 1 the variety Ulδ carry nontrivial local systems constructed as
follows. Define a covering U˜lδ of Ulδ as
U˜lδ =
{
(x, ω) | x ∈ Ulδ, Mx ≃ Rz1 ⊕ · · · ⊕Rzl ; ω : {Rz1 , . . . , Rzn} ∼→ {1, . . . , l}
}
.
It is clear that the projection π : U˜lδ → Ulδ is an Sl Galois cover. The local system
π!(Ql eUlδ ) carries a fiberwise action of Sl and breaks into isotypical components
(2.32) π!(Ql eUlδ ) =
⊕
χ∈Irr Sl
L⊕dim χχ .
Heuristically, we may identify the stack U lδ = Ulδ/Glδ with the configuration space
Sl(P1\D)\∆ of l distinct points in P1\D. The local systems Lχ are obtained as the pull-
backs of the local systems L′χ over Sl(P1\D)\∆ constructed from the cover (P1\D)l\∆→
Sl(P1\D)\∆.
We will also denote by Lχ the Gα-equivariant local system induced on S◦A via (2.31).
We are finally ready to describe the classification of the simple objects in P ~Q for an
affine quiver ~Q. Call a strata datum A = (P, l,N1, . . . , Nd, I) aperiodic if all the orbits of
Ni are aperiodic in the sense of Section 2.4. We denote the set of aperiodic stratum data
by Saper .
Theorem 2.27 (Lusztig, Li-Lin). We have
P ~Q =
{
IC(S◦A,Lχ) | A ∈ Saper, χ ∈ Irr Sl(A)
}
.
Observe again that all the elements of P ~Q are self-dual (because any representation of
a symmetric group is self dual). We refer the reader to the original papers for the full
proof. We will just sketch the strategy here. One begins by showing that P ~Q contains
all simple perverse sheaves of the form IC(OP ), IC(OI), IC(Ulδ,Lχ) and IC(ONi) (for
ONi aperiodic). For the first two cases, the argument is the same as in the finite type
case (using Lemma 2.25). For IC(Ulδ,Lχ) this results from a direct computation–see
Example 2.28. The last case is more delicate. Next, for an aperiodic stratum data
A = (P, l,N1, . . . , Nd, I) and χ ∈ Irr Sl(A) we use Remark 2.13, ii) to get
IC(OP ) ⋆ IC(Ulδ,Lχ) ⋆ IC(ON1) ⋆ · · · ⋆ IC(ONd) ⋆ IC(OI) = IC(S◦A,Lχ)⊕ T
where supp T ∈ SA\S◦A. This proves the inclusion ”⊃” of the Theorem. To prove the
opposite inclusion one first shows that any P ∈ P ~Q is supported on SA for some strata A
and use the restriction functor as in Remark 2.13 iii).
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Example 2.28. Here is the smallest example for which a nontrivial local system appears.
Let ~Q be the Kronecker quiver (see [S2, Example 3.34] ) with two vertices 1, 2 and two
arrows x, y : 1→ 2 :
t t
1 2
x
y
✲
✲~Q =
Let us first have a look at the dimension vector δ = ǫ1 + ǫ2 (the indivisible imaginary
root). Then Eδ = Hom(k, k)
⊕2 = k2. The group is Gδ = k∗ × k∗. There is a unique
closed orbit O(0,0) (which corresponds to a direct sum of a preprojective and a preinjective
module) and a P1-family of orbits ORz = Gδ · Rz corresponding to the family of regular
modules
Rz = (λ, µ), z = (λ, µ) ∈ P1(k).
Hence there are two strata here, S1 = {(0, 0)} and S2 =
⋃
z ORz . One can check directly
that
Pδ = {IC(S1) = Ql{0,0)}, IC(S2) = QlEδ [2]}.
We now consider the dimension vector 2δ = 2ǫ1 + 2ǫ2. We have
E2δ = Hom(k
2, k2)⊕2 = k8
and the group is G2δ = GL(2)×GL(2). Let us briefly give the classification of represen-
tations; there are (unique) preprojective modules P2, P1,22 of dimension ǫ2 and ǫ2 + 2ǫ2
respectively; there are (unique) preinjective modules I1, I12,2 of respective dimensions
ǫ1, 2ǫ1 + ǫ2; besides the regular modules Rz for z ∈ P1, which are of dimension δ, there
are regular modules R
(2)
z for z ∈ P1 which are self-extensions of Rz and hence of di-
mension 2δ; the representations of dimension 2δ are obtained by combining the above
indecomposables, namely
(2.33)
{
I⊕21 ⊕ P⊕22 , I12,1 ⊕ P2, I1 ⊕ P1,22 , I1 ⊕ P2 ⊕Rz, Rz1 ⊕Rz2 , R(2)z
}
.
Only the last two families of representations are regular.
Let us now list the various strata. It is easy to check that the regular locus is the open
subset of E2δ given by the conditions
S0,2,0 = E
R
2δ =
{
(x, y) ∈ Hom(k2, k2)⊕2 | Ker x ∩Ker y = {0}; Im x+ Im y = k2}.
Inside this regular locus the open set U2δ is the complement of the divisor⋃
z∈P1
(
G2δ ·R(2)z ∪G2δ · R⊕2z
)
.
The other strata are (using the notation of Section 2.5) :
SP2,1,I1 =
⋃
z∈P1
G2δ · (I1 ⊕Rz ⊕ P2),
SP1,22 ,0,I1 = G2δ · (I1 ⊕ P1,22), SP2,0,I12,2 = G2δ · (I12,2 ⊕ P2),
and the closed strata
SP⊕22 ,I
⊕2
1
= G2δ · (I⊕21 ⊕ P⊕22 ).
These strata are of respective dimensions 4, 5, 5 and 0.
The open strata U2δ = S
◦
0,2,0 may be explicitly described. There is a natural map
Uδ → P1 (essentially the quotient map by Gδ) and hence also a map ψ : Uδ × Uδ →
P1 × P1. This map is Gδ ×Gδ-equivariant, where Gδ ×Gδ acts trivially on P1 × P1. Put
(Uδ×Uδ)0 = ψ−1(P1×P1\∆) where ∆ = {(z, z) ∈ P1×P1} is the diagonal. Let us also fix
a splitting V2δ = Vδ⊕Vδ. This induces an embedding Gδ×Gδ ⊂ G2δ. Let N ⊂ G2δ be the
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subgroup generated by Gδ × Gδ and the permutation σ ∈ Aut(Vδ ⊕ Vδ), (a, b) 7→ (b, a).
The group N normalizes Gδ × Gδ, contains it with index 2 and acts on Uδ × Uδ via
σ(u, v) = (v, u). We now have an N -equivariant map ψ′ : (Uδ × U0δ → S2P1\∆ and an
identification
ψ′′ : U2δ ≃ G2δ ×
N
(Uδ × Uδ)0 → S2P1\∆.
The morphism ψ′′ is G2δ-equivariant and may be thought of as a quotient map.
To exhibit the desired local system, we consider the restriction of the Lusztig sheaf Lδ,δ
to U2δ. By definition, (Lδ,δ)|Rz1⊕Rz2 = H
∗(Grδ(Rz1 ⊕Rz2),Ql) with
Grδ(Rz1 ⊕Rz2) =
{
M ⊂ Rz1 ⊕Rz2 | dim M = δ
}
.
Since z1 6= z2, Grδ(Rz1 ⊕ Rz2) consists of two points and Lδ,δ restricts to a rank two
local system over U2δ. It is clear that (Lδ,δ)U2δ = (ψ
′′)∗(LP1reg), where LP
1
reg = π!(Ql) with
π : P1 × P1\∆→ S2P1\∆ being the canonical projection. One has π!(Ql) = LP1triv ⊕LP
1
sign
where LP1triv,LP
1
signare the rank one local systems corresponding to the trivial and sign
representations of the braid group B2 = π1(S
2P1\∆). Note that these representations in
fact come from the symmetric group S2 via the quotient B2 ։ S2. In conclusion, we get
(Lδ,δ)|U2δ = Ltriv ⊕ Lsign.
In particular, IC(U2δ,Ltriv), IC(U2δ,Lsign) belong to P2δ. The other elements are easier
to determine and one obtains in the end :
P2δ =
{
IC(SP⊕22 ,I
⊕2
1
), IC(SP2,0,I12,2), IC(SP1,22 ,0,I1), IC(SP2,1,I1),
IC(U2δ,Ltriv), IC(U2δ,Lsign)
}
.
(2.34)
△
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Lecture 3.
In this Lecture, we explain the relationship between the Hall category Q ~Q of an ar-
bitrary quiver ~Q and the quantum enveloping algebra of the Kac-Moody Lie algebra
naturally associated to ~Q. Namely we show that the Grothendieck group K~Q of Q ~Q is
naturally isomorphic to UZν (n+). The quantum variable ν comes from the grading on K~Q
corresponding to the shift P → P[1] (i.e. from the cohomological grading). This result
was proved by Lusztig in the early 90’s. Its most important corollary is the existence and
construction of the canonical basis B of UZν (n+), which is formed by the classes of the
simple perverse sheaves in P ~Q.
We will begin by giving an elementary proof of Lusztig’s theorem for finite type quivers.
This proof involves the explicit classification of Section 2.3 (there is an analogous “hands
on” approach in the case of affine (noncyclic) quivers but we won’t detail it, see [LL]).
The proof in the general case requires more work, and hinges in a crucial way on the use
of a Fourier-Deligne transform (which, roughly speaking, allows to change the orientation
of the quiver at any time). This ingredient is also necessary to show that the canonical
basis B of UZν (n+) is independent of the particular choice of the quiver to construct it.
Our treatment of Sections 3.4 and 3.5 borrows heavily from [Lu4].
In the last part of this Lecture we introduce and study the (Frobenius) trace map,
which associates to a given complex P ∈ Q ~Q a constructible function on the moduli space
M ~Q(Fq) of representations of the quiver over the finite field Fq. This provides a direct
link with the Hall algebra H ~Q as it is defined in [S2]. There are various subtle issues
to be dealt with here (such as the existence of a Weil structure on the objects of Q ~Q,
questions of purity, etc...). We collect these –mostly without proof– in the last section.
The reference for that Section is [Lu10].
3.1. The graded Grothendieck group of the Hall category.
Let ~Q be any quiver as in Section 1.1 and let Q ~Q =
⊔
γ Qγ and P ~Q =
⊔
γ Pγ be
the associated Hall category and set of simple objects. We denote by K~Q =
⊕
γ Kγ the
Grothendieck group of Q ~Q. The class of an object P of Q ~Q will be denoted by bP. We
equip K~Q with the structure of a Z[v, v−1]-module by vnbP = bP[n]. By construction,
Kγ =
⊕
P∈Pγ
n∈Z
ZbP[n] =
⊕
P∈Pγ
Z[v, v−1]bP.
In particular, K~Q is a free Z[v, v−1]-module.
The induction and restriction functors
mα,β : Qα ×Qβ → Qα+β,
∆α,β : Qα+β → Qα ×Qβ
are biadditive so they give rise to bilinear maps
mα,β : Kα ×Kβ → Kα+β ,
∆α,β : Kα+β → Kα ×Kβ
and hence also to graded bilinear operationsm : K~Q⊗K~Q → K~Q and ∆ : K~Q → K~Q⊗K~Q.
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Proposition 3.1. The maps m and ∆ endow K~Q with the structure of an associative
algebra and a coassociative coalgebra respectively.
Proof. The follows directly from Proposition 1.9. X
We will sometimes wite a ·b instead ofm(a, b). We will later prove thatm and ∆ satisfy
some compatibility relation turning K~Q into a twisted bialgebra, see Corollary 3.21. For
the moment we have to be content with Proposition 3.1.
Let us continue to translate the results of Lecture 1 into algebraic properties of K~Q.
Let u 7→ u be the semilinear endomorphism of K~Q defined by v = v−1 and bP = bDP.
Proposition 3.2. The map u 7→ u is a ring involution, i.e. a · b = a · b.
Proof. This is Lemma 1.7. X
We will give a proof of the following result in Section 3.5 :
Proposition 3.3 (Lusztig). All the simple perverse sheaves in P ~Q are self-dual.
As a consequence, we have
(3.1) bP = bP
for all P ∈ P ~Q.
Let { , } : K~Q ⊗ K~Q → Z((v)) be the pairing defined by {bP,bQ} = {P,Q} (see Sec-
tion 1.5.). By (1.34), { , } is a well-defined Z[v, v−1]-linear pairing and it is nondegenerate
by Corollary 1.14. It satisfies (see Example 2.1.)
(3.2) {b
1ǫi
,b
1ǫj
} = δi,j
1− v2 .
Moreover,
Proposition 3.4. The pairing { , } is a Hopf pairing, namely {a · b, c} = {a ⊗ b, c} for
all a, b, c ∈ K~Q.
Proof. See Proposition 1.15. X
The Z[v, v−1]-basis {bP | P ∈ P ~Q} of K~Q enjoys, by its very definition, a number of
positivity properties. For any P,P′ in P ~Q we have
(3.3) bP · bP′ ∈
⊕
Q∈P~Q
N[v, v−1]bQ,
(3.4) ∆(bP) ∈
⊕
Q,Q′∈P~Q
N[v, v−1]bQ ⊗ bQ′ ,
(3.5) {bP,bP′} ∈ N((v)).
In order to make the link with quantum groups more transparent in the next Sec-
tion, we slightly extend the algebra K~Q by adding an extra “Cartan” piece. Let K =
Z[v, v−1][K0( ~Q)] =
⊕
α∈ZI Z[v, v
−1]kα and set
K˜~Q = K~Q ⊗K.
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We extend the algebra structure on K~Q to K˜~Q by imposing
kαkβ = kα+β ,
kαuγk
−1
α =v
−(α,γ)uγ , ∀ uγ ∈ Kγ ,
(3.6)
and we define a coalgebra structure ∆˜ : K˜~Q → K˜~Q ⊗ K˜~Q via the formulas
∆˜(kα) = kα ⊗ kα,
∆˜(uγ) =
∑
α+β=γ
∆α,β(uγ) · (kβ ⊗ 1),
∆˜(uγkβ) =∆˜(uγ) · ∆˜(kβ).
(3.7)
In the above, the product on K˜~Q ⊗ K˜~Q is simply (a⊗ b) · (c⊗ d) = a · c⊗ b · d. One easily
checks that K˜~Q is still a (co)associative (co)algebra.
We also extend the scalar product { , } to K˜~Q by setting
(3.8) {bPkα,bQkβ} = {bP,bQ}v−(α,β).
It is still a Hopf pairing. Finally, we define an extension to K˜~Q of the bar involution u 7→ u¯
by imposing kα = k−α.
Example 3.5. Let ~Q be any quiver and i ∈ I any vertex of ~Q. Then, by Example 2.1,
(2.1) we have in K~Q :
(3.9) (b
1ǫi
)n = [n]!b
1nǫi
where [n]! is the v-factorial number. Also
∆(b
1ǫi
) = b
1ǫi
⊗ 1 + 1⊗ b
1ǫi
,
∆˜(b
1ǫi
) = b
1ǫi
⊗ 1 + kǫi ⊗ b1ǫi .
(3.10)
Now let γ ∈ NI be a dimension vector and assume that 1α belongs to P ~Q (if the quiver
~Q has no oriented cycles then this is automatic–see Example 2.5). Then by Lemma 1.12
∆(b
1γ
) =
∑
α+β=γ
v〈α,β〉b
1α
⊗ b
1β
,
∆˜(b
1γ
) =
∑
α+β=γ
v〈α,β〉b
1α
kβ ⊗ b1β .
(3.11)
To finish, let us translate the fundamental relations of Section 2.1. If i, j ∈ I are two
vertices of a quiver ~Q linked by r arrows (r ≥ 0) then
(3.12)
1+r∑
k=0
(−1)k
[
1 + r
k
]
bk
1ǫi
b
1ǫj
br+1−k
1ǫi
= 0
which may be rewritten
(3.13)
1+r∑
k=0
(−1)kb
1kǫi
b
1ǫj
b
1(r+1−k)ǫi
= 0.
△
3.2. Relation to quantum groups.
Let g′ be the derived Kac-Moody algebra associated to the Dynkin diagram underlying
~Q (see e.g. [S2, App. A] for definitions). Recall that we have denoted by A = (aij)i,j∈I
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the Cartan matrix of ~Q (or g′). We will identify the root lattice Qg′ of g′ with K0( ~Q) by
mapping the simple roots αi to the dimension vectors ǫi.
We briefly recall here the definitions of the relevant quantum groups. Let us fix a
decomposition g′ = n−⊕h⊕n+ and let b′+ = h⊕n+ be the positive Borel subalgebra. Let
Uν(n+),Uν(b
′
+) denote the quantized enveloping algebras of n+ and b
′
+ respectively. The
algebra Uν(b
′
+) is generated by elements K
±1
i , Ei, i ∈ I satisfying the following relations
KiKj = KjKi
KiEjK
−1
i = ν
aijEj
1−aij∑
l=0
(−1)l
[
1− aij
l
]
ν
F liFjF
1−aij−l
i = 0.
(3.14)
It is graded by K0( ~Q), where deg Ki = 0, deg Ei = ǫi for all i.
There is a Hopf algebra structure on Uν(b
′
+) in which the coproduct is given by
(3.15) ∆(Ki) = Ki ⊗Ki, ∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei.
There is also a unique homogeneous Hopf pairing ( , ) on Uν(b
′
+)– called Drinfeld’s
pairing– satisfying
(3.16) (Ki, 1) = 1, (Ki,Kj) = ν
aij , (Ei, Ei) =
1
1− ν−2 .
The integral form UZν (b
′
+) is by definition the Z[ν, ν
−1]-submodules of Uν(b′+) gener-
ated by K±1i , E
(n)
i := E
n
i /[n]! for i ∈ I. It is stable under the coproduct map.
By definition, Uν(n+) is the subalgebra of Uν(b
′
+) generated by the Ei for i ∈ I. Its
integral form UZν (n+) is constructed in the same manner. It is known that the restriction
of ( , ) to Uν(n+) is nondegenerate. Finally, let Uν(h) denote the subalgebra generated
by K±1i . We have
(3.17) Uν(b
′
+) = Uν(n+)⊗Uν(h).
The following is one of the main results in these notes :
Theorem 3.6 (Lusztig). Set ν = v−1. The assignement
E
(n)
i 7→ b1nǫi ,
Ki 7→ kǫi
(3.18)
extends to an isomorphism of (co)algebras Φ : UZν (b
′
+)
∼→ K˜~Q, which restricts to an
isomorphism Φ : UZν (n+)
∼→ K~Q. Moreover, Φ maps ( , ) to the geometric pairing { , }.
The defining relations (3.14) coincide with (3.6) and the fundamental relations (3.12).
Hence Φ extends to a morphism of algebras. It is also clear from (3.15) and (3.7), (3.10)
that Φ is compatible with the coproducts. The difficult part of the Theorem is to show
that Φ is an isomorphism. The proof for a general quiver will be given in Section 3.5. In
the meantime, we draw some consequences :
Put B =
{
Φ−1(bP) | P ∈ P ~Q
}
. Elements of B form a Z[ν, ν−1]-basis of UZν (n+) called
the canonical basis. The first illustration of the “canonical” nature of the basis B is
provided by the following result, whose proof we will also postpone to Section 3.5 :
44 OLIVIER SCHIFFMANN
Theorem 3.7 (Lusztig). The basis B is independent of the choice of orientation of ~Q.
Of course, whatever properties the basis
{
bP | P ∈ P ~Q
}
has translates into properties
of B. For instance, we have
(3.19) b · b′ ∈
⊕
b′′∈B
N[ν, ν−1]b′′,
(3.20) ∆(b) ∈
⊕
b′,b′′∈B
N[ν, ν−1]b′ ⊗ b′′,
{b,b} ∈ 1 + ν−1N[[ν−1]],
{b,b′} ∈ ν−1N[[ν−1]] if b 6= b′(3.21)
for any elements b,b′ ∈ B. By Proposition 3.2 there exists a unique semilinear ring
involution x 7→ x on UZν (n+) satisfying E(n)i = E(n)i for all i ∈ I and n ∈ N, and we have
(3.22) b = b
The relevance of (3.21) and (3.22) to the theory of canonical bases is due to the following
result (whose proof is an easy exercise, see [Lu4, Thm. 14.2.3.])
Theorem 3.8 (Lusztig). Let B be the set of all elements b ∈ UZν (n+) satisfying b = b and
{b, b} ∈ 1 + ν−1N[[ν−1]]. Then B = B ∪−B.
The discovery of the basis B was a tremendous breakthrough in algebraic represen-
tation theory. Applications have been found in numerous areas such as combinatorial
representation theory, mathematical physics, algebraic geometry and knot theory. One of
the important facts concerning B is the following :
Theorem 3.9 (Lusztig). Let λ be an integral antidominant weight of g and let Vλ be the
corresponding integrable lowest weight representation of UZν (g). Let vλ ∈ Vλ be the lowest
weight vector. Then
Bλ :=
{
b · vλ | b · vλ 6= 0
}
forms a (weight) basis of Vλ.
In other words, the canonical basis B projects to a basis in all integrable lowest weight
representations8. For this reason, there has been a lot of activity in trying to parame-
trize and compute explicitly elements of the canonical basis (see e.g. [Lu4], [Lu9], [K3],
[MR],...). By lack of space, we will not describe these results here, and give only a few
(very simple) examples. We will give a proof of Theorem 3.9 in Section 3.5.
Example 3.10. Let us come back to the Jordan quiver ~Q0. Again, this case is not
covered by Theorem 3.6, but it was understood well before the advent of quantum groups.
By Lemma 2.16, K~Q0 is commutative, and it is easy to see from Corollary 2.17 that it is
freely generated over Z[v, v−1] by the elements bIC(O(1n)) for n ≥ 1, i.e.
K~Q0 = Z[v, v−1][bIC(O(1)),bIC(O(12)), . . .].
In fact there is a (canonical) identification
Φ : ΛZ[v,v−1]
∼→ K~Q0
en 7→ bIC(O(1n))
8We use lowest weight representations here rather than highest weight representations because we have
have written Theorem 3.6 using UZν(n+) rather than U
Z
ν(n−). Of course, one may exchange the roles of
+ and −.
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where ΛZ[v,v−1] is Macdonald’s ring of symmetric functions and en is the elementary
symmetric function (see [M1]). It is proved in [Lu1] that the basis
{
Φ−1(bIC(Oλ)) | λ ∈ Π
}
consists of the Schur functions
{
sλ | λ ∈ Π
}
.
The coefficients of Schur functions are special cases of (affine) Kazhdan-Lusztig poly-
nomials of type A. This corresponds to the fact that nilpotent orbit closures in gln are
locally isomorphic to Schubert varieties in affine Grasmannians. Similar results hold for
cyclic quivers ~Qn−1 with n > 1. We refer (again !) the interested reader to [S2, Lecture 2]
or [S3] and its bibliography for more in this direction. △
Example 3.11. Let ~Q be a quiver without oriented cycles and let us label the vertices
I = {1, 2, . . . , n} in such a way that no arrow goes from i to j if i > j. By Example 2.5, we
have that 1α1ǫ1 ⋆ · · ·⋆1αnǫn = 1α1ǫ1+···+αnǫn belongs to P ~Q for any (αi)i ∈ NI . Therefore
E
(α1)
1 · · ·E(αn)n ∈ B for any (αi)i ∈ NI . Combined with Theorem 3.7, this shows that for
any (symmetric) Kac-Moody algebra g′, any product E(l1)i1 · · ·E
(ln)
in
with ik 6= ih for k 6= h
belongs to B; indeed, it is always possible to orient the Dynkin diagram of g′ in such a
way that there are no arrows from ik to ih if k > l. △
3.3. Proof of Lusztig’s theorem (finite type).
In this section we assume that ~Q is a quiver of finite type, and we provide an elementary
proof of Lusztig’s Theorem 3.6. Recall that in this situation, there are finitely many Gγ-
orbits in Eγ for any dimension vector γ. We denote by |Eγ/Gγ | the set of these orbits.
Then, by Theorem 2.8, Pγ = {IC(O) | O ∈ |Eγ/Gγ |}. We want to prove that the map
Φ : UZν (b
′
+) → K˜~Q is an isomorphism. By (3.17) this is clearly equivalent to showing
that the restriction Φ : UZν (n+) → K~Q is an isomorphism. Both UZν (n+) and K~Q are
free Z[v, v−1]-modules, of finite (graded) rank. We begin by comparing these ranks. Let
∆+ ⊂ Qg′ = ZI be the set of positive roots of g′. By the PBW theorem,
(3.23) rank UZν (n+)[γ] = #
{
(nα)α ∈ N∆+ |
∑
nαα = γ
}
.
On the other hand, we have rank K~Q[γ] = rank Kγ = #|Eγ/Gγ |. Since Gγ-orbits
bijectively correspond to isoclasses of representations of ~Q of dimension γ, and since any
representation splits in an essentially unique way as a direct sum of indecomposables, we
have
(3.24) rank Kγ = #{(mM )M ∈ NIrr ~Q | ∑mMdim M = γ}.
At this point, we invoke the fabled (see [S2, Lecture 3]) :
Theorem 3.12 (Gabriel). The map Irr ~Q →⊕iNǫi, M 7→ dim M sets up a bijection
between Irr ~Q and ∆+.
It follows that (3.23) and (3.24) are equal, and rank UZν (n+)[γ] = rank K~Q[γ]. It is
thus enough to show that the map Φ is surjective. This will be a consequence of the
existence of Reineke’s desingularization see Proposition 2.9. We will show by induction
on dim O that bIC(O) ∈ Im Φ for any orbit O ∈ |Eγ/Gγ |. Assume first that dim O is
minimal. Then O is closed9. Using Proposition 2.9 we construct a Lusztig sheaf Lα1,...,αn
9actually, O = {0}.
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satisfying
supp Lα1,...,αn = O,
(Lα1,...,αn)|O = QlO[dim O].
(3.25)
But then necessarily Lα1,...,αn = QlO[dim O] = IC(O). Hence bIC(O) = Φ(E(l1)i1 ) ⋆ · · · ⋆
Φ(E
(ln)
in
) = Φ(E
(l1)
i1
· · ·E(ln)in ) ∈ Im Φ. Now let O be arbitrary and let us assume that
bIC(O′) ∈ Im Φ for any O′ satisfying dim O′ < dim O. Arguing as above, we construct
a Lusztig sheaf Lα1,...,αn satisfying (3.25). Then
(3.26) Lα1,...,αn = IC(O) ⊕
⊕
O′⊂O\O
IC(O′)⊗ VO′
for some multiplicity complexes VO′ . Put dVO′ =
∑
j dim H
j(VO′)v−j . Taking the class
of (3.26) in the Grothendieck group K~Q we get
bIC(O) +
∑
O′⊂O\O
dVO′bIC(O′) = Φ
(
E
(l1)
i1
· · ·E(ln)in
) ∈ Im Φ
for some suitable (ij , lj)j . By hypothesis, bIC(O′) ∈ Im Φ for all O′ ⊂ O\O, from which
we conclude that bIC(O) ∈ Im Φ as wanted. We are done. X
3.4. Fourier-Deligne transform.
This section contains some technical results pertaining to the Fourier-Deligne trans-
form. A good reference for everything we will use is [KW]. Let ~Q = (I,H) be our quiver,
which may now be arbitrary. For any edge h ∈ H we denote by h¯ its reverse (i.e. the
edge which goes in the opposite direction). Let J ⊂ H be a subset of edges, and let
~Q′ = (I,H ′) where H ′ = J ∪ (H\J) be the quiver obtained by reversing all the edges
in J . We also denote by ~Q0 = (I,H\J) the quiver obtained by removing all edges in J .
Here is an example, with H = {h1, h2, h3, h4, h5} and J = {h1, h2, h4} :
t t
t t
❆
❆
❆
❆
❑
✲
h3
h5
~Q0 =
t t
t t
☛
✁
✁
✁
✁ ❆
❆
❆
❆
❑ ✕
✁
✁
✁
✁
✲
✛
h1
h3 h4
h2
h5
~Q′ =t t
t t
✕
✁
✁
✁
✁ ❆
❆
❆
❆
❑ ☛
✁
✁
✁
✁
✲
✲
h1 h3 h4
h2
h5
~Q =
LECTURES ON CANONICAL AND CRYSTAL BASES OF HALL ALGEBRAS 47
Accordingly, we put
Eγ =
⊕
h∈H
Hom(kγs(h) , kγt(h)),
E′γ =
⊕
h∈H′
Hom(kγs(h) , kγt(h)),
Eγ,0 =
⊕
h∈H\J
Hom(kγs(h) , kγt(h)).
The spaces Eγ , E
′
γ are vector bundles over Eγ,0 with fibers
⊕
h∈J Hom(k
γs(h) , kγt(h)) and⊕
h∈J Hom(k
γt(h) , kγs(h)) respectively. The linear map⊕
h∈J
Hom(kγs(h) , kγt(h))⊗
⊕
h∈J
Hom(kγt(h) , kγs(h))→ k
(
⊕
h
ah)⊗ (
⊕
ah¯) 7→
∑
h
tr(ahah¯)
(3.27)
is a nondegenerate pairing between the vector bundles Eγ and E
′
γ over Eγ,0. In that
situation there is a Fourier-Deligne transform
Θ : Db(Eγ)→Db(E′γ)
constructed as follows. Consider the projections
Eγ Eγ ×Eγ,0 E
′
γ
π1oo π2 // E′γ
and let χ : Eγ×Eγ,0E′γ → k be the pairing (3.27). Let us fix a nontrivial additive character
ρ : Fq → Ql∗. The Artin-Schreier map x 7→ xq − x is a covering k → k with Galois group
equal to Fq. Using this we can define a nontrivial local system L of rank one over k. By
definition, Θ(P) = π2!(π
∗
1(P) ⊗ χ∗(L))[r], where r is the rank of the bundle Eγ → Eγ,0.
There is of course a similarly defined Fourier transform Θ′ : Db(E′γ)
∼→ Db(Eγ).
Some of the important properties of the Fourier transform are summarized in the
following
Theorem 3.13. The Fourier-Deligne transform is an equivalence of triangulated cate-
gories
Θ : Db(Eγ)
∼→ Db(E′γ).
It restricts to an equivalence Db(Eγ)
ss ∼→ Db(E′γ)ss preserving perverse sheaves. More-
over, if j denotes the operation of multiplication by −1 along the fibers of π1 then for any
complex P in Db(Eγ) we have DΘD(P) = Θj
∗(P) and
Θ′ ◦Θ(P) ≃ j∗(P)
(Fourier inversion formula).
Proposition 3.14 (Lusztig). The Fourier-Deligne transform commutes with the induc-
tion and restriction functors, i.e.
Θ(P ⋆Q) ≃ Θ(P) ⋆Θ(Q),
Θ⊗Θ(∆(P)) ≃ ∆(Θ(P))
for any P,Q ∈ Q ~Q. Moreover,
(3.28) {Θ(P),Q′} = {P,Θ′(Q′)}
for any P ∈ Q ~Q, Q′ ∈ Q ~Q′ .
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Proof. We begin with the statement concerning the scalar product. Recall that if X is
a G-variety and if T ∈ DbG(X)ss then TΓ is the unique (up to isomorphism) semisimple
complex on (X × Γ)/G such that s∗(TΓ) = π∗(T), where s, π are the canonical maps
X X × Γπoo s // (X × Γ)/G = XΓ .
Here Γ is as usual a sufficiently acyclic free G-space. By definition, if P ∈ Qγ~Q,Q′ ∈ Q
γ
~Q′
then
{Θ(P),Q′} =
∑
j
dim H2dim Γ/Gγ−j
(
π2!(π
∗
1(P)⊗ χ∗(L))Γ ⊗Q′Γ
)
.
There is an induced Fourier-Deligne diagram
(Eγ)Γ
(Eγ)Γ ×
(Eγ,0)Γ
(E′γ)Γπ
Γ
1oo π
Γ
2 // (E′γ)Γ
and a pairing χΓ : (Eγ)Γ ×(Eγ,0)Γ (E′γ)Γ → k, and we have
π2!(π
∗
1(P)⊗ χ∗(L))Γ = πΓ2!(πΓ∗1 (PΓ)⊗ χΓ∗(L)).
Hence by the projection formula we obtain
{Θ(P),Q′} =
∑
j
dim H2dim Γ/Gγ−j
(
πΓ∗1 (PΓ)⊗ χΓ∗(L)⊗ πΓ∗2 (Q′Γ)
)
.
Starting from the r.h.s of (3.28) would yield the same expression. This proves (3.28).
Let us turn to the compatibility between Θ and the restriction functor ∆α,β . For this,
we consider the following commutative diagram :
(3.29)
Eα × Eβ Fκoo ι // Eγ
(Eα × Eβ)× (E′α × E′β)
π′1
OO
π′2

F × (E′α × E′β)κ˙oo
π˙1
OO
F × F ′φoo ψ // Eγ × F ′ ι˙ //
π˙2

Eγ × E′γ
π1
OO
π2

E′α × E′β F ′κ
′
oo ι
′
// E′γ
where all the products are understood to be over the base Eγ,0 or Eα,0 × Eβ,0, and all
the maps are the obvious ones; κ, κ′, κ˙ and φ, as well as π1, π′1, π˙1, π2, π
′
2, π˙2 are vector
bundles; ψ, ι, ι′, ι˙ are closed embeddings. We denote by dX the rank of the vector bundle
X (for X one of the above). Note that the two square diagrams in (3.29) are cartesian.
The local system L on k gives rise via pullbacks by χγ and χα × χβ to local systems Lγ
and Lα,β on Eγ × E′γ and (Eα × Eβ)× (E′α × E′β) respectively.
Now let P ∈ DbGγ (Eγ)ss. We have by definition
∆α,β(Θ(P)) = κ
′
!(ι
′)∗π2!
(
π∗1(P)⊗ Lγ
)
[−〈α, β〉~Q′ + dπ1 ]
= κ′!π˙2!ι˙
∗(π∗1(P)⊗ Lγ)[−〈α, β〉~Q′ + dπ1 ]
= κ′!π˙2!
(
ι˙∗π∗1(P)⊗ ι˙∗(Lγ)
)
[−〈α, β〉~Q′ + dπ1 ].
(3.30)
We will now show that the relevant information concerning the local system ι˙∗(L) on
Eγ × F ′ is in a certain sense supported on F × F ′. Set
Z = {0} × (κ′)−1({0} × {0}) ⊂ F × F ′.
Thus
Z =
{
(0, x′), x′ = (x′h)h∈J | x′(Vβ) = 0, x′(Vγ) ⊂ Vβ
}
.
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The map χγ ι˙ : Eγ × F ′ → k restricts to an affine map on each of the affine subspaces
(x, x′) + Z. This restriction is constant if and only if (x, x′) ∈ F × F ′. Let us denote
by ρ : Eγ × F ′ → Eγ × F ′/Z the quotient map and by ρ◦ the restriction of ρ to the
complement (Eγ × F ′)◦ of F × F ′ in Eγ × F ′. By the above argument and Lemma 3.15
below we have
(3.31) ρ◦! (ι˙
∗(Lγ)) = 0.
The closed embedding ψ : F ×F ′ →֒ Eγ ×F ′ and the open embedding of the complement
ψ◦ : (Eγ × F ′)◦ →֒ Eγ × F ′ determine a distinguished triangle
ψ◦! ψ
◦∗(ι˙∗(Lγ)) // ι˙∗(Lγ) // ψ!ψ∗(ι˙∗(Lγ)) [1] //
Applying the functor ρ! to the above triangle and using (3.31) yields ρ!
(
ι˙∗(Lγ)
)
= ρ!
(
ψ!ψ
∗ι˙∗(Lγ)
)
.
Since κ′π˙2 factors through ρ we obtain
κ′!π˙2!
(
ι˙∗(Lγ)
)
= κ′!π˙2!
(
ψ!ψ
∗ι˙∗(Lγ)
)
and finally
(3.32) κ′!π˙2!
(
ι˙∗π∗1(P)⊗ ι˙∗(Lγ)
)
= κ′!π˙2!
(
ι˙∗π∗1(P)⊗ ψ!ψ∗ ι˙∗(Lγ)
)
.
Using (3.32) we get
κ′!π˙2!
(
ι˙∗π∗1(P)⊗ ι˙∗(L)
)
= κ′!π˙2!
(
ι˙∗π∗1(P)⊗ ψ!ψ∗ι˙∗(Lγ)
)
= κ′!π˙2!
(
ι˙∗π∗1(P)⊗ ψ!φ∗κ˙∗(Lα,β)
)
= κ′!π˙2!ψ!
(
ψ∗ι˙∗π∗1(P)⊗ φ∗κ˙∗(Lα,β)
)
= π′2!κ˙!φ!
(
φ∗π˙∗1ι
∗(P)⊗ φ∗κ˙∗(Lα,β)
)
= π′2!
(
κ˙!φ!φ
∗π˙∗1ι
∗(P)⊗⊗Lα,β
)
= π′2!
(
κ˙!π˙
∗
1ι
∗(P)⊗⊗Lα,β
)
[−2dφ]
= π′2!
(
(π′1)
∗κ!ι∗(P)⊗⊗Lα,β
)
[−2dφ]
= π′2!
(
(π′1)
∗∆α,β(P)⊗⊗Lα,β
)
[−2dφ + 〈α, β〉~Q]
= Θ⊗Θ(∆α,β(P))[2dφ + 〈α, β〉~Q − dπ′1 ].
(3.33)
In the above we have used the projection formula and the fact that φ is a vector bundle,
so that φ!φ
∗ = [−2dφ]. The equality Θ⊗Θ(∆α,β(P)) ≃ ∆α,β(Θ(P)) follows from (3.30),
(3.33) and the easily checked identity −2dφ + 〈α, β〉~Q − 〈α, β〉~Q′ + dπ1 − dπ′1 = 0.
It remains to show the compatibility of the Fourier-Deligne transform with the induction
functor mα,β . For P ∈ DbGα(Eα)ss,Q ∈ DbGβ(Eβ)ss and any R ∈ DbGγ (E′γ)ss it holds
{Θ(P ⋆Q),R} = {P ⋆Q,Θ′(R)}
= {P⊠Q,∆α,β
(
Θ′(R)
)}
= {P⊠Q,Θ′ ⊗Θ′(∆α,β(R))}
= {Θ(P)⊠Θ(Q),∆α,β(R)}
= {Θ(P) ⋆Θ(Q),R}.
The result follows from the nondegeneracy of the pairing { , } (see Proposition 1.14).
Proposition 3.14 is proved. X
In the course of the proof, we have used the observation :
Lemma 3.15. Let h : kn → k be a nonconstant affine map. Then H∗c (kn, h∗L) = 0.
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Proof. Indeed, if π : k → {pt} denotes the projection to a point, we have
H∗c (k
n, h∗L) = π!h!h∗L = π!L[−2(n− 1)] = H∗−2(n−1)c (k,L) = 0.
X
We sum up the important consequences of Proposition 3.14 in the following
Corollary 3.16. The Fourier-Deligne transform restricts to an equivalence Q ~Q
∼→ Q ~Q′ ,
sets up a bijection P ~Q ↔ P ~Q′ , and for any simple dimension vectors α1, . . . , αn we have
(3.34) Θ(L
~Q
α1,...,αn) = L
~Q′
α1,...,αn .
Moreover, the map bP 7→ bΘ(P) defines an isomorphism of (co)algebras
Θ : K~Q
∼→ K~Q′ .
Proof. It is clear that Θ(1ǫi) = 1ǫi for all vertices i ∈ I. Equation (3.34) follows by
Proposition 3.14. Since Θ is additive and maps perverse sheaves to perverse sheaves, it
induces a bijection between the simple summands of the Lusztig sheaves for ~Q and ~Q′.
All the other assertions of the Corollary now follow from Proposition 3.14. X
To finish, we observe that
Lemma 3.17. For any P ∈ Q ~Q we have Θ′ ◦Θ(P) ≃ P.
Proof. The Fourier inversion formula givesΘ′◦Θ(P) = j∗(P) where j is the multiplication
by −1 along the fibers of π1 : Eγ → Eγ,0. It is easy to check from the constructions that
any Lusztig sheaf Lα1,...,αn is equivariant with respect to the action
(k∗)H × Eγ → Eγ
(uh)h × (xh)h 7→ (uhxh)h
Since (k∗)H is connected, any simple direct summand P of Lα1,...,αn is also (k
∗)H -equivariant.
In particular, j∗(P) ≃ P. This proves the Lemma. X
Example 3.18. Let ~Q be the Kronecker quiver of Example 2.28 and consider the dimen-
sion vector γ = 2δ. There are 6 simple perverse sheaves in Pγ~Q, namely{
12δ = IC(U2δ,Ltriv), IC(U2δ,Lsign), IC(SP1,22⊕I1),
IC(SP2⊕I12,2), IC(SP2,1,I1), IC({0}) = Ql{0}
}
.
Let us use the Fourier-Deligne transform to reverse both arrows. Of course, we will get
a quiver ~Q′ isomorphic to the original one, with vertices exchanged. So we may write
Pγ~Q′ =
{
IC(U2δ,Ltriv)′, . . .
}
. We claim that the bijection Θ : Pγ~Q ↔ P
γ
~Q′
is the following :
IC(U2δ,Ltriv) = 12δ ↔ IC({0})′ = Ql′{0}
IC(U2δ,Lsign)↔ IC(SP1,1,I2)′
IC(SP1,22⊕I1)↔ IC(SP1⊕I1,22 )′
IC(SP2⊕I12,2)↔ IC(SP12,2⊕I2)′
IC(SP2,1,I1)↔ IC(U2δ,Lsign)′
IC({0}) = Ql{0} ↔ IC(U2δ,Ltriv)′ = 1′2δ.
(3.35)
Indeed, we have (see Example 2.5.)
Θ(12δ) = Θ
(
L
~Q
2ǫ1,2ǫ2
)
= L
~Q′
2ǫ1,2ǫ2
= Ql
′
{0}.
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This gives the first line of (3.35). Next, some simple support considerations show that
L
~Q
ǫ2,ǫ1,ǫ2,ǫ1 = IC(SP2,1,I1)⊕ T where T ≃ Ql{0} ⊗V for some complex of Ql-vector spaces
V. On the other hand, by Example 2.28,
L
~Q′
ǫ2,ǫ1,ǫ2,ǫ1 = L
~Q′
δ,δ = IC(U2δ,Ltriv)′ ⊕ IC(U2δ,Lsign)′ ⊕ S′
for some complex S′ supported on the irregular locus. It follows that Θ(IC(SP2,1,I1)) =
IC(U2δ,Lsign)′ (and also that S′ = 0,T = Ql{0}). This gives the second line of (3.35).
Finally, let us consider the Lusztig sheaf Lǫ1,2ǫ2,ǫ1 . Again for some reasons of support, we
have
L
~Q
ǫ1,2ǫ2,ǫ1
= IC(SP1,22⊕I1)⊕ (IC(SP2,1,I1)⊗ V1)⊕ (IC({0})⊗ V2)
for some complexes V1,V2. Similarly,
L
~Q′
ǫ1,2ǫ2,ǫ1
= IC(SP1⊕I1,22 )
′ ⊕ (IC(SP1,1,I2)′ ⊗ V′1)⊕ (IC({0})′ ⊗ V′2).
Applying Θ and using the first two lines of (3.35) we see that the only possibility is that
V1 = V
′
1 = V2 = V
′
2 = 0, and that Θ
(
IC(SP1,22⊕I1)
)
= IC(SP1⊕I1,22 )
′. The last three
lines of (3.35) are obtained by symmetry.
What this example shows is that the Fourier-Deligne transform acts in a very nontrivial
manner on the set of simple perverse sheaves : for instance, IC(U2δ,Lsign) –whose support
is the whole space E2δ– gets mapped to the perverse sheaf IC(SP1,1,I2)
′ whose support
is a proper subset of E2δ. This kind of simplification is crucial in the proof of Lusztig’s
Theorem 3.6. △
3.5. Proof of Lusztig’s theorem.
We are now ready to give the proofs of the various theorems announced in Sections 3.1
and 3.2. We will first state (and prove !) a key reduction lemma. For this, let us assume
given a quiver ~Q with a sink i ∈ I (i.e., a vertex from which no oriented edge leaves).
t t
t t t
i
✕
✁
✁
✁
✁ ❆
❆
❆
❆
❯ ☛
✁
✁
✁
✁
✲ ✲
✲
~Q =
We introduce some partition of the sets Pγ as follows. For d ∈ N and γ ∈ NI , let
Ei;dγ ⊂ Eγ be the Gγ-invariant locally closed subset defined by the following condition :
Ei;dγ =
{
x ∈ Eγ | codim(Vγ)i
(
Im(
⊕
h,t(h)=i
xh)
)
= d
}
.
Each Ei;dγ is locally closed and E
i;≥d
γ =
⊔
d′≥dE
i;d′
γ is closed. Observe that E
i;0
γ is open,
and that more generally, Ei,dγ is open in E
i,≥d
γ . For any P ∈ Pγ there is a unique integer
d for which
(3.36) supp P ∈ Ei;≥dγ , supp P 6∈ Ei;≥d+1γ .
For a fixed d, we denote by Pγi;d the subset of Pγ consisting of elements satisfying (3.36).
We also define Pγi;≥d in the obvious way. We have
Pγ =
⊔
d
Pγi;d.
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Let us split the set Irr ~Q of indecomposable representations of ~Q into {Si}∪Irr′ ~Q where
Irr′ ~Q = Irr ~Q\{Si}. We also let Repi ~Q be the full subcategory of Rep ~Q whose objects
are isomorphic to S⊕li for some l; likewise, we define Rep
′ ~Q to be the full subcategory of
Rep ~Q whose objects are direct sums of indecomposables in Irr′ ~Q. Note that, because i
is a sink,
(3.37) Hom(M,N) = Ext1(N,M) = {0} ∀ N ∈ Repi ~Q,M ∈ Rep′ ~Q.
Indeed, it is enough to check (3.37) for an indecomposable M 6= Si and N = Si, in which
case it is obvious. The subsets Ei;dγ admit a clear interpretation in terms of Rep
i ~Q and
Rep′ ~Q :
Ei;dγ =
{
x ∈ Eγ |Mx ≃ S⊕di ⊕M ′, M ′ ∈ Rep′ ~Q
}
.
We are, by (3.37), in the situation of Remark 2.13. In particular, we have
Ei;dγ ≃ κ−1(Ei;ddǫi × E
i;0
γ−dǫi) ×Pdǫi,γ−dǫi
Gγ
= ({pt} × Ei;0γ−dǫi) ×Pdǫi,γ−dǫi
Gγ
= Ei;0γ−dǫi ×Pdǫi,γ−dǫi
Gγ
(3.38)
(this can also be seen directly). It follows that each Ei;dγ is smooth. Let j
i;d
γ : E
i;d
γ → Eγ
denote the inclusion. By definition, if P ∈ Pγi;d then (ji;dγ )∗P is a simple perverse sheaf on
Ei;dγ . Because of (3.38) there is an equivalence
r# : D
b
Gγ (E
i;d
γ )
∼→ DbGγ−dǫi (E
i;0
γ−dǫi).
Lemma 3.19. Using the above notation, if P ∈ Pγi;d and R = (ji;0γ−dǫi)∗!(r#P) then
(3.39) ∆dǫi,γ−dǫi(P) ≃
(
1dǫi ⊠ R
)⊕Q
where supp Q ⊂ Edǫi × Ei,≥1γ−dǫi; similarly,
(3.40) mdǫi,γ−dǫi(1dǫi ⊠ R) ≃ P⊕ T
where supp T ∈ Ei;≥d+1γ .
Proof. This is a direct application of Remark 2.13 ii) and iii). Note that for any represen-
tation Mx with x ∈ Ei;dγ there exists a unique submodule M ′ ⊂ Mx with M ′ ∈ Rep′ ~Q,
namely
M ′ =
⊕
j 6=i
(Vγ)j ⊕ Im
( ⊕
h,t(h)=i
xh
)
.
Note also that since Q ~Q is stable under ∆ and m we have R,Q,T ∈ Q ~Q. X
Proof of Theorem 3.6. Let ~Q be an arbitrary quiver (as in Section 1.1.). By Section 3.2
there is a morphism of algebras and coalgebras Φ : UZν (b
′
+)→ K˜~Q.
We first show that Φ is injective. Let {{ , }} = Φ∗{ , } be the pairing onUZν (b′+) pulled
back of { , } via Φ. It is a Hopf pairing. Moreover, by (3.2), (3.8) and (3.16) we have
{{Ei, Ej}} = δi,j
1− ν−2 = (Ei, Ej), {{Ki,Kj}} = ν
aij = (Ki,Kj)
where ( , ) stands for Drinfeld’s pairing. A homogeneous Hopf scalar product on UZν (b
′
+)
is uniquely determined by its values on generators –this is a consequence of the Hopf
property. This means that ( , ) = {{ , }}. But then
(Ker Φ) ∩UZν (n+) ⊂ (Ker {{ , }}) ∩UZν (n+) = (Ker ( , )) ∩UZν (n+) = 0
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i.e.the restriction of Φ to UZν (n+) is injective. This implies that Φ is injective since
UZν (b
′
+) ≃ UZν (n+)⊗K.
Let us now prove that Φ is surjective. Again, it is enough to restrict ourselves to
Φ : UZν (n+) → K~Q. Since the image of Φ is spanned by monomials Φ(E(n1)i1 · · ·E
(nl)
il
) =
Ln1ǫi1 ,...,nlǫil , this amounts to showing that K~Q is linearly spanned (over Z[v, v−1]) by
classes of Lusztig sheaves. We will prove this by induction on the dimension vector γ.
If γ ∈ {nǫi}i∈I,n∈N is simple then Pγ = {1nǫi} and b1nǫi = Φ(E
(n)
i ). Fix a γ ∈ NI
not of the above form, and let us assume that Kα ⊂ Im Φ for any α < γ. The main
idea here is to consider not just ~Q but all of the orientations of the underlying graph
of ~Q simultaneously. Any two such orientations ~Q, ~Q′ are related by a Fourier-Deligne
transformΘ : K~Q
∼→ K~Q′ , which is a ring homomorphism and which preserves the Lusztig
sheaves (see corollary 3.16). In other words, there is a commutative diagram
UZν (n+)
Φ~Q //
Φ~Q′ ##G
GG
GG
GG
GG
K~Q
Θ

K~Q′
Then of course an element bP belongs to Im Φ~Q if and only if bΘ(P) belongs to Im Φ~Q′ .
Fox a vertex i ∈ I and let us now choose an orientation ~Q′ for which i is a sink. Let
P ∈ Pγ~Q′,i;d with d ≥ 1. Lemma 3.19 furnishes a simple perverse sheaf R on Eγ−dǫi such
that
(3.41) ∆dǫi,γ−dǫi(P) ≃
(
1dǫi ⊠ R
)⊕Q
where supp Q ⊂ Edǫi × Ei,≥1γ−dǫi and
(3.42) 1dǫi ⋆ R ≃ P⊕ T
where supp T ∈ Ei;≥d+1γ . Since R ∈ Q ~Q we have by construction R ∈ Pγ−dǫi~Q′,i;0 . In K~Q′ ,
(3.42) may be written as
bP = b1dǫibR − bT.
We have b
1dǫi
= Φ(E
(d)
i ) and by our induction hypothesis bR ∈ Im Φ~Q′ so that b1dǫibR ∈
Im Φ~Q′ . Arguing by descending induction on d, we may assume that bT ∈ Im Φ~Q′ as
well (here we use the obvious fact that Ei;dγ = ∅ for d > (γ)i ). Thus bP ∈ Im Φ~Q′ . To
sum up, we have shown that bP is in the image of Φ~Q′ for any reorientation
~Q′ of ~Q with
a sink at a vertex i, and any P ∈ Pγ~Q′,i,≥1.
We claim that, modulo the isomorphisms provided by the Fourier-Deligne transforms,
this covers all the cases. Indeed, let P be any element of Pγ~Q. By construction, P ⊂
L
~Q
ǫi1 ,...,ǫil
for some sequence of vertices (i1, . . . , il). Choose ~Q
′ in which i1 is a sink. Then
Θ(P) ⊂ Θ(L ~Qǫi1 ,...,ǫil ) = L
~Q′
ǫi1 ,...,ǫil
. It is easy to see that supp L
~Q′
ǫi1 ,...,ǫil
⊂ Ei1,≥1γ and
hence Θ(P) ∈ Pγ~Q′,i1,≥1 as wanted. We have shown that K
γ ⊂ Im Φ and hence that Φ is
surjective. This finishes the proof of Theorem 3.6. X
Proof of Theorem 3.7. This is a direct consequence of the existence of the Fourier-Deligne
transform and of its properties (see Corollary 3.16). Let ~Q, ~Q′ be two orientations of the
same graph, and let Φ : UZν (n+)
∼→ K~Q,Φ′ : UZν (n+)
∼→ K~Q′ be the two isomorphisms
provided by Theorem 3.6. Let also Θ : K~Q
∼→ K~Q′ be the isomorphism coming from the
Fourier-Deligne transform (see Corollary 3.16). We have, for any vertex i and any n ≥ 1
(Φ′)−1ΘΦ(E(n)i ) = (Φ
′)−1Θ(b
1nǫi
) = (Φ′)−1(b
1nǫi
) = E
(n)
i .
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This implies that the following diagram of isomorphisms is commutative :
UZν (n+)
Id

Φ // K~Q
Θ

UZν (n+)
Φ′ // K~Q′
In particular, (Φ′)−1({bP |P ∈ P ~Q′}) = Φ−1Θ−1({bP |P ∈ P ~Q}). Since by Corollary 3.16
Θ induces a bijection between P ~Q and P ~Q′ we have Θ−1({bP |P ∈ P ~Q′}) = {bP |P ∈ P ~Q}
from which we finally get
B′ = (Φ′)−1({bP |P ∈ P ~Q′}) = (Φ)−1({bP |P ∈ P ~Q}) = B
as wanted. X
Proof of Proposition 3.3. The proof follows the same lines as that of Theorem 3.6. We
argue by induction on the dimension vector γ, and use the Fourier-Deligne transform to
reduce ourselves to some P ∈ Pγ~Q′,i;d with d ≥ 1. Then from
1dǫi ⋆ R = P⊕ T
and D1dǫi = 1dǫi, DR = R we deduce that D(P ⊕ T) = P ⊕ T and finally, using the
support condition on T, that DP = P. Note that Verdier duality almost commutes with
Fourier-Deligne transforms (see Theorem 3.13). X
Proof of Theorem 3.9. Let λ be integral antidominant. The annihilator of the lowest
weight vector vλ in U
Z
v (n+) is the left ideal generated by the elements {E((λ,ǫi))i | i ∈ I}.
It is therefore enough to prove that for any k ∈ N and any i ∈ I, there is a subset Bi,≥k
of B such that
UZν (n+)E
(k)
i =
⊕
b∈Bi,≥k
Z[ν, ν−1]b.
Indeed, setting Bλ = B\
⋃
iBi,≥(λ,ǫi) we will have b · vλ = 0 if b 6∈ Bλ while{
b · vλ | b ∈ Bλ
}
is a Z[ν, ν−1]-basis of Vλ.
Now let ~Q be a quiver associated to g, which we may choose to be a source at the
vertex i. We set
Ei;dγ =
{
x ∈ Eγ | dim
(
Ker(
⊕
h,s(h)=i
xh)
)
= d
}
.
Again, Ei;dγ is smooth, locally closed, and E
i;≥d
γ =
⊔
d′>dE
i;d′
γ is closed in Eγ . In a way
entirely similar to the case of a sink we may define a partition Pγ = ⊔d Pγi;d (using (3.36)),
an equivalence r# : D
b
Gγ
(Ei;dγ )
∼→ DbGγ−dǫi (E
i;0
γ−dǫi) (using (3.38)), and we have
Lemma 3.20. If P ∈ Pγi;d and R = (ji;0γ−dǫi)∗!(r#P) then
(3.43) ∆γ−dǫi,dǫi(P) ≃
(
R⊠ 1dǫi
)⊕Q
where supp Q ⊂ Ei,≥1γ−dǫi × Edǫi ; similarly,
(3.44) mγ−dǫi,dǫi(R⊠ 1dǫi) ≃ P⊕ T
where supp T ∈ Ei;≥d+1γ .
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We claim that the set Bi,≥k =
{
Φ−1(bP) | P ∈
⊔
γ Pγi;≥k
}
fits our needs. To see this,
observe that by Lemma 3.20 we have supp(R ⋆ 1kǫi) ⊂ Ei;≥kγ for any T ∈ Pγ−kǫi , and
hence
bRb1kǫi ⊂
⊕
S∈Pγ
i;≥k
Z[v, v−1]bS,
which implies that UZν (n+)E
(k)
i ⊂
⊕
b∈Bi;≥k Z[ν, ν
−1]b. To get the reverse inclusion, we
argue by induction. Fix a dimension vector γ, a perverse sheaf P ∈ Pγi;d with d ≥ k, and
assume that Ψ−1(bT) ∈ UZν (n+)E(k)i for any T ∈ Pγi;≥d+1. By Lemma 3.20 again, there
exists a complex R ∈ Qγ−dǫi such that R ⋆ 1dǫi ≃ P ⊕ T where supp(T) ⊂ Ei;≥d+1γ . By
the induction hypothesis, Ψ−1(bT) ∈ UZν (n+)E(k)i , from which we deduce that Ψ−1(bR) ∈
UZν (n+)E
(k)
i as well. We are done. X
To conclude this Section, we draw one final important consequence of Theorem 3.6.
Corollary 3.21. The (co)algebra K˜~Q is a bialgebra, i.e., for any u, v ∈ K˜~Q we have
∆(uv) = ∆(u)∆(v).
Equivalently, K~Q is a twisted bialgebra (see [S2, Lecture 1] ). Of course, Corollary 3.21
directly follows from the identification UZν (b
′
+) ≃ K˜~Q. But it also follows from the fact
(proved in this section) that K~Q is linearly generated by the classes of Lusztig sheaves
together with Lemma 1.12.
Indeed, in the notations of (1.30) we have, for any two collections α′ = (α′1, . . . , α
′
n), α
′′ =
(α′′1 , . . . , α
′′
m) of simple dimension vectors,
∆(bLα′ · bLα′′ ) = ∆(bLα′
1
,...,α′n,α
′′
1
,...,α′′m
)
=
∑
β,γ
vdβ,γbLβkwt(γ) ⊗ bLγ
=
( ∑
β′,γ′
v
dβ′,γ′bLβ′kwt(γ′) ⊗ bLγ′
)( ∑
β′′,γ′′
v
dβ′′,γ′′bLβ′′kwt(γ′′) ⊗ bLγ′′
)
= ∆(bLα′ )∆(bLα′′ )
where β = (β1, . . . , βn+m), γ = (γ1, . . . , γn+m) run among the set of tuples of simple
dimension vectors satisfying
βi + γi = α
′
i, for i = 1, . . . , n,
βn+i + γn+i = α
′′
i , for i = 1, . . . ,m,
where β′i = βi, γ
′
i = γi for i = 1, . . . , n and β
′′
i = βi+n, γ
′′
i = γi+n for i = 1, . . . ,m, and
where we have used the identity
dβ,γ = dβ′,γ′ + dβ′′,γ′′ − (wt(γ ′), wt(β′′)).
3.6. The Lusztig graph.
The reduction process used in the proof of Theorem 3.6 may be encoded in a nice
and compact fashion as a colored graph in the following way. Let i ∈ I be a vertex.
Let us choose a reorientation ~Q′ of ~Q for which i is a sink, and let Θ = Pγ~Q
∼→ Pγ~Q′ be
the corresponding Fourier-Deligne isomorphism. Lemma 3.19 sets up a bijection ri;dγ :
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Pγ~Q′,i;d
∼→ Pγ−dǫi~Q′,i;0 for any γ ∈ NI and any d ≥ 0. We use these to define a map f
#
i : Pγ~Q′ →
Pγ−ǫi~Q′ ∪ {0} by
f#i (Q) =
{{0} if Q ∈ Pγ~Q′,i;0,
(ri;d−1γ−dǫi)
−1 ◦ ri;dγ (Q) if Q ∈ Pγ~Q′,i;d with d ≥ 1.
and a map e#i : Pγ~Q′ → P
γ+ǫi
~Q′
by
e#i (Q) = (r
i;d+1
γ−dǫi)
−1 ◦ ri;dγ (Q) if Q ∈ Pγ~Q′,i;d
Note that the map e#i is the inverse of f
#
i ; that is we have e
#
i (P) = P
′ if f#i (P
′) = P.
We also denote by the same letter f#i : Pγ~Q → P
γ−ǫi
~Q
∪ {0} the map obtained by transport
de structure via Θ, Θ′, and likewise for e#i . This notation is justified by the fact f
#
i , e
#
i
thus defined are independent of the choice of ~Q′. Indeed, any two orientations ~Q′, ~Q′′ for
which i is a sink are related by a Fourier-Deligne transform which fixes any arrow adjacent
to i. In particular, the subsets Ei;dγ are invariant under these Fourier-Deligne transforms,
and the maps ri;dγ are unambiguously determined by (3.39) and (3.40).
The collection of maps e#i , f
#
i for all i ∈ I define an I-colored graph C ~Q whose vertex
set is P ~Q. We (not very originally) call this graph the Lusztig graph of ~Q or B. It is by
construction invariant under Fourier-Deligne transforms.
Example 3.22. We continue with the Kronecker quiver with its two orientations ~Q, ~Q′,
and the dimension vector γ = 2δ (see Example 3.18). The partitions of Pγ~Q,P
γ
~Q′
are as
follows :
Pγ~Q,2;2 =
{
IC({0})},
Pγ~Q,2;1 =
{
IC(SP2⊕I12,2), IC(SP2,1,I1)
}
Pγ~Q,2;0 =
{
IC(U2δ,Ltriv), IC(U2δ,Lsign), IC(SP1,22⊕I1)
}
,
and
Pγ~Q′,1;2 =
{
IC({0})′},
Pγ~Q′,1;1 =
{
IC(SP1⊕I1,22 )
′, IC(SP1,1,I2)
′}
Pγ~Q′,1;0 =
{
IC(U2δ,Ltriv)′, IC(U2δ,Lsign)′, IC(SP12 ,2⊕I2)′
}
.
Comparing with Example 3.18, we see that the Fourier-Deligne transforms exchange
Pγ~Q,2;≥1 with P
γ
~Q′,1;0
and Pγ~Q,2;0 with P
γ
~Q′,1;≥1.
The piece of the Lusztig graph C ~Q in dimensions up to 2δ is as follows (we only draw
the e#i s since the f
#
i s are just obtained by reversing the arrows) :
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❡
❡
❡
❡
❡
❡
e#2 e
#
1
e#2 e
#
1 e
#
1e
#
2
e#2e
#
1
e#1e
#
2
e#1 e
#
2
e#1 e
#
2
e#1 e
#
2
e#2 e
#
1
✪
✪
✪
✪
✪
✪❪ ✣
❜
❜
❜
❜
❜
❜
❜
❜
❜
❜
✧
✧
✧
✧
✧
✧
✧
✧
✧
✧❨ ✯
✻ ✻
✻ ✻
✻ ✻
✻ ✻
✻ ✻
✻ ✻
❝
❝
❝
❝
❝
★
★
★
★
★■ ✒
IC({0}0)
IC({0}ǫ2) IC({0}ǫ1)
IC({0}2ǫ2) IC(S0,1,0) IC({0}δ) IC({0}2ǫ1)
IC(SP2,1,0) IC(S0,1,I1)
IC(U2δ,Lsign) IC(SP2,1,I1)
IC(SP1,22 ) IC(SI12 ,2) IC({0}δ+ǫ2) IC({0}δ+ǫ1)
IC(U2δ,Ltriv) IC(SP2,0,I12,2) IC(SP1,22 ,0,I1) IC({0}2δ)
In this particular case, C ~Q is a tree. Of course, this is not true in general ! △
3.7. The trace map and purity.
Let ~Q be a quiver as in Section 1.1. We will now take into account some finer structure
of the perverse sheaves in P ~Q. Recall that we are working over the algebraic closure k = Fq
of the finite field Fq. However, all the spaces used in the construction of the category Q ~Q
and all the maps between these spaces are defined over Fq. If X is such a space then we
denote by X0 the corresponding Fq-space, so that X = X
0⊗k. For instance V 0α =
⊕
i F
αi
q ,
E0α =
⊕
h∈H
Hom
(
F
αs(h)
q ,F
αt(h)
q
)
,
E0α,β =
{
(y,W ) | y ∈ E0α+β ;W ⊂ V 0α+β , dim W = β; y(W ) ⊂W
}
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and
G0γ =
∏
i
GL(αi,Fq).
We will apply the same notational rule to maps between spaces X0, Y 0 and the induced
maps between spaces X,Y . There is a Galois action of Gal(k/Fq) on X . Let F ∈
Gal(k/Fq) be the geometric Frobenius. Then X
F = X0.
Recall that a Weil structure on a constructible complex P over X is an isomorphism
j : P
∼→ F ∗P. A Weil complex is a pair (P, j) as above. The set of Weil complexes
form a triangulated category in which the usual functors of pullback, pushforward, tensor
products, etc. exist. Again, [KW] is a good source for these technical matters.
If (P, j) is a Weil complex and if x0 ∈ X0(Fq) is an Fq-rational point of X0 then there
is an action of F on the stalk of P|x0 of P at x0. The trace of (P, j) is defined to be the
C-valued function
Tr(P) : X0(Fq)→ C
x0 7→
∑
i
(−1)iTr(F,Hi(P)|x0).(3.45)
In the above, we have fixed once and for all an identification Ql
∼→ C. For n ∈ Z we
let Ql(n/2) denote the Tate twist for n ∈ Z. It is the constant complex (over the point)
with the Weil structure j : Ql(n/2)
∼→ F ∗Ql(n/2) so that Tr(Ql(n)) = q−n/2. We write
(n/2) instead of ⊗Ql(n/2). Thus Tr(P(n/2)) = √qnTr(P).When taking into account
Frobenius actions, we always add a Tate twist (n/2) to a shift [n] in the derived category
of constructible sheaves over X . For instance, using the notation of Section 1.3., the
induction and restriction functors are given by formulas
m(P) = q!r#p
∗(P)[dim p](dim p/2)
∆(P) = κ!ι
∗(P)[−〈α, β〉](−〈α, β〉/2).
We refer to [KW] for the notions of pure, mixed, and pointwise pure (Weil) complexes.
Proposition 3.23 (Lusztig). All the simple perverse sheaves P ∈ P ~Q posses a (canonical)
Weil structure, making them pure of weight zero.
Proof. The Lusztig sheaves Lα = qα!(QlEα) have an obvious Weil structure (coming
from that of the constant sheaf QlEα) . Moreover, they are pure of weight zero by
Deligne’s Theorem since qα is proper. More generally, if two complexes P
′,P′′ possess
Weil structures, then these induce one on P′ ⋆ P′′; it is pure of weight zero if P′,P′′ are.
Let us fix a dimension vector γ and a perverse sheaf P ∈ Pγ . As in the proof of
Theorem 3.6, we may assume that P ∈ Pγi;d with d ≥ 1 for some i ∈ I. Arguing by
induction, we may in addition assume that all S ∈ Pγ′ with γ′ < γ, as well as all
S ∈ Pγi;≥d+1 posses fixed Weil structures, and are pure of weight zero. By Lemma 3.19,
there exists R ∈ Qγ−dǫi such that 1dǫi ⋆ R = P⊕ T, where supp T ⊂ Ei;≥d+1γ . It is clear
that 1dǫi has a Weil structure and is pure of weight zero, and by our assumptions the
same holds for R and T. It follows that the isotypical component P of 1dǫi ⋆ R also has
such a Weil structure, and is pure of weight zero. X
Let P′,P′′ ∈ P ~Q and let us write
P′ ⋆ P′′ =
⊕
P
MPP′,P′′ ⊗ P
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where MPP′,P′′ = Hom(P,P
′ ⋆P′′) is the multiplicity complex. By Proposition 3.23, MPP′,P′′
has a Weil structure for which it is pure of weight zero. This means that the Frobenius
eigenvalues of Hi(MPP′,P′′) are all algebraic numbers of absolute value
√
qi.
In a similar fashion, we may write
∆(P) =
⊕
P′,P′′
NP
′,P′′
P ⊗ (P′ ⊠ P′′)
for some multiplicity complex NP
′,P′′
P . Note that (because the definition of the restriction
functor involves a pushforward by a non proper map), the complex NP
′,P′′
P is mixed,
but not pure of weight zero in general10. This means that the Frobenius eigenvalues of
Hi(NP
′,P′′
P ) are algebraic numbers of absolute value belonging to
√
qZ.
We may now define an algebra and a coalgebra U ~Q as follows : as a vector space
U ~Q =
⊕
γ
Uγ ,
Uγ =
⊕
P∈Pγ
CbP ;
the multiplication and comultiplication are given by
bP′ · bP′′ =
∑
P
Tr(MPP′,P′′)bP
∆(bP) =
∑
P′,P′′
Tr(NP
′,P′′
P )bP′ ⊗ bP′′ .
It is easy to check that these operations are (co)associative. The same arguments as in
the proof of Theorem 3.6 show that U ~Q is generated by {b1ǫi | i ∈ I} (it is not necessary
to consider the divided powers b
1dǫi
here since U ~Q is defined over C).
Let H ~Q be the Hall algebra of the category RepFq
~Q (see [S2]). The definition of H ~Q
requires a choice of a square root ν of q. It will be convenient11 to choose ν = −√q.
Recall that as a vector space,
H ~Q =
⊕
γ
CG0γ [E
0
γ(Fq)]
where CG0γ [E
0
γ(Fq)] denotes the set of G
0
γ-invariant C-valued functions on E
0
γ(Fq). The
multiplication and comultiplication in H ~Q may be written as
(3.46) mα,β(f ⊗ g) = ν〈α,β〉q0! r0#(p0)∗(f ⊠ g),
(3.47) ∆α,β(h) = ν
〈α,β〉−2Pi αiβiκ0! (ι
0)∗(h)
where q0, r0#p
0, κ0, ι0 are the Fq-versions of the maps defined in Section 1.3. Note that
q0! , r
0
#, etc. stand for the standard pushforward or pullback operations on spaces of func-
tions on sets. The coincidence of (3.46) with the Hall multiplication as it is defined in [S2,
Lecture 1] is obvious. It is slightly less so for (3.47). We leave the details to the reader.
For any dimension vector α we denote by 1α ∈ H ~Q the constant function on E0α(Fq).
Let C~Q ⊂ H ~Q denote the composition subalgebra of H ~Q, generated by the functions
{1ǫi | i ∈ I}.
10see e.g. Lemma 1.12.
11the − sign is taken here to balance out the signs appearing in the definition of the trace map (3.45).
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Consider the C-linear map
tr : U ~Q → H ~Q
Uγ ∋ bP 7→ νdim GγTr(P).
(3.48)
For example, if 1γ belongs to Pγ then tr(b1γ ) = ν〈γ,γ〉1γ . This comes from Lemma 1.2.
Theorem 3.24 (Lusztig). The map tr is an isomorphism of algebra and coalgebras onto
C~Q.
Proof. Let us first check the compatibility of tr with the product. We have Tr ◦ p∗ =
(p0)∗ ◦ Tr and Tr ◦ r# = νdim rr0# ◦ Tr. Moreover, by Grothendieck’s trace formula, we
have Tr ◦ q! = q0! ◦ Tr. It follows that for P ∈ Pα,Q ∈ Pβ,
tr(bP) · tr(bQ) = νdim(Gα×Gβ)+〈α,β〉q0! r0#(p0)∗
(
Tr(P⊠Q)
)
= ν〈α,β〉Tr
(
q!r#p
∗(P⊠Q)
)
= νdim Gα+βTr
(
q!r#p
∗(P⊠Q)[dim p]
)
= νdim Gα+βTr(P ⋆Q)
= tr(bP · bQ)
The computation concerning the comultiplication is similar. We have Tr ◦ κ! = κ0! ◦ Tr
and Tr ◦ ι∗ = (ι0)∗ ◦ Tr. Therefore,
∆α,β
(
tr(bR)
)
= ν〈α,β〉−2
P
i αiβiκ0! (ι
0)∗
(
tr(R)
)
= ν〈α,β〉+dim(Gα×Gβ)−dim Gα+βκ0! (ι
0)∗
(
tr(R)
)
= ν〈α,β〉+dim(Gα×Gβ)κ0! (ι
0)∗
(
Tr(R)
)
= νdim(Gα×Gβ)Tr
(
κ!ι
∗(R)[−〈α, β〉])
= tr
(
∆α,β(bR)
)
.
We thus have a well-defined algebra morphism tr : U ~Q → H ~Q. Since U ~Q is generated
by b
1ǫi
for i ∈ I, the image of tr is equal to C~Q. By Ringel’s theorem, (see e.g. [S2,
Lecture 3]) C~Q ≃ Uν(n+). A comparison of graded dimensions now ensures that tr is an
isomorphism. X
It is interesting to compare Theorems 3.6 and 3.24 : both yield a realization of the
same quantum group in terms of an algebra built out of the perverse sheaves in P ~Q, but
the algebras in question U ~Q and K~Q are apparently very different. Namely, K~Q is an
algebra over Z[v, v−1] and the structure constants ignore any considerations of Frobenius
weights, while U ~Q is defined over C but takes into account the Frobenius action. Also,
U ~Q is related to the Hall algebra H ~Q while there are a priori no reason to expect such
a link for K~Q. The following deep (and difficult) theorem of Lusztig explains everything
(see [Lu10]) :
Theorem 3.25 (Lusztig). For any P,P′,P′′ ∈ P ~Q and any i ∈ Z, the Frobenius eigenval-
ues in Hi(MPP′,P′′) are all equal to
√
qi.
Let us pause to reflect a little on the above Theorem. It states that all the multiplicity
complexes, which typically encode the cohomology of the (potentially very singular) fibers
of the maps qα,β , have very special Frobenius eigenvalues (similar, say, to cohomology
of varieties admitting cell decompositions). Of course, we have checked this in a few
simple examples in Lecture 2, but Lusztig’s Theorem says that this holds for any quiver
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and any dimension vector. As a corollary of Theorem 3.25, we may identify U ~Q with
the specialization K~Q|v=−√q−1 via bP 7→ bP, and we obtain a commutative diagram of
isomorphisms
(3.49) K~Q|v=−√q−1 // U ~Q
tr

UZν (n+)|ν=−√q
Ψ
OO
Φ // C~Q
The isomorphism Φ : UZν (n+)|ν=−√q = U−√q(n+)
∼→ C~Q which appears here is slightly
renormalized from [S2, Theorem 3.16] : it is defined by Φ(Ei) = ν1ǫi(= ν[Si] in the
notations of [S2]12) for i ∈ I. One important consequence of (3.49) is that the elements of
the canonical basis B = {Ψ−1(bP) | P ∈ P ~Q} are realized, in the Hall algebra H~q, as the
traces of the simple perverse sheaves {P | P ∈ P ~Q} (again, up to a simple normalization).
As for the Frobenius eigenvalues of the simple perverse sheaves P ∈ P ~Q themselves, we
state the following result proved in [Lu10] :
Theorem 3.26 (Lusztig). Let ~Q be a finite type quiver. For any dimension vector γ, for
any P ∈ Pγ, for any x0 ∈ E0γ(Fq) and for any i ∈ Z, the Frobenius eigenvalues of Hi(P|x0)
are all equal to
√
qi.
The author strongly suspects that the same holds for affine quivers, and perhaps for
all other quivers as well.
Remark 3.27. In defining the Hall category Q ~Q we have chosen our ground field to be
k = Fq from the start and worked with Ql-coefficients. This was motivated by the desire
to have a natural trace morphism to the Hall algebra H ~Q, by passing to the finite field Fq
and using Frobenius eigenvalues. However, by Theorem 3.25, these Frobenius eigenvalues
are all trivial and we see, a posteriori, that we would have lost no information by working
over C, with C-coefficients and by defining Q ~Q and K~Q in the same way as was done
here (the arguments based on the Fourier-Deligne transform may be replaced by similar
arguments based on the Fourier-Sato transform (see e.g. [KS3])). General comparison
theorems (see [BBD]) ensure that we would in fact get equivalent Hall categories Q ~Q by
working over C.
12This renormalization comes from the (silly) fact that, in the ”stacky” sense, we have dim Mǫi =
dim {pt}/GL(1) = −1.
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Lecture 4.
This Lecture is devoted to a different aspect of the relationship between moduli spaces
of representations of quivers and (quantized) enveloping algebras. Namely, we now work
over the field of complex numbers C and instead of considering the moduli spaces M~Q
themselves, we consider the cotangent bundles13 T ∗M~Q; and rather than constructible (or
perverse) sheaves on M ~Q, we consider involutive (or Lagrangian) subvarieties in T ∗M~Q.
Presumably, any operation in the derived category Db(M ~Q) can be transposed to the
derived category Db(Coh(T ∗M~Q)), (or better yet, to the so-called Fukaya category of
T ∗M ~Q) via the fancy process of microlocalization (or of ”branification” , see [NZ]). Hence
one can hope to give a construction of the quantum enveloping algebra UZν (n+) as the
Grothendieck group of a suitable category of coherent sheaves on T ∗M~Q and to get in this
way another realization of the canonical basis B. This would have (at least) one important
advantage over the approach given in Lectures 1–3 in that the cotangent bundle T ∗M~Q
is a more canonical object than M~Q; it does not depend on the choice of an orientation
of the quiver ~Q (see Section 4.2.).
Unfortunately, such a realization has, to the author’s knowledge, not yet been worked
out in the litterature14. Instead, we will present an important first step in that direction,
due to Kashiwara and Saito (see [KS2]) : the construction of the crystal graph structure
on B by means of well-chosen correspondences on a certain Lagrangian subvariety of
Λ~Q ⊂ T ∗M ~Q.
The plan of the Lecture is as follows : after giving a brief introduction to Kashiwara’s
theory of crystals, we describe the cotangent space (stack) T ∗M ~Q and, following Lusztig,
we construct a certain Lagrangian subvariety Λ ~Q of it (see Section 4.2). The different
connected components of Λ~Q (parametrized by dimension vectors of
~Q) are related by
some type of Hecke correspondences. The construction of the crystal graph B(∞) of B is
itself given in Section 4.4. The precise relationship with the Hall category Q ~Q and the set
of simple perverse sheaves P ~Q is explained in Sections 4.5. and 4.6.
4.1. Kashiwara crystals.
We give a quick introduction to Kashiwara’s beautiful theory of crystals, for which [J],
[HJ], [K4] are good references. Let A = (aij)i,j∈I be a generalized Cartan matrix, which
we assume to be symmetric for simplicity. Let Π = {α1, . . . , αr},Π∨ = {h1, . . . , hr} be a
realization of A, and let g denote the associated Kac-Moody algebra. We let g = n−⊕h⊕n+
be its Cartan decomposition, ∆ = ∆+∪∆− its root system and we denote by P the weight
lattice of g.
Definition 4.1. A g-crystal consists of a set B together with maps
wt : B → P,
e˜i, f˜i : B → B ∪ {0},
εi, φi : B → Z ∪ {−∞},
13An important technical point : the correct notion of the cotangent bundle to M~Q is not a stack,
but a derived stack ; we will only consider in this Lecture the naive, ”underived” (or H0) notion, which
will be enough for our purposes
14one of the reasons is perhaps that this would require exploiting the full structure of T ∗M~Q as a
derived stack.
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for i ∈ I, subject to the following conditions :
i) φi(b) = εi(b) + 〈hi, wt(b)〉,
ii) wt(e˜ib) = wt(b) + αi if e˜ib ∈ B,
iii) wt(f˜ib) = wt(b) +−αi if f˜ib ∈ B,
iv) εi(e˜ib) = εi(b)− 1, φi(e˜ib) = φi(b) + 1 if e˜ib ∈ B,
v) εi(f˜ib) = εi(b) + 1, φi(f˜ib) = φi(b)− 1 if f˜ib ∈ B,
vi) f˜ib = b
′ if and only if b = e˜ib′ for b, b′ ∈ B,
vii) if φi(b) = −∞ (or equivalently εi(b) = −∞) then e˜ib = f˜ib = 0.
The notion of g-crystal might seem complex at first glance. But note that conditions
ii), iii) and iv),v) go together. These are (usually) easy to check in practice. Also, by i),
φi can be reconstructed from εi and wt, and vice versa.
Crystals can be thought of as some kind of combinatorial skeleton of g-modules : ele-
ments of B correspond to a “basis” of the module, e˜i, f˜i provide the action of the Chevalley
generators ei, fi on this “basis”, while wt : B → P gives the weight of the “basis” elements.
Of course, unless g = sl2, extremely few g-modules possess an actual basis preserved by
the Chevalley generators ei, fi. However, this is the case for integrable lowest (or highest)
weight representations for the quantum group Uν(g) in the limit ν 7→ 0. To make sense
out of this last sentence, we need to introduce one more concept :
Let M =
⊕
µ∈P Mµ be a highest
15 weight integrable Uν(g)-module, and let us fix a
simple root αi ∈ Π. The elements Ei, Fi,Ki generate a subalgebra Ui of Uν(g) which is
isomorphic to Uν(sl2). By the representation theory of Ui, any element u ∈ M may be
written (in a unique fashion) as
(4.1) u = u0 + Fiu1 + · · ·+ F (n)i un
where uk ∈ Ker Ei for all k. Define the Kashiwara operators e˜i, f˜i ∈ End(M) by
e˜i(u) =
n∑
k=1
F
(k−1)
i uk, f˜i(u) =
n∑
k=0
F
(k+1)
i uk.
The Kashiwara operators are subtle renormalizations of the Chevalley operators. Let
A0 = C[ν]0 = {f(ν)/g(ν) | g(0) 6= 0} ⊂ C(ν) be the localization at 0 of C[ν]. A crystal
lattice of M is a free A0-submodule L of M such that L ⊗A0 C(ν) = M , L =
⊕
µ Lµ
where Lµ = L ∩Mµ, and such that e˜iL, f˜iL ⊂ L for all i ∈ I. Finally, a crystal basis of
M consists of a pair (L,B) satisfying
i) L is a crystal lattice of M ,
ii) B is a C-basis of L/νL ≃ L ⊗A0 C,
iii) B is compatible with the weight decomposition L/νL =⊕µ Lµ/νLµ,
iv) e˜iB ⊂ B ∪ {0}, f˜iB ⊂ B ∪ {0} for all i ∈ I,
v) for any b, b′ ∈ B and any i ∈ I we have e˜ib = b′ if and only if f˜ib′ = b.
If (L,B) is a crystal basis of M then one can indeed think of B as a basis of M in the
limit ν 7→ 0.
From a crystal basis it is easy to construct an actual crystal : for any i ∈ I and b ∈ B
set
εi(b) = max{k ≥ 0 | e˜ki b 6= 0}, φi(b) = max{k ≥ 0 | f˜ib 6= 0}.
It is easy to check that B, equipped with the obvious weight map wt : B → P , e˜i, f˜i and
εi, φi, is a g-crystal.
15of course, all that follows also works with ”highest” replaced by ”lowest”, and the roles of Ei and
Fi interchanged.
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Let us say that two crystal bases (L,B) and (L′,B′) of a module M are isomorphic if
there exists an A0-linear isomorphism ψ : L ∼→ L′ commuting with e˜i, f˜i for all i ∈ I and
mapping B → B′. It is clear that two isomorphic crystal bases produce the same crystal.
The notion of crystal basis is sufficiently soft to afford many examples, and yet suffi-
ciently rigid to have some good uniqueness properties. This is illustrated by the following
fundamental result :
Theorem 4.2 (Kashiwara). Let M be an integrable Uν(g)-module belonging to category
O. Then there exists, up to isomorphism, a unique crystal basis (L,B) of M . Moreover,
if M = Vλ is irreducible then
L =
∑
i1,i2,...
A0f˜i1 f˜i2 · · · f˜ilvλ
B = {f˜i1 f˜i2 · · · f˜ilvλ | i1, i2 . . . ∈ I}\{0}
is a crystal basis of M .
In particular, there is, for any integral dominant weight λ ∈ P+, a well-defined g-crystal
B(λ). The relationship between crystal and canonical bases for highest weight integrable
Uν(g)-modules, is given by
Theorem 4.3 (Kashiwara, Grojnowski-Lusztig). Let Bλ ⊂ Vλ be the canonical basis. Set
L =
⊕
b∈Bλ
A0b, B = {b mod νL | b ∈ Bλ}.
Then (L,B) is a crystal basis of Vλ.
Kashiwara proved the above theorem for the global basis16, and Grojnowski-Lusztig
proved the coincidence of the global and canonical bases. The reader will find in [HJ] the
explicit description of many crystals B(λ).
As we have said, B(λ) is some sort of combinatorial shadow of Vλ. For one thing, the
character of Vλ is simply obtained from B(λ) by
ch(Vλ) =
∑
µ
#{b ∈ B(λ) | wt(b) = µ}eµ.
But B(λ) contains much more information. For instance, it allows one to recover tensor
product multiplcities :
Definition 4.4. Let B1,B2 be two g-crystals. The tensor product B1 ⊗ B2 is the set
B1 × B2 equipped with the following maps :
wt(b1 ⊗ b2) = wt(b1) + wt(b2),
εi(b1 ⊗ b2) = max
(
εi(b1), ǫi(b2)− 〈hi, wt(b1)〉
)
,
φi(b1 ⊗ b2) = max
(
φi(b2), φi(b2) + 〈hi, wt(b2)〉
)
,
e˜i(b1 ⊗ b2) =
{
e˜ib1 ⊗ b2 if φi(b1) ≥ εi(b2),
b1 ⊗ e˜ib2 if φi(b1) < εi(b2)
f˜i(b1 ⊗ b2) =
{
f˜ib1 ⊗ b2 if φi(b1) > εi(b2),
b1 ⊗ f˜ib2 if φi(b1) ≤ εi(b2).
It is easy to check that B1 ⊗ B2 is a g-crystal. In other words, the category of g-crystals
is equipped with a monoidal structure. This monoidal structure is not symmetric.
16which we didn’t define, see e.g. [HJ].
LECTURES ON CANONICAL AND CRYSTAL BASES OF HALL ALGEBRAS 65
Theorem 4.5 (Kashiwara). For λ, µ ∈ P+ we have
B(λ)⊗ B(µ) =
⊔
σ∈P+
B(σ)⊔mλ,µσ
where the multiplicities mλ,µσ are determined by
Vλ ⊗ Vµ =
⊕
σ∈P+
V
⊕mλ,µσ
σ .
In particular, there exists a unique embedding of crystals B(λ + µ) ⊂ B(λ) ⊗ B(µ).
Indeed, all the weights appearing in the tensor product B(λ) ⊗ B(µ) are smaller than
λ + µ except for the tensor product of the two highest weight elements bλ ⊗ bµ, hence
there can be at most one embedding of crystals B(λ + µ) ⊂ B(λ) ⊗ B(µ). There is
an obvious notion of a highest weight g-crystal. One might wonder if there exists a
characterization of B(λ) as the unique g-crystal of highest weight λ satisfying certain
integrability conditions. Unfortunately, there seems to be many more g-crystals than g-
modules and no such characterization is known. However, there does exist a very useful
characterization of the collection of all g-crystals {B(λ) | λ ∈ P+} due to Joseph (see [J1,
Prop. 6.4.21]). We say that a g-crystal B is normal (also called semiregular) if for any
b ∈ B and any i ∈ I we have
εi(b) = max{k ≥ 0 | e˜ki b 6= 0}, φi(b) = max{k ≥ 0 | f˜ib 6= 0}.
Note that any g-crystal coming from an integrable highest weight g-module is normal.
Theorem 4.6 (Joseph). There exists a unique collection of crystals {Bλ | λ ∈ P+}
satisfying
i) B(λ) is a normal highest weight crystal of highest weight λ,
ii) For any λ, µ ∈ P+ there exists a (unique) crystal embedding Bλ+µ ⊂ Bλ ⊗ Bµ.
Here is an example of a g-crystal which clearly does not come from a g-module. For
any i ∈ I put Bi = {bi(n) | n ∈ Z} and define maps wt, εj , φj , e˜j, f˜j by
wt(bi(n)) = nαi,
φi(bi(n)) = n, εi(bi(n)) = −n,
φj(bi(n)) = εj(bi(n)) = −∞ (i 6= j),
e˜i(bi(n)) = bi(n+ 1), f˜i(bi(n)) = bi(n− 1),
e˜j(bi(n)) = f˜j(bi(n)) = 0 (i 6= j).
Note that Bi is neither highest weight nor lowest weight.
In these notes we are not as much interested in crystals associated to g-modules as
to a particular crystal associated to the enveloping algebra U(n−) itself. In order to
define it, we introduce Kashiwara operators in Uν(n−) as follows. One shows that for any
P ∈ Uν(n−) there exists unique elements R,S ∈ Uν(n−) such that
[Ei, P ] =
KiS −K−1i R
ν − ν−1 .
The assignement P 7→ R is a linear endomorphism of Uν(n−) which we denote by e′i. It
is a suitable substitute for the adjoint action by Ei. Next we decompose any u ∈ Uν(n−)
in a unique fashion as
(4.2) u = u0 + Fiu1 + · · ·+ F (n)i un
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where uk ∈ Ker e′i for all k. We may now again define the Kashiwara operators e˜i, f˜i ∈
End(Uν(n−)) by
e˜i(u) =
n∑
k=1
F
(k−1)
i uk, f˜i(u) =
n∑
k=0
F
(k+1)
i uk.
The notion of a crystal basis for Uν(n−) is easily adapted from the module situation and
we have
Theorem 4.7 (Kashiwara, Grojnowski-Lusztig). i) Any two crystal bases of Uν(n−) are
isomorphic.
ii) Set
L′ =
∑
i1,i2,...
A0f˜i1 f˜i2 · · · f˜il1
B′ = {f˜i1 f˜i2 · · · f˜ilvλ | i1, i2 . . . ∈ I}\{0}.
Then (L′,B′) is a crystal basis of Uν(n−).
iii) Let B be the canonical basis of Uν(n−). Put
L′′ =
⊕
b∈B
A0b, B′′ = {b mod L′′ | b ∈ B}.
Then (L′′,B′′) is a crystal basis of Uν(n−).
Again, Kashiwara proved the above theorem for the global basis, and it translates to
the canonical basis by [GL].
If (L,B) is a crystal basis of Uν(n−) we define the associated g-crystal B by putting
εi(b) = max{k ≥ 0 | e˜ki b 6= 0}, φi(b) = εi(b) + 〈hiwt(b)〉.
This crystal is usually denoted B(∞). It may be viewed as a certain limit as λ → ∞ of
the crystal B(λ), in the following sense (see [J, Section 3.13.] ) : there exists unique maps
φλ : B(∞)→ B(λ)∪{0} shifting weight by λ and commuting with e˜i, f˜is; the intersection
of all the kernels of these maps φλ as λ→∞ is empty.
We finish with a very useful characterization of B(∞), proved in [KS2] :
Theorem 4.8 (Kashiwara-Saito). Let B be a highest weight crystal of highest weight 0
and assume that
i) εi(b) ∈ Z for any b ∈ B and i ∈ I,
ii) for any i ∈ I there exists an embedding Ψi : B → B ⊗ Bi,
iii) we have Ψi(B) ⊂ B × {f˜ki bi(0); k ≥ 0},
iv) for any b ∈ B of weight wt(b) 6= 0 there exists i such that Ψi(b) = b′ ⊗ f˜ki bi(0)
with k > 0.
Then B is isomorphic to B(∞).
Our aim in Lecture 4 is to present Kashiwara and Saito’s geometric realization of B(∞)
in terms of quivers. Because of our conventions, we will actually get a construction of
the universal lowest weight crystal B+(∞), associated to Uν(n+). Of course, B+(∞) is
simply obtained from B(∞) by interchanging the roles of e˜i, εi and f˜i, φi (and replacing
wt by −wt). For the reader’s convenience, we rewrite Theorem 4.8 for B+(∞). It plays a
crucial role in the approach we will use in the next sections.
Theorem 4.9 (Kashiwara-Saito). Let B be a lowest weight crystal of lowest weight 0 and
assume that
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i) φi(b) ∈ Z for any b ∈ B and i ∈ I,
ii) for any i ∈ I there exists an embedding Ψi : B → Bi ⊗ B,
iii) we have Ψi(B) ⊂ {e˜ki bi(0); k ≥ 0} × B,
iv) for any b ∈ B of weight wt(b) 6= 0 there exists i such that Ψi(b) = e˜ki bi(0)⊗ b′ with
k > 0.
Then B is isomorphic to B+(∞).
4.2. Lusztig’s Lagrangian.
Let ~Q be a fixed quiver as in Section 1.1. We will work over the field of complex
numbers C. We begin by describing the cotangent bundles to the moduli spaces Mα for
α ∈ K0( ~Q). As in Lecture 1, we will use the language of stacks only as a heuristic guide.
We also want to stress that what we call and think of as the “cotangent stack” is only
the ”underived cotangent stack” rather than the real (derived) cotangent stack. This will
suffice for all our purposes, but the reader should keep in mind that this is not the correct
notion of cotangent stack.
Recall that we have
Mα = Eα/Gα.
To define T ∗Mα we perform a symplectic (also called Marsden-Weinstein) quotient (see
[MS]). Let Q be the doubled quiver of ~Q : it has the same vertex set I but HQ = H~Q⊔H~Q,
i.e we replace each edge h ∈ H~Q by a pair of edges going in opposite orientations. If k ∈ HQ
then we put ǫ(k) = 1 if k ∈ H~Q and ǫ(k) = −1 if k ∈ H~Q. Note that Q is independent of
the choice of orientation of ~Q. Let
Eα =
⊕
k∈HQ
Hom(Vαs(k) , Vαt(k))
be the space of representations of Q of dimension α. It is a symplectic vector space with
symplectic form
ω : Λ2Eα → C
(x, y) =
∑
k∈HQ
Tr(ǫ(k)xkyk).
(4.3)
In this way, T ∗Eα gets identified with Eα. The Gα-action on Eα gives rise to an action
on T ∗Eα which is the obvious one on Eα. The moment map associated to this action can
be written as
µ : Eα → g∗α ≃ gα
(x) =
∑
k∈HQ
ǫ(k)xkxk.
(4.4)
In the above we have identified gα =
⊕
i gl(αi,C) with g
∗
α by means of the trace pairing.
The level set µ−1(0) is given by a collection of quadratic equations, one for each i ∈ I :∑
k∈HQ,s(k)=i
ǫ(k)xkxk = 0.
There is a natural projection π : µ−1(0) → Eα. By construction, the fiber of π over a
point (x) ∈ Eα is the orthogonal to the tangent space of Gα · x at the point x. Another
way of saying this is that µ−1(0) is the union of the conormal bundles to all Gα-orbits
in Eα. Note that by [B4], the conormal bundle to Gα · x at x is canonically equal to
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Ext1(Mx,Mx)
∗, where Mx is the representation of ~Q associated to x. We may naively
think of the quotient µ−1(0)/Gα as the cotangent space (stack) T ∗Mα. One should keep
in mind that µ−1(0) is in general singular and reducible. Moreover, although a rapid
count would give
dim µ−1(0) = dim Eα − dim gα = 2dim Eα − dim Gα
and hence dim T ∗Mα = 2 dimEα − 2dim Gα = 2dim Mα as expected, one should be
careful that µ is not submersive at 0 in general, and µ−1(0) may be of higher dimension17.
Example 4.10. Let ~Q be a quiver of finite type. Then for any dimension vector α, Eα has
a finite number of Gα-orbits. Hence µ
−1(0) =
⊔
O T
∗
OEα is a finite union of subvarieties
of dimension Eα. Hence dim µ
−1(0) = dim Eα and the irreducible components of µ−1(0)
are parametrized by the Gα-orbits in Eα. It is easy to see that µ
−1(0) is singular as soon
as dim Eα > 0. Note that in this case
dim µ−1(0) = dim Eα > 2dim Eα − dim Gα = dim Eα − 〈α, α〉.
△
Example 4.11. Let ~Q be the Kronecker quiver and let us consider the dimension vector
δ = ǫ1 + ǫ2. There is one semisimple orbit O0 (of dimension zero) in Eα and a P1-family
of orbits {Oλ | λ ∈ P!}, each of dimension one. Hence
µ−1(0) = T ∗O0Eα ⊔
⊔
λ
T ∗OλEα
is of dimension three. Denoting the edges in H~Q by h1, h2 the equations for µ
−1(0) read
xh1xh1 + xh2xh2 = 0(1)
xh1xh1 + xh2xh2 = 0(1)
In dimension δ, equations (1), (1) are equivalent. One can check that µ−1(0) is smooth
away from zero and irreducible. △
We now introduce the main geometric character of this Lecture, which is an algebraic
subvariety of µ−1(0) much better behaved than µ−1(0) itself. Set
(4.5) Λα =
{
x ∈ µ−1(0) | x is nilpotent}.
By nilpotent we mean that there exists N ≫ 0 such that, for any path k1 · · · kN in HQ of
length N the composition xk1 · · ·xkn = 0. The variety Λα was introduced by Lusztig in
[Lu8], and is sometimes called the Lusztig nilpotent variety.
Theorem 4.12 (Lusztig). The subvariety Λα ∈ Eα is Lagrangian.
We will prove Theorem 4.12 in Section 4.3. Here “Lagrangian” means by definition that
Λα is of pure dimension dim Eα/2 = dim Eα, and that the symplectic form ω vanishes
on the open set of smooth points of Λα.
One may also consider the quotient stack Λα = Λα/Gα. We have dim Λ
α = dim Eα −
dim Gα = −〈α, α〉, which is half of the (expected) dimension of T ∗Mα. We set Λ ~Q =⊔
α Λ
α.
17this is precisely why the correct notion of cotangent stack involves some higher derived terms.
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Example 4.13. Assume that ~Q is of finite type. Then as we have seen, µ−1(0), being a
finite union of conormal bundles, is already Lagrangian. This is explained by the following
fact :
Proposition 4.14. If ~Q is of finite type then any x ∈ µ−1(0) is nilpotent.
Proof. We will again rely on [S2, Lemma 3.19] which asserts that there exists a total
ordering ≺ on the set of indecomposable representations of ~Q such that N ≺ N ′ ⇒
Hom(N ′, N) = Ext1(N,N ′) = 0, and that Ext1(N,N) = 0 for all N . Let x = (xk)k∈HQ
be a point in µ−1(0), and let us denote as usual by Mπ(x) the associated representation
of ~Q. We may decompose
(4.6) Mπ(x) =
⊕
N
N⊕dN ,
and let N0 be the maximal indecomposable appearing in (4.6) for the order ≺. The
subspace N⊕d00 ⊂ Vα is canonical since Hom(N0, N ′) = 0 for all N ′ 6= N0, and the
restriction to N⊕d00 of the maps xk for k ∈ H ~Q are zero since Ext1(N ′, N0)∗ = 0 for
N ′ 6= N0. Because ~Q is of finite type, it has no oriented cycles and hence N0 is itself
nilpotent. Thus we can find a nontrivial subspace W ⊂ N⊕d00 on which all maps xk for
k ∈ HQ are zero. In other words, Ker x 6= 0. Replacing Vα by Vα/W and arguing by
induction we arrive at the conclusion that x is nilpotent as wanted. X
The coincidence of µ−1(0) and Λα for finite type quivers may seem awkward – but
remember that µ−1(0) only corresponds to the degree zero part of T ∗Mα while Λα corre-
sponds to Λα which is morally a Lagrangian subvariety in the true T ∗Mα. Note moreover
that, in the stacky sense, dimMα ≤ 0. △
Example 4.15. Let ~Q be the Kronecker quiver of Example 4.11. Then
Λδ =
{
(xh1 , xh2 , xh1 , xh2) | xh1xh1 = xh2xh2 = xh1xh2 = xh2xh1 = 0
}
.
We see that Λδ = C2 × {0} ∪ {0} × C2. It is indeed Lagrangian and has two irreducible
components. △
Example 4.16. As a last example, take the cyclic quiver
t t
1 2
h1
h2
✲
✛~Q =
and choose δ = ǫ1 + ǫ2 for the dimension vector again. This time,
Λδ =
{
(xh1 , xh2 , xh1 , xh2) | xh1xh1 = xh2xh2 = xh1xh2 = xh1xh2 = 0
}
.
We see that Λδ = (C× {0})× (C× {0}) ∪ ({0} × C)× (C× {0}). It is again Lagrangian
and has two irreducible components. △
The last two examples suggest that, like Eα = T
∗Eα, Λα is independent of the choice
of a particular orientation for ~Q. This is indeed true and can be easily verified. If H1, H2
are two different orientations of the same graph, define a linear isomorphism Φ : Eα
∼→ Eα
by
Φ(xh) =
{
xh if h ∈ H1 ∪H2
−xh if h ∈ H1, h /∈ H2.
Then Φ restricts to an isomorphism ΛαH1
∼→ ΛαH2 .
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4.3. Hecke correspondences.
For i ∈ I, d ≥ 1 and α ∈ K0( ~Q). Let us consider the variety Λα,α+dǫi(1) of tuples
(x,W, ρα, ρdǫi) where x ∈ Λα+dǫi, W is an x-stable subspace of Vα+dǫi of dimension α,
and ρα : W
∼→ Vα, ρdǫi : Vα+dǫi/W ∼→ Vdǫi . We also define a variety Λα,α+dǫi of pairs
(x,W ) as above. There are some natural maps
(4.7) Λ
α,α+dǫi
(1)
p
wwooo
oo
oo
oo
oo
r // Λα,α+dǫi
q
$$J
JJ
JJ
JJ
JJ
J
Λα ≃ Λα × Λdǫi Λα+dǫi
given by p(x,W, ρα, ρdǫi) = (ρα,∗(x|W ), ρdǫi,∗(x|Vα+dǫi/W )), r(x,W, ρα, ρdǫi) = (x,W ) and
q(x,W ) = x. The varieties Λα,α+dǫi(1) ,Λ
α,α+dǫi are often called Hecke correspondences.
They are direct analogs of the correspondences used in the definition of the induction
functor of the Hall category (see Section 1.3).
The map r is a principal Gα×Gdǫi-bundle and q is proper. Observe that neither q nor
p are usually locally trivial. This is clear for q, and for p it comes from the fact that we
are considering representations of a quiver Q with relations. However there exists a simple
stratification of the varieties Λα into pieces over which p, q are indeed smooth fibrations.
For l ≥ 0 and γ ∈ K0( ~Q) set
Λαi;l =
{
x | codim(Vγ)i
(
Im
( ⊕
h∈HQ
t(h)=i
xh
))
= l
}
.
As in Section 3.5, each Λαi;l is locally closed in Λ
α, and Λαi;0 is open. The notation Λ
α
i,≥l
requires no explanation. We will say that an irreducible components C of Λ generically
belongs to Λαi;l if C ∩ Λαi;l is open dense in C. Hence any C generically belongs to Λαi;l for
some 0 ≤ l ≤ αi. It is easy to deduce from the nilpotency condition that
(4.8) Λα =
⋃
i∈I
Λαi,≥1.
It follows that any irreducible component C of Λα belongs to Λαj;l for some j ∈ I and some
l ≥ 1. Indeed, otherwise C ∩Λαj;0 is open dense in C for all j, and hence so is C ∩
⋂
j Λ
α
j,0.
But this last set is empty by (4.8).
Lemma 4.17. We have qrp−1(Λαi;l) = Λ
α
i;l+d. Moreover,
i) The restriction of q to q−1(Λα+dǫii;l ) for l ≥ d is a locally trivial fibration with fiber
Gr(l − d, l),
ii) The restriction of p to p−1(Λαi;s) for s ≥ 0 is a smooth map with fibers isomorphic
to Gα+dǫi/Uα,α+dǫi × C−d(α,ǫi)+dαi+ds, where Uα,α+dǫi ≃ Cdαi is the unipotent
radical of the parabolic subgroup of type (α, dǫi).
Proof. Statement i) is clear : the fiber of q at x ∈ Λα+dǫi is the set of x-stable subspaces
W ⊂ Vα+dǫi of dimension α; a subspace W of dimension α is x-stable if and only if it
contains the characteristic subspace Im
(⊕
t(h)=i xh
)
.
To prove statement ii), let us fix some y ∈ Λαi;s. The fiber of p at y is the set of tuples
(x,W, ρα, ρdǫi) whereW,ρα, ρdǫi may be chosen arbitrarily, and where x is an extension of
ρ∗α(y) fromW to Vα+dǫi . The choice of (W,ρα, ρdǫi) is given by a point of Gα+dǫi/Uα,α+dǫi.
As for the extension, it is given by a map z : Vdǫi →
⊕
t(h)=i(Vα)s(h), and it belongs to
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Λα+dǫi if and only if the composition
Vdǫi
z //
⊕
t(h)=i(Vα)s(h)
L
ǫ(h)yh// (Vα)i
vanishes, i.e. if and only if Im(z) ⊂ Ker(⊕t(h)=i ǫ(h)yh) (note that the nilpotency
condition for x is automatically verified). By assumption we have rank
(⊕
t(h)=i ǫ(h)yh
)
=
αi− s, so we deduce that dim Ker
(⊕
t(h)=i ǫ(h)yh
)
=
∑
t(h)=i αs(h)−αi+ s = −(α, ǫi)+
αi + s. X
Set q′ = pr, and write Nα,α+dǫi = p−1(Λαi;0) = (q
′)−1(Λα+dǫii;d ).
Corollary 4.18. We have
i) q′ : Nα,α+dǫi → Λα+dǫii;d is a principal Gα ×Gdǫi-bundle,
ii) p : Nα,α+dǫi → Λαi;0 is a smooth map whose fiber is connected of dimension∑
j 6=i α
2
j + (αi + d)
2 − d(αi, ǫi).
An important consequence of the above Corollary is that we have a canonical bijection
between sets of irreducible components
(4.9) καi;d : Irr Λ
α
i;0
∼→ Irr Λα+dǫii;d .
We are now in position to provide the
Proof of Theorem 4.12. Let us first show that Λα is an isotropic subvariety of T ∗Eα. We
will deduce this from the following general fact (see [KS3, Section 8.4] for a proof) :
Proposition 4.19. Let X,Y be complex algebraic varieties and let Z ⊂ X×Y be a smooth
algebraic subvariety. We assume that Y is projective. Then the image of the projection
T ∗Z(X × Y ) ∩ (T ∗X × Y )→ T ∗X is isotropic.
We apply the above result to the case X = Eα, Y = Bα, where Bα is the flag variety
of Gα parametrizing (full) flags Vα = W1 ⊃ W2 ⊃ · · · . For the subvariety Z we take the
variety of pairs (x,W•) satisfying x(Wk) ⊂Wk+1 for all k. Then we have
T ∗X ≃ Eα,
T ∗Y ≃ {(W•, (zi)i∈I) | zi ∈ End((Vα)i), zi(Wk) ⊂Wk+1},
T ∗Z(X × Y ) =
{
(x,W•, (zi)) ∈ Eα × Bα ×
∏
i
End((Vα)i) |∑
s(k)=i
ǫ(k)xk¯xk = zi for i ∈ I; xh(Wl) ⊂Wl+1, xh¯(Wl) ⊂Wl for h ∈ H~Q
}
Hence
T ∗Z(X × Y ) ∩ (T ∗X × Y ) =
{
(x,W•) ∈ Eα × Bα | µ(x) = 0;
xh(Wl) ⊂Wl+1, xh¯(Wl) ⊂Wl for h ∈ H~Q
}
.
It is easy to see using the nilpotency condition that Λα lies in the projection to T ∗Eα of
T ∗Z(X × Y ) ∩ (T ∗X × Y ). Therefore Λα is isotropic as wanted.
It remains to prove that all the irreducible components of Λα are of the correct dimen-
sion 12dim T
∗Eα = dim Eα = −〈α, α〉 + dim Gα. For this we argue by induction on α.
If α ∈ {lǫi | i ∈ I, l ∈ N} then we have Λα = {pt} and the Lemma is verified. Now let us
fix some α ∈ K0( ~Q) and assume that Λγ is Lagrangian for all γ < α. Let C ⊂ Irr Λα be
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an irreducible component and choose i ∈ I such that C generically belongs to Λαi;l with
l ≥ 1. By Corollary 4.18 there is a bijection κα−lǫii;l : Irr Λα−lǫii;0
∼→ Irr Λαi;l, and
dim C = dim ((κα−lǫii;l )
−1(C)) + dim Gα − l(α− lǫi, ǫi)− dim (Gα−lǫi ×Glǫi)
= dim ((κα−lǫii;l )
−1(C) + 2lαi − l(α, ǫi).
(4.10)
Since Λα−lǫii;0 is open in Λ
α−lǫi and since by our induction hypothesis Λα−lǫi is Lagrangian,
the dimension of any irreducible component of Λα−lǫii;0 is equal to −〈α − lǫi, α − lǫi〉 +
dim Gα−lǫi . We deduce from this and (4.10) that dim C = −〈α, α〉+dim Gα as wanted.X
The above proof actually gives a bit more : not only does it show that al irreducible
components of Λα are of the correct dimension, but it also shows that all the irreducible
components of Λαi;l are of the correct dimension, for any i, l. In other words, each ir-
reducible component of Λαi;l is open in some (unique) irreducible component of Λ
α; in
particular, for any i ∈ I there exists a canonical bijection
(4.11) Irr Λα ≃
⊔
l≥0
Irr Λαi;l.
4.4. Geometric construction of the crystal.
We now define, for any i ∈ I, maps e˜i, f˜i on the set Irr Λ =
⊔
α Irr Λ
α as follows. If
C ∈ Irr Λα generically belongs to Λαi;l then we set
e˜iC = κ
α−lǫi
i;l+1 ◦ (κα−lǫii;l )−1(C),
f˜iC =
{
κα−lǫii;l−1 ◦ (κα−lǫii;l )−1(C) if l ≥ 1,
0 if l = 0.
(4.12)
In the above definition, we have implicitly used the identifications (4.11). Note that if
l = 0 then we simply have e˜iC = κ
α
i;1(C). We also set wt(C) = α and
(4.13) φi(C) = l, εi(C) = φi(C) − 〈hi, α〉.
There is a useful characterization of the operators f˜i based on the notion of a generic
point. By definition, a point x of an irreducible component C ∈ Irr Λα is generic if it
does not belong to any other irreducible component, and if
C ∩ Sj dense in C ⇒ x ∈ C ∩ Sj
for all the locally closed stratifications Λα =
⊔
j Sj mentioned in these lectures
18.
Lemma 4.20. Let C ∈ Irr Λα and let us assume that φi(C) ≥ 1. Let x be a generic
point of C, and let us put X = Im
(⊕
t(h)=i xh
) ⊂ (Vα)i. Then for a generic hyperplane
H ⊂ (Vα)i containing X, the restriction y of x to
⊕
j 6=i(Vα)j ⊕ H is a generic point of
f˜iC.
Proof. From the definitions it follows that the restriction z of x to
⊕
j 6=i(Vα)j ⊕X is a
generic point of f˜
φi(C)
i C. It is clear that y is a generic point of its irreducible component C
′.
Since the restriction of y to
⊕
j 6=i(Vα)j⊕X is also equal to z, we have f˜φi(C
′)
i C
′ = f˜φi(C)i C,
and thus f˜iC = C
′. X
18we leave it to the reader to check that these stratifications form a finite set.
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That being said, we have
Proposition 4.21. The set Irr Λ, equipped with the maps e˜i, εi, f˜i, φi for i ∈ I defined
by (4.12), (4.13), and the map wt, is a lowest weight g-crystal of lowest weight 0.
Proof. Axioms i)-v) of a g-crystal are easily checked. We show that vi) holds : let C ∈
Irr Λαi;l with l ≥ 1, and put f˜iC = C′; by definition C′ ∈ Irr Λα−ǫii;l−1, and we have
(κα−lǫii;l )
−1(C) = (κα−lǫii;l−1 )
−1(C′);
but then e˜iC
′ = C by definition. The last axiom vii) is automatically verified here since
φi(C), εi(C) 6= −∞ for all C, i. Thus Irr Λ is indeed a g-crystal. We claim that it is
generated by {0} = Irr Λ0 under the operators {e˜i | i ∈ I}. Indeed for any C ∈ Irr Λα
with α > 0 there exists some j ∈ I and l ≥ 1 for which C ∈ Irr Λαj;l. Hence C = e˜lj f˜ ljC
and C belongs to the image of e˜j. Arguing in this fashion by induction, we obtain the
desired result. X
We will soon show that Irr Λ ≃ B+(∞) (see Theorem 4.23). In order to apply the
criterion in Theorem 4.9 we need to construct certain embeddings Ψi : Irr Λ→ Bi⊗Irr Λ.
And in order to do this, we introduce a new operation on the set Irr Λ, namely a ”duality”
involution C 7→ C∗. Let us fix an I-graded identification Vα ≃ V ∗α for all α. Then x 7→ tx
defines an automorphism of Eα, which preserves Λ
α and induces a permutation of Irr Λα.
Observe that because Λα is Gα-invariant, and because Gα acts (simply) transitively on
the set of identifications Vα ≃ V ∗α , this permutation ∗ : Irr Λα → Irr Λα is canonical.
For the same reason, it is involutive, i.e. (C∗)∗ = C. Let us now put
ε∗i (C) = εi(C
∗), φ∗i (C) = φi(C
∗),
e˜∗iC = (e˜iC
∗)∗, f˜∗i C = (f˜iC
∗)∗.
For any i ∈ I define a map Ψi : Irr Λ→ Bi ⊗ Irr Λ by
C 7→ e˜ni bi(0)⊗ (f˜∗i )nC
where n = φ∗i (C).
Proposition 4.22. The map Ψi is an embedding of g-crystals.
Proof. It is obvious that Ψi preserves the weight. We have to check that it commutes to
the functions εj , φj and that Ψi ◦ e˜j = e˜j ◦ Ψi,Ψi ◦ f˜j = f˜j ◦ Ψi for j ∈ I. We consider
the stratification Λα =
⊔
l Λ
α,i;l of Λα which is dual to Λα =
⊔
l Λ
α
i;l, namely
Λα,i;l =
{
x | dim(Vα)i
(
Ker(
⊕
h∈HQ
s(h)=i
xh)
)
= l
}
.
It is easy to see that if C ∈ Irr Λα then φ∗i (C) = l if and only if C ∩ Λα,i;l is dense in C.
Moreover, there is a Hecke correspondence
(4.14) Λ
dǫi,α+dǫi
(1)
p∗
wwooo
oo
oo
oo
oo
r∗ // Λdǫi,α+dǫi
q∗
%%KK
KK
KK
KK
KK
K
Λα ≃ Λdǫi × Λα Λα+dǫi
which induces an isomorphism κα,i;d : Irr Λα,i;0
∼→ Irr Λα+dǫi,i;d, and the maps
Irr Λα → Irr Λα±ǫi which one can define by means of formulas (4.12) coincide with e˜∗i , f˜∗i .
Now let us fix an irreducible component C ∈ Irr Λα and set φ∗i (C) = l, (f˜∗i )lC = C′.
Choose x′ ∈ C′ generic so that⊕s(h)=i x′h is injective. Elements x in q∗r∗(p∗)−1(x′) may
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be described as follows. Fix a projection π : Vα ։ Vα−lǫi with kernel K and an identi-
fication Vα ≃ Vα−lǫi ⊕K. Then up to Gα-conjugation, they are of the form x = x′ + u
for some u ∈ Hom(⊕s(h)=i Vαt(h) ,K) which satisfies the condition u ◦ (⊕s(h)=i x′h) = 0.
Let us set W = Coker
(⊕
s(h)=i x
′
h
)
. Then the previous condition on u just means that
u is induced by a map u ∈ Hom(W,K). We may summarize this into a diagram
W
a //
a′ ##G
GG
GG
GG
GG
(Vα)i
π

(Vα−lǫi)i
where
a′ =
⊕
s(h)=i
x′
h
, a =
⊕
s(h)=i
xh =
( ⊕
s(h)=i
x′
h
)
+ u.
We conclude that for generic u (i.e for generic x in q∗r∗(p∗)−1(x′)) it holds
dim Im a = inf
(
l + dim Im a′, dim W )
and hence
(4.15) codim(Vα)i Im a = sup
(
codim(Vα−lǫi )i Im a
′, αi − dim W ).
Observe that
(4.16) dim W =
∑
s(h)=i
αt(h) − αi + l = αi − l− (α − lǫi, ǫi).
Combining (4.15) and (4.16) for x, x′ generic we obtain
(4.17) φi(C) = sup
(
φi(C
′), l + (α− lǫi, ǫi)
)
= φi(Ψi(C)).
The fact that εi(C) = εi(Ψi(C)) can now be deduce from axiom i) in the definition of
g-crystals. From the discussion above, it also trivially entails that φj(C) = φj(Ψi(C))
and εj(C) = εj(Ψi(C)) for j 6= i.
Let us turn to the compatibility between Ψi and the Kashiwara operators e˜j , f˜j. This
is essentially obvious if j 6= i so we assume that j = i. By axiom vi) in the definition of
crystals, it is enough to deal with f˜i only. Thus we have to prove that for C ∈ Irr Λα
with φ∗i (C) = l and C
′ = (f˜∗i )
lC
(4.18) Ψi(f˜iC) =
{
e˜libi(0)⊗ f˜iC′ if εi(C′) ≥ φi(e˜libi(0)) = l
e˜l−1i bi(0)⊗ C′ if εi(C′) < φi(e˜libi(0)) = l.
We will use Lemma 4.20. Let x be a generic point of C ∈ Irr Λα and let us keep the
same notation x′, u, u,W,K as above. Let H ⊂ (Vα)i be a generic hyperplane containing
Im (a :W → (Vα)i), and let y be the restriction of x to
⊕
j 6=i(Vα)j ⊕H . This is a generic
point of D = f˜iC.
Assume first that εi(C
′) ≥ l. This is equivalent to dim Ker(a′ : W → (Vα−lǫi)i) ≥ l.
In this case, K ⊂ Im a (because u ∈ Hom(W,K) can be chosen arbitrarily) and thus
K ⊂ H . It follows that φ∗i (D) = φ∗i (C) = l, and that πi(H) is a (generic) hyperplane in
(Vα−lǫi)i. From this we get (f˜
∗
i )
lD = f˜iC
′, from which the first case of (4.18) follows.
Next if εi(C
′) < l then dim Ker(a′ : W → (Vα−lǫi)i) < l and the generic hyperplane
H does not contain K. Thus K ∩H is of dimension l − 1 and φ∗i (D) = l − 1. Moreover,
the projection πi(H) → (Vα−lǫi)i is surjective and the induced quotient π∗(y) ∈ Λα−lǫi
coincides with x′. This means that (e˜∗i )
l−1D = C′. This yields the second case of (4.18)
and concludes the proof of Proposition 4.22. X
LECTURES ON CANONICAL AND CRYSTAL BASES OF HALL ALGEBRAS 75
Theorem 4.23 (Kashiwara-Saito). There exists a (unique) isomorphism of g-crystals
B+(∞) ≃ Irr Λ.
Proof. By Proposition 4.21 Irr Λ is a lowest weight crystal of lowest weight 0. By Propo-
sition 4.22 there are embeddings Ψi : Irr Λ→ Irr Λ⊗Bi for all i. These satisfy condition
iii) of the criterion of Kashiwara and Saito by construction, and they satisfy condition iv)
because for any C ∈ Irr Λ there exists i ∈ I for which φ∗i (C) > 0. We may thus apply
Theorem 4.9 to conclude. X
4.5. Relationship to Q ~Q and P ~Q.
In this final section we tie up the geometric construction of B+(∞) described here with
Lusztig’s Hall category Q ~Q and the set of simple perverse sheaves P ~Q. Let ~Q = (I,H)
be a quiver as usual, and let g be the associated Kac-Moody algebra. All reference to
crystals will be to g-crystals. We still work over C.
The first link between Q ~Q,P ~Q and Irr Λ is purely combinatorial : by construction,
there is a canonical bijection P ~Q ∼ B between the set of simple perverse sheaves in P ~Q and
the canonical basis of Uν(n+). Next, by Theorem 4.7 there is a a bijection B ≃ B+(∞),
and finally by Theorem 4.23 there is a bijection B+(∞) ≃ Irr Λ. Composing all these,
we obtain a natural bijection
(4.19) i ~Q : P ~Q ≃ Irr Λ.
For H ′ a different orientation of the graph underlying ~Q and ~Q′ = (I,H ′), the Fourier-
Deligne transform provides us with an identification Θ : P ~Q′
∼→ P ~Q (see Section 3.4).
Thanks to Theorem 3.7, this is compatible with (4.19), i.e. i ~Q′ = i ~Q ◦Θ. Here we have
implicitly used the fact that Eα = T
∗Eα is orientation independent (for all α ∈ NI).
There is another, more direct, relationship between the objects of P ~Q and Λ, given
in terms of singular supports (or characteristic varieties). We refer to [KS3] for the
relevant theory. We will content ourselves here by saying that if P is a perverse sheaf
(or a semisimple complex) on a smooth complex variety then its singular support SS(P)
is a possibly singular Lagrangian subvariety of T ∗X , which measures in some sense the
directions in which P ”propagates”.
Theorem 4.24 (Lusztig). The singular support SS(P) of any P ∈ P ~Q lies in Λ.
This result is actually not hard to prove and follows from some simple functorial prop-
erties of SS with respect to proper maps (see [Lu8]). Note that there is no reason to
expect the converse of Theorem 4.24 to hold. It is known that the singular support is
invariant under Fourier transform, in particular SS(Θ(P) = SS(P) for any P ∈ P ~Q. In
this sense, SS(P) is a more canonical object than P itself.
Example 4.25. Let us consider the setting of Example 2.20. So ~Q is the cyclic quiver
of order 2, and α = δ = ǫ1 + ǫ2. Then Eδ = C
2 while Enilδ = {(x, y) ∈ C | xy =
0} = Tx ∪ Ty is the union of the two coordinate axes in C2. Hence Eδ = T ∗C2 =
{(x, y, x∗, y∗) | x, y, x∗, y∗ ∈ C}, and the Lusztig nilpotent variety is
Λδ =
{
(x, y, x∗, y∗) | xx∗ = yy∗ = xy = x∗y∗ = 0}.
There are three Gδ-equivariant simple perverse sheaves on E
nil
δ , namely Ql{0},QlTx [1] and
QlTy [1]. Since each of these is the constant sheaf on a smooth close subvariety, we have
SS(QlTx [1]) = T
∗
TxEδ = {(x, 0, 0, y∗) | x, y∗ ∈ C},
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SS(QlTy [1]) = T
∗
TyEδ = {(0, y, x∗, 0) | x∗, y ∈ C},
SS(Ql{0}) = T
∗
{0}Eδ = {(0, 0, x∗, y∗) | x∗, y∗ ∈ C}.
Of these three supports, note that only the first two lie in Λδ. This is in accordance with
Theorem 4.24 above; indeed, as we have seen in Example 2.19, Pδ = {QlTx [1],QlTy [1]}.
One can check that the bijection i ~Q maps QlTx [1] to T
∗
Tx
Eδ and QlTy [1] to T
∗
Ty
Eδ.
Although this example is rather trivial, it also shows how one may use the singular
support as a way to discard some potential candidates for P ~Q. This is for instance useful
in the case of multiples of the imaginary root δ of a cyclic quiver of order n ≥ 2. The
generalization of the argument above is straightforward : the singular support of the
perverse sheaf Ql{0} on Edδ is not contained in Λdδ, and hence Ql{0} 6∈ Pdδ. Note
that Ql{0} = IC(O(1d),(1d),...,(1d)) corresponds to a non aperiodic multipartition in the
terminology of Section 2.4. In fact, one may prove using singular supports that only
aperiodic multipartitions can belong to P ~Q. (see Theorem 2.18 and [Lu8, Section 10]). △
It was conjectured for some time that SS(P) is irreducible for P ∈ P ~Q, at least when
~Q is of finite type. This would have provided a direct, geometric link, between P ~Q and
Irr Λ. In [KS2] Kashiwara and Saito found a counterexample in type A5, for the dimension
vector α = (2, 4, 4, 4, 2)19. So in general SS(P) consists of several irreducible components.
Ideally, one would like to be able to extract a “leading term” in SS(P) and obtain the
desired bijection. For notational convenience, let us write ΛR = i ~Q(R).
Theorem 4.26 (Kashiwara-Saito). For any P ∈ P ∈ P ~Q, and any i ∈ I
(4.20) ΛP ⊂ SS(P) ⊂ ΛP ∪
⋃
R∈P~Q
φi(R)≥φi(P)
ΛR.
As a consequence, we see that the singular support of P can be reducible only if there
exists a perverse sheaf R ∈ P ~Q of the same dimension vector as P satisfying φi(R) ≥ φi(P)
for all i ∈ I.
Remark 4.27. Theorem 4.26 is stated in [KS2] with the strict inequality φi(R) > φi(P)
in (4.20) instead. However this strict inequality sometimes fails, as the following example
shows. Let ~Q be the Kronecker quiver (see example 2.28) and consider the dimension
vector 2δ. The set P2δ~Q contains six elements among which are IC(U2δ,Ltriv) = 12δ
and IC(U2δ,Lsign). Let us denote by π : T ∗M2δ~Q → M2δ~Q the projection. Let also
MR,2δ~Q = E
R,2δ
~Q
/G2δ stand for the open subset of M2δ~Q parametrizing regular modules
(see Section 2.5.). There is a “support map” ρ : MR,2δ~Q → S2P1 and we have U2δ =
ρ−1(S2P1\∆P1). One checks that
i ~Q(IC(U2δ,Ltriv)) =M2δ~Q
(the zero section of the cotangent bundle π) while
i ~Q(IC(U2δ,Lsign)) = T ∗(ρ−1(∆P1)) ∩ Λ2δ~Q .
From this one gets φ2(IC(U2δ,Lsign)) = φ2(IC(U2δ,Ltriv)) = 0. But on the other hand
i ~Q(IC(U2δ,Ltriv)) =M2δ~Q ⊂ SS(IC(U2δ,Lsign)). Hence indeed in this example, there is
an equality rather than a strict inequality in (4.20).
19This particular counterexample also turns up in other questions, related for instance to dual canonical
bases–see [L3].
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Note that, because of the above equality phenomenon, it is not directly possible to
extract a leading term from the singular support of a simple perverse sheaf P ∈ P ~Q, at
least for an arbitrary quiver ~Q. The case of finite and affine quivers is the subject of [KN].
We thank Y. Kimura for kindly explaining this point to us.
Remark 4.28. Let ~Q be a quiver of finite type. In that situation, we have for any
dimension vector α, Λα = µ−1(0) =
⊔
O T
∗
OEα where O runs among the set of Gα-orbits
in Eα (see Examples 4.10, 4.13). This provides a canonical parametrization of the set of
irreducible components of Λα~Q by Gα-orbits. On the other hand, Pα~Q = {IC(O) | O} (see
Section 2.3). Thus we have a chain of canonical bijections
Pα~Q ↔ {O | O ∈ Eα/Gα} ↔ Irr Λα~Q.
It turns out that the composed bijection Pα~Q ↔ Irr Λα~Q coincides with the map i ~Q. We
thank P. Baumann for this remark (see [B1]).
4.6. Relationship to the Lusztig graph.
The reader who still remembers the content of Section 3.6. will surely wonder if there
is any relation between the crystal graph B+(∞) for a Kac-Moody Lie algebra g and the
Lusztig graph C ~Q of any quiver ~Q associated to g. The main point of the current Lecture
was to show how one may obtain B+(∞) from the cotangent geometry of the moduli
spaces M ~Q of representations of ~Q. On the other hand, the Lusztig graph encodes some
information related to perverse sheaves on the spacesM ~Q themselves. Hence, according to
the general philosophy of microlocalization alluded to in the introduction to this Lecture,
it is quite natural to expect such a link.
More precisely, recall from Sections 3.2. and 4.1. that there is a canonical weight-
preserving bijection θ : P ~Q ≃ B ≃ B+(∞) given by
P 7→ Ψ−1(bP) 7→ Ψ−1(bP) mod νL.
Here L =⊕
b∈BA0b ⊂ Uν(n+) (see Theorem 4.7). In an effort to unburden the notation
we will henceforth identify K~Q andUν(n+) via Ψ and write bP in place of Ψ−1(bP). The set
P ~Q is equipped with an I-colored graph structure given by the maps e#i , f#i while B+(∞)
carries the I-colored graph structure given by the Kashiwara operators e˜i, f˜i. It turns out,
as one would expect, that the bijection θ intertwines these two graph structures20. We
will give a purely algebraic proof for this, which does not rely on any cotangent geometry.
Proposition 4.29. The bijection θ realizes an isomorphism of I-colored graphs.
Proof. Let us fix some i ∈ I. We will show that
(4.21) θ ◦ e#i = e˜i ◦ θ.
Let ~Q′ be a reorientation of ~Q in which i is a sink and let Θ : P ~Q ≃ P ~Q′ be the
Fourier-Deligne transform of Section 3.4. We may compose θ with Θ to obtain a bijection
θ′ : P ~Q′ ≃ B+(∞) and (4.21) is equivalent to
(4.22) θ′ ◦ e#i = e˜i ◦ θ′
since the Lusztig graph C ~Q is invariant under Fourier-Deligne transform (by construction).
20the author was not able to locate a precise reference for this fact in the litterature.
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We will begin by showing that θ′ restricts to a bijection
(4.23) θ′ : {P ∈ Pi;0} ≃ {b ∈ B+(∞) | f˜i(b) = 0}.
Here and below the notation Pi;0 =
⊔
γ Pγi;0 refers to the quiver ~Q′, see Section 3.5.
We first claim that
(4.24) {b ∈ B+(∞) | f˜i(b) = 0} = {b mod νL | b 6∈ EiUν(n+)}.
Indeed, let b ∈ B and let us write b = u0 + Eiu1 + · · · + E(k)i uk for some u0, . . . , uk ∈
Ker f ′i . By definition we have f˜i(b) = u1+ · · ·+E(k−1)i uk. Set b = b mod νL. If f˜i(b) = 0
then u1 + · · · + E(k−1)i uk ∈ νL. But then u0 6= 0 for otherwise b = e˜if˜i(b) ∈ νL since
e˜iL ⊂ L, which is impossible. It follows that b ≡ u0 6≡ 0 (mod EiUν(n−)). Conversely,
if f˜i(b) 6= 0 then e˜if˜i(b) ≡ b (νL) and thus u0 = b − e˜if˜i(b) ∈ νL. On the other hand,
from b = b and from the fact that Ker f ′i = Ker f
′
i we get u0 = u0. Here x 7→ x is the
involution of Uν(n+) defined in Section 3.1. But since clearly νL ∩ νL = {0} we deduce
u0 = 0. Hence b is indeed divisible by Ei. This proves (4.24).
Next we invoke the following result whose proof is identical to that of Theorem 3.9 (up
to replacing ‘source’ by ‘sink’).
Lemma 4.30. For any i ∈ I and n ∈ N there exists a subset B≥ni ⊂ B such that
Eni Uν(n+) =
⊕
b∈B≥ni C(ν)b. Moreover, if
~Q′ is a quiver associated to g in which i is a
sink then B≥ni = {bP | P ∈ Pi;≥n}.
By Lemma 4.30 above we have
{b | b 6∈ EiUν(n+)} = {bP | P ∈ Pi;0}.
This together with (4.24) proves (4.23).
We make the following simple but useful observation : when we only consider i-arrows,
the graph B+(∞) (resp. C ~Q′) decomposes into infinite strings {b, e˜i(b), e˜2i (b), . . .} (resp.
{P, e#i (P), (e#i )2(P), . . .}) starting at the vertices b satisfying f˜i(b) = 0 (resp. the ver-
tices P satisfying f#i (P) = 0). This yields a parametrization of all vertices of B+(∞) as
{e˜ni (b) | b ∈ Ker f˜i, n ∈ N}. Of course, something similar holds for C ~Q′ . In view of (4.23)
we see that in order to prove (4.22) it is now enough to show that
(4.25) θ′((e#i )
n(P)) = e˜ni (θ
′(P))
for all P ∈ Pi;0 and all n ∈ N.
The final argument is based on the next result :
Lemma 4.31. The following holds :
i) Let P ∈ Pi;0. For any n ≥ 1
b(e#i )n(P)
≡ E(n)i bP (mod En+1i Uν(n+)).
ii) Let b ∈ B+(∞) satisfy f˜i(b) = 0 and n ∈ N. Let b,b′ ∈ B be such that b =
b mod νL and e˜ni (b) = b′ mod νL. Then
b′ ≡ E(n)i b (mod En+1i Uν(n+)).
Proof. Statement i) is a direct consequence of Lemma 3.19. To prove ii) we write b =
u0 + Eiu1 + · · ·+ E(k)i uk as usual. Since f˜i(b) = 0 we have, as above u0 6= 0 and thus
e˜ni (b) = E
(n)
i u0 + · · ·+ E(n+k)i uk ≡ E(n)i b (mod En+1i Uν(n+)).
LECTURES ON CANONICAL AND CRYSTAL BASES OF HALL ALGEBRAS 79
On the other hand, e˜ni (b) ≡ b′ (mod νL) by definition. Since E(n)i b 6∈ νL and since
En+1i Uν(n+) is compatible with the canonical basis B we deduce that in fact b
′ ≡
E
(n)
i b (mod E
n+1
i Uν(n+)) as wanted. X
Using Lemma 4.31 it is a simple matter to get (4.25). Indeed, let n ∈ N, P ∈ Pi;0 and
set b = θ′(P). Thus b = bP mod νL. Denote by b′ the unique element of B satisfying
e˜ni (b) = b
′ mod νL. Then by Lemma 4.31 ii) we have
E
(n)
i bP ≡ b′ (mod En+1i Uν(n+))
while by i)
E
(n)
i bP ≡ b(e#i )n(P) (mod E
n+1
i Uν(n+))
hence b′ = b(e#i )n(P) and θ
′((e#i )
n(P)) = e˜ni (b) = e˜
n
i (θ
′(P)) as wanted.
Now that (4.25) is proved, (4.21) and (4.22) follow. Since (4.21) holds for all i ∈ I and
since the operators f˜i, f
#
i are (quasi)inverses to e˜i and e
#
i we finally deduce that θ is a
graph isomorphism. Proposition 4.29 is proved. X
Remark 4.32. Although Proposition 4.29 shows that it is possible to find the crystal
graph structure already inside the category of perverse sheaves without having to resort
to any cotangent geometry, there is a price to pay. Namely the definition of the Lusztig
operators e#i and f
#
i requires one to consider all possible (re)orientations of the quiver
~Q
at once and use the Fourier-Deligne transforms to identity the various categories Q ~Q .
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Lecture 5.
In this final Lecture, we elaborate on what could be the correct analog of Lusztig’s Hall
category in the context of coherent sheaves on smooth projective curves, and describe the
partial results obtained in that direction in [S4], [S5]. As explained in [S2, Lecture 4],
the categories Coh(X) of coherent sheaves on smooth projective curves bear a strong
ressemblance to the categories Repk ~Q of representations of quivers. It was shown there
that the Hall algebra HX (more precisely the spherical Hall algebra CX) of a curve
X admits a presentation very similar to that of quantum loop groups (in the so-called
Drinfeld presentation).
With this analogy in mind, we consider convolution products of the form
Lα1,...,αr = 1α1 ⋆ · · · ⋆ 1αr
where αi ∈ K0(X) is a class of rank at most one, and where 1αr = QlCohαX [dim Coh
α
X ] is
the constant sheaf over the moduli stack CohαX parametrizing coherent sheaves over X of
class α. Note that there are no simple objects in Coh(X) other than the simple skyscraper
sheaves. The construction of the convolution product is due to Laumon [L2]. We define
the Hall category QX as the (additive) category generated by the simple summands of
the semisimple complexes Lα1,...,αr , and denote by PX the collection of all these simple
summands. At this point, one could define a graded Grothendieck ring KX directly as in
Lecture 3. However, contrary to the case of quivers, the ensuing algebra is different from
the spherical subalgebra CX . This is explained by the fact that the Frobenius eigenvalues
of the objects of PX are not all powers of q1/2, but involve as well the Frobenius eigenvalues
of the curve X itself. This has to be expected since the categoryQX (and the composition
algebra CX) depend of course on the particular choice of the curve X within the moduli
space of all curves (of a given genus). In other words, any sensible definition of a graded
Grothendieck ring KX of QX should take into account the finer weight structure of the
simple perverse sheaves in PX .
This Lecture runs as follows. After a brief description of the moduli stacks CohαX and
of Laumon’s convolution product we define the Hall category QX (Sections 5.1., 5.2.).
This category has been determined in several low genus cases (when the genus of X is
at most one–including the case of weighted projective lines) : we explain these results in
Section 5.3.
All the objects appearing here have been known and studied for some time because of
the role they play in the so-called geometric Langlands program (for GL(r)). In particular,
the complexes Lα1,...,αr are direct summands of Laumon’s Eisenstein sheaves, and the
direct analog of Lusztig’s nilpotent variety Λ ~Q is the so-called global nilpotent cone ΛX .
We briefly explain this point of view in Sections 5.4. and 5.5. To finish we state a
few general conjectures on the structure of QX and its precise position in the geometric
Langlands program.
5.1. Moduli stacks of coherent sheaves on curves.
Let us fix a connected, smooth projective curve X0 defined over a finite field Fq, and
let X = X0⊗Fq k be its extension of scalars to k = Fq. We denote by Coh(X) the abelian
category of coherent sheaves over X and by K(X) its Grothendieck group. The Euler
form
〈F ,G〉 = dim Hom(F ,G)− dim Ext1(F ,G)
can be computed by means of the Riemann-Roch formula : if X is of genus g then
(5.1) 〈F ,G〉 = (1 − g)rank(F)rank(G) + rank(F)deg(G)− rank(G)deg(F).
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We will only use the numerical Grothendieck group K0(X) = Z
2 in which the class of a
sheaf is [F ] = (rank(F), deg(F)). For α ∈ K0(X) we consider the moduli stack CohαX
associated to the functor (Aff/k)→ Groupoids given by
T 7→
{
T − flat coherent sheaves F on T ×X
s.t. [F|t] = α for all closed points t ∈ T
}
.
It is known that CohαX is a smooth stack of dimension −〈α, α〉. Although it is not itself
a global quotient, it may be presented as an inductive limit of open substacks which are
global quotients as follows. For L a line bundle overX , let QuotαL be the projective scheme
representing the functor (Aff/k)→ Sets given by
T 7→
{
φT : L⊕〈L,α〉 ⊠OT ։ F s.t.
[F|t] = α for all closed points t ∈ T
}
/ ∼
where two maps φ, φ′ are considered to be equivalent if Ker φ = Ker φ′. Let QαL be the
open subscheme of QuotαL represented by the subfunctor
T 7→

φT : L⊕〈L,α〉 ⊠OT ։ F s.t.
[F|t] = α, φ∗ : k〈L,α〉 ∼→ Hom(L,Ft)
for all closed points t ∈ T
 / ∼ .
Note that if φT belongs to Q
α
L then necessarily Ext
1(L,F|t) = 0 for all t ∈ T . In addition,
QαL is a smooth scheme. The group Gα,L := Aut(L⊕〈L,α〉) = GL(〈L, α〉, k) acts on QαL
and we can form the quotient stack
CohαX,L = Q
α
L/Gα,L.
It can be shown that, for any L, CohαX,L is canonically identified with an open substack
of CohαX and that these open substacks Coh
α
X,L form an open cover
CohαX =
⋃
L
CohαX,L = Lim−→
CohαX,L.
Finally, there is another natural open substack BunαX of Coh
α
X which parametrizes vector
bundles rather then coherent sheaves. Unless α is of rank one, BunαX is also not a global
quotient.
Let us examine a little closer CohαX in some special cases. Let us first assume that
α = (0, 1) so that CohαX classifies simple torsion sheaves Ox of degree one. Since these
are in bijection Ox ↔ x with closed point of X , we have
Coh
(0,1)
X ≃ X/Gm
(here the multiplicative group Gm acts trivially), and thus dim Coh
(0,1)
X = 0. More
generally, the stack Coh
(0,d)
X classifies torsion sheaves of degree d, and contains a dense
open substack U
(0,l)
X classifiying torsion sheaves of the formOx1⊕· · ·⊕Oxd where x1, . . . , xd
are distinct closed points. We have
U
(0,l)
X =
(
SdX\∆)/Gdm
where ∆ = {(xi) | xk = xl for some k 6= l} is the large diagonal, and where again the
multiplicative group Gdm acts trivially. As before, dim Coh
(0,d)
X = dim U
(0,l)
X = 0. Observe
that the stacks Coh
(0,d)
X are global quotients.
Next, let us consider the stacks of coherent sheaves of rank one. The open substack
Bun
(1,d)
X parametrizes line bundles of degree d, and hence
Bun
(1,d)
X ≃ PicX(d)/Gm.
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As a consequence, dim Coh
(1,d)
X = dim Bun
(1,d)
X = g − 1. Any coherent sheaf of rank one
F decomposes a direct sum F ≃ L⊕T for some line bundle L and some torsion sheaf T .
We may stratify Coh
(1,d)
X according to the degree l of T
(5.2) Coh
(1,d)
X =
⊔
l≥0
V(1,d−l),(0,l)
and for any l ≥ 0 there is an affine fibration
πl : Bun
(1,d−l)
X × Coh(0,l)X → V(1,d−l),(0,l)l
of rank l (this fibration comes from the natural fibration Aut(L⊕T )→ Aut(L)×Aut(T )).
As we see, there is a rather precise description of the stacks CohαX for α a class of rank
at most one.
Let Db(CohαX) stand for the category of constructible sheaves on Coh
α
X . The correct
formalism of l-adic sheaves on stacks has recently been fully developped in [LO], but it
is not necessary for us to appeal to this general theory : indeed our stacks CohαX admit
open covers by global quotients CohαX,L, and thus an object P of D
b(CohαX) may be
described as a collection (PL)L of objects in Db(CohαX,L) for all L satisfying some suitable
compatibility conditions21. The category of semisimple complexes Db(CohαX)
ss admits a
very similar description.
Example 5.1. The simplest curve is X = P1. One can show that for any α = (r, d)
Coh
(r,d)
P1
=
⋃
n
Coh
(r,d)
P1,O(n)
Q
(r,d)
O(n) =
{
φ : O(n)⊕(r+d−nr) ։ F | Ker φ ≃ O(n− 1)⊕(d−nr)},
G(r,d),O(n) = GL(r + d− nr, k).
For instance,
Coh
(1,1)
P1,O(1) = Q
(1,1)
O(1)/G(1,1),O(1) = {pt}/Gm
(the only point corresponds to the sheaf O(1) itself), while
Coh
(1,1)
P1,O = Q
(1,1)
O /G(1,1),O =
{O(−1) →֒ O⊕2}/GL(2, k) ≃ P3(k)/GL(2, k)
where the action of GL(2, k) on P3(k) is as follows :(
a b
c d
)
· (x : y : z : w) = (ax+ cz : ay + cw : bx+ dz : by + dw).
It is easy to see that there is one dense orbit (corresponding to O(1)) and a P1-family of
orbits of dimension one (corresponding to the sheaves of the form O ⊕Ox, x ∈ P1).
Since any vector bundle on P1 splits as a direct sum of line bundles O(n), there is a
natural stratification
(5.3) Bun(r,d) =
⊔
n
Vn
where n runs among all classes of vector bundles of class (r, d), i.e. among all r-tuples of
integers (n1, . . . , nr) satisfying n1 + · · · + nr = d and Vn is the stack classifiying vector
bundles isomorphic to O(n1)⊕ · · · ⊕ O(nr); and likewise
(5.4) Coh
(r,d)
X =
⊔
n,l
Vn,l
21that is as a collection of Gα,L-equivariant complexes over Q
α
L
for all L satisfying some suitable
compatibility conditions.
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where (n, l) runs among all r-tuples of integers (n1, . . . , nr) satisfying n1+ · · ·+nr = d− l
where now Vn,l is the stack classifiying vector bundles isomorphic toO(n1)⊕· · ·⊕O(nr)⊕T
for some torsion sheaf T of degree l. As in the rank one case, there is a natural affine
fibration Vn × Coh(0,l)P1 ։ Vn,l.
Note that the stratifications (5.3) and (5.4) are locally finite, that is, for any fixed line
bundle O(n), there are only finitely many stratas intersecting Bun(r,d)
P1,O(n) or Coh
(r,d)
P1,O(n).
In particular, from this one can easily deduce that any simple perverse sheaf on Bun
(r,d)
P1
is isomorphic to IC(Vn) for some n (compare with Section 2.3. and finite type quivers).
As we will see, the case of Coh
(r,d)
P1
is slightly more complex since the spaces Coh
(0,l)
P1
do
carry some nontrivial perverse sheaves. △
5.2. Convolution functors and the Hall category.
As in the case of quivers, there is a natural convolution diagram
(5.5) Eα,β
p1
xxrrr
rr
rr
rr
rr
p2
##H
HH
HH
HH
HH
CohαX × CohβX Cohα+βX
where Eα,β is the stack associated to the functor (Aff/k)→ Groupoids defined by
T 7→
{
pairs of T − flat coherent sheaves F ⊃ G on T ×X
s.t. [F|t] = α+ β, [G|t] = β for all closed points t ∈ T
}
and where the morphisms p1, p2 are given by p1(F ⊃ G) = (F/G,G) and p2(F ⊃ G) = G.
We will spare the reader the translation of (5.5) in terms of the quot schemes (see however
[S4bis] ). It is important to note that the morphism p2 is proper and representable :
the fiber over a point F is isomorphic to the projective scheme QuotβF parametrizing
all subsheaves of F of class β. The morphism p1 is smooth. This allows us to define
convolution functors of induction and restriction as before
m : Db(CohαX × CohβX)→ Db(Cohα+βX )
P 7→ p2!p∗1(P)[dim p1],
(5.6)
and
∆ : Db(Cohα+βX )→ Db(CohαX × CohβX)
P 7→ p1!p∗2(P)[dim p2].
(5.7)
These have properties very similar to those of their cousins in the framework of quivers : for
instance, m commutes with Verdier duality and preserves the subcategory of semisimple
complexes; both functors are associative in the appropriate sense. We will sometimes
write P ⋆Q for m(P⊠Q).
We are now in position to give the definition of the Hall categoryQX . For α ∈ K0(X) =
Z2, let us set 1α = QlCohα
X
[dim CohαX ]. A Lusztig sheaf is an induction product of the
form
Lα1,...,αr = 1α1 ⋆ · · · ⋆ 1αr .
By the Decomposition theorem, Lα1,...,αr is a semisimple complex. We let PX =
⊔
α Pα
stand for the set of all simple perverse sheaves appearing in some Lusztig sheaf Lα1,...,αr
where for all αi = (ri, di) we have ri ≤ 1; we denote by QX =
⊔
αQα the additive category
generated by the objects of PX and their shifts. In other words, we take the constant
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sheaves over the moduli stacks in ranks zero or one as the building blocks for our category,
and see what these generate under the induction product.
The following can be proved just like Proposition 1.11 :
Proposition 5.2. The category QX is preserved by the functors m and ∆.
5.3. Examples, curves of low genera.
In this Section, we briefly collect some descriptions of the objects of PX in several
examples.
Example 5.3. We begin with a partial result, valid for any curve X . Recall that the
stack Coh
(0,l)
X contains a dense open substack U
(0,l)
X which parametrizes torsion sheaves
Ox1 ⊕ · · · ⊕ Oxl where x1, . . . , xd are distinct points of X . By construction, there is a
morphism π1(U
(0,l)
X )→ BXl, the braid group of X of rank l, and hence also a morphism
π1(U
(0,l)
X ) → Sl. An irreducible representation χ of Sl gives rise in this way to an
irreducible local system Lχ on U (0,l)X (as in Section 2.5).
The following result may be interpreted as a global version of the Springer construction
(and is a direct consequence of that construction, see [L2] or Section 2.4.) :
Proposition 5.4. For any X and any l ≥ 1 we have
P(0,l) = {IC(U (0,l)X ,Lχ) | χ ∈ Irr Sl}.
△
Example 5.5. We still consider an arbitrary curve X , and we describe this time the
objects of Pα for α of rank one. Recall the stratification (5.2) Coh(1,d)X =
⊔
l V(1,d−l),(0,l)
and the affine fibration πl : Bun
(1,d−l)
X × Coh(0,l)X → V(1,d−l),(0,l). Set V0(1,d−l),(0,l) =
πl(Bun
(1,d−l)
X ×U (0,l)X ). This open substack of V(1,d−l),(0,l) carries, for every representation
χ of Sl, a unique local system L˜χ such that π∗l (L˜χ) = Ql ⊠ Lχ.
Proposition 5.6. For any X and any d ∈ Z we have
P(1,d) = {IC(V0(1,d−l),(0,l), L˜χ) | χ ∈ Irr Sl, l ≥ 0}.
Proof. The proof is easy so we sketch it briefly. The support of a simple perverse sheaf
P over Coh
(1,d)
X has a dense intersection with precisely one of the stratas V(1,d−l),(0,l); we
will say that such a P is generically supported on that strata. Let us first consider the case
of a P ∈ P(1,d) generically supported on Bun(1,d)X . By definition, such a P appears in a
Lusztig sheaf Lα1,...,αr with
∑
αi = (1, d). It is easy to see that (Lα1,...,αr)|Bun(1,d)
X
6= 0 if
and only if rk(α1) = · · · = rank(αr−1) and rk(αr) = 1. Thus P appears in some product
R ⋆ 1αr with R belonging to P(0,l) for some l. Because any object of P(0,l,) itself appears
in 1l(0,1), it is actually enough to consider products of the form 1
l
(0,1) ⋆ 1α. When l = 1,
we have by construction
1(0,1) ⋆ 1α =p2!p
∗
1(QlCoh(0,1)
X
⊠QlCohα
X
QlX)[dim Coh
α
X + dim p1]
=p2!(QlE(0,1),α )[dim E (0,1),α].
The fiber of p2 over a vector bundle F is equal to Quot(0,1)F . But any nonzero morphism
to a simple torsion sheaf Ox, x ∈ X is surjective, and we have Hom(F ,Ox) = 1 for all x.
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It follows that
p2!(QlE(0,1),α )[dim E(0,1),α]|Bunα+(0,1)
X
≃ (1α+(0,1) ⊗H∗(X,Ql)[1])|Bunα+(0,1)
X
.
In particular, (1(0,1) ⋆ 1α)|Bunα+(0,1)
X
is again a constant sheaf. By induction, we see that
the same is true of any product 1l(0,1) ⋆ 1α. The proves Proposition 5.6 for objects P
generically supported on Bun
(1,d)
X . If P is generically supported on some lower strata
V(1,d−l),(0,l) then we apply the restriction functor ∆(1,d−l),(0,l) to P. This yields an object
of Q(1,d−l)×Q(0,l) which is generically supported on Bun(1,d−l)X ×Coh(0,l)X . Using the first
part of the proof together with Proposition 5.4, and the setup of Remark 2.13, one arrives
at the conclusion that P is of the desired form. X
△
Example 5.7. Let us now specialize to X = P1. This case was fully treated by Laumon
in [L2]. The relevant stratification data here is
Coh
(r,d)
P1
=
⊔
n,l
Vn,l,
πn,l : Vn × Coh(0,l)P1 → Vn,l.
Again, to any n, l and any representation χ of Sl is associated a local system L˜χ over
V0n,l := πn,l(Vn × U (0,l)P1 ).
Theorem 5.8 (Laumon). Let X = P1. For any (r, d) we have
P(r,d) = {IC(V0n,l, L˜χ) | χ ∈ Irr Sl}
where l ≥ 0 and n = (n1 ≤ · · · ≤ ns) runs among all tuples such that
∑
i ni + l = d.
The above theorem can be proved in much the same way as Proposition 5.6. Observe
that it states in particular that, after restriction to the open susbtack BunX , we obtain
all possible simple perverse sheaves. In this sense, P1 behaves very much like a quiver of
finite type (compare with Section 2.3.). △
Example 5.9. To conclude the list of examples we consider the case of an elliptic curve
X . Let us briefly recall the structure of the category Coh(X) (see [A3] or [S5] for a more
detailed treatment). Define the slope of a sheaf F ∈ Coh(X) as
µ(F) = deg(F)
rank(F) ∈ Q ∪ {∞}.
We say that F is semistable of slope ν if µ(F) = ν and if µ(G) ≤ ν for any subsheaf
G ⊂ F . The full subcategory Coh(ν)(X) consisting of semsitable sheaves of slope ν is
abelian and artinian. For instance, Coh(∞)(X) = Tor(X) is the subcategory of torsion
sheaves over X . Atiyah’s proved the following fundamental theorem :
Theorem 5.10 (Atiyah). The following holds :
i) there are (canonical) equivalences of abelian categories Coh(ν)(X) ≃ Coh(ν′)(X)
for any ν, ν′ ∈ Q ∪ {∞},
ii) any F ∈ Coh(X) admits a decomposition
(5.8) F ≃ Fν1 ⊕ · · · ⊕ Fνl
where Fνi ∈ Coh(νi)(X) and ν1 < · · · < νl.
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The decomposition (5.8) is not canonical, but the isomorphism classes of the factors Fνi
are uniquely determined. In addition, the subsheaves Fνl ,Fνl−1⊕Fνl , · · · are canonical22.
Atiyah’s Theorem bears the following geometric consequences. Let us call a sequence
α = (α1, . . . , αl) of classes in K0(X) satisfying
∑
i αi = α and µ(α1) < · · · < µ(αl) a
Harder-Narasimhan-type (or simply HN-type) of weight α. For such a sequence, let Vα
denote the stack parametrizing sheaves F = Fν1⊕· · ·⊕Fνl with µ(Fi) = αi for i = 1, . . . , l.
Then
Corollary 5.11. There exists a stratification
CohαX =
⊔
α
Vα
indexed by all HN-types α of weight α.
There is as usual an affine fibration
πα : Vα1 × · · · Vαl → Vα.
Using the equivalence Coh(µ(αi))(X) ≃ Coh(∞)(X), one can show that Vαi ≃ Coh(0,d(αi))X ,
where d((ri, di)) = g.c.d(ri, di). To put it in words, we have that the whole stack CohX
can be cut into pieces, each of which looks like a cartesian product of the simpler stacks
Coh
(0,d)
X . For a fixed class αi let V0αi denote the open substack of V0αi corresponding to
U
(0,d(αi))
X , and if χ is a representation of Sd(αi) let Lχ be the associated local system
over V0αi . If α = (α1, . . . , αl) is an HN type and if χ1, . . . , χl are representations of
Sd(α1), . . . ,Sd(αl) respectively then we write L˜χ1,...,χl for the unique local system over
V0α := πα(V0α1 × · · · V0αl) such that π∗α(L˜χ1,...,χl) = Lχ1 ⊠ · · ·⊠ Lχl .
The following result is proved in [S5] :
Theorem 5.12. Let X be an elliptic curve. Then for any α ∈ K0(X) we have
Pα = {IC(V0α, L˜χ1,...,χl) | χ1 ∈ Irr Sd(α1), . . . , χl ∈ Irr Sd(αl)}
where α = (α1, . . . , αl) runs among all HN types of weight α.
△
Remark 5.13. The examples 5.7. and 5.9. may be generalized to the case of weighted
projective lines Xp,λ of genus g < 1 and g = 1 respectively (see [S4] ). Namely, when
g < 1 (i.e. when Xp,λ is of finite type) all perverse sheaves on BunXp,λ do belong to PXp,λ ,
and if g = 1 (i.e. when Xp,λ is of tame, or tubular type) then the objects of PXp,λ are
essentially parametrized by pairs consisting of an HN-type α and a tuple of irreducible
representations of some symmetric groups as in Theorem 5.12.
Remark 5.14. In all the examples we have been able to compute, the elements of PX
are self-dual perverse sheaves.
5.4. Higgs bundles and the global nilpotent cone.
Motivated by the analogy between curves and quivers and the content of Lecture 4, it
is natural to expect the existence of a “Lagrangian” version of the Hall category QX , in
which the role of the simple perverse sheaves from PX is played by certain Lagrangian
22The decomposition (5.8) refines the standard decomposition of a coherent sheaf over a curve as a
direct sum of a vector bundle and a torsion sheaf.
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subvarieties in the cotangent stack T ∗CohX . It turns out that this cotangent stack is a
well-known and well-studied object in geometry, and that there are natural candidates for
the Lagrangian subvarieties. In this Section we assume that we are working over the field
of complex numbers C.
Let ΩX denote the canonical bundle of X . A Higgs sheaf over X consists of a pair
(F , ϕ) where F ∈ Coh(X) and where ϕ –the so-called Higgs field– is an element of the
vector space Hom(F ,F ⊗ ΩX). The notion of (iso)morphism between Higgs sheaves is
the obvious one. For α ∈ K0(X) one defines as in Section 5.1. a stack HiggsαX classifying
Higgs sheaves over X of class α.
The stack Higgsα
X
can be identified with the cotangent stack23 of CohαX . Let us try
to justify this briefly. We have T ∗CohαX =
⋃
T ∗CohαX,L = Lim−→
T ∗CohαX,L where L
runs among all line bundles over X . Since CohαX,L = Q
α
L/Gα,L is a global quotient, its
cotangent stack is obtained by symplectic reduction. The tangent space to QαL at a point
φ : L⊕〈L,α〉 ։ F is canonically identified with Hom(Ker φ,F). Hence, T ∗QαL represents
the functor classifying pairs (φ : L⊕〈L,α〉 ։ F , θ) where θ ∈ Hom(Ker φ,F)∗. There is
a long exact sequence
0 −→ Hom(F ,F) −→ Hom(L⊕〈L,α〉,F) −→ Hom(Ker φ,F) −→
−→ Ext(F ,F) −→ Ext(L⊕〈L,α〉,F) = 0.
Dualizing, we get in particular
(5.9) 0 −→ Ext(F ,F)∗ −→ Hom(Ker φ,F)∗ −→ Hom(L⊕〈L,α〉,F)∗ = g∗α,L.
It can be shown that the moment map µ : T ∗φQ
α
L → g∗α,L at the point φ is given by the
connecting map in (5.9). Therefore its kernel is Ext(F ,F)∗, which is itself canonically
identified with Hom(F ,F ⊗ ΩX) via Serre duality. We have shown that T ∗CohαX,L =
µ−1(0)/Gα,L =
{
(φ : L⊕〈L,α〉 ։ F , ϕ) | ϕ ∈ Hom(F ,F ⊗ ΩX)
}
/Gα,L. The limit (or
union) of all these quotient stacks as L varies is equal to Higgsα
X
.
Following Hitchin (see [H2]), consider for each α the substack ΛαX ⊂ HiggsαX classifying
Higgs sheaves (F , ϕ) of class α for which ϕ is nilpotent (i.e. for which a sufficiently high
composition ϕl : F → F ⊗Ω⊗lX vanishes). The union of all these substacks as α varies is
called the global nilpotent cone of X .
Theorem 5.15 (Ginzburg, [G3]). For any α, the substack ΛαX is Lagrangian.
Example 5.16. Assume that X = P1. Then ΩX = O(−2). If F is a vector bundle then
any ϕ is automatically nilpotent. This is again reminiscent of the behavior of a finite
type quiver (compare with Proposition 4.14). In particular the whole conormal bundle
T ∗VnCohX belongs to ΛX for any n = (n1 ≤ · · · ≤ nr), and in fact
ΛX ∩ T ∗BunX =
⋃
n
T ∗VnCohX
is the (locally finite) union of conormal bundles to the various stratas Vn. This describes
the irreducible components of ΛX which intersect T
∗BunX .
23here and after, we make the same abuse of notions as in Lecture 4 : we only consider the underived
cotangent stack.
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More generally, let n = (n1 ≤ · · · ≤ nr) and let λ = (λ1 ≥ · · ·λs) be any partition. Let
Zn,λ be the substack of HiggsX classifying Higgs sheaves (F , ϕ) where
F ≃ O(n1)⊕ · · · ⊕ O(nr)⊕O(λ1)x1 ⊕ · · · ⊕ O(λs)xs
with x1, . . . , xs distinct and ϕ ∈ Hom(F ,F(−2)) nilpotent.
Proposition 5.17 (Pouchin, [P]). Assume X = P1. Then the irreducible components of
ΛX are given by the closures Zn,λ as n varies among all vector bundle types and λ varies
among all partitions.
△
Ginzburg proved in [G3] that for any P ∈ PX the singular support SS(P) is contained
in ΛX . In view of the analogy with quivers and Theorem 4.26, it is natural to make the
following
Conjecture 5.18. There exists a partial order ≺ on PX and a bijection PX ≃ Irr ΛX ,P↔
ΛP such that
ΛP ⊂ SS(P) ⊂ ΛP ∪
⋃
Q∈PX
Q≺P
ΛQ.
It can be checked (by direct inspection) that this conjecture holds when X = P1, or
when X is an elliptic curve.
At this point, a natural question arises : is it possible to equip the set Irr ΛX with an
extra structure similar to that of a crystal ? In other words, is it possible to relate the
various irreducible components of ΛX by well-chosen correspondences, and to obtain in this
way a rich and rigid combinatorial structure24? There are some notable differences with
the quiver case : for one thing, the most natural correspondences are now parametrized
by the infinite set of line bundles rather then by the finite set of vertices of a quiver,
hence we cannot expect a to obtain a crystal in the usual sense. This question has been
addressed by Pouchin in the case of P1 (see [P]).
5.5. Conjectures and relation to the geometric Langlands program.
In this final Section, we discuss some conjectures and some heuristics.
Let’s begin with the conjectures. Recall that X = X0 ⊗ Fq where X0 is a smooth
projective curve defined over the finite field Fq. Thus there is a geometric Frobenius
automorphism F acting on X , and this action extends to the stacks CohX , BunX , . . ..
For α ∈ K0(X) the constant sheaves 1α have an obvious Weil structure. Hence any
Lusztig sheaf Lα1,...,αr also has a Weil structure, and by Deligne’s theorem Lα1,...,αr is
pure of weight zero for this Weil structure (since it is obtained as a proper pushforward
of a pure complex).
Conjecture 5.19. Any P ∈ PX has a (canonical) Weil structure for which it is pure of
weight zero.
This does not automatically follow from the fact that Lusztig sheaves have this prop-
erty : the Frobenius automorphism F could in principle permute the simple factors of any
given Lusztig sheaf Lα1,...,αr .
24which might even be relevant to some representation theory of the associated Hall algebra ?
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Granted Conjecture 5.19 holds, we can construct just as in Section 3.6. a C-algebra
and coalgebra UX as
UX =
⊕
γ∈K0(X)
Uγ , Uγ =
⊕
P∈Pγ
CbP ;
with (co)multiplication given by
bP′ · bP′′ =
∑
P
Tr(MPP′,P′′)bP
∆(bP) =
∑
P′,P′′
Tr(NP
′,P′′
P )bP′ ⊗ bP′′ .
Here MPP′,P′′ and N
P′,P′′
P are the structure complexes defined by
MPP′,P′′ = Hom(P,P
′ ⋆ P′′), NP
′,P′′
P = Hom(P
′ ⊗ P′′,∆(P)).
Note that the product and coproduct are a priori given by infinite sums, hence UX is
only a topological (co)algebra. We may also directly introduce a completion ÛX of UX ,
defined as
ÛX =
⊕
γ∈K0(X)
Ûγ , Ûγ =
∏
P∈Pγ
CbP ;
(i.e., we authorize infinite linear combinations of homogeneous elements of the same de-
gree). One can check that ÛX is still an algebra and a (topological) coalgebra.
Let HX be the Hall algebra of Coh(X0), and let CX be its spherical subalgebra. We
briefly recall their definition here and refer to Section 3.6, and [S2, Lecture 4] for more. Let
us write Cohγ(X0)(Fq) for the set of (isomorphism classes of) coherent sheaves over X0
of class γ, and let C[Cohγ(X0)(Fq)] be the set of C-valued functions with finite support.
Then
HX =
⊕
γ
C[Cohγ(X0)(Fq)]
as a vector space, equipped with a convolution (co)product (defined by (3.46), (3.47)).
Denote by 1α, 1
vec
α the constant functions on Coh
α(X0)(Fq) and Bun
α(X0)(Fq) respec-
tively. Then CX ⊂ HX is by definition the subalgebra generated by {1(0,d) | d ≥ 1} and
{1vec(1,n) | n ∈ Z}. Dropping the assumption of finite support in the definition of HX we
obtain a completed algebra ĤX ; we write ĈX for the closure of CX in ĤX .
As in the case of quivers, there is natural C-linear trace map
tr : ÛX → ĤX
Uγ ∋ bP 7→ Lim−→ ν
dim Gγ,LTr(P|Cohγ
X,L
).
This map is a morphism of algebras and coalgebras.
Conjecture 5.20. The trace map is an isomorphism of ÛX onto ĈX .
Note that it is essential that we compare completed algebras on both sides : for instance
the constant sheaf 1α is sent, by the trace map, to ν
〈α,α〉1α which belongs to HX only
when α is a torsion class. Conjecture 5.20 has now been proved in genus zero ([L2]),
one ([S5]), and for weighted projective lines of genus at most one ([S4]). This way one
obtains “canonical bases” for several interesting quantum groups, like quantum affine and
toroidal algebras, or the spherical Cherednik algebra of GL(∞) (see [S2, Lecture 4.] ). A
few explicit examples of such canonical basis elements are computed for X = P1 in [S4,
Section 12].
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The obvious next question is : is it possible to define a graded Grothendieck group KX
of QX , which would be an “integral form” of UX , and to which it would specialize ? In
view of Conjecture 5.20, this should yield integral forms of several interesting quantum
groups along with some canonical bases for them. Although one could in principle define
KX as in Section 3.1., this would not give the desired result unless X = P1 (or is a
weighted projective line) since the ensuing algebra would only depend on one parameter
whereas the Hall algebra HX (and the spherical subalgebra CX) depend, in addition to
the choice of the finite field Fq, on the choice of the particular curve X . More precisely
(see [S2, Lecture 4]), CX admits a presentation depending on the Frobenius eigenvalues
in H1(X,Ql).
This motivates the following conjecture. Let {ξ1, . . . , ξ2g} be the set of Frobenius
eigenvalues in H1(X,Ql), where g is the genus of X ; we may arrange these in such a way
that ξ2kξ2k−1 = q for k = 1, . . . , g. For any i ∈ Z, set
Si = {ξn11 · · · ξn2g2g | ∀ i, ni ≥ 0 ;n1 + · · ·+ n2g = i}.
Conjecture 5.21. The following holds :
i) For any P,P′,P′′ ∈ PX , all the Frobenius eigenvalues in Hi(MPP′,P′′) andHi(NP
′,P′′
P )
belong to Si.
ii) For any γ ∈ K0(X), for any P ∈ Pγ, for any x0 ∈ Cohγ(X0) and any i ∈ Z, all
the Frobenius eigenvalues in Hi(P|x0) belong to Si.
Let us assume that Conjecture 5.21 holds. Let us introduce the torus
T ga = {(ζ1, . . . , ζ2g) ∈ (C∗)2g | ζ1ζ2 = ζ3ζ4 = · · · = ζ2g−1ζ2g} ≃ (C∗)g+1.
For any curve X of genus g, we have (ξ1, . . . , ξ2g) ∈ T ga . We will call X generic if
χ
(
(ξ1, . . . , ξ2g)
) 6= 1 for any character χ of T ga . If X is generic and u ∈ C∗ is any monomial
in ξ1, . . . , ξ2g then there exists a unique character χu of T
g
a satisfying u = χu
(
(ξ1, . . . , ξ2g)
)
.
This allows us to define, for any P,P′,P′′, some “formal traces”
ftr
(
MPP′,P′′
)
=
∑
λ
χλ, f tr
(
NP
′,P′′
P
)
=
∑
λ
χλ
taking values in the representation ring Rep(T ga ), where λ runs over all Frobenius eigenval-
ues of MPP′,P′′ and N
P′,P′′
P respectively. Using these, we may define a graded Grothendieck
group KX over Rep(T ga ) as follows :
KX =
⊕
P∈PX
Rep(T ga )bP,
bP′bP′′ =
∑
P
ftr
(
MPP′,P′′
)
bP,
∆(bP) =
∑
P′,P′′
ftr
(
NP
′,P′′
P
)
bP′ ⊗ bP′′ .
Then KX is a (topological) algebra and coalgebra, and moreover, (KX)|ζi=−ξi ≃ UX . The
formal analogue of Conjecture 5.20 is
Conjecture 5.22. The algebra KX is topologically generated by {b1α | rank(α) ≤ 1}.25
We also expect the following :
Conjecture 5.23. For any two generic curves X,X ′ we have KX ≃ KX′ .
25As in the case of quivers, this conjecture implies that KX is a (topological) bialgebra–see Corol-
lary 3.21.
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Granted that all of the above conjectures hold (!), we obtain in this way some kind
of “universal spherical Hall algebra” (or “universal quantum group”) Kg defined over
Rep(T ga ) and which only depends on the genus g. Conjectures 5.21–5.23 have been shown
to hold for g = 0 (by Laumon, [L2]) or g = 1 (see [S5]).
What about nongeneric curves ? One can still expect that there exists a natural grading
by the character group χ(T ag ) on the Hall category QX , even though it is not directly
readable from the weights. Another possibility is to define a Hall category varying over the
moduli stackMg of curves of genus g. Better yet, one could try to build a Hall category
directly out of the motive of the universal curve over Mg, whose genuine Grothendieck
group should be Kg.
In the same spirit, we propose :
Conjecture 5.24. Let k = C. There exists a natural grading by χ(T ag ) on the Hall
category QX , and the associated graded Grothendieck group satisfies KX ≃ Kg.
We have abused enough of the reader’s gullibility. Let’s conclude these notes with some
heuristics related to the geometric Langlands program for GL(r). This lies at the origins
of the theory of Hall algebras for curves (it is the principal motivation for [K1], [L2]). For
more on the geometric Langlands conjecture, we refer to [F].
Let us fix a smooth projective curve X over C. Define the ith Hecke correspondence
(of rank r) in this context as the diagram
Heckei
p1
zztt
tt
tt
tt
t
p2
&&MM
MM
MM
MM
MM
BunrX X ×BunrX
where we have set BunrX =
⊔
dBun
(r,d)
X , where Heckei is the stack classifying{
(F ⊃ G) | F ,G vector bundles on X, rank(F) = rank(G) = rF/G ≃ O⊕ix for some x ∈ X
}
and where p1(F ⊃ G) = G and p2(F ⊃ G) = (supp(F/G),F). We define the ith Hecke
operator as
Heckei : D
b(BunrX)→Db(X ×BunrX)
P 7→p2!p∗1(P)[dim p1].
Note that for any point ix : x →֒ X the operator (i∗x × Id) ◦ Heckei is simply the
restriction to the open substack BunrX ⊂ CohrX of the convolution operator P 7→ 1O⊕ix ⋆P
in Db(CohrX). Here 1O⊕ix ∈ Db(Coh0X) is the constant (perverse) sheaf supported on the
closed substack paramatrizing sheaves isomorphic to O⊕nx . More general Hecke operators
may be obtained by replacing 1O⊕ix with other complexes supported at the point x.
Fix a local system E of rank r over X . A constructible complex P ∈ Db(BunrX) is said
to be a Hecke eigensheaf with eigenvalue E if for any i we have Heckei(P) ≃ ΛiE ⊠ P.
The C-version of the Langlands conjecture for GL(r) proved in [FGV], [G2] states that
Theorem 5.25 (Frenkel, Gaitsgory, Vilonen). For any irreducible local system E of rank
r on X there exists an irreducible perverse sheaf AutE over Bun
r
X which is a Hecke
eigensheaf with eigenvalue E.
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For example, the constant perverse sheaf 1Bun1X :=
⊕
dCBun(1,d)
X
[dim Bun
(1,d)
X ] satisfies
Hecke1(1Bun1X ) ≃ CX ⊠ 1Bun1X hence it is a Hecke eigensheaf with eigenvalue given by
the trivial local system CX over X .
The perverse sheaf AutE constructed in Theorem 5.25 is moreover expected to be
unique. Thus there is in principle a correspondence
(5.10)
{
Irreducible local systems
over X of rank r
}
→
{
cuspidal Hecke eigensheaves
over BunrX
}
One may wonder about what happens when one considers reducible local systems,
like the trivial local system CrX of rank r > 1 ? It is easy to prove that if P,P
′ are
Hecke eigensheaves with eigenvalues E, E′ then the induction product26 P ⋆ P′ is a Hecke
eigensheaf of eigenvalue E ⊕ E′. There are however no reasons for P ⋆ P′ to be either
perverse, irreducible, or for the Hecke eigensheaf to be unique. For instance, to the trivial
local system CrX is associated in this way the so-called Eisenstein sheaf (see [L2])
1Bun1
X
⋆ 1Bun1
X
· · · ⋆ 1Bun1
X
,
which is in general not irreducible : indeed, its simple direct summands are given by
contruction by the elements27 of PrX =
⊔
d P(r,d)X . Therefore one may think of the Hall
categoryQX as corresponding, in some weak sense, to the collection of trivial local systems
CrX over X (for r ≥ 1).
It is possible to get a slightly better heuristic if one considers Beilinson and Drinfeld’s
broad generalization of (5.10), according to which there should be an equivalence of derived
categories
(5.11) D(OLocr
X
) ≃ D(DBunr
X
)
where LocrX is the stack classifying local systems of rank r over X , and where O,D
stand for the categories of O-modules and D-modules respectively. Presumably, (5.10) is
obtained by restricting (5.11) to the skyscraper sheaves at points of LocrX corresponding to
irreducible local systems. The formal neighborhood ĈrX of C
r
X in Loc
r
X may be described
as follows28 (see [BD, Section 2]). Let Locr,trivX be the stack parametrizing local systems
on X with a trivialization at a fixed point x0 ∈ X . Then LocrX = Locr,trivX /GL(r,C).
The tangent complex of Locr,trivX at C
r
X is quasi-isomorphic to the cohomology of X with
values in g = gl(r,C)
TCr
X
Locr,trivX ≃ H∗(X, g)
and TCr
X
Locr,trivX [1] ≃ H∗+1(X, g) has a canonical dg Lie algebra structure given by
(c⊗g, c′⊗g′) 7→ c ·c′⊗ [g, g′]. The formal neighborhood of CrX in Locr,trivX is isomorphic to
the formal neighborhood around 0 of the kernel of the Maurer-Cartan equation [u, u] = 0 in
H0(TCr
X
Locr,trivX [1]) ≃ H1(X, g). Therefore, ĈrX is isomorphic to the formal neighborhood
of 0 in
CrX := {u ∈ H1(X)⊗ g | [u, u] = 0}/GL(r,C).
In particular, if g is the genus of X then ĈrX is the formal neighborhood of 0 in the
quotient stack
Crg =
{
(x1, . . . , x2g) ∈ gl(r,C) |
g∑
i=1
[x2i−1, x2i] = 0
}
/GL(r,C).
26we state everything for perverse sheaves or complexes over BunrX and tend to forget about Coh
r
X ;
nevertheless, note that the definition (5.6) of the induction functor ∗ uses the stacks CohrX in a crucial
way.
27more precisely, by the elements of PrX whose support intersects Bun
r
X .
28the case of X = P1 is a little special (see [L1]) so we assume that X is of genus one or more.
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The torus
T gs = {(η1, . . . , η2g) ∈ (C∗)2g | η1η2 = η3η4 = · · · = η2g−1η2g}
acts on Crg by multiplication. To give an example, if g = 1 then
Crg = {(x, y) ∈ gl(r,C) | [x, y] = 0}/GL(r,C)
is the commuting variety and T gs = (C
∗)2 acts on Crg by (η1, η2) · (x, y) = (η1x, η2y).
We expect a strong relationship between the category CohT gs (Crg) equipped with its
natural χ(T gs )-grading on the one hand and the category QrX =
⊔
dQ(r,d)X equipped29 with
the (hypothetical) χ(T ga )-grading coming from Conjecture 5.24 on the other hand. Note
that T gs = T
g
a but the two tori play rather different roles : T
g
s is a group of infinitesimal
symmetries around the trivial local system in LocrX while T
g
a accounts for the moduli
space of curves of genus g.
A first step towards understanding this relationship is to pass to the Grothendieck
groups. It is possible to define a convolution product of equivariant K-theory groups
mr,r′ : K
T gs (Crg)⊗KT
g
s (Cr′g )→ KT
g
s (Cr+r′g )
and hence to define an associative Rep(T gs )-algebra K
T gs (Cg) =
⊕
r≥0K
T gs (Crg) (see [SV2],
[SV3]). Here Rep(T gs ) ≃ Z[η±11 , . . . , η±12g ]/〈η2i−1η2i = η2j−1η2j ∀ i, j〉 is the representation
ring of T gs .
One would hope that the algebra KT
g
s (Cg) is strongly related to the Grothendieck
groups of the Hall categories QX for X of genus g, and hence to the “universal spherical
Hall algebra” Kg. As shown in [SV3], this is essentially true although there are some
subtle issues related to completions. The spherical Hall algebra CX has a generic form
Cg defined over Rep(T
g
a ). Modulo Conjectures 5.22 and 5.23, Cg may be embedded into
a completion K̂g of Kg as a dense subalgebra. Morally, Cg corresponds to those elements
of K̂g which are supported on a finite number of HN strata of BunX .
Theorem 5.26 (S.-Vasserot). Let Kg ⊂ KT gs (Cg) be the Rep(T gs )-subalgebra generated
by KT
g
s (C1g ). There exists an algebra isomorphism
(5.12) Φ : Cg ⊗ ka ∼→ Kg ⊗ ks
where ka = Frac(Rep(T
g
a )) = Frac(Rep(T
g
s )) = ks.
The proof of the above theorem relies on an algebraic description of both sides of
(5.12) as some kind of shuffle algebras. When g = 0, Theorem 5.26 relates two different
constructions of the (Drinfeld) positive half of the quantum group Uν(ŝl2) : one involving
the Nakajima quiver variety associated to the quiver A1 and the other in terms of the
Hall algebra of P1. Similarly, when g = 1 Theorem 5.26 relates two realizations of the
positive half of the spherical Cherednik algebra SH¨∞ of type GL(∞) : one involving the
commuting variety and Hilbert schemes of points on C2 and the other in terms of the Hall
algebra of an elliptic curve (see [SV1]).
To finish, let us illustrate the subtle issue of extending (5.12) to K̂g. Fix r > 1 and let
1r be the constant function on Bun
r
X . This element does not belong to CX although it
belongs to KX –it corresponds to the class of the constant perverse sheaf 1r on BunrX .
We may, however approximate it by a sequence of elements 1r,≥n ∈ CX , where 1r,≥n is
29actually, instead of QrX –which is semisimple– it is probably better to consider the Ext-algebra of
the set of simple perverse sheaves in PrX .
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the characteristic function of the set of bundles of rank r which are generated by Picd(X)
for d ≥ n. The elements 1r,≥n may be lifted to the generic form Cg.
Proposition 5.27 (S.-Vasserot). The sequence {Φ(1r,≥n)} converges to zero as n tends
to −∞.
This seems to suggest that the constant sheaf 1r is mapped, under the Langlands
correspondence, to an acyclic unbounded complex of coherent sheaves on (the formal
neighborhood ĈrX of the trivial local system in) Loc
r
X . This is in accordance with the
results in [L1] when X = P1.
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Windows.
We wrap up this survey by providing the interested reader with a few pointers towards
further developments of the theory and towards some potential research directions. Need-
less to say, this section claims no kind of exhaustivity whatsoever, but rather reflects the
author’s personal taste.
Motivic Hall algebras. Passing from the “naive” Hall algebra HA of some abelian finitary
category A to the more geometric Hall category QX essentially amounts to two things :
i) replacing the (discrete) set of isomorphism classesMA of objects in A by the stackMA
parametrizing objects in A; and ii) replacing functions on MA by constructible sheaves
on MA. In terms of the product and coproduct, we replace a point count, typically the
number #Z(Fq) of Fq-rational points of some algebraic variety Z parametrizing extensions
in the category A, by the whole cohomology H∗c (Z ⊗ Fq).
One can try to go even further, and to keep not just the cohomology H∗c (Z ⊗ Fq)
but the actual variety Z itself, or its motive. In other words, one can try to endow a
suitable category of motives M → MA over MA with some induction and restriction
functors. Such a construction has been worked out by Toe¨n (unpublished) and Joyce
[J2]. This was also later generalized to the A∞ setting by Kontsevich-Soibelman [KS3].
The motivation for the papers [J2], [KS3] is the study of the wall-crossing phenomenon in
Donaldson-Thomas invariants on Calabi-Yau manifolds.
Canonical bases in modules. Fix a quiver ~Q associated to a Kac-Moody algebra g. By
Theorem 3.9, the canonical basis B of Uν(n+) is compatible with all lowest weight inte-
grable representations Lλ of Uq(g) in the sense that {b · vλ | b · vλ 6= 0} forms a basis of
Lλ. Here vλ is the lowest weight vector of Lλ. It would be interesting to understand an
analogue of this result for other Hall algebras equipped with canonical bases, such as the
Hall algebras of smooth projective curves, or weighted projective lines. In the simplest
case of P1, the canonical basis B of U+ν (ŝl2) constructed in [S4] has been checked to be
compatible with some integrable lowest weight representations; one would also expect it
to be compatible with certain finite-dimensional modules of Uq(ŝl2) since B is adapted
to the Drinfeld realization of Uν(ŝl2) (see [S2, Lecture 4]). It might also be interesting to
try to develop an algebraic theory of canonical bases for quantum loop algebras adapted
to the Drinfeld realization, taking the above example of ŝl2 as a model.
Derived equivalences and canonical bases. As explained in [S2, Lecture 5], the Hall algebras
of two hereditary finitary categories which are derived equivalent are very closely related.
More precisely, if A and B are as above then a derived equivalence F : Db(A) → Db(B)
induces (under some mild finiteness conditions, see loc. cit.) an isomorphism of Drinfeld
doubles DF : DHA ≃ DHB. It seems natural to try to lift the isomorphism DF to
the geometric level; i.e. to try relate in some way the relevant categories of constructible
sheaves over the moduli spaces MA and MB (or possibly some categories of coherent
sheaves over the cotangent bundles T ∗MA, T ∗MB). Of course, one has to account for
the fact that the geometric constructions explained in Lectures 2 and 4 relate to Hall
algebras HA rather then to Drinfeld doubles DHA. For instance, if A = Coh(P1) and
B = Rep ~Q where ~Q is the Kronecker quiver then DCA ≃ Uν(ŝl2) ≃ DCB but the
composition algebras CA and CB correspond to different choices of a Borel subalgebra
in ŝl2 (see [S2, Lecture 5] for details). Hence it is not directly possible, for exemple, to
compare the canonical basis of CA (coming from the geometry of the moduli space of
vector bundles over P1) with that of CB (coming from the geometry of the moduli space
of representations of ~Q). However, it might be possible to compare the images of these
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two canonical bases in some representation ofUν(ŝl2). Some simple cases are computed in
[S4, Section 11], where the two bases are shown to agree in some lowest weight integrable
representations.
Khovanov-Lauda-Rouquier algebras and categorification. For a given quiver ~Q, the cate-
goryQ ~Q is by definition semisimple (its objects are by construction semisimple complexes).
However the simple perverse sheaves P ∈ P ~Q of course have some nontrivial extensions
spaces between themselves in the derived category Db(M ~Q). One way to encode these
extension spaces is to consider the associative Ext-algebra R′ =
⊕
P,P′ Ext
∗(P,P′), where
P,P′ vary in P ~Q. Here the algebra structure comes from the Yoneda product on the
Ext groups in Db(M ~Q). Observe that R′ splits as a direct sum of associative algebras
R′ =
⊕
γ∈NI R
′
γ according to the dimension vector for ~Q. It turns out that it is bet-
ter to consider a slightly different algebra. Recall that to any sequence i = (i1, . . . , il)
of vertices of ~Q is associated the Lusztig sheaf Li := Lǫi1 ,...,ǫil (a semisimple complex
on M ~Q) and that the simple perverse sheaves of P ~Q are precisely the simple factors
of the Lis as the sequence i varies. Put R =
⊕
i,i′ Ext
∗(Li, Li′). There is again a
decomposition R =
⊕
γ∈NI Rγ . Khovanov-Lauda (see [KL]) and independently (and
in a wider context) Rouquier (see [R5]) conjectured an explicit, combinatorial presen-
tation for the algebra R, which was later verified by Varagnolo-Vasserot (see [VV2]).
The algebra R and its presentation play a fundamental role in Rouquier’s theory of
2-categorifications of quantum groups (see loc. cit). By some standard yoga, the as-
signement P 7→⊕
i
Ext∗(Li,P) induces an isomorphism at the level of the Grothendieck
groups Uν(n+) ≃ K~Q
∼→ K0(R-Modgr), where R-Modgr is the category of finitely gen-
erated graded R-modules. Moreover, this map sends the canonical basis to the classes of
indecomposable projective objects. This may be viewed as a realization of the project of
‘categorification’ of Uν(n+).
Zheng’s geometric construction of integrable representations. Let ~Q be a quiver as in
Lecture 1. The category Q ~Q, along with its set of simple objects P ~Q and induction and
restriction functorsm,∆, yields a geometric lift of the quantum enveloping algebraUν(n+)
with a canonical basis B. It has long been sought to obtain such a geometric lift not only
of Uq(n+) itself but also of all the integrable highest weight representations Lλ of Uν(g),
for λ a dominant integral weight of g. In the recent work [Z1], Hao Zheng manages
to produce such a lift by suitably “truncating” the category Q ~Q, keeping only objects
satisfying certain stability conditions (depending on λ). The induction and restriction
functors, as well as the set of simple objects P ~Q get “truncated” in a similar way. The
notion of stability used is directly inspired by Nakajima’s theory of quiver varieties (see
below). Zheng’s construction requires one to consider all orientations of the quiver ~Q at
once and to use the Fourier-Deligne transform; once again it is natural to expect that
the best formulation would use some kind of Fukaya or Floer category in the cotangent
bundle to the moduli spaces of (stable) representations of ~Q.
By a similar method, Zheng is also able to realize geometrically arbitrary tensor prod-
ucts Lλ1⊗· · ·⊗Lλl . This provides a geometric construction of the canonical basis for such
tensor products and has some interesting corollaries (such as the positivity of the struc-
ture constants in this canonical basis, etc.). This construction in terms of perverse sheaves
may also be used to construct an explicit ‘categorification’ of all the irreducible modules
Lλ as well as of their tensor products, in the same sense as in the previous paragraph (see
[R5]).
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It would be very nice to generalize Zheng’s construction to the setting of Hall algebras
of curves. This would provide, for instance, a nice class of representations of quantum
toroidal algebras (when the curve is a weighted projective line of genus one, see [S2],
Lecture 4).
The semicanonical basis and constructible functions on the nilpotent variety. Fix again
a quiver ~Q associated to a Kac-Moody algebra g. Besides Lusztig’s geometric canoni-
cal basis B of Uν(n+) (constructed via perverse sheaves on M ~Q), and Kashiwara-Saito’s
crystal graph B(∞) (realized in the set of irreducible components of the Lagrangian va-
riety Λ ~Q ⊂ T ∗M ~Q), there is a third construction, due to Lusztig, of a basis B which
is somewhat intermediate called the semicanonical basis ([Lu13]). This is a basis of the
classical enveloping algebra U(n+), and it comes from a realization of U(n+) as a convo-
lution algebra of constructible functions on Λ~Q. Although it differs in general from the
specialization of B at ν = 1 the basis B also has a number of remarkable properties, such
as compatibility with all lowest weight integrable representations. In addition, it seems
to be intimately related to the theory of cluster algebras and 2-Calabi-Yau categories (see
[GLS1], [GLS2],...).
In [P], Pouchin constructed and studied an analogue of the semicanonical in the case of
weighted projective curves Xp,λ. In that setting, elements of the semicanonical basis are
certain constructible functions on the global nilpotent cone ΛXp,λ . The case of arbitrary
smooth projective curves remains to be done. It should be interesting to relate these
semicanonical bases have with some representation theory or combinatorics (as in [GLS1]).
Nakajima quiver varieties. In the mid 90s H. Nakajima introduced a family of smooth
algebraic varieties Mv,w attached to an arbitrary quiver ~Q and to a pair of dimension
vectors v,w of ~Q. These quiver varieties may (roughly) be thought of as moduli spaces of
representations of the double quiver Q over C, of dimension v, which satisfy the moment
map equation µ(x) = 0 as in Section 4.2., and which are stable with respect to some
stability condition depending on w. Thus the variety Mw :=
⊔
v
M
v,w is a kind of
smooth approximation of the whole cotangent stack T ∗M ~Q. The auxiliary parameter
w may be thought of as an integral dominant (or antidominant) weight Λw :=
∑
iwiΛi
for g. Just as T ∗M~Q has the Lagrangian subvariety Λ ~Q, Mw comes with a remarkable
Lagrangian subvariety Lw, defined by means of certain nilpotency conditions. Note that
Mw and Lw are genuine algebraic varieties whereas T
∗M~Q and Λ~Q are only stacks.
Nakajima’s quiver varieties are expected to play a fundamental role in the problem
of geometric realization or categorification of integrable lowest (or highest) weight mod-
ules LΛw for Uν(g), similar to the one which T
∗M~Q is expected to play for Uν(n+)
(see Lecture 4). In particular, one would ideally like to realize the modules LΛw as the
Grothendieck group of a suitable category of coherent sheaves on Mw supported on Lw
or as a subcategory of the Fukaya category of Mw.
Although –to the author’s knowledge– such a program has not been carried through
yet, there exist a profusion of important results relating the quiver varieties Mw to the
modules LΛw . For instance, the module LΛw for the classical enveloping algebra U(g)
may be realized as the top Borel-Moore homology group Htop(Lw), with the action of
the Chevalley generators ei, fi, hi, i ∈ I of g given by the convolution with some natural
Hecke correspondences (see [N1]). Taking the fundamental classes [C] of all the irreducible
components C of Lw yields a natural basis Bw of LΛw ; it is conjectured to coincide with
the projection of the semicanonical basis B onto LΛw .
We briefly state a number of other results: Saito equipped the set Irr Lw of irreducible
components of the Lagrangian quiver variety Lw with an I-colored graph structure, and
showed that it is isomorphic to B(Λw) (see [S1]); Nakajima realized the classical LΛw in
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terms of constructible functions on the same Lagrangian quiver variety Lw (see [N2]);
Finally, he also constructed an action of the quantum loop algebra Uν(Lg) on the equi-
variant K-theory group KGw×C
∗
(Lw) and identified the corresponding module (see [N3]).
This last result has some important consequences for the study of finite dimensional rep-
resentations of quantum affine algebras. We refer the interested reader to the surveys
[N4], [S6] and the references therein for more.
The theory of Nakajima quiver varieties has, at the moment, no analogue when the
quiver gets replaced by a smooth projective curve. The author can’t help thinking that
there is a lot yet to be discovered there.
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