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1. INTRODUCTION 
Nowadays, several tools for building expert systems are in use: 
- high-level programming languages: Lisp, Pascal 
- expert system shells: EMYCIN [I], DELFI-2 [2] 
- representation languages: PROLOG, OPS5 [3] 
Early expert systems were constructed in a high-level programming language. The use of a high-level 
programming language has some severe drawbacks. Disproportianate attention has to be paid to 
implementation issues not relevant to the, often complex, expert domain. Furthermore, the domain-
dependent expert knowledge and the algorithms for manipulating the knowledge are interwoven; once 
constructed, the expert system cannot easily be adapted to altered views on the domain. 
Expert knowledge, however, is continuously subject to changes due to altering views and new 
experiences. This view has led to the introduction of the so-called expert system shells [4]. An expert 
system shell offers an expert system building environment having the facilities for representing and 
manipulating domain-dependent expert knowledge; the expert just has to provide the knowledge. The 
principle of expert system shells is reflected in what is sometimes called, the paradigm of expert 
system design: 
expert system = knowledge + inference 
An expert system constructed using an expert system shell, typically comprises two components: 
- a knowledge base, containing domain-dependent expert knowledge 
- an inference engine, containing domain-independent algorithms for manipulating the expert 
knowledge 
The knowledge base and inference engine are strictly separated. A knowledge b_ase may be replaced 
by another knowledge base, thus obtaining a different expert system. The algorithms for manipulating 
an existing knowledge base may be replaced by algorithms for manipulating the same knowledge 
base, using a different reasoning strategy. 
The inference engine is part of a consultation program that furthermore provides a user interface 
and facilities for explaining the expert system's lines of reasoning, called explanation facilities. Figure 
1 depicts the typical architecture of an expert system. 
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Figure 1. Typical architecture of an expert system 
Although the construction of an expert system in a high-level programming language is not to be 
recommended, these languages are useful for implementing an inference engine. For example, the 
inference engine of the EMYCIN system is implemented in Lisp; Pascal is used for the 
implementation of the DELFI-2 system. The knowledge base is constructed using a formal 
specification language, especially designed for knowledge engineering. 
As for expert system design, the representation languages lack the drawbacks of high-level 
programming languages. For instance, the separation of knowledge and inference is achieved rather 
naturally using PROLOG for the implementation of an expert system. In this paper, a small expert 
system shell in PROLOG is discussed in order to illustrate the suitability of a representation language 
as an expert system building tool. · 
2. ISSUES IN EXPERT SYSTEM DESIGN 
The main issues in expert system design are knowledge representation and knowledge manipulation. 
Several techniques for representing expert knowledge in a knowledge base are in use. An overview of 
these techniques is presented in [5]. Three methods are employed frequently: 
- semantic nets [6] 
- frames [7] 
- production rules [8] 
Most present-day expert systems use production rules for knowledge representation. This 
representation technique is discussed in section 2.1. 
As for knowledge manipulation in a production rule based expert system, one of two basic 
techniques is applied in the construction of an inference engine [9]: 
- top down inference 
- bottom up inference 
Diagnostic expert systems, expert systems for diagnosing an observed malfunctioning of a system, 
often apply top down inference as a knowledge manipulation scheme. This knowledge manipulation 
scheme is discussed in section 2.2. 
2.1 Production rules 
The production rule formalism is used to encode expert knowledge in conditional statements: 
if 
certain conditions are fulfilled, 
then 
certain conclusions are drawn 
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Conditions and conclusions are statements concerning objects and their properties. There are several 
ways to express conditions and conclusions, and their interdependence more formally. In this paper, 
the formalism described below is adopted: 
if <condition part> then <conclusion part>, where 
<condition part> :: = <clause> {and <clause>}* 
<clause> : : = <condition> {or <condition>}* 
<conclusion> : : = <conclusion> {and <conclusion>}* 
<condition> :: = <predicate> <object> <attribute> <value> 
<conclusion> :: = <action> <object> <attribute> <value> 
Conditions and conclusions are composed of four elements: 
- a three-place predicate or an action having three arguments 
- an object, being the subject the statement refers to 
- an attribute, being the property under discussion 
- a constant value 
In a condition, the predicate compares the value the specified attribute has adopted, with the specified 
constant value. For example, the condition 
lessthan patient age 50 
contains the predicate "lessthan". The statement refers to a patient and the property being discussed 
is his or her age. The predicate "lessthan" succeeds is the patient under consideration is younger than 
50 years. 
In a conclusion, the action operates on its arguments. The action "conclude", for instance, assigns 
the specified constant value to the attribute of the object. In 
conclude patient diagnosis hepatitis_ A 
the constant value "hepatitis A" is assigned to the attribute "diagnosis" of the patient in 
contemplation. This conclusion states that this patient's disease is diagnosed as "hepatitis_ A". 
Production rules have proved to be a suitable representation scheme for encoding expert knowledge 
in a diagnostic expert system. There is, however, a serious complication: in a real-life environment the 
expert knowledge is often incomplete and interspersed with uncertainties. The production rule 
formalism is therefore extended in order to provide the expert with a means for expressing the 
uncertainties of his beliefs. There are several schemes for modelling and dealing with uncertainties: 
theory of probability 
- Dempster Shafer theory [ l OJ 
- fuzzy sets and fuzzy logic [ 11] 
- certainty factor theory [12] 
In this paper, the discussion will be restricted to the certainty factor theory. The certainty factor 
theory is simple and to the purpose. Although the theory lacks a mathematical foundation, it is 
employed in several well-known expert system shells. 
A certainty factor (cf) attached to a statement is a number between -1 and + 1 that reflects the 
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measure of the expert's belief in the statement. Positive certainty factors indicate there is evidence that 
the statement is correct; the larger the certainty factor, the greater is the belief in the statement. 
When the certainty factor equals + l, the statement is known to be correct. A negative certainty: 
factor suggests that the statement is incorrect. The smaller the certainty factor, the greater is the belief 
that the statement is false. When the certainty factor equals -1, the statement is known to be 
incorrect. The certainty factor cf = 0 indicates the statement is neither confirmed nor discomfirmed. 
In the production rule formalism, certainty factors are attached to the conclusions. A typical 
production rule in a medical expert system concerning diseases of the liver and biliary tract is, for 
instance: 
if 
same patient sex female and 
greaterthan patient age 50 or 
lessthan patient age 12 and 
same patient signs spider angiomas or 
same patient signs palmar erythema or 
same patient signs Kayser-Fleischer rings or 
same patient signs butterfly erythema 
then -
conclude patient cholestasis intrahepatic 0.40 and 
conclude patient cholestasis extrahepatic 0.20 
This rule contains conditions concerning a patient. The properties considered are the patient's sex, age 
and clinical signs. The rule contains two conclusions in relation to the patient's cholestasis. If the 
conditions are fulfilled there is some evidence (a certainty factor 0.40) that the patient's cholestasis is 
intrahepatic, and there is less evidence (a certainty factor 0.20) that the cholestasis is extrahepatic. 
2.2. Top down inference 
As mentioned before, top down inference is a knowledge manipulation scheme suitable for application 
in diagnostic expert systems. Top down inference is a goal directed reasoning strategy. Applying goal 
directed reasoning in an inference engine, the expert system starts with a statement of the goal to 
achieve, for instance the diagnosis of the disease of a patient in a medical expert system, and through 
subgoals finally reaches data, necessary to diagnose the disease. 
The goal of the consultation of a production rule based expert system is to establish values for 
certain attributes of an object. These attributes are called goal attributes. Top down inference takes a 
goal attribute and searches the knowledge base for production rules concluding on this attribute. The 
evaluation of the selected rules starts with the evaluation of the conditions of the rules. The attribute 
of a condition becomes the next goal attribute. In top down inference the order of the evaluation of 
the selected rules and the order of the evaluation of the conditions are not predetermined. For an 
implementation of top down inference in an inference engine, however, the rules and conditions have 
to be evaluated in a fixed order. Backward chaining is an implementation of top down inference 
where the rules and conditions are evaluated sequentially. 
During the consultation of an expert system values and corresponding certainty factors will be 
assigned to some attributes: these attributes are traced. An attribute with its associated value and 
certainty factor is called a fact. Conform the production rule formalism a fact has the following 
structure: 
<fact> :: = <object> <attribute> <value> <cf> 
The evaluation of a condition starts with the inspection of the facts established in the course of the 
consultation. When facts are known concerning the object and attribute specified in the condition, the 
production rules need not be considered, because the attribute is traced already. Otherwise, the 
production rules are used to trace the attribute. When the attribute cannot be traced by applying the 
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rules in the knowledge base, the user is asked to supply additional information. 
When each condition of a production rule is evaluated to be successful, the actions of the 
conclusions of the rule are performed. The action "conclude", for instance, establishes a new fact, by -
assigning a constant value to an attribute. With this fact a combined certainty factor is associated. 
A certainty factor cftact is computed using 
if.tact = cfconclusion . cfconditions 
where cfconclusion is the certainty factor specified in the conclusion stating the fact. The certainty factors 
resulting from the evaluation of the conditions are combined into cfconditions using 
cfc, and c, = min { cfc, ,cfc,} 
cfc, or c, = max { cfc, ,cfc,} 
where cfc. is the certainty factor resulting from the evaluation of condition c;, i = 1,2. This certainty 
factor cftacr is associated with the established fact, if it is the first stating the specified attribute value. 
If a fact stating the same attribute value has been established before, the certainty factor of this old 
fact and the certainty factor of the new fact are combined into a new certainty factor using 
cftact = f(cfotd•cfnew), where 
if cfo1d ;;;;. 0 and cfnew ;;;;. 0 
if cfo1d < 0 and cfnew < 0 
Top down inference is discussed in more detail in (13]. 
3. PROLOG 
Before focussing the attention on the application of PROLOG in expert system design, the language 
and its principles are briefly discussed. 
3.1. Introduction 
The programming language PROLOG is based on the principles of the first-order predicate logic. The 
foundation of the language was laid about 1970 by Alain Colmerauer at Marseille University. Yet, the 
development of the first PROLOG system took four years. The system resulted from the combined 
efforts of Colmerauer and Robert Kowalski, both engaged in research on logic programming, and 
researchers on the field of automated theorem proving. The name PROLOG is an abbreviation of 
PROgramming in LOGic as a reference to its principles. 
In the early seventies, PROLOG drew little attention in the commercial and industrial world. In 
several universities, however, PROLOG was employed in a variety of projects. With the development 
of an efficient compiler for DEC 10120 PROLOG by David Warren, Fernando Pereira and Lawrence 
Byrd at Edinburgh University, the programming language emerged as a practical choice for writing 
programs that involve sophisticated symbolic computation. 
Nowadays, PROLOG is the centre of interest. Current areas of PROLOG applications involve [14]: 
- natural language processing 
- compiler writing [ 15] 
- mathematical logic and theorem proving 
- database design [ 16, 17] 
- expert system design (18,19] 
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3.2. Logic programming 
A program written in a procedural programming language like Pascal is a specification of a series of 
steps to be undertaken successively in order to arrive at a solution of the considered problem. The 
description of the problem is embedded in this specification. In logic programming, the description of 
the problem and the methods to solve the problem are separated explicitly. Robert Kowalski [9] 
formulated this separation in the paradigm of logic programming: 
algorithm = logic + control 
An algorithm is usefully split up into two components: a logical component defining what the 
algorithm solves, and a control component describing how the solution is achieved. 
In the logical component, the problem is expressed in facts and rules in regard to objects and 
relations between objects, relevant to the problem. The logical component can thus be viewed as a set 
of propositions. These propositions are expressed in the clausal form of logic. The control component 
contains a theorem proving algorithm. 
The major discovery of logic programming is that the clauses themselves can provide the basis of 
the procedures required to compute relations expressed in the clausal form of logic. 
3.3. PROLOG 
The programming language PROLOG is a practical tool for logic programming. A PROLOG system 
comprises two parts: a PROLOG database and a PROLOG interpreter. The PROLOG database gives 
shape to the logical component of an algorithm: the database contains the propositions of the logical 
component expressed in the Hom clause formalism discussed in section 3.3.1. In a PROLOG system 
the control component of an algorithm is provided for in the PROLOG interpreter briefly reviewed in 
section 3.3.2. The PROLOG interpreter is based on a theorem proving algorithm called unification 
[20]. Figure 2 reflects in summary as to how the paradigm of logic programming and PROLOG are 
interrelated. 
algorithm = Logic + control 
I \ 
what how 
+ + 
Horn 
unification clauses 
+ + 
PROLOG PRO LOG 
database interpreter 
Figure 2. The relationship between PROLOG and logic programming 
A reader interested in the principles of logic programming, is referred to [9]. An introduction to the 
programming language PROLOG is given in [21,22]; the more experienced PROLOG programmer 
may extend his knowledge of PROLOG with [23,24]. 
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3.3.1. The Horn clause formalism 
In PROLOG, knowledge is represented in the Horn clause formalism. A Horn clause is an expression 
of the form 
B :- A i, ... ,An 
where B, A 1, ••• ,An are atomic formulae, n ~ 0. An atomic formula is an expression of the form 
P(ti. ... ,tm) 
where P is an m-place predicate symbol, m ~ 0, and t 1, ••• ,tm are terms. A term is a constant symbol, 
a variable or a function of terms. 
The atomic formulae A 1, ••• ,An are the conditions of the clause, and B is the conclusion. The 
interpretation of a Horn clause is 
"B (is true) is A 1 and ... and An (are true)" 
If there are no conditions attached to the conclusion, then the conclusion is interpreted as stating the 
fact 
"B (is true)" 
A set of Horn clauses, the logical component of an algorithm, constitutes the PROLOG database. 
A PROLOG directive is a Horn clause where the conclusion is missing. In a directive the symbol :-
is replaced by the symbol ?-: 
?- A I •···.An· 
The Horn clause formalism can be looked upon as a programming language. A program is a set of 
Horn clauses, where each clause is a procedure. In the clause 
B :- A i, ... ,An. 
B is the procedure heading, where the procedure name is determined by the predicate of B. A 1, ••• ,An 
is the body of the procedure, consisting of the procedure calls Ai, i= l, ... ,n. The main program is a 
PROLOG directive. 
3.3.2. The PROLOG interpreter 
A PROLOG directive is executed by executing its procedure calls. A procedure call is executed by 
applying a powerful and general parameter-passing mechanism, implemented by a term matching 
operation called unification. Both the procedure call and the procedure headings of the procedures in 
the database are treated as terms. A call and a procedure heading, two terms, match if their 
predicates are spelt the same way and is their corresponding formal and actual arguments are 
unifiable. If in a pair of corresponding arguments both formal and actual argument describe variables, 
the unification binds them together to represent the same object. If in a pair of corresponding 
arguments the formal argument is a variable, it is instantiated to the actual argument, and vice versa. 
If both formal and actual argument describe a constant, the arguments match if they are spelt the 
same way. 
When executing a procedure call, the PROLOG interpreter searches through the PROLOG 
database for the first procedure heading matching the call. Then, the procedure calls of the body of 
the matching clause are executed. When unification fails, its effects are undone: all variables which 
were instantiated by the attempt at unification are restored to their original unbound state. The 
procedure call is then matched against the procedure heading of the next clause. If a procedure call 
matches none of the procedure headings, backtracking is initiated. The succeeded procedure calls are 
looked at, one by one, in reverse order of activation, undoing the effects of unification, until a 
procedure call is met for which an alternative match can be found. The PROLOG interpreter then 
proceeds. 
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4. A PROLOG EXPERT SYSTEM SHELL 
The paradigm of logic programming bears strong resemblance to the paradigm of expert system 
design. Both paradigms describe a separation of what and how. From this point of view the 
knowledge in an expert system corresponds with the logic of an algorithm, and the inference 
corresponds with the control. Moreover, on the level of implementation, the PROLOG database is 
similar to the knowledge base and the PROLOG interpreter analogizes the inference engine. Whether 
PROLOG is suitable as an expert system building tool therefore depends on two issues: 
- the flexibility in representing expert knowledge in the PROLOG database, provided by the 
PROLOG system 
- to what extend the PROLOG interpreter can serve as an inference engine 
In this paragraph, these two issues are dealt with in the light of a PROLOG expert system shell, 
currently being developed at the Centre for Mathematics and Computer Science: 
4.1. Knowledge representation 
When the Horn clause formalism is compared with the production rule formalism a near resemblance 
is noticeable. Conditions and conclusions are easily expressed in atomic formulae. For instance, the 
condition 
greaterthan patient age 50 
consisting of the three-place predicate "greaterthan", the object "patient", the attribute "age" and the 
constant value "50", is represented as an atomic formula in 
greaterthan(patient,age,50). 
In this paper, a slightly different representation is used, having the advantage that the hierarchical 
relation between an object and its attributes, and the relation between an attribute and its (possible) 
values are expressed explicitly: 
greaterthan(patient(ageC50))). 
In this representation, the predicate "greaterthan" has just one argument: patient( age( 50)). 
The conclusion 
conclude patient cholestasis intrahepatic 0.40 
is represented as an atomic formula in 
conclude(patientCcholestasisCintrahepatic,0.40))). 
Thus, the production rule 
if 
same patient pain colicky and 
same patient cholestasis extrahepatic 
then 
conclude patient diagnosis common_ bile_ duct_ stone 0.70 
may be represented in the Horn clause formalism in a straightforward manner: 
conclude(patient(diagnosis(common bile duct stone,0.70))) ·-
same(patient(painCcolicky))), - - -
same(patient(cholestasis(extahepatic))). 
The fact 
patient diagnosis common_ bile_ duct_ stone 0.35 
is represented in the Horn clause formalism as 
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patient(diagnosis(common_bile_duct_stone,0.35)). 
Anticipating the extension onto the PROLOG interpreter described in the next section, the 
representation of rules and facts as Hom clauses is slightly modified. 
As mentioned before, an inference engine applying top down inference considers facts before 
production rules when evaluating conditions. As the PROLOG interpreter considers Hom clauses in 
the order in which they are specified in the PROLOG database, it is sufficient to add facts to the 
database before the corresponding production rules as long as facts and conclusions are represented 
the same way. If the PROLOG database contains 
patient(diagnosis(common bile duct stone,0.35)). 
patient(diagnosisCcommon=bile=duct=stone,0.70)) ·-
same(patient(pain(colicky))), 
same(patient(cholestasis<extrahepatic))). 
the fact patient(diagnosis(common bi Le duct stone,0.35)). is considered before the 
rule concluding on the diagnosis of the patient. - -
Production rules and facts themselves can provide the basis of the procedures required to evaluate 
the rules, because rules and facts are represented as Horn clauses. Production rules, for instance, can 
see to the computation of certainty factors and the insertion of facts into the PROLOG database. The 
principle of expert system shells, however, is the strict separation of knowledge and inference. 
Therefore, an inference engine is developed to see to control issues like the computation of certainty 
factors. 
After the evaluation of a production rule, not only the certainty factors of the conclusions should 
be known to the inference engine, but also the certainty factors resulting from the evaluation of the 
conditions. Because all variables in PROLOG have a scope of just one clause, the certainty factors are 
assembled in a list of certainty factors in an extra argument in the conclusion: 
patientCdiagnosisCcommon bile duct stone,0.70,[CF1,CF2J)) ·-
same(patient(pain(coLTcky,CF1, )>>, 
same(patient(cholestasis(extrahepatic,CF2,_))). 
The production rule formalism permits more than one conclusion in a production rule; the Horn 
clause formalism, however, does not. Therefore, a production rule comprising more than one 
conclusion, is split up into as many Horn clauses as there are conclusions in the rule. For instance, 
the production rule 
if 
lessthan patient age 25 and 
same patient cholestasis intrahepatic and 
same patient signs Kayser Fleischer rings 
then - -
conclude patient diagnosis Wilson's disease 0.95 and 
conclude patient diagnosis primary _=-biliary_ cirrhosis 0.05 
is represented in two Horn clauses: 
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patientCdiagnosisCwilson s disease,0.95,[CF1,CF2,CF3J)) ·-
lessthanCpatientCageC2s;cF1, ))), 
sameCpatientCcholestasisCintrahepatic,CF2, ))), 
sameCpatient(signsCkayser Fleischer rings,CF3, ))). 
patientCdiagnosis(primary biliary cirrhosis,0.05,CCF1,CF2,CF3J)) . 
lessthanCpatientCageC2S,CF1, ))), 
sameCpatientCcholestasisCintrahepatic,CF2, ))), 
same(patient(signsCkayser_Fleischer_rings,CF3,_))). 
In conclusion it is noted that in the representation of conditions connected by an or the PROLOG 
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; 
11 cannot be used consequence upon the computation of certainty factors. A predicate 11 or" is 
introduced having two arguments, a list of the conditions connected by an or, and the certainty factor 
into which the certainty factors resulting from the evaluation of these conditions are combined. The 
production rule 
if 
same patient complaint bruises or 
same patient signs purpura 
then 
conclude patient liverdisorder decompensated 0.90 
is represented in the Horn clause 
patientCliverdisorder(decompensated,0.90,[CF1J)) ·-
or([same(patient(complaint(bruises, , ))), 
same(patient(signs(purpuia,_,_)))J,CFT>. 
4.2. A PROLOG inference engine 
Though, the backtracking scheme incorporated in the PROLOG interpreter is essentially an 
implementation of top down inference, it is not applicable as an inference engine straight-away. 
Some features inherent in inference engines have to be added to the PROLOG interpreter: the 
computation of certainty factors and the insertion of facts into the PROLOG database have been 
mentioned before. Another addition is the notion that the user is asked to supply additional 
information when an attribute cannot be traced by applying the production rules in the knowledge 
base. Furthermore, the definitions of the predicates mentioned in the conditions of the rules have to 
be supplied to the PROLOG interpreter. 
The tracing of goal attributes is monitored essentially by five Horn clauses: 
trace factCFact) :-
clause(Fact,true),!. 
trace fact(Fact) :-
Tnitialize(Fact,Clause,Object,Attribute), 
trace_value(Clause,Object,Attribute),!, 
clause(Fact,true). 
trace value(Fact,Object,Attribute) ·-
clause(Fact,true), !,fail. 
trace value(Rule,Object,Attribute) ·-
call(Rule), 
process(Rule), 
fail. 
trace value(Fact,Object,Attribute) ·-
ask( Fact,Object,Attribute). 
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Initially, the variable "Fact" is instantiated with a statement of the goal to achieve, for instance, the 
clause 
patient(diagnosis(Value,CF,_)). 
In this example, the goal of the consultation is to establish values and corresponding certainty factors 
in relation to the goal attribute "diagnosis" of the object "patient". 
The procedure "trace fact" consists of two entries. The first entry examines whether the fact 
searched for has been established before and is already present in de knowledge base, by means of the 
PROLOG predicate "clause": a procedure call clauseC-X,Y) locates the first clause in the database 
whose procedure heading matches X and whose body matches Y. The body of a clause stating a fact, 
is the term true. 
The second entry of "trace fact" initializes the tracing of the goal attribute specified in the 
instantiation of the variable "Fact". 
The procedure "trace value" consists of three entries. If at least one fact related to the specified 
attribute and object is known, the inspection of the knowledge base is ended, because the attribute is 
traced already. 
Otherwise, the production rules concluding on the attribute to be traced are applied by means of 
the PROLOG predicate "call" in the second entry of the procedure "trace value". The predicate 
"call" treats its argument as a procedure call. When its argument matches with a clause, this 
matching clause is a relevant production rule. Then, the procedure calls in the body of the matching 
clause are executed, in other words, the conditions of the selected rule are evaluated. When the 
evaluation of the conditions of a rule has been successful, the conclusion of the rule establishes a new 
fact. This fact is inserted into the knowledge base with the correct certainty factor by means of the 
procedure call to the procedure "process". The third procedure call, fail, is a PROLOG predicate 
used to force backtracking in order to apply all the relevant rules. . 
The body of the third entry of the procedure "trace value" consists of a procedure call to the 
procedure "ask", which examines whether the application of the production rules has been succesful. 
If the attribute is still not traced, the user may be asked to supply additional information. 
The predicates mentioned in the conditions are defined as Horn clauses. These definitions therefore 
provide the procedures for the evaluation of the predicates. Each procedure body comprises a 
procedure call to the procedure "trace_fact" as in 
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same(Fact) :-
trace fact(Fact), 
arg(1;Fact,Argument), 
arg(2,Argument,CF),!, 
CF > 0.2. 
This Hom clause is the definition of the predicate "same". Because of the procedure call to 
"trace fact", a condition serves virtually as a call to the Horn clauses representing the relevant 
production rules. 
The condition same( Fact) evaluates to be successful if the fact Fact is or can be inferred from 
the knowledge base and the certainty factor associated with the fact is greater than 0.2. The three final 
procedure calls shape the test on the certainty factor. 
5. A COMPARISON WITH THE DELFl-2 SYSTEM 
The PROLOG expert system shell described in section 4. is developed after the example of the 
DELFI-2 system. Several knowledge bases have already been developed using the DELFI-2 expert 
system shell. So as to evaluate the PROLOG expert system shell and to compare it with the DELFI-2 
system one of these knowledge bases is translated into PROLOG Hom clauses. The knowledge base 
chosen for this purpose is the knowledge base called Hepar. Hepar holds expert knowledge on liver 
and biliary disease (25] and is still being augmented and improved by P. J. F. Lucas at the Centre for 
Mathematics and Computer Science and A. R. Janssens at Leyden University Hospital. The examples 
used throughout this paper are taken from Hepar. 
The two systems were run with Hepar on a VAX 111780 computer and a PC. Though a proper 
comparison of the systems cannot be made because of the different characters of the systems, a few 
striking differences were elicited. 
The development of the PROLOG expert system shell took an experienced PROLOG programmer 
about two weeks. Even if the time spent on research is left out of consideration, this is a substantially 
smaller period of time than the months spent on the development of the DELFI-2 system. Most of 
the discrepancy is owed to the fact that the larger part of the inference engine is already provided for 
in the PROLOG interpreter, and the near resemblance of the Horn clause formalism to the 
production rule formalism. 
These two observations also account for the size of the PROLOG expert system shell: including a 
primitive user interface, the extensions onto the PROLOG interpreter cover about seven pages. This 
size renders the PROLOG expert system shell easy to maintain. A comparison with the size of the 
DELFI-2 system would not be appropriate, because the DELFI-2 system is a rather elaborated 
system, whereas the PROLOG expert system shell is just a prototype system lacking a satisfactory 
user interface and explanation facilities. 
Furthermore, a consultation of the PROLOG expert system takes about five times the duration of 
the same consultation of the DELFI-2 system. Part of the inefficiency of the PROLOG expert system 
is owed to the Horn clause representation of production rules containing more than one conclusion. 
At the time of the translation of the knowledge base, Hepar held 171 production rules. Because rules 
having more than one conclusion had to be represented in more than one Horn clause, the PROLOG. 
knowledge base holding the same knowledge consisted of 273 production rules. In the DELFI-2 
system, the conditions of a production rule having several conclusions are evaluated once, whereas 
these conditions are evaluated several times in the PROLOG expert system. Although this 
observation accounts for part of the inefficiency of the PROLOG expert system, considerable 
inefficiency originates from the used interpreters for the PROLOG language. 
,, 
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6. CONCLUSION 
The programming language PROLOG has some substantial advantages in building rule based expert 
systems applying top down inference as a knowledge manipulation scheme: 
- the separation of knowledge and inference as a principle in the development of expert system shells, 
is achieved rather naturally consequence on the principles of logic programming 
- production rules are represented as Hom clauses in a straightforward manner 
- part of the inference engine is already provided for in the PROLOG interpreter 
As to the use of a PROLOG expert system in a real-life environment PROLOG, however, has a 
considerable drawback: its inefficiency compared with, for instance, Pascal. Nonetheless, a PROLOG 
rule based expert system can be developed in a short notice of time making PROLOG a suitable 
language for the rapid development of prototype systems. 
In this paper, just one of several possible knowledge representation schemes is discussed. Part of 
the future investigations at the Centre for Mathematics and Computer Science will be directed to the 
representation of frames and corresponding inference schemes as Hom clauses. 
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