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Abstract
In many contemporary optimization problems, such as hyperparameter tuning for deep
learning architectures, it is computationally challenging or even infeasible to evaluate an
entire function or its derivatives. This necessitates the use of stochastic algorithms that
sample problem data, which can jeopardize the guarantees classically obtained through glob-
alization techniques via a trust region or a line search. Using subsampled function values is
particularly challenging for the latter strategy, that relies upon multiple evaluations. On top
of that all, there has been an increasing interest for nonconvex formulations of data-related
problems. For such instances, one aims at developing methods that converge to second-order
stationary points, which is particularly delicate to ensure when one only accesses subsampled
approximations of the objective and its derivatives.
This paper contributes to this rapidly expanding field by presenting a stochastic algorithm
based on negative curvature and Newton-type directions, computed for a subsampling model
of the objective. A line-search technique is used to enforce suitable decrease for this model,
and for a sufficiently large sample, a similar amount of reduction holds for the true objective.
By using probabilistic reasoning, we can then obtain worst-case complexity guarantees for
our framework, leading us to discuss appropriate notions of stationarity in a subsampling
context. Our analysis, which we illustrate through real data experiments, encompasses the
full sampled regime as a special case: it thus provides an insightful generalization of second-
order line-search paradigms to subsampled settings.
Keywords: Nonconvex optimization, finite-sum problems, subsampling methods, negative curvature,
worst-case complexity.
1 Introduction
In this paper, we aim to solve
min
x∈Rn
f(x) :=
1
N
N∑
i=1
fi(x), (1)
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where the objective function f is not necessarily convex and the components fi are assumed to
be twice-continuously differentiable on Rn. We are interested in the cases in which the number of
components N ≥ 1 is extremely large: for this reason, we will assume that it is computationally
infeasible to evaluate the entire function, its gradient or its Hessian.
To overcome this issue, we consider the use of subsampling techniques to compute stochastic
estimates of the objective function, its gradient and its Hessian. Given a random set S sampled
from {1, . . . , N} and a point x ∈ Rn, we will use
m(x;S) :=
1
|S|
∑
i∈S
fi(x), g(x;S) :=
1
|S|
∑
i∈S
∇fi(x), and H(x;S) :=
1
|S|
∑
i∈S
∇2fi(x), (2)
to estimate the quantities f(x), ∇f(x), ∇2f(x), respectively, where |S| denotes the cardinal of
the sampling set S. We are interested in iterative minimization processes that use a different,
randomly selected sampling set S at every iteration.
The standard subsampling optimization procedure is the stochastic gradient descent (SGD)
method, wherein the gradient is estimated by a subsampled (also called mini-batch) gradient
and a step is taken in the negative of this direction. This is still the standard approach in
many applications, including large-scale machine learning problems, particularly those arising
from the training of deep neural net architectures [8]. However, SGD is known to be sensitive
to nonconvexity, particularly in the context of training deep neural nets. It has indeed been
observed that the optimization landscape for the associated (nonconvex) objective exhibits a
significant number of saddle points, around which the flatness of the function tended to slow
down the convergence of SGD [15]. Note that first-order methods almost never converge to
saddle points [22], but are generally slowed down around the neighborhood of such points. One
possible way to tackle this issue is to incorporate second-order information so as to guarantee
that saddle points can be escaped from at a favorable rate. Various algorithms that provide such
guarantees while only requiring gradient or Hessian-vector products have also been proposed, see
for instance [1, 2, 23, 32]. Under certain accuracy conditions, which can be satisfied with arbi-
trarily high probability by controlling the size of the sample, these methods produce a sequence
of iterates that converge to a local minimizer at a certain rate. Alternatively, one can extract
second-order information and escape saddle points using accelerated gradient techniques in the
stochastic setting [30]. The results are also in high probability, with a priori tuned step-sizes.
Noise can be used to approximate second-order information as well [32]. Recent proposals [31, 33]
derive high probability convergence results with second-order steps (e.g., Newton steps) based
on sampled derivatives, by means of trust-region and cubic regularization frameworks.
Subsampling can be viewed as a particular case of stochastic optimization where the un-
derlying distribution takes values within a discrete set. In the general stochastic optimization
setting, a variety of algorithms have been extended to handle access to (sub)sampled deriva-
tives, and possibly function values: of particular interest to us are the algorithms endowed with
complexity guarantees. When the function values are assumed to be exactly available or are
not used, one can employ strategies based on line search [11], cubic regularization [11, 19] or
trust-region paradigms [14, 18] to compute a step of suitable length. Many algorithms building
on SGD require the tuning of the step size parameter (also called learning rate), which can be
cumbersome without knowledge of the Lipschitz constant. On the contrary, methods that are
based on a globalization technique (line search, trust region, quadratic or cubic regularization)
can control the size of the step in an adaptive way, and are thus less sensitive to parameter
tuning.
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In spite of their attractive properties with respect to the step size, globalized techniques
are challenging to extend to the context of inexact function values. Indeed, these methods
traditionally accept new iterates only if they produce a sufficient reduction of the objective
value. Nevertheless, inexact variants of these schemes have been a recent topic of interest in the
literature. In the context of stochastic optimization, several algorithms that explicitly deal with
computing stochastic estimates of the function values, typically of trust-region type [6, 13, 21],
have been proposed. In the specific case of least-squares problems, both approaches (exact and
inexact function values) have been incorporated within a Levenberg-Marquardt framework [5, 4].
The use of stochastic function estimates in a line-search framework (a process that heavily
relies on evaluating the function at tentative points) has also been the subject of very recent
investigation. A study based on proprietary data [20] considered an inexact Newton and negative
curvature procedure using each iteration’s chosen mini-batch as the source of function evaluation
sample in the line search. A more mature approach for line search was presented in [24], where
extensive experiments matching performance to pre-tuned SGD were presented. An innovating
technique based on a backtracking procedure for steps generated by a limited memory BFGS
method for nonconvex problems using first order information was recently proposed in [7], and
first-order convergence results were derived. Finally, during the final stages of preparation of
this manuscript, a report presenting a stochastic line-search method was released [25]. Similarly
to our scheme, this algorithm computes stochastic estimates for function and gradient values,
which are then used within a line-search algorithm. However, the two methods differ in their
inspiration and results: we provide more details about these differences in the next paragraph,
and throughout the paper when relevant.
In this paper, we propose a line-search scheme with second-order guarantees based on sub-
sampling function and derivatives. Our method uses these subsampled values to compute
Newton-type and negative curvature steps. Although our framework bears similarities with
the approach of [25], the two algorithms are equipped with different analyzes, each based on
their own arguments from probability theory. The method of [25] is designed with first-order
guarantees in mind (in particular, the use of negative curvature is not explored), and its com-
plexity results are particularized to the nonconvex, convex and strongly convex cases; our work
presents a line-search method that is dedicated to the nonconvex setting, and to the derivation
of second-order results. As such, we are able to show a rate of convergence to points satisfying
approximate second-order optimality conditions, in expectation. By contrast, earlier work on
second-order guarantees for subsampling methods often focused on complexity bounds holding
with a high probability (of accurate samples being taken at each iteration), disallowing poor
outlier estimates of the problem function. We believe that our results form a complementary
and interesting addition to the state-of-the-art literature on stochastic optimization methods.
We organize this paper as follows. In Section 2, we describe our proposed approach based
on line-search techniques. In Section 3, we derive bounds on the amount of expected decrease
that can be achieved at each iteration by our proposed approach. Section 4 gives the global
convergence rate of our method under appropriate assumptions, followed by a discussion about
the required properties and their satisfaction in practice. Numerical illustrations are provided
in Section 5. A discussion of conclusions and future research is given in Section 6.
Throughout the paper, ‖.‖ denotes the Euclidean norm. A vector v ∈ Rn will be called a
unit vector if ‖v‖ = 1. Finally, In denotes the identity matrix of size n.
3
2 Subsampling line-search method
This section presents a line-search algorithm for solving the unconstrained optimization problem
(1). This framework is based upon the exact version of the method proposed by Royer and
Wright [29], but differs in several ways. Unlike [29], we do not consider the use of gradient-
based steps. Although those could be added to our method without affecting the complexity
guarantees, our purpose here is to advocate for the use of Newton and negative curvature
directions; in addition, the upcoming analysis will be simplified with only three different forms
of direction to consider (as opposed to five for the algorithm of [29]). As we will see in the next
section, our analysis generalizes part of that of [29] to the case of subsampled functions and
derivatives.
A detailed description of the proposed scheme is given in Algorithm 1. At each iteration k,
our method computes a random sampling set Sk, and the associated model mk(·) := m(·;Sk).
Based on gk := g(xk;Sk) and Hk := H(xk;Sk), a search direction dk is computed. The rule for
choosing the form of the direction is slightly different from [29], in that it involves the gradient
norm in addition to a tolerance on the minimum eigenvalue. As the results of Section 4 will
show, in the fully sampled case, both rules lead to similar complexity guarantees.
Once the search direction has been determined, a backtracking line-search strategy is then
applied to determine a suitable step size αk that decreases the model by a sufficient amount (see
condition (7)). This condition is instrumental in obtaining good complexity properties.
Two comments about the description of Algorithm 1 are in order. First, we observe that the
method as stated is not equipped with a stopping criterion. Apart from budget considerations,
one might be tempted to stop the method when the derivatives are suggesting that it is a
second-order stationary point. However, since we only have access to subsampled versions of
those derivatives, it is possible that we have not reached a stationary point for the true function.
As we will establish later in the paper, one needs to take into account the accuracy of the model,
and it might take several iterations to guarantee that we are indeed at a stationary point. We
thus defer the proper discussion on stopping criteria and stationarity to Section 4.
Our second remark relates to the computation of a step. When the subsampled gradient gk
is zero and the subsampled matrix Hk is positive definite, we cannot compute a descent step
using first or second-order information, as the current iterate is second-order stationary for the
subsampled model. In that situation, and for the reasons mentioned above, we do not stop our
method, but rather take a zero step and move to a new iteration and a new sample set. As
we will show in Section 4, after a certain number of such iterations, one can guarantee that a
stationary point has been reached, with high probability.
3 Expected decrease guarantees with subsampling
In this section, we derive bounds on the amount of expected decrease at each iteration. In doing
so, we separate the cases of good and bad approximations. In the case of good approximations,
we are able to guarantee decrease in the objective for every step taken in Algorithm 1. By
controlling the sample size, one can adjust the probability of having a sufficiently good model,
so that the guaranteed decrease for good approximations will compensate a possible increase for
bad approximations on average.
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Algorithm 1: A Line-search Algorithm based on Subsampling (ALAS).
Initialization: Choose x0 ∈ R
n, θ ∈ (0, 1), η > 0, ǫ > 0.
for k = 0, 1, ... do
1. Draw a random sample set Sk ⊂ {1, . . . , N}, and compute the associated quantities
gk := g(xk;Sk),Hk := H(xk;Sk). Form the model:
mk(xk + s) := m(xk + s;Sk). (3)
2. Compute λk as the minimum eigenvalue of the Hessian estimate Hk.
If λk ≥ −ǫ
1/2 and ‖gk‖ = 0 set αk = 0, dk = 0 and go to Step 7.
3. If λk < −ǫ
1/2, compute a negative eigenvector vk such that
Hkvk = λkvk, ‖vk‖ = −λk, v
⊤
k gk ≤ 0, (4)
set dk = vk and go to the line-search step.
4. If λk > ‖gk‖
1/2, compute a Newton direction dk solution of
Hkdk = −gk, (5)
go to the line-search step.
5. If dk has not yet been chosen, compute it as a regularized Newton direction, solution of(
Hk + (‖gk‖
1/2 + ǫ1/2)In
)
dk = −gk, (6)
and go to the line-search step.
6. Line-search step Compute the minimum index jk such that the step length
αk := θ
jk satisfies the decrease condition:
mk(xk + αkdk)−mk(xk) ≤ −
η
6
α3k‖dk‖
3. (7)
7. Set xk+1 = xk + αkdk.
8. Set k = k + 1.
end
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3.1 Preliminary assumptions and definitions
Throughout the paper, we will study Algorithm 1 under the following assumptions.
Assumption 3.1 The function f is bounded below by flow ∈ R.
Assumption 3.2 The functions fi are twice continuously differentiable with Lipschitz contin-
uous gradients and Hessians, of respective Lipschitz constants Li and LH,i.
A consequence of Assumption 3.2 is that f is twice continuously differentiable with Lipschitz
continuous first and second-order derivatives. This property also holds for m(·;S), regardless of
the value of S (we say that the property holds for all realizations of S). In what follows, we
will always consider that m(·;S) and f have L-Lipschitz continuous gradients and LH -Lipschitz
continuous Hessians, where
L := max
i
Li, LH := max
i
LH,i.
Assumption 3.3 There exists a compact set such that for any realization of the algorithm, the
iterates are contained in this compact set.
By Assumption 3.3, for the sequence of iterates {xk} generated by Algorithm 1, there exists a
finite positive number Ug such that
Ug ≥ max
k
max
i=1,...,N
‖∇fi(xk)‖.
The constant Ug can be used to bound the norms of the objective gradient and the model
gradient at every iteration k, for any realization of the sample set sequence {Sk}.
We define in a similar fashion a finite positive constant UH such that:
UH ≥ max
k
max
i=1,...,N
‖∇2fi(xk)‖.
Finally, in what follows, for every iteration k, we let
πk :=
|Sk|
N
denote the sample fraction used at every iteration. Our objective is to determine conditions on
this fraction that allow for decrease in expectation.
Whenever the sample sets in Algorithm 1 are drawn at random, the subsampling process
introduces randomness in an iterative fashion at every iteration. As a result, Algorithm 1
results in a stochastic process {xk, dk, αk, gk,Hk,mk(xk),mk(xk+αkdk)} (we point out that the
sample fractions need not be random). To keep the notation of the paper simpler, we will use
these notations for the random variables and their realizations. Most of our analysis will be
concerned with random variables, but we will explicitly mention that realizations are considered
when needed. Our goal is to show that under certain conditions on the sequences {gk}, {Hk},
{mk(xk)}, {mk(xk+αkdk)} the resulting stochastic process has desirable convergence properties
in expectation.
Inspired by a number of definitions in the model-based literature for stochastic or subsampled
methods [3, 13, 21, 23], we introduce a notion of sufficient accuracy for our model function and
its derivatives.
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Definition 3.1 Given a realization of Algorithm 1 and an iteration index k, the model mk :
R
n 7→ R is said to be (δf , δg, δH)-accurate with respect to (f, xk, αk, dk) when
|f(xk)−mk(xk)| ≤ δf and |f(xk + αkdk)−mk(xk + αkdk)| ≤ δf , (8)
‖∇f(xk)− gk‖ ≤ δg and ‖∇f(xk + αkdk)− g(xk + αkdk,Sk)‖ ≤ δg, (9)
as well as
‖∇2f(xk)−Hk‖ ≤ δH , (10)
where gk := ∇mk(xk), Hk := ∇
2mk(xk) and δf , δg, δH are nonnegative constants.
Condition (8) is instrumental in establishing decrease guarantees for our method, while
conditions (9) and (10) play a key role in defining proper notions of stationarity (see Section 4).
Since we are operating with a sequence of random samples and models, we need a probabilistic
equivalent of Definition 3.1, which is given below.
Definition 3.2 Let p ∈ (0, 1], δf ≥ 0, δg ≥ 0 and δH ≥ 0. A sequence of functions {mk}k is
called p-probabilistically (δf , δg, δH)-accurate for Algorithm 1 if the events
Ik := {mk is (δf , δg, δH)-accurate with respect to (f, xk, αk, dk)}
satisfy
pk := P (Ik|Fk−1) ≥ p,
where Fk−1 is the σ-algebra generated by the sample sets S0,S1, . . . ,Sk−1, and we define
P(I0|F−1) := P(I0).
Observe that if we sample the full data at every iteration (that is, Sk = {1, . . . , N} for all
k), the resulting model sequence satisfies the above definition for any p ∈ [0, 1] and any positive
values δf , δg, δH . Given our choice of model (2), the accuracy properties are directly related to
the random sampling sets; however, to stay consistent with the existing literature, we will talk
about accuracy of the models. In particular, we will express conditions for good convergence
behavior based on the sample size rather than the probability of accuracy.
In the rest of the paper, we assume that the estimate functions of the problem form a
probabilistically accurate sequence as follows.
Assumption 3.4 The sequence {mk}k produced by Algorithm 1 is p-probabilistically δ-accurate,
with δ := (δf , δg, δH) and p ∈ (0, 1].
We now introduce the two notions of stationarity that will be considered in our analysis.
Definition 3.3 Consider a realization of Algorithm 1, and let ǫg, ǫH be two positive tolerances.
We say that the k-th iterate xk is (ǫg, ǫH)-model stationary if
min {‖gk‖, ‖g(xk+1,Sk)‖} ≤ ǫg and λk ≥ −ǫH . (11)
Similarly, we will say that xk is (ǫg, ǫH)-function stationary if
min {‖∇f(xk)‖, ‖∇f(xk+1)‖} ≤ ǫg or λmin(∇
2f(xk)) ≥ −ǫH . (12)
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Note that the two definitions above are equivalent whenever the model consists of the full
function. We also observe that the definition of model stationarity involves the norm of the
vector
g+k := g(xk + αkdk;Sk). (13)
The norm of this “next gradient” is a major tool for the derivation of complexity results in
Newton-type methods [10, 29]. In a subsampled setting, a distinction between g+k and gk+1 has
to be made because these two vectors are computed using different sample sets.
Our objective is to guarantee convergence towards a point satisfying a function stationarity
property (12), yet we will only have control on achieving model stationarity. The accuracy of
the models will be instrumental in relating the two properties, as shown by the lemma below.
Lemma 3.1 Let Assumptions 3.1 and 3.2 hold. Consider a realization of the method that
reaches an iterate xk such that xk is (ǫg, ǫH)-model stationary. Suppose further that the model
mk is (δf , δg, δH)-accurate with
δg ≤ κgǫg and δH ≤ κHǫH (14)
where κg and κH are positive, deterministic constants independent of k. Then, xk is a
((1 + κg)ǫg, (1 + κH)ǫH)-function stationary point.
Proof. Let xk be an iterate such that
min{‖gk‖, ‖g
+
k ‖} ≤ ǫg and λk ≥ −ǫH .
Looking at the first property, suppose that ‖gk‖ ≤ ǫg. In that case, we have:
‖∇f(xk)‖ ≤ ‖∇f(xk)− gk‖+ ‖gk‖ ≤ δg + ǫg ≤ (κg + 1)ǫg.
A similar reasoning shows that if ‖g+k ‖ ≤ ǫg, we obtain ‖∇f(xk+1)‖ ≤ (κg +1)ǫg; thus, we must
have
min {‖∇f(xk)‖, ‖∇f(xk+1)‖} ≤ (1 + κg)ǫg.
Consider now a unit eigenvector v for ∇2f(xk) associated with λmin(∇
2f(xk)), one has
λk − λmin(∇
2f(xk)) ≤ v
⊤Hkv − v
⊤∇2f(xk)v
≤ ‖Hk −∇
2f(xk)‖‖v‖
2
≤ δH .
Hence, by using (14), one gets
λmin(∇
2f(xk)) =
(
λmin(∇
2f(xk))− λk
)
+ λk ≥ −δH − ǫH ≥ −(κH + 1)ǫH .
Overall, we have shown that
min {‖∇f(xk)‖, ‖∇f(xk+1)‖} ≤ (1 + κg)ǫg and λmin(∇
2f(xk)) ≥ −(1 + κH)ǫH ,
and thus xk is also a ((1 + κg)ǫg, (1 + κH)ǫH)-function stationary point.
The reciprocal result of Lemma 3.1 will also be of interest to us in the next section.
Lemma 3.2 Consider a realization of Algorithm 1 and the associated k-th iteration. Sup-
pose that xk is not ((1 + κg)ǫg, (1 + κH)ǫH)-function stationary, and that the model mk is
δ = (δf , δg, δH)-accurate with δg ≤ κgǫg and δH ≤ κHǫH where κg and κH are positive con-
stants. Then, xk is not (ǫg, ǫH)-model stationary.
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3.2 A general expected decrease result
In this section, we study the guarantees that can be obtained (in expectation) for the various
types of direction considered by our method. By doing so, we identify the necessary requirements
on our sampling procedure, as well as on our accuracy threshold for the model values.
In what follows, we will make use of the following constants:
cnc :=
3θ
LH + η
, cn := min
{[
2
LH
]1/2
,
[
3θ
LH + η
]}
, crn := min
{
1
1 +
√
1 + LH/2
,
[
6θ
LH + η
]}
,
j¯nc :=
[
logθ
(
3
LH + η
)]
+
, j¯n :=
[
logθ
(√
3
LH + η
ǫ1/2√
Ug
)]
+
, j¯rn :=
[
logθ
(
6
LH + η
ǫ
Ug
)]
+
.
Those constants are related to the line-search steps that can be performed at every iteration
of Algorithm 1. When the current iterate is not an approximate stationary point of the model,
we can bound this number independently of k. This is the purpose of the following lemma.
Consider the event
Ek :=
{
min{‖gk‖, ‖g
+
k ‖} > ǫ or λk < −ǫ
1/2
}
, (15)
where ǫ is the tolerance used in Algorithm 1.
Lemma 3.3 Let Assumptions 3.1, 3.2 and 3.3 hold for a realization of Algorithm 1. Consider
an iteration k such that the event Ek holds. Then, the backtracking line search terminates with
the step length αk = θ
jk, with jk ≤ j¯ + 1 and
αk‖dk‖ ≥ c ǫ
1/2, (16)
where
c := min{cnc, cn, crn} (17)
and
j¯ := max{j¯nc, j¯n, j¯rn}. (18)
Proof. We consider in turn the three possible steps that can be taken at iteration k, and
obtain a lower bound on the amount αk‖dk‖ for each of those.
Case 1: λk < −ǫ
1/2 (negative curvature step). In that case, we apply the same reasoning
than in [29, Proof of Lemma 1] with the model mk playing the role of the objective, the back-
tracking line search terminates with the step length αk = θ
jk , with jk ≤ j¯nc+1 and αk ≥
3θ
LH+η
.
When dk is computed as a negative curvature direction, one has ‖dk‖ = −λk > 0. Hence,
αk‖dk‖ ≥
3θ
LH + η
[−λk] = cnc[−λk] ≥ cǫ
1/2.
Case 2: λk > ‖gk‖
1/2 (Newton step). Because (15) holds and λk > 0 in this case, we
necessarily have ‖g˜k‖ = min{‖gk‖, ‖g
+
k ‖} > ǫ. From Algorithm 1, we know that dk is chosen
as the Newton step. Hence, using the argument of [29, Proof of Lemma 3] with ǫH = ǫ
1/2, the
backtracking line search terminates with the step length αk = θ
jk , where
jk ≤
[
logθ
(√
3
L+ η
ǫ1/2√
Ug
)]
+
+ 1 = j¯n + 1,
thus the first part of the result holds. If the unit step size is chosen, we have by [29, Relation
(23)] that
αk‖dk‖ = ‖dk‖ ≥
[
2
LH
]1/2
‖g(xk + αkdk;Sk)‖
1/2 ≥ cǫ1/2. (19)
Consider now the case αk < 1. Using [29, Relations (25) and (26), p. 1457], we have:
‖dk‖ ≥
3
LH + η
ǫH =
3
LH + η
ǫ1/2
and
αk ≥ θ
√
3
LH + η
ǫ
1/2
H ‖dk‖
−1/2 = θ
√
3
LH + η
ǫ1/4‖dk‖
−1/2.
As a result,
αk‖dk‖ ≥ θ
[
3
LH + η
]1/2
ǫ1/4‖dk‖
−1/2‖dk‖
αk‖dk‖ ≥
[
3θ
LH + η
]
ǫ1/2 ≥ cǫ1/2. (20)
Case 3: (Regularized Newton step) This case occurs when the conditions for the other
two cases fail, that is, when −ǫ1/2 ≤ λk ≤ ‖gk‖
1/2. We again exploit the fact that (15) holds
to deduce that we necessarily have ‖g˜k‖ = min{‖gk‖, ‖g
+
k ‖} > ǫ. This in turn implies that
min{‖g˜k‖ǫ
−1/2, ǫ1/2} ≥ ǫ1/2. As in the proof of the previous lemma, we apply the theory of [29,
Proof of Lemma 4] using ǫH = ǫ
1/2. We then know that the backtracking line search terminates
with the step length αk = θ
jk , with
jk ≤
[
logθ
(
6
LH + η
ǫ
Ug
)]
+
+ 1 = j¯rn + 1,
since ǫH = ǫ
1/2.
We now distinguish between the cases αk = 1 and αk < 1. If the unit step size is chosen,
we can use [29, relations 30 and 31], where ∇f(xk + dk) and ǫH are replaced by g
+
k and ǫ
1/2,
respectively. This gives
αk‖dk‖ = ‖dk‖ ≥
1
1 +
√
1 + LH/2
min
{
‖g+k ‖/ǫ
1/2, ǫ1/2
}
.
Therefore, if the unit step is accepted, one has by [29, equation 31]
αk‖dk‖ ≥
1
1 +
√
1 + LH/2
min
{
‖g+k ‖ǫ
−1/2, ǫ1/2
}
≥
1
1 +
√
1 + LH/2
min
{
‖g˜k‖ǫ
−1/2, ǫ1/2
}
. (21)
Considering now the case αk < 1 and using [29, equation 32, p. 1459], we have:
αk ≥ θ
6
LH + η
ǫH‖dk‖
−1 =
6θ
LH + η
ǫ1/2‖dk‖
−1,
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which leads to
αk‖dk‖ ≥
6θ
LH + η
ǫ1/2. (22)
Putting (21) and (22) together, we obtain
αk‖dk‖ ≥ min
{
1
(1 +
√
1 + LH/2)3
,
[
6θ
LH + η
]3}
min{‖g˜k‖ǫ
−1/2, ǫ1/2}
= crnmin{‖g˜k‖ǫ
−1/2, ǫ1/2} ≥ cǫ1/2.
By putting the three cases together, we arrive at the desired conclusion.
In order to tackle the worst-case behavior of our method, we provide the following upper
bound on the norm of the search directions computed by our method.
Lemma 3.4 Let Assumptions 3.2 and 3.3 hold for a realization of Algorithm 1. Then, for any
index k, it holds that
‖dk‖ ≤ max{UH , U
1/2
g }. (23)
Proof. The bound (23) trivially holds if ‖dk‖ = 0, thus we only need to prove that it holds for
‖dk‖ > 0. We consider three disjoint cases:
Case 1: λk < −ǫ
1/2. Then the negative curvature step is taken and ‖dk‖ = |λk| ≤ UH .
Case 2: λk > ‖gk‖
1/2. We can suppose that ‖gk‖ > 0 because otherwise ‖dk‖ = 0. Then,
dk is a Newton step with
‖dk‖ ≤ ‖H
−1
k ‖‖gk‖ ≤ ‖gk‖
−1/2‖gk‖ ≤ ‖gk‖
1/2 ≤ U1/2g .
Case 3: −ǫ1/2 ≤ λk ≤ ‖gk‖
1/2. As in Case 2, we suppose that ‖gk‖ > 0 as ‖dk‖ = 0 if this
does not hold. Then, dk is a regularized Newton step with
‖dk‖ = ‖(Hk + (‖gk‖
1/2 + ǫ1/2)In)
−1gk‖
≤ ‖(Hk + (‖gk‖
1/2 + ǫ1/2)In)
−1‖‖gk‖
≤ (λk + ‖gk‖
1/2 + ǫ1/2)−1‖gk‖/
≤ ‖gk‖
−1/2‖gk‖ ≤ U
1/2
g ,
where the last line uses the fact that λk + ǫ
1/2 ≥ 0 and ‖gk‖ > 0.
For future use in this section, we define the following function on [0,∞) × [0, 1]:
̺(t, q) :=
(1− q)UL
(1− q)UL + q
ηt3
24
, where UL := Ugmax{UH , U
1/2
g }+
L
2 max{U
2
h , Ug}. (24)
We observe that the function ̺ is well-defined, with values in [0, 1], and decreasing in its first
and second arguments.
Based on the result of Lemmas 3.3 and 3.4, we can provide a generic guarantee on the
expected decrease at every iteration: this is the purpose of Theorem 3.1.
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Theorem 3.1 Let Assumptions 3.1 and 3.2 hold. Suppose also that Assumption 3.4 holds with
δ = (δf , δg, δH) satisfying
δf ≤
η
24
c3ǫ3/2, δg ≤ κgǫ, δH ≤ κHǫ
1/2 (25)
where ǫ > 0, κg ∈ (0, 1), κH ∈ (0, 1) and c is chosen as in Lemma 3.3. Finally, consider the
following random event
Estak =
{
xk is not ((1 + κg)ǫ, (1 + κH)ǫ
1/2)-function stationary
}
. (26)
If the sample fraction πk is chosen such that
πk ≥ ̺(cǫ
1/2, p), (27)
where ̺ is given by (24), then
E
[
f(xk + αkdk)− f(xk) | Fk−1, E
sta
k
]
≤ − ̺(cǫ1/2, p)
η
24
c3ǫ3/2. (28)
Proof. By definition, one has that:
E
[
f(xk+1)− f(xk) | Fk−1, E
sta
k
]
= P(Ik|Fk−1, E
sta
k )E
[
f(xk+1)− f(xk) | Fk−1, E
sta
k , Ik
]
+(
1− P(Ik|Fk−1, E
sta
k )
)
E
[
f(xk+1)− f(xk) | Fk−1, E
sta
k , I¯k
]
= p˜kE
[
f(xk+1)− f(xk) | Fk−1, E
sta
k , Ik
]
+ (1− p˜k)E
[
f(xk+1)− f(xk) | Fk−1, E
sta
k , I¯k
]
(29)
in which Ik is the event corresponding to the model being δ-accurate and p˜k := P(Ik|Fk−1, E
sta
k ).
We note that p˜k ≥ p, in fact since Fk−1∩E
sta
k ⊂ Fk−1, we can apply the result from [16, Theorem
5.1.6], which states that for any random variable X (not necessarily belonging to one of the σ-
algebras), we have
E
[
X|Fk−1, E
sta
k
]
= E
[
E [X|Fk−1] |Fk−1, E
sta
k
]
(30)
Thus, denoting by 1(Ik) the indicator variable of the random event Ik, we have
p˜k = P
(
Ik|Fk−1, E
sta
k
)
= E
[
1(Ik)|Fk−1, E
sta
k
]
= E
[
E [1(Ik)|Fk−1] |Fk−1, E
sta
k
]
= E
[
P(Ik|Fk−1)|Fk−1, E
sta
k
]
= E
[
pk|Fk−1, E
sta
k
]
= pk ≥ p
We now first bound the term corresponding to the occurrence of Ik in (29). Under occurrence
of Ik and E
sta
k , one has:
f(xk + αkdk)− f(xk)
= f(xk + αkdk)−mk(xk + αkdk) +mk(xk + αkdk)−mk(xk) +mk(xk)− f(xk)
≤ 2δf +mk(xk + αkdk)−mk(xk)
≤ 2δf −
η
6
α3k‖dk‖
3
≤
ηc3
12
ǫ3/2 −
η
6
α3k‖dk‖
3 ≤ −
η
12
α3k‖dk‖
3 ≤ −
ηc3
12
ǫ3/2 ≤ − ̺(cǫ1/2, p)
ηc3
12
ǫ3/2, (31)
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where we used the bound (25) and the fact that αk‖dk‖ ≥ c ǫ
1/2, which follows from Lemma 3.3
and Estak .
We now turn to the second case in (29), for which we exploit the following decomposition:
f(xk + αkdk)− f(xk) = πk (mk(xk + αkdk)−mk(xk)) + (1− πk)
(
fSck(xk + αkdk)− fS
c
k
(xk)
)
,
with fSck =
1
N−|Sk|
∑
i/∈Sk
fi. Using the decrease condition (7) to bound the first term, and a
first-order Taylor expansion to bound the second term, we obtain:
f(xk + αkdk)− f(xk)
≤ −πk
η
6
α3k‖dk‖
3 + (1− πk)
1
N − |Sk|
∑
i/∈Sk
{
αk∇fi(xk)
⊤dk +
Li
2
α2k‖dk‖
2
}
≤ −πk
η
6
α3k‖dk‖
3 + (1− πk)max
i/∈Sk
{
αk∇fi(xk)
⊤dk +
Li
2
α2k‖dk‖
2
}
≤ −πk
η
6
α3k‖dk‖
3 + (1− πk)
{
αk‖∇fik(xk)‖‖dk‖+
Lik
2
α2k‖dk‖
2
}
,
where ik ∈ argmaxi/∈Sk
{
αk∇fi(xk)
⊤dk +
Li
2 α
2
k‖dk‖
2
}
and we used the Lipschitz continuity
assumption on the functions fi’s. By Assumption 3.3, we further have:
f(xk + αkdk)− f(xk) ≤ −πk
η
6
α3k‖dk‖
3 + (1− πk)
{
Ugαk‖dk‖+
L
2
α2k‖dk‖
2
}
.
Using now Lemma 3.4, we get
f(xk + αkdk)− f(xk) ≤ (1− πk)
{
Ugmax{UH , U
1/2
g }+
L
2
max{U2h , Ug}
}
= (1− πk)UL ≤
(
1− ̺(cǫ1/2, p)
)
UL,
where UL is defined as in (24), and we use (27) to obtain the last inequality.
Putting the two cases together then yields:
E
[
f(xk + αkdk)− f(xk)|Fk−1, E
sta
k
]
≤ −p˜k ̺(cǫ
1/2, p)
ηc3
12
ǫ3/2 + (1− p˜k)
(
1− ̺(cǫ1/2, p)
)
UL.
Hence,
E
[
f(xk + αkdk)− f(xk) | Fk−1, E
sta
k
]
≤ − ̺(cǫ1/2, p)ηc
3
24 ǫ
3/2. (32)
provided that
̺(cǫ1/2, p) =
(1− p)UL
(1− p)UL + p
ηc3
24 ǫ
3/2
≥
(1− p˜k)UL
(1− p˜k)UL + p˜k
ηc3
24 ǫ
3/2
= ̺(cǫ1/2, p˜k),
and this is true because the expression on the right-hand side is a decreasing function in its
second argument. The desired result follows.
Note that conditions (25) and (27) are always satisfied when the whole data is sampled,
regardless of the value of p or ǫ (πk = 1 and one can choose δ = (0, 0, 0)). Note also that by
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setting p = πk = 1, we recover the deterministic result derived in [29] up to a constant factor
1
and the lower bound (27) becomes superfluous.
In the next section, we will see how the result of Theorem 3.1 can be used to derive a global
convergence rate for Algorithm 1.
4 Global convergence rate and complexity analysis
In this section, we provide a global rate of convergence towards an approximate stationary point
in expectation for our method. More precisely, we are seeking an ((1 + κg)ǫ, (1 + κH)ǫ
1/2)-
stationary point in the sense of Definition 3.3, that is, an iterate satisfying:
min {‖∇f(xk)‖, ‖∇f(xk+1)‖} ≤ (1 + κg)ǫ and λmin(∇
2f(xk)) ≥ −(1 + κH)ǫ
1/2. (33)
Since our method only operates with a (subsampling) model of the objective, we are only able
to observe if the current iterate is an (ǫ, ǫ1/2)-model stationary point according to Definition 3.3,
that is, an iterate xk such that
min{‖gk‖, ‖g
+
k ‖} ≤ ǫ and λk ≥ −ǫ
1/2.
Compared to the general setting of Definition 3.3, we are using ǫg = ǫ
2
H = ǫ. This specific choice
of first- and second-order tolerances has been observed to yield optimal complexity bounds for
a number of algorithms, in the sense that the dependence on ǫ is minimal (see e.g. [9, 29]).
The decision between the various choices of directions in Algorithm 1 was also made with these
choices in mind.
Our goal is to relate the model stationarity property (4) to its function stationarity counter-
part (33). For this purpose, we first establish a general result regarding the expected number of
iterations required to reach function stationarity. We then present a stopping criterion involving
multiple consecutive iterations of model stationarity: using such a criterion allows to stop the
algorithm at a function stationary point with high probability. Moreover, we show that the
expected number of iterations until this stopping occurs is of the same order of magnitude than
the expected number of iterations required to reach a function stationary point.
4.1 Expected iteration complexity
In addition to the results from the previous section, the proof of our expected complexity bound
will rely on two arguments from martingales and stopping time theory. The first one is a
martingale convergence result [26, Theorem 1], adapted to our setting in Theorem 4.1.
Theorem 4.1 Let (Ω,Σ,P) be a probability space. Let {Σk}k be a sequence of sub-sigma algebras
of Σ such that Σk ⊂ Σk+1.
If αk is a positively valued sequence of random variables on Σ, and there is a deterministic
sequence νk ≥ 0 such that,
E[αk+1|Σk] + νk ≤ αk
then αk converges to a [0,∞)-valued random variable almost surely and
∑
k ν
k <∞.
1This constant factor of 1
4
arises from both the overestimation of δf by a positive constant and the compensation
of the “bad” case in which the model is inaccurate.
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At each iteration, Theorem 3.1 guarantees a certain expected decrease for the objective
function. Theorem 4.1 will be used to show that such a decrease cannot hold indefinitely if the
objective is bounded from below.
The second argument comes from stopping time analysis (see, e.g., [28, Theorem 6.4.1]) and
is given in Theorem 4.2. The notations have been adapted to our setting.
Theorem 4.2 Let T be a stopping time for the process {Zk, k ≥ 0} and let Z¯k = Zk for k ≤ T
and Z¯k = ZT for k > T . If either one of the three properties below hold:
• Z¯k is uniformly bounded;
• T is bounded;
• E[T ] <∞ and there is an R <∞ such that E[|Zk+1 − Zk| |Z0, ..., Zk] < R;
Then, E
[
Z¯k
]
→ E [ZT ]. Moreover, E[ZT ] ≥ E[Z0] (resp. E[ZT ] ≤ E[Z0]) if {Zk} is a submartin-
gale (resp. a supermartingale).
Theorem 4.2 enables us to exploit the martingale-like property of Definition 3.2 in order to
characterize the index of the first stationary point encountered by the method.
Using both theorems along with Theorem 3.1, we bound the expected number of iterations
needed by Algorithm 1 to produce an approximate stationary point for the model.
Theorem 4.3 Let Assumptions 3.1, 3.2, 3.3 and 3.4 hold, with δ = (δf , δg, δH) satisfying (25).
Suppose that for every index k, the sample size πk satisfies (27).
Define Tǫ as the first iteration index k of Algorithm 1 for which
min{‖∇f(xk)‖, ‖∇f(xk+1)‖} ≤ (1 + κg)ǫ and λmin
(
∇2f(xk)
)
≥ −(1 + κH)ǫ
1/2.
Then, Tǫ <∞ almost surely, and
E[Tǫ] ≤


(f(x0)−flow)
cˆ ǫ
−3/2 + 1 if πk = 1 ∀k;
(f(x0)−flow)
cˆ ̺(cǫ
1/2, p)−1 ǫ−3/2 + 1 otherwise,
(34)
where cˆ = η24c
3.
Proof. Since both xk+1 and Sk belong to Fk, we have {Tǫ = k} ∈ Fk for all k, thus Tǫ is
indeed a stopping time.
We first show that {Tǫ = ∞} has a zero probability of occurrence. To this end, suppose
that for every iteration index k, we have k < Tǫ. In particular, this means that the events
Esta0 , . . . , E
sta
k occur, where we recall that E
sta
j ∈ Fj−1. We thus define the following filtration:
T0 = F−1 ∩ E
sta
0 , Tk = Fk−1 ∩
(
Esta0 ∩ · · · ∩E
sta
k
)
∀k ≥ 1, (35)
where we use F ∩ E to denote the trace σ-algebra of the event E on the σ-algebra F , i.e.,
F ∩ E = {E ∩ F : F ∈ F}. For every k ≥ 0 and any event A, we thus have by the same
argument used to establish (30) that
E [A|Tk] = E
[
E
[
A|Fk−1, E
sta
k
]
|Tk
]
15
and we also have Tk ⊂ Tk+1.
For notational convenience, we define
cǫ =
{
cˆǫ3/2 if πk = 1 ∀k;
cˆ ̺(cǫ1/2, p)ǫ3/2 otherwise.
(36)
If Tǫ =∞, then the assumptions of Theorem 3.1 are satisfied for all iterations k. In particular,
for all k, event Estak occurs and E
[
f(xk+1)− f(xk) | Fk−1, E
sta
k
]
≤ −cǫ. Recalling the definition
of Tk (35), we get,
E [f(xk+1)− f(xk) | Tk] = E
[
E
[
f(xk+1)− f(xk) | Fk−1, E
sta
k
]
| Tk
]
≤ E [−cǫ | Tk] = −cǫ.
Thus,
E [f(xk+1)− f(xk) | Tk] ≤ −cǫ
E [f(xk+1) | Tk] + cǫ ≤ E [f(xk) | Tk]
E [f(xk+1) | Tk] + cǫ ≤ f(xk),
where the last relation comes from the fact that xk ∈ Tk. Subtracting flow on both sides yields:
E [f(xk+1)− flow | Tk] + cǫ ≤ f(xk)− flow. (37)
As a result, we can apply Theorem 4.1 with αk = f(xk)−flow ≥ 0, Σ
k = Tk and ν
k = cǫ > 0:
we thus obtain that
∑∞
k=0 cǫ <∞, which is obviously false. This implies that Tǫ must be finite
almost surely.
Consider now the sequence of random variables given by,
Rk = f(xmin(k,Tǫ)) + max (min(k, Tǫ)− 1, 0) cǫ.
Theorem 3.1 ensures that for any k < Tǫ, one has
E[Rk+1 | Tk] = E[f(xk+1) | Tk] + k cǫ
≤ f(xk)− cǫ + k cǫ ≤ Rk
and for k ≥ Tǫ, trivially Rk+1 = Rk, and thus Rk is a supermartingale. Moreover, since in Tk,
it holds that Tǫ ≥ k + 1,
E [|Rk+1 −Rk| | Tk] = E [|f(xk+1) + (k + 1)cǫ − f(xk)− kcǫ| | Tk]
≤ E [|f(xk+1)− f(xk)|+ cǫ | Tk]
≤ cǫ +max (cǫ, fmax − flow) <∞
thus the expected increment between Rk and Rk+1 is bounded. Since Tǫ <∞ almost surely, we
satisfy the assumptions of Theorem 4.2: it thus holds that E[RTǫ ] ≤ E[R0] which implies that,
flow + (E [Tǫ]− 1)cǫ ≤ E [RTǫ ] ≤ E[R0] = f(x0)
and thus,
E [Tǫ] ≤
(f(x0)− flow)
cǫ
+ 1.
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Replacing cǫ by its definition gives the desired bound.
The result of Theorem 4.3 gives a worst-case complexity in the expected number of iterations
until function stationarity. This does not provide a practical stopping criterion for the Algorithm,
because only model stationarity can be tested for during an algorithmic run (note however that
in the case of πk = p = 1 both notions of stationarity are equivalent). However, by combining
Theorem 4.3 and Lemma 3.1, we now that after up to O(̺(cǫ1/2, p)ǫ−3/2) iterations on average,
if the model is accurate, then the corresponding iterate will be function stationary.
In our algorithm, we assume that accuracy is only guaranteed with a certain probability at
every iteration. As a result, stopping after encountering an iterate that is model stationary only
comes with a weak guarantee of returning a point that is function stationary. In developing an
appropriate stopping criterion, we wish to avoid such “false positives”. To this end, one possi-
bility consists in requiring model stationarity to be satisfied for a certain number of successive
iterations. This is the sense of the following proposition.
Proposition 4.1 Under the assumptions of Theorem 4.3, suppose that Algorithm 1 reaches an
iteration index k + J such that for every j ∈ {k, k + 1, . . . , k + J},
min
{
‖gj‖, ‖g
+
j ‖
}
≤ ǫ and λj ≥ −ǫ
1/2.
Suppose further that δg and δH satisfy (14), and that the sample sizes are selected independently
of the current iterate.Then, with probability at least 1−(1−p)J+1, where p is the lower bound on
pk given by Assumption 3.4, one of the iterates {xk, xk+1, . . . , xk+J} is ((1+κg)ǫ, (1+κH )ǫ
1/2)-
function stationary.
Proof. In this proof, we will use the notation Pk(. . . ) = P(·|Fk−1). Recall the event Ij from
Definition 3.2. We also consider the random events
E =
{
One of the iterates in {xk+j}j=0..J is ((1 + κg)ǫ, (1 + κH)ǫ
1/2)-function stationary
}
,
and
∀j = 0, . . . , J, Ej =
{
The iterate xk+j is (ǫ, ǫ
1/2)-model stationary
}
.
For every j = 0, . . . , J , we have Ej ∈ Fk+j and Ik+j ∈ Fk+j. Moreover, the event Ej and Ik+j
are conditionally independent, i.e. for every j = 0, . . . , J ,
Pk (Ej ∩ Ik+j|Fk+j−1) = Pk (Ej |Fk+j−1)Pk (Ik+j|Fk+j−1) . (38)
This conditional independence holds because xk+j ∈ Fk+j−1, and the modelmk+j is constructed
independently of xk+j by assumption.
The statement of the theorem corresponds to
Pk (E|E0, . . . , EJ ) ≥ 1− (1− p)
J+1,
which is what we want to prove. By Lemma 3.1,
Pk (E|E0, . . . , EJ) ≥ Pk

 ⋃
0≤j≤J
Ik+j
∣∣∣∣∣∣E0, . . . , EJ

 = 1− Pk

 ⋂
0≤j≤J
I¯k+j
∣∣∣∣∣∣E0, . . . , EJ

 .
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and it thus suffices to prove that
Pk

 ⋂
0≤j≤J
I¯k+j
∣∣∣∣∣∣E0, . . . , EJ

 ≤ (1− p)J+1 (39)
to obtain the desired result.
We now make use of the probabilistically accuracy property. For every j = 0, . . . , J , we have
Pk (Ik+j|A) ≥ p, (40)
for any set of events A belonging to the σ-algebra Fk+j−1 [16, Chapter 5]. In particular, for any
j ≥ 1, Pk (Ik+j|Ik, . . . , Ik+j−1, E0, . . . , Ej) ≥ p.
Returning to our target probability, we have:
Pk

 ⋂
0≤j≤J
I¯k+j
∣∣∣∣∣∣E0, . . . , EJ


=
Pk
({⋂
0≤j≤J I¯k+j
}
∩ EJ
∣∣∣E0, . . . , EJ−1)
Pk (EJ |E0, . . . , EJ−1)
=
Pk
(
I¯J ∩EJ
∣∣E0, . . . , EJ−1, Ik, . . . , Ik+J−1)Pk (∩0≤j≤J−1I¯k+j ∣∣ E0, . . . , EJ−1)
Pk (EJ |E0, . . . , EJ−1)
= Pk
(
I¯J
∣∣E0, . . . , EJ−1, Ik, . . . , Ik+J−1)Pk (∩0≤j≤J−1 I¯k+j ∣∣ E0, . . . , EJ−1)
×
Pk (EJ |E0, . . . , EJ−1, Ik, . . . , Ik+J−1)
Pk (EJ |E0, . . . , EJ−1)
≤ Pk
(
I¯J
∣∣E0, . . . , EJ−1, Ik, . . . , Ik+J−1)Pk (∩0≤j≤J−1 I¯k+j ∣∣ E0, . . . , EJ−1) .
where the last equality comes from (38), and the final inequality uses the fact that the events
E0, . . . , EJ−1 and Ik, . . . , Ik+J−1 are pairwise independent, thus
Pk (EJ |E0, . . . , EJ−1, Ik, . . . , Ik+J−1) = Pk (EJ |E0, . . . , EJ−1) .
Using (40), we then have that
Pk
(
I¯J
∣∣E0, . . . , EJ−1, Ik, . . . , Ik+J−1) = 1− Pk (IJ |E0, . . . , EJ−1, Ik, . . . , Ik+J−1) ≤ 1− p.
Thus,
Pk

 ⋂
0≤j≤J
I¯k+j
∣∣∣∣∣∣E0, . . . , EJ

 ≤ (1− p)Pk

 ⋂
0≤j≤J−1
I¯k+j
∣∣∣∣∣∣E0, . . . , EJ−1

 . (41)
By a recursive argument on the right-hand side of (41), we thus arrive at (39), which yields the
desired conclusion.
The result of Proposition 4.1 is only of interest if we are guaranteed that such a sequence
of model stationary iterates can occur in a bounded number of iterations. This property can
be ensured by rejecting a step if it is deemed that the new iterate is not promising in terms of
decrease. This is the sense of the following assumption.
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Assumption 4.1 In Algorithm 1, Step 7 is replaced by:
7’. If min{‖gk‖, ‖g
+
k ‖} < ǫ and λk > −ǫ
1/2, set xk+1 = xk, otherwise set xk+1 = xk + αk dk.
Moreover, the sample size is selected independently of the current iterate.
This algorithm change allows us to measure stationarity at a given iterate based on a series
of samples. Under a slightly stronger set of assumptions, Proposition 4.2 then guarantees that
sequences of model stationary points will occur in expectation.
Proposition 4.2 Let Assumptions 3.1, 3.2, 3.3, 3.4 and 4.1 hold, where δ satisfies (25) with
κg, κH ∈ (0, 1), and pk = p ∀k. For a given J ∈ N, define T
m
ǫ,J as the first iteration index of
Algorithm 1 for which
min{‖gk‖, ‖g
+
k ‖} < ǫ and λk > −ǫ
1/2, ∀k ∈ {Tmǫ,J , T
m
ǫ,J + 1, ..., T
m
ǫ,J + J}. (42)
Suppose finally that for every index k, the sample size πk satisfies
∀k, πk ≥ ̺(cǫˆ
1/2, p), (43)
where ǫˆ = min{
1−κg
1+κg
, (1−κH )
2
(1+κH )2
}ǫ. (Note that ̺(cǫˆ1/2, p) ≥ ̺(cǫ1/2, p).)
Then, Tmǫ,J <∞ almost surely, and
E[Tmǫ,J ] ≤


(f(x0)−flow)
cˆ ǫ
−3/2 + J + 1 if πk = 1 ∀k;
p−(J+1)
[
(f(x0)−flow)
cˆ ̺(cǫˆ
1/2, p)−1 ǫˆ−3/2 + J + 1
]
otherwise.
(44)
Proof. As in Theorem 4.3, Tmǫ,J clearly is a stopping time. Moreover, if πk = 1 for all k,
then Tmǫ,J = Tǫ for every J , where Tǫ is the stopping time defined in Theorem 4.3, and therefore
the result holds. In what follows, we thus focus on the remaining case.
Consider an iterate k such that xk is (ǫˆ, ǫˆ
1/2)-function stationary and the model mk is accu-
rate. From the definition of ǫˆ, such an iterate is also ((1−κg)ǫ, (1−κH )ǫ
1/2) function stationary
and the model mk is accurate. Then, by a reasoning similar to that of the proof of Lemma 3.1,
we can show that xk is (ǫ, ǫ
1/2)-model stationary. As a result, if Tmǫ,J > k, one of the models
mk,mk+1, . . . ,mk+J must be inaccurate, which happens with probability 1− p
J+1.
Let Tǫ,J be the first iteration index for which the iterate is a (ǫˆ, ǫˆ
1/2) function stationary
point and satisfies (42). Clearly Tmǫ,J ≤ Tǫ,J (for all realizations of these two stopping times),
and it thus suffices to bound Tǫ,J in expectation. By applying Theorem 4.3 (with ǫ in the
theorem’s statement replaced by ǫˆ), one can see that there must exist an infinite number of
(ǫˆ, ǫˆ1/2)-function stationary points in expectation. More precisely, letting {T
(i)
ǫˆ }i=1,... be the cor-
responding stopping times indicating the iteration indices of these points and using Theorem 4.3
(excluding the case πk = 1 ∀k), we have
E
[
T
(1)
ǫˆ
]
= E [Tǫˆ] ≤
(f(x0)− flow)
cˆ
̺(cǫˆ1/2, p)−1 ǫˆ−3/2 + 1,
∀i ≥ 1, E
[
T
(i+1)
ǫˆ − T
(i)
ǫˆ
]
≤
(f(x0)− flow)
cˆ
̺(cǫˆ1/2, p)−1 ǫˆ−3/2 + 1.
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Consider now the subsequence {T
(iℓ)
ǫˆ }ℓ=1,... such that all stopping times are at least J iterations
from each other, i.e., for every ℓ ≥ 1, we have T
(iℓ+1)
ǫˆ − T
(iℓ)
ǫˆ ≥ J . For such a sequence, we get
∀ℓ ≥ 1, E
[
T
(iℓ+1)
ǫˆ − T
(iℓ)
ǫˆ
]
≤
(f(x0)− flow)
cˆ
̺(cǫˆ1/2, p)−1 ǫˆ−3/2 + J + 1 , K(ǫ, J)
E
[
T
(i1)
ǫˆ
]
= E [Tǫˆ] ≤
(f(x0)− flow)
cˆ
̺(cǫˆ1/2, p)−1 ǫˆ−3/2 + 1 ≤ K(ǫ, J).
For every ℓ ≥ 1, we define the event
Bℓ =
J⋂
j=0
I
T
(iℓ)
ǫˆ +j
=
J⋂
j=0
{
m
T
(iℓ)
ǫˆ +j
is accurate
}
.
By assumption, the models are generated independently of the current iterate, and for every k,
P(Ik|Fk−1) = p. By the same recursive reasoning as in the proof of Proposition 4.1, we have
that P
(
Bℓ|FT (iℓ)ǫˆ −1
)
= pJ+1. Moreover, by definition of the sequence {T
(iℓ)
ǫˆ }, two stopping
times in that sequence correspond to two iteration indices distant of at least J + 1. Therefore,
they also correspond to two separate sequences of (J + 1) models that are generated in an
independent fashion. We can thus consider {Bℓ} to be an independent sequence of Bernoulli
trials. Therefore, the variable G representing the number of runs of Bℓ until success follows a
geometric distribution with an expectation less than 1
pJ+1
= p−(J+1) < ∞. On the other hand,
Tǫ,J is less than the first element of {T
(iℓ)
ǫˆ } for which Bℓ happens, and thus Tǫ,J ≤ T
(iG)
ǫˆ . To
conclude the proof, we define
SG = T
(iG)
ǫˆ , X1 = T
(i1)
ǫˆ = T
1
ǫˆ , Xℓ = T
(iℓ)
ǫˆ − T
(iℓ−1)
ǫˆ ∀ℓ ≥ 2.
From the proof of Wald’s equation [16, Theorem 4.1.5] (more precisely, from the third equation
appearing in that proof), one has
E [SG] =
∞∑
ℓ=1
E [Xℓ]P(G ≥ ℓ).
Since E [Xℓ] ≤ K(ǫ, J), one arrives at
E
[
Tmǫ,J
]
≤ E [Tǫ,J ] ≤ E
[
T
(iG)
ǫˆ
]
≤ K(ǫ, J)
∞∑
ℓ=1
P(G ≥ ℓ) = K(ǫ, J)E [G] ,
which is the desired result.
With the result of Proposition 4.2, we are guaranteed that there will exist consecutive iter-
ations satisfying model stationarity in expectation: checking for those thus represents a valid
stopping criterion in practice. If an estimate of the probability p is known, one can even choose
J to guarantee that the probability of computing a stationary iterate is sufficiently high.
Evaluation complexity: As a final note to this section, we observe that the number of evalu-
ations of fi and their derivatives is bounded in expectation, thanks to the result of Theorem 4.3.
Note that we must account for the additional objective evaluations induced by the line-search
process (see [29, Theorem 8] for details).
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Corollary 4.1 Under the assumptions of Proposition 4.2, assuming that the sample size con-
dition (27) is satisfied with πk ∈ {̺(cǫˆ
1/2, p), 1} for every k, the expected number of evaluations
of ∇fi and ∇
2fi are respectively bounded above by

(f(x0)−flow)
cˆ ǫ
−3/2 + 1 if πk = 1 ∀k;
p−(J+1)
[
(f(x0)−flow)
cˆ ̺(cǫˆ
1/2, p)−1 ǫˆ−3/2 + J + 1
]
otherwise,
(45)
while the expected number of function evaluations is bounded above by
(1 + max{jnc, jn, jrn})×


(f(x0)−flow)
cˆ ǫ
−3/2 + 1 if πk = 1 ∀k;
p−(J+1)
[
(f(x0)−flow)
cˆ ̺(cǫˆ
1/2, p)−1 ǫˆ−3/2 + J + 1
]
otherwise.
(46)
The bounds (45) and (46) match their deterministic counterparts (see [29]) in the worst case.
4.2 Illustration of sample and evaluation complexity for uniform sampling
The two main requirements made in the analysis of the previous section are related to the
function value accuracy δf and the sample size πk. Specifically, for a given tolerance ǫ, we
required in Theorem 4.3 that:
1. δf ≤
η
24c
3ǫ3/2, δg ≤ κgǫ, δH ≤ κHǫ
1/2.
2. πk ≥ ̺(cǫ
1/2, p) =
(1−p)
(
Ug max{UH ,U
1/2
g }+
L
2
max{U2h ,Ug,ǫ
−1U2g }
)
(1−p)
(
Ug max{UH ,U
1/2
g }+
L
2
max{U2h,Ug}
)
+p
η
24 c
3ǫ3/2
.
In this section, we provide estimates of the minimum number of samples necessary to achieve
those two conditions in the case of a uniform sampling strategy. To facilitate the exposure, we
discard the case p = 1 and focus on p ∈ (0, 1). Note that a similar analysis also holds for the
requirements of Proposition 4.2.
For the rest of the section, we suppose that the set Sk is formed of nπ¯ indices chosen uniformly
at random with replacement. where π¯ is independent of k. That is, for every i ∈ Sk and every
j = 1, . . . , N , we have P(i = j) = 1N . This case has been well studied in the case of subsampled
Hessian [31] and subsampled gradient [27]. The lemmas below summarize the results.
Lemma 4.1 Under Assumptions 3.2 and 3.3, consider an iterate xk of Algorithm 1. For any
̺ ∈ (0, 1), if the sample set Sk is chosen to be of size
π¯ ≥
1
N
16L2
δH
ln
(
2N
1−p
)
, (47)
then
P
(∥∥H(xk;Sk)−∇2f(xk)∥∥ ≤ δH ∣∣Fk−1) ≥ p.
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Proof. See [31, Lemma 4]; note that here we are using Li (Lipschitz constant of ∇fi) as a
bound on ‖∇2fi(xk)‖, and that we are providing a bound on the sampling fraction π¯ =
|Sk|
N .
By the same reasoning as for Lemma 4.1, but in one dimension, we can readily provide a
sample size bound for obtaining accurate function values. To this end, we define
fup ≥ max
k
max
i=1,..,N
fi(xk). (48)
Note that there exists such a bound when Assumption 3.3 is satisfied, and specific structure of
the problem could allow for it to available (in the case of a loss function, for instance, one can
often choose fup = 1).
Lemma 4.2 Under Assumptions 3.2 and 3.3, consider an iterate xk of Algorithm 1. For any
p ∈ (0, 1), if the sample set Sk is chosen to be of size
π¯ ≥
1
N
16f2up
δf
ln
(
2
1−p
)
, (49)
then
P (|m(xk;Sk)− f(xk)| ≤ δf |Fk−1) ≥ p.
Proof. The proof follows that of [31, Lemma 4.1] by considering m(xk;Sk) and f(xk) as
one-dimensional matrices.
Lemma 4.3 Under Assumptions 3.2 and 3.3, consider an iterate xk of Algorithm 1. For any
̺ ∈ (0, 1), if the sample set Sk is chosen to be of size
π¯ ≥
1
N
U2g
δ2g
[
1 +
√
8 ln
(
1
1−p
)]2
, (50)
then
P (‖g(xk;Sk)−∇f(xk)‖ ≤ δg|Fk−1) ≥ p.
Proof. See [27, Lemma 2].
By combing those three lemmas, we obtain the following sample size condition.
Theorem 4.4 Let Assumptions 3.1, 3.2 and 3.3 hold. Suppose that the sample fractions πk of
Algorithm 1 are chosen to satisfy πk ≥ π(ǫ) for every k, where
π(ǫ):=
1
N
max
{
N ̺(cǫ1/2, p),
344f2up
ηc3ǫ3/2
ln
(
2
1−p
)
,
U2g
κ2gǫ
2
[
1 +
√
8 ln
(
1
1−p
)]
,
16L2
κHǫ1/2
ln
(
2N
1−p
)}
.
Then, the model sequence is p-probabilistically (δf , δg, δH )-accurate with δf =
η
24c
3ǫ3/2, δg = κgǫ
and δH = κHǫ
1/2. Moreover, the results from Section 4.1 hold.
We observe that explicit computation of these bounds would require estimating L,LH , UH ,
and Ug. If orders of magnitude for the aforementioned quantities are available, they can be used
for choosing the sample size.
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4.3 Comparison with other sample complexities
By looking at several existing sample complexity results in the literature, we can position our
method within the existing landscape of results, and get insight about the cost of second-order
requirements, as well as that of using inexact function values.
When applied to nonconvex problems, a standard stochastic gradient approach with fixed
step size has a complexity in O(ǫ−4) (both in terms of iterations and gradient evaluations) for
reaching approximate first-order optimality [17]. Modified SGD methods that take curvature
information can significantly improve over that bound, one recent example being the Natasha 2
method that requires O(ǫ−3.25) iterations/gradient evaluations for reaching ‖∇f(xk)‖ ≤ ǫ and
∇2f(xk)  −ǫ
1/4I [2]. Note that those guarantees are on the true derivatives, and not their
expected value/estimates. These orders hold in high probability, and thus are not informative
in the event of a poor approximation at one step of the procedure. Our results are able to cover
such a situation. Note that we can also turn our results to high-probability rates, following for
instance an argument similar to [18].
It is also interesting to compare our complexity orders with those obtained by first-order
methods in stochastic optimization. Stochastic trust-region methods [13, 21] typically require
O
(
∆−4k
)
samples per iteration, where ∆k is the trust-region radius and serves as an approx-
imation of the norm of the gradient. Similarly, the line-search algorithm of Paquette and
Scheinberg [25] guarantees sufficient accuracy in the function values if the sample size is of
order O
(
α−2k ‖gk‖
−4
)
(we use our notations for consistency), which for our method roughly
corresponds to O
(
(αk‖dk‖)
−2
)
. Our sample complexity is of order O
(
(αk‖dk‖)
−3
)
but pos-
sesses second-order convergence rates. One could thus conjecture that endowing the algorithm
of [25] with second-order guarantees in expectation would increase the sample complexity from
O
(
(αk‖dk‖)
−2
)
to O
(
(αk‖dk‖)
−3
)
.
Finally, we discuss sample bounds for Newton-based methods in a subsampling context.
In [31], it was shown that the desired complexity rate of O(ǫ−3/2) is achieved with probability
1− p, if the proportion of samples taken from the sum of samples satisfies
|S| ≥
16U2H
ǫ2
ln
(
2N
p
)
and in [23] we have a similar result where S must satisfy
|S| ≥
16L2
ǫ2
ln
(
2N
p
)
.
In both cases, the desired samples are proportional to a constant measuring the size of the
problem data and inversely proportional to the desired tolerance squared, as in our case. In [33],
high probability results were derived with the accuracy of the function gradient and Hessian
estimates δg and δH being bounded by ǫ. In part because of the accuracy requirements on the
gradient, the resulting sampling bounds are O(ǫ−2). In our setting, we require the function
accuracy to be of order of order ǫ3/2, where ǫ is the gradient tolerance, yet the dependencies on
ǫ suggested by Lemma 3.1 and 4.4 are similar to those in the literature [31, 33]: they are even
identical in terms of gradient and Hessian sampling costs. As mentioned above, the sampling
rate conditions are closely related to the norm of the steps. This connection was used to define
probabilistic models in trust-region methods [3]. We believe that a version of our algorithm
that would assume access to exact function values but subsampling derivatives would have the
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same sample complexity than the aforementioned methods [31, 33]: our analysis and discussion
regarding stationarity would remain relevant in this context, because of our use of inexact
derivatives.
5 Numerical Illustration
In this section, as a proof of concept, we will evaluate the performance of our proposed algo-
rithm in comparison with classical gradient-based methods. To this end, we consider a binary
classification problem where one tries to minimize a non-linear least squares loss function. More
precisely, given a training set {zi, yi}
N
i=1 where zi ∈ R
n and yi ∈ {0, 1}, we consider the following
empirical risk minimization problem,
min
x∈Rn
1
N
N∑
i=1
(yi − Φ(z
⊤
i x))
2, (51)
where Φ is the sigmoid function, i.e., Φ(w) = 11+exp(−w) for all w ∈ R. Our training data comes
from the IJCNN1 dataset, itself obtained from the LIBSVM library [12]: for this dataset, we
have N = 49990 and n = 22.
The basic parameters in Algorithm 1 are set to ǫ = 10−5, η = 10−2, and θ = 0.9. Our tests
include three variants of Algorithm 1 identified as follows:
• ALAS-ALGO (full): Algorithm 1 using exact function, gradient and Hessian (i.e., using
the entire dataset, S = {1, . . . , N}).
• ALAS-ALGO (5%): Algorithm 1 with a uniform subsampling to generate S and using 5%
of the entire dataset.
• ALAS-ALGO (1%): Algorithm 1 with a uniform subsampling to generate S and using 1%
of the entire dataset.
Similarly, our experiments include three variants of a basic implementation of the stochastic
gradient descent method, with the same sampling strategies as the ALAS-ALGO schemes. Those
variants are called SGD-ALGO (full) (equivalent to deterministic gradient descent), SGD-ALGO
(5%) and SGD-ALGO (1%), and all three variants use a step size of 0.1. As a stopping criterion for
all the tested solvers, we require (ǫ, ǫ1/2)-model stationarity with ǫ = 10−5. When subsampling
is used, (ǫ, ǫ1/2)-model stationarity must be satisfied for J successive iterations, where we chose
J to be 1 epoch (1 epoch of a solver that uses s% of the dataset is equivalent to running 100s
iterations of this method). This choice was made after testing a number of values, and we believe
that it serves our illustrative purpose by exploiting the link between model stationarity and true
objective stationarity studied in Section 4.1.
For all tested solvers, we impose a maximum number of 1600 epochs; in our numerical tests,
this maximum number of epochs ensured that at least ALAS-ALGO (full) reached the (ǫ, ǫ1/2)-
stationarity (note that in this case, as the full dataset is used, 1 epoch represents one iteration
of the algorithm). To account for the randomness in the subsampling process, we performed
multiple runs started from different random points. Our runs all yielded similar results, therefore
we describe our findings based upon results from a single representative run.
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The obtained results are depicted in Figures 1 and 2. The true function value and exact norm
gradients are plotted in Figure 1, while Figure 2 shows the exact function values (respectively,
exact gradient norm) and the model estimates (respectively, the sampled gradient norm) for
ALAS-ALGO using 1% and 5% of the dataset. Overall, several patterns are fairly consistent.
First, ALAS-ALGO takes much fewer iterations than all the variants of SGD-ALGO to decrease
the objective value and gradient norm, showing the effect of using second-order information.
Admittedly the iteration cost of ALAS-ALGO is higher than SGD, yet the sampling procedure
is performed with the same batch size for both: from that metric, ALAS-ALGO yields a better
error for the same order of sampling, and requires less passes through the data. We note that
both kinds of subsampling methods start plateauing after an initial, fast convergence phase. Our
second observation is that for our subsampled methods, convergence is very fast in the beginning
of the run in expectation: the methods then enter a regime in which the noise induced by the
subsampling process slows down the convergence, as is also the case for the SGD methods. We
observe however that the good initial behavior of ALAS-ALGO allows the algorithm to reach better
function values for the same number of epochs.
6 Conclusion
In this paper, we presented a line-search method for stochastic optimization, wherein the Hessian,
gradient, and function values must be estimated through subsampling and cannot be obtained
exactly. Using probabilistically accurate models, we derived a complexity result on the expected
number of iterations until an approximate measure of stationary is reached for the current model.
This result in expectation is complementary to those holding with high probability, i.e., if an
accurate sample is taken at every iteration. In our setting, we are able to obtain convergence in
expectation at a rate which is commensurate with the state of the art, regardless of the presence
of outliers in sample estimates resulting in poor steps. We also proposed a practical strategy to
assess whether the current iterate is close to a sample point for the original objective, that does
not require the computation of the full function. Our preliminary numerical results showed the
potential of the proposed approach on a standard dataset.
We believe the results of the paper complement the existing literature in a contributive
way, and will encourage further study into the design of algorithms appropriate for large scale
optimization that are robust with respective to poor sample approximations. The primarily
theoretical contributions of this paper will be informative in regards to the design and analysis
of stochastic algorithms. In particular, our approach could be helpful in generalizing other
line-search techniques to the context of subsampled function values.
To the best of the authors’ knowledge, currently the closest implementation of the procedure
described in this paper is given in [20], using proprietary data and thus limited experiments. We
are currently working on an extensive numerical study, based on exploiting the practical features
of [20] (e.g., inexact matrix operations), on a wider variety of problems implementing training of
complex deep neural net architectures. We believe that this ongoing work will further advance
the state of the art in the study of stochastic algorithms for finite sum optimization.
Acknowledgments
We are indebted to Courtney Paquette and Katya Scheinberg for raising an issue with the first
version of this paper, that lead to significant improvement of its results.
25
100 101 102 103
 Number of epochs
10 -5
10 -4
10 -3
10 -2
10 -1
Ex
ac
t g
ra
di
en
t n
or
m
PROBLEM: IJCNN1
(a) Exact gradient norm over epochs.
100 101 102 103
 Number of epochs
10 -1
Ex
ac
t o
bje
cti
ve
 fu
nc
tio
n
PROBLEM: IJCNN1
(b) Exact objective function value over epochs.
100 101 102 103 104
 Iterations
10 -5
10 -4
10 -3
10 -2
10 -1
Ex
ac
t g
ra
di
en
t n
or
m
PROBLEM: IJCNN1
SGD-ALGO (1%)
SGD-ALGO (5%)
SGD-ALGO (full)
ALAS-ALGO (1%)
ALAS-ALGO (5%)
ALAS-ALGO (full)
(c) Exact gradient norm over iterations.
100 101 102 103 104
 Iterations
10 -1
Ex
ac
t o
bje
cti
ve
 fu
nc
tio
n
PROBLEM: IJCNN1
(d) Exact objective function value over iterations.
Figure 1: Obtained results on IJCNN1 for binary classification. Logarithmic scales are used for
the x-axis and y-axis. The curve markers are placed every 102 epochs for Figures (1(a)) and
(1(b)), and every 800 iterations for Figures (1(c)) and (1(d)).
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