ABSTRACT With the increasing amount of HD or even UHD video, the video streaming transmission over the mobile network is confronted with various quality of experience issues. To facilitate the delivery of compressed video over the network, it is extremely helpful to further compress the coded video bit stream without any information loss, so-called lossless recompression. However, the existing lossless video/image compression algorithms aim to remove the pixel-domain (e.g., lossless coding mode of HEVC) or the coefficient-domain (e.g., entropy coding) redundancy rather than the bit-stream-domain redundancy. To this end, we propose a novel lossless recompression approach to eliminate statistical redundancy in the coded video bit stream. The core idea is to increase the probability of this repetitive pattern of continuous ''0'' or ''1'' symbol strings in the binary symbol sequence by rearranging the sequence, including value mapping and position aggregation. In particular, Fibonacci-based mapping rule is used to convert the original sequence (those binary symbols in Fibonacci positions) into a new one with more continuous ''0'' or ''1.'' Besides, we aggregate as many identical symbols as possible together to further increase the probability of the occurrence of repetitive patterns. Finally, the lossless compression algorithm and the asymptotic lossless compression scheme are designed to achieve a compact representation of the rearranged symbol sequence. We also regulate formal syntactic structures for the proposed mapping rule, aggregation algorithm, and recompression scheme so as to deterministically revert from the recoded version to the original bit stream. The experimental results on compressed H.264/AVC and H.265/HEVC video data show that our approach can considerably reduce the bit rate of streaming video.
I. INTRODUCTION
The growing interest in online video streaming has made live video the most vigorous service on the Internet today. As more video is produced and the speed of the Internet increases, the resolution and size of the video will become larger. In terms of bandwidth requirement, this is a trend that will only rise. Video streaming is the process of delivering a video from a server to a client. This is different from simply downloading the entire video file, as the client is able to watch the video while it is being downloaded. Providing users with
The associate editor coordinating the review of this manuscript and approving it for publication was Yun Zhang. good QoE (Quality of Experience) is critical for streaming video, which typically involves two major techniques: encoding and transmission. Despite decades of research into video coding, communications, and networking, providing satisfactory QoE in terms of clarity and latency for bandwidthconsuming real-time video services remains a challenging task.
Many efforts have been put into transmission capacity to meet the exponential growth of video data, such as H.264/AVC, H.265/HEVC and the emerging H.266 [1] . Due to the huge volume of dynamic video, the encoded version by the most advanced video coding technique still consumes a lot of network bandwidth resources compared to other types of data. Alternatively, [2] designs an optimal rate allocation and description distribution for high performance video streaming over 5G networks. Reference [3] proposes an end-to-end distortion-based multiuser bandwidth allocation for real-time video transmission over LTE network. The works in [4] and [5] are particularly engaged in the rate adaptation and bandwidth allocation for dynamic video streaming over HTTP. Reference [6] employs QoE mapping, joint coding, flexible forward error coding, and cross-layer transmission, along with optimal and dynamic adaptation to improve the overall receiving quality of video broadcasting under heterogeneous networks. Reference [7] proposes an effective frame level bit allocation method to boost the R-D performance whilst maintaining the high accuracy of the bitrate control in HEVC. Reference [8] uses an end-to-end network-adaptive architecture for scalable video streaming over 3G wireless networks. Reference [9] provides an adaptive control algorithm for video streaming with low latency and low frame skipping, even over limited bandwidth networks. Although these solutions can improve the experience in terms of fluidity to a certain extent, they suffer from picture quality loss or implementation difficulty due to the employed dynamic rate adaption procedure.
The existing video coding paradigm typically takes advantages of spatial, temporal and statistical redundancies. Although the state-of-the-art video coding standard HEVC enjoys unprecedented coding efficiency, the statistical redundancy of video data cannot be fully exploited. In practice, we do find that compressed video streams can still be further reduced, even with the ordinary file compressor WinRAR. Therefore, this paper attempts to explore the efficient video streaming transmission from the perspective of lossless recompression on compressed video bit stream. We expect that lossless recompression could considerably reduce the amount of coded bit stream while without altering the underlying compression format (e.g., H.264, HEVC), thus making it compatible with existing compression standards, which is an essential pursuit in the interactive video streaming service.
For the purpose of file compression, image compression, video compression, etc., a large number of lossless coding techniques have been developed, typically including runlength coding, dictionary coding, and entropy coding. Among them, entropy coding in hybrid video coding framework has already witnessed a long study process. In the earlier compression standards, VLC (variable length coding) [10] designed in accordance with the statistical characteristics of the typical video sequences is extensively employed, like the Huffman coding. But VLC neither adaptively matches the diversity of the image content nor makes full use the correlation between the symbols. Subsequently, the development of entropy coding puts emphasis on adaptability to the correlation of context-based content, like CAVLC (context-adaptive variable length coding) [11] and CABAC (context-adaptive binary arithmetic coding) [12] . The latter achieves high compression efficiency close to theoretical bound. Further, a couple of variants of classic entropy coding or new entropy coding techniques are successively proposed. Reference [13] proposes a counter-based adaptation scheme to further improve the entropy coding efficiency in HEVC, which introduces a sum counter for each code table and a counter for each code to achieve a tradeoff between the adaptation capability and the good estimation of the statistics. In [14] , an optimal probability estimation model for binary arithmetic coding is proposed for high-efficiency entropy coding. The dynamic kth-order unary/Exp-Golomb rice coding is applied to accommodate the large-valued prediction residues [15] . Reference [16] improves efficiency on context-based adaptive arithmetic coding (CAAC) by making thefrequency table (the table  used to estimate the probability distribution of data according to the past input) of CAAC converge to the true probability distribution. Basically, the various entropy coders described above from the hybrid video coding framework primarily deal with the statistical redundancy of the transform coefficients.
In recent years, many fast parallel entropy coding architectures have been proposed to improve the efficiency and speed of the CABAC and CAVLC [17] , [18] . Currently, HEVC adopts the recently emerging probability interval partitioning entropy (PIPE) coding scheme [19] , [20] , which contains a new set of systematic variable-to-variable length (V2V) [21] codes and offers high efficiency at a comparably low complexity. The compression gain achieved by CABAC algorithm comes at the cost of extra implementation complexity, due to intense data dependencies. Reference [22] therefore proposes an 8-stage pipeline BAE architectural solution, named MB-BAE, with the addition of multiple-bypass bins processing, in order to increase throughput without compromising the critical path of the architecture.
The lossless coding mode of HEVC main profile bypasses transform and quantization, which significantly outperforms the existing lossless compression solutions [23] , such as JPEG2000 and JPEG-LS for images as well as 7-Zip and WinRAR for data archiving. To further promote its coding efficiency, various evolutionary versions are advanced, serving for respective purposes, like document image compression [24] , screen video coding (SCC) [25] , [26] , and frame memory bandwidth reduction [27] . Reference [24] puts forward a compound image compression scheme based on the dictionary-based Lempel-Ziv-Markov chain algorithm (LZMA). Through matching strings from the sliding window dictionary, LZMA exploits the characteristics of the repeated patterns over the text and graphics regions of compound images, and represents them compactly. Reference [25] presents a hash rearrangement scheme for screen content coding by sharing hashes of the inter-search with intra block copy. Reference [26] proposes a universal string matching (USM) approach to SCC, which uses a primary reference buffer and a secondary reference buffer for VOLUME 7, 2019 string matching. In [27] , a lossless reference frame recompression algorithm is presented along with a high-throughput hardware architecture, where an efficient residual regrouping based on semi-fixed-length (SFL) coding is used to boost the compression performance. However, the above lossless coding algorithms mainly address the problem of statistical redundancy in the pixel domain.
In brief, entropy coding and lossless coding are to eliminate the coefficient-domain and pixel-domain statistical redundancy, respectively. Zip, WinRAR and other file compressors can effectively remove statistical redundancy of common data, but for highly compact video bitstreams, the results are minimal. Therefore, we have to explore new lossless coding techniques in coded bit stream domain.
Since the statistical redundancy in the compressed bit stream is less obvious, the difficulty of further utilization grows. Shannon information entropy [28] is known as the basis of data compression. Entropy has a close relationship to the probability model of an information source and different occurrence probability for symbols leads to different entropy. Entropy will reach a maximum when all symbols in the information source show an even probabilistic distribution. The difference between the entropy and its maximum reflects the statistical redundancy of information source. In order to promote the compression potential of the symbol sequence, we need to change its distribution (of course reversible) so that as many repetitive patterns as possible for compact representation are present. In the light of this idea, we propose an asymptotic lossless compression approach consisting of three innovative steps: Fibonacci based mapping rule for symbol conversion; aggregation algorithm for further adjustment of symbol positions; lossless compression algorithm for compact representation. Accordingly, we also present a streaming scheme for transmitting video streams after recompression. Our approach has no impact on video quality while enjoys the low computational complexity.
The main contributions are summarized as follows.
(1) We propose a Fibonacci based value mapping rule and a shift based position aggregation algorithm to rearrange the binary symbol sequence so that it exhibits more compressibility in terms of Shannon information entropy. (2) We propose a lossless compression algorithm to eliminate statistical redundancy in the video bit stream encoded by H.264 or H.265. (3) We present an asymptotic lossless recompression scheme to further reduce the bitrate of the precompressed video for better network streaming.
The remainder of this paper is organized as follows. In Section II, we particularly present the proposed asymptotical recompression approach. In Section III, we introduce the video streaming scheme based on proposed lossless compression. Section IV shows the experimental results and conclusion is finally drawn in Section V.
II. ASYMPTOTICAL LOSSLESS COMPRESSION
Shannon information entropy has an extremely important role in the theory of communication and information processing. Let X be a discrete source of the finite state type, S = {a i |i = 1, 2, · · · , m} be a set of symbols that can be generated from X , and p(a i ) be the occurrence probability of the symbol a i , the entropy of X is given by
From Eq. (1), the definition of entropy is only related to the occurrence probability of each symbol, regardless of its spatial position. Alternatively, Shannon information entropy has so far been limited to static or equilibrium states, or it has nothing to do with the spatial sequences. Taking into account the spatial sequence, we re-investigate Shannon information entropy. In theory, we can artificially alter the sequence of digital symbols (including the value and position of the symbols) to produce a compression-friendly distribution. Specifically, by mapping binary symbols in selected locations to new symbols or aggregating the identical symbols together, the sequence of symbols will include more regular patterns, or render more statistical redundancy. Since the information source is diverse, we cannot guarantee one mapping rule is applicable to all the cases. But as long as the mapping rule is designed elaborately, we are able to acquire a high percentage of hit-rate. In the following, we first discuss the mapping rule, aggregation algorithm and compression algorithm, and then we present the proposed asymptotic compression scheme.
A. FIBONACCI BASED MAPPING RULE
The Fibonacci sequence is an important sequence in the Number Theory and is attractive for its several fantastic properties and important implications [29] , [30] . The Fibonacci numbers like in Eq. (2) 
Learning from the Fibonacci sequence, we present a lowcomplexity but useful conversion rule for binary symbol sequence, namely mapping rule. For a given binary sequence S = a 1 a 2 · · · a φ , we use S = b 1 b 2 · · · b φ to denote the mapped sequence. Mathematically, the Fibonacci based mapping rule is formulated as
For example, for the binary symbol sequence X taken from a section of coded video bit stream, Y is the sequence after Obviously, the occurrence probability of binary symbol 0 and 1 in sequence X and Y is different. Consequently, according to the Eq. (1), H (X ) = H (Y ) or their information entropy is fundamentally distinct. So, we may have more opportunities to reduce the amount of information.
There is no doubt that the mapped sequence needs to be reconverted to the original sequence in a deterministic manner. In order to perform correct, unique, deterministic, and unambiguous decoding on the recompressed bit stream with mapping rules, we need to specify strict syntactic and semantic structure. For the simplification of presentation, the syntactic structure of the mapping rule is shown in Fig. 1(a) .
1) mapping_num:
Recording the number of times the mapping rule is used. It takes 4 bits, whose value is in the range of 0∼2 4 − 1 (0∼15). In other words, the mapping rule can be used up to 15 times in one asymptotical process. 2) mapping_step: Recording the distance between the starting points of two times of mapping. It is in 8 bits and in the range of 0∼2 8 − 1 (0∼255). 3) data_after_mapping: Recording the symbol sequence after mapping.
For example, when the mapping_num equals to 3 (0011 2 ) and mapping_step equals to 10 (00001010 2 ), the mapping steps for binary symbol sequence S11 are as follows:
The mapping_num equals to 3, meaning the number of mapping times is three. The mapping_step equals to 10, indicating the distance between the start points of two times of mapping is ten binary symbols. S12 is the sequence after first mapping that is to take the opposite value to the symbols (the underlined symbols in S11) which are located in the following positions: 1, 2, 3, 5, 8, 13, 21, 34, 55, 89; S13 is the sequence after second mapping that is to take the opposite value to the symbols (the underlined symbols in S12) which are located in the positions: 1 + 10, 2 + 10, 3 + 10, 5 + 10, 8 + 10, 13 + 10, 21 + 10, 34 + 10, 55 + 10; S14 is the sequence after third mapping that is to take the opposite value to the symbols (the underlined symbols in S13) which are located in the positions: 1+10+10, 2+10+10, 3+10+10, 5+10+10, 8 + 10 + 10, 13 + 10 + 10, 21 + 10 + 10, 34 + 10 + 10, 55 + 10 + 10.
Parameter data_after_mapping is used to record the sequence S14. From the recorded data, according to the syntactic structure in Fig. 1(a) , the mapped version can be uniquely reverted into the original sequence in this order: S14 → S13 → S12 → S11.
B. AGGREGATION ALGORITHM
As a bridging role, aggregation algorithm is used between mapping and compression process. The purpose is to further adjust the symbol sequence after mapping, so that the better compression efficiency is achievable in the subsequent compression process.
The continuous p (p ≥ 2) symbols in the symbol sequence are defined as an aggregation unit (AU). The syntactic structure of the aggregation algorithm is shown in Fig. 1(b) .
1) aggregation_idc:
Used as the indication of aggregation algorithm. Occupied by p bits, denoted by
Recording the symbol sequence after the aggregation process.
The core idea of the aggregation algorithm is to combine the same symbols as much as possible. For a given binary symbol sequence S = c 11 c 12 · · · c 1p , c 21 c 22 · · · c 2p , · · · , c ϕ1 c ϕ2 · · · c ϕp , the aggregation algorithm is briefly described as follows:
Do a traversal to the aggregation_idc (ω 1 ω 2 · · · ω p ), if ω i = 1, move the symbol c ji (1 ≤ j ≤ ϕ) in every AU to the front of the sequence S. VOLUME 7, 2019 For example, the binary symbol sequence S21 is taken from a section of video bit stream after mapping, the length is in 32 bits. If p = 8, the sequence can be divided into 4 AUs, as shown in the sequence S22. Then, if aggregation_idc = 01000010 2 , that is to say, the 2nd and 7th symbols (the underlined symbols in S22) in every AU are respectively moved to the front of the sequence, like the sequence S23.
Comparing the sequence S22 and S23, it is seen that the numbers of binary symbol 0 and 1 keep same before and after the aggregation process, but only the movement of the symbol position. In addition, because we have p = 8 in this example, the value of aggregation_idc is in the range of 0 ∼ 2 8 − 1 (0 ∼ 255), which thus totals up to 255 kinds of different shift methods for the single AU.
According to the syntactic structure in Fig. 1(b) , it is easy to rebuild the original sequence by shifting the symbols back to their respective positions based on aggregation_idc.
C. COMPRESSION ALGORITHM
Run-Length Coding (RLC) [31] is a popular lossless image compression approach, as a part of JPEG and ITU standard for facsimile communication. In RLC, only one codeword representing a symbol is stored, and the number of symbols that appear consecutively before the codeword. Take a concrete example, for the symbol sequence aaaaaaa bbbbb c dd eee ffff, assuming the encoding process needs 8 bits for every symbol, thus, we need a total of 22 × 8 = 176 bits. But if it is expressed as 7a5b1c2d3e4f, we need only 12 × 8 = 96 bits. However, the current RLC method designed mainly for raw images is not suitable for coding the symbol sequence due to low correlation between the adjacent symbols. In this paper, we propose an innovative compression algorithm based on the half-length of the symbol sequence by extending RLC, which can perform compression for multiple times for partial symbols, and does not require any code table or dictionary. Fig. 1(c) is the syntactic structure of compression algorithm. 1) iterations_cnt: Recording the times of compression. I occupies 4 bits, whose value is in the range of 0 ∼ 2 4 − 1 (0 ∼ 15). That is, the compression is an iterative process that can be compressed up to 15 times for a sequence of symbols. 2) data_after_compression: Recording the symbol sequence after the iterative compression.
For the coded bit stream (binary symbol sequence) which only contains the symbol 0 and 1, we use the white and black run-lengths to represent the number of continuous 0 and 1 respectively. The proposed compression algorithm is described as the following steps.
(1) The white and black run-lengths are denoted by L 0m (m 1, L 0m 1) and L 1n (n 1, L 1n 1), respectively. Then, l 0p (p 1, 0 l 0p < 16) and l 1q (q 1, 0 l 1q < 16) are defined as the characteristic length of L 0m and L 1n , respectively. The initial value of the iterations_cnt is 0. (2) The binary symbol sequence is divided into 4 groups:
l 0p and L 1n l 1q are encoded according to the formula (5) and (6) as follows: The quotient Q 0mp is encoded as Q 0mp continuous 0, the quotient Q 1nq is encoded as Q 1nq continuous 1, and the remainder R 0mp and R 1nq are equal to 0 or 1. All the quotient code words are placed together to form a quotient sequence (QS), denoted by T k1 , and all the remainder code words are placed together to form a remainder sequence (RS), denoted by T k2 (k 1). The symbols in groups L 0m < l 0p and L 1n < l 1q are not encoded, which are placed in the sequence T k1 directly according to their orders in the original sequence.
(3) Put l 0p , l 1q , T k1 and the reversed T k2 together to get the symbol sequence after one times of iterative compression. Then, let value of iterations_cnt increase by 1.
It must be noted that we need to reverse the sequence T k2 before it is placed in the end of the sequence T k1 . (4) Go to the step (2), continue to compress binary symbol sequence obtained in the step (2), until it cannot be compressed again. The final result is recorded by data_after_compression. For example, the sequence S31 is taken from a section of video bit stream after mapping and aggregation process, its length is in 136 bits. When l 01 = 4 (0100 2 ), l 11 = 2 (0010 2 ), the sequence T 11 and T 12 are the QS and RS by the step (2), respectively. It can be seen from the T 11 that the quotient code words do not overlap with the code words which represent L 01 < l 01 and L 11 < l 11 , so that we can encode many times using the same steps. S32 is the sequence obtained by step (2), the underlined symbols are l 01 and l 11 , and the doubleunderlined symbols are the reversed T 12 . Lots of experiments show that the l 0p and l 1q are generally less 16, and so each of them constantly occupies 4 bits. Then, let l 02 = 2 (0010 2 ), l 12 = 4 (0100 2 ), we can continue to compress the sequence S32 by the step (2), and S33 is the compression result. Finally, if we cannot have the further compression to S33, the sequence S34 is the final result by step (4). We have a total of two times of iterations, namely, iterations_cnt = 2 (0010 2 , the underlined symbols in S34). The length of S34 is 106 bits, and we therefore have 136 − 106 = 30 bits reduction after two times of iterative compression. In actual implementation, we can obtain the optimal l 0p and l 1q by the restraint of shortest QS and RS for each compression. It can be seen that S34 contains all the information needed for decoding. We can firstly get the iterations_cnt from the head, then perform an iterative decoding: (1) get l 0 and l 1q from the head; (2) decode remaining symbols according to the direction from both ends to the middle by formulas (7) and (8); (2) let the value of iterations_cnt minus 1, go to step (1) until the iterations_cnt is equal to 0.
S31:
L 0m = Q 0mp × 2 − l 0p + R 0mp . (7) L 1n = Q 1nq × 2 − l 1q + R 1nq .(8)
D. ASYMPTOTICAL LOSSLESS COMPRESSION SCHEME
The length of original binary symbol sequence S is L, denoted by (S, L). The sequence after mapping, aggregation and compression are respectively denoted by (S1, L1), (S2, L2) and (S3, L3). Through the above description of mapping rule and aggregation algorithm, the following hold:
(10) The flowchart of the proposed asymptotical compression scheme based on mapping rule is shown in Fig. 2 , which includes two iterative procedures. Firstly, when L3 < L2, we continue to compress the sequence S1 using the same compression steps. This way, the sequence after mapping and aggregation steps can be compressed effectively. Secondly, when L3 < L, we continue to handle the sequence S by mapping rule and aggregation algorithm for the next iteration. As a result, the length of finally obtained sequence becomes shorter than the original sequence, enjoying a more compact representation. Fig.1 (d) shows the syntactic structure of our asymptotical compression. Among them, the mapping_num, mapping_step, aggregation_idc and iterations_cnt have already been described. The iterations_cnt is also the number of iterations for the first iterative process. The syntax asymptotical_cnt is used to keep the number of iterations for the second iterative process, occupying 8 bits, with its value in the range of 0 ∼ 2 8 −1 (0 ∼ 255). Experimental validation shows that it is enough for the amount of video packet data in current network under the constraint of MTU (Maximum Transmission Unit). The syntax flag is used as a control switch, which occupies 2 bits, having the value in the range of 0 ∼ 2 2 − 1 (0 ∼ 3). The syntax data is used to record the result of the corresponding operation. Specifically, only when flag = 0 (00 2 ), the mapping_num and mapping_step appear, where data is used to record the result after mapping; only when flag = 1 (01 2 ), the aggregation_idc appears, where data is used to record the result after aggregation; only when VOLUME 7, 2019 flag = 2(10 2 ), the iterations_cnt appears, where data is used to record the result after compression.
Last but not least, from the description on mapping rule, aggregation and compression algorithms, we can see that the asymptotical lossless compression scheme involves only basic operations on binary symbols, such as access and shift. Besides, the optimal values of the syntax mapping_num, mapping_step and aggregation_idc are determined by simply traversing all the possible values. Therefore, our method requires very low computational complexity. 
III. VIDEO STREAMING TRANSMISSION
Known to all, NAL (Network Abstract Layer) unit is used by H.264/AVC and HEVC to provide the adaptability of video streaming to the network. NAL unit consists of NAL header and RBSP (Raw Byte Sequence Payload), as shown in Fig. 3 . In order to use the proposed mapping-rule-based asymptotical compression and maintain the adaptability, we propose the hierarchical NAL unit for the video streaming transmission, as shown in Fig. 4 . For the new video streaming packetization mode, we just need to conduct some additional processing at both sending and receiving ends of video transmission.
A. AT THE SENDING SIDE
(1) The syntax Flag is defined as an indicator mark in 1 bit.
The RBSP of the NAL unit is scanned to obtain the original video stream and represented as Bitstream1. (2) Try to compress the video streaming using the proposed asymptotical lossless compression. If we can make an effective compression, let Flag = 1, and the binary stream after compression is denoted as Bitstream2, then, put the Flag and Bitstream2 together to form a new RBSP. Otherwise, let Flag = 0, and put the Flag and Bitstream1 together to form a new RBSP. (3) The new RBSP generated in the step (2) is denoted as Bitstream3. Directly copy the header of the original NAL unit, then, put it and Bitstream3 together to be packaged into a new NAL unit.
B. AT THE RECEIVING SIDE
(1) Scan the RBSP of NAL unit to get the binary stream, and denote it as Bitstream3. Then, the first byte of Bitstream3 is stored in Flag, and the remaining binary symbols are stored in Bitstream2. (2) If Flag = 1, it means the proposed asymptotical lossless compression has been used, we continue to decode the Bitstream2 according to the syntactic structure in Fig. 1(d) , indicating the video stream after decoding as Bitstream1, and then further to package the Bitstream1 into a new RBSP. Otherwise, the Bitstream2 is directly packaged into a new RBSP. (3) Put the new RBSP generated in the step (2) and the header of the original NAL unit together to package into a new NAL unit. So, we can decode the new NAL unit in accordance with the traditional method.
Some important information is included in the head of the NAL unit, such as the type and priority of the current NAL unit. By using the above transmission mode, we can effectively reduce the payload of the NAL unit and have no any changes to the NAL header.
Since the deterministic reversible mapping for decoding depends on a number of indication parameters (as shown in Figures 1 and 4) , the recompressed bitstream is more sensitive to bit errors. However, our method only performs recompression on NAL units instead of video frames, and NALs are typically packed into the entire RTP packets. When transmitted over an IP network, RTP packets are either received intact or discarded due to network congestion. Therefore, channel bit errors actually have no greater impact on the recompressed bit stream.
The flowchart of mapping-rule-based compression for video streaming transmission is shown in Fig. 5 . By using the asymptotical compression scheme which takes into account the spatial position relationship of video streaming, we intend to recompress the NAL units (actually the coded bit stream) generated by the typical H.264/AVC or HEVC encoder for deeper compression. In Fig. 5 , the NAL units marked in yellow indicate that they are effectively compressed by our scheme. In addition, our scheme is lossless, which does not have any impact on the objective quality of the video images, and so we use formulas (11) and (12) to evaluate the effectiveness of the proposed method.
Compressed_NAL_Num expresses the number of the NAL units which are actually compressed by our asymptotical lossless compression scheme. Total_NAL_Num denotes the total number of the NAL units. Thus, HR (hit rate) indicates the percentage of the number of effectively compressed NAL units compared to the total number of the NAL units. Original_Size expresses the total size of the video bit stream obtained by the original video encoder. Compressed_Size represents the total size of the video bit stream after recompression by our method. Total_Frames stands for the total number of the video frames. Therefore, ADR (average data reduction) refers to as the average data reduction for each frame.
The larger the HR, the higher the proportion of NALs that are recompressed. Likewise, the larger the ADR, the more the bit rate is reduced per frame. Therefore, in practice, we expect that the larger the two indicators, the better.
IV. EXPERIMENTAL RESULTS
For comprehensive analysis of the performance and adaptability of proposed compression scheme for video streaming transmission, it is integrated into typical H.264/AVC and H.265/HEVC video encoders, respectively. By setting the size of slice in the parameter configuration of the encoder, the maximum length of each NAL unit is limited to 1000 bytes. We will particularly examine the recompression efficiency in the following subsections against the original video encoders. are encoded using the quantization parameter (QP) values of 22, 27, 32 and 37 to cover a broad range of quality levels and bitrates. We first encode video sequences with H.264, and then use our method to losslessly compress H.264 streams. For each sequence, two indicators after the lossless compression are examined: HR (hit rate) and ADR (average data reduction), according to formulas (11) and (12) . The experimental results with respect to different QPs are averaged and tabulated in Table 2 .
It can be seen that our method can achieve further compression for all test sequences that have been compressed by H.264, with ADR ranging from 67.19 to 318.28. In a further examination, as the spatial resolution increases, the ADR grows larger, partially due to the fact that high-resolution video generally produces more coded bits, allowing greater VOLUME 7, 2019 recompression potential. The coded results of same video with different QPs just correspond to distinct bitrates. The smaller the QP, the higher the bit rate, and vice versa. We thus further observe the performance of our method with respect to different QPs (i.e., different bitrates). To save the space, we merely choose two typical resolutions (namely, 720P and 1080P) for analytics, with each including three video sequences. The results of ADR indicators for varied QPs are shown in Fig. 6 . Roughly, with the increasing QPs, the ADR indicators become smaller, which implies that larger QPs (or lower bitrates) tend to have fewer recompression opportunities. respectively and then recompressed with our method. The average results for 4 QP versions of the coded streams are tabulated in Table 3 . Again, we find that the ADR becomes larger as the resolution increases. Moreover, the ADR values in Table 3 are basically smaller than those in Table 2 , which indicates that the recompression potential of the H.265 coded stream is lower than that of H.264. This is mainly because H.265 has a stronger compression capability, leading to less residual redundancy in the compressed stream. We also demonstrate the individual ADR results for four QPs using 720P and 1080P sequences, shown in Fig. 7 . Likewise, a larger QP (or higher bit rate) shows less bit rate savings.
C. COMPLEXITY COMPARISON
To examine the added computational complexity by our lossless recompression method, we use the Foreman sequence as an example (300 frames) to test the encoding time of H.264, H.265, and our recompression. The test is on the computer with Intel (R) Core i7-6700HQ CPU @2.60GHz 2.59GHz. The numerical results are tabulated in Table 4 , including four cases of different QPs (22, 27, 32 , and 37). It can be seen that the added calculation by our method is much smaller than that of the original encoder, regardless of H.264 or H.265. On average, for H.264, the relative increase is about 7.32%, and for H.265, the relative increase is only 2.86%. Therefore, the computational complexity of our lossless recompression method can be nearly negligible compared to the original video encoder.
V. CONCLUSION
In this paper, a novel lossless recompression approach based on mapping and aggregation of binary symbol sequences is proposed to further compact the pre-compressed video bit stream encoded by H.264 or H.265 for efficient video streaming transmission. The experimental results show that the proposed method can considerably reduce the bit rate of video transmission without affecting the video quality. In addition, the computational complexity of our approach is very low. In the future, we will continue to improve the hit ratio of mapping rules to achieve higher compression efficiency, for example, to create a set of mapping rules, aggregation and compression algorithms to process input data in different ways.
