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ABSTRACT
Cyber-Physical Systems (CPSs) can be found in almost all technical areas
where they constitute a key enabler for anticipated autonomous machines
and devices. They are used in a wide range of applications such as au-
tonomous driving, traffic control, manufacturing plants, telecommunication
systems, smart grids, and portable health monitoring systems. CPSs are fac-
ing steadily increasing requirements such as autonomy, adaptability, reliability,
robustness, efficiency, and performance.
A CPS necessitates comprehensive knowledge about itself and its envi-
ronment to meet these requirements as well as make rational, well-informed
decisions, manage its objectives in a sophisticated way, and adapt to a possibly
changing environment. To gain such comprehensive knowledge, a CPS must
monitor itself and its environment. However, the data obtained during this
process comes from physical properties measured by sensors and may differ
from the ground truth. Sensors are neither completely accurate nor precise.
Even if they were, they could still be used incorrectly or break while operating.
Besides, it is possible that not all characteristics of physical quantities in the
environment are entirely known. Furthermore, some input data may be mean-
ingless as long as they are not transferred to a domain understandable to the
CPS. Regardless of the reason, whether erroneous data, incomplete knowledge
or unintelligibility of data, such circumstances can result in a CPS that has
an incomplete or inaccurate picture of itself and its environment, which can
lead to wrong decisions with possible negative consequences.
Therefore, a CPS must know the obtained data’s reliability and may need
to abstract information of it to fulfill its tasks. Besides, a CPS should base
its decisions on a measure that reflects its confidence about certain circum-
stances. Computational Self-Awareness (CSA) is a promising solution for
providing a CPS with a monitoring ability that is reliable and robust — even
in the presence of erroneous data. This dissertation proves that CSA, espe-
cially the properties abstraction, data reliability, and confidence, can improve
a system’s monitoring capabilities regarding its robustness and reliability. The
extensive experiments conducted are based on two case studies from different
fields: the health- and industrial sectors.
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Kyberfyysiset järjestelmät (engl. Cyber-Physical Systems, CPSs) ovat tärkeitä
monilla tekniikan aloilla, joilla käytetään ennakoitavia autonomisia koneita ja
laitteita. Niitä sovelletaan laajasti esimerkiksi autonomisessa ajamisessa, lii-
kennevalvonnassa, tehtaissa, telekommunikaatiossa, älykkäissä sähköverkoissa
ja terveydenhuollossa. CPS-järjestelmiin kohdistuu lisääntyvässä määrin uusia
vaatimuksia liittyen autonomiaan, mukautuvaisuuteen, luotettavuuteen, kestä-
vyyteen, tehokkuuteen ja suorituskykyyn.
CPS-järjestelmä tarvitsee kattavaa tietoa itsestään ja ympäristöstään täyt-
tääkseen nämä vaatimukset ja kyetäkseen tekemään rationaalisia päätöksiä,
hallitakseen tavoitteitaan ja mukautuakseen ympäristön mahdollisiin muutok-
siin. Tästä johtuen CPS-järjestelmän pitää monitoroida itseään ja ympäristö-
ään. Monitoroinnin aikana kerätty data saattaa kuitenkin pitää sisällään vir-
heitä. Sensorit eivät ole aina täysin tarkkoja ja vaikka ne olisivatkin, niitä voi-
daan silti käyttää virheellisesti tai ne voivat rikkoontua käytössä. Ympäristön
kaikki fyysiset ominaisuudet eivät myöskään ole aina täysin tunnettuja. Lisäksi
osa kerätystä datasta voi olla CPS- järjestelmälle merkityksetöntä kunnes da-
ta on käsitelty niitä ymmärtävällä hallinta-alueella. Oli syynä virheellinen da-
ta tai vaillinainen tieto, tällaiset olosuhteet voivat johtaa tilanteeseen jossa
järjestelmällä on epätäydellinen kuva itsestään ja ympäristöstään. Tämä voi
johtaa vääriin päätöksiin ja ei toivottuihin vaikutuksiin koko järjestelmälle.
Toimiakseen luotettavasti CPS-järjestelmän täytyy pystyä määrittelemään
kerätyn datan luotettavuus ja mahdollisesti suodattaa tarvittavaa tietoa da-
tasta. Lisäksi CPS-järjestelmän tulisi perustaa päätöksensä arviointiin, joka
heijastaa sen varmuutta kaikissa olosuhteista. Itsetietoisuus on lupaava rat-
kaisu tarjoamaan CPS-järjestelmälle monitorointikyky, joka takaa toiminnal-
le luotettavuuden jopa virheellisen datan ilmaantuessa. Tämä väitöskirja to-
distaa, että itsetietoisuus, etenkin varmuus, ominaisuuksien erottaminen ja
datan luotettavuus, voi parantaa järjestelmän monitorointikykyä liittyen sen
kestävyyteen ja luotettavuuteen. Työssä toteutetut käytännön demonstraa-
tiot pohjautuvat kahteen case-tutkimukseen terveys- ja teollisuusaloilta.
ASIASANAT: Autonominen järjestelmä, laskennallinen itsetietoisuus, kyber-
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KURZFASSUNG
Cyber-Physical Systems (CPSs) spielen in fast allen technischen Bereichen
eine wichtige Rolle für die gewünschte Automatisierung von Maschinen und
Geräten. Das breite Spektrum ihrer Anwendungen umfasst autonomes Fah-
ren, Verkehrssteuerungen, Produktionsanlagen, Stromnetze, Telekommunika-
tionssysteme und mobile Gesundheitsüberwachungssysteme. Dadurch steigen
Anforderungen an CPSs bezüglich ihrer Autonomie, Anpassungsfähigkeit, Zu-
verlässigkeit, Robustheit, Effizienz und Leistung.
Um diesen Anforderungen gerecht zu werden und auch rationale Entschei-
dungen treffen sowie Ziele ausgeklügelt verwalten und sich an eine verändern-
de Umgebung anpassen zu können, muss ein CPS umfassendes Wissen über
sich selbst und seine Umgebung haben. Daher muss ein CPS sowohl sich
selbst als auch sein Umfeld überwachen. Die hierfür gesammelten Sensor-
daten spiegeln aber möglicherweise nicht die Wahrheit wider. Sensoren sind
weder absolut genau noch präzise. Weiters können sie falsch genutzt werden
oder während des Betriebs Schaden nehmen. Möglicherweise sind auch nicht
alle physikalischen Eigenschaften der Umgebung vollständig bekannt. Zudem
können einige dieser Daten unverständlich sein, solange sie nicht in ein für
das CPS verständliches Format übertragen werden. Solche Umstände (eine
unvollständige Kenntnis oder fehlerhafte bzw. unverständliche Daten) können
zu einem unvollständigen bzw. ungenauen Abbild von sich selbst sowie der
Umgebung und — in weiterer Folge — zu Fehlentscheidungen, mit möglichen
negativen Folgen, führen.
Deshalb muss ein CPS notwendiges Wissen aus den gewonnenen Daten
abstrahieren und deren Reliabilität ermitteln können. Zudem sollten Ent-
scheidungen mithilfe einer Metrik, die das Vertrauen zu gegebenen Umständen
widerspiegelt, getroffen werden. Computational Self-Awareness (CSA) ist ein
vielversprechendes Konzept, um ein CPS mit einer zuverlässigen und robus-
ten Überwachungsfähigkeit auszustatten. Anhand von umfangreichen Expe-
rimenten in zwei unterschiedlichen Fallstudien (aus dem Gesundheits- und
Industriesektor), zeigt diese Dissertation, dass CSA — im Besonderen sei-
ne Eigenschaften abstraction, data reliability und confidence — die Überwa-
chungsfähigkeiten eines Systems robuster und zuverlässiger macht.
Stichwörter: Abstraction, Data reliability, Computational Self-Awareness,
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Maximilian Götzinger, Arman Anzanpour, Iman Azimi,
Nima TaheriNejad, Axel Jantsch, Amir M. Rahmani, and Pasi
Liljeberg. Confidence-Enhanced Early Warning Score Based on
Fuzzy Logic. Mobile Networks and Applications, 2019; 8: 1–18.
Paper III
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An Agent-Based Framework for Complex Networks. In Artifi-
cial Intelligence Applications and Innovations, Cham. Springer
International Publishing, 2019; pages 559–570.
Paper XII
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Digitalization and automation have been playing a significant role in the indus-
trial environment already for some time (Papadopoulos et al., 2021). Entire
production lines are expected to run as autonomously as possible to save time
and money (Kitajima and Sakurai, 2019). However, not only the industry
sector makes usage of intelligent solutions and systems. By now, they have
already entered private homes and lives (Matyi et al., 2020). Today, digital-
ization is playing an essential role in both industry and society. Driven by
the Internet of Things (IoT) and System of Systems (SoS), the number of
Cyber-Physical Systems (CPSs), including their small devices and sensors, is
exponentially growing (Atzori et al., 2010; Rivera and van der Meulen, 2014).
These systems have become omnipresent in almost every technical field. They
are essential for a wide range of applications such as (mobile) telecommuni-
cation, automated manufacturing plants, autonomous driving, traffic control,
health monitoring, and smart grids (Denker et al., 2012; Kim et al., 2017;
Dafflon et al., 2021; Seshia et al., 2015; Zhao et al., 2017; Zhang et al., 2017;
Oyewumi et al., 2019).
Due to the ever-expanding fields of intelligent applications as well as the
expectations for full automation of nearly any machine and device, these sys-
tems face an increasing demand in various applications. A CPS should be au-
tonomous, efficient, high performant, and durable (Barenji et al., 2020; Denker
et al., 2012; Platzer, 2019; Stankovic et al., 2005; Ossamah et al., 2020; Wang
et al., 2020). A CPS must also be able to achieve a controlled balance be-
tween these sometimes conflicting properties (Jantsch et al., 2018). Moreover,
it needs the ability to adapt to a possibly changing environment and must be
reliable but also robust against interferences and malfunctions (Denker et al.,
2012). All these characteristics are essential to saving costs and improving the
use of resources.
Independent of the application, CPSs and IoT connect the physical world
with the digital world (Lee, 2006). As Figure 1 shows, CPSs are expected to
carry out well-considered actions, which then influence or change the physi-
cal world’s conditions in a targeted manner. More precisely, such a CPS is
expected to achieve one or more goals through targeted actions (Anzanpour
et al., 2019). To achieve such goals completely and appropriately, the CPS
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must be aware of the environment’s reactions to its own actions (Wang et al.,
2010). However, an awareness of the interaction with the outside world alone
is not sufficient. A CPS’s internal components (hardware and software) have
also constraints and limited resources (Törngren and Grogan, 2018). There-
fore, in addition to awareness of the external environment, it must be aware of










































Figure 1. Schematic of a CPS connecting the physical with the digital world
The following example shall help in providing a better understanding. Let
us assume that we use a CPS as a central control unit for a fully automated
production line. The CPS must know of the condition of its external envi-
ronment, which consists of all workpieces in the production line as well as the
various manufacturing plant’s machines. In other words, it must know the
current status as well as the next production steps of each workpiece, while
also considering the condition of each machine (such as state, workload, and
capacities) in the production line. This knowledge is crucial to avoid wrong
actions with possible negative consequences and keep an overview of the ma-
chines’ degree of wear and tear. Disregarding these circumstances may lead
to increased throw-outs, reduced throughput, unscheduled maintenance, de-
fective machines, or several and more extended downtimes (Bousdekis et al.,
2020; Ferreiro et al., 2016).
Besides the external-, the CPS must also monitor its internal environment,
which comprises its own hardware and software, such as processing units,
memory as well as hardware- and software sensors. The CPS must manage
the available resources in the best possible way (Zhuge and Xing, 2012). Be-
cause of the constantly rising demands on such a CPS for higher performance,
these systems’ complexity (of hardware and software) increases with each new
2
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technology generation (Kaliorakis et al., 2014; Haghbayan et al., 2014; Sang-
wan et al., 2008; Liggesmeyer and Trapp, 2009). Because of this increasing
complexity, the era of many-core systems has long since started, and the num-
ber of transistors is continuously increasing (Kong et al., 2012). According to
ITRS (2009) and Gupta et al. (2013), the continuously shrinking transistors
as well as the increasing power- and thermal density leads to many problems
that massively impair reliability and lifetime. Today, such a system has to
cope with overheating, hotspots, aging, wear-outs, a significant unbalanced
chip, under-utilization, and the dark-silicon phenomenon (Sonnenfeld et al.,
2008; Haghbayan et al., 2016; Taylor, 2012).
In summary, there are many problems and uncertainties of both intrinsic
and extrinsic nature that await solutions (Tao et al., 2020). A CPS must
achieve its given goals as effectively and efficiently as possible while not jeop-
ardizing its functionality to enable a long lifetime (Siegel et al., 2014). Besides,
CPSs mostly work in a continuously changing environment (both internal and
external), combined with possibly changing goals (Denker et al., 2012). This
unsteadiness in the real world affects both the system as well as the appli-
cations it runs. For example, unidentified software and hardware faults or
changes in the environment can lead to a malfunctioning of the system or the
application (Georgeff and Ingrand, 1989; Goswami and Iyer, 1993; Leveson
et al., 1991).
In these cases, a CPS must adapt well to new circumstances to make the
right decisions and take proper actions (Denker et al., 2012). It may also
decide which goals have priority and which are negligible. Existing research
recognizes the critical role played by context-awareness to improve decision-
making ability (Azimi et al., 2016).
Thus, there is a need for novel autonomous decision-making solutions for
making systems intelligent. In this context, Albus (1991) defines intelligence
as “the ability of a system to act appropriately in an uncertain environment,
where appropriate action is that which increases the probability of success, and
success is the achievement of behavioral subgoals that support the system’s ul-
timate goal.” Together with the definition of Wang (1995), according to which
intelligence “is the ability for an information processing system to adapt to its
environment with insufficient knowledge and resources,” the above-mentioned
requirements for a CPS are best summarized.
Both the United States and the European Research Council have desig-
nated intelligent CPSs as a significant research priority (Al-Ars et al., 2019;
Duranton et al., 2019). Various learning techniques and big data analytic al-
gorithms have been proposed to enable building intelligent systems (Farouk
and Zhen, 2019; Qiu et al., 2016). As an example of intrinsic challenges for
a CPS to overcome resource management issues and rectify the dark-silicon
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phenomena, various techniques have been developed, such as dynamic map-
ping, core allocation, lifetime balancing as well as power-, thermal-, reliability-,
and communication management (Chaturvedi et al., 2014; Guang et al., 2012;
Haghbayan et al., 2016; Haghbayan et al., 2016; Winter et al., 2010; Yang and
Shu-Min Li, 2009). Besides getting over such intrinsic problems and uncer-
tainties, there are also efforts in other areas, such as in autonomous driving,
which is one of the hottest topics in various academic communities (Lidberg
and Müller, 2019). Here, too, an all-encompassing management is needed that
covers all the aforementioned requirements. However, to the best of the au-
thor’s knowledge, no fully self-adaptive solution exists so far that is totally
aware of its own state, its environment, all possible uncertainties, and all its
(possibly competing) goals (Alidoost Nia et al., 2020; De Lemos et al., 2017;
Tao et al., 2020; Törngren et al., 2018). Tavčar and Horváth (2019) assume
that the way to fully self-adaptive systems will be in numerous small incre-
ments rather than in one large radical shift. Current methods are limited
as they do not have a complete picture of themselves and their environment.
They only optimize one objective while neglecting others or combine several
goals into a weighed objective function (Rahmani et al., 2018).
1.1 Motivation and Research Challenges
As mentioned, a CPS can only be effective, robust, reliable, and adaptable if
it has a comprehensive knowledge of itself and its environment (Tavčar and
Horváth, 2019). According to definitions of Kephart and Chess (2003) as well
as Lewis et al. (2011), a system can make its own decisions and adapt to new
situations if it is aware of itself and its environment. Hoffmann et al. (2010) and
Rinner et al. (2015) add that such awareness enables a system to also adapt to
possibly changing goals. It is self-evident that a CPS must monitor itself and
its environment to gain a comprehensive understanding of both. However, an
error-prone monitoring could prevent a CPS from making meaningful decisions
and acting reliably and autonomously (Berk et al., 2019). Incorrect monitoring
is incompatible with having comprehensive self- and environmental knowledge.
Such incorrectnesses produce a false image of the CPS’s environment (physical
space) in its digital space (Figure 1). This is also in line with the concept of
dependability as defined by Laprie (1992) and Avizienis et al. (2001), according
to which a fault (e.g., a corrupted sensory data) can lead to an error (e.g., an
incorrectly abstracted value) and subsequently to a system failure (a deviation
of the delivered service from the correct service). In other words, without
reliable monitoring, a system cannot have a complete and accurate image of
itself and its environment. These data mostly come from physical properties
measured by sensors (Alexopoulos et al., 2016). In general, however, it is
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not easy to either evaluate or guarantee the correctness of such sensory data
(TaheriNejad et al., 2016). Sensors themselves are neither entirely precise
nor accurate (Taylor et al., 1994). Besides, depending on the application,
sensors can be incorrectly used, e.g., incorrect installation or usage outside
their intended working conditions. Of course, also a change in the environment
can cause a correctly used sensor to suddenly not being used correctly anymore
or becoming broken. There are numerous possibilities why a value provided by
the sensor may not reflect the truth. Therefore, it is crucial to have a measure
that classifies sensor readings into reliable or unreliable so that the CPS can
use this information to make the right decisions even if the representation of
reality is not entirely true.
Furthermore, it is also possible that not all correlations among physical
quantities in the environment are entirely known. Nevertheless, a CPS must
make the right decisions even without this complete knowledge to prevent
negative consequences. Therefore, it is also essential that a CPS can also base
its decisions on a measure that reflects the CPS’s confidence about certain
circumstances (Varshney and Alemzadeh, 2017).
Besides, quantities measured by sensors often have to be transformed into
a domain to make them understandable and applicable for a CPS (Jantsch
et al., 2017). In other words, the CPS must usually abstract required informa-
tion from raw sensory data to be able to make the right decisions. There are
different levels of abstraction, from less abstract to highly abstract (Sadighi
et al., 2018). Decisions must be made on the right level of hierarchy, compara-
ble to an organization’s hierarchical structure where the CEO needs to decide
based on the big picture, and employees take smaller actions based on more
detailed knowledge.
Computational Self-Awareness (CSA) is a promising solution for providing
a comprehensive assessment of the system’s state and its surroundings to ren-
der it more reliable, intelligent, and autonomous (TaheriNejad and Jantsch,
2019; Dutt and TaheriNejad, 2016). It has already been studied and used
in many applications such as cloud computing, network management, health
monitoring, and mobile applications (Spathis and Bicudo, 2010; Psaier and
Dustdar, 2011; Mercati et al., 2014; Chen et al., 2014; Jennings and Stadler,
2015; Preden et al., 2015; Kounev et al., 2015; Lewis et al., 2015, 2016; Dutt
and TaheriNejad, 2016; Forooghifar et al., 2019; Bellman et al., 2020).
This work hypothesizes that CSA can also help to overcome the issues men-
tioned above of monitoring in the case of corrupted sensory data, (partially)
unknown physical quantities of an environment, and data unintelligible in the
context of the application running on the CPS. To investigate this research
question, the self-awareness properties abstraction, data reliability, and confi-
dence are chosen. In particular, the property abstraction is used to transform
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gathered input data into a domain understandable and applicable for a CPS.
The second property, data reliability, provides metadata describing the trust-
worthiness of the input data to enable the CPS to act accordingly. Finally,
the property confidence provides metadata describing the trustworthiness of
an algorithm, analysis, function, or (sub-)system so that the CPS is aware of
the quality of its own computations and outputs.
1.2 Objectives
The main objective of this thesis is to investigate whether CSA can render a
system’s monitoring capability more robust and reliable. However, the focus
of this work is not on whether internal or external parts of the CPS are moni-
tored. It is generally about monitoring physical sensor signals and their further
processing with the help of CSA and its properties. Since CSA is a promising
solution for providing a comprehensive assessment of both the system’s state
as well as its surroundings (TaheriNejad and Jantsch, 2019; Dutt and Taher-
iNejad, 2016), the term “self” in Computational Self-Awareness relates rather
to the research in this field and to the properties, visions, and techniques elab-
orated (TaheriNejad and Jantsch, 2019; Dutt and TaheriNejad, 2016; Spathis
and Bicudo, 2010; Psaier and Dustdar, 2011; Mercati et al., 2014; Chen et al.,
2014; Jennings and Stadler, 2015; Preden et al., 2015; Kounev et al., 2015;
Lewis et al., 2015, 2016; Dutt and TaheriNejad, 2016; Forooghifar et al., 2019;
Bellman et al., 2020).
Regarding the schematic shown in Figure 1, this work’s focus is solely
on observing, knowledge1 extraction, and computing. So that these three
steps will lead to a more correct monitoring result — even in the presence of
erroneous data — self-awareness and its properties are leveraged.
As already mentioned in Section 1.1, the main focus is on the self-awareness
properties: abstraction, data reliability, and confidence. This thesis investi-
gates several subproblems and pursues the following research objectives:
Research Objective I
Investigate and analyze the capabilities of CSA to find a way of designing
and evaluating self-awareness methods that tackle the challenges a CPS
faces when monitoring itself or its environment.
Research Objective II
Develop an environment for implementing self-awareness methods and
self-aware applications in a meaningful and user-friendly way.
1It should be noted that knowledge is not only extracted, rather, a system’s setup can




Propose formal definitions as well as methods and implementations of the
self-awareness properties abstraction, data reliability, and confidence.
Research Objective IV
Investigate how self-awareness (especially abstraction, data reliability,
and confidence) enhances the reliability and robustness of a CPS’s mon-
itoring abilities.
1.3 Contributions
To enable these contributions2 and prove this work’s hypothesis, two case stud-
ies from different areas were chosen and existing literature about monitoring
techniques currently used in these fields was reviewed. The first case study
is related to the health sector. It describes a mobile system that monitors a
patient’s vital signs, calculates an Early Warning Score (EWS) indicating the
patient’s condition, and alerts when this condition is deteriorating. The sec-
ond case study involves a Condition Monitoring System (CMS) that monitors
another unknown system (black box) to determine its condition (its state and
whether it is working properly or malfunctioning). The outcome of the two
case studies are two different systems (independent of each other) the author
has developed. These systems are equipped with self-awareness functionalities
also developed by the author. Sections 2.5 and 2.6 present the two case studies
and show that they are related to the topics of dependability, uncertainty, and
fault detection. Fault diagnosis is not covered in this thesis because the im-
plemented systems do not perform this task. Subsequently, the development
stages of the implemented systems are shown in the various chapters about the
different self-awareness properties (Chapters 4, 5, and 6). The same chapters
also present the results derived from extensive experiments conducted with
these systems (based on the case studies), and show that CSA can provide
a CPS with a reliable and robust monitoring ability — even in the presence
of erroneous data. An overview of the various development steps of the two
systems, the evaluations of the corresponding experiments, and the rationales
behind these experiments is shown in Section 1.4.1.
Contribution I
Propose and demonstrate the Research on Self-Awareness (RoSA) frame-
work, which was developed and implemented in the course of this the-
sis. This framework supports modeling and evaluating different self-
2This dissertation is based on eight original publications, which are the results of collab-
orations. These publications can be found in the appendix. The author’s contributions to
each publication are listed in Chapter 8.
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awareness concepts in hierarchical agent systems. RoSA is a middleware
providing novel features for developing and evaluating self-aware applica-
tions. Its agents consist of self-awareness functionalities and fulfill their
assigned tasks. The framework helps overcome the current practice of
developing self-aware systems from scratch for each application, which
is highly redundant, inefficient, and uneconomical.
Contribution II
Leverage CSA, especially the properties abstraction, data reliability, and
confidence, to improve a system’s monitoring capabilities in terms of ro-
bustness and reliability. Besides, definitions of these three properties
are proposed. Moreover, possible methods of these properties are devel-
oped and implemented3, and their usage is demonstrated in two selected
case studies. The results of the extensive experiments conducted here
based on these case studies prove the increased robustness and reliability
provided by these properties.
Contribution III
Propose and demonstrate a Self-Aware Early Warning Score (SA-EWS)
system that uses the self-awareness properties abstraction, data-reliabil-
ity, and confidence. This SA-EWS system is much more robust than a
non-self-aware EWS system. It provides a more reliable EWS even under
adverse monitoring conditions such as noisy signals, disconnected sen-
sors, and non-nominal monitoring conditions. This is achieved without
redundancy (like redundant sensors), but exclusively with data reliabil-
ity and confidence methods based on fuzzy logic.
Contribution IV
Propose and demonstrate a CMS that can detect the state of a black box
system. In this context, state detection includes both working state as
well as health state4. In its current implementation, the CMS is limited
to black-box systems that behave like a bijective function (having a one-
to-one correspondence between inputs and outputs). The CMS does
not require deep expertise nor cumbersome customization to monitor
different black-box systems. Moreover, the state identification process
through a fuzzy-logic-based confidence metric makes the CMS more ro-
bust and its state detection more reliable.
3It is not guaranteed that the proposed methods are the best possible implementations
of the selected self-awareness properties. The dissertation’s focus is on showing that self-
awareness can improve a system’s monitoring capabilities regarding its robustness and reli-
ability.
4It must be noted that, in this context, the term “health” describes the condition of a




This dissertation is a collection of eight original publications, three of which
were published in international peer-reviewed journals and five in interna-
tional peer-reviewed conference proceedings. All eight papers are the result of
collaborations with other scientists.
This work starts with a research summary (Chapters 1-8) to provide an
overview of the author’s research. It aims to elaborate the big picture of which
all the individual publications are a part. To avoid exceeding the scope of this
research summary, the author sometimes refers to the original publications,
appended to this thesis, for more detailed aspects and more detailed expla-
nations. To provide a proper orientation, each chapter begins with a short
introduction and refers to the original publications that play a central role in
it.
In Chapter 2, the author reviews relevant existing literature with the main
focus on existing CSA architectures and frameworks as well as on current mon-
itoring techniques used in the fields of the selected case studies. Chapter 3
describes the development of a software framework that serves as a generic tool
to develop self-aware applications. Chapters 4, 5, and 6 propose the formal
definitions and possible implementations of each of the self-awareness proper-
ties, abstraction, data reliability, and confidence. These chapters also present
the different development stages based on the two case studies and analyze the
results of the relevant experiments. Chapter 7 discusses the results, presents
the conclusions, and shows directions for possible future research. Finally,
Chapter 8 presents a summarized overview of all original publications and
states the author’s contributions to each of them.
All original publications that form the basis for this dissertation are de-
scribed in the following as they relate to each chapter. Although all eight
papers contribute to some degree to Chapter 2, it is mainly based on Papers I,
II, and III. These papers also form the basis for some other chapters. Pa-
per I also covers Chapter 3 and contains the formal definition presented in
Chapter 4. Paper II shows the formal definitions given in Chapters 5 and 6.
Together with Paper III, it also completes Chapter 6. Papers IV and V com-
plete the content of Chapter 4, while Papers VI, VII, and VIII are the basis
for Chapter 5. All eight papers jointly provide the basis for Chapters 7 and 8.
1.4.1 Evaluations Performed
In the course of this work, several experiments and evaluations have been
conducted based on the two case studies. Since these and the related results
are addressed in the individual chapters on the respective CSA properties,
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Table 1. Overview of the case studies and the relevant experiments
Section CSA properties System Rationale Experimental data
4.4 Abstraction CMS Evaluating a possible
method to abstract the
condition of a black-box
system (its working states
and whether it works
correctly or malfunctions)
AC motor data derived
from simulations and phys-
ical experiments as well
as data of a water pipe







Proof of concept: assessing
the input data’s reliability
(in experiments of limited
complexity) without redun-
dancy but based on the
three measures plausibil-
ity, consistency, and cross-
validity
Vital sign data recorded
from a 35-year-old healthy
male subject, whereas the
measured body tempera-
ture was replaced with in-
correct temperature data to







Evaluating a fuzzified re-
liability method that as-
sesses the reliability of the
system’s input and output
data as well as proving
that the calculated relia-
bility values correlate with
the truthfulness of the in-
put data
Vital sign data recorded
from a 36-year-old male
subject with diastolic hy-
pertension where different
real sensor errors were in-
troduced that corrupted









Evaluating a system that
makes confidence-based de-
cisions and autonomously
corrects its output, compar-
ing it with a non-self-aware
system, and proving that it
is more robust against erro-
neous data and that its out-
put is more reliable
Vital sign data recorded
from eight participants
with a variety of sensors to
obtain the same recordings
in different qualities (good
quality with low noise as
well as bad quality con-




CMS Evaluating a system that
makes confidence-based de-
cisions, comparing it with
the system without confi-
dence (Section 4.4), and
proving that confidence in-
creases both the reliability
of the system’s output as
well as the system’s robust-
ness
For reasons of compari-
son, the same data used
in the experiments of the
CMS without confidence
(Section 4.4): AC motor
data𝑏 derived from simula-
tions and physical experi-
ments as well as data of a
water pipe system𝑎 derived
from physical experiments
𝑎 More precisely, the water pipe system is a Heating, Ventilation, and Air Conditioning (HVAC)
system described in more detail in Papers III and V.




this section is intended to serve as a guide through these various development
steps. While the underlying architecture of the EWS system is described in
Section 3.2, Section 3.3 covers the CMS architecture. Since this is just the
basic structure, these sections do not include experiments regarding the self-
awareness methods and the performance of both systems. The evaluations of
these experiments are presented starting in Chapter 4. Table 1 shows the CSA
properties used in the different developments steps of the two systems and the
rationales behind these experiments. Additionally, the table also shows the
data used for the respective experiments.
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2 Background and Related Works
This work is motivated by the ever-increasing importance and relevance of reli-
able and robust Cyber-Physical Systems (CPSs) (Barenji et al., 2020; Romero-
Silva and Hernández-López, 2020; Sha et al., 2008), which are expected to
make the right decisions even under challenging circumstances (Platzer, 2019;
Stankovic et al., 2005), such as in a changing environment or in the presence
of erroneous input (Denker et al., 2012). This dissertation shows that Com-
putational Self-Awareness (CSA), especially its properties abstraction, data
reliability, and confidence, is a powerful tool to provide a CPS with a reliable
and robust monitoring function. To explore these properties and test possible
self-awareness methods, the author selected two case studies from different
areas.
This chapter will provide a detailed review of existing research literature.
Section 2.1 gives a short overview of autonomic computing before CSA is
introduced and related fields are presented in Section 2.2. Since this thesis is
about implementing self-aware applications in the two case studies, the review
of already published reference architectures for CSA is essential and shown
in Section 2.3. Section 2.4 presents existing CSA frameworks and explains
why a separate framework was developed in the course of this work. For
further details about related work presented in these four sections, the author
refers to Paper I (Götzinger et al., 2020)1. Section 2.5 introduces the first of
the two case studies, which derives from the health sector. It describes the
case study and current monitoring techniques. It also presents related works
regarding the assessment of data reliability and refers to related fields such as
dependability and uncertainty (Laprie, 1992; Taylor et al., 1994). Section 2.6
shows the same for the second case study, which derives from the industrial
sector. In addition, it discusses detection techniques and refers to related
research as well as to related fields such as uncertainty (Baraldi et al., 2014;
Taylor et al., 1994).
While a more detailed literature review relating to the health sector case
study is given in Paper II (Götzinger et al., 2019a)1 and VI (Anzanpour et al.,
1This dissertation is based on eight original publications, which are the results of collab-
orations. These publications can be found in the appendix. The author’s contributions to
each publication are listed in Chapter 8.
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2017)1, Papers III, IV, and V (Götzinger et al., 2019b, 2017b, 2018)1 cover
the industrial case study.
2.1 Autonomic Computing
To enable a CPS to process its complex tasks in an automatized manner
and adapt to a possibly changing environment, it requires a high degree of
autonomy (Schlingensiepen et al., 2016). The term autonomy is derived from
ancient Greek and means self-administration, respectively, having its own laws
(Abeywickrama and Ovaska, 2017). Later, in the 1960s, it became an object of
investigation in psychology before it found its way as a concept into computer
technology in the 1990s (Rinner et al., 2015; Dutt et al., 2016). Inspired by
biological systems, academia and industry started several initiatives around
autonomous computing (Parashar and Hariri, 2005).
One of the early applications comes from the military sector. According
to Randall and Walter (2003) as well as Huebscher and McCann (2008), the
Defense Advanced Research Projects Agency (DARPA) developed a commu-
nication and tracking system that enabled soldiers to share information among
themselves and with the command center. The system consisted of mobile de-
vices with various positioning- and sensor capabilities, which, combined with
the soldiers’ input regarding their own situation, could compile and spread
relevant details about the combat field.
Also in the 1990s, but outside the military sector, the National Aero-
nautics and Space Administration (NASA) launched projects such as Mars
Pathfinder and Deep Space 1 (Rahman et al., 2011). Remote control of
these faraway spacecrafts was associated with noticeable delays and, there-
fore, highly impractical. Hence, NASA’s goal was to render these spacecrafts
more autonomous, that is, to enable them to operate, navigate, and manage
deep-space probes with reduced human intervention.
Shortly thereafter, in the early 2000s, Intel wanted embedded systems to
become more autonomous, independent, and self-adaptive. Computing should
become proactive so that people would no longer be needed “in the loop” (Ten-
nenhouse, 2000). International Business Machines Corporation (IBM) also
announced similar statements around that time (Kephart and Chess, 2003).
In 2001, IBM declared the complexity of Information Technology (IT) sys-
tems being one of the most challenging factors for an industry’s progress in
the upcoming decades (Kephart, 2005). To accelerate progress in autonomous
computer systems, IBM introduced the autonomic computing initiative and
formulated the following maturity levels (sorted by ascending autonomy): ba-
sic, managed, predictive, adaptive, and autonomic (Ganek and Corbi, 2003;
Kephart and Chess, 2003; IBM Corporation, 2006; Lalanda et al., 2013). A
14
Background and Related Works
system classified as basic is in the lowest maturity level of autonomic com-
puting and must be monitored and manually modified by highly qualified
personnel (Huebscher and McCann, 2008). In contrast, a computer system
classified as autonomic is in the highest level and must be completely self-
managing and fulfill high-level objectives defined by humans (Parashar and
Hariri, 2005; Cámara et al., 2017). To some extent, this is in line with the
levels of automation proposed by Parasuraman et al. (2000). As they defined
ten different levels, this scale of automation is finer-grained, but still describes
the various stages between the two extremes: fully manual performance and
full automation.
In addition to the autonomy gradations, IBM also introduced the four
self-* properties of autonomic computing, often referred to as “self-chop” (IBM
Corporation, 2006; Gurgen et al., 2013).
• self-configuration: the ability to autonomously adjust parameters or
change the software to achieve high-level goals,
• self-healing: the ability to autonomously detect and diagnose problems
to solve them independently if possible,
• self-optimization: the ability to autonomously optimize the utilization
of resources, and
• self-protection: the ability to autonomously protect against malicious
attacks or an unintentional misapplication by the system’s user.
For a detailed description of these self-* properties, the author refers to the
works of Kephart and Chess (2003) as well as Bantz et al. (2003). These
four properties are the most frequently cited in the autonomic computing
field. However, the number of such properties has been steadily increasing;
Abeywickrama and Ovaska (2017) as well as Parashar and Hariri (2005) list
the most prominent examples in their works.
2.2 Computational Self-Awareness
Among these self-* properties of the autonomic computing initiative is also
self-awareness (Kephart and Chess, 2003; Salehie and Tahvildari, 2009). A
self-aware CPS observes itself and its environment to be able to act according
to the observations. Thus, CSA could also be called “computational reflection”
since this describes a system’s ability to reflect on its capabilities, limitations,
and resources (Cámara et al., 2017; Bellman, 1991; Landauer and Bellman,
2017). A self-aware CPS requires sensors to perceive both its internal and
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external environment as well as actuators to adapt to possible environmental
changes (Parashar and Hariri, 2005).
Figure 2 shows the hierarchy of self-* properties, according to which self-
awareness and context-awareness are the basis for self-adaptiveness. Hence,
a system must be self-aware to be self-adaptive (or autonomous). However,
CSA has come to the fore in recent years and is no longer seen as a supporting
feature for advanced adaptive behavior but rather encompasses all relevant
self-* properties, including self-adaptivity. In other words, the pyramid in
Figure 2 has been turned upside down. CSA is not just a collection of state
variables but must also include the system’s goals and adequately reflect the
effects of its actions on itself and its environment. In contrast to autonomic
computing, a fully self-aware system is not only reactive but proactive, which
means that it must be able to learn, draw conclusions, and act accordingly





Figure 2. Self-awareness is the base for self-adaptiveness (Salehie and Tahvildari, 2009)
The recent past has shown that CSA can help solve many problems of
CPSs and System on Chips (SoCs). Various aspects of CSA have proven to
be essential to make these systems more intelligent and efficient, such as self-
monitoring, situation-awareness, and attention (Dutt et al., 2015; Faniyi et al.,
2014; Guang et al., 2012; Dutt et al., 2016; Bouajila et al., 2006; Teich et al.,
2011; Bouajila et al., 2011; Jafri et al., 2012; Kornaros and Pnevmatikatos,
2013; TaheriNejad et al., 2017). In this context, self-monitoring means the
activity of sampling system properties (e.g., chip temperature in the work of
TaheriNejad et al. (2017)) as well as transforming and filtering the sampled
data so that the system can use the collected information. This transformation
process is called abstraction and constitutes one of the self-awareness proper-
ties investigated in this thesis and presented in Chapter 4. Situation-awareness
assesses the observations made, and attention provides a reasonable allocation
of resources through dynamic prioritization of the system’s various tasks and
objectives.
16
Background and Related Works
CSA has been applied in both software (Kephart and Chess, 2003) and
hardware (Dutt et al., 2016). The following applications have benefited from
CSA concepts (some of them under other terms such as adaptivity, autonomy,
and goal-oriented systems): mobile applications (Mercati et al., 2014), object
tracking with smart cameras (Rinner et al., 2015; Lewis et al., 2015), artificial
intelligence (Forooghifar et al., 2018), cloud computing (Jennings and Stadler,
2015), networks (Spathis and Bicudo, 2010), operating systems (Wanner et al.,
2013), web (Strassner et al., 2009), adaptive and dynamic compilation environ-
ment (Baek and Chilimbi, 2010), Multi-Processor System-on-Chip (MPSoC)
resource management (Hoffmann et al., 2010; Shamsa et al., 2020), (cyber-
physical) SoC (Dutt et al., 2016), mobile robots (Akbar and Lewis, 2018),
industrial systems (Siafara et al., 2017, 2018), health monitoring (Chen et al.,
2014) as well as single- and multi-user active music environments (Nymoen
et al., 2016).
It should be noted that self-awareness and its encompassed self-* properties
also have similarities with other fields. The fields described in the following
(without any guarantee of completeness) are beyond the scope of this work,
but mentioning them should give the reader a broader view of the overall
subject.
For example, Model Predictive Control (MPC) from the field of control
theory has similar characteristics as self-adaptiveness since it is an optimizing
feedback control loop for linear and nonlinear systems (Grüne and Pannek,
2017; Angelopoulos et al., 2018). In other words, MPC is a control strategy
that computes a sequence of future actions to optimize for one or more spe-
cific control objectives (Alamir, 2013). Feedback control loops in general share
properties with self-awareness. Such a loop computes, based on measurements,
appropriate control parameters and adapts the behavior of a system to given
requirements (Salzmann et al., 2000). These loops rely on models of a pro-
cess that shall be optimized, and techniques exist to do this also in real-time
(Grüne and Pannek, 2017; Samet et al., 1998; Stankovic et al., 1999). Pro-
portional–Integral–Derivative (PID) controllers may be the oldest control loop
mechanisms, yet, they are still widely researched. Thanks to their simplicity
and efficiency, they are still the most widely used controllers in this field (Bo-
rase et al., 2020; Samet et al., 1998). Since usually no perfect model exists in
the real world, the optimization plan (the sequence of future actions) must be
updated at each step (Angelopoulos et al., 2018).
Another related field from industry is Digital Twins (DTs). The term DTs
was already introduced about 20 years ago, but the technique is only slowly
becoming more popular these days, and a common concept for it does not yet
exist (Grieves, 2014; Batty, 2018; Brosinsky et al., 2019). DTs has become
a widely used marketing term that describes the ability to remotely monitor,
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control, or simulate another system (also in real-time) to optimize workflows
(Brosinsky et al., 2019; Lee et al., 2015; Lim et al., 2020; Tao et al., 2019).
This is accomplished through the ability to reflect the physical conditions of
a process, machine, or system. In other words, a DT is a virtual copy of an
entire process, machine, or system (Tao and Qi, 2019) and is thus able to
bridge the gap between physical and digital worlds (Brosinsky et al., 2019).
Because of its monitoring characteristics, a DT could even be the basis for a
self-aware system (Goossens, 2017). However, since DTs are highly sophisti-
cated models, their implementation is usually time consuming and expensive,
therefore, they are only used in high-end systems (Qi and Tao, 2018; Batty,
2018). Batty (2018) even argues that a DT most likely cannot be an absolutely
identical reflection because “an exact mirror is an idealization that will never
be achieved.” Neither is the use of such a highly complex model compatible
with the idea that a CPS can be self-aware even if it does not fully know its
own internals or its environment. Despite the associated constraints, DTs can
be used for self-aware systems.
2.3 Computational Self-Awareness Architectures
Several reference architectures concerning CSA exist (Kramer and Magee,
2007; Aßmann et al., 2014; Lewis et al., 2015; Giese et al., 2017). One of them is
the MAPE-K (Monitor-Analyze-Plan-Execute over a shared Knowledge) loop
from the autonomic computing field (IBM Corporation, 2006; Kephart and
Chess, 2003). In this autonomous control loop, different phases are processed
consecutively. First comes the monitoring phase, in which information from
sensors is collected, followed by the phase, in which the collected information
is analyzed. This is followed by the planning of actions to achieve goals or
solve problems, which are then executed in the next phase (Giese et al., 2017).
All four processes share one common knowledge about the hardware infras-
tructure, its execution environment, context, goals, states, historical logs, and
policies (Nguyen et al., 2015; Arcaini et al., 2015).
This MAPE-K loop is very similar to the LRA-M (Learn-Reason-Act-
Model) architecture, which describes a model-based learning and reasoning
loop (Kounev et al., 2017). This is an architecture for self-aware computer
systems that are driven by their goals and making decisions based on observa-
tions collected. The gathered data is used in a continuous learning process to
generate a model that decides on possible future actions. The LRA-M loop is a
model-based formulation of the Observe-Decide-Act (ODA) loop implemented
in this work (Section 3.1).
Already in the early days of Artificial Intelligence (AI), decentralized ar-
chitectures were proposed, consisting of several independent rational units
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(agents) that can interact with each other and work in parallel on their various
tasks (Giese et al., 2017). According to Russell and Norvig (2010), the agent-
based architecture, in which agents perform the best possible action according
to their information and capabilities, is fundamental to AI. The self-awareness
reference architecture of Guang et al. (2010) is also based on agents, although
they describe these agents rather vaguely as a design abstraction. Wooldridge
and Jennings (1995) define agents as pieces of software that are autonomous
(no human intervention), social (communicate with other agents or humans),
reactive (react to changes in their environment), and proactive (take the ini-
tiative).
Such a system consisting of several agents that work together to achieve one
or more common goals is called a Multi-Agent System (MAS) (Cámara et al.,
2017). MAS corresponds to the actor model, a programming paradigm known
for scalable, parallel, and distributed computing (Hewitt, 2017). Usually, it
is advantageous to divide complex applications into several smaller subtasks
to enable better handling. Often, a hierarchical structure, in which these
subtasks are divided into different levels, helps a system to cover both the
overall picture and the small details. This is similar to the nature-inspired
hierarchical system of IBM’s autonomic computing initiative and has already
been studied in the context of self-aware systems (Guang, 2012; Sadighi et al.,
2018).
2.4 Computational Self-Awareness Frameworks
While some approaches to render CPSs more intelligent through CSA exist,
this area has remained largely unexplored so far (Guang et al., 2012; Faniyi
et al., 2014). Many aspects of this hot topic still need to be researched,
but techniques and methods are being developed at a moderate pace and lack
convergence. This slow progress is due to the rather fragmented research com-
munity and the high costs (mostly development time) to implement self-aware
applications. To overcome today’s practice of implementing each self-aware
application from scratch, a common framework to investigate CSA would be
advantageous and could generate cooperation and synergy among researchers.
While several frameworks focus on specific self-* properties, to the best
of the author’s knowledge, there is no satisfactory common tool to acceler-
ate research on CSA. SAPERE (Viroli et al., 2012), ACOSO (Savaglio et al.,
2016), and BIONETS (Carreras et al., 2007) are platforms that support the
self-organization of autonomic nodes in distributed environments. However,
SAPERE and ACOSO are implemented on top of JADE (Bellifemine et al.,
2005), which is Java-based and hence has a high resource requirement that
exceeds the capacity of some Embedded Systems (ESs) (Chang et al., 2019;
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Tanigawa et al., 2019). The concepts of BIONETS, on the other hand, are im-
plemented only in simulation models, which limits its deployability in real
systems. The Collective Adaptive Systems approach of the ALLOW En-
sembles project (Bucchiarone, 2019) supports collaborative self-adaptation of
agents within groups called ensembles. The DeMOCAS (Bucchiarone et al.,
2017) framework uses this ALLOW approach but is also implemented in Java
with limited deployability. SEEC (Hoffmann et al., 2010) is a framework for
self-aware resource allocation based on the concept of application heartbeats,
which allows monitoring and adjusting program performance. However, SEEC
does not correspond to the agent-based architecture needed for its flexibility
and scalability. All these platforms offer somewhat specific design propos-
als for different self-aware systems, but none of them represent a complete
modeling framework.












Yes Possible𝑏 Yes Java/Scala Partially𝑑
CAF (Charousset
et al., 2016)









Yes Possible𝑏 Yes Java Partially𝑑
Mobile-C (Chen
et al., 2006)










Yes Yes No Java No
RoSA Yes Yes Yes Native C++ Yes
𝑎 Proprietary dependency: Embedded Ch, free for non-commercial use on ARM-based systems.
𝑏 Not designed for simulation but might be configured for the purpose with considerable effort.
𝑐 Ch is a scripting language with C/C++ syntax.
𝑑 Depending on the ES’s Java-support and the actual performance requirements.
𝑒 CAF poses a relatively large footprint because of its extensive non-configurable set of features.
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There are also general agent-based frameworks unrelated to CSA that are
summarized in Table 2 and discussed in the following. Akka (Hunt, 2014),
JADE (Bellifemine et al., 2005), Repast Simphony (North et al., 2013) are
Java-based frameworks and, therefore, cannot be used for all ESs due to
high resource requirements (Chang et al., 2019; Tanigawa et al., 2019). On
the other hand, other simulation frameworks, such as GAMA-Platform (Tail-
landier et al., 2019) and Repast for HPC (Collier and North, 2013) are not
deployable actor systems. This means that these frameworks can be used for
simulations but cannot run the implemented agent-based application in ESs
with real sensors and actuators. In contrast, Mobile-C (Chen et al., 2006)
and CAF (Charousset et al., 2016) are deployable actor systems with native
implementation and can, therefore, support execution on ES hardware. Al-
though Mobile-C is a distributed actor system with a small footprint, it has
limited applicability due to a proprietary dependency and a custom native
API. On the other hand, CAF is an open-source distributed actor system
with standard C++ implementation and can work on a wide range of hard-
ware platforms. However, its extensive non-configurable feature set makes it
less suitable for ES. A stripped-down version for resource-constrained systems
remains a promise to date.
As a result, the Research on Self-Awareness (RoSA) framework was de-
veloped in the course of this work. Besides meeting the required demands,
RoSA is intended to serve as a common framework for the research commu-
nity. Chapter 3 shows its architecture, implementation, and usage as well as
the implementation of the two case studies’ systems in RoSA.
2.5 Early Warning Score System
According to the WHO (2017), chronic diseases such as cardiovascular disease
are among the leading causes of death worldwide. These ailments can lead
to a sudden deterioration in patients’ health and become a threat to their
lives. McGaughey et al. (2007) state that a deterioration in a patient’s health
condition is already visible early on in the patient’s vital signs — sometimes
even up to 24 hours in advance. Kyriacos et al. (2011) continue to point out
that the early detection of such a health deterioration effectively increases
a patient’s chances of survival. This means that periodic monitoring and
evaluation of a patient’s vital signs can enable early detection of deteriorating
health conditions and consequently save lives.
For this purpose, Morgan et al. (1997) published the Early Warning Score
(EWS) method, which has become common practice among healthcare profes-
sionals in hospitals, especially in intensive care units. They manually monitor
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and classify the patient’s vital signs, such as heart rate, respiratory rate, body
temperature, blood pressure, oxygen saturation, and level of consciousness.
Table 3. A conventional EWS chart (Urban et al., 2015)
Vital sign score 3 2 1 0 1 2 3
Heart rate (beats/min.) 0 - 39 40 - 50 51 - 59 60 - 100 101 - 110 111 - 129 ≥ 130
Systolic blood pressure (mmHg) 0 - 69 70 - 80 81 - 100 101 - 149 150 - 169 170 - 179 ≥ 180
Respiratory rate (breaths/min.) 0 - 8 9 - 14 15 - 20 21 - 29 ≥ 30
Body temperature (∘C) ≤ 35 35.1 - 38 38.1 - 39.5 ≥ 39.6
Blood oxygen saturation (%) 0 - 84 85 - 89 90 - 94 95 - 100
AVPU score𝑎 A V P U
𝑎 AVPU (the level of consciousness): A = alert, V = reacting to voice, P = reacting to pain and
U = unresponsive
This classification is done by assigning scores to the corresponding vital
signs, similar to a lookup table. Table 3 is an example of such an EWS
classification table (used in the work of Urban et al. (2015)) and shows that
each vital sign can have a score ranging2 from 0 to 3. Score 0 stands for a vital
sign in perfect condition, e.g., a heart rate between 60 and 100 or systolic blood
pressure from 101 to 149. If a vital sign is not in perfect condition but a bit too
low or too high, it is classified with the next higher score. Medical researchers
created and categorized this table according to the degree of deterioration of
the various vital signs. In other words, the main focus is on mapping the
severity of the possible medical consequences and not on the symmetry of
the table. Thus, such a table does not need to assign each score (in both
directions) to a range of vital signs. Table 3 shows as an example that if
the respiratory rate deteriorates from 9 breaths per minute to 8 breaths per
minute, score 2 is assigned to the respiratory rate instead of score 1. If the
value of a vital parameter is in an even worse condition (even higher or lower),
it is again classified with the next higher score. The highest score of a vital
sign is score 3 and means that it is in the worst condition.
Afterward, the various vital sign scores, abstracted from the patient’s vital
signs, are then summed up to form the EWS. While a low EWS indicates a
patient is in a good health condition, a high EWS corresponds to a high risk of
critical medical conditions (Royal College of Physicians, 2017). The resulting
EWS can then be classified as one of three different risk levels that indicate
whether the patient requires acute medical care. Table 4 shows the three risk
2It should be noted that there are several different EWS classification tables from other
studies besides this one, e.g., the works from Groarke et al. (2008) or Smith et al. (2013).
While the vital sign value ranges may differ in the different tables, score range (0 to 3) and
method of calculating the EWS are always the same.
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levels defined by Kyriacos et al. (2014) supplemented with healthcare actions
suggested by the National Clinical Effectiveness Committee et al. (2013) and
Holbery and Newcombe (2016).
Table 4. The three risk levels defined by Kyriacos et al. (2014) supplemented with healthcare actions
suggested by the National Clinical Effectiveness Committee et al. (2013) and Holbery and Newcombe
(2016)
EWS Interpretation Suggested action
0 - 3 Uncritical /
low risk
Periodically monitoring of the
patient’s vital signs
4 - 6 Equivocal /
medium risk
Urgently informing a medical team
≥ 7 Critical /
high risk
Triggering an urgent clinical
response
Although the EWS method is being used successfully in hospitals, two
main aspects limit this manual approach. Firstly, interpretation of the vital
signs and, consequently, the determined EWS could be incorrect due to in-
accuracies and latency caused by manual data acquisition. However, from a
more practical point of view, the second reason is the more limiting factor.
This non-automatic technique is solely designed for patients who are already
in the hospital. It does not work if persons are not cared for around-the-clock
by professional staff able to conduct measurements and interpret the patient’s
vital signs. It would be a big step forward if elderly persons or those suffering
from chronic health problems could be at home and continue with their daily
routines while still receiving needed medical care as quickly as possible. A
mobile device could tackle this demand and monitor the patient unsupervised
by medical personnel. Such a system could, in case of an increasing EWS,
trigger a rapid response team to further examine the patient; similar to an
approach, approved by the U.S. Food and Drug Administration (FDA), for
predicting a patient’s potential sudden death (Excel Medical, 2018). In addi-
tion to a potentially higher survival rate, a mobile early warning system could
also reduce healthcare costs and reduce the length of hospital stays.
For some time now, efforts have been undertaken to develop such a portable
device that independently reads a person’s vital parameters and automatically
calculates the early warning system, independent of medical personnel. In this
context, Anzanpour et al. (2015b) propose an Internet of Things (IoT)-based
health monitoring system that autonomously monitors vital parameters and, if
necessary, transmits data to healthcare professionals or alerts them. The ever-
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increasing number of IoT devices also speaks for this. Hung (2017) estimates
that the ratio between the world population and IoT devices will soon be one
to four. These small devices and wearables form a good and cost-efficient basis
for a well-structured EWS system that autonomously monitors a patient and
thus reduces the mortality rate (Dohr et al., 2010; Atzori et al., 2010; Miorandi
et al., 2012; Anzanpour et al., 2015a).
Besides the performance of IoT devices, it is, of course, also essential to
keep energy consumption as low as possible to ensure a long runtime. Hafshe-
jani et al. (2020) show in their experiments that they found out how to increase
the power efficiency of wireless Photoplethysmogram (PPG) and Electrocar-
diogram (ECG) devices.
Azimi et al. (2016) confirm that IoT is an excellent enabler for a portable
EWS system. Besides, they propose an approach that calculates the EWS
based on the patient’s activity since a patient’s different activities will lead
to different vital sign values. For example, a person’s vital signs (especially,
heart rate, blood pressure, and respiratory rate) will be significantly higher
while running than while sleeping. However, while running, increased vital
signs are not necessarily a sign of an inferior health state. Therefore, they
adapt the EWS to the patient’s activity, which is necessary so as not to cause
false alarms. Their experiments prove what Jantsch and Tammemäe (2014)
have already proposed before, namely, that knowledge of situations and cir-
cumstances improves the system’s ability to make decisions.
Manual monitoring of a patient lying more or less motionless in a hospital
bed is much less problematic than automatic monitoring of a patient perform-
ing daily tasks at home (TaheriNejad, 2019). A widely recognized challenge
for portable devices is the occurrence of motion artifacts. Pollreisz and Taher-
iNejad’s (2019) research focused on techniques to make measurements with
PPG sensors more reliable by removing measurement artifacts caused by the
patient’s movements. Subsequently, Pollreisz and TaheriNejad (2020a,b) also
showed that the respiratory rate can be extracted from the PPG signal of the
smartwatch the test subject is wearing.
However, all these works cannot provide entirely reliable measurement re-
sults. Some of them even neglect the possibility of falsely monitored vital
signs resulting from incorrectly attached or detached sensors, broken sensors,
or noisy signals. Because of the potentially dangerous consequences, data re-
liability of such EWS systems is of utmost importance. Erroneous data may
lead to a wrong score of the corresponding vital sign. An incorrectly classified
vital sign leads to a wrong EWS calculation. If the EWS deviates enough
from the truth, it leads, in further consequence, to a false or — even worse
— to a missing alarm (Parego et al., 2017). This in line with the works on
dependability of Laprie (1992) and Avizienis et al. (2001), where a fault (e.g., a
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broken sensor) leads to an error (e.g., erroneous vital sign data) and in further
consequence to a system failure (e.g., a miscalculated EWS). As mentioned
in Section 2.2, CSA offers the possibility to make computer systems more
autonomous, intelligent, and, most importantly here, more reliable (Taher-
iNejad and Jantsch, 2019; Dutt and TaheriNejad, 2016). Therefore, CSA is
also a promising solution to overcome or improve these problems in monitoring
and make the EWS assessment more robust and reliable.
In the course of this thesis, abstraction, data reliability, and confidence
are leveraged to render the autonomous EWS system more reliable and ro-
bust against faulty data acquisition. While Section 3.2 describes the system
architecture implementation, the subsequent chapters give a more detailed in-
sight into the self-awareness properties utilized and show how the quality of
the EWS assessment benefits from them. It starts with Chapter 4, in which
the abstraction steps from the various vital signs to the system’s output (the
EWS) are explained to initially model the EWS method (Morgan et al., 1997).
Chapter 5 then deals with the process of assessing the reliability of the input
data as well as that of the calculated EWS. Since the task of extracting a
signal’s reliability is rather about giving a statement regarding its trustfulness
than detecting or diagnosing a specific error, this assessment is not comparable
with works such as that of Avižienis (1967).
However, other works exist that are related to assessing input data reliabil-
ity in medical applications. The work of Cao et al. (1999) describes the differ-
ent measures, namely, plausibility (Section 5.2.1), consistency (Section 5.2.2),
and cross-validity (Section 5.2.3) to analyze the input data to detect artifacts
in these data. In another work, Wolf et al. (1996) use fuzzy logic to detect
artifacts in the observed vital sign data to minimize false alarms. However,
in both of these works, newborn infants are monitored, which is not covered
by the EWS method. In addition, the set of vital signs is different from that
used in the EWS method. For example, the former includes ECG data, which
is not practicable in a mobile EWS system (Liu et al., 2008).
The closest work to the one presented in this thesis is from Liu et al.
(2008). Here, the data reliability of a patient’s heart rate and respiratory rate
is assessed with a fuzzy-based algorithm. The features are a bit different from
the ones described in Section 5.4.2, and the number of vital signs considered is
quite limited compared to the set used in the EWS method. This limited set is
sufficient for their work, which is designed to monitor soldiers in combat zones
but not to early detect a patient’s deteriorating health conditions. Moreover,
since soldiers are also equipped with other sensors to obtain their position and
motion, Liu et al. (2008) classify the plausibility of vital signs as unreliable
as soon as they are so critical that they become incompatible with a healthy
person. However, if a patient’s condition is very poor, the vital signs monitored
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are not necessarily unreliable. Furthermore, in their experiments, unlike in this
thesis, the errors in the data (e.g., spikes, noise, and abnormal slopes) were
superimposed individually and not caused by real sensor faults or faulty usage
(described in Sections 5.4.2 and 6.3.3).
Finally, Chapter 6 deals with the uncertainties in data acquisition. This is
in line with the work on uncertainty as defined by Taylor et al. (1994)3 where
the uncertainty of a component can arise from a random or systematic effect.
According to Apostolakis (1990) and Baraldi et al. (2014), uncertainty can be
caused by the inherent variability of a physical system or the lack of precise
knowledge. In the case of the EWS system, uncertainties are in the data
acquisition or caused by the lack of complete knowledge about the monitored
subject. The former can describe, for example, a slight measurement error
when a vital sign value is exactly in-between two different scores. In contrast,
the latter could, for example, describe the different characteristics of different
persons, for whom the boundaries between the different scores of a vital sign
could vary. To overcome these issues, all the abstraction steps, from the input
data (the vital signs) to the system’s output (the EWS), are based on various
confidence values to increase the reliability of the EWS in the presence of
erroneous input data.
2.6 Condition Monitoring Systems
Most systems and machines need regular maintenance and adjustments to
properly operate over a certain period (Bousdekis et al., 2020; Ferreiro et al.,
2016). Especially in industrial systems (e.g., a production machine in a fac-
tory), these actions are necessary to avert repairs and long downtimes and the
high costs associated with them (Selcuk, 2017). Regardless of the application
area, maintenance work on a system most likely leads to its prolonged dura-
bility (Salvia et al., 2015). However, such maintenance work is also associated
with costs and possible downtimes (Susto et al., 2015). Consequently, high
costs are expected in both cases, whether a system is maintained too seldom
or too often. Thus, the goal is to carry out maintenance work as seldom as
possible but as often as necessary.
In industry, especially in automated production plants, there exists a high
interest in reliable autonomous monitoring systems that observe such a sys-
tem/machine, in the following called System under Observation (SuO). Such
a monitoring system could trigger an alarm if the SuO deteriorates or shows
a malfunction (Thomson and Gilmore, 2003). An alarm would indicate that
3It must be noted that the work in this thesis only touches on the field of uncertainty.
Elements, such as risk management, the possibility theory, the evidence theory, etc. (Aven
et al., 2013), are beyond the scope of this thesis.
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the SuO needs maintenance or repair before its condition worsens. Thus, an
autonomous condition monitoring system can optimize the scheduling of main-
tenance work and minimize downtime as well as costs. This shows that besides
medical applications (Section 2.5), monitoring and accompanying sensory data
processing are relevant also in various other areas, such as in industrial pro-
cesses.
A major challenge of such automated monitoring is the amount of time and
labor required for the increased design and engineering effort. Implementing
the necessary models, pattern recognition, or machine learning algorithms for
a SuO is a complex, time-consuming, and costly endeavor. Therefore, from-
scratch implementation of a tailor-made monitoring system for each SuO is
neither economical nor feasible. To reduce development efforts and costs,
generic methods are desired. These can be applied in a variety of different
SuOs to detect their status and alert in case of deterioration.
Research on Automated Fault Detection and Diagnostic (AFDD) methods
has steadily increased in recent years (Woohyun and Srinivas, 2018). These
methods are distinguishable into qualitative- and quantitative models and
models based on process history (Katipamula and Brambley, 2005). Qualita-
tive and quantitative models require a representation (knowledge of structural
properties or exact mathematical relationships) of the SuO (Van Harmelen
et al., 2008; Lunze, 2016). Thus, they do not overcome the problem men-
tioned above of avoiding excessive development efforts for tailor-made moni-
toring systems for each SuO. Therefore, process-history-based approaches are
of interest and discussed in the following. According to Woohyun and Srinivas
(2018), around 62% of implemented AFDD methods are process-history-based
and can be further divided into black-box and grey-box approaches.
In contrast to a black box, some specific knowledge is available about a
grey box. This means that in grey-box monitoring, usually, knowledge of
physical phenomena (physical knowledge about the system) is combined with
knowledge of statistical information (information from the monitored data)
(Macarulla et al., 2021; Massano et al., 2019a). This means that a grey-
box monitoring system has some kind of model of the SuO (Massano et al.,
2019b). Grey-box monitoring systems are beyond the scope of this thesis, but
two related works are presented in the following to provide a broader view.
The work of Weyer and Hangos (1997) suggests a grey-box model-based
method to detect faults in a heat exchanger. For this purpose, they make use of
a first-principle model of the SuO (the heat exchanger) combined with a grey-
box model of the possible fault, which is based on the knowledge about signal
jumps that are small and infrequent at the beginning of the deterioration of the
SuO’s condition and become larger and more frequent as the SuO’s condition
further deteriorates. Another work, Pulido et al. (2019), proposes a hybrid
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solution based on a Neural Network (NN) to monitor a beet sugar factory.
The hybrid solution involves the building of a grey-box model of the SuO (the
sugar factory) with knowledge about structural information that is linked to
measurements with a priori known equations that describe the SuO. In other
words, as in the previously mentioned work, the structural knowledge again












Figure 3. Block diagram of a black-box monitoring system
Figure 3 shows a block diagram of such a desirable black-box monitoring
system that could monitor any SuO without needing any a priori knowledge of
it. In the following, the author reviews some works about black-box methods.
However, a more detailed review of related work is given in Papers III, IV,
and V (Götzinger et al., 2019b, 2017b, 2018).
According to Katipamula and Brambley (2005), three different black-box
methods have been studied so far: Artificial Neural Network (ANN)-based
techniques, statistical methods, and other pattern recognition techniques.
Many research projects in this area are based on the use of Artificial Neu-
ronal Networks. For example, He et al. (2011) proposed a fault detection
system in which the centerpiece is an ANN-based on the hierarchical Adap-
tive Resonance Theory (ART). The ANN was trained with information ob-
tained from a verified solar hot water system provided by TRNSYS (2019).
In experiments, their system could detect rudimentary failures appearing in a
Solar Hot Water (SHW) system. Du et al. (2014) propose another approach,
namely integrating a dual neural network and subtractive clustering analy-
sis into Heating, Ventilation, and Air Conditioning (HVAC) systems. They
conclude that their approach’s performance highly depends on the quantity
and quality of the training data. In another work using an ANN, Nejjari and
Benbouzid (2000) follow the so-called Park’s vector approach to detect fail-
ures in an induction motor. For this purpose, they had to train Park’s vector
patterns to the ANN, which then enabled their detection system to identify
malfunctioning with an accuracy of 97%. Besides these works, there exist
many other ANN-based approaches such as those from Silva et al. (2006), Fan
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et al. (2010), Hou et al. (2006), and Postolache et al. (1998). An ANN’s ad-
vantage is its ability to model nonlinear systems without detailed knowledge
(Dexter and Pakanen, 2001). However, modeling complex systems typically
requires massive amounts of training data, which might cause incorrect out-
put if incomplete. Furthermore, ANNs usually require considerable resources
and computational power, which renders them usually unsuited for use in
resource-constrained systems. Moreover, it is rather complicated to extract
physical knowledge from an ANN, therefore, most researchers limit their work
to extracting just the most comprehensible rules (Averkin and Yarushev, 2021;
Dexter and Pakanen, 2001).
Among those applying statistical methods is the work of Guo et al. (2013),
in which a Hidden Markov Model (HMM) encodes probabilistic relationships
among variables of interest to detect faults of the HVAC system of a com-
mercial building. Their results show that their system can identify failures
that have been trained to the detection system in advance during the training
phase. Hatzipantelis and Penman (1993) present another work of this kind. In
their work, they also use an HMM for statistical pattern recognition applied to
the diagnostic function of condition monitoring of electrical machines. After
training, their approach detected trained faults with an accuracy of at least
80% accuracy. Besides these works, other publications also proposed systems
based on statistical methods to deal with fault detection, such as Srivastav
et al. (2013), Najafi et al. (2012), Li and Wen (2014), and Sharifi and B.
(2011).
Examples of fuzzy schemes for failure detection come from Kang et al.
(1991); Marcu and Voicu (1992); Frelicot and Dubuisson (1993); Sauter et al.
(1994). Dexter and Ngo (2001) explain that failure detection based on fuzzy
logic can also model nonlinear behavior. Furthermore, expert knowledge and
knowledge learned from measurement data can be easily combined. More-
over, they usually require less computational power than other learning-based
approaches. However, these fuzzy-based systems for failure detection also
have their disadvantages. Their results are less precise compared to other ap-
proaches, and they may require application-specific assumptions or models.
In addition, the rule-based descriptions used can be quite long.
In summary, all the methods and techniques reviewed here have various
disadvantages. They either require application-specific models or considerable
resources. Because of the demand for high computational power, most of
them are only applicable to large-scale systems but not to ESs with limited
resources. Moreover, most of them need a lot of training data that likely is
not available for each SuO. Furthermore, the training data dependency can
result in false detections if the training datasets are incomplete.
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The system the author developed in the course of this case study is a
lightweight black-box Condition Monitoring System (CMS). It does not re-
quire any model or knowledge of the SuO and uses only contextual knowledge
(gained from sensory data) to make its decisions. The CMS is designed to
monitor sensory data (the SuO’s signals) and its changes to detect system
states, state changes, normal behavior, and anomalies of the SuO. Since the
system has no information about the SuO, the relationships between its vari-
ous signals are also unknown. Only two assumptions are made here:
1. The SuO describes a bijective function, which means that a unique input
dataset corresponds exactly to one and only one output dataset and vice
versa. This definition implies abnormal behavior of the SuO if solely the
input or output data change.
2. The SuO is in a steady state; transient states (e.g., sinusoidal) are ig-
nored. When the SuO works properly (shows normal behavior), it is in
a steady state or changes into another steady state.
The assumption that the SuO resembles a bijective function could seem
somewhat contradictory to the statements that no knowledge of the SuO is
required and that it, therefore, corresponds to a black box. However, the
knowledge of the SuO being a bijective function does not provide any specific
information about the SuO in particular, e.g., which variables are intercon-
nected. It is only known to which group of systems the SuO belongs. From
another point of view, it could be considered a black-box detection, which can
only be applied to the group of systems that correspond to a bijective function.
Neither theoretical nor functional models of the SuO are available. The
only knowledge needed is to identify the system’s inputs and outputs that have
a causal connection. Arguably, this could be seen as an indication that CMS
is dealing with grey-box models. On the other hand, the input-output re-
lationships are assumptions possibly requiring some technical common sense
(i.e., the input current of a motor is connected to its rotational speed; the
pressure in a chemical reactor is connected to the temperature) but no expert
domain knowledge. Furthermore, assumptions are made only about the sys-
tem’s boundaries and not its internal details. According to Hauth (2008), all
model development processes, whether white-, grey-, or black-box models, are
“always driven by both prior knowledge and experimental data.” Because of
this very limited knowledge, the CMS can be described as a black-box monitor
(Palm, 2007). In contrast to a black-box model, a grey-box model consists of
expert knowledge (qualitative knowledge) and data knowledge (quantitative
knowledge) (Hauth, 2008).
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However, a worthwhile goal of future research would be to overcome the
limiting constraints of being a bijective function and to replace the setup with
an auto adjustment during an initial setup process of the CMS.
Besides detecting these inconsistencies between input and output data
changes that indicate a defective device, the CMS should also detect slight
deviations (drifts). Such drifts can occur when a machine is wearing out
(Chammas et al., 2013). Identification of this circumstance would enable re-
pairing the SuO before the device’s condition further deteriorates.
In the course of this work, the author implemented two development stages
of the CMS, which differ most noticeably in their decision-making process. The
first version is called Context-Aware Health Monitoring (CAH)4 and bases all
its decisions (e.g., whether the SuO works well or shows a malfunction) on
certain thresholds. This development stage is mostly about the abstraction of
the states of a SuO out of its various signals. Therefore, this first development
stage is explained in Chapter 4, which describes abstraction. The second ver-
sion (the second development stage) of the CMS is called Confidence-based
Context-Aware condition Monitoring (CCAM). It follows the same work prin-
ciples as CAH, but its decisions are based on various assessed confidence values
to deal with uncertainties in the data acquisition resulting from noise and the
lack of knowledge about the monitored black box. It is introduced in Chap-
ter 6, which describes confidence. Finally, Chapter 6 deals with the uncer-
tainties in data acquisition. As with the EWS system (Section 2.5), this is in
line with the work on uncertainty as defined by Taylor et al. (1994)5. In the
case of the CMS system, uncertainties are in the data acquisition where data
can be noisy, which makes it hard to distinguish between noise and a signal
change, or because of a lack of knowledge about the SuO which, of course,
is a black box. To overcome these issues, all decisions of the CMS are based
on various confidence values to increase the reliability of the CMS output and
make it more robust against noise.
Both systems (development stages) of this case study were tested on two
different SuOs (two sub-case studies): on an Alternating Current (AC) Motor
(used in a conveyor belt) and on a water pipe system6. The results obtained
in these experiments are shown in Chapters 4 and 6.
4It must be noted that, in this context, the term “health” describes the condition of a
machine or device; i.e., whether it is working properly or malfunctioning.
5It must be noted that the work in this thesis only touches on the field of uncertainty.
Elements, such as risk management, the possibility theory, the evidence theory, etc. (Aven
et al., 2013), are beyond the scope of this thesis.
6More precisely, the water pipe system is a HVAC system, described in more detail in
Papers III and V.
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3 Development of a Framework as Research
Environment
Computational Self-Awareness (CSA) is a highly topical subject in science,
industry, and academia (Guang et al., 2012; Faniyi et al., 2014). It has various
properties that can help to make computer systems more autonomous as well
as more intelligent and reliable (TaheriNejad and Jantsch, 2019; Dutt and
TaheriNejad, 2016). However, this area is still widely unexplored and many
aspects of CSA still need to be researched. Yet, the slow pace of development of
self-aware systems results from the lack of a common framework for exploring
CSA.
While Section 2.4 shows the disadvantages of existing frameworks, this
chapter describes the development of the Research on Self-Awareness (RoSA)
framework. RoSA is a standalone actor framework with an open-source stan-
dard native implementation1 programmed in standard C++. The purpose of
RoSA is to serve as a generic tool to help exploiting CSA and simplifying
the development of self-aware systems. It (i) provides a high-level modeling
interface for application developers, (ii) allows the same application code to
be used for both simulation and deployment, and (iii) creates small-footprint
software that can be used in resource-constrained Embedded Systems (ESs).
Section 3.1 describes the architecture of RoSA, including its rationale and
principles as well as its uses. RoSA was used in all development steps of the
systems related to the two selected case studies; Sections 3.2 and 3.3 show the
implementation of these systems’ underlying architectures. Finally, Section 3.4
demonstrates the usefulness of the RoSA framework. For further details on
this chapter, the author refers to the appended Paper I (Götzinger et al.,
2020)2.
The methods developed for the corresponding self-awareness properties,
abstraction, data reliability, and confidence, are presented in Chapters 4, 5,
and 6.
1This open-source implementation is available at https://phabricator.ict.tuwien.ac.at/
source/SoC Rosa repo.git.
2It should be noted that the author shares the first authorship of this paper with the
second-listed author (Dávid Juhász). The author’s contributions to this publication are
listed in Section 8.1.
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3.1 Architecture of RoSA
RoSA is a middleware providing novel features for developing and evaluating
agent-based self-aware applications. The RoSA architecture sets the concep-
tual basis at the application level (i.e., agents and self-aware features). In other
words, RoSA combines the agent-based actor model with self-awareness prop-
erties, and it is executable on ESs. In this context, the term agent describes a
design abstraction, which Russell and Norvig (2010) define as “anything that
can be viewed as perceiving its environment through sensors and acting upon
that environment through actuators.” An agent-based architecture helps to













































Figure 4. A RoSA application is implemented as a hierarchical agent-based model; in this example,
the first digit of an agent’s name refers to its hierarchical level and the second digit to its position
within this level
Figure 4 shows that the RoSA agents are organized in a hierarchical struc-
ture to handle different application tasks on different abstraction levels. Dif-
ferent agents receive fine- or coarse-grained knowledge according to the hierar-
chical level on which they are located. Such a distribution of knowledge helps
self-aware systems to work more efficiently and achieve their goals (Faniyi
et al., 2014). In RoSA, connected agents are in master-slave relationships and
can thus communicate with each other. An agent can be the master of any
number of other agents, but can have at most one master agent. However,
agents can also interact with their environment (via sensors and actuators).
While possible sensors and actuators were faded out for the sake of simplicity
in Figure 4, Figure 5 shows a possible system architecture in which also sensors
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and actuators are used. A RoSA agent can be connected to as many agents,
sensors, and actuators as needed for the particular application.3 A sensor is
a data source and sends sensor inputs as slave-to-master data messages to its
master (the agent connected to the sensor). Thus, a sensor has exactly one
master but cannot have any slaves. On the other hand, an actuator is a data
sink and is controlled by slave-to-master data messages. Therefore, an actua-
tor has one slave but cannot have any masters. This data flow from a sensor
to actuators is the reason why actuators are on top of agents in Figure 5.
However, since agents and actuators work essentially in a data-driven man-
ner, the use of the term slave-master to describe the connections between
sensors and actuators might not be optimal. It can be better described as a
client-server connection where a sensor sends a request to its connected agent
(its server) in which it asks the agent to process the data it sends. Regarding
the connection between an agent and an actuator, the situation is the same,




































Figure 5. A RoSA agent can be connected with other agents as well as with sensors and actuators
Figure 6 corresponds to a small section of the exemplary agent system
(from Figure 4) and shows that each RoSA agent is implemented as an Observe-
Decide-Act (ODA) loop. The ODA loop belongs to the group of control loops
that are also common in autonomic computing systems (Section 2.3), and
instructs an agent to perform the following steps iteratively: (i) The system
monitors its own behavior and that of its environment, (ii) then decides on spe-
cific actions based on the collected data, and (iii) acts accordingly (Parashar
and Hariri, 2005; Dutt et al., 2016). In this example, assuming that the data
3The number of agents, sensors, and actuators is limited based on the hardware platform
on which RoSA is running.
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flow only goes from bottom to top, Agent 2,3 (Figure 6) is first observing
(reading messages from Agents 3,5 and 3,6), then making decisions based on
the data obtained as well as on its own goals, state, and knowledge, and then
acting based on these decisions (e.g., sending relevant results to Agent 1,1). In
real systems, of course, an agent can also send messages to its slave, and thus,
Agent 2,3 might also have to read messages from Agent 1,1 and, if necessary,










Figure 6. Each RoSA agent is implemented as an ODA loop
As mentioned in Section 2.3, the agent-based architecture offers the pos-
sibility to break down a self-aware application (acting as an ODA loop) into
interacting ODA loops (located in the various agents) of lower complexity. The
RoSA user can freely determine how many agents are to be created, which of
them are to communicate directly with each other, and how many hierarchical
levels should exist.
The user also defines the individual tasks of each agent. Figure 7a shows
that an agent, respectively, its task(s) are defined by functionalities. Concern-
ing RoSA, the term functionality describes a reusable self-awareness compo-
nent or method that an agent can use to accomplish its task. The functionali-
ties an agent is equipped with depends on its role in the application. In other
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words, the application developer can choose which agent uses which function-
alities. RoSA offers a library of predefined functionalities and thus enables
fast implementation of self-aware applications. In the current implementation
of RoSA, functionalities of the self-awareness properties abstraction, data reli-
ability, confidence, and (in a very limited way) history are available. All these
functionalities (self-awareness methods) have been developed by the author in
the course of this thesis and are presented in the next chapters dedicated to
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(b) An agent modeled with self-awareness
functionalities and custom code; custom code can
get promoted to functionalities
Figure 7. An agent is modeled based on available functionalities and custom code (Götzinger et al.,
2020)
However, the modeling of an agent is not only based on functionalities but
also on custom code. Since it is impossible for RoSA to offer all imaginable
functionalities (self-aware or not), the application designer can also use custom
code to describe an agent’s behavior. RoSA, however, places great emphasis on
modularity and reusability. Thus, every method, and even smaller components
of it, should be reusable for other methods. Figure 7b illustrates an agent
consisting of functionalities as well as custom code, and this custom code
can also be integrated into new functionalities. The procedure of making
functionalities out of custom code was also performed in the course of this
work. In other words, the individual self-awareness methods (described in
Chapters 4, 5, and 6) were initially custom code, and following successful
experiments, they were encapsulated in reusable functionalities. It is to be
expected that the number of functionalities will grow over time thanks to the
research community’s usage and help.
An agent works in the scheme of an ODA loop, in which the different
self-awareness functionalities can be assigned to the loop’s different phases.
Abstraction (Chapter 4) improves the observation result so that the self-aware
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system can understand or make better use of the data. On the other hand,
data reliability (Chapter 5) and confidence (Chapter 6) help to make the right
decisions in the decision phase.
Furthermore, it has to be mentioned that while the main objective of RoSA
is to facilitate the development of applications and concepts related to CSA,
the applicability of the framework is not limited to this. In principle, any
application (also non-self-aware) that benefits from hierarchical agent-based
modeling can be implemented within RoSA. Thus, the application designer
has just to define the agents with an application-specific code without using
self-awareness methods. Besides, it is also possible to migrate an existing
application to RoSA or add RoSA as a self-aware component to an existing
application. For further details, the author refers to Paper I (Götzinger et al.,
2020).
The principles and rationales of the RoSA architecture are summarized in
Table 5.
Table 5. The principles and rationales of the RoSA architecture
Principle Rationale
Hierarchical agent system Appropriate distribution of knowledge and
division of complex applications into
smaller subtasks (Faniyi et al., 2014; Guang
et al., 2012)
ODA loop as agent control Use in autonomic computing to enable
appropriate Cyber-Physical System (CPS)
actions as well as to adapt to changes in
the environment (Parashar and Hariri,
2005; Dutt et al., 2016)
Agent tasks as self-awareness
functionalities
Inclusion of functionalities that enable a
comprehensive assessment of the system’s
state and its surroundings in a
straightforward manner (TaheriNejad and
Jantsch, 2019; Dutt and TaheriNejad, 2016)
3.2 Early Warning Score System in RoSA
Each development step of the Early Warning Score (EWS) system was done
within the RoSA framework. In a first step, an agent-based system was mod-
eled in which the different self-awareness functionalities and the custom code
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can be integrated. This basic structure of the EWS system is shown in Fig-
ure 8. It consists of three hierarchical levels, whereby the lowest level consists
only of sensors and the two levels above only of agents. In the following, the
agent on the top level is called high-level agent and the agents on the level















































Figure 8. Architecture of the EWS system; the agents are in gray boxes and the various sensors as
well as the output monitor are in blue boxes
The five low-level agents are assigned to the corresponding vital signs4:
heart rate, blood pressure, respiratory rate, oxygen saturation (SPO2), and
body temperature. In principle, a low-level agent has two tasks: (i) read the
raw values of the assigned vital sign sensors5, and (ii) determine the appropri-
ate vital sign score (according to Table 3).
In contrast, the high-level agent is responsible for calculating and display-
ing the patient’s EWS. The steps of abstraction and its methods are explained
in Chapter 4. In the course of this work, the EWS system was also equipped
with the concepts of data reliability and confidence to make the EWS more
robust and reliable. As described in Chapter 5, different data reliability meth-
ods require knowledge of different abstraction levels. Thus, in the hierarchy,
one part of the logic of data reliability is located on the low level and the other
on the high level. The same goes for confidence, described in Chapter 6, which
can also be found on both hierarchical levels of agents.
4The level of consciousness (Table 3) is excluded because it is not applicable in out-of-
hospital monitoring.
5The experimental measurements’ vital signs were stored in Comma-Separated Values
(CSV) files, which are loaded one after the other by the virtual RoSA sensors. These virtual
sensors are modeled as agents in RoSA.
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3.3 Condition Monitoring System in RoSA
As described in Section 2.6, the second case study is a Condition Monitor-
ing System (CMS) that monitors a black-box system — the System under
Observation (SuO). The CMS is designed to monitor the SuO’s sensory data
and its changes to detect system states, state changes, normal behavior, and
anomalies.
There are two different systems or development stages of the CMS, which
differ in their decision-making process. The first one, the Context-Aware
Health Monitoring (CAH)6 system, has a threshold-based decision-making
process. Since it is essentially about abstracting system states from the
SuO signals, the specific functional principle of CAH is explained in Chap-
ter 4, which covers the self-awareness property abstraction. In contrast, in
Confidence-based Context-Aware condition Monitoring (CCAM), the second
system (second development step), all decisions are based on different confi-
dence values. Therefore, Chapter 6, which covers the self-awareness property
confidence, deals with the exact functional principle in more detail.
Nevertheless, the underlying agent-based model (the basic architecture) is
the same in both systems. Figure 9 also shows that it is very similar to the
EWS system architecture (Section 3.2). Agents are, again, located on two dif-
ferent hierarchical levels. While the low-level agents read the raw signal values
from their assigned sensors7 and recognize signal states, the high-level agent
determines the system state and determines whether the SuO is functioning
or malfunctioning. However, in contrast to the EWS architecture (Figure 8),
it is noticeable that the low-level agents do not have exact names; they are
simply enumerated. This is because the CMS monitors a black box and lacks
efficient knowledge of its signals, which might either be pressures, voltages,
currents, or many other signals. In other words, neither physical properties of
the signals nor possible relations among them need to be known.
Moreover, Figure 9 does not show an exact number of low-level agents since
the CMS was tested on two different SuOs (in two different sub-case studies):
an Alternating Current (AC) motor used in a conveyor belt, and a water pipe
system8 driven by a Direct Current (DC) water pump. Both systems have
a different number of signals, which leads to a different number of low-level
agents. The AC motor of the first sub-case study has the following signals:
6It must be noted that, in this context, the term “health” describes the condition of a
machine or device; i.e., whether it is working properly or malfunctioning.
7The experimental data was obtained from simulations and real measurements. It was
stored in CSV files, which are loaded one after the other by virtual RoSA sensors. These
virtual sensors are modeled as agents in RoSA.
8More precisely, the water pipe system is a Heating, Ventilation, and Air Conditioning
(HVAC) system, described in more detail in Papers III and V
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Figure 9. Architecture of the CMS, capable of monitoring a black box with n signals; the agents are
in gray boxes and the various sensors as well as the output monitor are in blue boxes
voltage (AC), current (AC), load torque, electrical torque, and rotating veloc-
ity. Whereas the water pipe system has the following signals: voltage (DC),
water temperature, and various water flow signals.
3.4 Evaluation of RoSA
The self-awareness methods were first developed with custom code and sub-
sequently became reusable components. This way, it was possible to identify
reusable components and separate the runtime system from the application
code. However, as mentioned in Section 3.1, RoSA does not only simplify the
implementation of a self-aware application because of its self-awareness func-
tionalities. It also enables a simple and straightforward implementation of a
hierarchical agent-based model whether self-aware or not.
To obtain a quantitative measure of how much development effort is simpli-
fied by using RoSA, a comparison between the number of non-comment lines of
code of the original custom-written applications (implemented without RoSA)
and the RoSA-based implementation was made. If the custom-written appli-
cations represent 100%, the RoSA-based implementations make up only 3.46%
to 6.24%, depending on the application. On average, across all implemented
applications, this is about 5.15%. On the other hand, the framework comes
with a slight overhead. The framework code itself has, on average, 20.75%
more lines of code than a custom application. However, the framework code
needs to be implemented only once and can then be reused as often as desired.
In other words, the implementation of this framework pays off as it can be
used for multiple applications. This reusability is exactly the purpose of RoSA
and was proved in this work.
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Another requirement of RoSA was to work also on ESs, which have limited
resources. To show the advantage of RoSA, the memory footprint of RoSA’s
binaries was compared to that of the CAF framework. The binary size of the
RoSA libraries on an x86-64 Linux machine is 300kB, while that of the CAF
(Section 2.4) core library (version 0.17.5) is 7248kB. This significant (24 times)
difference in favor of RoSA indicates that the framework is applicable to con-
siderably smaller systems than CAF. To prove this hypothesis, the applications
were also executed on an ODROID XU4 (Hardkernel, 2017) and Raspberry
Pi 3 (Raspberry Pi (Trading) Ltd., 2019). The ODROID board has an eight-
core big.LITTLE (ARM, 2013) configuration with Cortex-A7 and Cortex-A15
cores, and the Raspberry Pi 3 has a quad-core configuration with Cortex-A53
cores. Thus, three different configurations could be tested. The applications
created a moderate memory footprint well below 4MB and, therefore, fit the
typically limited memory of an ES. Moreover, depending on the application
and the ES on which it was running, samples were processed around 5 to 4500
times faster than required for real-time execution. For further details, the
author refers to Paper I (Götzinger et al., 2020).
However, despite all these achievements, there are still several improve-
ments that could be made to RoSA. While it can run on workstations and
ESs, conceptually, RoSA is also intended for running on distributed systems.
However, while the current architecture would not be an impediment, the cur-
rent implementation is rather limited, therefore, some implementation work
is still needed to enable this feature. Moreover, RoSA as a middleware still
lacks important capabilities (e.g., load balancing, resilience, message order-
ing) that would make the system dependable in a distributed setup. However,
these features could also be added to the existing codebase. These implemen-




The self-awareness property abstraction is highly versatile and can be done
in many different ways, as described in this thesis. Some of the implemented
methods are closely related to the other two self-awareness properties (data
reliability and confidence) presented in Chapters 5 and 6.
This chapter starts with the formal definition of abstraction (Section 4.1),
based on Paper I (Götzinger et al., 2020)1. Section 4.2 presents implemented
abstraction methods, followed by Section 4.3, which elaborates the usage of
abstraction in the Early Warning Score (EWS) case study, based on Papers VII
and VIII (Götzinger et al., 2016, 2017a)1. Finally, Section 4.4 deals with the
usage of abstraction in the field of the Condition Monitoring System (CMS)
case study, based on Papers IV and V (Götzinger et al., 2017b, 2018))1.
4.1 Formal Definition of Abstraction
While Giunchiglia and Walsh (1992) defines the property abstraction as “the
process of mapping a representation of a problem onto a new representation,”
TaheriNejad et al. (2016) formulates abstraction as “an appropriate selection
of the representation of the information in order to obtain compact knowledge
relevant to a particular purpose.” According to Dutt et al. (2016), abstrac-
tion is defined as “the primary input data into a semantic domain which is
meaningful for the system at hand.” As these definitions are very broadly
formulated, abstraction can be summarized as a mapping between formal sys-
tems and shall make sense and be useful in the context of a system. This
mapping can be mathematically described as
𝑓 : 𝑋 −→ 𝑌, (1)
where elements of set 𝑋 are mapped onto elements of set 𝑌 .
The range of abstraction possibilities is very large, and a wide variety
of approaches is possible. For instance, raw input data could be transferred
to a semantic domain that the self-aware system understands. While it is
1This dissertation is based on eight original publications, which are the results of collab-
orations. These publications can be found in the appendix. The author’s contributions to
each publication are listed in Chapter 8.
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important that abstraction should be meaningful, efficient, and have a well-
defined structure, it does not even matter where such an abstraction takes
place. It could be done at any hierarchical level of a system, and even whether
it is top-down or bottom-up is not specified (TaheriNejad et al., 2016).
4.2 Abstraction Methods
In the different development stages of the two case studies, a set of different
abstraction methods come into use. These are as follows2:
1. Lookup table: A lookup table assigns a symbol to given input data.
Such a symbol could be, for example, a number, a character, or a string.
Section 4.3 demonstrates the usage of this abstraction method.
2. Overlapping lookup table: While a standard lookup table maps input
data (e.g., an input value) to exactly one symbol, an overlapping lookup
table potentially assigns several symbols to such given input data. This
is necessary if the boundaries between the symbols cannot be sharply
defined, e.g., due to insufficient knowledge about the environment. Both
the abstraction step itself and the subsequent processing step are char-
acterized by the self-awareness properties data reliability and confidence
and are, therefore, described in detail in Chapters 5 and 6, respectively.
3. Signal state detector: The function of a signal state detector is to
abstract steady states from a signal course (i.e., a sequence of input
values). In other words, it detects stable phases in a potentially changing
signal. Stable states are characterized by a small distance between the
values of several sequential samples of an input signal. For each signal
state found, representative data is stored in the signal state detector.
Two different approaches are chosen to recognize such states:
• Threshold-based detection: An average value of all input samples
belonging to a state is stored as a state’s representative. Whether a
sample belongs to a state is decided with respect to a threshold for
the relative distance3 between the sample’s value and the average
value of the state. An application of this abstraction method is
shown in Section 4.4.
2It should be noted that this list does not guarantee the completeness of all possible
abstraction methods. It only shows the abstraction methods used in the course of this
thesis.
3Distance here means a difference in any dimension, e.g., performance- or success-rate
difference, geometric distance, time difference, or absolute values difference.
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• Confidence-based detection: Evaluation whether a sample belongs
to a state is based on confidence-based decisions (see Chapter 6). In
addition, states are not stored just as average values, but in a slid-
ing window history that also serves as a basis for above-mentioned
evaluation.
4. System state detector: A system state detector abstracts system
states out of the various signal states of a System under Observation
(SuO). In the current implementation, only stateless SuOs are consid-
ered. These are systems that express their states depending only on their
inputs and not on their internal state memory. Section 4.4 explains the
usage of this abstraction method.
5. General mathematical representations: The set of possible func-
tions is huge. Therefore, only the implemented functions are listed here,
for example, a function to abstract the amplitude from a sinusoidal sig-
nal. Additions or suchlike operations are other examples of such func-
tions. Besides, signal filters will also be considered here because they
enable to abstract a clean signal from a noisy input stream. Implemen-
tations in Sections 4.3 and 4.4 make usage of such methods.
4.3 Abstraction in Early Warning Score System
The very nature of the application, in which vital signs are to provide infor-
mation about the health of a patient, makes it clear that abstraction must be
used. In fact, this process consists of two abstraction steps, one in the lower,
one in the upper hierarchical level of the EWS system’s architecture (Sec-
tion 3.2). Figure 10 shows a simple schematic of the abstraction procedure
for one low-level agent. To simplify, the other low-level agents were faded out.
Firstly, each vital sign agent (located in the lower hierarchical level) receives
a raw vital sign value from its connected vital sign sensor. Then the first
abstraction takes place. Each of these low-level agents abstracts the raw vital
sign to the corresponding vital sign score using a lookup table (Section 4.2).
The lookup table of a low-level agent equals the row assigned to the specific
vital sign in Table 3. Subsequently, all vital sign agents send the abstracted vi-
tal sign scores to the connected EWS agent (located in the higher hierarchical
level).
After the EWS agent has obtained all five vital sign scores, it can abstract
them to the EWS. This is done by adding up all these scores. That a simple
addition is also considered to be an abstraction process may be a bit surprising
at first. However, as already explained in Section 4.1, the property abstrac-
































Figure 10. The two abstraction processes transform the raw vital sign values to the abstracted vital
sign scores and subsequently to the abstracted EWS
mapping of one domain (the states of the different vital signs) onto another
(the patient’s state of health).
This section shows that abstraction methods need not be very complex
or complicated. Moreover, an abstraction method does not necessarily bring
about improvements of every application. In some cases, abstraction methods
are just necessary for the execution of the application itself. Abstraction is
used to determine the EWS based on the patient’s vital signs. This procedure
reproduces the normal EWS system used in hospitals (Morgan et al., 1997),
but it does not make it more reliable or robust. Therefore, no meaningful
results in the context of this thesis and its assumptions can be presented
here. Improvements of the EWS system are achieved with the self-awareness
properties data reliability and confidence. In Chapters 5 and 6, these two
properties will be discussed respectively and results presented.
4.4 Abstraction in Condition Monitoring System
The first development stage of the CMS is called Context-Aware Health Mon-
itoring (CAH)4, and its decisions are threshold-based. In the following, the
author gives an overview of this system, but refers for more details to Pa-
pers IV and V (Götzinger et al., 2017b, 2018).
The task of the CMS is to detect the SuO’s system states (normal working
states) as well as its health condition. For example, if the CMS observes a
motor, the different system states could be: switched off, running slow, running
fast. Similar to the fact that the CMS does not know what it monitors (in
4It must be noted that, in this context, the term “health” describes the condition of a
machine or device; i.e., whether it is working properly or malfunctioning.
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this case a motor), it also does not know what the recorded states mean.
The CMS only records the various signals (inputs and outputs) of a SuO and
recognizes changes in them; i.e., in this motor example, the CMS would not
know whether the different states mean that the motor is switched off, running
slow, or running fast. It would just know that the states differ from each other.
Thus, the CMS cannot store meaningful names of the recorded SuO states but
simply numbers them according to the time of occurrence (1, 2, 3, etc.). This
means that a system state has no physical relation to the number assigned to
it.
A system state detector detects system states which are described by the
individual signal states. In other words, it is the task of the system state
detector to abstract system states from the states of the different SuO signals.
In contrast, signal state detectors abstract these needed signal states from the
various SuO signals. Figure 11 shows a simple schematic of this abstraction
procedure for one low-level agent. The other low-level agents of this architec-
ture (Section 3.3) are faded out for the sake of simplicity. Because every signal
has to be abstracted separately, there is one signal state detector for each sig-
nal. Since a signal state detector needs direct (unabstracted) knowledge about
the signal assigned to it, it is placed in the lower hierarchical level. In contrast,
a system state detector needs already higher abstracted knowledge (the signal































Figure 11. The abstraction process is completed in two steps: abstracting signal states out of the
SuO signals and abstracting a system state out of the signal states
Figure 12 is a very simplified example to explain the function of both
the signal state detector (Section 4.4.1) and the system state detector (Sec-
tion 4.4.2). In this simplified example, the CMS monitors a SuO that has only



































1 1 1 OK
2 2 2 OK
3 3 3 OK
4 4 4 OK
5 4 4 Defect
Figure 12. A simplified example in which a CMS monitors a SuO that has only one input and one
output
4.4.1 Threshold-based Signal State Detection
A signal state detector (located in a low-level agent, Figure 11) analyzes the
signal samples that its agent obtained from the corresponding sensor. If several
samples are in close proximity to each other, they belong to the same signal
state. If a signal state was found, a representative is stored in the signal state
detector. Each signal state detector has a set 𝑆 = ⟨𝑠1, ..., 𝑠𝑛⟩ in which all 𝑛
signal states found, 𝑠1 to 𝑠𝑛, are stored. A stored signal state, 𝑠𝑖, is represented
by its name (its state number, e.g., “1”, “2”, and so forth) and the average
value, 𝑣𝑎𝑣𝑔, of all samples belonging to this state.
When a new sample, 𝑣𝑛𝑒𝑤, arrives, the signal state detector must find out
to which existing signal state it belongs. Whether 𝑣𝑛𝑒𝑤 belongs to the state
𝑠𝑖 ∈ 𝑆 is determined by the relative distance between it and the average value,







and if it is smaller than a certain threshold, 𝑑𝑡ℎ, the 𝑣𝑛𝑒𝑤 belongs to 𝑠𝑖. If
𝑣𝑛𝑒𝑤 belongs to 𝑠𝑖 (𝑑 < 𝑑𝑡ℎ), it is inserted in 𝑠𝑖. The insertion is done by a
recalculation of 𝑣𝑎𝑣𝑔 but now also including 𝑣𝑛𝑒𝑤. If 𝑣𝑛𝑒𝑤 does not belong to
any of the existing states in 𝑆, the signal state detector creates a new state
and adds it to 𝑆 so that the size of 𝑆 increases by 1.
In the example of Figure 12, the two SuO signals, which change over time,
can be seen on the left side. These changes indicate that the SuO has changed
its state (Section 4.4.2). The first two columns of the table in Figure 12 show
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the corresponding abstracted signal states (detected in the changing signals).
As mentioned before, for each signal, there exists one signal state detector.
This means each of these two columns contains the output of one signal state
detector. For better understanding, these outputs (in the table on the right
side of Figure 12) are shown in the same color as the corresponding graphs of
the signals (on the left side of Figure 12).
Usually, the measurement of a signal is not ideal but contains noise (illus-
trated in the orange frame in Figure 12). Therefore, the threshold, 𝑑𝑡ℎ, must
be set5 so that this noise does not lead to the detection of a state change while
real (noticeable) signal changes are detected correctly.
One of the assumptions mentioned in Section 2.6 is that the SuO is in a
steady state, and therefore, transient states shall be ignored. Thus, the signal
state detector considers a new signal sample only if it is sufficiently close to a
set of the most recent samples (stored in a sliding window history). In other
words, the input signal needs to be sufficiently stable. This stability check
is also based on the relative distance calculation (Equation 2) and a corre-
sponding threshold, and prevents the inclusion of signal samples belonging to
transient states. For more details, the author refers to Paper IV (Götzinger
et al., 2017b)6.
One of the two sub-case studies was an Alternating Current (AC) motor of
a conveyor belt, so two signals (electrical voltage and current) were sinusoidal.
Since transient states are to be ignored and a sinusoidal signal is, by definition,
never steady, a further abstraction step is necessary ahead of the signal state
detection. In this additional abstraction process (Section 4.2), the amplitudes
are abstracted out of these sinusoidal signals. In further consequence, changes
in such a signal’s amplitude are traceable and indicate signal state changes.
4.4.2 System State Detection
A system state mirrors the simultaneously occurring signal states of all signals
(input and output). The recognition of the SuO’s condition corresponds to
the assumption that the SuO behaves like a bijective function. Thus, a unique
input dataset leads to exactly one unique output dataset. Consequently, the
output dataset must change if there are changes in the input dataset and vice
versa. If only the input dataset changes while the output dataset remains
unchanged (or vice versa), the SuO is malfunctioning. Therefore, the CMS
5Since the SuO is a black box, the CMS has no knowledge about it, and all parameters
(such as 𝑑𝑡ℎ) are set arbitrarily (Section 4.4.4).
6In this paper, the term injective instead of bijective was chosen. This is imprecise but
not wrong because a bijective function is also always injective. However, using bijective is
more precise and means both injective and surjective.
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must consider the input dataset (set of input signal states) and the output
dataset (set of output signal states) separately.
The table in Figure 12 shows not only the detected signal states but also
the system states abstracted out of this information as well as the determined
system condition (last two columns). In this example, the SuO only has one
input and one output. When both corresponding signal state detectors have
detected the first signal state (state 1 in the two left columns), the first system
state is detected. Since the numbering of system states is also based on the
first occurrence, this first state has the number 1 (shown in the third column).
In continuation of this example, the SuO signals change into other states and,
therefore, further system states are detected. With all state changes from
phase 1 to phase 4 in this example, there are changes in both the input and
output signal. Thus, according to the definition of a bijective function, the
SuO works correctly, as shown in the last column. However, when changing
from phase 4 to phase 5, the input signal changes but not the output signal.
Since this behavior does not correspond to a bijective function, a malfunction
of the SuO is determined.
It should be noted that the system condition in the first state is only an
assumption because the CMS is not aware of any changes when entering the
first system state. So if the CMS is initialized while monitoring a malfunction-
ing SuO, it is possible that the condition monitoring does not work correctly
due to wrongly learned facts.
In all physical processes, certain inertia and delays are present. Thus, the
SuO’s output also needs a certain time until it reacts to a change in the input.
Therefore, the CMS allows for a delay between a change of the input and the
output. If the measured delay is higher or equal to a threshold, the SuO is
classified as defective. In contrast, if the delay is below this threshold, the
SuO works properly.
4.4.3 Drift Detection
The CMS is not only expected to recognize whether the SuO is already de-
fective, but also whether a deterioration of its condition has occurred. Such
deterioration could be indicated by drifting signals (Chammas et al., 2013).
For this reason, the CMS must also detect drifts. Since such a drift is about
a change in a signal, this detection is handled by the assigned signal state
detector (located in the low-level agent in Figure 11).
A drifting signal changes slowly but continuously. In other words, the
changing sample values of a drifting signal belong to the same state, but the
signal is gradually deviating from its normal expected range. Since the inser-
tion of samples of a drifting signal leads to a state’s average value following the
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drift, a drift cannot be detected by comparing a new sample with the average
value. Therefore, not only the average value is stored as a representation of
a state, but also so-called Discrete Average Blocks (DABs). A DAB is an
average value of a certain number of consecutive samples. When this number
of samples is reached, a new DAB is created. Thus, future samples will not
change the completed DAB anymore. New samples are only inserted in the
latest (incomplete) DAB. All DABs are stored in a DAB history, and if a new
DAB is significantly different from a previous one, a drifting signal is detected.
In other words, if the relative distance between these two DABs is below a
certain threshold, no drift is detected. On the other hand, if this distance
is greater than or equal to the threshold, the CMS informs about a drift (a
possible deterioration).
4.4.4 Experiments Conducted
The CMS was tested on two different SuOs: on an AC motor used in a con-
veyor belt and on a water pipe system7 driven by a Direct Current (DC)
water pump. The AC motor in the first sub-case study has the following sig-
nals: voltage (AC), current (AC), load torque, electrical torque, and rotating
velocity. The motor datasets were obtained through simulations as well as real
measurements. In contrast, the water pipe system datasets came solely from
real measurements and contained the following signals: voltage (DC), water
temperature, and various water flow signals.
In both sub-case studies, experiments were conducted in which the respec-
tive SuO (i) functioned normally and performed regular state changes, (ii)
showed malfunctions as well as (iii) drifting signals. For each of these cases,
one experiment is shown below. For further information and more experi-
ments, the author refers to Papers IV and V (Götzinger et al., 2017b, 2018).
In the upcoming Figures 13, 14, and 15, the SuO’s input signals are dotted,
the SuO’s output signals are dashed, and the CMS’s output (SuO’s state and
condition) is represented through solid lines.
Figure 13 shows a test scenario of the AC motor at normal operation with
two regular state changes. In this scenario, the motor is started and stays in
its state for the first 2s. Due to the power-on process, the SuO output signals
show strong oscillations at the very beginning, and after 1s, the CMS has
found the first stable state (state 1). As already mentioned, in the beginning,
the CMS just assumes that the SuO operates correctly. After 2s, one input
signal, the load torque (M-torque), increases from 0Nm to 10Nm. While the
input voltage remains unchanged, all output signals react to the changed load.
7More precisely, the water pipe system is a Heating, Ventilation, and Air Conditioning
(HVAC) system, described in more detail in Papers III and V
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Figure 13. The output of the threshold-based CMS when monitoring a normally operating AC motor
while two load changes happen
During their settlement process, the output signals again show oscillations, but
these are less distinct. Approximately 0.2s after the load change, the CMS
recognizes a new state (state 2), and since both the input as well as the output
datasets have changed, the CMS considers the SuO’s condition still to be OK.
At 4s, another load change (from 10Nm to 5Nm) is performed. Because of the
smaller lift of the load torque, the signal oscillations are slightly less distinct.
At 4.2s, the CMS found state 3 of the SuO. The SuO is still classified as
working correctly since its inputs and outputs have both changed.
In the second experiment (Figure 14), the CMS monitors the same AC mo-
tor. However, in this scenario, the motor does not run normally but shows a
drift that could indicate a wear-out. In other words, the motor is still working,
and input and output signals do not change states, but one or more signals are
slowly drifting away from their nominal value. At about 0.9s, the CMS has
found the first (and only) state in this scenario. However, the magnification
(shown in the orange frame) shows that the rotational speed changes very
slowly (around 0.013RPM/s). The CMS detects this slight change at about
2.3s and shows this change through its SuO condition output. After about
one more second, the SuO condition output again changes and now displays a
malfunction. Such behavior occurred for all available experimental data. An
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Figure 14. The output of the threshold-based CMS when monitoring an AC motor showing a drift
adjustment of the CMS parameters (e.g., thresholds) could only cause a delay
of this phenomenon but not prevent it. There are setups with extreme thresh-
old values that prevent this phenomenon, but they also lead to non-detection
of a malfunctioning SuO in other experiments. Therefore, these setups are not
appropriable for the correct detection of a SuO’s condition. In summary, the
target has been achieved to a certain extent, but there is considerable poten-
tial for improvement. The follow-up system, Confidence-based Context-Aware
condition Monitoring (CCAM), makes all decisions based on confidence values,
which leads to much better results in this respect (presented in Section 6.4.2).
Figure 15 shows a scenario of the other sub-case study, where a water pipe
system is malfunctioning. The scenario begins with the start-up of the water
pump, which then runs at constant speed throughout the entire experiment.
Due to the water pipe system’s inertia, it takes several seconds until the output
signals are more or less stable. After about 40s, the CMS finds a steady state
in this scenario, but at 310s, the abrupt opening of several valves simulated the
behavior of a burst pipe. Therefore, several output signals suddenly change
their state while the only input signal (voltage of the pump) remains constant.
According to the definition of a bijective function, such behavior is not allowed.
Thus, at around 245𝑠 the CMS classifies the SuO as malfunctioning. While this
result is quite satisfying, there is still potential for improvement. Chapter 6
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Figure 15. The output of the threshold-based CMS when monitoring a malfunctioning water pipe
system
shows that confidence-based decision-making can significantly shorten the time
between the event’s occurrence and the CMS’s alert.
Besides the successful recognition of the states and conditions of the SuO,
other results and insights were also obtained. As already mentioned in Sec-
tion 3.4, it was possible to run the CMS on different Embedded Systems (ESs),
which were able to process samples faster than required for real-time execu-
tion. This is possible especially since the CMS is able to read signal data with
a down-sampling factor. In the examples shown, only every 50th signal sam-
ple was evaluated. This behavior enables to save considerable computational
power. It should be noted that most likely such down-sampling also leads to
a delay in recognition. Moreover, in certain situations, it may obscure the
behavior of the monitored signals between sampling times. Therefore, it de-
pends on the application whether down-sampling should be used or how large
it should be at maximum.
For the sake of completeness, it should be mentioned that, despite thresh-
olds that need to be set, the CMS can be considered a black-box monitoring
system. This setup is exclusively about internal CMS thresholds, which do
not require any knowledge about the processes in a SuO. In the experiments,
these thresholds were set completely arbitrarily. Regarding this setup process,
in Paper V (Götzinger et al., 2018), the author presents also a sensitivity anal-
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ysis of the CMS. The CMS displays a certain robustness against alterations
of the CMS parameter (e.g., thresholds) setup. However, this analysis also
shows that the time allowed between a SuO’s input change and output change
very much depends on the type of SuO. While several parameter sets of the
CMS exist, with which the scenarios of both SuOs (AC motor and water pipe
system) could be recognized correctly, the time parameter had to be different
because of these two systems’ vastly different inertias. Delays are purely phe-
nomenological, and the respective setup was also done arbitrarily. However, a
worthwhile goal of future research would be an automatic adjustment during
the initial setup of the CMS to render all current manual settings completely
obsolete.
Besides the already mentioned problem of drift detection, another disad-
vantage of the threshold-based CMS was identified. Due to the partly strong
oscillations of the motor output signals, a low-pass filter to smooth them out
had to be used as an additional abstraction step. For more details, the author
refers to Paper IV (Götzinger et al., 2017b). Such additional filtering step is




This chapter starts with the formal definition of data reliability in Section 5.1.
Section 5.2 then presents the various concepts developed in the course of this
work, followed by Section 5.3 in which the causes of unreliable data are dis-
cussed. Finally, Section 5.4 shows the different ways of applying data relia-
bility in the various development stages of the Early Warning Score (EWS)
system as well as the results of the experiments performed. While the formal
definitions of data reliability and the methods used in the latest development
step of the EWS system are originally derived from Paper II (Götzinger et al.,
2019a)1, the enhancement of the EWS system by this self-awareness property
is based on Papers VII and VIII (Götzinger et al., 2016, 2017a)1,2. For more
details, the author refers to these three publications.
5.1 Formal Definition of Data Reliability
In contrast to the self-awareness property abstraction (Chapter 4), data relia-
bility is defined much more precisely. According to TaheriNejad et al. (2016),
data reliability is “the extent to which a measuring procedure yields the same
results on repeated trials.” Data reliability is metadata that describes the
trustworthiness of a given dataset. It consists of accuracy, precision, and
truthfulness. This relationship can be mathematically described as
𝑅𝑓 (𝑋
′) = 𝑓(𝐴(𝑋 ′), 𝑃 (𝑋 ′), 𝑇 (𝑋 ′)), (3)
where 𝑓 determines the role of each of the three parameters and, consequently,
how well 𝑅 would fit its purpose. 𝑋 ′ = ⟨𝑥′0, ..., 𝑥′𝑛⟩ is the input dataset at hand,
in contrast to its ground truth dataset, 𝑋 = ⟨𝑥0, ..., 𝑥𝑛⟩, which an ideal sen-
sor would provide. 𝐴(𝑋 ′) stands for accuracy which describes the systematic
deviation (systematic bias) of the measured data values, 𝑋 ′, compared to the
actual values of the observed quantity 𝑋. On the other hand, precision, 𝑃 (𝑋 ′)
is a stochastic variable that accounts for the random errors that would be dif-
ferent for each repetition of the same measurement under the same conditions.
1This dissertation is based on eight original publications, which are the results of collab-
orations.
2In Paper VII (Götzinger et al., 2016), which constitutes the author’s first thesis-relevant
publication, data reliability was erroneously called confidence.
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Finally, 𝑇 (𝑋 ′) represents the truthfulness of the input dataset 𝑋 ′. A sensor
may be accurate and precise, but may be used outside its assumed working
conditions. In this case, a sensor may be entirely accurate and precise but

























(b) An incorrect water temperature measurement
setup
Figure 16. A simplified illustration of two different water temperature measurement setups
To visually demonstrate these relationships, Figure 16 serves as a simplified
illustration of a theoretical experiment where the water temperature in an ice-
cooled glass of water is measured. The blue data points (square line markers)
indicate the ground truth of the water temperature, which may be measured
by an ideal sensor. Since in reality ideal sensors do not exist, the actual
measurement would never be absolutely correct.
In Figure 16a, the green data points (triangle line markers) indicate mea-
surement results that would occur if the sensor was entirely precise and inside
its assumed working conditions but had a limited accuracy, 𝐴(𝑋 ′). This would
mean that there was only a systematic bias. In contrast, an entirely accurate
sensor that is inside its assumed working conditions but has limited precision,
𝑃 (𝑋 ′), may provide the red data points (circle line markers). It would only
produce random errors during the measurements. However, actually measured
data points would include both systematic and random errors (Equation 3).
Because this theoretical experiment aims to measure the water tempera-
ture, Figure 16a shows a correct measurement setup3. The water tempera-
ture is the assumed measurement output. Therefore, to use the sensor in its
assumed working condition, it has to be located in the water glass4. In con-
trast, Figure 16b shows the sensor outside the water during the measurements.
Hence it is outside its assumed working conditions since it measures the air
temperature. If the air temperature is unequal to the water temperature, the
result cannot be truthful — no matter how accurate and precise the sensor.
3Valid on the assumption of a homogeneous temperature distribution throughout the
water.




All graphs in Figure 16b mean the same as in Figure 16a, but are from a
sensor outside its assumed working condition. They show a possible result of
the experiment if the air temperature is higher than the water temperature.
While Equation 3 defines the relationship between 𝐴(𝑋 ′), 𝑃 (𝑋 ′), and
𝑇 (𝑋 ′) based on a set of data, the data reliability of one single datum, 𝑥′𝑖 ∈ 𝑋 ′,
is calculated by
𝑟𝑓 (𝑋
′) = 𝑐1𝐴(𝑋 ′) + 𝑐2𝑝(𝑥′𝑖) + 𝑐3𝑡(𝑥
′
𝑖), (4)
where 𝐴(𝑋 ′) is the systematic bias of the measured data values 𝑋 ′, 𝑝(𝑥′) is the
random error of a single datum at hand, 𝑥′𝑖, and 𝑡(𝑥
′
𝑖) = |𝑥′𝑖−𝑥𝑖| is the truthful-
ness of a single datum, i.e., the distance of one value at hand, 𝑥′𝑖, to the corre-
sponding ground truth value 𝑥𝑖. Moreover, 𝑐1, 𝑐2, and 𝑐3 are relative weights
for the three components of data reliability. Naturally, the data reliability
mapping range should be between zero and one, i.e., 𝑅, 𝑟 : 𝑋 ′ → [0, 1] ∈ R.
5.2 Principal Concepts of Data Reliability
For Cyber-Physical Systems (CPSs), a sensor manufacturer usually provides
information about a sensor’s accuracy and precision, 𝐴(𝑋 ′) and 𝑃 (𝑋 ′) respec-
tively. The system using the sensor must calculate or estimate the truthfulness,
𝑇 (𝑋 ′), as well as the relationship, f, between these parameters.
Although accuracy and precision provide general measures of a sensor’s
overall quality, they do not offer explicit metadata for each data point. How-
ever, it may be that a self-aware system will have to make decisions based on
just a few — or even only a single — data points. Under such circumstances,
information such as accuracy and precision is not sufficient to make a state-
ment about the data’s reliability. If this is the case or the values of 𝐴(𝑋 ′),
𝑃 (𝑋 ′), or 𝑇 (𝑋 ′) are unknown, the designer of a system must estimate the
overall reliability of these data points so that the system can make the right
decisions. In other words, custom methods are necessary in order to estimate
𝑟 and 𝑅 by 𝑟′ and 𝑅′, respectively.
The following subsections show three measures that can give an insight into
the reliability of a given dataset: consistency, plausibility, and cross-validity of
the data (Cao et al., 1999). The three following measures are the basis for the
methods the author has developed to determine the input data’s reliability.
These measures can be applied to both low-level data (e.g., directly obtained
from sensors) and higher-level data (e.g., gained from processes and algorithms
within a system).
Another possible measure would be a redundant verification, but this re-
quires redundant hardware (TaheriNejad et al., 2016). Such additional hard-
ware would possibly mean higher costs, higher energy consumption, and less
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compactness of a system equipped with it. All these are significant disad-
vantages, especially for mobile devices such as an autonomous EWS system.
Moreover, a vast amount of research results on redundant verification (Osaki
and Nakagawa, 1971; Marquet et al., 2002; Jie Han et al., 2005; Yu et al.,
2007) already exists. Therefore, redundant verification is not considered here.
Again, a simplified example shall serve as a theoretical experiment to ex-
plain and describe the other three measures. Figure 17 shows a water tank
from which water can be drained to drive a small turbine. The turbine’s ro-
tational speed and the volume of water contained in the tank are measured5.
Simple assumptions have been made for the experiment so that further expla-
nations are not only understandable but also valid: (i) the exact capacity of
the water tank and the maximum possible flow of its valve are known, (ii) the
only way for the water leads through the turbine (no other water loss is pos-
sible), (iii) there is no other power driving the turbine except the water from
the tank, (iv) water pressure and the turbine’s rotational speed are related,
(v) the mechanical properties (e.g., mass inertia) of the turbine are known,
(vi) at the beginning of the experiment, the tank is full of water, and (vii) no





Figure 17. A simplified illustration of a setup for measuring a turbine’s rotational speed and the
volume of the water
5The theoretical experimental setup shown in this example does not claim to be the most
sophisticated solution. This example is only intended to provide a better understanding of




Plausibility is the first measure to evaluate the input data’s reliability by
determining if it is in its expected domain, eg., whether an input datum’s
absolute value is within a plausible range (Cao et al., 1999).
In the thought experiment (Figure 17), two different quantities are mea-
sured: the amount of water and the rotational speed. A plausible amount
of water measured must be between 0 liters and the water tank’s maximum
capacity. The tank can neither be filled negatively nor with more water than
it can hold. Accordingly, a measured value outside this range must be an in-
correct measurement. For the second measured quantity, the rotational speed,
there is a plausible range from 0 Revolution per Minute (RPM) to the max-
imum rotational speed limited by the maximum possible water pressure and
the turbine mechanics. Because of the example’s setup, the turbine can neither
rotate in the opposite direction nor is it driven by a second force besides the
water. Therefore, a measured value outside this range would be implausible.
5.2.2 Consistency
Consistency is the second measure in data reliability. In a set of data points, a
certain consistency can often be observed, especially when representing natural
phenomena, i.e., data collected by a sensor in the real world. Such signals are
limited in the speed of their changes from one sample to the next. In other
words, a signal (i.e., several consecutive data points) has a maximum possible
slope. A measured signal with a physically impossibly steep slope indicates an
incorrect measurement (Cao et al., 1999). Since more than just one measuring
point is needed to determine the signal’s slope, historical data are required.
For the measured amount of water stored in the tank (Figure 17), the
maximum rate of change is equal to the water tank valve’s maximum flow
rate. If the measurement shows that more water disappears than the valve
can let through in a specific time, the measurement must be wrong.
The rate of change of turbine speed depends on its physical properties.
Due to its mass inertia, it cannot start or stop infinitely fast. Only if the
rate of change of the measured rotational speed is within these limits, the
measurement is reliable.
5.2.3 Cross-Validity
Cross-validity (or co-existence plausibility) is another aspect of data reliabil-
ity. Often, a correlation between the values of two different datasets can be
identified. This can then be used to evaluate whether a dataset matches other
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datasets as expected. If two dependent variables do not match, possibly the
data (at least one of the two variables) is not reliable (Cao et al., 1999; Liu
et al., 2008).
With regard to the thought experiment (Figure 17), a clear correlation
between the rotational speed of the turbine and the rate of change of the water
volume is evident. When water flows out of the tank, the turbine rotates —
slowly with small and fast with large quantities of water passing. Conversely,
this means that measurements must not indicate a rotating turbine when the
water volume is not changing. On the other hand, a measurement indicating a
still-standing turbine while the water volume is decreasing is also impossible.
Furthermore, measurements in which the turbine rotates very fast although
the water volume decreases only slightly, or vice versa, are also incorrect.
However, for the sake of completeness, it must be mentioned that in this
example certain delay effects would need to be considered. The turbine itself
is inert and will not start or stop at the exact same moment in which the water
starts or stops running.
Furthermore, it should be mentioned that in this example it would proba-
bly be difficult to establish which of the two measured values is wrong if they
do not match. Besides, measurement errors could remain undetected if both
measured variables are faulty and compensate each other.
5.3 Causes of Unreliable Data
Data reliability indicates the trustworthiness of a measured quantity and has
some similarities with the work on dependability6 as defined by Avizienis et al.
(2001) and Laprie (1992), which is briefly summarized in the following. Ac-
cording to Avizienis et al. (2001), dependability is a system’s “ability to deliver
service that can justifiably be trusted.” A system failure describes the fact
that a system’s delivered service is incorrect; e.g., when the system outputs
incorrect results. For example, regarding the EWS system, such incorrect
output would be a miscalculated EWS. Such a miscalculation is called a value
failure, in contrast to a timing failure, which is about the timing of the sys-
tem’s service and beyond the scope of this thesis. A system failure is caused
by an error, which is an incorrect system state. For example, regarding the
EWS system, this could be erroneous vital sign data. An error, in turn, is
caused by a fault ; i.e., a broken sensor. However, the sequence that a fault
leads to an error and an error to a failure can be a long repeating chain. A
broken sensor (a physical fault), for example, could be caused by a physical
6It must be noted that the work in this thesis only touches on the field of dependability.
Elements, such as fault removal, fault forecasting, etc. (Laprie, 1992; Avizienis et al., 2001),
are beyond the scope of this thesis.
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failure (e.g., a short circuit occurring in the sensor) which, in turn, could be
caused by an error of one of the sensor’s components, and so on.
As the definition of data reliability and the three measures elaborated
above show, the use of a measurand is unreliable (e.g., because of a sensor
defect) if the measured value fails to meet specific criteria. However, from a
different perspective, data considered as unreliable could indicate a malfunc-
tioning of the System under Observation (SuO) instead of faulty measuring.
The theoretical experiment from Section 5.2, respectively, the reason for
making these assumptions around this experiment already shows what is
meant by this statement. For example, in terms of data reliability, mea-
surements of a changing water volume while the turbine stands still implies
that either the water level or the rotational speed is not measured correctly.
However, such measurements could also be caused by a leak in the water tank
or a blocked turbine where the water runs off via some kind of bypass.
Since fault diagnosis to determine the potential cause of the observed error
is beyond the scope of this thesis, there remains a contradiction between the
implemented data reliability methods and the Condition Monitoring System
(CMS). As described in Section 2.6, this application assumes correct measure-
ments in order to detect a defect in the SuO. However, this does not definitively
exclude the possibility of the coexistence of a data reliability assessment with
the CMS. Yet, this requires a separate study and many further development
steps. For example, an exciting research question that was excluded from this
research (see Section 5.2) would be whether this is possible without any redun-
dant hardware. Since this thesis is about improving monitoring applications
through Computational Self-Awareness (CSA), such questions are beyond its
scope.
Because of the contradiction between the CMS and data reliability, the lat-
ter was applied in this thesis exclusively in the EWS case study (Section 2.5).
Nevertheless, this is a worthwhile topic for future research on monitoring ap-
plications.
5.4 Data Reliability in Early Warning Score System
Data reliability provides an understanding of the validity of the data that goes
beyond that of the sensors. In the context of EWS calculation, for example,
a sensor could simply become detached from the test person’s body. Data
supplied by such a sensor may be accurate and precise but still invalid in
the application’s context (as explained in Section 5.1). Therefore, the EWS
system should not consider data obtained in such a manner, even if it has been
measured accurately and precisely.
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Figure 18 shows a simple schematic of the data reliability assessment for
one low-level agent. The other agents (Section 3.2) are faded out for the sake of
simplicity. Because plausibility and consistency are measures of a single vital
sign and can be calculated independently of other vital signs, this assessment
takes place in the low-level agent assigned to this vital sign. This means that
plausibility and consistency assessments are done in the same place as the
abstracting of the vital sign score (Section 4.3). In contrast to plausibility and
consistency, the cross-validity check requires already abstracted knowledge of
the different vital signs (explained in Sections 5.4.1 and 5.4.2). Therefore, this
evaluation takes place on the higher hierarchical level of the EWS system’s
architecture (Section 3.2), where the EWS agent also abstracts the EWS out































Figure 18. The three reliability measures (plausibility, consistency, and cross-validity) assessing the
overall reliability of the calculated EWS
After applying the self-awareness property abstraction to the EWS sys-
tem, the author implemented three more development steps, all including a
data reliability assessment. The first two steps differ in their procedure of as-
sessing the measured vital signs’ data reliability: Boolean logic (Section 5.4.1)
and fuzzy logic (Section 5.4.2). The third step also includes a confidence-based
decision-making process besides the data reliability assessment and will, there-
fore, be dealt with in Chapter 6.
5.4.1 Binary Data Reliability Assessment
Section 3.2 describes the design of the EWS system’s basic architecture. The
first development step of the data reliability assessment continues the work
described there and is binary, which means that the reliability of an input
signal can only have two different states (either reliable or unreliable). This
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first development step here is comparable to a proof of concept, and thus, the
quantitative statements about results are less important than finding possi-
ble methods for the data reliability concepts (Section 5.2) and testing their
functionality. Hence, the experiments and the input data are rather limited
in contrast to the development stages that follow (Sections 5.4.2 and 6.3).
Since vital signs can react differently from person to person, it is impos-
sible to clearly indicate each vital sign regarding the three measures to be
determined (plausibility, consistency, and cross-validity). Results from other
scientific fields determine body temperature behavior very precisely compared
to other vital signs, therefore, it is the perfect candidate for these initial im-
plementation tests.
Plausibility of the Body Temperature
According to Omics International (2016), Europe’s temperature extremes are
-58.1∘C and 48.0∘C. Therefore, these boundaries were used to define the lower
and upper limits of temperature. The measured body temperature is consid-
ered valid if it lies within this range and invalid if it lies outside this range.
Table 6 shows a simple lookup table (as described in Section 4.2) with three
different ranges used for this purpose, which means that the vital signs’ plau-
sibility classification is similar to an abstraction process.
Table 6. A simple lookup table to classify body temperature in terms of plausibility
Temperature range Classification
< -58.1∘C Invalid measurement
-58.1∘C – 48.0∘C Valid measurement
> 48.0∘C Invalid measurement
The selected values in Table 6 may initially appear too extreme, considering
that the body temperature, despite open bounds, is defined in Table 3 within
a much smaller range. However, the person being monitored may have already
died and is lying unprotected in an extremely cold or hot place. Whether EWS
calculations make sense in such a case is debatable. However, the fact that the
person’s body temperature would be either extremely low or high is beyond
doubt. Such a measurement result would, therefore, be reliable in terms of
the application.
It is important to note that while these chosen limits allow testing this
plausibility check’s behavior, it may not be safe to use these values for moni-
toring the health condition of a patient in real life.
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Consistency of the Body Temperature
In the studies of Oberhammer et al. (2008), Putzer et al. (2010), and Pasquier
et al. (2015), cooling rates of persons wholly buried under an avalanche are
reported. These rates range from 6∘C to 9.4∘C per hour, depending on the
study considered. Assuming that a person’s body temperature cannot increase
faster than it can decrease, the maximum possible rate of change is 9.4∘C/h.
This parameter’s time base must be the same as that of the data obtained by
the EWS system. Since the measured data’s sampling frequency is 1Hz, the
maximum rate of change had to be converted to a time base of one second.
Table 7 shows a simple lookup table (as described in Section 4.2) with values
to classify the measured body temperature’s consistency. This means that,
as with plausibility, the vital signs’ consistency classification is similar to an
abstraction process.
Table 7. A simple lookup table to classify the body temperature in terms of consistency
Temperature’s rate of change Classification
< -0.003∘C/s Invalid measurement
-0.003∘C/s – 0.003∘C/s Valid measurement
> 0.003∘C/s Invalid measurement
The measurement of body temperature is valid if the rate of change is
within the defined boundaries. If the perceived signal’s slope is outside this
range, the measured body temperature is not trustworthy and will, therefore,
not be considered.
Cross-validity and Body Temperature
The studies of Fauci et al. (2008) and Brown et al. (2012) show that hu-
mans’ heart rate, blood pressure, and respiratory rate change with their body
temperature, i.e., if it is too high or too low. Mild hypothermia can lead to
tachycardia and tachypnea, while moderate hypothermia can already show
signs of hypotonia and bradycardia. As the body temperature continues to
drop, the vital signs become weaker and weaker until they finally cease en-
tirely (McCullough and Arora, 2004). While hyperthermia does not trigger
completely identical changes in the other vital signs, it does show similar
behavior, namely, a general deterioration (Fauci et al., 2008). Therefore, a
measurement showing a critical body temperature cannot be correct if, at the
same time, the other vital signs are in good condition. If the body tempera-
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ture score deviates from the other vital sign scores, the EWS system classifies
the body temperature measurement as unreliable7.
It is important to note that while this configuration allows testing of the
cross-validity check’s behavior, it may not be safe to use it for monitoring the
health condition of a patient in real life.
Experimental Setup
The vital sign datasets used for the experiments are the same as those recorded
by Azimi et al. (2016). In their experiments, they also used these vital sign
datasets, obtained from a 35-year-old healthy male subject. The datasets
include all necessary vital signs (Table 3)8, sampled once a second9, namely,
heart rate, systolic blood pressure, respiratory rate, body temperature, and
oxygen saturation. However, to test the implemented data reliability checks,
the measured body temperature was replaced with incorrect temperature data.
This approach then led to various experiments with a body temperature that
was too high or too low, or increasing too fast, or not correlating with the
other vital signs. As mentioned above, these initial experiments were only a
proof of concept and do not replace a more extensive study of an autonomous
EWS system.
Results of the Binary Data Reliability Assessment
The results of this proof-of-concept work showed that such a solution could
be further pursued. The EWS system always detected the erroneous tem-
perature data. Despite the limited complexity of these experiments, the re-
sults nevertheless confirmed that the basic concept of the three measures for
data reliability calculation is reasonable and useful. Additionally, the EWS
system’s hierarchical architecture proved to be very beneficial as it allows
well-structured processing of the individual steps necessary for the EWS cal-
culation. In other words, the EWS system can house the different modules
exactly on the appropriate levels of abstraction where they optimally fit.
All experiments were conducted with all three data reliability modules
running simultaneously and with only single modules (the others were dis-
abled). The cross-validity check – at least for the tested datasets – revealed
all incorrect temperature data. The other two only worked on the data they
7Since Table 3 shows only one possible score (score 2) for hypothermia, the author sup-
plemented it with the different stages of accidental hypothermia from the work of Brown
et al. (2012).
8The level of consciousness (Table 3) is excluded because it is not applicable in out-of-
hospital monitoring.
9The blood pressure was not measured each second, but approximately every two minutes.
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were designed for (too extreme absolute value or too steep signal slope). Con-
sequently, cross-validity was the most universally working module. This fact
can be explained easily because, in contrast to body temperature, all other
vital signs were in very good condition. So if the body temperature is faulty,
it is easily noticeable since its condition does not match the other vital signs,
regardless of whether the body temperature is highly abnormal or has changed
too fast. More complex data, in which the vital signs do not match each other
so perfectly (all in the same good condition), do not achieve this effect as
clearly.
Somewhat apart from this topic, it is noticeable that abstraction is not
only an enabler for the actual (not self-aware) EWS system (Section 4.3) but
also for parts of the data reliability assessments. This way, plausibility and
consistency are implemented with the help of lookup tables, which are part of
the abstraction methods (Section 4.2). Thus, strictly speaking, these parts of
the data reliability assessment could also be called abstraction as the reliability
of the input data is abstracted from the input data.
Besides all these findings, a significant disadvantage of a binary data reli-
ability assessment became visible. Such natural measurement data often have
no sharp limits. It can be defined that the oxygen saturation of a person’s
blood must be between 0% and 100%, but it is not exactly defined how high
the person’s maximum blood pressure can be. However, if the ranges for the
various data reliability measures are too large, they could theoretically ob-
scure faulty measurement data. For example, this might occur in cases when
measurements are rather unrealistic yet still within the rather wide range set
for a vital sign (e.g., body temperatures just within Europe’s extreme temper-
atures). The next section deals with a solution to this problem.
5.4.2 Fuzzified Data Reliability Assessment
As described above, binary decision-making in combination with natural phe-
nomena has a blatant disadvantage. An input data’s reliability is a much
more continuous value and should, therefore, not be treated in a binary way.
Although binary decision making simplifies the analysis of data reliability, it
can cause a loss of information.
A solution to this problem lies in the fuzzification of the data reliability
assessment (Bowles and Pelaez, 1995). The use of fuzzy logic instead of binary
logic covers these fuzzy areas in which vital signs could actually be reliable or
unreliable (Maimon et al., 2001). This means that a fuzzified reliability vali-
dation can also work in the absence of complete knowledge about the various
vital signs and their interactions. A fuzzy evaluation does not clearly define
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whether a datum is reliable or not but indicates the degree of its reliability
within a range of [0, 1] (Maimon et al., 2001).
Fuzzified Plausibility and Consistency
Similar to the binary reliability assessment, there are the measures plausibility
and consistency. However, they no longer tell precisely whether a measured vi-
tal sign is reliable or not; rather, they show the vital sign’s degree of reliability
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Figure 19. A possible fuzzy membership function to assess a vital sign’s plausibility and consistency
(Götzinger et al., 2019a)
The estimates of both plausibility, 𝑟′𝑎𝑏𝑠,𝑖, and consistency, 𝑟
′
𝑠𝑙𝑜,𝑖, for one
vital sign, 𝑖, are calculated by a fuzzy membership function appropriately
configured (as shown in Figure 19). Thus, the plausibility for the vital sign




𝑝𝑏−𝑝𝑎 if 𝑝𝑎 < 𝑣𝑎,𝑖 < 𝑝𝑏
1 if 𝑝𝑏 ≤ 𝑣𝑎,𝑖 ≤ 𝑝𝑐
𝑝𝑑−𝑣𝑎,𝑖
𝑝𝑑−𝑝𝑐 if 𝑝𝑐 < 𝑣𝑎,𝑖 < 𝑝𝑑
0 otherwise,
(5)
where 𝑣𝑎,𝑖 is the actual value of the vital sign 𝑖. Points 𝑝𝑎, 𝑝𝑏, 𝑝𝑐, and 𝑝𝑑 (i.e.,
the intervals between them) are configured to match the assigned vital sign’s
characteristics. Hence, if a vital sign’s value lies in the interval [𝑝𝑏, 𝑝𝑐], it is
seen as absolutely plausible. If the value is lying in one of the intervals, (𝑝𝑎, 𝑝𝑏)
or (𝑝𝑐, 𝑝𝑑), it is — depending on the absolute value — more or less plausible.
Absolute values lying outside of these intervals are considered as absolutely
unreliable.





𝑝𝑏−𝑝𝑎 if 𝑝𝑎 < 𝑔𝑖 < 𝑝𝑏
1 if 𝑝𝑏 ≤ 𝑔𝑖 ≤ 𝑝𝑐
𝑝𝑑−𝑔𝑖










where 𝑣𝑎,𝑖 is again the vital sign’s actual value, 𝑣𝑝,𝑖 is the previous value of
the same vital sign, and 𝑡 is the time passed between these two samples.
The counterparts of Equation 5 and 6 are the fuzzy membership functions
of the estimated implausibility, 𝑢′𝑎𝑏𝑠,𝑖, and inconstancy, 𝑢
′
𝑠𝑙𝑜,𝑖, respectively.
These serve to indicate how much a signal is implausible or inconsistent and
are calculated by
𝑢′𝑎𝑏𝑠,𝑖 = 1− 𝑟′𝑎𝑏𝑠,𝑖 (8)
and
𝑢′𝑠𝑙𝑜,𝑖 = 1− 𝑟′𝑠𝑙𝑜,𝑖, (9)
which leads to an overlapping of these two functions (Figure 19) with their
counterparts, plausibility and consistency. In contrast to the normal lookup
table used in the binary data reliability assessment (Section 5.4.1), Equations 8
and 9 show an overlapping lookup table (Section 4.2), which can lead to more
than one abstracted symbol. In this particular case, a vital sign can be to
some extent plausible and implausible at the same time, instead of just being
either plausible or implausible.
Fuzzified Cross-Validity
The studies of Davies and Maconochie (2009), Zila and Calkovska (2011) as
well as Reule and Drawz (2012) show that like the body temperature also
the other vital signs show correlations with each other. The Cross-validity




1 if 𝑠𝑖 = 𝑠𝑗
1
𝑝𝑐𝑟𝑜,𝑖,𝑗 |𝑠𝑖−𝑠𝑗 | if 𝑠𝑖 ̸= 𝑠𝑗 ,
(10)
where 𝑝𝑐𝑟𝑜,𝑖,𝑗 ∈ (0,∞) denotes a coefficient of the strength of the correlation
between two different vital signs of which 𝑠𝑖 and 𝑠𝑗 are their abstracted scores.
Because cross-validity reliability, 𝑟′𝑐𝑟𝑜,𝑖,𝑗 , must be in the interval of [0, 1], it has
to be limited to these maximum values; even if 𝑝𝑐𝑟𝑜,𝑖,𝑗 is less than 1, which
could lead to a higher 𝑟′𝑐𝑟𝑜,𝑖,𝑗 than 1.
Reliability of the Early Warning Score
Plausibility (Equation 5) and consistency (Equation 6) are exclusively dealing
with the data reliability of one single input signal (vital sign) 𝑖. They do this
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without considering any interaction with other vital signs. Thus, a combina-




𝑎𝑏𝑠,𝑖 ∧ 𝑟′𝑠𝑙𝑜,𝑖, (11)
where the conjunction means that an input signal is reliable if both its absolute
value as well as its slope are reliable. In this context, it must be considered
that conjunction in fuzzy logic is equivalent to a minimum function (Ross,




𝑠𝑙𝑜,𝑖). However, the crucial
statement is that a vital sign must be plausible and consistent, and, therefore,
the conjunction (the logical and) operator is used here.
The input data reliability of all vital signs together is a conjunction of all





according to the principle that the entire input data is reliable if each vital
sign’s data is reliable. Similarly, the cross-validity reliability of all vital signs








where 𝑟′𝑐𝑟𝑜,𝑖,𝑗 = 1 for 𝑖 = 𝑗 (Equation 10). These equations finally lead to the
reliability, 𝑟′, of the EWS (the overall reliability), which is calculated by
𝑟′ = 𝑟′𝑖𝑛 ∧ 𝑟′𝑐𝑟𝑜. (14)
Experimental Setup
In contrast to the experimental data used in the binary data reliability assess-
ment development step (proof-of-concept experiments in Section 5.4.1), real
sensor errors were emulated for the experiments here. The goal was to deter-
mine whether the EWS system can correctly classify the EWS’s reliability; i.e.,
whether the EWS outputs a reliability value that correlates with the truthful-
ness of the input data. For this purpose, several 15-minute vital signs datasets
(containing heart rate, systolic blood pressure, respiratory rate, body temper-
ature, and oxygen saturation)10 were recorded with a sampling frequency of
1Hz11. The vital signs were recorded from a 36-year-old man with diastolic
10The level of consciousness (Table 3) is excluded because it is not applicable in out-of-
hospital monitoring.




hypertension, and different errors were introduced at some points during the
various experiments, namely:
1. The test subject contracted his biceps during blood pressure measure-
ment.
2. The sensor measuring heart and respiratory rate (a chest strap) was
loosened so that it had only partial contact with the body.
3. The body temperature sensor was detached from the body and attached
to an object that was either cold, at room temperature, or hot.
The author configured the various fuzzy membership functions and the dif-
ferent correlation coefficients based on the works of Song and Lehrer (2003),
Fauci et al. (2008) Davies and Maconochie (2009), Zila and Calkovska (2011),
Brown et al. (2012), Reule and Drawz (2012), and Pasquier et al. (2015). In
addition, expert opinions of various physicians, information on the accuracy
of the sensors used, and the test subject’s medical condition in the system’s
configuration were also taken into account.
Paper VIII (Götzinger et al., 2017a) lists the exact sensor types used for
these experiments and provides more detailed information on the experiments’
parameter setup.
Results of the Fuzzyfied Data Reliability Assessment
The experiments conducted here show that fuzzified data reliability assessment
works. The reliability of the EWS matches the condition of the measurement
environment — faulty data lead to reduced data reliability. Figures 20 and 21
show two representative results from the experiments performed.
In the first experiment (Figure 20), the body temperature sensor was de-
tached from the test subject after about 350s. The body temperature sensor
started to decrease from this time on because the room temperature was mea-
sured instead of the body temperature. After the signal had stabilized around
room temperature, the sensor was reattached to the body after about 680s.
As a result, the measured temperature rose again. At the beginning and the
end of the faulty measurement phase, data reliability was reduced due to the
consistency evaluation. In the intervening period, the cross-validity evalua-
tion caused the low data reliability value because the low body temperature
did not correlate with the other vital signs. In addition to these intentionally
induced errors, there is also a small decrease in reliability at 710s. This can be
explained by the fact that the body temperature sensor shifted slightly during
loosening and refastening of the chest strap. Due to the sensor’s decreased
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Heart rate Respiratory rate SpO2 Body temperature Blood pressure
Monitoring Error
Figure 20. The monitored vital signs, the resulting EWS and its reliability when the temperature
signal is temporarily incorrect due to a detached sensor
contact with the test subject, the measured temperature failed to measure the
correct temperature (it was slightly too low).
Figure 21 shows an experiment in which the chest strap (housing a heart-
and respiratory sensor) was loosened from the test subject after 330s. Since
from then on the chest strap was no longer appropriately fastened, the sensor
had only partial contact with the subject. After about 700s, the chest belt was
properly refastened. Between these points in time, an unstable measurement
with unreliable readings from this sensor can be observed. The measured heart
rate signal sporadically shows errors (drops to 0 beats per minute). As can
be seen, the EWS system detected these wrong measurements and indicated
this faulty sensor setup by showing a very low reliability value (drop to 0) in
instances of erroneous sensor readings.
These two experiment results show that reliability assessment works well.
However, the EWS is still calculated according to standard rules independent
of reliability values and would, therefore, lead to false alarms because of a
wrong (too high) EWS in instances of corrupted sensory data (Table 4). Cor-
recting the EWS based solely on reliability would be unsafe because of the
uncertainty of reasonably defining a minimum reliability value (e.g., 0.5 or 1)
at which the calculated EWS could be trusted. Such a decision cannot be made
easily because, despite the fuzzification of the data reliability assessment, no
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Heart rate Respiratory rate SpO2 Body temperature Blood pressure
Monitoring Error
Figure 21. The monitored vital signs, the resulting EWS and its reliability in case of frequent
breakdowns of the heart rate signal due to a loosened chest strap sensor
complete knowledge about the vital signs and their interaction are available.
EWS corrective decisions have to be based on a number of considerations.
Chapter 6 deals with a possible approach and shows how confidence-based
decisions can be made.
Moreover, the implementation of the reliability assessment showed that
the property abstraction (Section 4) also plays a significant role in assessing
the (fuzzyfied) data reliability (overlapping lookup table).
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6 Confidence
Confidence is the self-awareness property that was part of the systems’ final
development stage in both case studies. Like data reliability (Chapter 5),
confidence is metadata and has significant similarities with the former. The
difference is that data reliability describes the trustworthiness of the available
data, while confidence describes the trustworthiness of an algorithm, analy-
sis, function, or (sub-)system. Because of these similarities, the methods of
confidence assessment presented in this chapter are inspired by those of data
reliability presented in Section 5.4.2.
According to TaheriNejad and Jantsch (2019), the significance of confi-
dence lies in its ability to enable a self-aware system to make decisions based
on the reliability of its sub-processes and sub-algorithms. Kholerdi et al. (2018)
show a possible application of this concept, a system that switches between
different algorithms based on their confidences.
This chapter starts starts with the formal definition of confidence in Sec-
tion 6.1, followed by Section 6.2 showing the intertwining of confidence and
data reliability. Sections 6.3 and 6.4 show how confidence was applied in
the systems of the two case studies. There, experiment results show that a
confidence-based decision-making process improves their robustness and relia-
bility. The formal definition of confidence and its usage in the two case studies
is based on Papers II and III (Götzinger et al., 2019a,b)1
6.1 Formal Definition of Confidence
According to TaheriNejad et al. (2016), confidence is “the extent to which a
procedure may yield the same results on repeated trials.” It describes the
trustworthiness of an algorithm, analysis, function, or (sub-)system, while the
input data is assumed to be entirely trustworthy. This means, confidence
provides a measure of how much the results of a system’s data manipulation
can be trusted or, in other words, how close the obtained output is to an
ideal output (reflecting the ground truth). However, knowing the ground
1This dissertation is based on eight original publications, which are the results of collab-
orations. These publications can be found in the appendix. The author’s contributions to
each publication are listed in Chapter 8.
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truth (gaining such complete knowledge) is mostly impossible because many
properties and correlations (e.g., physical dependencies) of the environment
are usually unknown. The property confidence is a measure that can deal
with uncertainties arising from a lack of precise knowledge about the variables
or processes of a system or the environment (Apostolakis, 1990). This is in
line with the work on uncertainty as defined by Taylor et al. (1994). For
example, in the case of the Early Warning Score (EWS) system, uncertainties
could be caused by a lack of knowledge about physical differences in different
people. Confidence is often described in the relevant literature as a probability
measure (Mozelli et al., 2021). However, according to Baudrit et al. (2008),
the probabilistic approach to uncertainties tends to make assumptions that
are not necessarily justified in the case of incomplete knowledge. Therefore, in
the course of this work, an approach was pursued in which confidence can be
understood as distance. Namely, as the distance2 between an ideal function
𝐼(𝑋) and an unideal function 𝐺(𝑋) at hand, which are both defined over





distance between 𝜄(𝑥𝑖) and 𝑔(𝑥𝑖), the ideal- and unideal functions respectively,
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where Δ is based on an application-specific metric for distance, which is nor-
malized such that 0 ≤ Δ ≤ 1.
The overall confidence, 𝐶(𝐺(𝑋)), is the average confidence of all 𝑔(𝑥𝑖) over







where it must be noted that 0 ≤ 𝑐(𝑔(𝑥𝑖)), 𝐶(𝐺(𝑋)) ≤ 1 and 𝑐(𝜄(𝑥𝑖)) =
𝐶(𝐼(𝑋)) = 1 applies. Furthermore, the methods for calculating 𝑐 and 𝐶
are case-specific, i.e., they depend on the application. However, the ground
truth of 𝜄 and 𝐼 is often unknown, which leads to the situation that the dis-
tance function Δ cannot be calculated. Thus, the function Δ′ must be used
to estimate Δ. In the further course of this work, the heuristics 𝑐′ and 𝐶 ′ are
confidence estimates based on Δ′. The implemented methods for calculating
the respective confidences with respect to the two case studies’ systems are
presented in Sections 6.3 and 6.4.
2Distance denotes a difference that can be of any dimension: performance or success rate
difference, geometric distance, time difference, difference in absolute values, and so forth.
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6.2 Relation between Confidence and Data Reliability
As set out, confidence describes the trustworthiness of an unideal function used
for data manipulation. Such a function is unideal because having complete
knowledge about all properties and correlations (e.g., physical dependencies)
of the environment is rather unlikely. Besides this lack of knowledge, the input
data are not likely to be entirely trustworthy either.
Up to this point, data reliability (Chapter 5) and confidence have been
considered separately and discussed independently. However, in the real world,
these two terms are often closely intertwined with each other. Assuming an
ideal process that consumes unideal (not entirely correct) data, the process’s
output data cannot be entirely reliable. Hence, reduced output reliability is
exclusively caused by input data with reduced reliability. In other words, the
degree of output data reliability is exclusively determined by the degree of
input data reliability. On the other hand, a process’s output data reliability
would be solely affected by this process’s confidence if it is unideal but fed
with absolutely correct input data. However, most likely, both input data and
processes are not ideal. Therefore, the output data reliability, 𝑟𝑔(𝑥
′
𝑖), depends
















(Equation 15) is the confidence for the unideal function 𝑔(𝑥𝑖)
processing one single datum, 𝑥𝑖, and 𝑟𝑓 (𝑥
′
𝑖) (Equation 4) is the data reliability
of one single datum, 𝑥′𝑖. Here, 𝑥
′
𝑖 belongs to the set 𝑋
′ = ⟨𝑥′0, ..., 𝑥′𝑛⟩, which
is the dataset at hand (i.e., the unideal values), corresponding to the ground











𝑖) ≤ 𝑟𝑓 (𝑥𝑖) hold for all 𝑥𝑖 ∈ 𝑋, we can conclude that
𝑟𝑔(𝑥
′
𝑖) ≤ 𝑟𝜄(𝑥′𝑖) ≤ 𝑟𝜄(𝑥𝑖), (18)
where 𝑟𝜄(𝑥
′
𝑖) is the output reliability if the data manipulation process is ideal
but its input data is not. In contrast, 𝑟𝜄(𝑥𝑖) is the output reliability if both
are ideal.
Calculating the output data reliability of a system’s process is much more
difficult when data reliability or confidence are obtained by estimation func-
tions since the ground truth is unknown. Besides, a system usually consists
of many different processes which consume and produce data. So it should be
noted that the output data reliability of a process could be, in turn, the input
data reliability of another process.
3Function 𝜑 depends on the application but must meet monotonicity criteria.
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6.3 Confidence in Early Warning Score System
Confidence is intended to help making well-considered decisions. This is espe-
cially necessary when a choice is uncertain. Such uncertainty may be caused
by incomplete knowledge of the environment or by a slightly distorted image
(Taylor et al., 1994; Baraldi et al., 2014); e.g., slight measurement errors that
still result in reliable values. In the EWS system, the author detected two
of these uncertainties that can benefit from a confidence-based decision. Fig-
ure 22 shows the locations of the confidence-based decision-making processes,
which are explained in Sections 6.3.1 and 6.3.2. For the sake of simplicity,
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Figure 22. The confidence-based vital sign score abstraction and the cross-validity confidence
assessment
6.3.1 Confidence-Based Vital Sign Score Abstraction
The first uncertainty relates to the abstraction of a vital sign score and has
two different origins. On the one hand, each person’s body has different char-
acteristics. The boundaries between the different scores of a vital sign could
vary from person to person. In this case, a value close to a boundary (defined
in Table 3) would lead to a wrong score should the certain boundary of the
monitored patient be drawn differently. However, a simple lookup table (Sec-
tion 4.2) has sharp boundaries, leading to the same vital sign score abstracted
for each patient. The other reason for this uncertainty could be caused by a
measurement that is not entirely correct. Since the ground truth is usually
unknown, a measured value that deviates only very slightly from the truth
can still be evaluated as reliable (Section 5.2). Thus, if a vital sign value is
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close to the boundary between two scores, a slightly deviating measurement





















Figure 23. A confidence-based abstraction of an input datum into symbols A and B
To counteract these two causes of abstraction uncertainties, the lookup
table was replaced by an overlapping lookup table (Section 4.2). In such an
overlapping lookup table, an input datum can be abstracted into more than
one symbol (score). For each symbol resulting from the abstraction process,
one confidence value exists. For example, confidence 𝑐′𝑠,𝑖 indicates how likely
it is that a sample value of signal 𝑖 should be abstracted to symbol (score) 𝑠.
In other words, 𝑐′𝑠,𝑖 represents the trustworthiness of the abstraction method
to deliver the right output when abstracting the actual sample value of 𝑖 to
score 𝑠.
Figure 23 shall serve as a simplified example of such an overlapping lookup
table (a confidence-based abstraction). While a conventional EWS system
abstracts a vital sign into one of four different symbols (vital sign scores: 0, 1,
2, and 3), in this simplified example, only two different symbols exist, 𝐴 and 𝐵.
As can be seen, there are no clear boundaries, only a fuzzy transition between
𝐴 and 𝐵. An input value in the range (−∞, 𝑝1] is abstracted to symbol 𝐴,
and if it is the range [𝑝2,∞), it is abstracted to symbol 𝐵. However, if it is
in the range (𝑝1, 𝑝2), it is abstracted into both symbols simultaneously. Each
symbol available to the abstraction process is assigned a confidence value,
which indicates how much this abstraction can be trusted. For symbol 𝐴, the
confidence, 𝑐′𝐴, is calculated by
𝑐′𝐴 =
⎧⎨⎩
1 if 𝑣𝑎 ≤ 𝑝1
𝑝2−𝑣𝑎
𝑝2−𝑝1 if 𝑝1 < 𝑣𝑎 < 𝑝2
0 if 𝑣𝑎 ≥ 𝑝2,
(19)
where 𝑣𝑎 is the actual value which is abstracted into a symbol. On the other






0 if 𝑣𝑎 ≤ 𝑝1
𝑣𝑎−𝑝1
𝑝2−𝑝1 if 𝑝1 < 𝑣𝑎 < 𝑝2
1 if 𝑣𝑎 ≥ 𝑝2,
(20)
whereby this function is the exact counterpart to Equation 19.
As information about the raw vital signs is needed for this procedure,
it is located in the low-level agent (Figure 22). The low-level agent sends
the vital sign score with the highest score reliability to the high-level agent.
As explained in Section 6.2, this reliability (output reliability) combines a
process’s input data reliability and confidence. However, information sent by
the high-level agent shall also be considered in this application. Thus, the




𝑖𝑛,𝑖 ∧ 𝑐′𝑠,𝑖 ∧ 𝑟′𝑠𝑢𝑔,𝑠,𝑖, (21)
where 𝑟′𝑖𝑛,𝑖 is given by Equation 11, 𝑐
′
𝑠,𝑖 is the confidence of the vital sign 𝑖
being correctly abstracted to score 𝑠, and 𝑟′𝑠𝑢𝑔,𝑠,𝑖 constitutes the opinion of the
high-level agent (Figure 22) how much this score, 𝑠, can be trusted from a top
view. How 𝑟′𝑠𝑢𝑔,𝑠,𝑖 is determined also depends on the cross-validity confidence
and is explained in the next section.
6.3.2 Cross-Validity Confidence
Besides the uncertainty of the boundaries between the individual vital sign
scores, the correlations between the vital signs are also different from person
to person. As in Equation 10, 𝑐′𝑐𝑟𝑜,𝑖,𝑗 indicates how well the scores, 𝑠𝑖 and
𝑠𝑗 , of two different vital signs, 𝑖 and 𝑗, fit together. However, the difference
is that this is not a generally formulated reliability assessment but person-
specific knowledge. In other words, it reflects more or less a partial aspect of a
process taking place in a specific person. Figure 24 shows a possible example
of a 𝑐′𝑐𝑟𝑜,𝑖,𝑗 function that gives information on how well the scores of 𝑖 and
𝑗 fit together. In other words, 𝑐′𝑐𝑟𝑜,𝑖,𝑗 represents the trustworthiness that the
difference between the abstracted scores of 𝑖 and 𝑗 is valid. In this example,
the patient has most likely a difference of 1 between the scores 𝑠𝑖 and 𝑠𝑗 ,
followed by a difference of 0.
The overall reliability of the calculated EWS is still calculated using Equa-
















Figure 24. An example for a cross-validity confidence function, which uses available knowledge to
indicate how confident the cooccurrence of the scores of two vital signs is
where the disjunction means that the values of two different vital signs (𝑖
and 𝑗) fit together if their simultaneous occurrence is appropriate (𝑟′𝑐𝑟𝑜,𝑖,𝑗)
or known (𝑐′𝑐𝑟𝑜,𝑖,𝑗 , knowledge about the specific person). In this context, it
must be considered that disjunction in fuzzy logic is equivalent to a maximum
function (Ross, 2009).
Because this process requires already higher abstracted knowledge, it is
located in the high-level agent (Figure 22). However, this agent does not only
output the EWS and its reliability but also sends a score suggestion needed





(𝑟′𝑐𝑟𝑜,𝑖,𝑗 ∨ 𝑐′𝑐𝑟𝑜,𝑖,𝑗), (23)
and indicates how much the score 𝑠 of a vital sign fits the scores of all other




𝑠𝑢𝑔,𝑠,𝑖 is calculated for
each possible score 𝑠 ∈ [0, 1, 2, 3] to which signal 𝑖 could be abstracted.
6.3.3 Experimental Setup
This section gives an overview of the experiments conducted. The author
refers to Paper II (Götzinger et al., 2019a) for more details about the sensors
used and detailed descriptions of the different scenarios in which the various
test subjects were monitored.
The vital signs data were collected from eight different participants, four
women and four men. The test subjects were 23 to 37 years old, with an
average age of 27.25 years. As in the experiments described in Section 5.4, the
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same five vital signs4 were collected once a second5, namely, heart rate, systolic
blood pressure, respiratory rate, body temperature, and oxygen saturation.
Figure 25. The measurement setup includes multiple data sources for each required vital sign
(Götzinger et al., 2019a)
Figure 25 shows that each participant was monitored with a variety of
different sensors. To be precise, each of these five parameters was abstracted
from different vital sign signals: (i) three different signals for heart rate, (ii)
three for respiratory rate, (iii) two for oxygen saturation, (iv) two for body
temperature, and (v) two for blood pressure.
The procedure of having more than just one signal for each vital sign
provides datasets of different quality for the same measurement. In other
words, one set of signals represents high-quality sources for each vital sign,
and the other signals constitute a low-quality source. For reasons described
in Section 5.1, it was not possible to obtain the ground truth of the vital sign
signals. However, for each vital sign, the signal with the highest quality will
be called in the following ground truth signal since this is the closest possible
approximation6. This means that the datasets contain a ground truth signal
for each measured vital sign and one or two additional signals, some of which
contain errors. Resulting from all these different signals, are a total of 72
4The level of consciousness (Table 3) is excluded because it is not applicable in out-of-
hospital monitoring.
5The test subjects’ blood pressure was not measured each second, but approximately
every two minutes.
6To have the ground truth signals as error-free as possible, they were additionally filtered
to remove any possible noise.
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different signal setups, of which one single setup contains five ground truth
signals. All other setups contain at least one signal that might contain errors.
Four different test scenarios were used. In all of these scenarios, the test
subjects were sitting quietly (without performing any physical activities). In
one of these scenarios, no additional error was introduced. In the other three
scenarios: (i) the temperature sensor was detached, (ii) the biceps were tensed
during blood pressure measurements, and (iii) the temperature sensor was
detached and the biceps tensed. The additional (intentional) errors were only
applied to signals that do not serve as ground truth since the latter is necessary
as reference for comparison purposes.
Six of the eight participants were monitored twice; the other two persons
were monitored four times. Thus, 20 different measurements with 72 signal
setups each were performed. Unfortunately, in two of the measurements, the
ground truth setup was erroneous and, therefore, these measurements had
to be excluded from further experiments. Hence, 18 measurements with 72
signal setups each, which means 1296 different record datasets, were available.
18 of them are ground truth datasets (one for each measurement), and the
remaining 1278 may contain one or more faulty signals.
6.3.4 EWS Systems Validation
The experiments aimed to prove that Computational Self-Awareness (CSA)
enables more robust and reliable monitoring, in this case applied in an EWS
system. Therefore, a conventional (non-self-aware) EWS system (described
in Section 4.3) was compared with a Self-Aware Early Warning Score (SA-
EWS) system (equipped with abstraction, data reliability, and confidence).
To compare the EWS and SA-EWS systems’ performances with each other,
their outputs (EWS signals) were compared with a ground truth EWS signal.
This ground truth EWS signal was generated by the conventional EWS system
processing the ground truth vital sign signals. The conventional system was
used here because, in contrast to the SA-EWS system, it does not manipulate
the EWS calculation with self-awareness methods. Since no errors are expected
in the ground truth vital sign signals, the conventional EWS system should
produce an absolutely correct output signal (the ground truth EWS signal).
It should be mentioned that this procedure can lead to an advantage of the
conventional EWS system over the SA-EWS system if the ground truth vital
signals still contain small errors, which could lead to a slightly distorted ground
truth EWS.
Three different metrics are used to compare the outputs of the two EWS
systems with the ground truth. The first one is the calculation of the Root-
Mean-Square Deviation (RMSD), which indicates how close two different sig-
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nals are to each other. However, the RMSD is not the best way to compare the
two EWS systems. A signal that deviates slightly over a long period of time
(e.g., a deviation of only one value) may have a worse RMSD than a signal
with a much larger deviation but only for a short time. Most likely, however,
the former will not lead to negative consequences, while the latter will lead to
false or missing alarms due to its temporarily high deviation (Table 4).
The second metric is based on the absolute error, 𝜀, between the EWS
calculated by the EWS system or the SA-EWS system and its ground truth.






between the output EWS sample, 𝐸′𝑖 ∈ [0, 15] ⊂ Z, and its ground truth, 𝐸𝑖 ∈
[0, 15] ⊂ Z. Because of the range within which the output of an EWS system
and the ground truth can be, 𝜀𝑖 can only be between 0 (no deviation) and 15
(largest deviation). The maximum absolute error, 𝜀𝑚𝑎𝑥, of one measurement
is calculated by
𝜀𝑚𝑎𝑥 = 𝑚𝑎𝑥(𝜀𝑖 : 𝑖 ∈ [1, 𝑛] ⊂ Z), (25)
where 𝜀𝑖 is the absolute error of the 𝑖
th of 𝑛 samples of one measurement.
The third metric is about the number of false and missing alarms (based on
the 𝜀). As shown in Table 4, the calculated EWS of a patient can be divided
into three different risk classes: low risk, medium risk, and high risk. If 𝜀 of
an EWS signal’s sample (output of an EWS system) is so high that it does not
belong to the same risk class as its ground truth, a false or missing alarm is
the result. If several consecutive samples meet this criterion, the false/missed
alarm is counted only once as this is a continuous state of false classification.
In principle, this corresponds to the way it is handled by medical personnel.
They raise one alarm at the beginning of a medical emergency and not every
second, i.e., a large number of alarms.
6.3.5 Experimental Results
This section gives an overview of the experiment results and the comparison
of the conventional (non-self-aware) EWS with the SA-EWS. For more details
and further results, the author refers to Paper II (Götzinger et al., 2019a).
Figure 26 illustrates one of the experiments conducted (Section 6.3.3).
Figure 26a shows the ground truth vital sign signals (in the upper diagram)
and the low-quality signals (in the lower diagram) of the same measurement.
Up to three low-quality signals simultaneously show errors. These include the
respiratory rate, which can be recognized by the many spikes in the signal.
Besides, two additional (intentional) errors were introduced in the middle of
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(a) The ground truth vital signs and the corrupted vital signs
































































(b) The ground truth EWS, as well as the EWS and SA-EWS systems’ output




the measurement: the temperature sensor was detached from the test subject’s
body, and the subject tensed the biceps. In comparison, Figure 26b shows the
corresponding EWS outputs; from top to bottom: (i) the ground truth EWS
(based on the ground truth vital signs), (ii) the output of the conventional
EWS system, and (iii) the output of the SA-EWS system. The outputs of
the EWS and the SA-EWS system were both based on the same corrupted
vital signs. These results show that the difference between the EWS of the
conventional system and the ground truth is sometimes huge (absolute errors
up to 7 points), while the SA-EWS shows only absolute errors of 1 or 2 in the
worst case.
Similar to this experiment (Figure 26), all 1278 datasets (containing low-
quality signals) were processed with the conventional EWS system as well as
with the SA-EWS system. The results were then compared with the respective
ground truth. Figure 27 shows for all experiments the frequency of absolute
errors of the EWS calculated by these two systems. While the abscissa shows
all absolute errors that occurred (from 𝜀 = 0 to 𝜀 = 7), the ordinate shows
the number of EWS samples deviating from the ground truth by 𝜀. As can be
seen, the SA-EWS produced slightly more samples without errors (𝜀 = 0) but
also slightly more where 𝜀 = 1. However, in both cases, the results (number of
samples) of the two EWS systems are very similar. A larger gap can already
be seen at 𝜀 = 2 and 𝜀 = 3, where the SA-EWS system apparently performs
better. Overall, the SA-EWS system produces significantly fewer errors than
the EWS system, especially when it comes to larger error sizes. The SA-EWS
system never produces absolute errors greater than 5, whereas the conventional
EWS system is responsible for more than 1000 of these errors. Even with error
sizes of 𝜀 = 4 and 𝜀 = 5, the SA-EWS system produces significantly (about
1000) fewer errors than its counterpart. The errors with a high 𝜀 are especially
crucial because larger errors imply a deviation from the ground truth risk class,
which leads to false or missing alarms.
Overall, Figure 27 shows that the SA-EWS system is more reliable and
robust against false vital sign measurements than its conventional counter-
part. Moreover, the difference in the occurrence of false alarms is consider-
able. While none of the experiments resulted in a missed alarm in any of the
systems, there were several false alarms. While the conventional EWS sys-
tem caused a total of 5034 false alarms, the SA-EWS system caused only 64
— about 80 times less. This outperformance of the SA-EWS system clearly

























Figure 27. Occurrence frequency of absolute errors of different sizes (Götzinger et al., 2019a)
6.4 Confidence in Condition Monitoring System
Like the EWS system (Section 6.3), also the Condition Monitoring System
(CMS) has to cope with uncertainties as defined by Taylor et al. (1994). It is
usually unknown how noisy the signals of a System under Observation (SuO)
are or how big the average difference between two signal states is. The dif-
ference between two signal states equals the difference between their sample
values and will be called signal delta in the following. The sensitivity analysis
(in Paper V) has shown that the threshold-based CMS (Section 4.4.4) output
was quite robust against changes in the CMS parameters (e.g., thresholds).
However, as discussed, there were problems with drift detection, where the
CMS classified the SuO as malfunctioning after a short time. Besides, more
complex motor data were simulated in the later stage of this work. Motor data
with a set of different gradients of a drifting signal were simulated. Other mo-
tor datasets show significantly more state changes and much bigger ranges
of signal delta sizes. With such complex data, it was impossible to select a
suitable CMS parameter set with which the different states and conditions of
the SuO could be correctly detected.
Since these are only uncertainties of the signal state detector, the basic
CMS architecture does not need to be adapted (Section 4.4). Also the system
state detector (located in the high-level agent) is more or less the same. How-
ever, the threshold-based signal state detector was replaced by a confidence-
based signal state detector.
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6.4.1 Confidence-Based Signal State Detection
This section is intended to give an overview of the confidence-based signal state
detection used in the system called Confidence-based Context-Aware condition
Monitoring (CCAM). For more details about this system, the author refers to
Paper III (Götzinger et al., 2019b).
In the threshold-based signal state detector used previously (Section 4.4.1),
a state is represented by the average value of all its signal samples. Simultane-
ously, there is one sliding window history in which the last signal samples are
stored. A newly read sample is compared with the average values to determine
to which state it belongs, but only if it is part of a stable signal phase. This
stability is given if it matches a certain number of the sliding window history
samples.
In the case of the confidence-based signal state detector presented here,
this extra stability check is unnecessary because each state is represented by a
sliding window history (containing the most recently added samples) instead of
just an average value. When a new signal sample arrives, it is compared with
this historical data to find out whether it belongs to a state or not. If the new
sample is similar enough to a great enough set of history samples, it belongs
to that state. However, it is not easy to determine which distance between
two samples is close enough or how big the number of matching samples must
be. Since it was already established in Section 5.4.2 that fuzzy logic can help
counteract such uncertainties, four different fuzzy functions were designed to









(a) Confidences of a new sample being similar or









(b) Confidences of a new sample being similar
or different to an existing dataset, based on
the number of similar samples
Figure 28. Fuzzy functions showing the confidences of a new sample fitting an already existing
dataset
Figure 28a shows the two functions that determine whether a new sample
value, 𝑣𝑖,𝑛𝑒𝑤, of a variable of interest, 𝑖, matches or mismatches the 𝑗
th sample,
𝑣ℎ𝑖,𝑗 , of the 𝑖
th state’s history. The confidence, 𝑐′𝑠𝑣,𝑖,𝑗 , of these two samples
88
Confidence




𝑑𝑏−𝑑𝑎 if 𝑑𝑎 < 𝑑𝑖,𝑗 < 𝑑𝑏
1 if 𝑑𝑏 ≤ 𝑑𝑖,𝑗 ≤ 𝑑𝑐
𝑑𝑑−𝑑𝑖,𝑗
𝑑𝑑−𝑑𝑐 if 𝑑𝑐 < 𝑑𝑖,𝑗 < 𝑑𝑑
0 otherwise,
(26)






which is also the base for determining the confidence, 𝑐′𝑑𝑣,𝑖,𝑗 , of these two




𝑑𝑏−𝑑𝑎 if 𝑑𝑎 < 𝑑𝑖,𝑗 < 𝑑𝑏
0 if 𝑑𝑏 ≤ 𝑑𝑖,𝑗 ≤ 𝑑𝑐
𝑑𝑖,𝑗−𝑑𝑐
𝑑𝑑−𝑑𝑐 if 𝑑𝑐 < 𝑑𝑖,𝑗 < 𝑑𝑑
1 otherwise.
(28)
Figure 28b shows the two functions that determine whether 𝑣𝑖,𝑛𝑒𝑤 matches
or mismatches a set of samples of a state’s history. The confidence, 𝑐′𝑠𝑠,𝑖,𝑘, for
a new sample belonging to an existing dataset is calculated by
𝑐′𝑠𝑠,𝑖,𝑘 =
{︂
1 if 𝑘 ≥ 𝑠ℎ
𝑘
𝑠ℎ
if 0 ≤ 𝑘 < 𝑠ℎ,
(29)
where 𝑘 is the number of matching samples and 𝑠ℎ is the size of the slid-
ing window history (maximum number of stored samples). In contrast, the




0 if 𝑘 ≥ 𝑠ℎ
𝑠ℎ−𝑘
𝑠ℎ
if 0 ≤ 𝑘 < 𝑠ℎ,
(30)
whereby it is not specified how high these confidences (Equations 26, 28, 29,
and 30) must be to decide whether a sample matches a state or not. Sum-
marized, the two key questions are (i) how many history samples must match
𝑣𝑖,𝑛𝑒𝑤, and (ii) how well must they match. Since answers to these questions
would require a priori knowledge, which would not be consistent with black-
box monitoring, these questions are simply left unanswered. Instead, a proce-
dure is applied, in which only two confidences (belonging or not belonging to
a state) remain at the end, and a decision is made on the basis of the higher
one. However, the number of possible answers to one of the two questions
can be narrowed down more easily, namely, to the number of history samples
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that must match 𝑣𝑖,𝑛𝑒𝑤. This sample set’s size, 𝑘, can only be between 1 and
𝑠ℎ. Thus, instead of determining which is the right number, all possible cases,
that is, 𝑠ℎ, are calculated for the confidence, 𝑐
′
𝑏,𝑖,𝑘, for 𝑣𝑖,𝑛𝑒𝑤 belonging to a
set of 𝑘 history samples, by
case k: 𝑐′𝑏,𝑖,𝑘 = (
𝑘⋀︁
𝑗=1
𝑐′𝑠𝑣,𝑖,𝑗) ∧ 𝑐′𝑠𝑠,𝑖,𝑘, (31)
where the 𝑐′𝑠𝑣,𝑖,𝑗 is sorted by descending confidence (𝑐𝑠𝑣,𝑖,𝑗 ≥ 𝑐𝑠𝑣,𝑖,𝑘 ; ∀𝑗 ≤ 𝑘) to
select a set with the best fitting samples. In further consequence, the case with
the highest confidence 𝑐′𝑏,𝑖 = max(𝑐
′
𝑏,𝑖,𝑘), 𝑖 ∈ [1, 𝑠ℎ] is selected, indicating how




𝑛,𝑖,𝑘), 𝑖 ∈ [1, 𝑠ℎ]
is selected, which indicates to what extent 𝑣𝑖,𝑛𝑒𝑤 does not belong to a state.
For this purpose, 𝑠ℎ cases for 𝑐
′
𝑛,𝑖,𝑘 (the confidence for 𝑣𝑖,𝑛𝑒𝑤 not belonging to
a set of 𝑘 history samples) are calculated by
case k: 𝑐′𝑛,𝑖,𝑘 = (
𝑘⋁︁
𝑗=1
𝑐′𝑑𝑣,𝑖,𝑗) ∨ 𝑐′𝑑𝑠,𝑖,𝑘, (32)
where the 𝑐′𝑑𝑣,𝑖,𝑗 is sorted by descending confidence (𝑐𝑑𝑣,𝑖,𝑗 ≥ 𝑐𝑑𝑣,𝑖,𝑘 ; ∀𝑗 ≤ 𝑘)
to select a set with the worst fitting samples.




𝑛,𝑖 and mismatches it if
𝑐′𝑏,𝑖 ≤ 𝑐′𝑛,𝑖.
6.4.2 Experiments Conducted
Like the threshold-based CMS (Section 4.4), also the confidence-based CMS
was tested on the two different SuOs: an Alternating Current (AC) motor
used in a conveyor belt, and a water pipe system7 driven by a Direct Current
(DC) water pump. The AC motor of the first subcase study has the follow-
ing signals: voltage (AC), current (AC), load torque, electrical torque, and
rotating velocity. In contrast, the water pipe system datasets contained the
following signals: voltage (DC), water temperature, and various water flow
signals.
In both subcase studies, experiments were performed in which the respec-
tive SuO (i) functioned normally and performed regular state changes, (ii)
showed malfunctions, and (iii) drifting signals. For each of these cases, one
experiment is shown below (Figures 29, 30, and 31). The experiments shown
here were selected so that the confidence-based CMS’s outputs can be ef-
fectively compared with those of the threshold-based CMS (Section 4.4.4).
7More precisely, the water pipe system is a Heating, Ventilation, and Air Conditioning
(HVAC) system, described in more detail in Papers III and V
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Figure 29. Output of the confidence-based CMS when monitoring a normally operating AC motor
while 21 load changes take place (Götzinger et al., 2019b)
For further information and more experiments, the author refers to Paper III
(Götzinger et al., 2019b). In the three upcoming figures, the graphs of the
SuO’s input signals are dotted, the graph of its output signals are dashed, and
the output of the CMS (SuO’s state and condition) is represented through
solid lines.
Figure 29 shows one of the more complex motor scenarios mentioned,
namely, an AC motor working normally while 21 external load changes hap-
pen. These load changes are of different sizes (load changes from 5Nm to
20Nm), leading to output signals with different signal delta sizes and signal
oscillations directly after a load change. As can be seen, all states were de-
tected correctly. The CMS could recognize states when they appeared for the
first time and when the SuO changed back to an already known state.
When using the threshold-based signal state detector (Section 4.4.1), it
was not possible to detect the motor’s states and its condition in such com-
plex scenarios. Another difference to the results of Section 4.4.4 is that the
confidence-based CMS provides the overall confidence in addition to the SuO’s
states and its condition. This output indicates how confident the CMS is about
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the correctness of its decisions (the classification of the SuO). It can be ob-
served that the confidence at the beginning of each state is always around
the value 0 and increases in the course of the same state until it is eventually
around 1. This uncertainty at the beginning of a state comes from the SuO’s
output signals that are still unstable after the load changes. It can also be
seen that the confidence value takes the longest time to reach 1 after switching
on the motor and during significant load changes (e.g., 20Nm at 16s and 48s).
The reason for this is that the output signals of the SuO show longer and more
significant oscillations after such big load changes.
































































Drift Drift Drift Drift
Figure 30. Output of the confidence-based CMS when monitoring an AC motor showing a drift
Figure 30 shows the same drifting motor scenario that was used in the
experiment conducted with the threshold-based CMS (Figure 14). While the
SuO signals are exactly identical, the CMS’s output is different because the
CMS is now making all decisions based on confidence. Comparing these two
figures, the confidence-based CMS detects the drift approximately 0.2s ear-
lier (at around 2.1s). However, the most crucial difference is that the SuO
condition classified by the confidence-based CMS does not change from drift
to malfunctioning; it remains with its decision. This decision of classifying
the SuO as drifting also reflects the truth since the SuO obviously does not
perform a state change.
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As in this experiment (Figure 30), another 12 different drift scenarios
were simulated, in which the rotational speed showed rates of change from
0.0025RPM/s to 0.022RPM/s. Besides the already discussed problem of chang-
ing the classification from drift to malfunction, the threshold-based CMS could
only detect 4 out of 12 drifts (33% success rate). In contrast, the confidence-
based CMS could detect all drifts and maintained its decision all along.



































































Figure 31. Output of the confidence-based CMS when monitoring a malfunctioning water pipe
system (Götzinger et al., 2019b)
Figure 31 shows the malfunctioning water pipe scenario which was also
processed by the threshold-based CMS (Figure 15). As before, the SuO signals
are precisely the same, but the CMS output is a different one since it is now
generated by decisions based on confidence. It can be seen that the confidence-
based CMS can also recognize a malfunctioning SuO. The confidence-based
CMS even classifies the SuO as malfunctioning about 25s earlier (at about
320s). It should be noted that the delay between the occurrence of an event
and its detection by the CMS (threshold- as well as confidence-based) depends
on the CMS’s setup (e.g., thresholds, fuzzy functions). It has turned out that,
if appropriate setups are chosen8, the confidence-based CMS usually detects
8The CMS source code including parameter setup files can be found on the Research on
Self-Awareness (RoSA) repository, available at https://phabricator.ict.tuwien.ac.at/source/




such events earlier. This results from the threshold-based CMS’s stability
check (Section 4.4.1) which leads to delays in the decision-making process.
A total of 26 experiments (14 with different drifts, 12 functioning and
malfunctioning) were conducted, whereby the confidence-based CMS correctly
classified the SuO in all of them. In contrast, the threshold-based CMS cor-
rectly classified only 15 scenarios.
Another advantage of the confidence-based CMS is that the AC motor data
could be used unfiltered. No extra preprocessing step of filtering was needed.
As described in Section 4.4.4, this was necessary for the threshold-based CMS
to correctly classify the AC motor’s states and its condition.
In summary, confidence (i) increased the performance of the CMS (fast
detection), (ii) made it more reliable (better detection), and (iii) made it more
robust against noise (no filter needed). With all these enhancements through
a confidence-based decision process, the CMS was still able to process all input
samples faster than required for real-time execution (Section 3.4).
Additionally, a sensitivity analysis was performed (for details see Paper III
(Götzinger et al., 2019b)) that shows that the results are reasonably robust
against changes in the CMS parameters (e.g., fuzzy functions). However, for
the future it would be desirable if the CMS learned these parameters by itself.
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7 Discussion and Conclusion
Cyber-Physical Systems (CPSs) can be found in almost any technological field
and are used in a wide range of applications needing autonomous solutions
(Denker et al., 2012; Kim et al., 2017; Dafflon et al., 2021; Seshia et al., 2015;
Zhao et al., 2017; Zhang et al., 2017; Oyewumi et al., 2019). To meet the
requirement of being autonomous, adaptive, reliable, robust, efficient, and
performant, a CPS needs comprehensive knowledge about itself and its envi-
ronment (Denker et al., 2012; Kephart and Chess, 2003; Lewis et al., 2011).
Without this knowledge, it is impossible for a CPS to make well-informed
decisions, manage its objectives in a sophisticated way, and adapt to a possi-
bly changing environment (Jantsch et al., 2018; Hoffmann et al., 2010; Rinner
et al., 2015). To gain such comprehensive knowledge, a CPS must monitor
itself and its environment. Data obtained during this process come from phys-
ical properties measured by sensors (Alexopoulos et al., 2016). However, the
obtained data may not reflect the truth since sensors are neither completely
accurate nor precise (TaheriNejad et al., 2016). Moreover, they could still be
used incorrectly or break while operating. Besides, not all physical proper-
ties and environmental correlations may be well known. Additionally, in some
cases, input data may be meaningless as long as they are not transferred to
a domain understandable to the CPS (Jantsch et al., 2017). Regardless of
the reason, such circumstances can result in a CPS that has an incomplete
or inaccurate picture of itself and its environment, which can lead to wrong
decisions with possible negative consequences (Azimi et al., 2016).
The work presented in this thesis is motivated by the need for a reliable
and robust monitoring capability for CPSs that works correctly even in the
presence of erroneous data (Berk et al., 2019). Besides the various research
objectives and contributions, the central question of this work is whether Com-
putational Self-Awareness (CSA), particularly its properties abstraction, data
reliability, and confidence, enables monitoring to be more reliable and robust.
To answer this main question as well as to test various self-awareness meth-
ods, two suitable case studies from different areas were chosen. The first case
study is related to the health sector. It describes a mobile system that monitors
a patient’s vital signs and alerts when the patient’s condition is deteriorating.
This so-called Early Warning Score (EWS) system calculates a value (the
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EWS) that indicates the patient’s condition. The EWS system is an optimal
candidate for this thesis since it is highly dependent on reliable monitoring.
As already mentioned, sensors have limited accuracy and precision. Besides,
the system’s user might use them incorrectly or they could break while in
operation. Erroneous data may lead to a wrong classification of a patient’s
health condition and, in further consequence, to a false or — even worse —
missing alarm.
The second case study is about a Condition Monitoring System (CMS)
that monitors another unknown system (black box) to determine its condi-
tion, i.e., whether it is properly functioning or not. The CMS should be able
to monitor various machines or devices in order to detect malfunctions so that
maintenance work can be carried out before the condition of the System un-
der Observation (SuO) deteriorates. Maintenance work as well as defective
machines with associated repairs or long downtimes are usually highly cost-
intensive. The goal is to carry out maintenance work as seldom as possible
but as often as necessary. For this purpose, reliable monitoring that can also
cope with a high level of noise is essential.
Among these three self-awareness properties, abstraction has the least pre-
cise definition and the broadest range of complexity among the methods de-
veloped here. While assigning a symbol to an input value is a very uncomplex
task, finding signal states in a changing signal is already a complex task. Fur-
thermore, it turned out that the use of abstraction does not necessarily make
applications more reliable or robust. In both case studies, usage of abstrac-
tion was mandatory to enable the execution of the application itself. How-
ever, while the CMS equipped with abstraction already shows some robustness
against different parameter settings, the EWS system could only reproduce
the normal EWS system used in hospitals but was not more reliable or robust.
Nevertheless, abstraction was fundamental in both applications, which clearly
would not work without it. However, some abstraction methods were even en-
ablers for the other self-awareness properties described in this thesis. Several
data reliability and confidence methods were based on abstraction methods.
Because of the contradiction between erroneous data and a possible sys-
tem failure, data reliability was applied exclusively in the EWS system. Due
to resource and energy constraints in portable devices, three measures were
used to assess the reliability of input data without requiring redundant hard-
ware: consistency, plausibility, and cross-validity of the data. Those measures
indicate whether data is within a plausible range, its observed changes ap-
pear reasonable, and different correlating variables match each other. Initial
tests with a binary decision-making process, whether input data is reliable or
unreliable, showed promising results but also revealed problems. The lack of
complete knowledge of the human body and its processes render the drawing
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of clear boundaries regarding vital signs’ reliability impossible. A decision-
making process based on fuzzy logic overcomes this shortcoming and makes it
possible to cover these fuzzy areas in which vital signs can be to some extent
plausible and implausible at the same time instead of just being either plau-
sible or implausible. In all experiments conducted, the EWS system equipped
with abstraction and data reliability could correctly indicate to which degree
the calculated EWS can be trusted. The reliability value was significantly
reduced in all situations where erroneous data were present and led to a false
EWS.
To autonomously correct the calculated EWS solely based on the data
reliability assessment is unsafe since it is not feasible to reasonably define a
minimum reliability value at which the calculated EWS can be trusted. In a
next development step, the self-awareness property confidence is used to make
well-considered decisions regarding the EWS calculation and the assessed reli-
ability. Extensive experiments were conducted, in which various participants’
vital signs were recorded with different sensors of different quality. In this way,
the output of the EWS system processing erroneous data could be compared
with the output expected in the absence of faulty sensory data. These ex-
periments proved that a self-aware EWS system (equipped with abstraction,
data-reliability, and confidence) provides a more reliable EWS that is more
robust against erroneous vital sign measurements than a conventional (non-
self-aware) EWS system. The conventional EWS system caused a total of 5034
false alarms, while the self-aware EWS system raised only 64 false alarms —
about 80 times less.
A similar situation was also evident in the CMS after it was enhanced with
a confidence-based decision-making process. Confidence enables the system to
correctly process even more complex scenarios of the SuO, which was impos-
sible without confidence. While the CMS without confidence falsely classified
the SuO’s condition, the confidence-based CMS no longer showed these errors.
Furthermore, the additional preprocessing step of filtering signals of the SuO
became obsolete through the usage of confidence. In other words, confidence
made the CMS’s output more reliable and its detection process more robust
against noise.
In summary, this means that the results derived from the extensive ex-
periments conducted based on both case studies prove the hypothesis of this
research work, namely that CSA, especially the properties abstraction, data
reliability, and confidence, can improve a system’s monitoring capabilities re-
garding its robustness and reliability — even in the presence of erroneous
data.
To arrive at these results, other steps besides conducting the experiments
were necessary. Due to the lack of a common framework, research on different
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self-awareness properties and methods as well as development of self-aware
applications used to be rather slow. After an extensive review of existing lit-
erature, it became evident that no existing framework met the desired require-
ments. Applications implemented with the help of such a framework must be
deployable and executable on Embedded Systems (ESs) with limited resources
in order to be applicable in the two chosen case studies. Therefore, the Re-
search on Self-Awareness (RoSA) framework was developed in the course of
this work. With this framework, self-aware hierarchical agent-based appli-
cations can be implemented in a simple and straightforward manner. RoSA
offers both ready-to-use self-awareness functionalities (methods) as well as the
possibility to integrate custom code.
To obtain a quantitative measure of the reduced development effort re-
sulting from the usage of RoSA, a comparison between the number of lines of
code of the original custom-written applications and the RoSA-based imple-
mentation was made. The RoSA-based implementations make up only 3.46%
to 6.24% (on average about 5.15%) non-comment lines of code of the origi-
nal custom-written applications. Moreover, RoSA was also tested on different
ESs, where it could process input samples, depending on the application and
the hardware platform on which it was running, around 5 to 4500 times faster
than required for real-time execution. Furthermore, RoSA could easily cope
with memory constraints since the implemented applications posed a moder-
ate memory footprint well below 4MB, which fits typical ESs. It is to be hoped
that thanks to its good usability, RoSA will serve as a common framework for
the research community to explore uncharted aspects of CSA and speed up
development in the field.
Besides the reusability of small software modules, RoSA’s hierarchical
agent-based architecture was a clear advantage for the implemented systems.
The application of all three self-awareness properties investigated in this thesis
benefited from this well-structured approach. Tasks can be divided into differ-
ent less-complex subtasks located on different levels of abstracted knowledge.
All self-awareness functionalities and development steps of the two self-
aware applications (EWS system and CMS) were implemented in RoSA. The
documentation1 of RoSA shows how to set up the framework. The source
code of all applications including parameter setup files can be found on the
RoSA repository2. In addition, the various publications included in this thesis
describe the implementations of the two systems and also provide information
about all possible parameter setups to sensitivity analyses (Papers III and V).
1A documentation that shows how to set up RoSA is available at https://www.rosa.ict.
tuwien.ac.at/docs/html/.





Future research can take several directions. They can be divided into two
parts: further research on CSA and further development of the case studies’
systems, whereby both parts are interconnected.
There is still a set of mostly unexplored self-awareness properties that could
be investigated. Besides investigating other properties, methods proposed in
this work could be improved. As this thesis did not have the goal to find the
best possible solution, it could be a motivation to find better solutions.
In the author’s opinion, one of the self-awareness properties not covered
in this work could enhance both case studies’ systems, namely, learning. For
example, the EWS system could learn over time from the monitored patient
about their body functions. Thus, it would be possible to have a highly per-
sonalized EWS system that recognizes the patient’s condition based on their
specific needs.
The CMS would also benefit from the self-awareness property learning.
Currently, the CMS’s parameters have to be set during an initial setup process.
Although this setup does not need to be particularly accurate, overcoming it
would be a considerable advantage. With the ability to learn, this setup could
be done autonomously by the CMS itself.
However, the CMS could also benefit from other enhancements. It would
be an advantage if the CMS could also monitor black boxes that do not behave
like bijective functions. Furthermore, unsteady states should also be detected,
for example, transient phases of a signal. It would also be useful to find a way
for the CMS to simultaneously verify the SuO’s working condition as well as
the reliability of observed input data.
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8 Publications Overview and Author’s
Contributions
This chapter presents a summarized overview of all original publications in-
cluded in this thesis and states the author’s contributions to each of them.
8.1 Paper I – RoSA: A Framework for Modeling Self-Aware-
ness in Cyber-Physical Systems
Paper I proposes the Research on Self-Awareness (RoSA) framework that sup-
ports modeling and evaluating various Computational Self-Awareness (CSA)
concepts in hierarchical agent systems where agents are made up of self-
awareness functionalities. The paper also presents the framework’s design
principles and discusses the use cases of RoSA-based modeling for different
scenarios. Additionally, its capabilities are demonstrated by showing the pro-
cess of implementation in the case studies from the health- and industrial
sectors. Hereby, also the usage of the currently provided self-awareness func-
tionalities (abstraction, data reliability, and confidence) is shown. The paper
also describes the implementation process of these applications in RoSA to
show the framework’s modeling power and applicability. RoSA is meant as
a vehicle for researchers to study various concepts related to CSA and the
relations among them. It also aims to assist engineers in prototyping and eval-
uating self-awareness features. The helpfulness of RoSA is manifested in the
fact that the non-comment lines of code of the RoSA-based implementations
make up only 3.46% to 6.24% of the equivalent custom-written applications.
Besides, RoSA-based applications generate a moderate memory footprint well
below 4MB. These applications were also tested on different Embedded Sys-
tems (ESs). Depending on the application and the ES on which they were
running, they could process input samples around 5 to 4500 times faster than
required for real-time execution.
Author’s contributions: The author shares the first authorship with the
second-listed author (Dávid Juhász). The author had a significant role in the
predevelopment phase, in planning requirements, and in prototyping RoSA.
Furthermore, he was responsible for designing and developing the various self-
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awareness functionalities. Besides, he was one of the main contributors in
writing the manuscript, on a par with Dávid Juhász.
8.2 Paper II – Confidence-Enhanced Early Warning Score
Based on Fuzzy Logic
In Paper II, an Early Warning Score (EWS) system enhanced with the self-
awareness properties abstraction, data-reliability, and confidence is proposed.
Additionally, the properties data reliability, confidence, and history are for-
malized and implementations of corresponding methods are shown. A confi-
dence metric based on fuzzy logic provides information about the input data’s
correctness and, in further consequence, about the reliability of the system’s
output (the EWS). Because the output reliability is a combination of the input
data’s reliability and the system’s confidence, a method for combining these
two measures is proposed. Extensive experiments prove that the proposed sys-
tem provides equally good or better results than a similar system that does not
use reliability and confidence metrics. These experiments demonstrate that the
proposed system provides — under adverse monitoring circumstances (such as
noisy signals, detached sensors, and non-nominal monitoring conditions) — a
more reliable EWS than a conventional EWS system (without self-awareness
properties).
Author’s contributions: The author developed and implemented the
self-aware EWS system with all its self-awareness methods. Furthermore,
he designed the participants’ measurement setup. With the measurement
datasets (recorded and abstracted by the coauthors), he processed all exper-
iments with a conventional as well as with the self-aware EWS system. He
then compared the performances of both systems by using appropriate metrics.
Besides, he was the main contributor in writing the manuscript.
8.3 Paper III – Model-Free Condition Monitoring with Con-
fidence
Paper III proposes the model-free Confidence-based Context-Aware condition
Monitoring (CCAM) system which uses only contextual information to recog-
nize the condition (working state and health status1) of a black-box system
that behaves like a bijective function. A fuzzy logic-based confidence metric
for the quality assessment of observation is introduced and leveraged to im-
prove the correct identification of an observed system’s states. CCAM requires
neither in-depth knowledge of the field nor any cumbersome effort to adjust its
1It must be noted that, in this context, the term “health” describes the condition of a
machine or device; i.e., whether it is working properly or malfunctioning.
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parameters to the given application. Various experiments show that CCAM
can properly monitor and assess working conditions of two diverse systems (an
industrial motor and a waterpipe system) without the need for model build-
ing or any other customization. These experiments also show that confidence
not only improves the quality of system performance but also enhances its
robustness. It is shown that CCAM is better at identifying the correct system
condition compared to a similar system without confidence. Additionally, a
sensitivity analysis shows that CCAM is robust against small variations of
parameter settings.
Author’s contributions: The author developed and implemented CCAM
with all its self-awareness methods. Furthermore, he designed the measure-
ment and simulation setup for both systems (industrial motor and waterpipe
system) and simulated some additional motor measurement datasets. With
the obtained datasets, he processed all experiments with CCAM and a compa-
rable system without confidence. He then compared the performances of both
systems and performed a sensitivity analysis regarding CCAM’s parameters.
Besides, he was the main contributor in writing the manuscript.
8.4 Paper IV – On the Design of Context-Aware Health
Monitoring without A Priori Knowledge; an AC-Motor
Case-Study
Paper IV proposes a monitoring system, which uses context-awareness to as-
sess the condition of a black-box system that behaves like a bijective2 function.
The proposed system, Context-Aware Health Monitoring (CAH)3, can iden-
tify normal modes of operation, change of states (operation modes), deviation
from a state, and abnormal functional operation. Compared to other meth-
ods, such as deep learning and data mining, the proposed system is designed
to have a small footprint. It is intended for use under resource constraints to
be also suitable for implementation in smaller gadgets with limited computing
power. To verify the validity of the proposed approach, CAH was tested on
Alternating Current (AC) motor datasets, where it could successfully identify
different operation modes of the AC motor and whether the motor worked
correctly or was malfunctioning.
Author’s contributions: The author developed and implemented CAH
with all its methods. Furthermore, he designed the measurement and sim-
2In this paper, the term injective instead of bijective was chosen. This is imprecise but
not wrong because a bijective function is also always injective. However, using bijective is
more precise and means both injective and surjective.
3It must be noted that, in this context, the term “health” describes the condition of a
machine or device; i.e., whether it is working properly or malfunctioning.
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ulation setup for the AC motor experiments. With the obtained datasets
(recorded and simulated by the coauthors), he processed all experiments with
CAH. Besides, he was the main contributor in writing the manuscript.
8.5 Paper V – Applicability of Context-Aware Health Mon-
itoring to Hydraulic Circuits
In Paper V, the scope of Context-Aware Health Monitoring (CAH)4, intro-
duced in an earlier publication, was extended to Heating, Ventilation, and Air
Conditioning (HVAC) applications. In other words, in contrast to the earlier
work, CAH was now used in a hydraulic circuit (a waterpipe system) — an
entirely different industrial application. While the CAH algorithm remained
unchanged, the only necessary adaptation concerned the time parameter be-
cause of the significant inertia differences between the application of the earlier
work (an Alternating Current (AC) motor) and the waterpipe system. The
results show the potential for considerable benefits in monitoring HVAC sys-
tems. Like in the AC-motor case study, CAH could identify normal modes
of operation, change of states (operation modes), deviation from a state, and
abnormal functional operation. Moreover, since CAH would be used in differ-
ent applications that may need a different setup of parameters, a sensitivity
analysis of the values of different CAH parameters was performed. The results
of this sensitivity analysis show the robustness of CAH concerning the values
of these parameters.
Author’s contributions: The author designed the measurement setup
for the waterpipe system experiments. With the obtained datasets (recorded
by the coauthors), he processed all experiments with CAH. Furthermore, he
conducted a sensitivity analysis of the values of different parameters of CAH
regarding both applications: the waterpipe system and the AC motor (using
the datasets of the earlier publication). Besides, he was the main contributor
in writing the manuscript.
8.6 Paper VI – Self-Awareness in Remote Health Monitoring
Systems Using Wearable Electronics
Paper VI proposes a self-aware Early Warning Score (EWS) system that pro-
vides personalization (reflecting parameters such as age, body mass index,
and gender), self-organization, and autonomy for remote monitoring scenar-
ios. Moreover, it offers an intelligent decision-making process for patients in
different situations (sleeping, walking, running, and resting). Furthermore,
4It must be noted that, in this context, the term “health” describes the condition of a
machine or device; i.e., whether it is working properly or malfunctioning.
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self-awareness properties are used to improve the system’s energy efficiency
and the reliability of the calculated EWS. Additionally, a proof of concept
implementation of an EWS system, from cloud services development to hard-
and software demonstration, is proposed in the paper.
Author’s contributions: The author developed and implemented the
algorithms which improve the EWS system’s reliability when erroneous sen-
sory data are present. Besides, he contributed to writing and reviewing the
manuscript.
8.7 Paper VII – Enhancing the Early Warning Score System
Using Data Confidence
Paper VII proposes an Early Warning Score (EWS) system that has a hierar-
chical agent-based architecture and is equipped with a binary data reliability5
assessment. The data reliability assessment’s goal is to detect erroneous vital
signal measurement. This is done by analyzing the sensory data concerning
its plausibility, consistency, and cross-validity. This work is comparable to a
proof of concept, and the experiments demonstrate that the proposed system
correctly identifies erroneous data. They also showed that the system’s hier-
archical agent-based architecture perfectly matches the data processing flow
from lower to higher abstraction levels.
Author’s contributions: The author developed and implemented the
EWS system with all its self-awareness methods. Furthermore, he processed
the obtained datasets (recorded by the coauthors) with the proposed EWS
system. Besides, he was the main contributor in writing the manuscript.
8.8 Paper VIII – Enhancing the Self-Aware Early Warning
Score System through Fuzzified Data Reliability Assess-
ment
Paper VIII presents an enhancement of the hierarchical agent-based Early
Warning Score (EWS) system proposed in an earlier publication. This en-
hanced EWS system contains a data reliability validation technique based on
plausibility, consistency, and cross-validity. However, while the earlier work’s
system used a binary decision-making process, the data reliability assessment
proposed here is based on fuzzy logic. Boolean logic cannot cover all natural
measurement data, which usually lack sharp limits. In contrast, fuzzy logic en-
ables the EWS to cover also the fuzzy ranges in which vital signs can be to some
extent plausible and implausible at the same time instead of just being either
plausible or implausible. The experiments showed that the proposed system
5In this publication, data reliability was falsely called confidence.
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successfully detected erroneous vital-sign data caused by incorrect measure-
ments due to loose sensors, detached sensors, or the test subject’s abnormal
behavior (e.g., biceps contraction during a blood pressure measurement). To
indicate this, the EWS system decreased the output data’s reliability during
such events. The experiments’ outcomes show that self-awareness techniques
such as the proposed data reliability assessment can provide a more robust
EWS system with a more reliable EWS output.
Author’s contributions: The author developed and implemented the
EWS system with all its self-awareness methods. Furthermore, he designed the
test subject’s measurement setup. With the measurement datasets (recorded
and abstracted by the coauthors), he processed all experiments with the pro-
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Romero-Silva, R. and Hernández-López, G. (2020). Shop-floor scheduling as a competitive
advantage: A study on the relevance of cyber-physical systems in different manufac-
turing contexts. International Journal of Production Economics, 224:107555.
Ross, T. J. (2009). Fuzzy logic with engineering applications. John Wiley & Sons.
Royal College of Physicians (London: RCP, 2017). National early warning score (news) 2:
Standardising the assessment of acute-illness severity in the nhs. updated report of a
working party.
Russell, S. and Norvig, P. (2010). Artificial Intelligence: A Modern Approach (3rd Edition).
Pearson.
Sadighi, A., Donyanavard, B., Kadeed, T., Moazzemi, K., Mück, T., Nassar, A., Rahmani,
A. M., Wild, T., Dutt, N., Ernst, R., Herkersdorf, A., and Kurdahi, F. (2018). Design
methodologies for enabling self-awareness in autonomous systems. In 2018 Design,
Automation Test in Europe Conference Exhibition (DATE), pages 1532–1537.
Salehie, M. and Tahvildari, L. (2009). Self-adaptive software: Landscape and research chal-
lenges. ACM Trans. Auton. Adapt. Syst., 4(2):14:1–14:42.
Salvia, G., Cooper, T., Fisher, T., Harmer, L., and Barr, C. (2015). What is broken?
expected lifetime, perception of brokenness and attitude towards maintenance and
repair.
Salzmann, C., Gillet, D., and Huguenin, P. (2000). Introduction to real-time control using
labviewtm with an application to distance learning. Int. J. Engng Ed, 16(5):372–384.
Samet, L., Masmoudi, N., Kharrat, M., and Kamoun, L. (1998). A digital pid controller for
real time and multi loop control: a comparative study. In 1998 IEEE International
Conference on Electronics, Circuits and Systems. Surfing the Waves of Science and
Technology (Cat. No.98EX196), volume 1, pages 291–296 vol.1.
Sangwan, R. S., Vercellone-Smith, P., and Laplante, P. A. (2008). Structural epochs in the
complexity of software over time. IEEE Software, 25(4):66–73.
Sauter, D., Mary, N., and Sirou, F. (1994). Fault diagnosis in systems using fuzzy logic.
In 1994 Proceedings of IEEE International Conference on Control and Applications,
pages 883–888 vol.2.
Savaglio, C., Fortino, G., and Zhou, M. (2016). Towards interoperable, cognitive and au-
tonomic IoT systems: An agent-based approach. In 2016 IEEE 3rd World Forum
Internet Things, pages 58–63. IEEE.
Schlingensiepen, J., Nemtanu, F., Mehmood, R., and McCluskey, L. (2016). Autonomic
transport management systems — enabler for smart cities, personalized medicine,
participation and industry grid/industry 4.0. In Intelligent transportation systems–
problems and perspectives, pages 3–35. Springer.
Selcuk, S. (2017). Predictive maintenance, its implementation and latest trends. Proceedings
of the Institution of Mechanical Engineers, Part B: Journal of Engineering Manufac-
ture, 231(9):1670–1679.
Seshia, S. A., Sadigh, D., and Sastry, S. S. (2015). Formal methods for semi-autonomous
driving. In 2015 52nd ACM/EDAC/IEEE Design Automation Conference (DAC),
pages 1–5.
Sha, L., Gopalakrishnan, S., Liu, X., and Wang, Q. (2008). Cyber-physical systems: A new
frontier. In 2008 IEEE International Conference on Sensor Networks, Ubiquitous, and
Trustworthy Computing (sutc 2008), pages 1–9.
Shamsa, E., Kanduri, A., TaheriNejad, N., Proebstl, A., Chakraborty, Rahmani, A. M.,
and Liljeberg, P. (2020). User-centric resource management for embedded multi-core
120
processors. In The 33rd International Conference on VLSI Design and The 19th In-
ternational Conference on Embedded Design, pages 1–6.
Sharifi, R. and B., D. (2011). Fault detection in lighting systems - first phase results.
Technical note, Philips Research North-America.
Siafara, L. C., Kholerdi, H., Bratukhin, A., TaheriNejad, N., and Jantsch, A. (2018). SAMBA
– an architecture for adaptive cognitive control of distributed cyber-physical production
systems based on its self-awareness. e & i Elektrotechnik und Informationstechnik,
135(3):270–277.
Siafara, L. C., Kholerdi, H. A., Bratukhin, A., TaheriNejad, N., Wendt, A., Jantsch, A.,
Treytl, A., and Sauter, T. (2017). SAMBA: a self-aware health monitoring architecture
for distributed industrial systems. In IECON 2017 - 43rd Annual Conference of the
IEEE Industrial Electronics Society, pages 3512–3517.
Siegel, H. J., Khemka, B., Friese, R., Pasricha, S., Maciejewski, A. A., Koenig, G. A.,
Powers, S., Hilton, M., Rambharos, R., Okonski, G., and Poole, S. (2014). Energy-
aware resource management for computing systems. In 2014 Seventh International
Conference on Contemporary Computing (IC3), pages 7–12.
Silva, K. M., Souza, B. A., and Brito, N. S. D. (2006). Fault detection and classification in
transmission lines based on wavelet transform and ann. IEEE Transactions on Power
Delivery, 21(4):2058–2063.
Smith, G. B., Prytherch, D. R., Meredith, P., Schmidt, P. E., and Featherstone, P. I. (2013).
The ability of the national early warning score (news) to discriminate patients at
risk of early cardiac arrest, unanticipated intensive care unit admission, and death.
Resuscitation, 84(4):465–470.
Song, H. and Lehrer, P. (2003). The effects of specific respiratory rates on heart rate and
heart rate variability. Appl Psychophysiol Biofeedback, 28(1):13–23.
Sonnenfeld, G., Goebel, K., and Celaya, J. R. (2008). An agile accelerated aging, character-
ization and scenario simulation system for gate controlled power transistors. In 2008
IEEE AUTOTESTCON, pages 208–215.
Spathis, P. and Bicudo, M. (2010). ANA: Autonomic Network Architecture. In Autonomic
Network Management Principles: From Concepts to Applications, pages 49–65. Aca-
demic Press.
Srivastav, A., Tewari, A., and Dong, B. (2013). Baseline building energy modeling and local-
ized uncertainty quantification using gaussian mixture models. Energy and Buildings,
65:438–447.
Stankovic, J., Lee, I., Mok, A., and Rajkumar, R. (2005). Opportunities and obligations for
physical computing systems. Computer, 38(11):23–31.
Stankovic, J., Lu, C., Son, S., and Tao, G. (1999). The case for feedback control real-
time scheduling. In Proceedings of 11th Euromicro Conference on Real-Time Systems.
Euromicro RTS’99, pages 11–20.
Strassner, J., Kim, S.-S., and Hong, J. W.-K. (2009). The design of an autonomic com-
munication element to manage future internet services. In Management Enabling the
Future Internet for Changing Business and New Computing Services, pages 122–132.
Springer.
Susto, G. A., Schirru, A., Pampuri, S., McLoone, S., and Beghi, A. (2015). Machine learning
for predictive maintenance: A multiple classifier approach. IEEE Transactions on
Industrial Informatics, 11(3):812–820.
TaheriNejad, N. (2019). Wearable medical devices: Challenges and self-aware solutions. In
IEEE Life Sciences Newsletter, pages 5–6.
TaheriNejad, N. and Jantsch, A. (2019). Improved machine learning using confidence. In
IEEE Canadian Conference of Electrical and Computer Engineering (CCECE), Ed-
monton, Canada.
121
TaheriNejad, N., Jantsch, A., and Pollreisz, D. (2016). Comprehensive observation and its
role in self-awareness; an emotion recognition system example. In Proceedings of the
Federated Conference on Computer Science and Information Systems, pages 117–124,
Gdansk, Poland.
TaheriNejad, N., Shami, M. A., and Manoj, P. (2017). Self-aware sensing and attention-based
data collection in multi-processor system-on-chips. In 2017 15th IEEE International
New Circuits and Systems Conference (NEWCAS), pages 81–84.
Taillandier, P., Gaudou, B., Grignard, A., Huynh, Q.-N., Marilleau, N., Caillou, P., Philip-
pon, D., and Drogoul, A. (2019). Building, composing and experimenting complex
spatial models with the GAMA platform. GeoInformatica, 23(2):299–322.
Tanigawa, I., Hisazumi, K., Ogura, N., Sugaya, M., Watanabe, H., and Fukuda, A. (2019).
Rtcop: Context-oriented programming framework based on c++ for application in
embedded software. In Proceedings of the 2019 2nd International Conference on Infor-
mation Science and Systems, ICISS 2019, page 65–72, New York, NY, USA. Association
for Computing Machinery.
Tao, F. and Qi, Q. (2019). Make more digital twins.
Tao, F., Qi, Q., Wang, L., and Nee, A. (2019). Digital twins and cyber–physical systems to-
ward smart manufacturing and industry 4.0: Correlation and comparison. Engineering,
5(4):653–661.
Tao, X., Broo, D. G., Törngren, M., and Chen, D. (2020). Uncertainty management in
situation awareness for cyber-physical systems: State of the art and challenge. In
Proceedings of the 2020 6th International Conference on Computing and Artificial In-
telligence, pages 424–430.
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ABSTRACT The role of smart and autonomous systems is becoming vital in many areas of industry and
society. Expectations from such systems continuously rise and become more ambitious: long lifetime, high
reliability, high performance, energy efficiency, and adaptability, particularly in the presence of changing
environments. Computational self-awareness promises a comprehensive assessment of the system state
for sensible and well-informed actions and resource management. Computational self-awareness concepts
can be used in many applications such as automated manufacturing plants, telecommunication systems,
autonomous driving, traffic control, smart grids, and wearable health monitoring systems. Developing
self-aware systems from scratch for each application is the most common practice currently, but this is
highly redundant, inefficient, and uneconomic. Hence, we propose a framework that supports modeling
and evaluation of various self-aware concepts in hierarchical agent systems, where agents are made up of
self-aware functionalities. This paper presents the Research on Self-Awareness (RoSA) framework and its
design principles. In addition, self-aware functionalities abstraction, data reliability, and confidence, which
are currently provided by RoSA, are described. Potential use cases of RoSA are discussed. Capabilities of the
proposed framework are showcased by case studies from the fields of healthcare and industrial monitoring.
We believe that RoSA is capable of serving as a common framework for self-awaremodeling and applications
and thus helps researchers and engineers in exploring the vast design space of hierarchical agent-based
systems with computational self-awareness.
INDEX TERMS Computational self-awareness, framework, agent-based, hierarchical, modeling, develop-
ment, monitoring, observe-decide-act.
I. INTRODUCTION
The number of Cyber-Physical Systems (CPSs) with embed-
ded sensors and actuators is growing exponentially [1], [2].
These systems enable a wide range of applications like
automated manufacturing plants [3], telecommunication sys-
tems [4], [5], autonomous driving [6], traffic control [7],
smart grids [8], and mobile health monitoring systems [9] —
just to name a few examples. Nomatter the actual application,
The associate editor coordinating the review of this manuscript and
approving it for publication was Mark Kok Yew Ng .
CPSs connect their physical environment (the real world)
with the digital (i.e., cyber) space under ever-increasing
expectations and requirements [10]. Some system properties
that are needed for meeting application requirements are
adaptivity, autonomy, reliability, robustness, long lifetime,
high performance, and energy efficiency. A controlled bal-
ance among those sometimes contradictory properties is a
must as well [11].
Because of these requirements, a complex interaction
between a CPS and its environment is necessary. The system
needs to know how its environment behaves and how its
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own actions may affect the environment. Besides, a CPS may
have limited resources and need to consider system properties
like the growing process variability, thermal limitations, and
wear-out effects of System on Chip (SoC) solutions. These
could lead to an unbalanced lifetime, overheating, hotspots,
rapid aging, and under-utilization [12]–[14], which requires
sophisticated resource management. Thus, a comprehensive
assessment of the system’s state and that of its environment is
needed and allows prediction of future events, better planning
of actions, and hence optimized operation [15].
Computational Self-Awareness (CSA) has been studied in
a wide range of applications [16]–[18], and proved to be
a key enabler of efficient resource management in differ-
ent domains (e.g., sensor networks [19] and health moni-
toring systems [20]). It has also been proposed to tackle
the challenges of comprehensive assessment in different
CPSs [18], [21]–[24]. However, the community research-
ing on self-awareness is fractioned, and research proceeds
rather slow. To the best of our knowledge, so far, there is
no satisfactory common tool to speed up research on self-
awareness. We propose a software framework, Research on
Self-Awareness (RoSA),1 for modeling self-awareness con-
cepts and applications. RoSA is based on a hierarchical
agent-based model and provides facilities to implement,
adapt, customize, and evaluate self-aware applications. The
framework itself is a three-fold software engineering exem-
plar [25]: it can be used in the engineering process to
model applications as well as it serves as a testbed and
library (i.e. infrastructure for conducting research and a set of
reusable models or code, respectively). We hope that RoSA
can serve as a common framework for the community to
explore uncharted aspects of self-awareness and speed up
development in the field.
This paper provides an overview of the framework, how it
works and how it can be used. The applicability and flexibility
of RoSA are demonstrated by two case studies from the fields
of human health monitoring [26]–[28] and industrial machine
monitoring [29]–[31]. The main contributions of the paper
are:
1) we propose a framework, RoSA, which facilitates the
modeling and evaluation of self-awareness concepts by
means of modeling self-aware applications as hierar-
chical agent systems and modeling agents based on
self-aware functionalities;
2) we provide an initial set of self-aware functionalities,
namely abstraction, data reliability, and confidence,
implemented in RoSA; and
3) we describe use cases for RoSA-based modeling, whose
utility has been proven by our case studies.
The rest of the paper is organized as follows. Section II
highlights the motivation and research challenges of this
study. Section III then summarizes the state of the art in the
1Open-source implementation is available at https://
phabricator.ict.tuwien.ac.at/source/SoC_Rosa_repo.
git.
field of CSA with interest in modeling and implementation
frameworks. Section IV introduces terminology as well as the
architecture and implementation of RoSA. Possible use cases
of the framework are discussed in SectionV. Self-aware func-
tionalities that are currently available in RoSA are described
in Section VI, whereas Section VII presents case studies,
which use those functionalities and general RoSA facilities.
Section VIII discusses which lessons have been learned while
developing this framework, and finally, Section IX concludes
the paper. We include a list of abbreviations at the end of the
paper for the reader’s reference.
II. MOTIVATION AND RESEARCH CHALLENGES
CSA is a hot topic, and some approaches that make CPSs
intelligent exist [32], [33]. Still, the field is widely unex-
plored, and many aspects of self-awareness are yet to be
researched.
While studying open questions of self-awareness (case
studies in Section VII), we made an effort to implement
experiments in a sustainable modular fashion. It was possible
to separate a runtime system from application code and iden-
tify reusable components by systematizing our experimen-
tal codebases. A retrospective realization showed that much
work could have been saved if it were for a framework that
provided the application-agnostic parts of our custom code.
We also realized that lacking a reusable framework is not a
specific issue for us but must be a general one. Despite being a
hot topic, techniques and methods around self-awareness are
developed at a moderate pace and lack convergence. A major
obstacle that is to be overcome is the high cost (mostly devel-
opment time) of implementing self-aware systems. Lacking a
common frameworkmakes each system to be developed from
scratch. This results in a considerable amount of work being
done redundantly, inefficiently, and uneconomically. Using a
common framework would enable cooperation and synergy
among researchers and practitioners from a diverse spectrum
of expertise.
So we set off to make a framework based on our experience
and considering the following goals:
• use a compositional application model,
• provide reusable features and facilitate customization,
• support both simulation and deployment of applications,
• have a low-footprint realization to enable the framework
in resource-constrained Embedded Systems (ESs),
• make a future-proof and sustainable framework (e.g.,
standard and stable technology, platform independence,
low overhead, open architecture).
Selecting a proper architecture and implementation fitting
our goals was a fundamental question. We concluded with a
hierarchical agent-based architecture, whose details are dis-
cussed in Section IV-B. As none of the available agent-based
frameworks can fully cover our goals (detailed evaluation in
Section III-F), we implemented RoSA as a new framework.
Identifying and implementing self-aware functionalities
so that they can be reused in different applications is a
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storehouse of challenges. We spent the most time with func-
tionalities abstraction, data reliability, and confidence, whose
reusable implementations are featured in RoSA.
III. BACKGROUND AND RELATED WORK
Our work is motivated by the ever-growing importance and
relevance of self-awareness in CPSs and SoCs. In Section III-
A, we give a short inside of Autonomic Computing (AC),
while we throw a bridge to Self-Awareness in Section III-B.
Since we propose a modeling framework for self-aware sys-
tems to facilitate collaboration in the field and go beyond
the state of the art, we discuss existing self-aware architec-
tures in Section III-C and review frameworks implement-
ing self-aware systems in Section III-D. For the technical
background of our proposed implementation, decentralized
architectures are reviewed in Section III-E and available
implementations of our choice of architecture, agent-based
frameworks, in Section III-F.
A. AUTONOMIC COMPUTING
Smart systems require high degrees of automation and auton-
omy [34]. The word autonomy originates from ancient
Greece and means to be self-governing, in other words,
to have own laws [35]. In the context of computer sys-
tems, the concept of autonomy came up in the 1990s and
was inspired by biological systems [36]. Both academia and
industry started some initiatives at that time [35].
As often, very early attempts were made in the mil-
itary field. Defense Advanced Research Projects Agency
(DARPA) had a project in which they developed a commu-
nication and location device for soldiers [37], [38]. Soldiers
could give information about the situation of themselves
and their environment. Together with locating and sensing
abilities of the device, relevant details on the battlefield were
spread between the soldiers.
Besides, in the 1990s, the National Aeronautics and Space
Administration (NASA) started projects such as Mars Path
Finder and Deep Space 1. The goal of these projects was
that space crafts should become more autonomous to operate,
navigate, and manage deep-space probes with less interven-
tion of humans [39]. The fact of becoming more autonomous
was important because remote control of these space crafts is
associated with a clearly noticeable delay and therefore was
highly impractical.
The complexity and dynamic changing environments call
for autonomic systems [35]. In 2001, the International Busi-
ness Machines Corporation (IBM) declared that the com-
plexity of Information Technology (IT) systems would be
one of the biggest challenges for the progress of the indus-
try in the coming decades [40]. To make computer systems
autonomous and having less need for human interventions,
IBM started the AC initiative and introduced five levels
of maturity: basic, managed, predictive, adaptive, and auto-
nomic [41]–[44]. The lowest level (basic) describes a system
that is managed by highly skilled staff which monitor these
systems and manually modify them based on the gathered
information [37]. In contrast, the highest level describes
fully autonomic systems (or applications) that totally manage
themselves in order to fulfill high-level goals which could
be given by humans [36]. In other words, an AC system
manages itself according to high-level objectives given by
humans [45].
Furthermore, IBM introduced in [42] the four self-* prop-
erties of AC (often referred to as ‘‘self-chop’’ [10], [37]):
• self-configuration (autonomous configuration, such as
adjusting parameters or changing software, in order to
fulfill high-level goals),
• self-healing (autonomous detection and diagnostic
for discovering problems and trying to fix them
autonomously),
• self-optimization (autonomous resource usage opti-
mization), and
• self-protection (autonomous protection against mali-
cious attacks and unintentional misapplication by the
system’s user).
These self-* properties (in details described in [44], [46])
are the most cited ones in the AC domain, but the number
of them has continuously grown; for the most prominent
examples, we refer to [35], [36].
B. SELF-AWARENESS
Self-awareness, which is one of the self-* properties, was pro-
posed originally in the IBM initiative on autonomic comput-
ing [44], [47]. Computational reflection and self-awareness
are very close to each other. Computational Reflection is the
ability of a system to reason about its capabilities, limitations
and resources [45]. A self-aware system observes itself as
well as its environment and changes its behaviour accord-
ing to the observations it has made. Thus, self-awareness
could also be called computational reflection [48], [49].
A self-aware computer system needs sensors to sense the
internal as well as the external environment and actuators
to self-adapt to the changing environment [36]. In an effort
to improve flexibility and adaptivity of systems, the self-*
properties are organized into a hierarchy with self-awareness
and context-awareness at the base (Figure 1). In other
words, a system has to be self-aware to be self-adaptive
(or autonomous). A correlation between the usage of self-*
properties and the quality of complex software systems has
been shown in [50].
FIGURE 1. Pyramid of self-* properties.
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Self-awareness has recently moved up in prominence. Ini-
tially, it was at the bottom of the self-* pyramid (Figure 1)
as a supporting feature for more advanced adaptive behavior.
Recently, self-awareness is used quite often to encompass
all relevant self-* properties, including self-adaptiveness. The
pyramid has been turned upside down because of the realiza-
tion: self-awareness is not just a collection of state variables.
It must include the goals of the system and properly reflect
the effects of actions on itself and the environment. However,
in contrast to other self-* solutions or AC, a fully self-aware
system operates not only reactively but proactively. This
means that such a system needs to be able to learn, make
conclusions, and act accordingly [51].
For example, in the recent past, self-awareness showed
to be a key enabler to tackle many challenges SoCs face
such as growing process variability, thermal limitations,
and wear-out effects [17], [18], [21]–[24]. CSA has been
applied to both software [44] and hardware [52]. Fol-
lowing applications have benefited from CSA concepts
(some of them under other terms such as adaptivity,
autonomy, and goal-oriented systems): mobile applica-
tions [53], object tracking with smart cameras [24], [54],
artificial intelligence [55], cloud computing [56], net-
works [57], operating systems [58], web [59], adaptive
and dynamic compilation environment [60], Multi-Processor
System-on-Chip (MPSoC) resource management [61], [62],
(cyber-physical) SoC [52], mobile robots [63], industrial sys-
tems [64], [65], health monitoring [22] as well as single and
multi-user active music environments [66].
The different aspects of self-awareness — like self-
monitoring, situation-awareness, and attention— have been
shown to be essential for efficient embedded CPSs [15], [52],
[67]–[71]. Self-monitoring is the activity of sampling system
properties (e.g., chip temperature [71]) as well as transform-
ing and filtering sampled data in a system-specific way (see
the self-aware functionality abstraction in Section VI-A).
Situation-awareness assesses the observations and gives sig-
nificance to data. On the other side, attention balances the
competing tasks of data collection, processing, and responses
under tight resource constraints by dynamically prioritizing
goals and tasks. The overall system performance is moni-
tored in a dynamically changing environment by means of
self-awareness.
It has already been shown that self-awareness can help
solve many problems of CPSs and SoCs. Furthermore, dif-
ferent aspects of self-awareness are used to make CPSs
smarter [32], [33], [72]. However, the development of
self-aware systems and related methods is still a diffi-
cult and tedious process. Moreover, efforts are fragmented
among different communities because of the lack of a com-
mon framework to explore self-awareness and its properties.
We propose a framework, RoSA, to overcome that obstacle.
RoSA is based on principles and methods that have been pub-
lished in literature but have not been combined before. The
next few paragraphs overview various works that are related
to RoSA.
C. REFERENCE ARCHITECTURES FOR SELF-AWARENESS
There exist several reference architectures which concern
systems related to CSA [51]. One of them is the MAPE-K
loop (an autonomic control loop coming from the AC
field [42], [44])), which stands for Monitor, Analyze, Plan,
Execute, and Knowledge. Information is collected from sen-
sors in the monitor phase, and the gathered information is
analyzed in the analyze phase. Subsequently, the plan- and
execute phases are about planning and executing actions
in order to fulfill goals or solve problems [51]. All these
four phases share one common aspect: knowledge about
the context, the execution environment and the hardware
infrastructure. The MAPE-K loop is very similar to the
Observe-Decide-Act (ODA) loop we have implemented
(Section IV-B3).
The Learn, Reason, Act architecture is a model-based
learning and reasoning loop (LRA-M loop) [73]. The archi-
tecture describes a self-aware computing system that is driven
by its goals and its observations collected as empirical data.
The collected data are used in an ongoing learning process
that abstracts observations into models. The learned models
provide a basis for the reasoning process, which might trigger
actions affecting the system itself and possibly its environ-
ment. The LRA-M loop is a model-based formulation of the
ODA loop.
FIGURE 2. The reference architecture for self-managed systems from [74].
Another related architecture is the Reference Architecture
for Self-managed Systems from Kramer and Magee [74].
Figure 2 shows this architecture which consists of three dif-
ferent layers with different tasks. The Goal management (the
top layer of the architecture) is there for the planning. This
is where plans are initiated to meet the requirements of the
applications and to achieve their goals. Such plans may be
required by new goals from the user or by requirements of
the layer below. The Goal management layer usually has
some awareness models to be able to reflect on the layer
below and address it properly [51]. This underlying layer
contains Change management. This is where the various
plans are stored, which shall be processed. The best plan
for the respective current situation is selected in order to
adapt the layer below. The Change management layer is also
reflective and has typically an awareness model of the layer
below; the lowest layer [51]. This layer, the layer on the
bottom of the architecture, is calledComponent control. Here,
the actual functionalities of the application are implemented
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and accordingly adjusted by the instructions (based on vari-
ous plans) from the layer above (Change management layer).
The Component control layer is pre-reflective, and it sends
up status reports to the layer above. If the Component con-
trol layer reports an inability to meet the given application
goals, the Change management layer adapts it in a way
it can achieve them in the current (environmental) situa-
tion [51]. Besides the usage of various awareness models,
the hierarchical structure of this approach matches the RoSA
architecture IV-B2.
The Reference Architecture for Models@run.time Sys-
tems is proposed in [75], and its main characteristic is that
there is an explicit distinction between two systems often
called managing system and managed system, where the
first one manages the second one [51]. The managed sys-
tem can be divided again into the (actual) managed sys-
tem and its environment. The managing system often has
three layers accordingly to the above-mentioned Reference
Architecture for Self-managed Systems, where the lowest
layer has an interface to the managed system. While the top
layer is very similar to the previous architecture, the bot-
tom two layers are formulated much more precisely. The
bottom layer contains configuration models (reflecting the
current state of the managed system), plan models (control-
ling the managed system), capability models (covering the
managed system’s capabilities) and context models (focus-
ing on the managed system’s environment). The middle
layer consists of a learner synchronizing all models of the
lowest level with the managed system, a reasoner mak-
ing decisions based on the models of the lowest level, and
an analyzer abstracts the information provided by mod-
els of the base layer in order to enable a hierarchical
decomposition.
The ‘‘reference architecture for self-awareness’’ from
Lewis et al. [24] describes a psychology-inspired concep-
tual framework of self-awareness. The architecture defines
a number of different units that can be used to describe a
system with self-aware and self-expressive capabilities. The
components are sensor and actuator units, self-expression
unit, self-awareness unit, and meta-self-awareness unit.
The meta-self-awareness unit assesses the desirability of
maintaining a level of awareness. The self-awareness
unit consists of several subsystems for certain types of
awareness:
• stimulus awareness is the knowledge about stimuli
that act on the system and the ability to respond to
them;
• interaction awareness is the knowledge about the inter-
action between the system and its environment;
• time awareness is the knowledge about past states and
future phenomena;
• goal awareness is the knowledge about objectives, pref-
erences, and constraints as well as the ability to reason
about them or manipulate them;
• meta-self-awareness is the knowledge about possible
levels of awareness and the way they are executed.
The recommended use of the reference architecture is
described in a handbook [22]. A case study about implement-
ing a service selection application in the reference architec-
ture is available in [24].
Besides these reference architectures, a suitable modeling
method, which is similar to our work, is proposed in [76].
However, that model uses a vague definition of agents as
design abstraction, while RoSA provides facilities for the
definition of agents based on self-aware functionalities.
D. FRAMEWORKS FOR SELF-AWARENESS
There are frameworks that focus on particular self-* prop-
erties. SAPERE [77] and ACOSO [78] are middlewares
that support self-organization of autonomic nodes in dis-
tributed environments. Though they build on an agent-based
model like RoSA, they are focused on self-organization
(a self-awareness property that is not covered in RoSA yet)
and so provide complementary features to the current set of
self-aware functionalities of RoSA. The following examples
provide complementary features as well. BIONETS [79] is
based on similar concepts and supports self-adaptation of
autonomic nodes in distributed environments. The Collec-
tive Adaptive Systems approach of the ALLOW Ensembles
project [80] supports collaborative self-adaptation of agents
within groups called ensembles. SEEC [61] is a framework
for self-aware resource allocation based on the concept of
application heartbeats, which allows monitoring and adjust-
ing program performance. We did not base our work on any
of these frameworks because (i) SAPERE and ACOSO are
implemented on top of JADE, which does not fit most ESs
(Section III-F); (ii) the BIONETS concepts are implemented
only in simulation models, which limits its deployability
in real systems; (iii) the ALLOW Ensembles approach is
demonstrated by a case study in DeMOCAS [81], which
is a simulation framework implemented in Java and hence
has limited deployability; and (iv) the implementation of
SEEC does not match the agent-based architecture, which we
selected for flexibility and scalability (Section III-F).
Although these works offer more or less specific design
proposals for various self-aware systems, they do not consti-
tute a complete modeling framework.
E. DECENTRALIZED ARCHITECTURES
Decentralized architectures have already been proposed in the
early days of Artificial Intelligence (AI) [51]. A decentralized
system in this context consists of several agents (independent
modules) whichmay interact with each other andwork in par-
allel on their different tasks. According to [82], designing and
building rational agents is fundamental for AI. Russell et al.
further state that agents are rational entities that take the best
possible action according to the information and capabilities
they have at their disposal [82].
In [83], Wooldridge et al. define agents as software pieces
that are autonomous (can autonomously operate without
human intervention), social (can communicate with other
agents or humans), reactive (can respond to changes in
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TABLE 1. Multi-Agent modeling Systems.
the environment), and pro-active (can take the initiative
instead of just reacting). AMulti-agent System (MAS), in fur-
ther consequence, is a system consisting of multiple agents
that work together to fulfill one or more common goals [45].
An agent-based architecture (e.g., a MAS) implements the
actor model [84], which is a programming paradigm known
for scalable parallel and distributed computing. To better
handle complex applications, it is usually advantageous to
divide them into different tasks. Often these can be divided
into different levels to cover the big picture as well as small
details in particular. Accordingly, it can be helpful to have the
possibility of a hierarchical structure. This is similar to the
nature-inspired hierarchical system of the AC initiative from
IBM [85]. Applying a hierarchical agent-based approach to
self-aware systems has been studied in the literature [86].
An agent-based framework that facilitates self-awareness,
however, has been an open issue.
F. AGENT-BASED FRAMEWORKS
Some existing self-aware frameworks are built on agents (see
Section III-D). There are general agent-based frameworks,
which are ignorant of the internal workings of agents. These
are summarized in Table 1 and discussed in this section.
The two main use cases of the agent-based frameworks
are multi-agent simulation and deployable actor system.
Java-based frameworks have a high resource require-
ment beyond the typical capacity of ESs. The large-scale
multi-agent simulation systems are not suitable for ESs for
similar reasons, and they have limited capabilities for inter-
facing real hardware. Deployable actor systems with native
implementation (Mobile-C and CAF) can support execution
on ES hardware and are detailed as follows. Mobile-C is
a small-footprint distributed actor system. However, it has
a proprietary dependency and a custom native API, which
limits its applicability.
CAF is an open-source distributed actor system with stan-
dard C++ implementation and with the aim of working
on a wide spectrum of hardware platforms. Its extensive
non-configurable feature set, however, makes it less suitable
for ESs. A stripped-down version for resource-constrained
systems remains a promise to date.
IV. THE RoSA FRAMEWORK
RoSA combines the agent-based actor model with self-aware
properties in an ES-compatible fashion and is fully open-
source. In this section, we discuss the general facilities of
the RoSA framework, which are the agent-based architecture
and details of its implementation. Actual functionalities are
presented in SectionVI, and the implementation of self-aware
applications is showcased in Section VII by case studies.
A. TERMINOLOGY
Here, we define the following terms with the meaning we use
in the context of RoSA and the rest of this paper.
1) Agents are design abstractions that help decompose a
system into independent components. A classic defini-
tion of agents comes from the field of artificial intelli-
gence [82]: ‘‘an agent is anything that can be viewed as
perceiving its environment through sensors and acting
upon that environment through actuators.’’ RoSA agents
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comply with that definition. Section IV-B describes their
inner workings and interactions.
2) Data manipulation is the processing activity that is
done by any agent: observing its environment via input,
maintaining its internal state, and optionally generating
output to affect its environment. Individual RoSA agents
may realize different ways of data manipulation, which
is described in terms of functionalities.
3) Functionalities encapsulate self-awareness concepts in
reusable components. They are the basic tools that can
be put together to realize desired ways of data manipula-
tion in agents. An agent is designed by a careful selection
of functionalities for the required datamanipulation. The
self-aware functionalities that we have already imple-
mented are elaborated in Section VI.
B. RoSA ARCHITECTURE
The architecture of the RoSA framework is outlined in this
subsection, accompanied with a discussion on some design
decisions.
1) SCOPE
The RoSA architecture supports modeling self-aware appli-
cations, whose relevance is motivated in Section I and
Section II. The framework is intended to be a tool for mod-
eling and evaluating novel ideas in self-aware applications.
The applicationmodel (i.e., a hierarchical agent-based system
with functionalities within agents) is flexible enough to incor-
porate variations in different aspects of design and implemen-
tation. Those aspects are mostly related to the functionalities:
(i) what functionalities are there, (ii) how they are imple-
mented and interconnected, and (iii) how applications are
decomposed. The architecture provides a structured andmod-
ular way for defining self-aware applications: applications are
decomposed into agents, which are defined by functionalities.
Agents and functionalities are reusable components in RoSA.
2) HIERARCHICAL AGENT-BASED MODEL
An agent communicates with its environment (i.e., other
agents of the application) by message passing via input and
output channels. Semantics can be informally given as: the
agent receives messages on its input channels; manipulates
data (i.e., the received messages and its internal state), and
may send messages on its output channels.
Agents are organized into a hierarchical structure
(e.g., Figure 3). Agents on different levels of the hierarchy
process data on different levels of abstraction: the system
obtains fine- and coarse-grained knowledge according to
hierarchy levels. Such a detailed representation of knowledge
helps self-adaptive systems to operate more efficiently and
meet their goals [32].
Connected agents are in a master-slave relation. An agent
(e.g., Agent 2 in Figure 3) receives messages from its
slaves (Agents 5 and 6) and sends messages to its master
(Agent 1). That is, an agent acts as slave towards its only
master and as master towards its potentially multiple slaves.
FIGURE 3. A hierarchical agent-based model.
A slave sends messages to its master regularly according to
its configuration. A master may control the configuration of
its slaves by sending control messages to them whenever
appropriate.
A real-world application interacts with its environment
via sensors and actuators, which are modeled as agents in
RoSA. An agent that wraps a sensor is a data source (i.e., has
no slaves) and sends sensor input to its master. Dually,
an agent that wraps an actuator is a data sink (i.e., has no
master). An actuator is activated (‘‘controlled’’) by slave-
to-master data messages — rather than master-to-slave con-
trol messages.
3) OBSERVE-DECIDE-ACT LOOPS
AC systems consist of autonomic elements implementing
a control loop [36]. Thus, self-aware applications in RoSA
operate in an iterative manner implementing ODA loops [52].
ODA is our architecture of choice, however, other architec-
tures could be chosen and implemented as well. AnODA loop
(Figure 4) represents the way reactive systems operate: the
systemmonitors the behavior of itself and/or its environment,
decides about certain actions, and acts accordingly.
FIGURE 4. An agent implements an Observe-Decide-Act loop.
As shown in Figure 5, each RoSA agent operates in an
ODA loop: receives input messages, does data manipula-
tion, and optionally sends output messages. The composition
of individual ODA loops results in a behavior that can be
described as a compound ODA loop on the application level.
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FIGURE 5. An agent system based on individual Observe-Decide-Act
loops.
The RoSA architecture provides a way to implement
ODA-loop-based applications that are decomposed into inter-
acting ODA loops of lower complexity.
FIGURE 6. The behavior of an agent is defined by self-aware
functionalities.
4) FUNCTIONALITIES
An agent is defined by functionalities (Figure 6). What func-
tionalities an agent utilizes depends on its role in the applica-
tion. RoSA provides a library of pre-defined functionalities
(Section VI) and allows developers to implement new ones
either based on existing ones or from scratch.
As shown earlier, RoSA agents conceptually operate in
ODA loops. The functionalities that constitute an agent con-
tribute to different characteristics of observation and decision
making in the loop. For example, abstraction (Section VI-A)
improves the outcome of observation, and data reliability
(Section VI-B) helps decision making by providing meta-
information. Our approach is inspired by the hierarchical
agent-based model of Guang et al. [76]. While their model
uses a vague definition of agents as design abstraction,
RoSA agents are described as ODA loops that are based on
functionalities.
C. SOFTWARE IMPLEMENTATION
We have implemented the RoSA architecture as a software
framework. RoSA has a fully open implementation in stan-
dard C++ and can readily interface existing native soft-
ware components. The main characteristics of the software
implementation are (i) providing a high-level but safe mod-
eling interface for application developers, (ii) allowing the
same application code to be used for simulation and deploy-
ment, and (iii) realizing small-footprint software that can be
deployed in resource-constrained ESs.We have done our case
studies (Section VII) in simulation on a desktop computer.
That is, input and output of sensor and actuator agents are
fed to the system via stored files, and RoSA allows for
other input-output interfaces as well. Runtime support for
deploying on embedded devices requires further development
to complete.
V. USE CASES OF THE FRAMEWORK
The section discusses how RoSA, the framework as a whole
and its features separately, can be used in different scenarios.
A. MODELING A NEW APPLICATION IN RoSA
Modeling an application using the RoSA Architecture fol-
lows a general flow shown in Figure 7. That is,
Specify requirements: The most abstract description of an
application defines input and output (sensors and actua-
tors, respectively) and the data manipulation to be done.
It can be seen as an extreme agent systemwith all sensors
and actuators connected to the only agent that represents
the entire application.
Model agent system: The monolithic application-agent is
decomposed into a set of agents organized in a hierarchy.
Agents enclose specific kinds of data manipulation and
serve as a unit of reusability — within and between
applications. Identifying agent patterns can help effi-
cient decomposition.
Model agents: Each agent is modeled, i.e., prescribed data
manipulation is realized by available functionalities and
custom code (Figure 8). Functionalities provide a level
of reusability below agents. RoSA provides a set of
functionalities, which is expected to grow over time.
Validate agents in simulation: Unit testing of agents is
done by validating their input-output behavior in sim-
ulation mode: a single-agent system is evaluated with
predefined input and expected output.
Validate application in simulation: Agents are put together
according to the system model. Integration testing of
the application is done by validating the input-output
behavior of the system in simulation mode.
Deploy application: The application is deployed in an
embedded device.
Though the RoSA methodology is presented as a sequen-
tial flow, the model of an application (i.e., the system model
with corresponding agent models) may be refined in an
iterative manner.
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FIGURE 7. Scenarios of using the RoSA framework.
FIGURE 8. An agent is modeled based on available functionalities and
custom code; reusable pieces of custom code are gradually promoted to
functionalities in a generalized form.
B. MIGRATING AN APPLICATION TO RoSA
RoSA can also be used to add self-awareness to existing
applications. An entire legacy application can be migrated to
RoSA in a few steps shown in Figure 7(b). That is,
Wrap legacy components into agents: Each component,
whose input-output behavior fits message-passing
semantics, is wrapped into a RoSA agent. Legacy com-
ponents may be grouped, if necessary. Existing legacy
code implements data manipulation within agents.
Build application from agents: Agents are put together
in an agent system according to the connections
between corresponding components in the legacy
system.
Refine model: The system and agent models may be refined
iteratively, as in the general case.
Deploy application: The agent system is deployed as a
RoSA application.
This approach turns a legacy system into a RoSA appli-
cation and enables utilizing all RoSA features for further
development.
C. ADDING RoSA AS A SELF-AWARE COMPONENT
It is also possible to add a RoSA agent system to an existing
application as a self-aware component (Figure 7(c)). This
scenario might be applied as a gradual migration path.
Identify self-aware component: The requirements are
specified either as a new component of the application
or based on an existing component to be replaced.
Realize component in RoSA: The component is realized
as a RoSA agent system following the general RoSA
methodology (Figure 7).
Integrate component into the application: The compo-
nent is integrated into the existing application via input
and output streams that are associated with its sensor and
actuator agents, respectively.
Deploy application: The application is deployed with the
RoSA system as one of its components.
This approach limits the development effort to one compo-
nent of the application — in contrast to migrating the whole
application. However, additional development and runtime
complexity is posed by the need to integrate RoSA as a
component of the existing application. Whether to take the
full migration or the component approach depends on the
size of the application and how much the application needs
self-awareness and can benefit from RoSA.
D. USING SELF-AWARE FUNCTIONALITIES FROM RoSA
RoSA supports reusability on two levels: agents in the system
model and functionalities in the agent model. The realizations
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of these two levels are independent, and functionalities
may be used without using agents. Should working with
a RoSA agent system be uneconomic, functionalities that
are defined in RoSA (Section VI) may be used in custom
codes directly — without involving other parts of the RoSA
framework.
E. IMPLEMENTING A GENERAL AGENT-BASED
APPLICATION WITH RoSA
While the main aim of RoSA is to facilitate developing
applications and concepts related to self-awareness, the appli-
cability of the framework is not limited to that. The agent
system that constitutes the base of the architecture can be
used for any other application that may benefit from such an
architecture (e.g., component-based systems). One can ignore
self-aware functionalities and implement an agent-based
application with all data processing in agents defined by
custom application-specific code only.
VI. SELF-AWARE FUNCTIONALITIES
Each RoSA agent receives messages from its input channels
and may send messages on its output channels. The data
processing that the agent does to maintain its state based
on input messages and generate output messages can be
defined with full flexibility (i.e., custom application code).
Nevertheless, RoSA provides predefined functionalities to
be used as components when defining agents, with min-
imal glue code that connects them. It is also possible to
mix functionalities and custom code freely within agents.
The modularity enables application developers to define
self-aware agents fast and efficiently by reusing existing
functionalities and also customize data processing whenever
needed.
The functionalities are based on self-aware proper-
ties [94], [95]. RoSA provides reference implementations of
the functionalities that have been used in our case studies
(Section VII): abstraction, data reliability, confidence, and
history. We expect the set of self-aware properties and cor-
responding functionalities to grow as well as their implemen-
tation to improve — contributions from the community are
welcome.
A. ABSTRACTION
Abstraction is ‘‘an appropriate selection of the representation
of the information in order to obtain compact knowledge
relevant to a particular purpose’’ [94]. It is a transformation
of data from one domain to another. Raw input data may
be abstracted into a semantic domain that the self-aware
system understands [52], and the abstraction may be done
at any level of a hierarchical system. It could also be done
top-down instead of bottom-up [94]. An abstraction needs to
be meaningful and efficient in the system’s context and to
have a well-defined structure.
1) ABSTRACTION FUNCTIONALITIES AVAILABLE IN ROSA
The broad definition of abstraction allows for a wide vari-
ety of approaches. RoSA currently provides the following
abstraction functionalities:
1) Lookup table maps an input datum to a symbol
(e.g., number, character, string).
2) Overlapping lookup table maps an input datum to
potentially multiple symbols; in case the boundaries
between symbols cannot be clearly defined (e.g., insuf-
ficient knowledge about the environment). Selecting
one symbol in a later processing step may be a
confidence-based decision (Section VI-C). In contrast,
a standard lookup table maps an input value directly to
one symbol.
3) Threshold-based signal state detector abstracts steady
states from a signal waveform, that is a sequence of input
values. In other words, it recognizes stable phases in
a signal. These steady states of a signal are identified
concerning a threshold of distance among the signal’s
sample values. A signal state is stored as an average
value of all input samples belonging to it. A simple
learning algorithm is utilized internally for state detec-
tion. Detailed discussion is available in [29], [30].
4) Confidence-based signal state detector also abstracts
steady states from a signal waveform, that is a
sequence of input values. These steady states of
an input signal are identified concerning the rela-
tive distance among the signal’s sample values. That
is, in contrast to the Threshold-based signal state
detector, the Confidence-based signal state detector
makes all decisions based on a confidence assessment
(Section VI-C). This assessment is not only based on a
simple average, but on the most recent signal samples
stored in a sliding window history. A detailed discussion
of the learning algorithm behind this functionality is
available in [31].
5) System state detector abstracts a system state from sig-
nals of an observed system. The current implementation
works with stateless systems only (i.e., identifying states
of a system whose output can be expressed as a function
of its input).
B. DATA RELIABILITY
Data reliability is ‘‘the extent to which a measuring proce-
dure yields the same results on repeated trials’’ [94]. The
trustworthiness of data is determined by accuracy, precision,
and truthfulness. The accuracy and precision are given by
systematic and random error of measurement, respectively.
Data can be accurate and precise but still not truthful [28],
for instance, if a sensor is working outside of its operating
conditions (e.g., a temperature sensor detached from the test
object).
Data reliability is a piece of meta-data about the trustwor-
thiness of the input data stream. Further actions may be taken
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according to the reliability of data. The following measures
may be used to assess trustworthiness:
1) Plausibility tells whether data is within its expected
domain (i.e., range). If a variable exceeds the realistic
limits of its represented quantity (e.g., human body tem-
perature over 100◦C), data might be unreliable.
2) Consistency tells whether data varies according to its
expected variability (i.e., maximum difference between
samples). If a variable changes too fast (e.g., position of
a robotic arm), data might be not reliable. Checking con-
sistency requires historical information (Section VI-D)
about the input signal.
3) Cross-validity tells whether one piece of data correlates
with other pieces as expected. If two dependent variables
(e.g., two interdependent vital signs) do not follow each
other, data might be not reliable.
1) DATA RELIABILITY FUNCTIONALITIES AVAILABLE IN ROSA
RoSA provides functionalities for assessing each of these
three measures of trustworthiness either in a binary or in a
fuzzy way (a total of 6 variants). Binary assessment makes
a binary decision about reliability according to a threshold.
Fuzzy assessment determines the level of data reliability in
the [0, 1] range and can be configured with a custom function.
The individual assessments may be combined (e.g., con-
sidering both plausibility and consistency of a variable at the
same time). RoSAprovides a set of predefinedmethods (aver-
age and multiplication of fuzzy assessments; conjunction and
disjunction for both binary and fuzzy assessments) for the
combination, which may be done as custom application code
as well.
C. CONFIDENCE
Confidence is ‘‘the extent to which a procedure may yield the
same results on repeated trials’’ and has significant similari-
ties to data reliability [94]. Confidence is a piece of meta-data
about the trustworthiness of the data processing performed by
a (sub-)system or function. It tells howwell a calculated result
corresponds to the expected output. Assessing confidence
assumes error-free input — which may be assessed by data
reliability (Section VI-B).
1) CONFIDENCE FUNCTIONALITIES AVAILABLE IN ROSA
RoSA defines an interface for assessing confidence, but the
actual assessment logic needs to be provided as a custom
function. The lack of predefined assessment functions is
because no general confidence measures have been identified
yet. The assessment of confidence varies much on a case-
by-case basis in our experience.
Besides this interface, RoSA offers a confidence-based
abstraction method, which is an overlapping lookup table
(Section VI-A). This method is based on fuzzy membership
functions [96], and Figure 9 shows an example of it. The
input data is mapped to three symbols (A, B, and C) so
that two symbols are associated for the overlapping ranges
FIGURE 9. A confidence-based abstraction method to abstract data into
one or more symbols with a corresponding confidence.
(i.e., (A,B) and (B,C) for [p1, p2] and [p3, p4], respectively).
The abstracted symbols are assigned with a confidence value
according to their corresponding fuzzymembership functions
(i.e., full confidence outside of the overlapping ranges and
lower confidences inside them). The membership functions
can be adjusted dynamically via control feedback in the
agent hierarchy whenever a higher level agent recognizes a
systematic error.
Cross-validity confidence tells whether one piece of data
correlates with other pieces. It is similar to cross-validity
reliability in that respect. However, it calculates historical
correlation information based on active monitoring, unlike
the a priori expectations of cross-validity reliability. This
assessment can be used to tune confidence-based abstraction
in lower levels of the hierarchy.
Individual confidence assessments may be combined, sim-
ilar to combining individual reliability assessments. RoSA
provides predefined combination methods and the possibil-
ity of handling combination by custom application code.
The reliability of the output of an agent can be assessed
by combining the reliability assessment of its input and the
confidence assessment of its data processing.
D. HISTORY
History is ‘‘recording and studying a series of past events con-
nected to an entity’’ and enables extracting knowledge from
the recorded time series [94]. Identifying trends in the past,
understanding time-dependent aspects of the current state,
and predicting future conditions [28] may all be supported
by utilizing history.
1) HISTORY FUNCTIONALITIES AVAILABLE IN ROSA
RoSA includes limited support for history (only the features
that we needed to implement other functionalities). A short
description is still included because the history functionality
can be used in the application code directly.
History functionality enables storing a sequence of data
values. Its capacity can be configured for a balanced memory
usage. History supports two strategies for redeemingmemory
once its capacity is reached: (i) stop strategy, when a full
history does not accept further data values, and (ii) FIFO
strategy, when history behaves like a sliding window. History
functionality allows access to the individual stored values and
also provides statistical properties (e.g., average) about the
stored sequence.
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VII. CASE STUDIES
Applications with different levels of self-awareness have
been implemented in RoSA. We present two case studies in
this section, which demonstrates how RoSA can be used for
quick application development.
A. SELF-AWARE EARLY WARNING SCORE SYSTEM
The first case study is presented in detail for a smooth intro-
duction of implementation details. The application — whose
different variants are developed over the case study — is a
health status assessment system.
1) BACKGROUND AND PROBLEM STATEMENT
Here, both, the calculation of the EarlyWarning Score (EWS)
and the traditional EWS system are briefly described, before
the next subsections deal with its extensions with various
self-awareness properties.
A patient’s health status can be assessed based on their
vital signs. Research on cardiac arrests shows that certain
symptoms can be observed long before the situation turns into
a case of emergency; symptoms may appear even 24 hours
before actual health deterioration [97]. EWS is a standard
manual tool for assessing patients’ health status and pre-
dicting health deterioration. Healthcare professionals peri-
odically monitor patients’ vital signs (heart rate, respiratory
rate, body temperature, blood pressure, and blood’s oxygen
saturation) and assess their health status by a criticality level
defined as EWS [98]. For this reason, each vital value is
assessed in the form of a score. A score of 0 indicates an ideal
health condition of a vital sign, while score 3 corresponds
to the worst. The EWS is the aggregate value of all the
individual vital sign scores. The higher the score, the higher
the criticality.
This manual procedure has been applied to hospitalized
patients. A portable device that automates the procedure
would allow high-risk patients to pursue their daily lives with
a much higher chance of survival. Robustness and fault toler-
ance is of major importance for such a device. Autonomous
monitoring of patients in a non-hospital environment needs
to deal with faulty measurements: sensors can be attached
incorrectly, become detached, or break down. Incorrect mea-
surements result in incorrect EWS, which might lead to false
positive or — even worse — false negative assessments.
We developed several self-aware variants of the EWS
application, which are able to deal with different kinds of
faults [26]–[28]. Those variants and their results are dis-
cussed in detail in the referred papers. Here we motivate their
high-level design and present their implementation in RoSA.
2) THE CONVENTIONAL EWS SYSTEM
For starters, we implement an application that calculates the
EWS in the conventional way (Figure 10). Five agents consti-
tute the low level of the hierarchy, each connected to a sensor
(modeled as a special agent) and assessing the corresponding
vital sign. One agent in the higher level is connected to the
FIGURE 10. The conventional EWS system.
low-level agents to make the aggregate assessment, whose
result is recorded by a monitoring agent. The actual imple-
mentation is outlined in Listing 1. Even though RoSA and the
applications are implemented in C++, the included listings
use a C++-based pseudo-code for brevity. The sometimes
verbose syntax of C++ is hidden, but the complexity of the
application code is presented truly.
The implementation (Listing 1) starts with creating a RoSA
Application (Line 1). Agents can be created and managed in
the context of the Application.
For each vital sign (demonstrated by heart rate), a sensor
(Line 2) and a low-level agent (Lines 4 to 21) are created. The
low-level agent (Figure 10(b)) performs the EWS assessment
by applying a lookup table abstraction (Section VI-A). The
connection between the sensor and the low-level agent is
established in a separate step (Line 23).
The high-level agent ((Figure 10(c)) aggregates vital
sign assessments by summing them into a final EWS
(Lines 26 to 31). Each low-level agent is connected to the
high-level agent (Line 33).
The final EWS is logged to the console by a dedicated
agent (Lines 36 to 40), which is connected to the high-level
EWS agent (Line 42).
3) A SELF-AWARE EWS SYSTEM WITH
RELIABILITY FUNCTIONALITIES
The conventional EWS system does not tolerate faults. Thus
we make the system more robust by utilizing additional
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LISTING 1. RoSA implementation of a conventional EWS system.
self-aware functionalities within the agents (Figure 11). The
agent hierarchy remains unchanged (Figure 10). Setting up
the RoSA application and agent hierarchy is done similarly
to the conventional EWS system (Listing 1).
The low-level agents (Figure 11(a)) assess the reliability
of the abstracted vital signs by checking plausibility and
consistency in combination (Section VI-B). The agent imple-
mentation is adapted by specifying the output as a pair of
values (i.e., abstracted value and reliability assessment) rather
than a single value and by utilizing reliability functionality in
data processing (Listing 2 Lines 3 to 7).
The high-level agent (Figure 11(b)) assesses cross-validity
reliability ((Section VI-B)) of the vital signs and combines
all reliability assessments for the final EWS. The agent imple-
mentation is adapted similarly to low-level agents (i.e., adjust
input and output types and utilize reliability functionality).
The reliability functionalities may be configured in differ-
ent ways for the agents. Experiments have been performed
both with binary [26] and with fuzzy [27] assessments.
Consider an experiment with the chest strap, which mea-
sures heartbeat, being loosely fastened. The measurement is
FIGURE 11. Agent descriptions for the EWS system with reliability
assessment.
LISTING 2. RoSA implementation of the self-aware heart rate agent.
not stable and provides unreliable readings during some time
(e.g., 350s – 670s in Figure 12), while other sensors provide
reliable data. Though the EWS is calculated according to the
standard rules (i.e., results in false positives), the assessed
reliability drops to 0 during measurement errors. The low
reliability indicates an issue with the system’s input(s).
4) A SELF-AWARE EWS SYSTEM WITH CONFIDENCE
FUNCTIONALITY
While the previous version calculated the EWS without any
modifications, the final version adjusts the EWS in case of a
low reliability [28].
The master agent (Figure 13(b)) additionally assesses
cross-validity confidence of the vital signs (Section VI-C).
The confidence assessment is based on personalized data
and is — combined with the cross-validity reliability —
used as control feedback for the low-level agents to adjust
their score abstraction process. The implementation, using
predefined functionalities, is still only a few lines (Listing 3).
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FIGURE 12. Results of an experiment in which the heartbeat sensor was
not attached properly and therefore incorrect measurements were made.
LISTING 3. RoSA implementation of the self-aware EWS master agent.
The agent generates its output as (i) a pair of calculated EWS
and assessed reliability (Line 6) and (ii) a list of confidence
feedback for each low-level agent (Line 8).
Low-level agents (Figure 13(a)) perform confidence-based
abstraction (Section VI-C and Figure 14), which takes his-
torical information into account (Section VI-D) about feed-
back from the high-level EWS agent. The calculated EWS is
FIGURE 13. Agent descriptions in the EWS system equipped with
reliability, confidence, and history.
FIGURE 14. A confidence-based abstraction method to abstract a vital
sign in one of four different scores (0 to 1).
adjusted in that way. The actual implementation (Listing 2)
is divided into two functions: (i) one for processing input,
like before, and (ii) one for processing control feedback.
Sensory input is processed like before (Lines 3 to 7)
except for abstraction being configured to operate based
on confidence (Section VI-C). Processing control feedback
(Lines 11 to 14) passes data from the high-level agent to the
local confidence-based abstraction. The feedback is stored
by the abstraction functionality internally with a history
functionality and is utilized when processing future sensory
input.
Consider an experiment when participants are monitored
with both working and faulty sensors (upper and lower
part of Figure 15(a), respectively). The experiment results
(Figure 15(b)) show that our self-aware EWS application
performs much better (even if not perfectly) than the con-
ventional system in the presence of sensory errors. The
self-aware EWS system has almost 80 times less false alarms
than the conventional system in our experiments [28].
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FIGURE 15. Results of an experiment when participants were monitored
with both working and faulty sets of sensors.
5) SUMMARY
The detailed case study followed the development of our
EWS application through four versions. That process demon-
strates that implementing an agent-based application with
self-aware properties takes only a few steps in RoSA. Defin-
ing the agent system at the beginning was a lightweight task
by using the existing agent interfaces of RoSA. Additionally,
thanks to the modular design and reusable functionalities of
RoSA, moving from one version to the next (i.e., including
more sophisticated self-aware properties) needed only local
modifications of agents and functionality configurations.
We were, of course, experimenting with different imple-
mentation alternatives during development. In the end, how-
ever, we packed the various functional components of data
processing into functionalities, which are reusable mod-
ules. New applications can use those functionalities while
they might also need to implement novel data processing
approaches in custom application code. Those pieces of cus-
tom code, once matured, should be turned into functionalities
for modularity and reusability. That is a way for sustainable
development in the long run, and it is facilitated by RoSA.
B. CONTEXT-AWARE CONDITION MONITORING
This case study presents amonitoring system that assesses the
working state and the health condition of another system or
device; hereafter System under Observation (SuO). We limit
the discussion to the modeling level (i.e., source-level imple-
mentation is ignored); the first case study provides insight
into implementation.
1) BACKGROUND AND PROBLEM STATEMENT
Industry, particularly automated production plants, has an
interest in reliable monitoring systems that are able to raise
an alarm in case of malfunctions of the SuO [99]. Such
a monitoring and warning system enables optimization of
maintenance work and minimizes downtimes.
Implementing tailor-made monitoring systems for each
SuO is an expensive endeavor. A reliable self-adaptive mon-
itoring system can reduce cost and time. We present such
a system, which is able to assess the health status of any
SuO without detailed a priori knowledge but by observing
its input and output. The system assumes that the SuO meets
two requirements: (i) the SuO works as a bijective function
between its input and output, and (ii) the SuO operates in
steady states. Requirement (i) allows the monitoring system
to uniquely identify input-output pairs of normal operation.
Dissociation of input and output signals is then considered
a symptom of fault. Requirement (ii) is a consequence of
the fact that the monitoring system discards unstable and
transient signals.
The monitoring system adapts to any SuO based on con-
textual information only (see context-awareness). We have
performed experiments with two variants of the system:
(i) Context-aware Health Monitoring (CAH) [29], [30]
applies a threshold-based decision-making process and
(ii) Confidence-based Context-Aware condition Monitoring
(CCAM) [31] makes decisions based on confidence.
Compared to similarmonitoring solutions (e.g., deep learn-
ing and data mining), our system has a considerably smaller
runtime footprint and can be applied to resource-constrained
applications.
2) MODELING THE MONITORING SYSTEM
The application has a hierarchical structure (Figure 16). The
low-level agents are connected to the sensors and can perform
pre-processing of sensory input if necessary as well as incor-
porate a signal state detector (Section VI-A).
The detected signal states are combined into a system state
by a system state detector (Section VI-A) in the high-level
agent. Its output (i.e., system state and health condition) is
processed (e.g., logging or trigging a warning in case of
malfunction) by a dedicated agent.
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FIGURE 16. Architecture of CAH/CCAM for monitoring an AC motor.
The signal and system state detector functionalities keep
historical information about their input to identify steady
states as well as recognize state changes and drifting signals
(see [29]–[31]). Each new signal sample is compared with
historical information to detect if the signal changed state.
The historical information consists of an average value in
CAH and a sliding window history in CCAM. If the new
sample is in close proximity to the saved data of a recorded
state, it belongs to that state. Whether a signal is stable or
drifting is extracted from the course of the historical data. The
state of the system is then the composition of the individual
signal states. For further details, we refer to our corresponding
works.
The state and health condition of the observed signal/sys-
tem are outputs of the functionalities. The difference between
CAH and CCAM is in the configuration of signal and sys-
tem state detection: they make binary threshold-based and
confidence-based decisions, respectively. CCAM provides
better results than CAH.
Adjusting CAH/CCAM for a different SuO takes only two
simple steps: (i) defining a low-level agent with a signal
state detector for each input and output signal of the SuO
and (ii) connecting each low-level agent to the high-level one
and associating each signal to the system state detector either
as input signal or output signal. The system is easily scalable,
but the system state detector could become a bottleneck in
case of an extremely high number of signals. This potential
scalability issue is not caused by RoSA but by the architecture
of the implemented application. In the case of such a complex
SuO with a massive number of signals, the problem could
be scaled out by replacing the central system state detector
with a corresponding hierarchy of those. In other words,
the SuO would be split up in various subsystems that have
their own system state detectors, which may be combined in
a hierarchical structure. This approach shows the powerful
implementation of RoSA and its self-aware functionalities.
Furthermore, this approach would overcome not only the
issue of a bottleneck but also enables highly systematic mon-
itoring of the SuO.
3) SUMMARY
Context-aware detection of different signal and system states
is now enabled in RoSA by corresponding functionali-
ties. However, no state detector was implemented when we
started to develop the application. In the experimental phase,
we implemented state detection as custom code in combi-
nation with existing RoSA functionalities (abstraction, con-
fidence, and history). Reusing functionalities in a modular
way, facilitated our efforts to implement complex data pro-
cessing for context-aware state detection. We turned the val-
idated implementations of signal and system state detectors
into functionalities, which can be reused and configured by
application-specific rules.
VIII. DISCUSSION
Before concluding, we enumerate the lessons learned from
developing RoSA and the open issues already identified.
We organize the discussion in three themes: modeling
self-awareness in Section VIII-A, the software implementa-
tion in Section VIII-B, and implementing on ES hardware in
Section VIII-C.
A. MODELING SELF-AWARENESS
An important lesson was realizing how much application-
dependent self-aware functionalities are. While a self-
awareness property has some fundamental characteristic,
a corresponding functionality may be implemented in dif-
ferent ways. For example, while confidence is a measure
of how trustworthy the work of a task, part of the system,
or the entire system is (Section VI-C), it may be calculated in
many different ways [100] (see for example [31], [55], [101]).
What interface to use for a self-awareness property depends
on the actual usage. Therefore, each functionality must have
a sophisticated interface to support modularity. This allows
using functionalities directly or in combination with other
functionalities to express more complex concepts. Whenever
a new concept that cannot be built from the existing function-
alities is to be developed, devising a modular interface for the
new functionality is challenging but essential for reusability.
While the interfaces of functionalities are instrumental
for reusability, details of their internal implementations can
affect performance significantly. We provide a set of func-
tionalities in RoSA; however, there might be better-working
implementations. Hence, users of RoSA are not discouraged
from adjusting and optimizing the implementations to their
specific end-use. The modular design makes it possible to
experiment with alternative implementations at will. In addi-
tion, users are encouraged to develop other functionalities
whenever they have new ideas or specific needs.
We realize there is room for improving the modeling capa-
bilities of RoSA. One limiting factor is the small set of
implemented self-aware functionalities. Our research effort in
self-awareness properties and functionality implementations
will continue. We foresee exciting challenges in the area
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TABLE 2. Static and dynamic characteristics of the case studies (Section VII) executed on different ES platforms with different ARM cores (Cortex-A7 and
Cortex-A15 implement the 32-bit ARMv7-A architecture, Cortex-A53 implements the 64-bit ARMv8-A architecture) shows that each application can work
in real-time on ES hardware; note that numbers of different applications are not to be compared as they implement independent algorithms.
and hope for the community’s contribution in tackling them
together to make RoSA a powerful common framework.
FIGURE 17. Ratio of non-comment codelines of RoSA-based application
code (Application) and that of the RoSA framework itself (Framework)
relative to the number of non-comment codelines of corresponding
custom-written applications in our case studies. The base-line (actual
number of codelines) for each application is indicated below the
application names.
B. SOFTWARE IMPLEMENTATION
We made RoSA to accelerate and simplify research on
self-awareness through a reusable software framework. Com-
paring the number of non-comment codelines (as an indi-
cator of development effort) of our original custom-written
applications and that of the RoSA-based implementation pro-
vides a quantitative measure of how much the development
effort is simplified by using RoSA. This comparison for
the presented case studies is shown in Figure 17, where the
custom code of the corresponding application is the reference,
meaning 100%. The RoSA-based Application sizes relative
to the corresponding custom code show that RoSA-based
implementations stay relatively small (3.46%–6.24%), inde-
pendently from the size of the custom-written applications.
Those implementations are small because they depend on
the framework. The RoSA Framework size relative to the
custom applications (the 100% references) shows that the
overhead posed by the framework reduces (from an overhead
of 120.4% for EWS to −40.72% for CAH/CCAM) as the
size of the application increases (from 5481 to 20378 lines of
custom application code for EWS and CAH/CCAM, respec-
tively). The negative framework overhead indicates that even
a custom implementation might be sub-optimal in case of
complex applications. The quality of maintained framework
code improves over time, while that does not typically happen
with custom implementations developed in one go.
Averaging the sizes of all cases, we observe that on
average, a RoSA-based implementation consists of only
5.18% lines of code relative to the custom implementation.
The framework code has on average 20.75% more codelines
than a custom application. The framework is, however, to be
implemented only once and reused any number of times.
Implementing a framework pays off when used for several
applications. Particularly, implementing the framework and
the four presented case studies in RoSA needed in total only
29.01% of the total number of codelines of our four original
custom-written applications together; in other words, in total
we needed 70.99% less codelines for implementing all four
applications with RoSA. These figures confirm our initial
hypothesis: an appropriate framework reduces the modeling
and development efforts in self-aware systems.
Lastly, we realize that the capabilities and usability of
RoSA as a software framework can be enhanced. For exam-
ple, a graphical interface could help non-programmers to
interact with models. Studying typical model patterns on both
the agent system and the agent levels could help application
developers in making better designs and utilizing available
features efficiently.
C. IMPLEMENTING ON EMBEDDED SYSTEM HARDWARE
RoSA is a standalone actor framework with an open-source
standard native implementation, to which CAF is the most
similar from the existing agent-based frameworks (discussed
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in Section III-F). For deploying RoSA in ESs, we limited the
implemented features to the essentials for our case studies
without limiting the generality of the agent system. The
binary size of the RoSA libraries on a x86-64 linux machine
is 300 kB, while that of the CAF core library (version 0.17.5)
is 7248 kB. This significant (24 times) difference in favor of
RoSA indicates that our framework is applicable to consider-
ably smaller systems than CAF.
As a preliminary confirmation of this hypothesis (suit-
ability for ESs), we ran our case studies on the ODROID
XU4 [102] and Raspberry Pi 3 [103] systems. The for-
mer has an eight-core big.LITTLE [104] configuration with
Cortex-A7 and Cortex-A15 cores and the latter has a
quad-core configuration with Cortex-A53 cores. The applica-
tions posed a moderate memory footprint well below 4 MB,
which fits typical ESs, and processed samples several times
faster than required for real-time execution. In Table 2,
we have summarized the characteristics of each application
implemented on each platform, where the real-time require-
ments and actual average processing times can be found.
It has to be noted that the real-time sampling period depends
on the nature of the corresponding application and that the
table is not meant to compare the different applications. We
plan to extend the evaluation of our software implementation
by performing further extensive and vigorous tests by deploy-
ing RoSA on other real ES hardware in the future.
IX. CONCLUSION
Self-awareness is a hot topic, but related research and devel-
opment efforts are fragmented among different fields and
communities. Self-aware systems are developed from scratch
in many cases. Such method of development, on long term,
is redundant, inefficient and uneconomic. A major reason
behind this fragmentation is the lack of a common framework
that would facilitate development, cooperation, and reuse of
existing results.
In this paper, we presented RoSA, a framework that
aims to help researchers and engineers to explore the novel
design space of self-awareness. RoSA supports modeling of
self-aware applications as agent systems and modeling of
agents based on self-aware functionalities. We presented the
design principles of the RoSA architecture as well as use
cases of RoSA-based modeling for different scenarios. The
description of self-aware functionalities offered by RoSA
and detailed case studies about applications implemented in
RoSA demonstrate the modeling power and applicability of
the framework.
Using RoSA relieves application developers from taking
care of handling agents and message passing. Predefined
functionalities serve as reusable components for defining
individual agents. Data processing within agents can be
defined as an arbitrary combination of custom application
code and existing functionalities. Application code can thus
be limited to the important aspects: (i) data processing within
agents and (ii) the agent hierarchy of the application.
We promote RoSA as a vehicle for researchers to study
various concepts that are related to self-awareness and the
relation among them; and also for engineers to prototype and
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Abstract
Cardiovascular diseases are one of the world’s major causes of loss of life. The vital signs of a patient can indicate this
up to 24 hours before such an incident happens. Healthcare professionals use Early Warning Score (EWS) as a common
tool in healthcare facilities to indicate the health status of a patient. However, the chance of survival of an outpatient
could be increased if a mobile EWS system would monitor them during their daily activities to be able to alert in case
of danger. Because of limited healthcare professional supervision of this health condition assessment, a mobile EWS
system needs to have an acceptable level of reliability - even if errors occur in the monitoring setup such as noisy signals
and detached sensors. In earlier works, a data reliability validation technique has been presented that gives information
about the trustfulness of the calculated EWS. In this paper, we propose an EWS system enhanced with the self-aware
property confidence, which is based on fuzzy logic. In our experiments, we demonstrate that - under adverse monitoring
circumstances (such as noisy signals, detached sensors, and non-nominal monitoring conditions) - our proposed Self-Aware
Early Warning Score (SA-EWS) system provides a more reliable EWS than an EWS system without self-aware properties.
Keywords Early warning score · Self-awareness · Data reliability · Consistency · Plausibility · Confidence · Fuzzy logic ·
Hierarchical agent-based system
1 Introduction
Cardiovascular diseases are worldwide considered as one of
the major causes of death [1]. The vital signs of a patient
reflect the patient’s health condition, and monitoring these
vital signs establishes a basis for predicting a possible dete-
rioration of the health condition. Even up to 24 hours before
a sudden health deterioration occurs, specific symptoms are
visible in the vital signs of a patient [2]. The assessment
of the EWS of a patient’s health condition is a common
practice in hospitals and manually done by healthcare pro-
fessionals. The EWS constitutes a number which indicates
the level of criticality [3].
The availability of an autonomous mobile EWS system
that constantly monitors patients’ vital signs to calculate
the EWS could increase the life expectancy of outpatients.
High-risk patients could wear such a system which monitors
them during their daily life activities and alert in case of an
 Maximilian Götzinger
maxgot@utu.fi
Extended author information available on the last page of the article.
emergency. Besides a much higher survival rate, a mobile
EWS system could also decrease costs related to healthcare
and reduce the duration of hospitalization periods.
Internet of Things (IoT) - with its small devices and
wearable technologies - is a key enabler to provide
autonomous health monitoring for a mobile EWS system
in a cost-efficient manner [4–7]. Such a system cannot be
supervised continuously by healthcare professionals, but
its reliability and the accuracy of the calculated EWS are
of utter importance. The manual monitoring of a patient
who is admitted and is lying in a hospital bed, done by
healthcare professionals, faces much fewer problems than
automated monitoring of a patient who is at home carrying
out daily tasks [8]. One of the widely acknowledged and
intrinsic challenges for wearable devices is the movement
artifact [9]. Moreover, incorrectly attached or detached
sensors, broken sensors, and noise can affect the calculation
of the EWS that could lead to a false or - even worse - a
missing alarm with all its consequences [10].
Self-awareness has various properties which help to
make computer systems more autonomous, smarter, and
reliable [11, 12]. Therefore, it can also be an enabler to make
the monitoring of patients and the calculation of EWS more
robust as well as reliable. In one of our previous works [13],
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we already presented a data reliability assessment technique
based on fuzzy logic, which gives information about the
trustfulness of the calculated EWS. However, although the
proposed system outputs a reliability value which correlates
with the correctness of the monitored vital signs, the system
can only provide an unmodified EWS, which is incorrect
when the input data is corrupted. To improve the decision-
making ability of a system, another self-aware property
can be utilized, namely, confidence. In other words, data
reliability and confidence are two self-aware properties that
can enhance the conventional EWS system. Both reliability
and confidence are metadata. Reliability is metadata of the
given input data and provides information on to what degree
the data is reliable; in this case, the system can trust its
sensors. Besides, the system can make its decisions based
on confidence, a meta-data for decisions, which have been
motivated by observations of various pieces of information,
and other metadata.
In this paper, we propose a self-aware EWS system
which validates reliability and bases all decisions on a con-
fidence assessment. These validations and assessments are
techniques based on fuzzy logic. To show the effectiveness
of these two mentioned self-aware properties, we recorded
vital signs of a set of persons with high-quality and low-
quality sensors. In our experiments, we demonstrate Self-
Aware Early Warning Score (SA-EWS) system calculates
the EWS correctly or with a small error close the to the
value it should have even if the monitoring circumstances
are adverse. The results show that our proposed SA-EWS
system is more reliable than an EWS system without self-
awareness. In other words, we prove that self-awareness is
a good foundation for a reliable EWS system that trustfully
classifies the EWS even if there is some faulty sensory data.
Our main contributions are:
1. We propose a fuzzy logic based confidence metric for
the quality assessment of the calculated EWS,
2. we show how a fuzzy logic based reliability metric
gives information about the correctness of the input
data,
3. we introduce a method for combing the input data
reliability and the confidence of the system to calculate
output data reliability based on both factors, and
4. using extended experiments, we demonstrate that our
proposed system gives equally good or better results
than a similar system that does not use reliability and
confidence metrics.
After reviewing relevant related work in Section 2, we
explain self-awareness properties reliability and confidence
in Section 3. Section 4 shows system architecture as well
as the implementation of our proposed system. While
Section 5 explains the experimental setup and presents the
results, finally, Section 6 concludes the paper.
2 Background and related work
In 1997, Morgan et al. proposed a medical method called
EWS that is currently widely used in hospitals helping to
determine the degree of patients’ health deterioration. The
patient’s vital signs, such as respiration rate, heart rate,
systolic blood pressure, body temperature, blood oxygen
saturation (SpO2), and the level of consciousness are
manually collected in a regular routine and classified in
different scores. These scores, ranging from 0 to 3, are
determined according to the observations and predefined
ranges of the vital signs. Table 1 indicates an EWS chart
used for obtaining the various scores. In this chart, score 0
is allocated to a vital sign that is in perfect condition; e.g.,
heart rate in a range between 60 and 100. If the value of a
vital sign is a bit worse than this (a bit too low or too high),
the corresponding score is 1.1 If the value of a vital sign is in
even a worse condition (still higher or lower), the vital sign
is classified to be score 2. Any value worse (depending on
the case, higher or lower in absolute value) than the above
ranges is classified as score 3.
The EWS is a simple aggregate of the scores that are
abstracted from the patient’s vital signs. The lower the
calculated EWS, the better the patient’s condition. A high
EWS corresponds to a high risk of death or critical medical
conditions [15]. Therefore, this likelihood reveals early
signs of health deterioration and can be used to trigger
a rapid response team to evaluate the patient. Similarly,
an approach to predict potential sudden patient death have
recently received FDA approval [16].
The EWS itself can be classified into three different
risk levels: low (EWS: 0-3), medium (EWS: 4-6), and high
(EWS: 7 or higher). A low-risk level demands a nurse to
assess the patient periodically. A medium-risk level requires
to inform medical team urgently. In contrast, a high-risk
level should trigger an urgent clinical response as the
patient’s condition is critical [17–19].
There are, nevertheless, various restrictions and issues
such as latency and inaccuracy in this manual data
acquisition. Furthermore, this system is merely restricted to
hospital settings where patients are stationary. In this regard,
an IoT-based health monitoring system is proposed to
monitor the vital signs autonomously and deliver the EWS
score to healthcare providers [20]. Estimations suggest that
the ratio between the world’s population and IoT devices
will be one to four [21]. These small IoT devices and
wearables form a good basis for a well-structured EWS
system which autonomously monitors a patient in a cost-
efficient way while decreasing the mortality rate [4–7].








Table 1 A conventional Early Warning Score (EWS) chart [14]
Vital sign score 3 2 1 0 1 2 3
Heart rate (beats per minute) 0 – 39 40 – 50 51 – 59 60 – 100 101 –110 111 – 129 ≥ 130
Systolic blood pressure (mmHg) 0 – 69 70 – 80 81 – 100 101 –149 150 – 169 170 – 179 ≥ 180
Respiratory rate (breaths per minute) 0 – 8 9 – 14 15 –20 21 – 29 ≥ 30
Body temperature (◦C) ≤ 35 35.1 – 38 38.1 – 39.5 ≥ 39.6
Blood oxygen saturation (%) 0 – 84 85 - 89 90 – 94 95 – 100
AVPU scorea A V P U
aAVPU (the level of consciousness): A = alert, V = reacting to voice, P = reacting to pain and U = unresponsive
Despite IoT provides a potential solution for monitoring
human’s vital signs, the conventional EWS system is still
not applicable for out-of-hospital monitoring since daily
activities, and the environments influence the vital signs and
subsequently the decision making. Usually, a person has a
higher heart rate, blood pressure, respiratory rate, and body
temperature when making physical effort (e.g., running and
riding a bicycle) compared to more relaxed activities such
as sitting or sleeping. Using the same score classification
ranges, such as those in Table 1), would lead to a high
EWS during physically demanding activities although there
is no emergency. Towards this end, a modified EWS system
has been proposed for everyday settings, providing a self-
aware decision (i.e., the score) according to the context
information and five2 vital signs [22].
Autonomous mobile EWS system still faces problems
that have to be solved for being able to offer a reliable
EWS calculation. Incorrectly attached or detached sensors,
broken sensors, or a noisy signal affect the EWS calculation.
If the calculated value is still close to the truth, it may not be
a problem. In contrast, an EWS that deviates more from the
truth could lead to a false or - even worse - a missing alarm
with all its consequences. Self-awareness is a promising
solution to tackle this problem. Self-awareness is the ability
of the system to monitor itself and its environment regarding
the state, behavior, performance, and goals. This is often
accompanied by an adjustment of some of the components
and parameters which lead to achieving or approaching
to the goals of the system [23]. This process has been
modeled different ways by various groups, among which
some of the more well-known ones are Observe-Decide-
Act (ODA) [24] and Monitor-Analyze-Plan-Execute over
a shared Knowledge (MAPE-K) [25]. Several works have
been done in order to implement self-awareness in various
systems, and take advantage of its properties [12, 23, 24,
26–28]. However, most of these works are more focused
on the smart decision-making process, while paying little
2The level of consciousness is excluded because it is not applicable in
out-of-hospital monitoring.
attention to the observation (monitoring) part of the process.
In 2016, TaheriNejad et al. published a paper [29] which
highlighted this aspect and elaborated on different elements
of observation and their potential effect on self-awareness
and the overall performance of the system. Since then,
several publications have appeared in the literature which
demonstrated this effect in various applications [13, 26–28,
30–33].
Our previous works utilize various self-awareness
properties to overcome different issues. Anzanpour et al.
exploited the self-awareness in IoT-based EWS systems. In
this work, situation awareness was utilized to improve the
specificity of the EWS values, considering the impact of
the user’s physical activities in the calculation. Attention as
another self-awareness property was also used to enable a
self-organized system, dynamically adjusting the system’s
configuration for power consumption reduction [26]. Such
a dynamic behavior can increase system battery life, but it
could decrease the reliability of the EWS in the case of low-
quality signals. In another work [13], the proposed system
assess the reliability of the calculated EWS. The fuzzified
reliability validation tackles the fact that the knowledge
about the vital signs as well as their interactions is not
complete. With this technique, it was possible to recognize
erroneous vital signs caused by various measurement
artifacts such as detached sensors, loose sensors, and other
interferences.
Our results show that self-awareness can tackle various
issues that affect the reliability of a mobile EWS system.
Although the proposed system of [13] provides information
about the trustworthiness of the calculated EWS, the EWS
itself is still incorrectly calculated if the input data is
corrupted. Enhancing the decision-making mechanism of
the EWS system is a way to solve this problem and improve
reliability.
3 Self-awareness properties
In this work, we study two aspects of self-awareness,
namely confidence and data reliability, and the interplay
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between the two as well as their effect on the overall perfor-
mance of the system. Moreover, we have tried to formalize
these concepts, which were initially described in [29] only
conceptually, in order to establish a more uniform under-
standing of these concepts.
3.1 Data reliability
Data Reliability describes the trustworthiness of a set
of data at hand, which can be divided into accuracy,
precision, and truthfulness. A sensor may be accurate and
precise. However, if it is used outside its assumed working
conditions, it does not provide reliable data; i.e., it does
not provide truthful data. Moreover, even though accuracy
and precision provide general measures on the overall
quality of a data set (or performance of a sensor), they
do not provide an explicit meta-data on each data point.
A (resource constrained) self-aware system such as ours,
however, sometimes needs to make decisions based on
single or few data points. Therefore, accuracy and precision
do not provide enough situational information for such
cases, and the system needs to estimate and be aware of
the overall reliability of those data points based on which it
makes a decision.
3.1.1 Formal definition
As mentioned before, data reliability can be broken to accu-
racy, precision, and truthfulness. Accuracy, A(X′), is the
systematic bias of the data set at hand, i.e.,X′ = 〈x′0, ..., x′n〉,
compared to the ground truth values, X = 〈x0, ..., xn〉. As a





xi − x′i . (1)
Precision presents the random errors in the data (for a
measurement, it would be the random errors of repeated
measurements under the same conditions). Since precision
is a measure of statistical variability, it can be defined as:





(x′i − μ′)2 (2)




Truthfulness, t, is the distance of each value at hand, x′i ,
with the corresponding ground truth value xi :
t (x′i ) = |x′i − xi | (3)
The overall truthfulness, T (X′), of a set of values can be
defined as




t (x′i ). (4)
Accuracy and precision are defined on one or more
data sets, X′ and X, and hence are a property of a set,3
whereas truthfulness is defined on each data sample, x′i .
Therefore, even though A, P , and t (and consequently
T ) are correlated, a closed-form formula describing their
dependency often cannot be established. Moreover, in many
cases the ground truth value, xi , is not available which
makes the calculation of t impossible. In consequence, often
an estimation of t , namely t ′, is devised which may or may
not include the effect of accuracy and precision.
In summary, given a sequence of sampled data points X′,
the data reliability R of X′ is given as (the same can be
defined for each value)
Rf (X
′) = f (A(X′), P (X′), T (X′)) (5)
where f determines the role of each parameter and thus how
well would R fit its purpose. For example, the reliability of
x′i ∈ X′ could be calculated as
rf (x
′
i ) = fx′i (A, P, t) = c1A(X′) + c2P(X′) + c3t (x′i ) (6)
with constants c1, c2 and c3 defining the relative weights
given to the three components of the data reliability. Ideally,
the reliability is defined such that the mapping domain is
between one and zero:
R, r : X′ → [0, 1] ∈ 
 (7)
In a cyber-physical system, A and P are usually provided
by the producers of the sensors (even though that is not
always the case), and the t and f are to be calculated or
estimated by the system using the sensor. In the absence of
these values, the designer needs to estimate r or R by r ′ and
R′, respectively, using custom methods. In this work, we
present our proposed method to calculate r ′ and R′, which
we use as our measure of data reliability.
In the following, we present three measures which can
provide an insight into the reliability of the data at hand.
That is consistency, plausibility, and correlation of data. An
important feature of these measures is that they could be
applied to low-level data (obtained directly from sensors) or
higher-level data (obtained from processes and algorithms
within a system).
3.1.2 Plausibility
Data sets can often be associated with a membership
function, specifically in the case of cyber-physical systems,
that translates into how plausible is the existence of a data
with a certain value in the data set. For example, the oxygen
saturation can be only in the range of 0-100%; any other
value reported is a sign of malfunction and unreliability of
the data. The same could be said for a heart-rate of 300








beats per minute for an adult person. By tagging such data
as less reliable or unreliable, a self-aware system could react
accordingly (e.g., look for further sources of information or
dismiss the data).
3.1.3 Consistency
A certain consistency is often observed within the members
of a data set. This is particularly valid in the case of data
sets representing natural phenomena, i.e., data collected by
a sensor from the real world. Such signals often experience
limited changes from one sample to the next. Therefore, the
history of a signal and its consistency can provide some
information on how reliable is that source of data. For
example, it is established that the body temperature cannot
change several degrees per minute [34]. Hence, if a larger
rate of change occurs in a data set, a self-aware system
should tag such an observation (which may be caused by
a sensor detachment or a fault/failure in the sensor) as
unreliable (regardless of its cause) and react accordingly.
3.1.4 Cross-validity
In some cases, there exists a correlation between the values
of two data sets (or such correlation can be established).
In such cases, this correlation can be exploited to evaluate
the probability or possibility of the coexistence of two or
more values. If their coexistence is not possible (e.g., a
living patient with valid heart rate and respiratory rate but
a negative body temperature) then one or some of those
data could be tagged as an unreliable (in this example body
temperature). If their coexistence is possible but not very
probable (e.g., a body temperature around 30oC with typical
values for other biological signals), the reliability of the data
could be reduced, signaling the system a need for further
analysis. In the use-case of this work, there have been
several works trying to establish such correlations between
vital signals of the body [35–37]. Although they do not
always provide a conclusive insight, they help us to enhance
the robustness of our system by enabling additional data
reliability assessments.
3.2 Confidence
Confidence is a measure of the reliability of an algorithm
or a process in the system4 [29]. Conceptually, we can
say that confidence provides the system with a measure on
how the results of an algorithm or a process can be relied
upon. In other words, how close the output of this algorithm
4Therefore, confidence is a property of an algorithm, process or
system, as opposed to Data Reliability which is a property of the data
at hand.
or process would be to the ideal output. All that with the
assumption that the system has received flawless input data.
Although, more often than not, the input data collected
by the sensors are unideal (which we discussed in the
data reliability subsection). Therefore, the reliability of the
output of a system depends on both its confidence and the
data reliability of its inputs.
The importance of confidence is in its ability to improve
the decision-making processes [12] and allow a self-aware
system to question certain abstracted data it has processed,
and make more reliable decisions based on the reliability
of its sub-processes and sub-algorithms. An important
application of this concept for the decision-making unit is
to enable it to switch between different algorithms based on
their confidence, the usefulness of which has been shown
in [28].
3.2.1 Formal definition
If I is an ideal function defined over X = 〈x0, . . . , xn〉
and g is the unideal function at hand, also defined over
X, then the confidence of g(xi) (defined for each member
of X) can be defined as a function  of g(xi) and I (xi).
 represents the “distance” between f and g based on some
application specific metric for distance, normalized such
that 0 ≤  ≤ 1. Thus, for the confidence, c, we have:
c (g(xi)) = 1 − (I (xi), g(xi)). (8)
Overall confidence of g (as opposed to confidence at







We note that 0 ≤ c(g), C(g) ≤ 1 and c(I ) = C(I) = 1.
How to calculate c (and consequently C), however, is case
specific. Often the ground truth (I ) is not available and the
aforementioned distance cannot be calculated. Therefore, a
′ function is used instead to estimate , which is what
we do in the rest of this work too. That is, we propose an
estimation of  (i.e., ′). In other words, all the confidence
(c) functions hereafter refer to ′, which is an estimation
of .
3.3 Combination of data reliability and confidence
In this section, we already discussed the concepts of data
reliability (as a property of a data set) and confidence
(as a property of a process or algorithm) independently.
However, in a real-world system, these two often are tightly
intertwined. Processes consume data and produce data.
Assuming an ideal input, the data reliability of the output
data of a process could be associated with its confidence
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(although not always in a straight forward or in a simple
manner). However, most often, the input data are unideal
and subject to a data reliability below one. Therefore,
the data reliability of the output data of a process is a
function (φ) of the input data reliability and the confidence
of the process. Calculating the output data reliability of a
process (which in turn could be the input data reliability
of another process) is particularly more difficult when
data reliability or confidence are obtained using estimation
functions. In this work, we explore this realm and try
to propose a method which shows a good promise in
the estimation of the output data reliability of different
processes in our system based on respective input data
reliability and confidence of that process. More details on
our practical implementation are found in Section 4.3.
3.3.1 Formal definition
If X′ = 〈x′0, ..., x′n〉, is the data set at hand (i.e., the
unideal values), corresponding to the ground truth values
X = 〈x0, ..., xn〉, we have:
Rg(x
′




i ), c (g(x))
)
. (10)
Since, as mentioned before ∀x; c (g(x)) ≤ c (I (x)) and
Rf (x
′
i ) ≤ Rf (xi) we can conclude that
Rg(x
′
i ) ≤ RI (x′i ) ≤ RI (xi). (11)
3.4 History
History enables access to time-dependent information
in a system. For example, whether the performance of
a (sub)system has been improving or degrading. The
historical data can provide meta-data on the current status of
the system and its environment. They also help in predicting
the (near) future status of the system and its environment.
Given that most systems have memory limitation, choosing
the type and mode of storing historical value, and a smart
usage of it are important points to be considered when
designing a self-aware system using history for enhancing
its performance.
3.4.1 Formal definition
There are several methods to track the past values in
a sequence. Given the sequence of values or symbols
X = 〈x0, · · · , xn〉, H = 〈h0, · · · , hm〉 is a subsequence of
X, in which m ≤ n. If m = n, the system is memorizing
everything which is undesirable. Therefore, most often m <
n and preferably m  n. We note that history function is
a specific form of abstraction which concerns time, i.e., the
sequence length of X. As of such we can define it as
H = Hy(X) = 〈h0, · · · , hi, · · · , hm〉 (12)
where at the sequence point of xs ,
hi = y(h|rj=0, x|sk=0), r ≤ (i − 1) & i ≤ s, (13)
where the function y determines how exactly the history
H is extracted from X. An interpretation or abstraction of
X (such as the average of certain number of data points),
or a direct storage of the values themselves could be some
examples of y.
4 System architecture and implementation
A hierarchical agent-based architecture (as shown in Fig. 1)
consists of independent modules which can communi-
cate with each other and may be in different hierar-
chical levels. The possibility of hierarchically structuring
the agents enables to process data on different levels of
abstraction [38].
The EWS is the aggregate of various scores abstracted
from different vital signs. The task of abstraction is the
same for each vital sign, but the ranges vary from vital sign
to vital sign. The assessment of reliability and confidence-
based decisions are done on different levels of abstraction.
As an example, a part of the reliability assessment is
based on the absolute value and the slope of the signal
of a vital sign (principle of plausibility and consistency in
Sections 3.1.2 and 3.1.3). To analyze whether a signal is
plausible and consistent, the raw data is of interest. In con-
trast, for making a statement about the correlation between
vital signs (principle of cross-validity in Section 3.1.4)
already abstracted information is needed. Because of
these differences horizontal direction (different vital signs)
and vertical directions (different levels of abstraction),
a hierarchical agent-based model (Fig. 1) constitutes an
appropriate practical architecture for this purpose.
Because an ODA loop is an appropriate approach to
implement self-awareness, our system is also based on this
concept [23, 29, 39]. Each agent acts like an ODA loop,
which means that it monitors its inputs (sensor or agent),
decides what to do, and acts accordingly. Furthermore,
this approach allows implementing a highly modular model
easily.
While the abstraction from the raw sensor value to the
vital sign score (with the help of Table 1) takes place in
the lower hierarchical level, the agent on top aggregates
the five scores to the overall score, the EWS. In other
words, each low-level agent abstracts the actual samples
obtained from its dedicated sensor and sends the result to
the high-level agent, which sums up all these scores. Both,
the reliability assessment, as well as the confidence-based
decision-making, takes place in the lower and in the higher
hierarchical level. However, the implementations of these







Fig. 1 Hierarchical agent-based
system architecture
the next two sections, we explain the reliability assessment
and the confidence-based decision-making process, before
Section 4.3 shows the workflow of the proposed system in
detail.
4.1 Fuzzified reliability assessment
Due to the lack of complete knowledge of all functions of
a patient’s body, it is very challenging to determine whether
a vital sign is monitored correctly or incorrectly. Therefore,
in contrast to one of our previous works [32], we use fuzzy
logic instead of simple boolean logic to assess the reliability
value. The usage of fuzzy logic enables the coverage of the
unsharp ranges in which a patient’s vital sign is not tagged
merely as correct or incorrect, but rather somewhere on the
spectrum of reliability. Hence, the data reliability of a vital
sign is assigned a value in the range between 0 and 1.
The reliability of a patient’s vital sign, vsi , is composed
out of two different reliability assessments: the reliability of
the signal’s absolute value r ′abs,i and the reliability of the
signal’s slope r ′slo,i . This corresponds to the plausibility and
consistency of data, as described in Section 3.
The reliability for being plausible, r ′abs,i , is the output
of a fuzzy membership function (Fig. 2) defined by four
points and three intervals. If the absolute value is in the
interval of [pb, pc], it is certainly reliable. If it falls in one
Fig. 2 Example for a fuzzy membership function to assess the
reliability of the absolute value or the slope of a vital sign
of the intervals of [pa, pb] or [pc, pd ] - depending on the
absolute value, it is more or less reliable. Otherwise, it is
certainly unreliable. The reliability r ′abs,i and its counterpart
(the estimated unreliability u′abs,i) of the actual absolute






pb−pa if pa < va,i < pb
1 if pb ≤ va,i ≤ pc
va,i−pd




u′abs,i = 1 − r ′abs,i (15)
where the points pa , pb, pc, and pd respectively the
intervals between them are configured in a way to match the
characteristic of the assigned vital sign.
Similar to that, the reliability for being consistent,
r ′slo,i , and its counterpart (the unreliability, u′slo,i), a fuzzy
membership function of the same shape exists (Fig. 2).
Again, these functions are defined by for points and three






pb−pa if pa < gi < pb
1 if pb ≤ va,i ≤ pc
gi−pd




u′slo,i = 1 − r ′slo,i (17)
where g is the gradient between the actual value, va,i , to the
previous one, vp,i .
This gradient is calculated by
gi = vp,i − va,i
t
(18)
where t constitutes the time between the samples.
Depending on which of the two reliabilities shall be
assessed, the abscissa constitutes the absolute value or the
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slope of a vital sign. The ordinate of the fuzzy membership
function constitutes then the reliability corresponding to it.
While the abscissa gives space for all values (from −∞
to +∞), the reliability values on the ordinate are limited
between 0 and 1.
After the assessment of r ′abs,i and r ′slo,i , the input relia-
bility, r ′in,i , can be calculated in many different ways such
as conjunction (∧), disjunction (∨), or multiplication of dif-
ferent inputs as well as if-then-rules and other methods. We
decided to use the conjunction operator because a vital sign
is reliable when its absolute value and its slope are reliable.
Therefore the input reliability r ′in,i of a vital sign is given by
r ′in,i = r ′abs,i ∧ r ′slo,i (19)
where the fuzzy conjunction is equal to a minimum
function [40].
Because the input reliability, r ′in,i , depends only on
the raw sensor data (absolute value and gradient of the
signal), it is calculated in the low-level agents which are
also responsible for the abstraction of the vital signs.
This input reliability is calculated for every vital sign and
provides information on whether it is reliable or unreliable
considered separately. In other words, the reliability of one
vital sign omits the condition of other vital signs.
Since vital signs impact each other, and therefore, one
vital sign, vsi , usually does not have a terrible score while
others have a perfect score, a cross-validation reliability
value is needed. For this purpose, the cross-validation relia-
bility, r ′cro,i,j , for the vital signs vsi and vsj is calculated by
r ′cro,i,j =
{
1 if si = sj
1
pcro,i,j |si−sj | if si = sj
(20)
where pcro,i,j ∈ (0, ∞) denotes a coefficient of the strength
of the correlation5 between vital signs vsi and vsj , and si , as
well as sj , are the abstracted scores of these two vital signs.
Because the cross-validity reliability, r ′cro,i,j , already
makes use of the abstracted information (the various vital
sign scores), it is calculated in the high-level agent which is
responsible for the calculation of the EWS.
4.2 Fuzzified confidence-based decisions
As already stated in Section 3.1, data reliability describes
the trustworthiness of a set of data at hand, which can be
divided into accuracy, precision, and truthfulness. For the
case, a sample (a sensor value) is not very accurate, two
different possibilities exist. If the real vital sign value (the
ground truth) is somewhere in the middle of a score range
5The reliability module in our implementation limits the cross-validity
reliability, r ′cro,i,j , to a value between 0 to 1, although theoretically, a
coefficient less than 1 can lead to an r ′cro,i,j higher than 1. The standard
value of pcro,i,j is 1.
of Table 1 and the sensor’s inaccuracy is not very high,
the abstracted score will most likely be equal to the ground
truth. In contrast, a wrong score abstraction could result out
of a ground truth value very close to a boundary of such a
range or a highly inaccurate sensor.
To overcome this issue, the abstraction process in the
lower hierarchical level is not merely based on a simple
lookup table as in Table 1, the boundaries of the different
score ranges are intersecting which means that the score
ranges are partly overlapping. Figure 3a shows an example
for the vital sign abstraction, with four different fuzzy mem-
bership functions; for each score, one fuzzy membership
function.
In similar fashion to the reliability fuzzy functions,
various intervals describe the confidence fuzzy membership
functions. Because the fuzzy membership functions are
an extension of Table 1, the intervals can vary between
different vital signs. While heart rate and systolic blood
pressure are symmetrical in a way that each score higher
than 0 is available for the vital sign’s value is either too low
or too high. In contrast, respiratory rate, body temperature,
and blood oxygen saturation are unsymmetrical; some
scores are missing on one side or both sides. In the case of a
symmetrical segmented vital sign (Fig. 3b), the confidence
functions of abstracting the actual value of a vital sign to a






pb−pa if pa < va,i < pb
1 if pb ≤ va,i ≤ pc
va,i−pd
pd−pc if pc < va,i < pd
va,i−pe
pf −pe if pe < va,i < pf
1 if pf ≤ va,i ≤ pg
va,i−ph
ph−pg if pg < va,i < ph
0 otherwise
(21)
where s ∈ {1, 2, 3} is one of three possible scores the actual
value, va,i , of the vital sign can have.
Fig. 3 Example for fuzzy membership functions to assess the







Because score 0 of each vital sign has only one range in
Table 1, the confidence function of abstracting a vital sign’s






p0,b−p0,a if p0,a < va,i < p0,b
1 if p0,b ≤ va,i ≤ p0,c
va,i−p0,d
p0,d−p0,c if p0,c < va,i < p0,d
0 otherwise.
(22)
In the configuration of the proposed system, the interval
of the ramp of a fuzzy membership function is congruent
with the interval of the ramp of the next fuzzy membership
function (e.g., pc and pd of c0,i are equal to pa respectively
pb of c1,i). This approach leads to the possibility of
abstracting a vital sign value to two different scores with
certain confidences. As an example, let us assume that the
actual value of a vital sign, va,i , is the interval between p0,c
and p0,d (which is equal to the interval p1,e and p1,f ). In
this case, the vital sign will be abstracted to score 0 with
c0,i = va,i−p0,dp0,d−p0,c and to score 1 with c1,i =
va,i−p1,e
p1,f −p1,e .
However, the high-level agent evaluates various confi-
dences. Similar to Eq. 20, cross-validity confidence, ccro,i,j ,
is calculated based on a patient’s individual correlations of
the various vital signs; e.g., Eq. 20 does not reflect the truth
if a patient - in normal health condition - has tachypnea,
hypertension, or another vital sign which leads to a score
higher than the scores of the other vital signs. Based on
the frequency of various occurring score differences, SDi,j ,
between the two vital signs vsi and vsj , a patient profile
is established which gives information about the likelihood
of a score difference between two different vital signs. For
this purpose, the patient (situated in normal condition) is
monitored for the period T (the time of n samples). After n
samples have been recorded, four different quantities, qSDi,j
for all four possible score differences SDi,j ∈ {0, 1, 2, 3},
are known. With the knowledge of these quantities, the
cross-validity confidence between the two vitals signs svi





4.3 Functional description of the system
Figure 1 shows the system architecture we propose in this
work. At the bottom are five sensors which monitor the
five different vital signs (Table 1) and transmit the raw
data to their dedicated agents in the lower hierarchical
level. Figure 4 shows a simple schematic of the whole
procedure for one low-level agent; the others are just faded
out. The functional principle of both, the agents of the lower
and the higher hierarchical, is explained in detail in the
following.
Fig. 4 Functional description explained for one vital sign
4.3.1 Lower hierarchical level of computation
Each of these five low-level agents abstracts the actual
value (got from its dedicated sensor) by calculating the
confidences for every possible score, cs,i for s = 0, 1, 2, 3,
by Eqs. 22 and 21. As shown in Fig. 4, each low-level agent
also receives score suggestions from the high-level agent.
Each of these suggestions consists of a score and its relia-
bility, r ′sug,s,i . Their calculation is based on Eqs. 20 and 23
but Section 4.3.2 will show the exact procedure of genera-
ting these suggestions. Additionally, the input reliability,
r ′in,i of the corresponding vital sign is calculated by Eq. 19.
In a next step, the output reliability of each possible
score, rout,s,i is calculated by
r ′out,s,i = rin,i ∧ cs,i ∧ r ′sug,s,i (24)
because the score is reliable if the vital sign value is reliable,
the abstraction is done with high confidence, and if it
correlates with the other vital signs (based on the suggested
scores).
After every possible score has been calculated, the
low-level agent chooses the one with the highest output
reliability and saves it in a history if the reliability is higher
than a certain threshold.6 In the next step, the low-level
agent sends the last saved score and its output reliability to
the high-level agent. In other words, if the reliability of the
actual score is higher than the set threshold it is sent to the
high-level agent; otherwise, the previous score is sent.
6If the history is empty (e.g., right after the EWS system has been
started), the score and its reliability are saved in the history regardless.
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4.3.2 Higher hierarchical level of computation
The high-level agent calculates the EWS and its overall
reliability, r ′. For this purpose, the agent reads all low-level
scores and their output reliabilities, r ′out,i,s . However, these
reliabilities are - from the perspective of the high-level agent
- input reliabilities, and therefore, they are called r ′in,i . The






With all five input reliabilities, r ′in,i , the combined input
reliability, rin is calculated by
r ′in = r ′in,1 ∧ · · · ∧ r ′in,5 =
5∧
i=1
r ′in,i . (26)
For two vital sign scores, the cross-validity reliability is
calculated by Eq. 20, and the personalized cross-validity
confidence by Eq. 23. After the calculation of both of
these metrics, the personalized cross-validity reliability,
r ′per,cro,i,j , can be calculated in different ways. We decided
to use the disjunction (∨) operator because the correlation
is plausible if it is according to our general rule (20) or
matches the personalized body functions of the patient
(23). Therefore the personalized cross-validity reliability,
r ′per,cro,i,j , is given by
r ′per,cro,i,j = r ′cro,i,j ∨ ccro,i,j (27)
where the fuzzy disjunction is equal to a maximum
function [40].
The overall reliability of the calculated EWS is composed
of all input reliabilities and all personalized cross-validity
reliabilities, r ′per,cro,i,j . All r ′per,cro,i,j for this purpose are








r ′per,cro,i,j ) (28)
where the cross-validity reliabilities for i = j are not
calculated because they will be 1 one for sure (20).
In further consequence, the overall reliability, r ′, is given
by
r ′ = r ′in ∧ r ′per,cro (29)
and constitutes, besides the EWS (25), the output of our
proposed system.
As mentioned in Section 4.3.1, the high-level agent
makes also score suggestions which are sent to each low-
level agent. For this purpose, theoretically personalized
cross-validity reliabilities are calculated for each possible
score (s ∈ 0, 1, 2, 3) with that a vital sign could be
classified. In particular, the four theoretically possible
scores of one agent are calculated by Eq. 27, whereas the
score difference is based on the comparisons with the real
scores from the other four low-level agents. The reliability





(r ′cro,i,j ∨ ccro,i,j ) (30)
for each possible score s ∈ 0, 1, 2, 3. Whereas the
comparison of one vital sign with itself is not performed.
This procedure is repeated for all of the five vital signs,
and the results (the four possible scores and their theoretical
cross-validity reliability) is sent to the dedicated low-level
agent.
5 Experimental results
In this section, we describe our experimental setup as well
as the validation method of our proposed system. We also
discuss the experimental results in detail.
5.1 Experimental data
The data collection was performed on eight different
participants aged from 23 to 37 (see Table 2). Half of the
participants were male, and the other half were female.
As listed in Table 3 and shown in Fig. 5, we recorded and
abstracted the vital signs with different sensors respectively
in different ways. A set of sensors provides a high-accuracy
source, and another set of sensors provides a low-accuracy
source for normal and fault-emulated signals. As the high
accuracy sensor set, we use (i) a chest strap heart rate
monitor for recording Electrocardiogram (ECG) signal, (ii)
a sensitive temperature sensor attached to the subject’s
nose for recording the airflow signal, (iii) an accurate
Table 2 Participants who participated in our experiments
Person Sex Age Test scenario(s)
P1 Male 37 S1, S2, S3, S4
P2 Female 23 S1 (twice)
P3 Male 29 S1, S2, S3, S4
P4 Male 25 S1 (twice)
P5 Female 23 S1 (twice)
P6 Male 30 S1 (twice)
P7 Female 23 S1 (twice)







Table 3 Details of the sensors used for data collection
Vital sign Reference vital sign / source Test vital sign 1 / source Test vital sign 2 / source
Heart rate HRr Chest strap (Polar T31C) HRt1 PPG sensor (MAX30100) HRt2 PPG sensor (MAX30102)
at 24mA at 3.5mA
Respiration RRr Temperature sensor used RRt1 PPG sensor (MAX30100) RRt2 PPG sensor (MAX30102)
rate as airflow sensor (MCP9808) at 24mA at 3.5mA
Blood Oxygen SpO2,r PPG sensor(MAX30100) SpO2,t1 PPG sensor (MAX30102)
saturation at 24mA at 3.5mA
Skin STr Temperature sensor STt1 Temperature sensor
temperature (MCP9808) (TMP102)
Blood BPr Arm-type blood pressure BPt1 Wrist-type blood pressure
pressure monitor (iHealth BP7) monitor (Beurer BC32)
temperature sensor attached to the armpit (axilla),7 (iv) an
upper arm blood pressure monitor, and (v) a high-fidelity
Photoplethysmogram (PPG) sensor for recording infrared
and red PPG signals.8
The low-accuracy sensor set consists of (i) another PPG
sensor which consumes less power and records PPG signal
with lower Signal-to-Noise Ratio (SNR, (ii) a temperature
sensor with lower sensitivity is attached to armpit (axilla)
measures skin temperature, and (iii) a wrist-type blood
pressure monitor measuring an estimation of blood pressure.
Table 3 shows the details of the sensors in each set.
All continuously recording sensors9 were connected to an
ATMEGA328P microcontroller which reads the sensors
values with a sampling frequency of 50 Hz. Finally, an
Android phone, connected to this microcontroller via a
USB-to-Serial converter, recorded the data.
In the next step, these recorded signals were analyzed
to extract the vital signs. As listed in Table 3, we use
two sets of PPG signals to obtain two sources of heart
rate, respiration rate, and SpO2 values (i.e., low-accuracy
and high-accuracy values). First, a filter-based method is
used to extract respiratory and heartbeat signals. In this
method, the cut-off frequencies are selected based on
Power Spectral Density (PSD) of the PPG signals [42–44].
Note that an acceptable SNR is needed in this method,
as high noise level influences the PSD of the signal and
subsequently interrupts cut-off frequency selection. Next,
the respiration rate and heart rate values are determined
via a peak detection method. Moreover, the SpO2 value is
calculated from the PPG signals using two light sources
7Because Table 1 shows the body core temperature, the measured skin
temperature had to be converted to an estimated core temperature. This
was done as Richmond et al. state it in [41].
8As shown in Table 3, the MAX30100 PPG sensor was used as
accurate source for monitoring SPO2 and as one of the inaccurate
sources for monitoring heart rate and respiratory rate.
9The two blood pressure devices were manually operated and were not
continuous.
with different wavelengths (i.e., red which has 660 nm and
infrared which has 880 nm) [45, 46]. In addition to the PPG
signals, another high-accuracy heart rate and respiration rate
values are determined by using the two other sources (i.e.,
ECG and airflow signals). Similarly, we use peak detection
methods for the detection of these two vital signs. In total,
we extracted three heart rate, three respiration rate, two
SpO2, two skin temperature, and two blood pressure signals.
5.2 Validation of the EWS systems
Table 4 shows the different scenarios in which the partici-
pants were monitored. In Scenario S1, the participants were
sitting without performing any physical activity. P1 and P3
were also monitored during three additional scenarios in
that errors were induced in some of the low accuracy sensor
setup (Scenarios S2, S3, and S4). Six participants were mon-
itored two times, and the other two participants four times
(Table 2), resulting in 20 measurements in total.
As mentioned in Section 5.1, we recorded and abstracted
the vital signs of each scenario (listed in Table 4) with
Fig. 5 Data collection sensors
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Table 4 Scenarios of measurements
Scenario Scenario description
S1 The person was sitting and no additional error
was induced during the measurement.
S2 The person was sitting and the temperature
sensor was temporarily detached.
S3 The person was sitting and contracted his/her
biceps for a period of the measurement.
S4 The person was sitting and the temperature
sensor was temporarily detached. In addition,
the person contracted his/her biceps
for a period of the measurement.
different sensors, respectively, in different ways (Table 3).
All various combinations of the twelve vital signs (varying
in quality) reveal a total number of 72 different signal setups
for each measurement. The 20 measurements and the 72
different ways of monitoring/abstracting the vital signs lead
to 1440 different experiments.
All these data sets were then processed with both,
the conventional EWS system without any self-awareness
properties and our proposed SA-EWS system. The output
of these systems is the EWS signal of the same length
as the experimental data sets (one EWS value for each
vital sign sample set). To have a common benchmark for
comparing both systems, a ground truth for each of the
20 measurement10 is needed. Due to the lack of a real
ground truth, we took the data set of each experiment, which
matches the ground truth the most. These Ground Truth
Datasets (GTDSs) consists of the vital signs HRr , RRr ,
SPO2,r , STr , and BPr of Table 3. To ensure that the GTDSs
are as close as possible to the real ground truth, all of these
signals were additionally filtered11 to remove noise. Due to
corrupted measurements of the vital signs of participant P5,
no valid ground truth could be established. Therefore, this
participant was excluded from our analysis. This exclusion
leads to a reduction of the number of measurements from
20 to 18, and in further consequence, reduced the number
experiments: 1296 instead of 1440.
The EWS Ground Truth Dataset (EGTDS) was then
created with the GTDSs processed by the conventional
EWS system. The EWS system is used for this purpose
because it does not - in contrast to the SA-EWS system -
manipulate the output leveraging the self-aware properties.
However, because the conventional EWS system generated
the EGTDSs, it is possible that, if the vital signs of the
GTDSs still contain some noise or errors, the SA-EWS
1020 measurements is the sum of all test scenarios in that the
participants were monitored (Table 4).
11A Savitzky-Golay filter with the window size of 53 samples and a
polynomial order of 3 was used.
system assessment is tagged as erroneous whereas, in
reality, the error is in the EGTDS.
We use various metrics to compare these two systems.
The Root-Mean-Square Deviation (RMSD) calculation,
which indicates how close two different signals are to each






where EWSGT,i is the ith EWS value of the EGTDS and
EWSi the ith outputted EWS value of the system that is
compared with the EGTDS.
However, the RMSD is not the best way to compare
the two systems. A signal that deviates slightly (e.g., a
deviation of only one score) for a long period may have
a worse RMSD than a signal that shows a much larger
deviation but only for a short time. While the former signal
will most likely not result in a false or missing alarm, the
latter signal will raise problems. Another metric, namely
the maximum absolute error (εmax) which gives information
about the highest deviation that occurs in signal compared
to the ground truth, is more relevant in this context. It is
calculated by:
εmax = max(|EWSGT,i − EWSi | : i = 1, . . . , n) (32)
where EWSGT,i is the ith EWS value of the EGTDS and
EWSi the ith outputted EWS value of the system that is
compared with the EGTDS.
The last metric is the number of false and missing
alarms. As mentioned in Section 2, the calculated EWS
shows low-, medium-, or high-medical risk of a patient. If
the classification of the calculated EWS deviates from the
classification of the ground truth EWS, a false or missing
alarm is indicated. For example, if the ground truth EWS
has a value which belongs to the low or medium risk class
but the EWS of the system is in one of the higher classes,
a false alarm is raised. In contrast, a calculated EWS in a
lower class than the ground truth EWS leads to a missing
alarm, which means an alarm should be raised, but it was
missed. As a third option, both, the ground truth, as well as
the calculated EWS, are in the same class. In this case, there
is neither a false nor a missing alarm.
5.3 Results
Table 5 shows the vital signs which are corrupted  )
and which are uncorrupted () in various experiments.
To evaluate which of these signals are either correct or
are containing errors, the output of the conventional EWS
system processing an experiment was compared with the
EGTDS of the same experiment. If a vital sign score







Table 5 Signals with errors are marked with a , while signals that are correct are marked with
point during the measurement, from the value, it should
have according to the EGTDS, this vital sign (in the
considered experiment) is classified as erroneous.
Based on the number of different vital signs, 72 different
combinations (setups) of vital sign sets are possible. Such
a setup can now contain some correct and some erroneous
vital signs. An important factor is how many vital signs are
showing an error at the same time for an experiment. The
second column of Table 6 shows this number, which ranges
from 0 to 4 errors at the same time. For this purpose, all 1296
experiments (18 measurements with 72 different setups)
have been processed by the conventional EWS system, and
the results were compared to their dedicated EGTDS. Based
on the number of simultaneous vital sign errors, the EWS
and the SA-EWS system are compared for each participant.
In other words, all experiments performed on each person
with different vital sign setups were separated in groups
regarding the number of vital sign errors that occurred at
the same time. Each row in Table 6 shows the performance
of the two compared systems in the form of the minimum,
average, and maximum RMSD of all calculated EWS values
which are in the same group of the number of vital sign
errors. Additionally, and more importantly, the maximum
absolute error, εmax , is shown for each group.
As it can be seen, in most of the cases, our proposed
system performed equally good or considerably better than
a conventional EWS system without self-awareness. For a
better understanding of the table, here, we discuss the results
using participant P1 as an example. In the experiments
where no vital sign showed any error, both systems pro-
duced an output in that the calculated EWS did not deviate
any single time (εmax = 0). In these setups, the calculated
EWS signal was exactly identical to the ground truth EWS
signal (RMSD = 0). In these experiments, both system
performances were equal.
In contrast, the conventional EWS system performed
much worse than our proposed system when setups were
used in which three of the vital signs contained errors at
the same time. One of these experiments is shown in Fig. 6.
Whereas Fig. 6a shows the ground truth vital signs and the
corrupted signals, Fig. 6b presents the ground truth EWS
as well as the outputs of both systems. As it can be seen,
the difference between the EWS of the conventional system
with the ground truth is large (up to 7 scores), whereas the
SA-EWS shows only absolute errors of 1 or 2 in the worst
case.
The RMSD values of all considered experimental
results show that the output of the SA-EWS system was
significantly closer to the ground truth. However, the
maximum error shows the real importance of an intelligent
EWS system. Participant P5 was excluded from these
experiments because of corrupted measurements, which led
to an invalid ground truth.
In the four cases of P3, P7, and P8 in Table 6, the
conventional EWS system performed slightly better. Some
of the participants were sometimes slightly uneasy, which
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Table 6 The minimum, average, and maximum RMSD as well as the maximum error of both systems compared on the base of the various
participants and the number of vital sign errors occurring at the same time
Green color highlights the system with better performance
led to temporally irregular breathing. As mentioned, we
removed the majority of such noise from the GTDS.
However, if there were some noise left, the EWS system
may have an advantage over the SA-EWS system because
the conventional EWS system generated the EGTDSs.
When comparing the RMSD and the maximum error, the
SA-EWS system performed in eleven cases better than the
conventional EWS system. In nine cases, the performance
was equal, and only in four cases, the conventional EWS
system performed slightly better. However, in the latter
cases, the performance difference between the two systems
was very small and did not lead to any additional false or
missed alarms. As a matter of fact, the number of false
alarms or missed alarms was always equal or less in the
SA-EWS system. Table 7 shows how often both systems
missed to raise an alarm or raised a false alarm. As
mentioned, the EWS itself can be classified into three
different classes, namely low-, medium-, and high risk. If
the class of the system’s outputted EWS deviates from the
class of the ground truth EWS, it causes a false or missing
alarm. In all cases, our proposed system performed better
(marked in green in Table 7) or equal to the EWS system.
The wrong and missed alarms were counted based on
the number of samples which deviate from the ground truth
and based on the number of times (events) an alarm was
incorrectly raised (false positive) or incorrectly not raised
and was missed (false negative). Event-based means when
two or more samples of the same event (samples in a row)
deviate from the ground truth, the wrong/missed alarm is







Fig. 6 A experiment of participant P1 in scenario S4 with a vital sign
setup in that three vital sign errors simultaneously occur
and eight false alarms were raised by the SA-EWS system.
However, each of these false alarms had the length of only
one sample. That is why the number in both rows (samples
or events) are the same. We can argue that if a doctor
monitors a patient’s vital signs and obtains an unrealistic
result, he/she tries to redo the measurement. A logical
consequence of this could be ignoring alarms of a length of
only one or few sample(s), which corresponds to one second
in time. However, this is out of the scope of this paper and
serves only as an additional note. Therefore, we did not
discount any alarms, even if they were very short.
Figure 7 shows the occurrence frequency of absolute
error in different sizes for all experiments combined. Both
systems have almost the same number of absolute errors in
the size of 0 and 1. Overall, except for having an error of 1
score, the proposed system is always better (including when
the system has made no false recognition, i.e., 0 on Fig. 7).
In particular, the SA-EWS system less often produces larger
errors compared to the EWS system. We can see that the
SA-EWS system never produce absolute errors larger than
5 (whereas the conventional EWS system experiences them
more than a thousand times) and it produces significantly
(approximately one order of magnitude) fewer errors in
sizes of 4 and 5. This is particularly important since larger
errors imply a deviation from the ground truth risk class,
which is more important with regard to false or missing
alarms. Altogether, Fig. 7 indicates that the proposed SA-
EWS system is more reliable (less error-prone) than its
conventional counterpart.
6 Conclusion and future work
Self-awareness has proven to be advantageous in many
applications, and here we show its benefits for wearable
medical devices. In particular, we showed how using basic
observation elements such as history, data reliability and
confidence can lead to reliable results without incurring
massive processing loads that conventional Artificial
Intelligence (AI) algorithms impose on systems. From the
application point of view, we demonstrated that - even
using less reliable, low-quality sensors (which are cheaper)
- our system is able to calculate the EWS properly and
comparable to a system with highly reliable, high-quality
sensors (which are more expensive). We also showed
that our proposed system shows good resilience against
intentionally introduced measurement errors.
In summary, our contributions are; (a) formalizing
data reliability, confidence, and history, (b) proposing
function for aforementioned self-awareness properties, in
particular for combining data reliability and confidence,
(c) performing extended experiments with a large number
of sensors and test scenarios, and (d) improving reliability
of EWS assessment using cheaper sensors and despite
adversities in real life measurements.
We note that many of the proposed functions are designed
heuristically. Therefore, other functions could be proposed
and studied, which lead to further improved results. We
leave that for future works. Moreover, in some cases, we
have tried alternative parameter settings and chose the
better ones; however, these studies were not systematic or
comprehensive. Mainly due to the extensive time that it
takes to process all combination of sensors and errors using
single setup values. That is, therefore, another future work.
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Table 7 The number of missing and false alarms of both systems compared on the base of the various participants and the number of vital sign
errors occurring at the same time
Green color highlights the system with better performance
Fig. 7 Occurrence frequency of absolute errors of different sizes
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ABSTRACT
Computational Self-awareness can improve performance, robustness, and adaptivity of a system. As a key
element of self-awareness, observation quality is critical to gain a correct and comprehensive understanding
of the system, its own state, and the environment. This is of more importance in systems, where contextual
information plays a crucial role in the functional operation of the system. In this paper, the authors introduce
confidence as a quality metric of observation and leverage it to improve the correct identification of states of
a system. To evaluate the impact of this factor on the context-awaremonitoring system at hand and to show
the generality of the approach, we conduct a series of tests with and without confidence for condition
monitoring of an industrial AC motor and an experimental water pipe system. Our experiments show that
confidence not only improves the quality of system performance but also simplifies the system architecture
and enhances its robustness. These findings support the recent initiatives of paying more attention to
observation as an important factor in self-awareness and, consequently, the performance of systems. The
proposed system facilitates condition monitoring of various industrial systems and is easily deployable as it
does not require a deep domain knowledge.
ARTICLE HISTORY
Received 2 June 2018







In industrial systems, manual maintenance and adjustment are
often undesirable due to the high costs or the limited time
available for adaptations. Increasingly, self-adaptiveness and self-
awareness are desirable characteristics of many embedded and
cyber-physical systems. They need to adapt to dynamic applica-
tions’ phasic behaviour, changing environments and their own
changing state due to phenomena such as ageing as well as the
occurrence of faults. In many application domains, assessing the
status of a system is commonly called condition monitoring,
which serves diverse purposes such as early detection of faults,
operation optimization, or planning of preventive maintenance.
In the early 2000’s IBM formulated a vision of autonomic sys-
tems which called for self-adaptation and self-awareness (Kephart
and Chess 2003). At the same time, Intel put forward a vision for
proactive computing asking humans to get ‘out of the loop’
(Tennenhouse 2000), meaning that embedded systems should
become more independent, autonomous and self-adaptive.
A prerequisite for these ambitious goals is a detailed assessment
of the state of a system and its environment. This assessment
depends heavily on measuring relevant physical properties with
sensors which is a part of Industry 4.0 (Alexopoulos et al. 2016).
Many works on autonomous and adaptive systems assume the
availability of correct measurements and their accurate interpreta-
tion. However, the quality of measurements and observations is
not always easy to guarantee or assess. Hence, recently this chal-
lenge has received more attention (TaheriNejad, Jantsch, and
Pollreisz 2016; Götzinger et al. 2017a; Anzanpour et al. 2017;
Götzinger et al. 2016).
In this work, the authors focus on one of the observation
aspects, namely confidence, and show how it can smoothen
decision-making functions. Our concept of confidence is based
on the work by TaheriNejad, Jantsch, and Pollreisz (2016) but
differs from the confidence levels assignment used in other works,
e.g. by Liu et al. (2008). To demonstrate this effect, we use this
concept to enhance a black box monitor which we first intro-
duced in (Götzinger et al. 2017b). This monitor distinguishes
three different states (healthy, drifting, and broken) of the system
it monitors. We demonstrate our approach bymeans of two case
studies to illustrate its generality and application to different
fields: an AC motor as in Götzinger et al. (2017b) and a water
pipe system used as a model for condition monitoring in
Heating, Ventilation and Air Conditioning (HVAC) systems
(Glatzl et al. 2016). Extending our previous work (Götzinger
et al. 2017b), we introduce the confidence metric and use fuzzy
logic for its computation and for the decision-making process.
We demonstrate that our proposed method improves the cor-
rect identification of motor states (i.e. increases robustness),
reduces the dependency on system parameters such as thresh-
old values (i.e. reduces sensitivity and increases robustness) and
reduces the need for pre-processing of the sensory data (i.e.
simplifies the architecture).
It is noteworthy that, with the growing prevalence of
Industry 4.0 concepts and the increase in the number of cyber-
physical systems and their associated sensors and actuators,
monitoring has gained a growing importance while becoming
more challenging. Model-free monitoring helps tackling this
challenge from different angles. It can be applied to many
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different systems with substantial differences in their nature
(e.g. as presented in this paper to condition monitoring of
motors and water pipes) without requiring the deployment
engineer to have a deep knowledge of the application field.
Moreover, thanks to the fuzzy confidence evaluation proposed
in this paper, it requires minimum or no adjustment of para-
meters, which saves a significant amount of time and
resources otherwise necessary for implementing model-
based monitors for a given application.
We introduce Confidence-based Context-Aware condition
Monitoring (CCAM) with the following main contributions:
(1) We propose a fuzzy logic-based confidence metric for
the quality assessment of systems under monitoring,
(2) we demonstrate the feasibility of the proposed monitor
using two case studies: an industrial motor and a water
pipe system,
(3) we demonstrate that CCAM gives equally good or bet-
ter results than the similar system (Götzinger et al.
2017b), which does not use a confidence metric, and
(4) we demonstrate the robustness of the system by pro-
viding a sensitivity analysis of parameter settings and
by showing that CCAM with confidence is better in
identifying the correct system health status compared
with a system without confidence. This is particularly
notable when detecting drift situations in both the AC
motor and the water pipe case studies.
After reviewing relevant related work in Section 2, we introduce
confidence and describe our use of fuzzy logic in Section 3. In
Section 4 we describe our proposed model-free condition mon-
itoring approach that uses confidence to identify system states
correctly. Section 5 shows and discusses results from our case
studies, and Section 6 concludes the paper.
2. Background and related work
Measurements and processing of sensory data are relevant in
a wide range of domains, like industrial processes, environmental
monitoring, and medical applications. In all these areas the
quality of measurements and observations are critical, however,
less studied. Recently this aspect has come into the focus of
research by characterizing various aspects (TaheriNejad,
Jantsch, and Pollreisz 2016) and by demonstrating concrete
benefits of using a nuanced and more realistic approach to
observation (Götzinger et al. 2016; Anzanpour et al. 2017;
TaheriNejad, Shami, and Manoj 2017). Götzinger et al. (2016)
proposed data confidence to improve the reliability of patient
monitoring in medical applications and Götzinger et al. (2017a)
show that the usage of the plausibility of sensor values and value
changes improves the robustness of the assessment of the
health condition of a person.
AC motors are widely used in various industrial applica-
tions, and monitoring their health status is of interest to the
industrial sector. A wear-out or other malfunctions in a motor
may result in severe cracks or breaks in the rotor, stator or
bearings, and can finally lead to reduced performance or –
even worse – a failure (Ballal et al. 2007). Given the associated
cost of these problems, non-invasive fault detection and
preventative maintenance are important concerns in the
industry (Gao, Cecati, and Ding 2015). It is known that during
normal operation, the nominal range of outputs (e.g. current
and speed) follows the nominal range of inputs (e.g. frequency
or voltage). However, when the motor is free running in the
presence of wearing out phenomena, some output signals
deviate from the expected nominal values while the inputs
remain unchanged. This can be used to detect wear-outs and
certain other faults and failures. Various methods have been
applied to the analysis of motor signals to detect faults (Kande
et al. 2017). These monitoring systems mostly use methods
such as current analysis (Féki, Clerc, and Velex 2013), tempera-
ture monitoring (Gao, Habetler, and Harley 2005), and vibra-
tion and noise analysis (Bellini et al. 2001); and they apply
techniques such as hidden Markov modelling (Hatzipantelis
and Penman 1993), thresholds (Mehala 2010), pattern recogni-
tion and neural networks (Bazan et al. 2017).
Condition monitoring in HVAC systems serves not only for
fault detection, but also for optimizing control in order to reduce
energy consumption (Massieh 2010). More generally, for the
monitoring of water pipes, a wide variety of mostly distributed
sensing principles is in use depending on the spatial extension of
the network (Sadeghioon et al. 2018). For economic reasons,
however, many monitoring systems rely on pressure and flow
monitoring (Mounce et al. 2015), an approach we also apply in
our case study in that we monitor the water flow.
With respect to data analysis, different methods have been
proposed used for automated fault detection and diagnostic
(FDD). These methods can be subdivided into quantitative model-
based, qualitative model-based and process history-based meth-
ods (Katipamula and Brambley 2005). Process history methods are
further differentiated in black-box and grey-box methods, and
within the black-box methods, we distinguish between statistical,
artificial neural network and other pattern recognition techniques.
For example, Hyvrinen and Kärki (1996) present a fuzzy model for
fault detection in HVAC systems. However, most of thesemethods
require application-specific assumptions ormodels. Shun andWen
(2014) use Principal Component Analysis (PCA) and combine it
with a Pattern Matching method to correctly identify the beha-
viour of the system without any additional knowledge of the
system. While their work uses PCA’s as well as distance similarity
factors, we use confidence only based on fuzzy functions to detect
the behaviour of the system correctly.
One generic method without detailed assumptions or
a model of the system under observation is Context-aware
Health Monitoring (CAH) (Götzinger et al. 2017b), which has
been tested for monitoring industrial AC motors. CAH is
a monitoring system that recognizes normal state changes as
well as misbehaviour of the observed system. It accomplishes
this task without a priori knowledge, and only through con-
textual information. However, two assumptions exist: first, the
observed black box is in a steady state. Second, it is a bijective
function, meaning that a unique input data set corresponds to
one and only one output data set – and vice-versa. Thus,
a change of the input inevitably is reflected in a change of
the output and vice-versa. Otherwise, the observed system
works incorrectly. We use CAH as the basis of our design
and improve it using the concept of confidence to offset
some of its major drawbacks, which are as follows: (i) A state-







full system, where current outputs depend on current inputs
and the internal state of the system, cannot be reliably
assessed; (ii) The signals of the observed system have to be
smoothed through a filter; (iii) Despite filtering, the system
performance is very sensitive to changes in signal values, e.g.
due to normal transitions, noise, or instabilities; (iv) The thresh-
olds used in CAH have to be set meticulously and accurately,
otherwise, the system may not perform as expected, and
hence, for each application tedious adjustment and tuning
are necessary. Our proposed system addresses shortcomings
(ii), (iii), and (iv), but shares the limitation (i) with CAH, as
CCAM also can reliably assess only stateless systems.
3. Confidence
3.1. Definition of confidence
Confidence is a measure of the reliability of a system,
a function, an analysis, or a process. Confidence can be
defined as ‘the extent to which a procedure may yield the
same results on repeated trials’ (TaheriNejad, Jantsch, and
Pollreisz 2016). Hence, confidence can improve the self-
awareness of a system regarding its subsystems and functions,
and to what extent it can rely on the result each of them
produces (Götzinger et al. 2016; Kholerdi, TaheriNejad, and
Jantsch 2018).
To create a better and universal understanding of this
concept, we formalize this definition in the following: Let us
assume that f is an ideal function defined over X ¼ hx0; . . . ; xni
and g is the unideal function at hand, also defined over X . We
define the confidence of gðxiÞ; xi 2 X as the inverse of
a distance function Δðgðx:Þ; fð:ÞÞ, which captures the
distance1 between f and g based on some application specific
distance metric:
cðgðxiÞÞ ¼ 1
ΔðfðxiÞ; gðxiÞÞ : (1)
The overall confidence of g (i.e. confidence of the function/
system in general, as opposed to its confidence at each point)






We note that 0  cðgÞ; CðgÞ  1 ¼ cðfÞ ¼ CðfÞ.
The implementation of a method to calculate c, however, is
case dependent. In many cases, the ground truth (f ) is not
available and therefore, the distance cannot be calculated. In
consequence, a function is often devised to estimate Δ. In the
rest of this paper, we define and use heuristics as confidence
functions without further reference to a distance metric.
3.2. Association assessment and confidence
As described in Section 2, the CAH system assumes to monitor
a bijective function and hence, the relationship between the
input and output data sets. Therefore, one of the main tasks is
to assess the relationship of new data with previously
observed data. For example, whether a new sample fits any
of the recorded data in the history of the system or not. Thus,
it is critical to make correct decisions as they affect the system
performance, and it is important to know the confidence with
which such decisions are made.
Let i be a variable of interest, for example, the voltage from
a sensor or an abstracted observation after preprocessing.
Further, let vhi;j be the j
th value in the history of that variable hi
(i.e. j constitutes the position of the value in the history), and let
vi;new be a new incoming value of this variable. Our task now is to
assess whether the new sample belongs to the same group as
the old sample(s) in the variable’s history, and to provide






as a metric for this assessment and for computing the following
confidence values.
Two different properties define how well a new value vi;new
matches an existing data set: howmany values of the existing data
set are close to vi;new, and how close they are. For the latter,
inspired by fuzzy logic, we define four points and three
intervals3 for determining the membership of the new value (see
Figure 1(a)). If the new value vi;new is in the interval ½db; dc, it
belongs to the same set of data as vhi;j with certainty. If it falls in
one of the intervals ½da; db or ½dc; dd, it may or may not belong to
that group; otherwise, it does not. Then, we define csv (‘similar
value’) as the confidence of vi;new belonging to the same data set
(group of values) as vhi;j , and we compute it as follows
csv;i;j ¼
dadi;j
dbda if da < di;j < db
1 if db  di;j  dc
dddi;j





where the relative distance is calculated by Equation (3).
The counterpart of csv is cdv (”different value”), the confi-




dbda if da < di;j < db
0 if db  di;j  dc
di;jdc





where the relative distance di;j is also calculated by
Equation (3).
If the intervals of the functions csv and cdv are identical, the
computation of cdv can be simplified to cdv;i;j ¼ 1 csv;i;j.
The other factor, which determines whether a new value
vi;new matches an existing data set, is the number of values in
the existing data set that are close to the new value. The more
samples in close proximity, the likelier the new data fits the
existing data set. Therefore, there are fuzzy functions such as
the ones shown in Figure 1(b), in which, if a new sample vi;new
does not match any of the existing data, the confidence css;i of
vi;new being a member of the existing data set is 0, and the
confidence cds;i of vi;new not being a member of the existing
data set is 1. If there are at least sa samples in the vicinity of
the new data, the new sample certainly fits the existing data
set (css ¼ 1 and cds ¼ 0). The function
468 M. GÖTZINGER ET AL.
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css;i;k ¼ 1 if k  sak
sa
if 0  k< sa

(6)
estimates the confidence for a new sample belonging to the
existing data set, and
cds;i;k ¼ 0 if k  sasak
sa
if 0  k< sa

(7)
estimates with what confidence the new sample does not
belong to the existing data set.
If the intervals of the functions css;i;k and cds;i;k are identical,
the computation of cds;i;k can be simplified to cds;i;k ¼ 1 css;i;k .
To make a final decision on whether the new value, vi;new,
belongs to the existing data set, the two factors (the confidences
csv;i;j and css;i;k) above have to be combined, leading to the overall
confidence cb;i. Hence, cb;i (for vi;new belonging to an existing
data set) is composed of the confidences csv;i;1 . . . csv;i;k (Equation
(4)) calculated by the comparisons of vi;new with k values of the
existing data set, and the confidence css;i;k (Equation (6)). For this
purpose, we propose to use the conjunction ( ^ ) operator as
follows
cb;i ¼ ðcsv;i;1 ^    ^ csv;i;kÞ ^ css;i;k ¼ ð ^
k
j¼1
csv;i;jÞ ^ css;i;k (8)
because the new sample vi;new belongs to the existing data set
only if vi;new is sufficiently similar to all k values (and k should be
a large enough number). A conjunction in fuzzy logic is equal to
a minimum function (Ross 2009). Hence, this operation results in
the minimum of all k calculated csv;i;j’s. Since the result of all k
disjunctions is disjunctioned with css;i;k , which is based on the
number of comparisons, the confidence cannot be larger
than css;i;k .
The overall confidence of vi;new not belonging to an existing
data set (cn;i) is composed of all k confidences, cdv;i;1 . . . cdv;i;k,
and cds;i. For this purpose, we propose to use the disjunction
( _ ) operator as follows
cn;i ¼ ðcdv;i;1 _    _ cdv;i;kÞ _ cds;i;k ¼ ð _
k
j¼1
cdv;i;jÞ _ cds;i;k (9)
because the new sample vi;new does not belong to the existing
data set if vi;new is different to at least one of the k values or
the number of values k is too low. A disjunction in fuzzy logic
is equal to a maximum function (Ross 2009). The result of this
computation is equal to the maximum of all k cdv;i;j, limited by
cds;i;k which is based on the number of comparisons.
In a last step, to determine the chances of the new sample
belonging to the existing data set, we compare the calculated
confidences. Only if cb is larger than cn, we declare the new
value as belonging to the existing data set.4
4. Confidence-based context-aware condition
monitoring
In this section, we present the details of the proposed CCAM
system, in particular, the fuzzy operations. Thanks to the benefits
of the fuzzy logic-based confidence concept, in CCAM there is no
need for filtering, except for one case in the motor case study. In
Section 5.4, we show this in detail. Note that the task of pre-
processing is application specific andmay differ from case to case.
Some signals are not directly usable by the CCAM system because
CCAM works only with steady states. Alternating signals, such as
AC current and AC voltage will never be in a steady state. Hence,
the pre-processing unit of the proposed system (shown in the
green frame in Figure 2) abstracts the alternating signal into
a non-alternating form. In the rest of this section, we first present
a brief generic description of the state handler, and then move to
part showing how different states and potential malfunctions are
recognized. We end this section by presenting how the overall
confidence of the system regarding its recognition is assessed.
4.1. State handler
The heart of the CCAM system is the State Handler (SH) which is
shown in the blue frame in Figure 2. The SH detects when the
System under Observation (SuO) i) is in a steady state, ii)
changes its state, or iii) is not working correctly. For this reason,














(a) Confidences of a new sample be-
ing similar (csv) and being different
(cdv) to an existing datum, based on











(b) Confidences of a new sam-
ple being similar (css) and be-
ing different (cds) to an existing
data set, based on the number
of samples.
Figure 1.: Fuzzy functions showing the confidence of the system for considering a new sample fitting an already existing data set.







which are – for the sake of convenience – called states. These
states contain a sliding history for each signal of the SuO. In the
following, we describe the main tasks of this unit.
4.2. Recognizing states and detecting state changes
The SH (shown in the blue frame in Figure 2) saves informa-
tion about every SuO state detected in a sliding history h.
More precisely, one history exists for each variable i (input and
output signals) of the SuO hhii. Whether a state is valid or not
is reflected by two confidence values: the confidence cval
which indicates whether a state is valid and the confidence
cinv when a state is invalid. Similar to the decision whether
a new sample set fits a state (see Section 3.2), the less the
deviations between the sample values saved in a state and the
higher the number of sample sets in this state, the higher is
the confidence of detecting a valid state. Conversely, large
deviations between the samples or only a few samples
inserted in the state indicate that the suspected state is
most likely not a real state (e.g. a transient state). A state is
considered as a valid state when cval is higher than cinv . In this
case, the SH saves the respective state in the state vector. How
these two confidence values are calculated is explained is
detail in Section 4.4.
To observe regular state changes or an unwanted malfunc-
tion, the SH examines whether an incoming data set, consisting
of the different signals hvi;newi of the SuO, fits the actual state,
termed active state (shaded in purple in Figure 2). Therefore, the
SH calculates both, the confidence cb (Equation (14)) for deciding
that the new data set matches the active state and the confi-
dence cn (Equation (15)) which indicates that the new data set
does not belong to the active state. Based on the confidence
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Figure 2. Flow chart of the CCAM system proposed here.
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How these two confidences are computed is shown in
detail in Section 4.3). If cb is higher than cn, the data is inserted
into the active state, i.e. the data is saved in the sliding
window history of it. This observation is indicative of a well
functioning system, unless the average value of any signal of
the state is not drifting. How the SH observes a possible
drifting of a signal is described in Section 4.6.
If the newdata setmismatches the active state, a state change
is identified. This can be either a normal state change or
a malfunction. If both, input and output data sets mismatch the
active state, a regular state change has happened. When the SH
observes such a behaviour, the actual samples are compared to
all states saved in the state vector. The state towhich the samples
are fitting is selected as the new active state. If the samples do
not match any of the saved states, the SH creates a new active
state. Regardless of whether the actual data set is compared with
the active state or with any other state, the function of calculat-
ing the confidences cb and cn are the same. Afterwards, the
actual samples are inserted into the new active state.
If exclusively one (either input or output) data set matches
the actual state and the other one does not, a malfunction is
detected, which is described further in Section 4.5.
4.3. Ascertaining a set of samples matches a state
To determine whether the new sample set matches a state, as
a first step, a confidence value cb;i is computed for every new
signal sample vi;new (e.g. voltage, current, etc.) by Equation (8).
As described in Section 3.2, this confidence depends on both,
the number of samples of the existing data in close proximity
(see Equation (6)) of vi;new and how close they are (see
Equation (4)). To compute the confidence whether the new
sample set matches a state, the best fitting subset (size k) of
history values is chosen. The new sample fits to the state if it is
similar to a high number of history samples while at the same
time the distance to all of the history samples is low. However,
these two requirements can compete, particularly, in the case
of history values with both lower and higher distances to the
new sample. Furthermore, since belonging to a set is not
determined by fixed thresholds, it is not trivial to decide
whether the distance between the samples is close enough
or how many samples have to be in each others’ proximity to
form a state. To find the best and – at the same time – the
biggest matching subset of a variable’s history, hhii, all possi-
ble cases of comparisons are computed; from subset size 1 to
n, whereas n is the size of the history. These computations,
based on Equation (8), are computed as follows
case 1 : cb1;i ¼ csv;i;1 ^ css;i;1
case 2 : cb2;i ¼ ðcsv;i;1 ^ csv;i;2Þ ^ css;i;2
..
.
case n : cbn;i ¼ ðcsv;i;1 ^    ^ csv;i;nÞ ^ css;i;n
(10)
where n denotes the size of the history (number of samples
saved in the history), and csv;i;j  csv;i;k ; "j  k.
Next, the SH chooses the best possible case with a subset
of size k of Equation (10) (corresponding to Equation (8)) for
vi;new belonging to the data set hvhii as follows




The confidence of not belonging (cn;i) is also calculated in
a similar fashion, but by using the disjunction operator for all
n cases. That is,
case 1 : cn1;i ¼ cdv;i;1 _ cds;i;1
case 2 : cn2;i ¼ ðcdv;i;1 _ cdv;i;2Þ _ cds;i;2
..
.
case n : cnn;i ¼ ðcdv;i;1 _    _ cdv;i;nÞ _ cds;i;n:
(12)
where n denotes the size of the history (number of samples
saved in the history), and cdv;i;j  cdv;i;k; "j  k.
Finally, the lowest confidence with which we can consider
vi;new not belonging to hvhii is calculated using




After the confidences cb;i and cn;i have been calculated for
every variable i, the confidence of the whole sample set





because a new data set belongs to a given state only if the
new samples of all variables match previous values of respec-
tive variables in that state. Its counterpart, the confidence of
the whole sample set not belonging to the considered state,





because the data set does not belong to a state if one or more
samples do not match the existing values of the variables of
that state. In both equations m is the number of variables.5
We note that the confidence functions in Equations (6) and
(7) are adaptable in a way that the boundary sa is equal to the
number of the already saved values in the state, bounded by
the history length n. Without this adaptive property, due to
Equations (11) and (13), the confidence cn for each variable
would be inevitably higher than cb for any new state with few
recorded values.
4.4. Validate a state
When an actual signal sample is added to a state, it is com-
pared with all history values of this signal, saved in the state
(Figure 3). From all these comparisons both, the confidences
csl;i (lowest csv;i;j) for being similar and cdh;i (highest cdv;i;j) for
being different are saved in the history in addition to the

















where n is the size of the history.
To validate the state, the confidences cval of having found
a valid state is calculated by
cval ¼ ð ^
m
i¼1
csl;iÞ ^ css;i;n (18)
because a state is valid if it contains many samples, and all of
them are similar to each other. Its counterpart cinv is calculated by
cinv ¼ ð _
m
i¼1
cdh;iÞ _ cds;i;n (19)
because a state is invalid if it contains only a few samples, or at
least one of these samples is different. In both equations, m is
the number of variables and n is the size of the history. The
confidences css;i and cds;i are calculated by Equation (6) and
Equation (7). These confidences depend on the number of
comparisons (i.e. length of the history), but it makes no differ-
ence which variable i is taken for css;i;n (Equation (18)) and cds;i;n
(Equation (19)) because the history of every signal has the same
length. This algorithm is similar to evaluating whether a sample
set belongs to a state (in Section 4.3) with the difference that the
comparison is done with all of the history values and not only
with a subset of them (i.e. k samples). A state is only valid if the
confidence cval is higher than its counterpart cinv , whether both
confidences are low or high.
We note that the historical information is not limited only
the n values in the history. Some information of the previous
values are saved in a more abstracted form. The reason being
that the confidences of older history values contain informa-
tion also about history values that are already out of the
sliding window.
4.5. Recognizing a malfunction
Since the monitored system is treated as a bijective function,
a change of only one data set (input or output exclusively) can
indicate an anomaly. If the input and output data sets are or are
not belonging to the active state is separately calculated
through Equations (14) and (15). Since different systems show
different delays to reflect a change in the output due to an input
change, a small time gap between the two shall be allowed. In
other words, if the other (unchanged) data set follows within
a short time, the system still works correctly. Therefore, two
other confidences cbrk and cok are calculated similarly using
cbrk ¼ 1 if st  sast
sa




cok ¼ 0 if st  sasast
sa
if 0  st < sa

(21)
where st 2 Z0 is the time gap (in samples) between the
change of the two data sets (input and output), thus, the
time which the output needs to react on a change in the
input. The more time elapses, the more likely the SuO is
broken; reflected in cbrk is becoming higher and cok is becom-
ing lower. In this case, CCAM signals that the SuO is broken
but only if the actual state is valid. Otherwise, this discrepancy
is most likely because the SuO is in a transient state. In this
case, the SH just discards the active state, creates a new one
and saves the actual samples in the new state.
We note that if the SuO changes back into an already known
state, css;i;n of Equation (18) and cds;i;n of Equation (19) denote
the number of samples which were inserted into the state after
re-entrance into it. This is necessary because the signals may still
be unsteady after a change and cause a wrong recognition of
the state. Therefore, the new active state should not be consid-
ered as valid directly after re-entrance. Once there have been
enough number of samples similar to an already existing state,
we can recognize that state as reactivated.
If the intervals of the functions cbrk and cok are identical, the
computation of cok can be simplified to cok ¼ 1 cbrk and the
condition cbrk > cok becomes equal to cbrk > 0:5.
4.6. Recognizing a signal drift
A system under observation can have another condition
besides broken or healthy. When one or more signals are
drifting (changes continuously but very slowly) characterizes
another abnormal operation. In other words, a series of values
of a signal belong to the same state, but the signal is gradually
deviating outside its normal expected range. This very slow
change is indistinguishable in the sliding history window of
the state because the samples saved in the history change as
the signal is drifting. Therefore, the task of inserting sample
values to the active state is more complex than just saving
them in the history (shaded in green in Figure 2). The SH
additionally calculates Discrete Average Blocks (DABs) the
average values of a certain number of sample values (DABsize)















. . . csl,i,ncsl,i,2csl,i,1
. . . csh,i,ncslh,i,2cshl,i,1
Figure 3. A graphic demonstration of a new value being compared to the values in the history. This figure shows also the storage of respective confidences of
belonging and not belonging.
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DAB to the first DAB, the more likely a signal is drifting.
However, only completed DABs are compared with each
other. An incomplete DAB could lead to a false result because
of an outlier sample. The determination whether a signal is
drifting happens after the new sample set was inserted into
the active state. The confidences cdft and cstb, which indicates
that the signal is drifting, respectively, stable, are calculated by
cdft ¼
dbddft
dbda if da < ddft < db
0 if db  di;j  dc
ddftdc








dbda if da < ddft < db
1 if db  ddft  dc
ddddft





where ddft is the relative distance between the two compared
DABs. That is,
ddft ¼ vavg;DABfirst  vavg;DABnewvavg;DABfirst

 (24)
where vavg;DABnew is the average value of the latest (completed)
DAB, and vavg;DABfirst is the average value of the state’s first DAB.
If ddft is higher or equal than dstb, the SH of CCAM signals
that the active state is drifting but only if the actual state is
valid. Otherwise, this discrepancy is most likely because the
SuO is in a transient state.
If the intervals of the functions cdft and cstb are identical, the
computation of cstb can be simplified to cstb ¼ 1 cdft and the
condition cdft  cstb becomes equal to cdft  0:5.
4.7. Overall confidence of the CCAM system
The CCAM system outputs, besides the assessed health
condition of the SuO, how confident it is about its assess-
ment. This confidence c is case dependent and calcu-
lated by
c ¼
ðcn;in _ cn;outÞ ^ cbrk ^ cval ; if broken ð25Þ
ðcb;in ^ cb;outÞ ^ cdft ^ cval ; if drifting ð26Þ
ððcb;in ^ cb;outÞ _ ðcn;in ^ cn;outÞÞ
^cok ^ cstb ^ cval ; if normal ð27Þ
8><
>:
where cb;in, cb;out , cn;in, and cn;out are calculated by Equations
(14) and (15) for input and output variables, respectively.
5. Evaluation
In this section, two case studies are investigated: an AC Motor
and a water pipe system. First, we describe data and experimen-
tal setup used for testing of our proposed CCAM system. It is
noteworthy that the configuration of CCAM is the same for both
case studies. That is, a down sampling rate of 50, ½da; db; dc; dd ¼
½14%;1%; 1%; 14% (Equation (4)), sa ¼ 10 (Equation (6)),
DABsize ¼ 10, ½da; db; dc; dd ¼ ½30%;10%; 10%; 30%
(Equation (22)), and sa ¼ 20 (Equation (20)). Next, we discuss
the results and compare them with CAH (Götzinger et al.
2017b). The results of our sensitivity analysis, where we evaluate
the effect of variations in configuration parameters on the per-
formance of the system, is also presented.
5.1. Motor case study
We have used the simulation results from (Götzinger et al.
2017b) for comparison with our simulations of CCAM. Free
running, change of speed and change of load behaviours
have been simulated to cover normal states and state
changes. For abnormal behaviour, the drift has been modelled
applying an increase to the mechanical torque. The broken
state, instead, has been provided by Bessous et al. (2018) from
a real experiment on a motor with broken bearings. To eval-
uate the system more extensively, we added longer and more
complex test scenarios simulated with the same simulation
tools we used in Götzinger et al. (2017b). The motor is a single
squirrel-cage, three-phase, 380 V, 50 Hz, 3 kW induction motor
with four poles whose parameters are based on asynchronous
machine model using the SI dialogue box in MATLAB®. The
input and output signals are voltage, current, torque, and
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in the active DAB









Save the sample in 
the state history
Figure 4. Block diagram of the state updating task of the proposed CCAM system. Discrete Average Blocks (DABs) are also created and kept in this procedure.







The CCAM system is modelled in C++ and fed with CSV-
files containing data sets of the AC motor. The alternating
signals such as AC voltage and AC current were abstracted
beforehand to their amplitudes using MATLAB®. Table 1 out-
lines the various scenarios used in our AC motor experiments.
In the following, we explain some example scenarios in more
details and show how CCAM successfully classifies them.
5.1.1. Normal operation
A normally working SuO can remain in a given state or
change its state. We successfully tested the proposed CCAM
system in various scenarios (Table 1). In the following, two of
them will be discussed in detail. Figure 5(a) shows the sce-
nario explained first (scenario 3 in Table 1). The motor was
turned on, in the beginning, followed by two state changes
caused by external load changes. The CCAM system continu-
ously tries to identify the state of the system. When the
motor is turned on, the output signals oscillate considerably
for a relatively long time. Without detected state, it is not
possible to determine whether only the input or the output
data sets have changed. Because of this unsteady state, the
CCAM system does not trust the system in the beginning of
its first state, that is, the confidence is close to 0 (c  0). Then,
around 1.8 seconds the SuO settles to a steady state which is
reflected in an increased confidence (c  1). At 2s, the exter-
nal load is changed from 0 to 10Nm. Therefore, all output
signals start to change again; accompanied by an oscillating
phase. Because of the relatively small change in the input
signals, the period in which the SuO is unsteady is shorter.
Around 0.5s after the external load has been changed, the
CCAM system is confident about the recognition of
the second state and the good health condition of the SuO.
The same can be seen at 4s when the external load changes
again. The scenario explained second (scenario 4 in Table 1)
is similar but more complex. Figure 6 shows that the motor
was turned on, followed by 21 times external load changes
(with six different loads). CCAM detected all the six distinct
states of the system and its 21 state changes.
5.1.2. Wear-out
As shown in Figure 7(a), because of the oscillating signals (in
scenario 7 of Table 1), in the beginning, it takes the CCAM
system around 1.8s until it is confident that it has recognized
a steady state. Shortly afterwards, the confidence of the CCAM
is again falling because a drift is detected. Around 2s, the
CCAM system changes status and raises the drift alarm. At
around 3s, the system is highly confident about this decision.
This circumstance lasts up to the end of the experiment.







frequency Events in the scenario
1 OK 6 s 10 kHz The motor was turned on in the
beginning and remained without any
state changes during the experiment.
2 OK 20 s 1 kHz The motor was turned on in the
beginning, followed by one state
change caused by a change of input
voltage and frequency.
3 OK 6 s 10 kHz The motor was turned on in the
beginning, followed by two state
changes caused by external load
changes. All three states differ from
each other.
4 OK 60 s 1 kHz The motor was turned on in the
beginning, followed by 21 state
changes caused by external load
changes. This results in six different
states for the motor.
5 OK 120 s 10 kHz The motor was turned on in the
beginning, followed by 51 state
changes caused by external load
changes. This results in seven
different states for the motor.
6 OK 3600 s 1 kHz The motor was turned on in the
beginning, followed by 383 state
changes caused by external load
changes. This results in seven
different states for the motor.
7 Drift 10 s 10 kHz The motor was turned on in the
beginning and remained without any
state changes. Because of a wear-out
of the motor signals are drifting very
slowly.
8 Broken 10 s 12.5 kHz The motor was abnormally running from
the beginning without any state
changes.
Figure 5. Comparison of CCAM and CAH which does not consider confidence.
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5.1.3. Anomaly
In the case of a bearing defect, scenario 8 of Table 1 shown in
Figure 8, the vibration and the current signals start to change
significantly which leads to many peaks. These changes and peaks
in the output signals of the SuO result in the CCAM system
recognizing the SuO as broken. Due to the fact that the records
of the broken motor lack data of the motor working well in the
beginning, the CCAM system can find a state in this unsteady data
Figure 6. Proposed CCAM system output during many state changes of the AC motor. The legend shows the inputs of the SuO with dotted lines and the outputs
with dashed lines.
Figure 7. Monitoring drift in the AC motor case study. Comparison of CCAM and CAH.







(1s) and themean of the confidence is rising. However, the output
of CCAM changes between ‘OK’ and ‘Broken’ over and again,
which signifies the broken condition. In future work, we will
study if such unstable assessment could be automatically analyzed
further and expressed explicitly and reliably as one broken alarm.
5.2. Water pipe system case study
In this case study, a pump is driving water through a pipe
system. The system is controlled with a Raspberry Pi in com-
bination with Arduino Uno. The desired velocities are set via
a python script and all sensor values are logged. The input
signal is a DAC output (normalized voltage) of the Raspberry
Pi which ranges from 0.3 to 1.0, corresponding to the pump
voltage range of 3 V to 10 V. The output signals are the water
temperature as well as several volumetric flows. The tempera-
ture in the pipe system is measured with two temperature
sensors (Pt1006 at different positions) and the volumetric flow
is measured with four flow sensors at different positions. The
main part of the experimental setup is depicted in Figure 9.
On the left side of this Figure, the sensors of Dynasonic and
Riels are not displayed. Three different types of flow sensors
are used to show that the system is able to work in
a heterogeneous sensor system. The first type of sensors are
in-situ ultrasonic sensors (Two Sharky FS 473 – SharkyS and
SharkyB are their corresponding acronyms in the figures and
in the rest of the paper). The second type is a clamp-on
ultrasonic sensor (Dynasonics TFX Ultra), and the last one is
another clamp-on ultrasonic sensor (Riels RIF600P). SharkyS
and SharkyB are placed parallel to each other whereas the
sensors Dyna and Riels are in series to each other and to the
other two. The data of the Riels is not used for these experi-
ments since the sensor was not set up correctly for this type of
measurement. All measured values, actuator and sensor values
are stored in CSV-files on the Raspberry Pi and later post-
processed on another computer (because of the limited per-
formance of the Raspberry Pi). Table 2 outlines several scenar-
ios used in our experiments. In the following, we explain some
of them in more details and show how CCAM classifies them
correctly.
5.2.1. Normal operation
The CCAM system successfully detects different normal opera-
tion scenarios, with and without state changes. Two of these
scenarios are discussed in detail in the following. Figure 10 shows
scenario 3 of Table 2, where the voltage is increased two times
after the water pump has been started. The temperature remains
constant during the entire experiment. The valve before sensor
SharkyS is closed, which means the sensors SharkyB and Dyna
measure the entire water flow. The sensors SharkyS and Dyna
need about 4 seconds of setup time until a steady state is
reached allowing an accurate flow measurement. The CCAM
system is able to detect all three states correctly. It needs
25–30 seconds to reach a high confidence in the state, and
then remains high until the input is changed. As expected, the
health status is also recognized as OK.
Figure 10(b) shows scenario 4 of Table 1 which is very
similar to the previous scenario but the first and the last SuO
states are the same. As we see in Figure 10(b) the voltage was
increased first and then decreased again to its initial state.
CCAM detected both state changes, recognized that the SuO
Figure 8. CCAM behaviour in the case of the bearing defect. Since the system is
broken from the beginning, CCAM cannot identify a correct and stable state.
Thus, it oscillates between broken and okay in its assessment and never
converges. This oscillation represents the anomalous behaviour of the SuO.
The legend shows the inputs of the SuO with dotted lines and the outputs
with dashed lines.
Figure 9. Parts of the water pipe system and schematics of the most important used elements. Dyna and Riels sensors are outside the picture (they would have
been at the left side of the current frame of the picture) .
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changed again back to the first state, and classified the health
status of the system correctly.
5.2.2. Wear-out
Figure 11(a) shows the input voltage of the pump is set to
a constant value throughout the entire experiment. We note
that the sensors SharkyS and Dyna deliver correct flow values
only after about 4 seconds. After about 350 seconds the
system starts to drift (mimicked by an opened valve that is
not observed by CCAM) and both sensors detect a slowly
rising water flow.
The CCAM system first detects correctly the stable state
and then it detects the drifting behaviour of the system. The
health status changes from OK to Drifting until the end of the
experiment. The confidence in the state is rising again after
the discovery of the deviation.
5.2.3. Anomaly
CCAM is also able to detect the break down of the system, and the
results are shown in Figure 12. In this case, the pump voltage is set
to a constant value for the entire experiment. At the beginning of
the experiment, the entire water flow is in the pipe which is
monitored from the sensor SharkyB but then the valve for this
pipe is closed, and the valve of the pipe of sensor SharkyS is
opened to simulate a hole in the other pipe.
In this case, the system detects the state, the confidence
and the health status correctly at the beginning. After about
310 seconds it changes the health status to broken, which is
the expected behaviour. The confidence drops significantly at
the beginning of the broken state, and it needs about 30
seconds to return to a high confidence value.
5.3. Sensitivity analysis
As mentioned, the proposed system benefits from an
enhanced robustness of the recognition of states and
a decreased dependence on parameter settings which reduces
deployment time. To demonstrate these effects, we performed
a sensitivity analysis where the impact of changing the value
of certain parameters on the correct classification of the mon-
itored system states is investigated. We studied the sensitivity
of assessment results of CCAM on a set of data from the motor
and water pipe system use cases. Tested parameters are the
intervals of the fuzzy functions defined by Equation (4) and
Equation (7), denoted by the points da, db, dc, dd , and sa. In
addition, various downsampling rates (DSR), DAB sizes and sa
from Equation (20) as well as da and dc from Equation (22) are
tested in the course of our sensitivity analysis. These para-
meters and their intervals are listed in Table 3. The high







frequency Events in the scenario
1 OK 649 s 30.5 Hz The pump was started in the
beginning and remained without
any state changes during the
experiment.
2 OK 625 s 30.5 Hz The pump was started in the
beginning, followed by one
voltage increase, resulting in two
different states during the
experiment.
3 OK 627 s 30.5 Hz The pump was started in the
beginning, and afterwards, the
voltage was increased two more
times, resulting in three different
states during the experiment.
4 OK 638 s 30.5 Hz After the pump was started in the
beginning, the voltage was
increased once and changed
back after some time. This
resulted in two different states
during the experiment.
5 Drift 629 s 30.5 Hz The pump was started in the
beginning and remained without
any state changes during the
experiment. However, signals
start to drift in the middle of the
experiment.
6 Broken 626 s 30.5 Hz The pump was started in the
beginning and remained without
any input changes during the
experiment. However, in the
middle of the experiment
a change happens (only) in the
output, showing a broken system
status.
Figure 10. CCAM output during state changes of the water pipe system. The legend shows the inputs of the SuO with dotted lines and the outputs with dashed
lines.







number of tested values led to 2.2 million experiments for
each recording which took about 20 days to run on two
computers running in parallel on 32 and 24 cores.
Many configurations7 led to results similar to those reported
in the experiments above. More precisely, the classification of the
well-being of SuO was correct, but the timing of the recognition
and raising the alarms may differ to some extent. However, the
focus was on the correct recognition rather than the time it takes
before the states and their changes are detected.
It has to be noted that some of the parameters affect each
other. Thus, not every theoretically possible combination of all
these parameter values work. However, we found at least 1987
configurations which worked for all scenarios of both case
studies. This includes our original configuration which was
set – heuristically and with minimum effort – prior to this
sensitivity analysis. In the following, we present and discuss
the behavioural dependencies of various parameters based on
the sensitivity analysis made for the water pipe system case
study; that is, all scenarios of Table (2).
Figure 13 shows a small selection of the results of our sensi-
tivity analysis. In these figures, each axis shows the range of the
swept parameter and each dot shows the combination of those
parameters which led to a correct classification (i.e. combination
which did not function properly are not shown on the figure). In
a closer look, in Figure 13(a) we observe that a lower Down-
Sampling Rate (DSR) only works with higher sa of css;i;k , and
a higher DSR needs the sa of css;i;k to take a lower value. It can
be also seen that sa of css;i;k is rather independent of the DSR
setup, whereas a higher DSR requires a lower sa of cbrk .
Figure 13(b) shows that a lower sa of css;i;k leads to
a functional system with a larger set of values for the
other two parameters, namely jdbj, dc of csvj and jdaj, dd
of csvj . The relation between the latter two parameters is
similar too; A lower jdbj and dc of csvj leads to a larger range
of possible values for jdaj and dd of csvj . This is true the
other way around too; lower jdaj and dd of csvj leads to
a functional system with a larger set of configuration values
for jdbj and dc of csvj.
The most interesting finding, which clearly shows the advan-
tage and importance of using fuzzy logic, can be seen in Figure
13(c). The lower jdbj and dc of csvj , the broader the range of
acceptable jdaj and dd of csvj . Whereas, a higher value of jdbj
and dc of csvj leads to the necessity of having a lower jdaj and dd
of csvj . A low jdbj and dc of csvj in this context, constitutes a flat
fuzzy membership function (see Figure 1(a)), whereas the oppo-
site constitutes a steep fuzzy function. A steep fuzzy function
Figure 11. Monitoring of drifting phenomena by CCAM and CAH. The legend shows the inputs of the SuO with dotted lines and the outputs with dashed lines.
Figure 12. Proposed CCAM system outputs when observing the water pipe
system showing anomalies. The legend shows the inputs of the SuO with dotted
lines and the outputs with dashed lines.








da of csv;i;j [−20%, −2%] 1% [−17%, −5%] [−17%, −7%]
db of csv;i;j [−10%, −1%] 1% [−9%, −1%] [−8%, −1%]
dc of csv;i;j [1%, 10%] 1% [1%, 9%] [1%, 8%]
dd of csv;i;j [2%, 20%] 1% [5%, 17%] [7%, 17%]
sa of css;i;k [5, 40] 5 [5, 10] [5, 40]
da of cdft [−50%, −20%] 10% [−50%, −20%] [−50%, −20%]
db of cdft 10% const. – 10% 10%
dc of cdft 10% const. – 10% 10%
dd of cdft [20%, 50%] 10% [20%, 50%] [20%, 50%]
sa of cbrk [10, 200] 10 [10, 200] [10, 200]
DSR [25, 200] 25 [50, 200] [25, 200]
DABsize [5, 15] 5 [5, 15] [5, 15]
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behaves very similar to a traditional threshold cut-off approach
which we used in (Götzinger et al. 2017b). Therefore, the steeper
is the fuzzy function (that is, more similar to a threshold function),
the less flexible is the system (it functions with a smaller number
of configuration values).
Based on the above analysis, we conclude that the system
is in general very reliable, robust and not very sensitive to
small changes of configurations with respect to those para-
meters studied above. In particular, the proposed method is
more robust compared to CAH (Götzinger et al. 2017b) which
does not use fuzzy logic or confidence.
5.4. Comparison with the context-aware health
monitoring system
In this section, we compare our newly proposed CCAM system
with CAH (Götzinger et al. 2017b) (which does not use confi-
dence), under comparable conditions and using the same data.
Both, Figure 5(a) and 5(b) and 4 show the same scenarios (the
same motor data) in which the external load changes. However,
the curves of themotor signals appear different in the two figures.
That is because Figure 5(a) shows unfiltered motor signals and
Figure 5(b) shows filtered signals. This fact points to the first
significant difference in the performance of the two systems.
Whereas CAH needs the motor signals to be filtered in a pre-
processing step, CCAM is less affected by signal instabilities and
can handle unfiltered signals.8 However, due to the unfiltered
signal, CCAM requires more time than CAH to recognize the first
state.While CAH recognizes the first valid state after 1s (Figure 5(b),
CCAM needs around 1.8s for this. However, when CCAM analyses
signals that are filtered, the first valid state is recognized after 1s.
The second difference is that CAHhas a binary decision-making
process based on fixed thresholds, whereas CCAM bases all deci-
sions on confidences calculated with fuzzy functions. Therefore,
the configuration of CCAM fuzzy parameters is less sensitive than
the thresholds of the CAH system. In other words, the fuzzy func-
tions increase the robustness. This partial independence of accu-
rate adjustment also leads to a better recognition when the SuO
drifts. We simulated 12 different wear-out scenarios with the dete-
rioration rate of the speed signal from 0:0025 to 0:022 RPM. CAH
detected the signal drift in 4 of these 12 cases (33% success) and
switched after some time from drift- to broken alarm (as shown in
Figure 7(b) too). In contrast, the CCAM system shows that the SuO
is drifting in 100% of those cases and maintains its decision all
(c) Possible combinations of |da |, |db|, dc , and dd
of csv j , with those CCAM classifies the condition
of SuO correctly.
(a) Possible combinations of down sampling rate,
sa of css,i,k , and sa of cbrk , with those CCAM
classifies the condition of SuO correctly.
(b) Possible combinations of |da |, |db|, dc , and dd of
csv j sa of css,i,k , and sa of cbrk , with those CCAM
classifies the condition of SuO correctly.
Figure 13. Sensitivity analysis for the different parameter combinations of CCAM. Each point on the charts represents a parameter combination which led to
a correct classification of the SuO condition.







along (see Figure 7(a) as an example). The same unsteadiness of
decision-making can be also seen when CAH monitors the water
pipe system. Figure 11(b) shows that CAH detects a drift in the
signals of SuO after  400 s. However, after again  25 s, CAH
changes its decision and states that SuO is broken. In contrast to
that, CCAM maintains its decision until the end.
The third major difference in performance is that whereas
CCAM has been successfully tested for various down-sampling
rates between 25 and 200, the CAH raises wrong alarms in
some scenarios when the down-sampling factor is less
than 50.
In summary, the results show that confidence, based on
fuzzy functions, (i) simplifies the system, (ii) improves the
quality of the system performance, and (iii) enhances its
resilience.
6. Conclusions and future works
We present a Confidence-based Context-Aware condition
Monitoring (CCAM) system which monitors the health con-
dition of a bijective function black box system, without
making further assumptions. In particular, CCAM is model-
free and thus uses only contextual information to identify
whether the observed system works correctly, is broken, or
shows symptoms of wear-out. The advantages of such
a system are the ease of deployment in a variety of appli-
cations, even those which are considerably different. The
proposed system requires neither in-depth knowledge of
the field, nor cumbersome effort to adjust the parameters
to the given application. We are particularly pleased that
CCAM – as we showed here – can monitor and assess
proper working conditions of such diverse systems as
a motor and water pipe system without model building
or other customization.
The decision-making process of the proposed system uses
confidence (which is a self-awareness property) computed
using fuzzy logic. In our experiments, we ran a series of tests
with and without confidence on an industrial AC motor as well
as a water pipe system to show that the proposed system
detects all of these behaviours correctly and more reliably
while being simpler than a comparable monitor system with-
out confidence. The proposed monitoring system is reliable as
it does not depend on manually provided fixed threshold
values; instead, it uses fuzzy set member functions that are
robust against small variations of parameter settings.
In summary, in this paper,
(1) we introduced a fuzzy logic confidence metric for the
condition monitoring of the state of a system,
(2) we demonstrated the feasibility of the proposed moni-
tor using two case studies: an industrial motor and
a water pipe system,
(3) we showed that the proposed system (CCAM) gives equally
good or better results than the system without confidence
(CAH) even though it does not pre-process the signals
(4) we demonstrated the robustness of our CCAM system by
providing a sensitivity analysis showing that the system is
robust against small variations of parameter settings.
6.1. Future work
In our experiments, we show that our proposed system is
robust against small variations of parameter settings, and
that it correctly detects/classifies state changes as well as the
health status of the SuO. However, currently, CCAM uses
a single fuzzy function for all signals of the SuO. This may
lead to a wrong classification if the amplitude of the changes
is significantly different among various input signals, output
signals, or between input and output signals. For example,
when a very small change in the input of the SuO causes
a much larger change in the output. Therefore, in the future,
we plan to have one fuzzy function setup for each signal of
the SuO. However, that would lead to a larger number of
parameters to tune. To circumvent a higher effort in setting
up the parameters of CCAM, it is necessary that CCAM is able
to learn from the signals themselves autonomously setup the
fuzzy functions. This procedure will lead to an even easier and
more effortless usage of CCAM.
In addition to that, we will study if an unstable assessment
which we could see in the anomaly scenario of the AC motor
could automatically be analyzed further and recognized expli-
citly and reliably as a single broken state. Detecting unsteady
(transitory) states could be another important addition.
Furthermore, CCAM should be able to detect patterns in
case of a repeating sequence of state changes. A sudden
change in a repeating sequence of SuO states could denote
a malfunction too.
Notes
1. Distance means a difference which can be of any dimension such
as performance or success rate difference, geometrical distance,
time difference, difference in absolute values, and so forth.
2. We note that the relative distance, di;j , is not to be confused with
Δ0. While di;j is the distance of a sample to another sample, Δ0
denotes the confidence that a membership assessment is correct.
3. There can be more than four points and three intervals. The fuzzy
functions could be much more complex. However, the currently
chosen shape has led to satisfactory results in our tests.
4. In fuzzy logic, the complement (negation) of a conjunction is not equal
to a disjunction of complemented operands. Hence, in a generic case,
cbcn, although in some specific instances they may be equal.
5. We note that if input or output of the SuO is considered indepen-
dently from each other, m constitutes the number of input and
output variables, respectively.
6. ‘Pt’ stands for platinum and ‘100’ shows the resistance at 0C in
ohms.
7. The smallest number of configurations which worked for all experi-
ments of both case studies was 1987 sets.
8. We note that one scenario constitutes the exception: the anomaly
(bearing defect). However, we believe that it would also work unfil-
tered if we hadmotor datawhichwould show themotor workingwell
in the beginning and before breaking. Unfortunately, we only have
records of the broken motor, and therefore, the vibration signals are
changing throughout the recording period. Thus, it is impossible for
the SH to recognize a valid state, and the SH only raises an alarm if
a valid state was found.
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Abstract—Health monitoring without a priori knowledge can
save a significant amount of design and implementation time.
However, for smaller devices with limited available resources,
this is not feasible using most conventional methods. For small
footprint sensor and actuator devices, we propose a health
monitoring architecture and algorithm, which uses context-
awareness to assess the health status of an “Injective-function
Black-Box” without having a priori knowledge about it. The
proposed algorithm can identify normal modes of operation,
change of states (operation modes), deviation from a state, and
abnormal functional operation. We have tested the algorithm on
an AC Motor where the system was able to identify its health
and changes in the operation status accordingly.
I. INTRODUCTION
In the context of Internet of Things (IoT) and system of
systems, the number of small devices and sensors is exponen-
tially growing [1], [2]. The natural diversity of these gadgets
imposes an ever increasing engineering time and effort on
the design process. To reduce these efforts and extra costs
associated with it, more generic methods, which can be applied
to a range of devices, are desired. Deep learning, data mining,
and similar methods address this issue; however, they can be
applied only to larger scale systems with massive resources.
We tackle this issue under tight resource constraints, which is
suitable for implementation on smaller gadgets with limited
computation power.
Traditional methods of control theory are often used to steer
motors for a desired action. For example, moving conveyor
belts and robotic arms under normal conditions, that is when
all parts operate within their respective specified operational
specifications [3]. When parts in the system become faulty
due to a wear-out or other effects, the system has to detect
and diagnose this fault and change its operation accordingly.
To save engineering efforts, it is desirable that this process is
fully automated, in a reliable fashion, and without requiring
extensive computational resources.
Therefore, here we propose a health monitoring system with
a small footprint and without a priori knowledge about the
design or specifications of the system under monitoring. The

























Fig. 1. Block Diagram of the proposed Context-Aware Health monitoring
(CAH) system.
are considered an “injective function”. That is, for the function
f , we have ∀ a, b ∈ D, f(a) = f(b) ⇐⇒ a = b, where
D is the domain on which f is defined. Our system uses
contextual information, to find out normal modes of operation
and perturbations therefrom. Since our Context-Aware Health
monitoring (CAH) does not use a priori knowledge about
the functionality and design of the device it monitors, it can
be used for any black-box which constitutes an ‘injective
function’; the induction motor used as a case-study in this
work included. Hence, to validate our method, we have tested
it on the data for an AC induction motor, where normal modes
of operation, change of state, deviation from normal mode
(drift), and anomalies are detected.
The rest of this paper is organized as it follows; In Sec-
tion II, we briefly review the requirements and specification
of the use case, which justifies the needs and benefits of using
CAH for this application. The architecture of the proposed
system is presented in Section III. The set-up and result of our
simulations are found in Section IV, and Section V concludes
the paper.
II. USE-CASE BACKGROUND: AC MOTORS
Induction motors are widely used in industry. The high costs
of this equipment, its energy consumption, and the importance
of avoiding downtimes highlight the necessity of continuous
and reliable monitoring as well as regular maintenance [4].
Parameters, such as voltage, frequency, and mechanical torque,
influence the various outputs of the motor such as its speed,
and torque.
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From a high-level point of view, a motor can operate
normally, deviate from such a normal state, or fail. A normal
operation is when the motor is rotating at a constant speed
or changes its speed due to the process plan. However, the
condition of the motor and its behavior is prone to decay, and
the performance may deteriorate over time because of various
causes. In some cases, this deterioration may be reflected in
a small deviation from a normal operation mode. In this case,
one or more signals are drifting (normally very slowly) away
from the normal state. Finally, the motor may get unacceptably
far from expected performance or break down, which is called
a failure. Some of the causes for motor failures are presented
in [5].
When the motor is not connected to a speed controller (in
free-running operation), the synchronous speed is proportional
to the frequency of power supply and the number of poles
of the motor [6]. If the motor is not deteriorated, with
the nominal value of power supply the nominal speed is
expected. However, sometimes the motor should change its
speed. Therefore, various techniques have been introduced
to force the motor to rotate at desired values. A constant
voltage-frequency ratio is considered as one of the simplest
methods, which changes the frequency and voltage to adjust
the speed [6]. Nonetheless, when the motor wears out (due
to any causes including contamination, lack of lubricant, and
corrosion), its speed deviates from the nominal behavior [7].
Health monitoring and fault diagnosis in induction motors
have already been studied before, most of which aim at
detecting faults in the machine. Nejjari et al. [8] proposed a
neural network monitoring methodology to diagnose the elec-
trical faults of induction motors. This system can distinguish
between faulty and healthy states of the motor while running
at a constant speed. Blodt et al. [9] present an on-line con-
dition monitoring system which detects the mechanical faults
of induction motor drives in various load conditions, using
current analysis. A variety of health monitoring techniques
such as thermal monitoring, vibration and noise monitoring,
as well as current analysis, have been reviewed in [10]. The
used methodologies can be categorized as methods based on
models [11], thresholds [12], pattern recognition and neural
networks [13], [14], as well as fuzzy logic [15]. However,
to the best of our knowledge, no report on utilizing multiple
signals to monitor the health and operation of a motor without
a priori knowledge about the motor has been published so far.
Such a technique makes the task of monitoring independent
from the motor specification.
III. SYSTEM ARCHITECTURE
Figure 2 shows the proposed CAH monitoring system con-
sisting of three blocks that are responsible for different tasks:
pre-processing, controlling stability, and handling different
states. Before describing each part in this section, we present
the scope of the proposed system as it follows.
A. Scope
Since the proposed system has no information on the black
box it monitors (i.e., the motor), the relations of the various
signals are also unknown. However, we do assume that the
black-box under study is an “injective function”. Therefore,
any unique set of input data should correspond to a unique set
of output data, and vice-versa. Thus, the working mode can be
considered as normal only when a change of the output dataset
is also reflected in a change of the input dataset and vice-versa.
In other words, the black-box (in this case the motor) does not
work well (is broken), when the output changes without being
stimulated by an input, or if an input change does not lead to
a changed output.
The second assumption is that the system is in a steady state.
Therefore, unstable signals and states (in particular transient
signals during state changes) need to be disregarded. Hence,
data pre-processing steps are needed for some signals to
convert the data to a format suitable for CAH.
B. Pre-Processing
The pre-processing block (shown in the red frame of Fig-
ure 2) covers both abstraction and low-pass filtering of a
signal. For example, the abstraction receives the sinusoidal
signal of voltage and provides its amplitude and frequency.
Filtering removes some of the noise and unwanted signal
values (e.g., oscillations during a transition). Pre-processing
is the only case-dependent part of the system; although, the
requirements on it are still generic.
C. Stability Controller
Even though filtered signals are better than the original
ones, they may not be stable enough. Therefore, the Stability
Controller block (shown in the green frame of Figure 2) is
needed to decide whether a signal is stable or not. For this
purpose, a sample history in the form of a sliding window
(the size of which can be configured) saves the latest values.
The Stability Controller compares an actual sensor value with
the history and decides that a signal is stable if the disparity (in
percentage) of the actual value to a defined number of values
of the history is below a certain threshold. In other words, an
actual value has to be sufficiently close to a defined number of
the values saved in the history. A dataset is only stable when
all the signals constituting the set are stable.
D. State Handler (SH)
The SH (shown in the blue frame of Figure 2) does the
bulk of the work. This unit tries to recognize all states of
normal operation, so that it can, subsequently, detect deviations
therefrom.
1) Algorithm: One of the tasks of the SH is to verify
whether the actual state is valid or not. For this purpose, the
values inserted into this state are counted. A state is considered
as valid only if enough values are already stored in it. While
the SH saves valid states in the state vector, it discards invalid
ones. This procedure ensures that extremely noisy data or











Update the actual values
Is the system 
stable?
Save in the 
history
Does an active 
state exist?
Does the actual
dataset match the 
active state?
Count the number of datasets 
inserted in the active state










only one subset 
match the active 
state





difference within the 
allowable range?
Compare the last dis-
crete average block 






Count the number of datasets 






Save the active state 
to the state vector
Inactivate the active state
Is the state 
vector empty?

























Fig. 2. Flow chart of the Context-Aware Health Monitoring system.
transition phases do not lead to creating a new state, which
does not reflect the actual operation of the system.
The SH compares new values, marked by the Stability
Controller as stable, with the actual state which is called active
state. If deviations of both input and output datasets (measured
in percentage), are not bigger than a certain threshold, the SH
considers the active state still as active and updates it with
the new values. Next, the discrete average of that state is
updated and compared with its initial discrete average. If the
two discrete averages have a difference larger than a defined
acceptable threshold, a drift is observed. Discrete averages and
its respective processes are described in more detail in the next
subsection.
If the input or output datasets do not match the actual
state, a change of state has happened, which can be normal or
abnormal. Since the monitored system is treated as an injective
function, the change of only one dataset (input or output
exclusively) is due to an anomaly. Whereas, a change of both
datasets indicates a normal state change. In the latter case, the
question is whether the system changes to an already known
state or a new state has to be created by the SH. Therefore,
the SH goes through the entire state vector and compares all
saved states with the new datasets. The SH sets an old state
active if the new datasets match an old state. Otherwise, the
SH creates a new active state and activates it.
2) Creating and Comparing Discrete Average Blocks
(DABs): The CAH system is not meant to raise an alarm
only when the system is broken, but it is meant to announce
deviations from normal operations as well; that is, when some
signals are drifting. In this context, drifting means a signal that
changes continuously but very slowly (i.e., a change that is not
reflected in continuous averaging). In other words, a series of
values of a signal belong to the same state, but the signal is
gradually deviating outside its normal expected range. The SH
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Fig. 3. Block Diagram of the state updating task of the proposed CAH system.
Discrete averages are also created and kept in this procedure.
detects this behavior through periodically creating DABs of the
signal values. To this end, the task of updating the active state
(shaded in gray in Figure 2) consists of more operations than
only inserting the actual datasets into a state. Figure 3 shows
each step of this procedure. To avoid having semi-filled DABs,
which are not reliable, the SH deletes the previous DAB, if
it is incomplete and belongs to a previously active episode of
that state. Afterward, the SH checks whether the active DAB
is already full, in which case, the SH initiates a new active
block and inserts the actual value into it. If the active DAB
is not full1, no new block is needed, and the SH inserts the
actual datasets into the DAB.
A new value of a signal might be in the vicinity of the
continuous average (CA) because the CA slowly changes
following the drift of the signal. Thus, the comparison of the
new values with the CA values does not indicate symptoms of
deviation, since it is within the acceptable range of variation. In
contrast to the CA, which slowly shifts due to slow changes,
the difference between two DABs increases as a slow drift
happens in a signal.
IV. SIMULATION AND RESULTS
To validate the proposed CAH system, we modeled it in
C++ and simulated it on a set of data from an AC motor,
operating normally, changing state, having a drift and failing.
A. Data
The data of the motor has been collected based on both
simulations and real measurements. The data of normal and
abnormal functional operations are based on measuring volt-
age, current, vibration, frequency, and torque (mechanical and
electrical) signals from the sensors of a three-phase induction
1Given that no state change has happened.
Fig. 4. Outputs of CAH system for an AC motor operating in normal mode
when a load change is happening.
motor [16]. The normal state and change of states have been
simulated as changes in load and operating speed. For the
drift, the continuous increase of load was modeled using
a gradual change in mechanical torque, to show the wear-
out phenomenon. In the simulation, three-phase current and
voltage, speed and load torque have been acquired and later
used as inputs for the proposed health monitoring system. The
motor is a squirrel-cage, three-phase, 380V, 50Hz, induction
motor with 3KW power consumption and four poles [16].
The steady state model used for the motor is the model of
asynchronous machine in MATLAB R©.
B. Pre-processing
The voltage and current values had to be abstracted to
extract information about their amplitudes. All output vari-
ables showed occasional unsteadiness, and therefore, they
were filtered using a low-pass filter2. Other signals could be
used without any modification. Last but not least, to avoid
unnecessary extra processing, all datasets were down-sampled
by a factor of 50, after which each two samples are 5ms apart.
Here on, all the references to the numbers of samples are after
down-sampling.
C. Simulations
1) Normal Operation with and without Changes: Figure 4
shows our test scenario for recognition of the normal operation
of the system and respective state changes. In this scenario,
the motor is started first, and then, runs monotonically; which
2We used an Equiripple filter, namely fdesign.lowpass function of
MATLAB R©, two times in a row, with following parameters: Fp =
0.005, F st = 0.1, Ap = 0.15, Ast = 0.999. We note that a low-pass filter
implementation is outside the scope of this work for which there are several
light-weight methods of implementation on hardware or software.






Fig. 5. CAH system outputs for a motor undergoing wear-out.
means, that no parameter changes. In the beginning, the
output signals oscillate considerably. Around 0.2s (or the
42nd sample), for the first time, the stability-controller verifies
the signals as stable. However, this changes within the next
samples, and consequently the active state is discarded (shown
as a negative state), and a new active state is created. This
situation continues until the 196th sample (∼ 1s) where a new
active state is created which remains stable and is updated by
new samples. In this instance, the initial state collects 205
samples, until the load changes at around the 400th sample
(∼ 2s). Since there are no big changes in any of the signals,
the SH recognizes that the monitored system remains in the
same state and tags the monitored system as healthy.
When the load changes, the system becomes shortly unsta-
ble. After a period of oscillating signals and instability, around
the 431st sample (∼ 2.2s), the system settles into a new state.
Once the system is stable again and recognized as such, the SH
is updated again with new values. In this case, until the second
load change at the 800th sample (or ∼ 4s). The third and
final state of this scenario is created at around 831st sample
(∼ 4.2s) and remains unchanged until the end. We successfully
ran a similar experiment to detect state changes due to speed
changes.
2) State Drift (Wear-Out): The wear-out phenomenon de-
scribes a case where the system (here the motor) still works,
but one or more signals are drifting away from the nominal
value(s). In this example, shown in Figure 5, at the 188th
sample (∼ 0.9s), a valid state is created, and after 265 samples,
the CAH system recognizes a drifting signal and raises a
flag. Since the drift continues, where the signal exceeds the
boundary of being part of the existing state, the “drift” alarm
is replaced by a “broken” alarm. This event occurs at the 628th
sample (∼ 3.1s).
3) Anomaly: Caused by a bearing defect, the vibration
signals, and the current change significantly. At the moment of
failure, one of the output signals changed while the input sig-
nal (in this case the voltage) remained unchanged. Therefore,
the SH raised a “broken” flag.
V. CONCLUSION
In this paper, we presented a small footprint health mon-
itoring system which can track the health status of any
“injective function black-box”. Our system is able to achieve
this without a priori knowledge about the specification or
design details of the monitored system, by using only con-
textual information. For verifying the validity of the proposed
approach, it was tested on an AC motor dataset, where it could
successfully identify normal modes of operations, changes
therein and deviations thereof (including drift and failure).
This method reduces the engineering effort of designing
health monitoring systems for various small gadgets, to a
configuration setup of thresholds for an acceptable range of
variation for the input and output values. In further steps, this
process can be automated through a one-time application of
optimization, self-awareness, or learning methods during setup
or commissioning.
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Abstract—Monitoring is an important aspect of operation
and maintenance in virtually every industrial system. However,
the extent and methods of monitoring vastly vary in different
systems, from fully automated to fully manual. One of the
challenges of automated monitoring is the tediousness of, and
the extent of engineering time and effort required to develop
necessary models or machine learning algorithms for the units to
be monitored. Model-free monitoring, on the other hand, can save
resources and efforts substantially. However, more often than not
they have a very limited scope and application. Such a system
is needed, for example, to monitor entire Heating, Ventilation
and Air Conditioning (HVAC) systems, consisting of different
types of sensors such as temperature, pressure, humidity or
flow sensors. Recently, we proposed the Context-Aware Health
Monitoring (CAH) system for model-free monitoring of any
injective-function black-box, and it was tested successfully on
an AC motor. In this paper, we evaluate the CAH system for
an entirely different industrial use-case, that is, a hydraulic
circuit. The results show the potential for considerable benefits
in monitoring HVAC systems. Moreover, in the light of applying
CAH to different use-cases which may potentially need a different
setup of parameters, we performed a sensitivity analysis on the
values of different parameters in the system. The results show the
robustness of CAH with regard to the values of these parameters.
Index Terms—Monitoring, Hydraulic Circuits, Context-
Awareness, Model-Free, Injective Function
I. INTRODUCTION
The worldwide energy consumption is still increasing and,
according to the Organization for Economic Cooperation and
Development (OECD), industrial and residential sectors are
two main consumers of electric energy [1]. It is possible to
save energy significantly by improving the Heating, Ventilation
and Air Conditioning (HVAC) systems [2]. In Europe, the
energy efficiency directive of the European Union (EU) is
one action of several efforts to improve the consumption of
energy in Europe [3]. One possible measure put forward there
is to improve the efficiency of HVAC systems as they are
among the major energy consumers. For instance, in Austria
HVAC systems were responsible for 27% to 30% of the total
energy use within the years 2006 and 2016 [4]. It is possible
to reduce 5 to 15 percent of the energy consumption of HVAC
systems by fixing faults or with optimizing the building control
system [5]. Based on that, we estimate a potential saving
of 15-45 petajoules per year for Austria alone. However,
that requires continuous monitoring and better maintenance
of these systems, which in turn imposes certain challenges.
Manual maintenance promotes long durability, but it is
costly. The goal is to perform maintenance operations as sel-
dom as possible but as often as necessary. However, automated
monitoring of a device increases the engineering effort because
the rules and patterns for normal behavior and anomalies have
to be derived and built into the system as trigger conditions
for maintenance actions. In order to reduce design time effort
and cost, generic methods are desirable that can be applied
to monitor a wide variety of devices. Various methods exist
for black-box monitoring; however, these methods require
significant resources and computational power and are thus
only applicable to large-scale systems.
Therefore, a lightweight black-box health monitoring sys-
tem for inexpensive devices with limited resources would
facilitate the automated monitoring of many cyber-physical
and IoT devices. In an earlier work [6], we proposed the
Context-Aware Health Monitoring (CAH) system, a novel
method, for monitoring a black-box without prior knowledge
about it. In other words, the monitoring system has no model
of the monitored system which is called Device under Moni-
toring (DuM) in the further course of this work. CAH utilizes
context-awareness for monitoring the DuM. That is, looking
at the contexts under which sensory data and their changes
Fig. 1. Block diagram of the Context-Aware Health Monitoring (CAH) system
[6].
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are observed, it discovers system states, state changes, normal
behavior, and abnormalities of the DuM.
Two assumptions are made: (1) the DuM is in steady state,
meaning that CAH ignores transient states; (2) the implying
that one unique input dataset corresponds to exactly one output
dataset and vice versa. Consequently, if only the input or the
output data is changing, the DuM shows per definition an
abnormal behavior. Furthermore, CAH does not only detect
anomalies that signify a broken device but also slight de-
viations such as a drift. Drifts can happen during a wear-
out, and identifying them enables maintenance of the DuM
before the device condition deteriorates further. This model-
free approach based on context-awareness has the advantage
that no retraining, recalibration or other design modifications
are required when the system structure changes or sensors are
replaced.
While we demonstrated the applicability of CAH to AC
motors earlier [6]; in this paper, we extend its scope to the
monitoring of a hydraulic system, as it is common in HVAC
facilities. We show that CAH detects normal operations,
state changes, drifts as well as abnormal functions. As the
characteristics of these two applications are clearly distinct,
the presented cases study significantly extends the scope of
CAH, importantly with no modifications of the underlying
algorithms. Furthermore, we conducted a sensitivity analysis
of the parameters regarding their set values. These analyses
show that CAH benefits from a high degree of robustness
against the exact value of these parameters and their changes.
The rest of this paper is organized as follows: In Section II,
we review the literature on the HVAC systems, analyze their
requirements and specification. These facts explain why the
usage of CAH is beneficial for this application. We briefly
present the architecture of CAH in Section III, and show and
discuss the experiment results in Section IV. Finally, Section V
concludes the paper.
II. BACKGROUND AND RELATED WORK
During the last few years, research on Automated Fault
Detection and Diagnostic (AFDD) methods for building sys-
tems have been increasing steadily [7]. AFDD methods are
subdivided into three different approaches based on qualitative
models, quantitative models, and models based on process his-
tory [8]. 62% of the implemented AFDD methods are process
history based models [7]. This kind of models are further sub-
divided into black-box and gray box approaches, and within
the black-box approaches, there are three different methods
possible: statistical, Artificial Neural Networks (ANNs) based,
and other pattern recognition techniques [8]. In the following,
we describe only the advantages and disadvantages of ANN
and Fuzzy logic, and two approaches are discussed in more
details as they are most relevant for this work.
Among the advantages of ANN [9] is that they can model
non-linear systems without detailed knowledge of the DuM.
Disadvantages are that vast amounts of training data is required
to model complex systems, it is challenging to gain any
physical insight from the ANN, and if some relevant input is
not part of the training data, the ANN may produce erroneous
output. The advantages of Fuzzy logic are [9] that it can
model non-linear behavior, the commission of Fuzzy Fault
Detection and Diagnostic (FDD) schemes is easier, expert
knowledge and knowledge learned from measured data are
easy to combine, and the software implementation is not
computationally intensive. Disadvantages are that the results
are less precise compared to other approaches, and the used
rule-based descriptions are fairly long. Several researchers
have used ANN-based approaches [10]–[13], and pattern
recognition techniques [14]–[17] as black-box methods. Fuzzy
logic has also been used by FDD [18]. In the following, given
their relevance, the approaches by Fan et al. [12] and Dexter
et al. [18] are discussed in more details.
Fan et al. [12] combine Back-propagation Neural Network
(BPNN) models with wavelet analysis and Elman neural
networks. Their approach consists of two parts. In the first part,
BPNN fault detection models are generated based on historical
data under normal operating conditions. One model is based
on variable correlation in the control loop and the other of
sensitivity analysis. In the second part, the fault diagnosis
model is created by a combination of wavelet analysis and an
Elman neural network. The task of the fault diagnosis model
is to determine the reason for the fault in the control loop.
The diagnosis flow consists of the following five steps:
1) Both BPNN models are created.
2) New input data is analyzed by the BPNN fault detection
model. If a fault is detected, step 3 is executed otherwise
the FDD finishes.
3) Approximation coefficients from the historical data (in-
cluding faulty and normal data) are extracted with the
wavelet analysis. These coefficients are used for the
Elman neural network to diagnose the sensor fault.
4) New data is entered, and if the BPNN fault detection
model detects a new fault, the approximation coefficients
are extracted and clustered.
5) If the input data is already known as fault data, then the
Elman neural network tries to identify the fault type. If
it is unknown, return to step 3 and add this data to the
historical data to train the Elman neural network with it.
With his hybrid FDD strategy Fan et al. were able to detect
new unknown faults in HVAC systems.
Dexter et al. [18] use a multi-step, Fuzzy model-based
approach. They divide the process into two phases, the fault
elimination and fault classification phase. The fault elimination
phase is shown in Figure 2 and the other phase in Figure 3.
Within the fault elimination phase confidence, similarity, and
ambiguity of the similarities, and the strength of evidence of
the possible state are calculated. Then the current evidence is
combined with the evidence from previous operating points,
and the values for belief in fault-free operation as well as
faulty behavior are recalculated. The result of this step is:
• unambiguous belief in fault-free operation, or
• unambiguous belief in the presence of a fault, or






Only if two or more faults are present, the fault classification
phase will be executed. The particular fault is isolated with the
re-evaluated test data, but only the faults with unambiguous
belief from the fault elimination phase are used. The result
of this phase could be the unambiguous belief in one fault
or a list of all possible faults. This approach was able to
recognize a fault-free operation and detect faults in HVAC
systems, such as sensor bias, a leaky valve, a fouled coil, and
when the valve stuck at fully closed, midway or fully open
position.Drawbacks of this solutions were that it was not able
to detect drift, and Fuzzy reference models were created from
the design specifications. Our proposed solution overcomes
these drawbacks.
Fig. 2. The fault elimination phase. Adapted [reprinted] from [18].
III. CONTEXT-AWARE HEALTH MONITOR
The CAH system consists of three function blocks (Fig. 4).
Since CAH assumes that the DuM is in steady state, only
stable signals are of interest. Periods in that signals are
unstable (e.g., the transition during a state change), are not
considered and have to be ignored. The first two functional
blocks accomplish this task.
A. Pre-Processing
The Pre-processing block (shown in the red frame of Fig. 4)
contains two different tasks which are case-specific: abstrac-
tion and filtering. Because datasets used in this study, namely
water flow measurement data, do not need any abstraction,
this unit is not used here. The second task of the pre-
processing block is to filter all signals to reduce noise as well
as oscillations during and shortly after a state change. For
filtering, we used a MATLAB® Equiripple filter1
1The MATLAB® function fdesign.lowpass was used with following param-
eters: Fp = 0.005, Fst = 0.1, Ap = 0.15 and Ast = 0.999. We note that
a low-pass filter implementation is outside the scope of this work for which
there are several light-weight methods of implementation on hardware and
software.
Fig. 3. The fault classification phase. Adapted [reprinted] from [18].
B. Stability Controller
Since CAH only considers steady states of the DuM,
a Stability Controller (SC) is needed (shown in the green
frame of Fig. 4). Whether the signals are filtered or not, this
functional block is essential to discard the samples during a
transition. Filtered signals may be more stable, but filtering
does not replace the SC. The DuM is stable if all signals
are stable. Therefore, SC provides a sliding history window
for each signal. The SC saves the last samples of a signal in
the history assigned to this signal, and a signal is stable if
the value of the new sample is in the proximity to a certain
number of the saved signal samples. In this regard, the new
sample (snew) is in proximity to a saved sample (ss) when the
relative distance between both samples is lower than a certain
threshold (called Threshold to be Different to Samples in the





We note that the size of the sliding window of this history,
the number of samples which have to be similar (which are not
different), and the threshold are adjustable. An adjustment may
be necessary if the data collection sampling rate is changed.
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Fig. 4. Flowchart of the Context-Aware Health Monitoring system.
C. State Observation
The State Handler (SH) is the centerpiece of the CAH. It
detects states, state changes, malfunctions, and drifting signals
of the DuM.
1) Discovering a State: When the SH detects a state of
the DuM (a DuM state), it records the data in a C++ object.
For the sake of convenience, these objects are called states,
and all of these states are saved in the state vector of the
SH. The information in such a state is saved as an average
value, in particular, an average value for each signal of the
DuM. Saving this information in an average value constitutes
a very abstracted form of a history. When a new sample that
belongs to the same state appears, it gets inserted in the state
and influences the average value. A new sample belongs to a
state if its value is in proximity to the average value. In this
regard, the new sample (snew) is in proximity to the average
value (vavg) when the relative distance between them is lower
than a certain threshold (called Different-to-State Threshold).





In further consequence, a new sample set belongs to a state
if all samples are similar (not different) to their respective
average values.
2) Discovering a State Change: In the SH, the equivalent
of the actual state of the DuM is called active state. If a new
sample set matches the active state, the sample values are
inserted into it, and it remains active. When the sample set,
meaning, in particular, one or more samples of this set, are
different to the active state, a state change is indicated. Such a






the DuM. If both, input and output subsets are different from
the active state, a normal DuM state chance is happening. In
this case, the SH compares the actual sample set with each
state saved in the state vector. If one of them matches, that
state is activated, and the SH inserts the new sample set into
it. If no saved state matches the actual dataset, a new active
state is created, and the new sample set is inserted into it.
A state is saved to the state vector if it is valid. A high
number of inserted samples characterizes a valid state. If
only a few samples were inserted in the active state before
a state change happens, the SH discards the active state. This
procedure is necessary because in some cases, a particular
combination of the sampling rate and the signal curves can
make the SC consider the DuM as stable even though it is
not.
In contrast to a regular DuM state change, a malfunction
is identified when only one subset (input or output sample
set) is different from the active state. In this case, the DuM
is classified as broken, but only if the active state is valid.
Otherwise, the change of only one subset has been observed
most likely because the DuM was not steady.
3) Discovering a Drift: A drift of a signal is another
misbehavior of the DuM. Because a drift is a very slow change
in a signal, it also changes the signal’s average value bit by bit.
Thus, a drift cannot be discovered by comparing a new sample
value with the average value. Therefore, the task of updating
the active state with a new sample set (shaded in peach in
Fig. 4) is a bit more complicated than just calculate a new
average. The SH also saves so-called Discrete Average Blocks
(DABs). A DAB is an average value of a certain number of
samples. In other words, it is not a sliding window calculation
over all samples inserted into a state but only over a certain
number of samples. After this specific number of samples is
inserted in a DAB, the average is calculated, and a new DAB is
created. A drift can be detected when comparing the average
values of two different DABs. If a new DAB (DABnew)is
different to the very first DAB (DAB1) calculated for a state,
it is clear that the signal has shifted over time, even if the signal
has drifted only slightly. A signal is considered as drifting if
the difference between these two DABs is higher than a certain
threshold (called Drift Threshold). In this regard, the relative







The entire setup is illustrated in Fig. 5. It consists of a
copper pipe system with four ultrasonic flow sensors (two
Sharkey FS, one Dynasonics TFX Ultra and one RIELS
RIF600P), two temperature sensors (Pt100), two water pumps
(of which only one was used for the actual experiments) and an
electric heater. A Raspberry Pi in combination with an Arduino
Uno controls the entire system while logging the data of each
Fig. 5. Experimental setup.
sensor and actuator, realized via a Python software program.
The water pump operates in a range between 3.0 to 10.0V,
which corresponds to the normalized values of 0.3 to 1.0 in
the gathered data. The input signal is the voltage applied to the
Pump 1, and the output values are temperature and flow. The
sampling frequency was 30.5Hz in average, and the gathered
data are stored in CSV-files for post-processing purpose.
Table I lists the various scenarios applied to the HVAC system
to validate the correctness of CAH. In the “normal” state
scenarios only the voltage of the water pump was changed.
The scenarios “anomaly” and “drift” were simulated through
manual changes of the degree of the opening of some of
the valves. For anomaly, Scenario 5, the valve before sensor
SharkyB was opened completely, and the valve before SharkyS
was closed at the beginning. Afterward, the SharkyB valve
was closed, and the SharkyS valve was abruptly opened. This
action simulated a burst of the pipe containing SharkyB. Drift,
Scenario 6, was simulated with SharkyB valve half-opened
initially and then it was slightly opened further every 15
seconds. This procedure reduces the flow in SharkyS which
simulates the increase in sediment and gradual clogging of
SharkyS.
B. Results
The output of the CAH system shows that it recognizes
normal and abnormal behavior when monitoring a hydraulic
system. CAH reads in the data with a down-sampling factor
of 50 and classifies all of the scenarios correctly. During the
experiments, it turned out that the CAH can also classify the
hydraulic system correctly when its input and output signals
are unfiltered. Skipping this task saves computational power
and shows that CAH is robust enough to distinguish between
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TABLE I
DIFFERENT TESTED SCENARIOS AND EVENTS DURING EACH OF THEM.
# Condition of the
HVAC system
Events in the scenario
1 OK No state change during the experiment.
2 OK One state change, resulting in two different states
during the experiment.
3 OK Two state changes, resulting in three different
states during the experiment.
4 OK Two state changes, whereas the second change
leads again to state one.
5 Broken No change in the input, but a change in the output
in the middle of the experiment.
6 Drift No state change, but a drifting signal staring in
the middle of the experiment.
noise and real signal changes correctly. Some results are
discussed in more detail in the following.
1) Normal Mode: All other normal operation scenarios
(Table I) were tested, which led to a correct identification of
the normal operation states and their changes.
As an example, Fig. 6 shows Scenario 4. Here, the pump
starts operating at the beginning of the experiment, and all
signals have settled approximately 40s later. At this time, the
SC decides that all signals are stable, showed by the green
graph raising. Further, the SH finds the first state (blue graph)
and decides that the DuM is working correctly (red graph).
This circumstance lasts until 210s, when a changed input
voltage leads to a state change. After a ~35s long unstable
period, the SC recognizes that all signals have settled again,
and the SH discovers the second state. Since input and output
datasets have both changed, the DuM is still considered as
working normally. At ~425s the DuM changes back to its
previous (initial) state. This change is again accompanied by a
~35s long unstable period. After that, CAH concludes, that the
DuM is again in state 1 and working correctly. This condition
continues until the end of the experiment.
2) Anomaly: Fig. 7 shows experimental results for Sce-
nario 5, where significant changes in the output signals are
observed. However, as the input voltage stays unchanged, the
DuM is per definition broken. The records start with the start-
up of the pump, which leads to a settled DuM at ~35s when
the SC notifies the SH that it is now in a steady state, at
which point the latter recognizes the first state. At 310s, the
DuM suddenly changes its outputs, which is not triggered by
an input change. After this change has started, it takes around
40s until the SC verifies the DuM as stable. In this 40s, the SH
is just waiting to be triggered, and after that time, it recognizes
that the DuM is still in the same state but shows symptoms
of malfunctioning. Therefore, considering the context of these
changes, the DuM is classified as broken.
3) Drift: Fig. 8 shows the results for a drifting system
(Scenario 6). Once more, the pump is starting up at the
beginning. After ~40s the SH recognizes the first state and
the CAH concludes that the DuM works correctly. However,
this changes at around 400s, when the SH recognizes a drift.
After ~45s, the output signal value has drifted far enough from


















































CAH Output (Health Status)
CAH Output (Stability)
     OK               OK                                                       OK               OK
 State 1        State 1
 Stable            Stable                     Stable
State 2         
     OK               OK
Fig. 6. Input and output of the DuM during two state changes, as well as the
output of the CAH system.


















































CAH Output (Health Status)
CAH Output (Stability)
OK               OK               OK
               Broken         Broken
Stable          Stable          Stable                     Stable          Stable
  State 1 State 1 State 1  State 1
Fig. 7. Input and output of the DuM during an abnormal change leading the
CAH system to classify it as broken.
the original state to signify a state change of the output signal.
Since the input remains unchanged, the SH classifies the DuM
as broken and replaces the drift alarm with a broken one. In
the case of a slower drift, the drift alarm would last longer.
C. Sensitivity Analysis
The robustness of CAH was investigated with a sensitivity
analysis in which the CAH system processed all datasets
with several parameter combinations. Table II lists the ranges
of the values of the parameters analyzed. After running the
algorithm with these values, all CAH outputs were analyzed
to see whether the health condition of the DuM is accurately
classified and its states are correctly detected.
Fig. 9 shows for which set of parameters CAH classifies
























































CAH Output (Health Status)
CAH Output (Stability)
State 1         State 1         State 1         State 1        State 1
 Stable Stable Stable                      Stable
     OK               OK               OK               OK
Broken     
Drift         
Fig. 8. The outputs of the CAH system while the DuM is drifting.
TABLE II









Sliding History Window Size Stability
Controller
NA 3-10 1





Threshold to be Different to
Samples in the History
Stability
Controller
Eq. 1 1%-8% 1%
Number of Samples inserted






Eq. 2 1%-40% 1%
Drift Threshold State
Handler
Eq. 3 1%-40% 1%
Downsampling Rate NA 50 NA
parameter values which led to an incorrect classification are
not drawn in the figure.
A few points should be noted:
1) The window size has to be higher than the number of
similar samples required for classification, Number of
Similar Samples in History ≤ Sliding History Window
Size.
2) The history window should contain at least 3 samples,
Sliding History Window Size ≥ 3.
3) It is advisable to set Number of Similar Samples in
History ≥ 3, as the classification is then more robust
for a broader range of other parameter values.
4) The two parameters Number of Similar Samples in His-
tory and Threshold to be Different to Samples in the
History should grow in tandem; if one is set higher, the
other is to be set higher as well. E.g., if Number of
Similar Samples in the History ≥ 7, then the Threshold
to be Different to Samples in the History ≥ 3. This
rule comes most likely from the fact that with a high
threshold, the SC can classify the DuM in some cases as
stable although it is not yet. A higher number of Similar
Samples in the History counteracts this phenomenon
because more time elapses until this number is reached.
5) For the tested datasets, we can infer that the Drift
Threshold and the Different-to-State Threshold have to
be between 11% and 19%.
The fact that there are no gaps between the points shows
that CAH is quite robust when the parameters are in these
ranges.
Fig. 10, focuses on a point in the middle of the scatter
diagram of Fig. 9 (specifically, Sliding Window History Size
of 5, # of Similar Samples in History of 5, and Threshold to be
Different of 4%) and analyzes with which threshold parameters
the SH classifies the states of the DuM correctly. Each point
marks a correct working classification for a set of two given
threshold parameters. The points missing from the figure
(mostly in the upper left half) represent the combinations
which did not lead to a correct classification. Therefore, for
the given datasets, we can infer from Fig. 10 that in this
instance, choosing larger “Different-to-State Threshold” and
lower “Drift Threshold” values leads to a higher probability
of correct classification.
V. CONCLUSION
CAH is a model-free, context-aware monitoring system
that identifies states, normal behavior, and various anomalies,
based on the context under which the Device under Monitoring
(DuM) operates. Its main assumptions are (1) that the DuM
resembles an injective function where input and output signals
can only change together, and (2) that the DuM, as it operates,
evolves from one stable state to the next. CAH has been
introduced earlier with an AC industrial motor as guiding
application case [6]. In this paper, we have extended the
scope of CAH to the HVAC applications with good results.
Considering that these two applications are clearly distinct
concerning reaction times, the periodicity and regularity of
signals, it is significant that the CAH setup had to be adapted
only slightly. While the CAH algorithm was unchanged, the
only necessary adaption concerned some thresholds due to
different amplitudes of signals. Moreover, AC motors react
to input changes an order of magnitude faster than hydraulic
circuits. Because of these differences, at the discretion of
experts conducting the measurements, the sampling rate of
the measurements was also different whereas the sampling
rate inside the algorithm remained the same. Apart from this
adaption, CAH has shown remarkable robustness in identify-
ing correct behavior, anomalies and drift when monitoring so
diverse applications as AC motors and hydraulic circuits. We
support this claim with a sensitivity analysis, which shows
the wide range of values which the parameters can be set to,
and have the CAH system classify every scenario correctly
nevertheless. Thus, we expect that CAH is applicable to
an even larger class of applications. That possibly includes
medical and environmental monitoring devices, among others,
which will be subject to future studies.
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(a) View from the side. (b) View from the front. (c) View from the top.
Fig. 9. The 3D scatter plot shown from three different angels represents the sensitivity analysis for the three different parameters of the SC. Each point on
the chart represents a combination which led to a correct classification of the DuM state.
Fig. 10. Possible combinations of SH parameters with which the SH classifies
the DuM correctly.
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Abstract—In healthcare, effective monitoring of patients plays
a key role in detecting health deterioration early enough. Many
signs of deterioration exist as early as 24 hours prior having
a serious impact on the health of a person. As hospitalization
times have to be minimized, in-home or remote early warning
systems can fill the gap by allowing in-home care while having
the potentially problematic conditions and their signs under
surveillance and control. This work presents a remote monitoring
and diagnostic system that provides a holistic perspective of
patients and their health conditions. We discuss how the concept
of self-awareness can be used in various parts of the system such
as information collection through wearable sensors, confidence
assessment of the sensory data, the knowledge base of the patient’s
health situation, and automation of reasoning about the health
situation. Our approach to self-awareness provides (i) situation
awareness to consider the impact of variations such as sleeping,
walking, running, and resting, (ii) system personalization by
reflecting parameters such as age, body mass index, and gender,
and (iii) the attention property of self-awareness to improve the
energy efficiency and dependability of the system via adjusting the
priorities of the sensory data collection. We evaluate the proposed
method using a full system demonstration.
Keywords—Self-Awareness, Health Monitoring, Wearable Elec-
tronics, Situation-Awareness, Early Warning Score
I. INTRODUCTION
Vital signs reflect a patient’s wellbeing status as well as
the deterioration and amelioration of his or her condition. The
monitored vital signs can also be the basis for predictions of a
patient’s health status. Research on cardiac arrests shows that
certain symptoms can be observed long before the situation
turns into a case of emergency; the advance apparition of
symptoms can happen up to 24 hours before the actual health
deterioration [1]. Early Warning Score (EWS) systems is a
standard manual tool for predicting patients health deteriora-
tion which is periodically used by healthcare professionals to
monitor patients’ vital signs and interpret them to a level of
criticality [2]. However, to support the recent trends in reducing
hospitalization, there is growing demand for personalized and
automated systems to enable in-home as well as mobile patient
monitoring.
Internet of Things (IoT) and wearable technologies provide
a competent and structured approach to improve the healthcare
services in terms of social benefits and penetration as well as
cost-efficiency [3], [4]. Due its ubiquitous computing nature,
IoT-enabled wearables enable health monitoring systems such
as EWS to continuously track and predict patients health status
in an automated fashion [5], [6].
In [7], via a preliminary prototype, we presented how
Internet of Things (IoT) and wearable technologies can be
utilized to implement an automated EWS system. Our system
deploys a wireless body area network (WBAN) – using a
set of medical sensors attached to patient’s body – to record
physiological parameters and vital signs and send them to a
cloud server for further processing and storage. Even though
promising outcomes were observed, the system faced open
issues which need to be addressed before it can be deployed
in real field trials. Challenges such as situation-dependency,
accuracy, and plausibility of input data, as well as constraints
in sensor nodes call for more advanced optimization tech-
niques to enhance the dependency of such systems. Several
parameters affects the interpretation of vital signs outside the
hospital (e.g., patient’s activities, room temperature, barometric
pressure) which need to be considered to reach a more realistic
conclusion [8]. For instance, while a resting heart rate of 120
beats per minute would be an alarming sign for a patient, it can
be completely normal while s(he) is exercising. Additionally,
mobile and wearable sensors face disparate constraints such as
energy efficiency, reliability, and computational power.
We believe self-awareness principles can be leveraged to
reinforce the EWS system to tackle these open challenges.
Self-awareness is defined as the ability of a system to be
aware of its own state as well as the state of its surrounding
environment to adapt to new situations [9]. The notion of
self- and context-awareness can boost the EWS system to
implement intelligent reasoning and decision making [10]. This
can be realized by enhancing and personalizing the score cal-
culation process to consider patient state parameters, to assess
the confidence of the measured data and the corresponding
decisions, and to optimize system-level characteristics by using
the provided semantic information to adjust system knobs such
as sampling and transmission rates and type of the required
sensors in closed-loop manner.
In this paper, we propose a self-aware EWS system which
provides personalization, self-organization, and autonomy for
remote monitoring scenarios and offers intelligence in decision
making process for patients in different situations. In addition,
we leverage the properties of the self-awareness concept to
improve the energy efficiency of the system and confidence
of the calculated scores by adaptively adjusting the priorities
in sensory data collection and processing w.r.t. environment
changes and patient’s emergency state. Moreover, we provide a
proof of concept full EWS system implementation from devel-
opment of cloud services to hardware-software demonstration
of our prototype using a smart e-health gateway and a set of
wearable and environmental sensors.
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TABLE I. EWS TABLE EXTRACTED FROM [11], [12]
Score 3 2 1 0 1 2 3
Heart rate1 <40 40–51 51–60 60–100 100–110 110–129 >129
Systolic BP2 <70 70–81 81–101 101–149 149–169 169–179 >179
Breath rate3 <9 9–14 14–20 20–29 >29
SPO2 (%) <85 85–90 90–95 >95
Body temp.4 <28 28–32 32–35 35–38 38–39.5 >39.5
1beats per minute, 2mmHg, 3breaths per minute, 4 ◦C
II. EARLY WARNING SCORE
Several physiological signs can be used for early warning
of serious illnesses and deterioration (e.g., airway, breathing,
circulation, etc.). These signs are always recorded but they
are not constantly recognized, even though a structured record
can make them “visible”. To this end, early warning systems
are developed based on the conclusion of several studies
suggesting that there is often a delay in the response to
the deterioration of a patient’s condition [13]. However, the
actual work of closely monitoring the patient and taking the
appropriate action is dependent on the professional competence
and as such is error prone as it is mostly manually done
[14]. In addition, interpreting the individual signs into a single
comprehensive status information about the patient is a difficult
task. In the late 1990’s, Morgan et al. [2] developed a scoring
technique, Early Warning Scoring (EWS), which includes the
core physiological signs. It aggregates a weighted score of six
signs, respiratory rate, oxygen saturation, heart rate, systolic
blood pressure, body temperature and neurological status. Each
of these signs will have a value between 0 and 3 based on the
actual reading, either high or low, and different level of action
is required, including the level of expertise of the caregiver
team, for each value of the EWS. Table I shows a sample of
a simple EWS.
There have been some efforts to modify EWS systems
(i.e., MEWS [15]) and or standardize it (i.e., SEWS [16]),
in several countries such as UK , Ireland , New Zealand, and
Sweden. However, all these efforts have been conducted in a
non-automated (i.e., manual) fashion and only implemented in
clinical environments.
III. SELF-AWARENESS
Self-awareness is a concept which can provide systems
with necessary tools to obtain many dynamically changing
characteristics of interest, such as reliability, adjustability and
optimality. Many of these characteristics are of particular
interest for the estimated 26 billion devices expected to be
connected to the Internet of Things (IoT) by 20201. There-
fore, using self-awareness in various applications have been
explored, including mobile applications [17], cloud comput-
ing [18], networks [19], and health monitoring system [20].
This has motivated us to explore various benefits that can
be obtained through a self-aware design of a remote health
monitoring system which uses wearable devices.
One of the prominent architectures for self-awareness is
the Observe-Decide-Act (ODA) loop [21], [22], [23]. For
current application also an ODA loop has been selected as the
backbone of the system architecture. As shown in Figure 1,
internal and external data are first collected through the sen-
sor network and pre-processed (Observe). Next, the situation
awareness and self-awareness core further assess and process
these observations in order to choose the best configuration
for the system (Decide). This configuration can be seen as two
1www.gartner.com/newsroom/id/2636073
Fig. 1. Application of self-awareness concept to the remote health monitoring
system
separate parts; first the part that helps the system to evaluate
the health of the subject correctly, despite the potential noises
or misleading values [5], [24]. Second, the part that tries to
improve the system operations. Here, as shown in Figure 1,
the main parameter under control is the “Attention”, which is
set based on the requirements (observations and decisions) of
the self-aware units (Act). Attention, which determines various
parameters related to the activity of the sensors (e.g., sampling
rate, sleeping times, or precision), is then translated to the sen-
sor network understandable commands in the “Configuration”
unit and is passed to the sensor network.
It is important to note that a crucial part of the awareness
of the system is its model of itself (and the environment).
A designer can try to create as comprehensive a model as
possible (which comes with the disadvantages of large resource
requirement), and use complementary sensory data, neverthe-
less, it will not provide a full image until user feedback is
provided to the system. This feedback plays an important role
in improving the awareness and consequently performance of
the system. This feedback can be provided by the subject using
the remote device or the practitioner and the support system
team. Each of these completes a certain part of the image,
helping the system to create a better model of itself and its
environment.
IV. PROPOSED SYSTEM ARCHITECTURE
In this section, we address the challenges from both the
user and system perspectives by introducing a new architecture
for local computing of out-of-hospital EWS systems. The
architecture incorporates the foregoing self-awareness concept
in an IoT-enabled health monitoring system. As illustrated in
Figure 1, the main functionalities of smart gateways [25] in the
Fog tier is divided into 5 different components, all of which are
included in a closed-loop system to intelligently correct EWS
values as well as adjust sensor network configurations regard-
ing the self-awareness. According to the EWS implementation,
these components are specified as follows.
A. Bio-signal Pre-processing
Bio-signal pre-processing unit receives raw signals from
sensor nodes (i.e., heart rate, respiration rate, oxygen satu-
ration, body temperature and blood pressure) and converts
the data to a format usable by higher level processing units.
The aforementioned preparation can be divided into two parts.
First, pre-processing methods such as signal filtering and
normalization are implemented in this component. Second, the
signals are processed in order to extract the required medical
information. For example, the heart rate data is extracted by
detecting RR peaks in ECG signals. Finally, the component







Fig. 2. Situation awareness diagram
Fig. 3. Self-awareness core diagram
transmits the filtered and extracted vital signs to the self-
awareness core for further analysis and decision making.
B. Situation Awareness
Situation awareness is the component that receives activity
and environmental data from the sensor network and provides
patient situation for the core component as well as updating
Attention in case of ambiguity in situation determination. As
demonstrated in Figure 2, it includes two main units: Analysis
and Ambiguity resolution.
Analysis unit includes activity and environment analysis units,
each of which determines patient situation using a decision tree
[26], however, several other approaches can be also utilized to
determine the status of the patient activity and the surrounding
environment [27]. In the activity analysis, patient’s movements
(i.e., acceleration in 3 dimensions) are classified in patient
postures which are sleeping, resting, walking, jogging and
running. Similarly, surrounding contexts (i.e., ambient temper-
ature, ambient humidity and ambient light) are classified into
different categories, for example as indoor/outdoor, day/night,
etc.
Ambiguity resolution unit updates system’s setup (i.e., At-
tention) w.r.t the determined situations. It requests new infor-
mation sources (e.g., sensor node and database) in case of
ambiguity in the Analysis unit results. For example, it sends
a command to turn on the light sensor if the ambient temper-
ature sensor is insufficient for determining the indoor/outdoor
situation. On the other hand, to avoid unnecessary energy
dissipation, this unit will request to remove a resource if
redundancy is detected in situation determination.
C. Self-awareness Core
Self-awareness core is the main analytical component of
the system which is in charge of tuning system configuration
(e.g., energy and bandwidth) as well as refining abstracted
patient data for the back-end users. This component receives
vital signs and situation values and provides an enhanced
context-aware and personalized score which we call it Self-
aware EWS. It also provides confidence assessment of the
input data as well as correction methods to eliminate data
inconsistencies. As illustrated in Figure 3, this component
includes two main units: Analysis and Self-aware EWS.
Analysis unit consists of a semantic interpretation and mod-
els of activity and environment. The interpretation includes
Abstraction and Disambiguation to provide meaningful infor-
mation for the models and the back-end users. The Abstraction
maps the medical data and the patient state to an interpretation.
For instance, “low” is extracted as the emergency level for
the patient with a heart rate of 140 per second while s(he) is
running outdoor. Additionally, Disambiguation removes uncer-
tainty in the abstracted values when the Abstraction encounters
at least two conflicting values for the same condition.
The two data models are generated from pre-defined meta-
data using rule-based and decision tree classifiers. The first
model, “Personalized model”, is defined according to the
constant patient parameters such as age, body mass index
(BMI), and gender. This model is updated during the patient
monitoring process with user feedback, i.e., patients and health
professionals. The second model is the “Confidence model”
which is defined to indicate how confident the system is. The
model considers three different aspects of medical parameters
to calculate the confidence value: natural ranges of param-
eters (e.g., a heart rate beyond 220 heartbeats per minute
is not acceptable), variation ranges (e.g., body temperature
increases/decreases gradually), and dependency among events
(e.g., high body temperature is relative to high heart rate) [24].
Self-aware EWS is in charge of adjusting the traditional
EWS value for mitigating the susceptibility of the score to
the patient and environmental conditions. Using the Analysis
unit’s results and the determined situation and a pre-defined
rule-based algorithm, the Self-aware EWS unit calculates a
new method by adjusting the boundary values shown in Table
I [28].
Finally, the abstracted data (i.e., adjusted EWS and the
patient’s condition) along with confidence values and appro-
priate commands regarding the obtained results are transmitted
to back-end system and the Attention component, respectively.
It is important to note that sending confidence value along
with the score and other data, can lead to a significant
enhancement of the system and patient’s health assessment.
For example, for the patient’s health assessment, that is, if for
any reason (such as missing or unreliable data), the system
is not confident about its assessment, respective users are
informed about this factor. For example, if the health of the
user is assessed to be normal, however, the confidence level
is low, the physician may choose to perform certain follow
ups, e.g., calling the patient to ask some extra questions.
Similarly, if the score is high but the confidence of assessment
is low, it may be advisable to contact the patient for follow
up controls rather than dispatching immediately the emergency
team (which could be the case if both score and its confidence
are high). Therefore, this parameter can be significantly helpful
in avoiding misinterpretations.
D. Attention
Attention is the planning component which adaptively tunes
monitoring knobs to enhance system characteristics as well
as the confidence and quality of the sensory data. It receives
1058 2017 Design, Automation and Test in Europe (DATE)
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Fig. 4. Attention and Reconfiguration diagrams
information and hints regarding the state of the patient and
environment from the Self-awareness core and the Situation
awareness components and chooses an optimal setting for
meeting the requirements while offering efficiency and reli-
ability to the system. It then transmits proper commands to
the Configuration component in order to update (i.e., actuate)
the properties of the sensor network. Figure 4 illustrates
Attention unit which includes two main parts; First is the
attention configuration which determines which parameters
(i.e., sensors) should be monitored and how often. The second
part is the priority list which is used to keep track of priorities
and used for conflict resolution once the attention requirements
cannot be met using the available resources at the moment. In
such a case, the priority list determines which requirements
are of more importance and need to be honored first and
foremost, and which ones can or may be omitted in the case
of insufficient available resources.
In our EWS system, we prioritise the attention based on the
patient emergency level, patient activity, and the environmental
situation, respectively. In other words, when a patient’ health
state is at higher emergency levels, the Attention unit allocates
more resources for monitoring the patient, and conversely
when the patient is in non-emergency situation, the module
considers other parameters to opportunistically enhance system
characteristics such as energy-efficiency. A sample prioriti-
zation method that we used in our experiments is shown
in Figure 5. We define four levels of the emergency, five
states for the activity, and four situations for the environments.
In this method. we define a priority score between 0 to
100 for each combination of emergency level, situation, and
activity. As shown in the figure, emergency level has highest
and environment has lowest effect on priority score. These
priorities then are mapped to the number of actuation states
available in the reconfiguration component.
E. Reconfiguration
The Reconfiguration component receives the priority values
from the Attention unit and maps them to the corresponding
state of the sensor network. As demonstrated in Figure 4, each
state in the sensor network is determined by the communica-
tion rate, sensor configuration setup (e.g., sampling frequency),
and sensor selection (e.g., activation or switching to sleep
mode). This component sends the selected state as sensor-
network-understandable commands to update the configuration
knobs.
Fig. 5. Priority score chart
V. DEMONSTRATION AND EVALUATION
In this section, we describe the implementation of our self-
aware solution for the remote patient monitoring system. We
first present, how our system assesses the data confidence
level, then show how we reconfigure and calibrate a generic
EWS system in a real-time fashion by taking the patient’s
context into consideration, and finally demonstrate the energy
efficiency gain offered by our self-aware closed loop edge
controller for the body area sensor network. The system
collects medical and activity data from the body area sensor
network and environmental properties from another set of
wireless sensors. The plausible range of data together with the
rate of changes and the relation to the other parameters help
enhancing the reliability of collected data. Patient activities and
environmental data give an overview of the situation and help
redefining the early warning score limits. The modified score
reconfigures the system state to reduce energy consumption in
the body area sensor network.
The body area sensor network consists of five sensors:
1) A SPO2 finger grip sensor which provides the value of
blood oxygen saturation and heart rate every second, 2) an
airflow sensor to record respiration rate (we record its analog
output with 100 samples per second), 3) a blood pressure
sensor with arm cuff; for each measurement we continuously
record the analog pressure signal for two minutes with 100
samples per second to calculate the systolic and diastolic blood
pressure using the oscillometric method, 4) a 3D-accelerometer
sensor to record patent’s activity with 100 samples per second
sampling rate, and 5) a temperature sensor to record body
temperature with the same sampling rate as the heart rate and
SPO2 sensors.
The environmental sensors measure temperature and light,
collecting samples once every minute. There is a micro-
controller unit (MCU) in each set of sensors to collect and
convert signals, send data to the RF module, and switch
between states.
Adjusting EWS based on data reliability (confidence): The
communication to a sensor can be faulty, or the sensor itself
can be broken or detached from the patient. Therefore, in the
self-aware core, we check the reliability of data and assign a
degree of confidence by which the data and consequently the
score assessments can be relied upon.
The algorithm consists of three different modules: checking
the measured value to ensure (i) it is in a plausible range, (ii)
it has plausible rates of change, and (iii) it corresponds with
other vital signals (i.e., cross validity). Figure 6 shows the
results of the three experiments, respectively for modules (i)
to (iii). In the first experiment, a body temperature’s value of
100◦C was injected as a faulty value. Therefore, it gets tagged







as unconfident and abstains from the self-aware EWS (SA-
EWS) calculation. While the SA-EWS correct shows the score
0, the conventional EWS equals 3 at the beginning due to the
faulty input and the absence of a validation system. Experiment
2 deals with the consistency of the input signals. The body
temperature is initialized with a value of 36◦C and then, after
a short period of time, drops with a rate of change beyond the
acceptable range. While the conventional EWS changes from 0
to 2, the system identifies the body temperature as unconfident
and revises the SA-EWS score to 0. Finally, Experiment 3
shows the third module which works with abstracted data. The
body temperature was set to a value which is equivalent to
score 1 and all the other inputs where - time displaced - set to
score 1. After a while, when more than 50% of these signals
have a non-zero status, the temperature is tagged as confident,
and the SA-EWS becomes equal to the EWS. The details of
the confidence evaluation method can be found in our previous
work presented in [24].
Adjusting EWS based on the situation: In Situation Aware-
ness module, we use the collected data from activity and
environment sensors to find the situation of the patient. We
define the environment as day/night and indoor/outdoor using
temperature and light sensors and the system clock. We use the
Geo-location service of the gateway smartphone together with
the normal room temperature (18◦C to 24◦C) to indicate the
indoor situation. We determine the day vs. night by comparing
the time with approximate sunrise and sunset time in the local
timezone. The intensity of light helps in determining is the
patient indoor or outdoor. Furthermore, light intensity can be
used to increase confidence level of determining sleeping of
the potient. Finally, we utilize direction and amplitude changes
in patient’s body acceleration using a 3D-accelerometer sensor
to determine the activity.
Then goal of the proposed self-aware health monitoring
system is to improve the standard early warning score method
by considering the fact that the patient is not in a standard
clinical environment all the time. This module performs two
main tasks: adjusting the scores’ ranges in the EWS table based
on the patient’s activity and adapting the EWS calculation
in the case of incorrect readings. The first task starts by
calculating the normal early warning score and emergency
level. Once an increase in heart rate, respiration rate, blood
pressure or body temperature is observed, the system cross
checks with the activity state. If this change is due to walking,
jogging or running, we adjust the early warning score to avoid
false alarms. The details of the self-aware modification of early
warning score method can be found in our previous work
discussed in [28]. Once a reliable score is obtained, we classify
the score according to emergency levels. In this classification,
a score 0 means a normal level, scores 1-3 indicate a low
emergency level, scores 4-6 show a medium emergency level,
and higher scores (> 6) represent a high emergency level.
As a case study, we use 8 hours of recorded data from
a 35 years old healthy male subject whose state in practice
should be detected as Normal. The first chart, from the top,
in Fig. 8 shows the calculated scores using the original EWS
table which issues several false alarms while the subject is
running and jogging. The second chart in this figure shows the
calibrated scores using self-aware EWS at runtime considering
the state of the activity and environment which can be seen
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Fig. 6. Enhancing the EWS using confidence. Adjusted EWS after reliability
validation of the input data, avoids elevating EWS due to faulty data.
Fig. 7. States look-up table derived from attention score
aware EWS correctly reports the normal and low emergency
levels in 99% of the monitoring samples.
In addition to provide healthcare professionals with these
values, the state of the patient is used by the Attention module
to fine-tune the sensor network parameters to a more efficient
state.
Optimizing energy efficiency using Attention: We use HM-
11 Bluetooth low energy module to transmit the signals to
an Android phone acting as the gateway. We measure the
power consumption of the transmission process using a power
monitor device. The results show that the power consumption
of this module, when operating at 3.3V is in general at one of
the following levels depending on the operation mode: 1) in
standby mode, when the module is on but not sending data,
the Bluetooth module consumes 26.2 mW, 2) in transmission
mode, when the module sends data continuously with 115200
bit/second baud rate, it consumes 29 mW, and 3) in sleep mode
the module uses 1.52 mW. Considering the power consumption
of Bluetooth module, we define 5 different states (A to E) for
the data transmission. As the volume and resolution of the
required data changes with the situation of the subject, the
sampling rate of the medical and activity sensors is divided
into these five states in a way that the required data is
provided while maximum number of standby/sleep modes is
utilized. Considering five states of transmission with different
bandwidth and energy consumption requirements, we map the
output of the priority list shown in Figure 5 to a slot in one
of the four lookup tables shown in Figure 7. After looking up
a proper state, a new configuration state is sent back to the
MCUs in the sensor network to update the transmission rate
and activity mode of the transmission module. Table II shows
the details of the data collection orders and power consumption
of the each state. As the Bluetooth low energy module takes
1235 ms to wake up from the sleep mode, we use the standby
mode for states A and B, and to get the benefits of the ultra low
power sleep mode, we set non-continuous parameters sampling
rate to be recorded every minute in other states.
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A Continuous Every hour in dayDisabled in night Every sec. 29 mW
B 2 min continuous8 min OFF
Every hour in day
Disabled in night Every sec. 26.8 mW
C 2 min continuous3 min OFF
Every 3 hours in day
Disabled in night Every min. 12.5 mW
D 2 min continuous8 min OFF
Every 3 hours in day
Disabled in night Every min. 7 mW
E 2 min continuous18 min OFF Disabled Every min. 4.3 mW
Fig. 8. Self-aware EWS system vs. conventional EWS system
The bottom chart in Figure 8 shows the achieved power
saving due to closed-loop control of transmission states per-
formed by the Attention unit for the same set of recorded data.
We look up the results of self-aware EWS calculation, activity,
and environmental situation using the mapped lookup tables
shown in Fig.7 to adaptively adjust the transmission mode of
the RF module of the sensor node. The chart shows that overall
power consumption of the transmission is reduced by 50% to
14.5mW compared to a baseline non self-aware system which
consumes 29mW.
VI. CONCLUSIONS
Early Warning Score (EWS) is a method to predict sudden
health deterioration of patients suffering from life-threatening
diseases to subsequently provide early diagnosis and treat-
ments. Integration of health monitoring with ubiquitous IoT-
based systems could enable patients to be monitored continu-
ously not only in hospitals but also at home and at work. The
traditional EWS method, however, is inappropriate for out-of-
hospital patient monitoring due to challenging issues from both
the user and system perspectives. In this paper, we introduced
an IoT-based EWS system using the concept of self-awareness
to target both perspectives. On one hand, our system offered
a personalized and self-organized decision making for patients
engaged in various activities in different environments. On
the other hand, in this system, we proposed a self-awareness-
enabled method to improve the system’s energy efficiency and
its confidence in its computed results, i.e. the EWS values. We
demonstrated the benefits of our solution in a proof of concept
full system implementation which reveals an improved level
of data dependability and system energy efficiency compared
to conventional open-loop systems.
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Abstract. Early Warning Score (EWS) systems are utilized in hospi-
tals by health-care professionals to interpret vital signals of patients.
These scores are used to measure and predict amelioration or deteri-
oration of patients’ health status to intervene in an appropriate man-
ner when needed. Based on an earlier work presenting an automated
Internet-of-Things based EWS system, we propose an architecture to
analyze and enhance data reliability and consistency. In particular, we
present a hierarchical agent-based data confidence evaluation system to
detect erroneous or irrelevant vital signal measurements. In our extensive
experiments, we demonstrate how our system offers a more robust EWS
monitoring system.
Keywords: Early Warning Score · Self-awareness · Data confidence ·
Consistency · Plausibility · Hierarchical agent-based system
1 Introduction
Early Warning Score (EWS) systems are common practice in hospitals with
the goal of detecting and predicting patients’ health deterioration. In 1997,
Morgen et al. proposed this system for the first time [1], covering vital sig-
nals such as heart rate, respiratory rate, body temperature, blood pressure, and
blood’s oxygen saturation. These signals are monitored and added up to derive
the EWS. However, not everyone whose condition is deteriorating is already
in the hospital. Therefore, portable devices and ubiquitous systems utilizing
Internet-of-Things are needed for monitoring vital signals and calculating the
EWS [2].
It is of key importance to provide these systems with an acceptable level
of reliability. In other words, EWS systems always need to monitor vital sig-
nals accurately. Azimi et al. propose a system that calculates a self-aware EWS
through changing the classification of the various vital signals based on the
patient’s activities [2]. This self-aware property is essential because the values
of vital signals change when a patient is sleeping or running. Knowledge of dif-
ferent situations and circumstances improves the decision-making ability of the
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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system [3]. However, they assume that the measured data is always correct and
relevant. Noisy or erroneous vital signals can lead to a wrong calculation of the
EWS, which can result in false or missing alarms. Hence, EWS systems need to
be robust and aware of the reliability of input data.
In this paper, we propose a modified EWS (MEWS) system by exploiting a
customized data confidence enhancement technique. Our method is inspired by
the concept of self-awareness enabling the system to - adaptively - correct the
sensory data in case of faulty readings.
2 System Architecture
In an agent-based modular architecture (Fig. 1(a)), each sensor is connected to a
dedicated module which we call an “Agent” [4]. It processes the sensory data and
reports to a higher level agent, which is the “Body Agent”. Each agent consists
of an Abstraction-, a History-, a Confidence Validator-, and a Binding Module.
The role of each module in an agent is as follows:
– Abstraction: To change the representation of the input data to the appropriate
format of the output. The purpose is to provide the higher level agents with
more compact and only relevant information [5].
– History : To save recent data, track changes, and establish a stable baseline
for the data when possible. This unit also smooths the data via weighted
averaging to eliminate the noise in the signal.
– Confidence: To assess the trustability of the input data and provide the output
data with a confidence tag, that allows the higher levels to have a better
understanding of the data and their validity. This topic is discussed in more
details in Sect. 3.
– Binding : To bind several input data, relate or compare them, and perform
necessary operations on them. This module is specifically useful when an
agent has multiple inputs, as is the case with the Body Agent. We note that
this process is more complicated than a simple mapping of the values as done
in the Abstraction module.
To enhance the functionality of our system, we have incorporated some of
the concepts of self-awareness. Self-awareness is a well-known concept which can
be traced back to 1960s in psychology [6] and late 1990s in computing [7]. It pro-
vides several advantages to the system such as the ability to cope with changing
environments [6] or changing goals [8], and to optimize resource utilization [9]. As
the basis for our self-aware system design, we use an Observe-Decide-Act (ODA)
loop [7,8] as illustrated in Fig. 2(a). For better modularity and simpler imple-
mentation we use a mini ODA loop inside each agent, as shown in Fig. 2(b). That
is, each agent monitors its own behavior, decides about certain actions, and acts
accordingly. Self-awareness covers a wide range of aspects in the system design
under each of the chains of the ODA loop. All of which could provide the system
with certain abilities and advantages. In this work, we specifically concentrate
on the role of the confidence aspect of observation as elaborated in [5]. We then
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(a) System Architecture (b) Agent Architecture
Fig. 1. System Architecture; (a) Constituting agents (modules) of the system,
and (b) Constituting units of the agents.
(a) ODA (b) Modular ODA
Fig. 2. Observe-Decide-Act (ODA) loops implemented in (a) overall system,
and (b) each module.
3 Data Confidence Concepts
Data Confidence is meta-data and builds on Data Reliability (which consists of
accuracy and precision of sensory data [5]). It provides another level of under-
standing regarding the validity of the data which is beyond that of the sensors.
For example, in the context of the EWS, if the sensor is not attached to the
body of the subject, the temperature data provided by the sensor may still be
accurate and precise. However, it is not valid in the context of the application.
Therefore, although the data is reliable, the system should not consider such a
value. Assessing Data Confidence based on the context and the application can
be very challenging [5]. Among the identified potential solutions are consistency
and plausibility control as well as redundant verification [5]. Since the latter
requires redundant hardware and implies additional costs and our objectives
include cost as well as energy efficiency, in this work we focus on the two former
aspects: consistency and plausibility.
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Consistency: Anomalies are - at some level of analysis - inconsistent with the
normal trend of data, which could indicate a problem1. Hence, Consistency is
an aspect that can provide insight into how confident the system can be about
its observation. In the context of our EWS system, we consider temperature
continuity as an indicator for data consistency. Body temperature has very small
and slow changes; a change of 0.16 ◦C during one minute can be normal. However,
a change of several degrees per minute is inconsistent with the nature of the
subject of measurements (body temperature) [10]. This may be caused by a
sensor failure or a detachment of the sensor from the body. Regardless of the
reason, this should not affect the warning score. After performing consistency
analysis and finding an inconsistent behavior, by reducing the confidence tag of
the incoming data, the EWS system knows that it should not take this number
into consideration. We note that in some other parameters, such as respiratory
rate, for example, some discontinuities might be acceptable and should not be
marked as an inconsistency or decrease the confidence of the system in the
incoming data. Hence comes forward the next aspect of confidence, which is the
plausibility.
Plausibility: One aspect of plausibility which goes hand in hand with consis-
tency is the plausibility of changes in the data, e.g. body temperature change.
Another aspect is the plausibility of the absolute value. For example, a body
temperature of 85 or 95 ◦C is not plausible and regardless of the cause, it should
not be considered for score evaluation of the EWS. The same goes for negative
temperatures of this magnitude, or in the case of oxygen saturation, for values
outside 0 to 100.
Another aspect of plausibility is the cross-validity or co-existence plausibility.
That is, whether certain data could plausibly be valid given some other (compli-
mentary) data and given certain conditions. For example, a body temperature
of few degrees is valid only if the subject does not have any other vital signals
(and is practically deceased), otherwise, it shows a discrepancy and the data
cannot be trusted. Therefore, by adding such logical information regarding the
co-existing situations and signals, the system can perform a cross-validity check
and obtain another level of holistic awareness regarding the confidence it can
invest in the observed data.
4 Impact Evaluation
In this section, we explain how we have taken advantage of the concepts discussed
in previous sections to enhance the reliability of our EWS. The details of our
experimental set-up and acquired results are as follows.
4.1 Experiments Set-Up
EWS Table: Because human body functions have some variance from person to
person, there exist several different EWS classification tables from various studies
1 We note that the consequence of an anomaly detection should be/is decided by higher
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Table 1. Score classification table of a set of vital signals
Vital signal score 3 2 1 0 1 2 3
Heart rate (beats/min) <40 40–51 51–60 60–100 100–110 110–129 >129
Systolic blood pressure (mmHg) <70 70–81 81–101 101–149 149–169 169–179 >179
Respiratory rate (breaths/min) <9 9–14 14–20 20–29 >29
Oxygen saturation (%) <85 85–90 90–95 >95
Body temperature (◦C) <28 28–32 32–35 35–38 38–39.5 >39.5
[2,11,12]. In this work, as shown in Table 1, we mainly use a similar table as in
[2]. Whereas the original table showed only one possible score (= 2) for the
hypothermia, Brown et al. introduced in their work [13] four different stages of
an accidental hypothermia (called HT I to HT IV). Following that approach, we
combined HT III and IV because HT III shows symptoms of weak- and HT IV
of no vital signals.
Patients’ Data: The vital signal data were obtained from the experiments carried
out by Azimi et al. [2]. This dataset contained records of heart rate, systolic blood
pressure, respiratory rate, and oxygen saturation of a 35 years old healthy male
subject [2]. To evaluate the behavior of the system during a malfunction, instead
of the measured temperature, we introduced faulty temperature data.
Analysis Environment: For the analysis of the EWS, we used our hierarchical
agent-based model toolbox. It is developed in C++, and its agents can be con-
figured in different ways based on the requirements.
4.2 Confidence Assessment and Results
Experiment 1: Absolute Bounds
The first validation step is to check if a measured value is in a plausible range.
For temperature for example, according to Omics International2, the tempera-
ture extremes in Europe are about −58◦C and 48 ◦C. Therefore, these values
can be used to define the extreme lower and upper bounds of the temperature.
The measured value will be classified as valid if it is in this range. Although this
boundary allows us to evaluate the behavior of system regarding this parameter,
we note that more accurate values will have to be chosen when the system is
used to monitor a patient’s condition in real life.
Figure 3 shows the results of the confidence validation’s regarding the
absolute bounds. The body temperature was manually set to 100 ◦C which is
out of the absolute bounds. Therefore, the score of the temperature is 3 for the
whole time if it is not checked regarding its confidence and 0 if it is checked.
2 http://research.omicsgroup.org/index.php/List of weather records, accessed on
July 2016.
223
96 M. Götzinger et al.
Fig. 3. Calculation of the MEWS and EWS with the same data set. Body temperature
is manually set to 100 ◦C which is out of the absolute bounds. CCVU deactivated for
showing the difference.
Experiment 2: Change Rate
Here, we concentrate on the consistency of the data based on the maximum
plausible rates of change of an input signal. Regarding the body temperature, the
highest cooling rates obtained from persons that got completely buried under an
avalanche are between 6 ◦C/h to 9.4 ◦C/h [10,14,15]. Assuming that temperature
of a human body cannot increase faster than it can decrease, we set the maximum
possible rate of change to 10 ◦C/h (= 0.17 ◦C/min = 0.003 ◦C/s). The body
temperature will be considered as unconfident if the rate of change is higher
than the maximum allowed limit set. The input signal has to have approximately
the same value (previous value ± allowed rates of change) it had before it was
unconfident to get the confident status back3.
Figure 4 shows the results of the confidence validation’s regarding the change
rate. The body temperature was manually set to 36 ◦C which is equivalent to
score 0. After a short period, the temperature was decreased faster as the max-
imum allowed rate of change. We can see that in the absence of Confidence
Validation Unit (CVU), we have false alarms which we do not observe in the
enhanced system. If the CVU is deactivated, the body temperature score is
unequal to zero when the associated input gets lower than 35 ◦C. On the other
hand, the input signal is being considered as unconfident if the CVU is activated.
Now to get the new data tagged as confident again, regardless of its change, its
absolute value needs to go back to latest value tagged as confident ± allowed
change. For example, we set the temperature signal to an unchanging value
between the seconds 12 and 14 and although the input signal’s rate of change is
equal to zero, it is still classified as unconfident.
Experiment 3: Cross Confidence Validation
Humans’ vital signals such as heart rate, blood pressure, and respiratory
rate change with a body temperature when it is too high or too low [13,16].
A mild hypothermia can come along with symptoms such as tachycardia
3 We remark that to ascertain a signal’s rate of change, a history is needed. As a
preparatory work, history has to get smoothed before calculating the rates of change,
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Fig. 4. Calculation of the MEWS and EWS with the same data set. Body temperature
is manually set to 36 ◦C (score 0) and then decreased faster as the maximum allowed
rates of change is set. CCVU deactivated for showing the difference.
and tachypnea, a medium hypothermia already shows signals of hypotonia and
bradycardia. Henceforth, the lower the body temperature the weaker the vital
signals get; until they finally stop [17]. Regarding hyperthermia, the changes of
vital signals are not completely identical, but show a similar behavior; that is,
general deterioration [16]. By implication, this means that body temperature
cannot be injurious if all the other vital signals have a good value.
In contrast to the two steps before, the Cross Confidence Validation Unit
(CCVU) needs already abstracted knowledge from different sources. Therefore,
this validation is only possible at a higher hierarchical level. In our case, that
is the body agent which gets the abstracted data from the different agents. The
CCVU was configured to consider the measured temperature as valid if more
than 50% of the vital signals (body temperature excluded) have a non-zero score
in accordance to that of the temperature.
Figure 5 shows results of the confidence validation test. The body temper-
ature was manually set to 32 ◦C (score 1). The other input signals are time-
displaced to set their values to non-zero scores, one input after the other. It can
be seen that at 17 s the MEWS is changing when more than 50% (3 out of 4) of
the input variables reach a non-zero score. We can see that if the temperature
sensor is included in the EWS calculation - when the CCVU is deactivated - we
Fig. 5. Calculation of the MEWS and EWS with the same data set. Body temperature
is manually set to 32 ◦C (score 1) and the other input signals are time-displaced (one
after the other) to values where there are no score 0 present.
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have a higher EWS. Such a case, nonetheless, is physiologically not possible and
hence, the EWS should not be affected.
5 Conclusion
It is vital that the Early Warning Score is computed correctly at all times,
in spite of potential complications in the input data stream. Otherwise, there
could be false or missed alarms. In this paper, we show that it is possible to
check the confidence of the input data with our modular solution based on self-
awareness. Using this concept, the reliability of EWS improved in all three cases
we experimented with. Thus, we demonstrated that using the data confidence
validation system, the quality, and robustness of the EWS assessment can be
improved.
We used a hierarchical agent-based system which allows processing both the
data and their meta-data, such as the confidence assessment. Due to its modular-
ity and a good match of the data processing flow from lower to higher abstraction
levels, it is a promising architecture for EWS or similar systems.
In the future, we will extend our framework and add various features such
as the ability of learning. We assume that a learning unit could help choosing
better boundaries and values, based on the personalized behavior of the subject,
for confidence evaluation and consequently the score calculation.
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Abstract. Early Warning Score (EWS) systems are a common practice
in hospitals. Health-care professionals use them to measure and pre-
dict amelioration or deterioration of patients’ health status. However, it
is desired to monitor EWS of many patients in everyday settings and
outside the hospitals as well. For portable EWS devices, which moni-
tor patients outside a hospital, it is important to have an acceptable
level of reliability. In an earlier work, we presented a self-aware modi-
fied EWS system that adaptively corrects the EWS in the case of faulty
or noisy input data. In this paper, we propose an enhancement of such
data reliability validation through deploying a hierarchical agent-based
system that classifies data reliability but using Fuzzy logic instead of
conventional Boolean values. In our experiments, we demonstrate how
our reliability enhancement method can offer a more accurate and more
robust EWS monitoring system.
Keywords: Early Warning Score · Modified early warning score
Self-awareness · Data reliability · Consistency · Plausibility
Fuzzy logic · Hierarchical agent-based system
1 Introduction
Chronic diseases such as cardiovascular diseases are the leading cause of death
in the world [1]. Such diseases put patients at the risk of sudden health deteri-
oration, which is reflected in patient’s vital signs up to 24 h in advance. Early
enough health deterioration detection effectively increases the chance of patient’s
survival [2].
In hospitals, particularly in intensive care units, the Early Warning Score
(EWS) is a prevalent manual tool, by which patient’s vital signs are periodi-
cally recorded and the emergency level is interpreted [3]. To this end, a score
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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(0 for a perfect condition and 3 for the worst condition) is allocated to each
vital sign according to its value and the predefined limits (see Table 1). The
summation of the obtained scores indicates the degree of health deterioration
of the patient (the higher the EWS, the worse the patient’s health condition).
However, there are two major restrictions in this manual tool. First, unreliable
interpretation might be made due to the presence of inaccuracy and latency in
the manual data collection. Secondly, and the more important restriction from a
practical point of view, this manual tool is not applicable to out-of-hospital situ-
ations where no professional caregiver is available to perform the measurements.
Recent advancements in Internet of Things (IoT) technologies can mitigate these
restrictions by providing 24/7 remote health monitoring. In EWS systems based
on IoT devices, patients’ vital signs along with context data are continuously
monitored via mobile/wearable sensors, while cloud server performs data anal-
ysis and decision making algorithms for the score determination [4,5].
Data reliability of such IoT-based EWS systems in remote health monitoring
is of paramount importance. In our previous work [6], we proposed an archi-
tecture which exploits self-awareness techniques to adaptively adjust the EWS
in the case of faulty readings from the sensor. We indicated a binary decision-
making technique to determine whether the sensory data is reliable, and if needed
we accordingly adjusted the EWS. However, like many other natural phenom-
ena, data reliability of the sensory data is a continuous value and treating it in
a binary manner, although simplifying the analysis, can lead to loss of informa-
tion. For example, many somewhat reliable sensory data can lead to an unreliable
assessment whereas in a binary assessment they may be interpreted as reliable
(since they may fall closer to a reliable value in the spectrum) and thus create a
wrong assessment.
In this paper, we propose a data reliability validation technique that is based
on Fuzzy logic. The usage of Fuzzy logic instead of Boolean logic to classify
input data as reliable or faulty covers the unsharp (fuzzy) ranges in which vital
signs can indeed be correct or incorrect. In our extensive experiments, we show
how our Self-Aware Early Warning Score (SA-EWS) method can be leveraged
to enhance the reliability and robustness of health monitoring systems.
Table 1. Score classification table of a set of vital signals
Vital signal score 3 2 1 0 1 2 3
Heart rate (beats/min) <40 40–51 51–60 60–100 100–110 110–129 >129
Systolic blood pressure (mmHg) <70 70–81 81–101 101–149 149–169 169–179 >179
Respiratory rate (breaths/min) <9 9–14 14–20 20–29 >29
Oxygen saturation (%) <85 85–90 90–95 >95
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2 Data Reliability Concepts
Data reliability is an additional meta-data which describes the quality of the
measured data. The reliability consists of accuracy and precision of sensory
data [7] and grants a higher level of comprehension on the validity of the input
data. If a sensor is broken, the monitored vital sign will be most probably inac-
curate and not precise. Whereas the data provided by the sensor can still be
accurate and precise when the sensor is detached from the patient’s body. How-
ever, in both of these cases, an EWS calculated based on their values is invalid
and therefore, unreliable in the given context. Hence, determining the reliability
of the input data can be very challenging, but there exist potential solutions; con-
sistency and plausibility controls, as well as cross validation are among them [7].
While the calculation of the EWS is based on the absolute values of the vital
signs, the reliability of the EWS uses additional information about slopes and
inter-correlations of the vital signs.
Consistency: Signals often have some limits such as maximum rate of change,
these limits can be exploited to assess the reliability of a signal. Consistency is
an aspect that can provide information on whether an observed input signal is
reliable or not based on its history. A signal with a physically impossible slope
indicates a problem which can be evoked by a sensor failure or a detachment
of the sensor from the body. Regardless of the reason, a faulty monitored vital
sign affects the calculation of the EWS negatively and should be avoided. For
example, a change of the body temperature of several degrees per minute is
impossible [8]. Therefore, in such a case the gathered sensory data should be
classified as unreliable and treated accordingly.
Plausibility and Correlation: One aspect of plausibility is the absolute value
of an input signal. For example, the oxygen saturation can only be between 0%
and 100%. An input data that shows values of the oxygen saturation outside of
this boundary must be classified as unreliable.
Another aspect of plausibility is the cross-reliability or co-existence plausibil-
ity. Various efforts have been conducted to indicate correlations between different
vital signs [9–11]. For instance, considering the possible effect of the body tem-
perature on the heart rate value, the probability of an increase in heart rate is
high in the case of elevated body temperature [10]. As a second example, we can
consider that a body temperature of −30 ◦C is implausible in the case of a living
patient, although a deceased person lying in a very cold area can have such a
low body temperature.
3 Fuzzified Reliability Assessment
In contrast to our previous work [6] where the data reliability validation was
based on Boolean logic, we propose here the use of Fuzzy logic. Because of
the lack of complete knowledge of all body functions, determining whether a
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vital sign is monitored correctly is a hard task. Fuzzy logic brings the significant
advantage of covering unsharp (fuzzy) ranges in which vital signs cannot be easily
tagged as correctly monitored or not. Thus, a vital sign can have a reliability
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Fig. 2. System architecture.
In the proposed system, the first task of reliability module is to analyze two
metrics of a vital sign, the absolute value of the signal and its slope. For this
analysis, fuzzy membership functions (shown in Fig. 1) are needed, each of which
is configured to match the properties of the assigned signal. The result of this
analysis is given by two parameters, the reliability of the absolute value rabs and
that of the signal slope rslo. Subsequently, the reliability of an input signal rsig
is calculated with
rsig = rabs ∧ rslo (1)
where the fuzzy “and” (∧) is equal to a minimum function [12]. The parameter
rsig gives information about the reliability of each signal considered separately
and omits the correlation of the different vital signs (reviewed in Sect. 2). To
consider the correlation, more highly abstracted information is needed on how
one vital sign can impact another. The cross-validated reliability, rcro, which
exists for each pair of signals is given by
rcro =
{
1 if Svs1 = Svs2
1
pcro|Svs1−Svs2| if Svs1 = Svs2
(2)
where pcro ∈ (0,∞) denotes a coefficient of the strength of the correlation1
between vital signs vs1 and vs2, and Svs1 as well as Svs2 are the abstracted
scores of these two vital signs.
1 The reliability module in our implementation limits the cross-reliability rcro to a
value between 0 to 1, although theoretically, a coefficient less than 1 can lead to a
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When all reliability and cross-reliability values are available, the reliability
of the calculated EWS is given by
r = (rsig1 ∧ · · · ∧ rsign) ∧ (rcro12 ∧ rcro13 ∧ · · · ∧ rcromn) (3)
where the first term conjugates all reliabilities of the various vital signs, and the
second term contains the conjunction of all combinations of cross-reliabilities.
4 Experiments
4.1 Implemented System Architecture
As in our last work [6], a hierarchical agent-based model, implemented in C++,
constitutes the base of the SA-EWS system (Fig. 2). Such an agent-based app-
roach combined with the usage of mini ODA loops enable a good modularity and
simple implementation. Every agent works according to an ODA loop; which
means that every single agent monitors certain inputs, decides what to do, and
acts accordingly.
Beside its modularity, such hierarchical agent-based architecture has another
essential advantage. The input data with all its semantic content and contextual
information can be abstracted in different layers [13]. As shown in Fig. 2, each
agent of the lower hierarchical level is connected to a sensor. Due to the agent-
based design, the scoring of vital signs and the calculation of the EWS are
performed independently in different locations.
4.2 Functional Description of the System
First, each low-level agent reads the actual value of the vital sign the sensor
attached to it provides. Subsequently, it abstracts the raw input data to a vital
sign score S (Table 1) and validates the reliability of the signal, rsig (Eq. 1).
Finally, the low-level agent sends both values (score S and the signal reliabil-
ity rsig) to the agent of the higher hierarchical level; the “Body Agent”.
Similar to the low-level agents, the body agent starts its task with reading the
input values, although these are coming from the low-level agents and not from
sensors. This high-level agent is responsible for the calculation of the EWS as well
as the reliability of the calculated EWS. While the agent’s binding module sums
up all gathered scores to calculate the EWS, the reliability module calculates the
cross-reliability, rcro, for each pair of vital signs (Eq. 2) followed by the reliability,
r, of the overall EWS (Eq. 3). As the last step and before the next data sets are
read, the calculated EWS and its reliability, r, are outputted.
4.3 Experimental Data
All vital signs are collected from a 36 years old male subject with diastolic hyper-
tension. Several sensors and devices are used for data collection. The Bioharness
3 [14] chest strap with a wearable Bluetooth sensor set is used to record the
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heart rate and the respiration rate. Blood pressure and blood Oxygen satura-
tion are recorded using iHealth BP5 [15] arm blood pressure monitor and iHealth
PO3 [16] finger grip pulse oximeter which both of them are Bluetooth-enabled
monitoring devices. Body temperature sensor is a DS18b20 [17] digital tempera-
ture sensor connected to ATMEGA328P [18] microcontroller and nRF51822 [19]
Bluetooth low energy module. We used an Android phone to collect data from
all sensors during the experiments with the rate of one sample per second.
We conditioned the data collection phase to emulate certain faults and errors.
These conditions are applied in order to show how the system is able to detect
the changes from normal to the abnormal condition and back from abnormal to
normal condition. To this end, a change has been applied for around 5 min in the
middle of a 15-min data collection. We note that the conducted experiments are
proof-of-concept experiments and more extensive tests with more patients are
planned for the future. The applied abnormal conditions are: (i) The temperature
sensor has been detached from the body and brought to contact with an object
at room temperature, (ii) The temperature sensor has been detached from the
body and brought to contact with a cold object, (iii) The temperature sensor
has been detached from the body and brought to contact with a hot object, (iv)
A biceps contraction has happened during the blood pressure measurements,
and (v) The chest strap for the heart rate and respiration rate monitor has been
loosened.
4.4 Configuration
Several factors influenced the setup of the fuzzy membership functions and the
correlation coefficients. Besides the medical publications [8–11,20], expert’s opin-
ions from various physicians, the accuracy of the sensors used, and the medical
condition of the patient were considered in configuring the system. To repeat
the experiments with other sensors or patients, the setup should be reconfigured
again to reflect such personalization. Although reconfiguration of these param-
eters is easy in our system, finding our the right values is a complex task which
requires further research for enabling its automation.
5 Results
Our experiments show that the SA-EWS system works correctly, and the reli-
ability of the calculated EWS coincides with the condition of the measurement
setup. In other words, erroneous input data leads to a lower reliability. Due to
the space limitation, only two of these cases are shown here in this section.
In the first experiment (shown in Fig. 3(a)) at around 350 s the body tem-
perature sensor is detached and measures the room temperature until it is again
attached (around 700 s). Over this period the reliability value decreases dras-
tically. Whereas the validation of the slope causes the low reliability during
the beginning and the ending phase of the period of detachment, the cross-
plausibility validation does this for the rest of this period. Because of the medi-
































































































Fig. 3. The monitored vital signs, the EWS and its reliability. (a) the body temperature
sensor is detached from the patient and temporarily measures the room temperature
(b) a contraction of the biceps interferes with the blood pressure measurement.
the respiration and the other vital signs was set to weak (decreased from the
default value of 1.5 to 0.6). Nevertheless, during the moments when the respi-
ration frequency reaches values greater than or equal to 20 (score 2), reliability
level decreases even further.
For the second experiment shown here (Fig. 3(b)), we tampered with the
measurement of the blood pressure. The gathered input data shows a high blood
pressure value because the patient tensed his biceps during two of the samples
(around 550 s and 700 s). Since there is a strong correlation between heart rate
and blood pressure [9], the correlation coefficient pcro was increased from 1.5 to
2.5. As the heart rate was more or less constant while the blood pressure was
increased, the cross-reliability led to a low reliability. As in the first experiment,
the temporary breathing rate with a score of 2 or higher leads to short periods
of slightly reduced reliability at around 200 s and 400 s.
6 Conclusion and Future Work
In this paper, we presented an SA-EWS system with a fuzzified reliability val-
idation which recognizes erroneous vital signs caused by various measurement
artifacts such as loose sensors, detached sensors or other interferences. In our
experiments, the proposed system was successful in detecting such events and
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decreased the data reliability during such events. This observation shows that
self-awareness techniques such as the one proposed and used here can provide
more robust EWS calculations. We note that deciding the value of parameters
such as possible absolute values, signal slopes, and correlations among various
vital signs demands domain knowledge. As the human body is an extremely
complex system, not every phenomenon is already known. Therefore, although
domain knowledge can be helpful for general cases, it does not replace personal-
ized assessment which experts can provide each patient with. For this reason, we
plan to add a learning module to the SA-EWS system which should learn about
the patient’s body functions and its basic health condition. In addition, more
metrics should be generated and used, such as the derivation or the variability
of a vital sign.
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6. Götzinger, M., Taherinejad, N., Rahmani, A.M., Liljeberg, P., Jantsch, A., Ten-
hunen, H.: Enhancing the early warning score system using data confidence. In:
Perego, P., Andreoni, G., Rizzo, G. (eds.) MobiHealth 2016. LNICST, vol. 192, pp.
91–99. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-58877-3 12
7. TaheriNejad, N., et al.: Comprehensive observation and its role in self-awareness;
an emotion recognition system example. In: Proceedings of FedCSIS (2016)
8. Pasquier, M., et al.: Cooling rate of 9.4 ◦C in an hour in an avalanche victim.
Resuscitation 93, e17–e18 (2015)
9. Reule, S.: Heart rate and blood pressure: any possible implications for management
of hypertension? Curr. Hypertens. Rep. 14(6), 478–484 (2012)
10. Davies, P.: The relationship between body temperature, heart rate and respiratory
rate in children. Emerg. Med. J. 26(9), 641–643 (2009)
11. Zila, I., Calkovska, A.: Effects of elevated body temperature on control of breathing.
Acta Medica Martiniana 2011(Supp 1), 24–30 (2011)
12. Ross, T.J.: Fuzzy Logic with Engineering Applications. Wiley, New York (2009)
13. Guang, L.: Hierarchical agent monitoring design approach towards self-aware par-
allel soc. ACM Trans. Embed. Comput. Syst. 9(3), 25 (2010)
14. Zephyr: Bioharness 3. www.zephyranywhere.com. Accessed June 2017









Self-Aware Early Warning Score 11
16. iHealth: iHealth PO3. www.ihealthlabs.com/fitness-devices/wireless-pulse-
oximeter/. Accessed June 2017
17. Maxim Integrated: DS18b20. www.maximintegrated.com/en/products/analog/
sensors-and-sensor-interface/DS18B20.html. Accessed June 2017
18. ATMEL: Atmega328p. www.atmel.com/devices/atmega328p. Accessed June 2017
19. Nordic Semiconductor: nrf51822. www.nordicsemi.com/eng/Products/Bluetooth-
low-energy/nRF51822. Accessed June 2017
20. Song, H.S., et al.: The effects of specific respiratory rates on heart rate and heart






































TURUN YLIOPISTON JULKAISUJA – ANNALES UNIVERSITATIS TURKUENSIS
SARJA – SER. F OSA – TOM. 5 | TECHNICA – INFORMATICA | TURKU 2021
SELF-AWARE RELIABLE 
MONITORING
Maximilian Götzinger
