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We consider a global Liouville type theorem for semi-linear elliptic
equation on Heisenberg group. Our main idea is the method of
integration by parts for a “vector ﬁeld” analogous to the quantity
in Gidas and Spruck (1981) [5].
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and main result
An important feature of this paper is that we develop the analogue of the vector ﬁeld method for
the Heisenberg group. This allows us to obtain some new non-existence results for a class of positive
solutions of the following semi-linear equation
Hu + h(x)up = 0 in Hn, (1.1)
where H is the Heisenberg Laplacian, Hn is the Heisenberg group whose underlying manifold is
R
2n+1 (n  1), and h  0, 1 < p < 1 + (8n + 7)/(2n + 1)2. We consider Hn as the set Cn × R with
coordinates (z, t) and the group law
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for (z, t), (ξ, τ ) ∈ Cn × R, (1.2)
and the norm
∣∣(z, t)∣∣= (t2 + |z|4) 14 . (1.3)




(Zα Zα + Zα Zα) (1.4)
with the left-invariant vector ﬁelds Zα = ∂/∂zα + izα∂/∂t , α = 1, . . . ,n.
Denoting by Q = 2n+2 the homogeneous dimension of Hn , our main result is the following global
Liouville type theorem.
Theorem 1. Let u(x) ∈ C2(Hn) be a nonnegative solution of
Hu + h(x)up = 0 in Hn, n > 1, (1.5)
with 1 < p < Q (Q +2)
(Q −1)2 . Assume that h(x) is a nonnegative function such that
Hh(x) 0 in Hn, (1.6)
and for |x| large,
∣∣∇ logh(x)∣∣ c|x| , (1.7)
c1|x|σ  h(x), σ > − 5n + 1
4n2 + 2n − 3 . (1.8)
Then u(x) ≡ 0.
Theorem 1 extends the Liouville theorems of Birindelli, Dolcetta and Cutri [1]. Indeed one of the
results of [1] was that for 1 < p  QQ −2 , the only nonnegative solutions of
Hu + up = 0 in Hn (1.9)
are the trivial ones. There, as well as here, no conditions at inﬁnity for u are required. To our knowl-
edge, non-existence results for Eq. (1.9) were stated as an open problem for QQ −2 < p <
Q +2
Q −2 , except
for special cases, such as the solutions are cylindrical or decay at inﬁnity, see the work [2] and refer-
ences therein. When p = Q +2Q −2 , the uniqueness theorem for positive entire solutions of (1.9) has been
studied by Jerison and Lee in [7,8] under u ∈ L1+p(Hn) and later by Garofalo and Vassilev in [6] for
cylindrical symmetric solutions.
Remark 1. Let us point out
Q
<





Q − 2 (Q − 1) Q − 2
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For n = 1, it may be an interesting open problem.
In the Euclidean case, the non-existence results for 1 p < n+2n−2 , have ﬁrst been proved by Gidas
and Spruck in [5] and then by Chen and Li in [3] using the method of moving plane. Gidas and
Spruck [5] introduced the vector ﬁeld for semi-linear elliptic equation in Rn and some manifolds. The
basic form of vector ﬁeld appeared in a geometric result of Obata [9] concerning deformations of the
usual metric on Sn. In fact, the vector ﬁeld leads to some identities which were essential for their
work. Using this idea, S.Y.A. Chang, M. Gursky and P. Yang in [4] considered the classiﬁcation of entire
solutions of a fully nonlinear equation in conformal geometry.
In the second section, we introduce a quantity which comes from vector ﬁeld similar to Obata or
Gidas and Spruck [5], then give out an integral about this quantity in two expressions. Let us point
out that the difference in the computation with respect to the Euclidean case is that the Hessian is
not symmetric and hence there are terms that appear from the commutator. In the last section we
prove our main theorem by dealing with the integral delicately.
2. An integral about a vector ﬁeld of Obata
In the rest of this paper, we will always use the standard holomorphic frame {Zi} and dual admis-
sible co-frame {dzi} for i = 1, . . . ,n. Covariant derivatives on Hn are given by u j1... jr = Z jr · · · Z j1u, for
js = i, i, or 0, with the conventions that Z0 = ∂/∂t and Zi = Z i . The second covariant derivatives of a
scalar function u satisfy the following commutation relations:
uij − u ji = 0, (2.1)
ui j − u ji = 2iδi ju0, (2.2)
u0i − ui0 = 0. (2.3)
Next let u  0 satisfy (1.5). Combining with (2.2) we get
n∑
i=1










Set u = v−k (k = 0), then
ui = −kv−k−1vi, (2.6)
ui j = −kv−k−1vi j + k(k + 1)v−k−2vi v j, (2.7)
Hu = −kv−k−1H v + 2k(k + 1)v−k−2|∇v|2, (2.8)
where |∇v|2 =∑ni=1 vi vi . Thus from (1.5), v satisﬁes the equation
H v = 2(k + 1)v−1|∇v|2 + h
k
vk+1−kp. (2.9)
Again by (2.2) for v ,
∑n
i=1(vii − vii) = 2niv0, then




































We deﬁne a similar “vector ﬁeld” as in [5,9]:
Eu
i j





uγ γ δi j. (2.12)
Obviously Eu
i j























From (2.7) and (2.12),
Eu
i j
= k(k + 1)v−k−2
(










is also trace free.









where q,k, r are to be determined. We will express the integral in two forms by the following two
steps respectively. For convenience, we omit the domain Ω in all integrals below.






























































vi v j E
v
i j
+ vi v j Evi j
)
=: I + II + III. (2.16)
Preserving I and II, we calculate













vγ γ δi j
)


















vr−1ϕq(vi v j vi j + vi v j vi j)
=: III1 + III2. (2.17)
And further we have




vr−1ϕq(vi v j vi j + vi v j vi j)




















Using integration by parts, it gives




ϕq|∇v|2[(vr−1) j v j + (vr−1) j v j]




vr−1|∇v|2[(ϕq) j v j + (ϕq) j v j]




vr−1|∇v|2ϕq(v j j + v j j)




vr−1ϕq(vi v j vi j + vi v j vi j)
= k2(k + 1)
∫
vr−1ϕq|∇v|2H v + 2k2(k + 1)(r − 1)
∫
vr−2ϕq|∇v|4




vr−1|∇v|2[(ϕq) j v j + (ϕq) j v j]




vr−1ϕq(vi v j vi j + vi v j vi j). (2.18)
























+ 2(r − 1)
]∫
vr−2ϕq|∇v|4




vr−1|∇v|2[(ϕq) j v j + (ϕq) j v j]




vr−1ϕq(vi v j vi j + vi v j vi j). (2.19)
Step II. On the other hand, using (2.12) and the fact Eu
i j



























































=: IV + V + VI. (2.20)
































































































































=: i(n − 1)IV1 + n − 1
2n
IV2. (2.22)




















































































IV = −n(n − 1)k2
∫
vrϕqv20 − k(n − 1)i
∫
hvr+k+1−pkϕqv0


























− k2(r + 2k + 2)(n − 1)i
∫
vr−1ϕq|∇v|2v0. (2.25)
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n∑
j=1






















































q) j vr+2k+2 =: V3 in two kinds of
the form V 13 and V
2
3 . The reason will be pointed out at the end of Section 3. On the one hand, from
integration by parts for subindex j,






























∫ [−kv−k−1vij + k(k + 1)v−k−2vi v j]





ui[u j ji − 2iδi ju j0]ϕqvr+2k+2
+ (r + 2k + 2)k
n∑
i, j=1
∫ [−kv−k−1vi j + k(k + 1)v−k−2vi v j]ϕqvr+kvi v j,
then









vr−1ϕq(vij vi v j + vi j vi v j)
+ [k2(k + 1)(r + 2k + 2) − k2(k + 1)2] ∫ vr−2ϕq|∇v|4























































































− k2(r + 2k + 2)(n + 2)i
∫
vr−1ϕq|∇v|2v0. (2.28)
Putting (2.28) into (2.27), we get











vr−1ϕqvi j vi v j




vr−1ϕqvi j vi v j
































− (r + 2k + 2)k2(n + 2)i
∫
vr−1ϕq|∇v|2v0. (2.29)
L. Xu / J. Differential Equations 247 (2009) 2799–2820 2809On the other hand, using integration by parts for subindex i,
































































































ji vi v j




































i vi v0 + ηV 13 + (1− η)V 23 , (2.31)
where η is to be determined.
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n∑
j=1














Similar to the process in (2.26), we obtain
VI = k2(r + 2k + 2)(r + 2k + 1)
∫
vr−2ϕq|∇v|4







+ k2(r + 2k + 2)(n + 1)i
∫
vr−1ϕq|∇v|2v0













vr−1ϕqvi j vi v j. (2.33)
3. Proof of Theorem 1





|2ϕqvr+2k+2 is real, so
IV + V + VI = IV + V + VI. (3.1)
Combining Steps I and II in Section 2, we should have
I + II + III = IV + V + VI + IV + V + VI
2
. (3.2)





















































































+ 2(r − 1)
]
− k2(k + 1)(r + k + 1)η







(k + 1)2 − (2+ η)(k + 1)r − r(r − 1)
]
, (3.4)





λ3 = n(n − 1)k2 − n(n + 2)k2η = nk2
[
(n − 1) − (n + 2)η], (3.6)






k(k + 1) − k(r + 2k + 2)(n − 1)
2n




















λ6 = −k2(k + 1) + k
2(r + 2k + 2)
2
− k
2(r + 2k + 2)
2
(1− η) + k




(r + 2k + 2)
2




























= k2[(n + 1)η − (n − 1)]i, (3.12)
λ10 = −k2(k + 1) + k
2(k + 1) − k2(r + k + 1)
2
η + k






























































vr+k+1−pkϕq[hi vi + hi vi]
− 1

















Here using the fact that the integral is real again. Putting (3.16) into λ5
∫
hvr+k−pkϕq|∇v|2, the equal-



























































vr−1ϕq(vi v j vi j + vi v j vi j)






















2k(r + 2k + 2− pk)λ5 + λ2
=: λ′5 + λ2
= (1+
1
n )r + (1+ η − 1n )pk
4(r + 2k + 2− pk) , (3.18)
λ′11 = λ11 − kλ′5, λ′′11 = −kλ′5, (3.19)
and the others as before.
Proof of Theorem 1. Now we choose
k = 0, p > 1, h 0. (3.20)
We will use the identity (3.17) to conclude v ≡ 0, thus u ≡ 0. Our goal is to make the left-hand
side of (3.17) to be positive, which need λ1, λ′2, λ3 and λ4 all be nonnegative, and at the same time,
the exponent of v in positive integrals to be nonnegative at least, which needs r  0 at least since
the ﬁrst term is positive for k = 0. On the other hand, we need that the right-hand side of (3.17) can
be controlled by the terms in the left-hand side and the cut-off function ϕ with its derivatives, which














valid for positive numbers a,b, t, s, and  . In the rest of the paper ε will denote a suﬃciently small
















Since ϕ  1, ϕq−1  ϕq−2,



































(|∇2ϕ| + |∇ϕ|2)2. (3.24)
Now we will explain why we can’t do case n = 1 pointed in Remark 1. Since we need
λ3 = nk2
[
(n − 1) − (n + 2)η] 0, (3.25)
and
λ4 = k2η 0, (3.26)
it gives
0 η (n − 1)/(n + 2). (3.27)
If n = 1, it leads to η = 0, then we know from (3.12) that λ9 = 0. At the same time λ10 = 0 except for
r = 0. However the case r = 0 can be excluded. In fact, because λ7 and λ8 are not equal to zero, we
need λ1 > 0 to control the terms ε
∫
vr−2ϕq|∇v|4 in (3.23) and (3.24). Recalling (3.4), n = 1, η = 0,













valid for a′ > 0,b′ > 0 and








vrϕq|vij|2. To control it we need λ4  a′ , but it’s impossible
for η = 0. So we can’t realize our goal at the beginning of our proof, it means that we can’t deal with
n = 1 using our method at present.






























It demands λ3 > 0 in return to control ε
∫
vr v20ϕ
q . It results
0 η < (n − 1)/(n + 2). (3.31)
To ensure λ1 > 0 as before, r cannot be zero, and λ10 also. The same way as above we obtain (3.28)
and (3.29).















































































































ϕ j(logh) j + ϕ j(logh) j
]
, (3.33)
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λ′′11
r + k + 2− pkHh 0. (3.34)
Since we need η  0 such that λ4 = k2η  0, it makes at the same time λ2 < 0 from (3.5) and
λ′5 −λ2 > 0 to ensure λ′2  0 from (3.18). Then assumption (3.34), with λ′′11 = −kλ′5, is equal to
k
r + k + 2− pkHh 0. (3.35)























[|∇ logh||∇ϕ| + |Hϕ| + |∇ϕ|2] (3.36)
under the assumption (3.35).











h2vr+2k+2−2pkϕq + (λ3 − ε)
∫
vrϕqv20












[(|Hϕ| + |∇ϕ|2)2 + |∇ϕ|4]. (3.37)
Now we deal with the right-hand side of (3.37) using Young’s inequality again. Choosing t1 =
r+2k+2−2pk
r+k+2−pk > 1, s1 = r+2k+2−2pkk−pk > 1 in (3.21), we have∫
vr+k+2−pkhϕq−2









[|∇ logh||∇ϕ| + |Hϕ| + |∇ϕ|2]s1 (3.38)
with μ1 = (q − 2− qt )s1.1
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∫
vr+2ϕq−4









[(|Hϕ| + |∇ϕ|2)2 + |∇ϕ|4]s2 (3.39)







∣∣2ϕqvr + (λ1 − b′ − ε)
∫
vr−2ϕq|∇v|4
+ (λ′2 − ε)
∫
h2vr+2k+2−2pkϕq + (λ3 − ε)
∫
vrϕqv20
















[(|Hϕ| + |∇ϕ|2)2 + |∇ϕ|4]s2 . (3.40)
We pick Ω = {x ∈ Hn ⊂ R2n+1: |x| R} and
ϕ(x) = 1 for |x| 1
2
R,
0 ϕ(x) 1 for 1
2









R  |x| R. (3.42)
Moreover we choose q large enough such that μ1 = μ2  0 to make ϕμ1 = ϕμ2  1. Together with
conditions (1.7) and (1.8), and noting that the homogeneous dimension is 2n + 2, we have





k(1− p) > 0. (3.44)
In fact from above r > 0, p > 1, it implies that k < 0. In return, it guarantees that t1, s1, t2, s2 are
all more than 1. And assumption (3.35) also holds with the condition (1.6). It yields form (3.40) and
(3.43)





∣∣2ϕqvr + (λ1 − b′ − ε)
∫
vr−2ϕq|∇v|4
+ (λ′2 − ε)
∫
h2vr+2k+2−2pkϕq + (λ3 − ε)
∫
vrϕqv20








We can see that (3.45) implies v ≡ 0 and thus u ≡ 0 as R → +∞, on the conditions that
λ1 − b′ > 0, λ′2 > 0, λ3 > 0, λ4 − a′  0, (3.46)
−2s1 − r + 2
k − pkσ + 2n + 2 < 0. (3.47)
To complete the proof of the theorem, we only need to pick suitable k < 0, r > 0, p > 1, η and
then σ such that (3.46) and (3.47) hold. Firstly it needs λ4  a′ , recalling (3.7) and (3.28), a′ > 0 leads
to η > 0. Secondly, according to (3.6), λ3 > 0 needs η < (n − 1)/(n + 2). In fact, λ4 comes only from
the term ηV 13 . 0 < η < (n − 1)/(n + 2) < 1 tells us why we should express the term V3 in (2.31) as
ηV 13 + (1− η)V 23 .
Again from (3.29), we can choose the best constant a′ = k2η and b′ = k4r2(1− η)2/(4a′) such that






















(r + 2k + 2− pk) > 0. (3.49)
Set y = 1+ 1k < 1, δ = − rk > 0. Then (3.48) is equivalent to the following inequality with quadratic
polynomial about y at the left side:
(
1+ η − 1
n
)





















(−δ + 2y − p) > 0, (3.51)
i.e.
δ >
n + nη − 1
n + 1 p, if 2y < δ + p, (3.52)
δ <
n + nη − 1
p, if 2y > δ + p. (3.53)
n + 1
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mial more than zero, that is
y := (1+ η)2δ2 − 4
(









0 < δ <
4(n + nη − 1)η
(n − 1)(1+ η)2 . (3.55)
At the same time, y must be between the two roots of the quadratic polynomial, i.e.
y1 := (1+ η)δ −
√
y
2(1+ η − 1n )
< y <
(1+ η)δ +√y
2(1+ η − 1n )
:= y2. (3.56)
Now considering (3.52), (3.53) and (3.56), we will compare y1, y2 and
δ+p
2 . Let X1 = 2( δ+p2 )(1+ η −
1
n ) − (1+ η)δ, by condition (3.55),
X1 = p
(











pn(1− 1n )(1+ η)2
]
. (3.57)
Set w = η
(1− 1n )(1+η)2
, from calculation we know w is monotonically increasing w.r.t. η, and η < (n −
1)/(n + 2), so w < n(n+2)
(2n+1)2 . p > 1, n 2, thus
X1 >
(
1+ η − 1
n
)[
1− 4(n + 2)
(2n + 1)2
]






> 0 > −√y . (3.58)
So δ+p2 > y1 from (3.56). Next we set



























This is a quadratic polynomial of δ, its discriminant is
δ = 4
(



















2820 L. Xu / J. Differential Equations 247 (2009) 2799–2820From calculations we know δ < 0 with conditions p > 1, n  2 and η < (n − 1)/(n + 2). It tells us
that X2 > 0, then
δ+p
2 > y2 again from (3.56). Till now we can choose y s.t. y1 < y < y2 <
δ+p
2 , and
any δ satisfying (3.55). At last we get the range of p by (3.52) and (3.55),
1 < p <
n + 1
n + nη − 1δ <
4(n + 1)η
(n − 1)(1+ η)2




4(n + 1)(n + 2)
(2n + 1)2
= Q (Q + 2)
(Q − 1)2 . (3.61)
That is what we can get about p in Theorem 1. In fact, we can choose δ = 8(n−1)(n+1)/(2n+1)2 −θ
for suﬃciently small θ , and y = 2n/(2n+ 1), then k = −(2n+ 1), r = 8(n− 1)(n+ 1)/(2n+ 1)− (2n+
1)θ . At last, we get σ satisfying (1.8) by (3.47). 
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