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2.3 Chromosome Painting Algorithm




???,1???????? h????Chromosome Painting Algorithm??????????
























? Chromosome Painting Algorithm?????????????? STRUCTURE???
[15][21].STRUCTURE?????????,????????MCMC???????????
???????????? [21].??? Lawson?????????????????????







?,Chromosome Painting Algorithm??,?????????????,???? 1?????
? 22?????????????.
????????????????????????,???,??????,??????
? D-P37.1?????????????? 34.7%,O-P31? 31.7%,O-M122? 20.1%,C-M8?













??????Chromosome Painting Algorithm???????.Chromosome Painting Algo-
rithm???????????????????.
1. Painting Algorithm?????.??????????????.3.2??????.







?Chromosome Painting Algorithm??Li and Stephens(2003)[16]???????????
???????????.??????? h∗ = {h∗1, · · · , h∗L}?????????????.?
??,h∗l???? j ??????? h∗1, · · · , h∗j ?????????????? h∗??? l?
???,??????????????.??,??????????????? 3.1???.?
?,ρ⃗ = ρ1, · · · , ρL−1??????????????????,ρl??? l? l+ 1???????
????.???,ρl???????Ne????????? gl???? ρl = Negl?????.
????Ne??????????,3.2.5??????????.??,f⃗ = f1, · · · , fj?Copying
Probability?????,fk?????? hk?????????????????.θ?????
????.????,?????? Pr(h∗|h1, · · · , hj; ρ⃗, f⃗ , θ)????????????????
????????.??,??????????????? Y⃗ = Y1, · · · , YL,?????????
Yl?????? h∗1, · · · , h∗j????????????????.Yl? Yl+1?????????
??????? ρl????????????????????.
??? l? l + 1??????????????????.
10
? 3.1: ????? h∗??????
Pr(Yl+1 = yl + 1|Yl = yl) =
{





Pr(h∗l = a|Yl = y) =
{
1− θ hyl = a
θ hyl ̸= a
(3.2)
????,?????? Pr(D) ≡ Pr(h∗|h1, · · · , hj; ρ⃗, f⃗ , θ)???.Pr(D)??????????
?? y??????????????????.????????????? (Rabiner 1989)?
???? [23].
???,????? θ????????????.????Watterson???????????




















?????? h∗??????????????? Xˆi = El=1,···,L(Zil)????????? Xˆi
?????????.???Zil??? i????????????????????????
??????????.Xˆ1, · · · , Xˆj????????,??????? hk??????????
???????? l − 1? l???????? 1????????????? fˆk,l?????.
























???,αkl??????????????????.??,k = q, · · · , j??????.
• αk1 = Pr(h∗1|Y1 = hk)fk




fk(1− exp(−ρl)) + exp(−ρl)αk(l−1)
)
for i = 2, · · · , L
????? βkl???????????.
• βkL = 1.0
• βkl =
(∑j
i=1 βi(l+1)fiPr(h∗(i+1)|Yl+1 = hi)
)
(1 − exp(−ρl)) + exp(−ρl)Pr(h∗(i+1)|Yl+1 =
hk)βk(l+1) for i = (L− 1), · · · , 1
3.2.3 ??????????


















???,mˆk????.mˆk??????h∗??????????????h1, · · · , hj?????









































??? b??????? a?????,????????????????? Pab??????
??K????????.???? na?????????? a??????????.
• ?? a?????????????DNA???.???????? na − 1??????
???? Paa/(na − 1)??????????.
• ?? a???????? b?????????.?? b?????? Pab/nb??????
????.
• ?????????? b??????????? Pba/na?????.
13
???????????????,???????????????????????????









nqj − 1 if qi ̸= qj
nqj if qi = qj
(3.11)
?????.?????????????????,???????????????????


























? 3.13? F (x|p, q)??? xij?????.???,c???????????????????,
???????????????????????????.c????????? 3.5???
??.
x????? 3.13? F ??????????????? [14].



















• 1 + δ.???????????.
14
• Vb.?? b???????????????????.





























????????.Metropolis-Hastings?????? P ???????????? [10][19][26].
??? pi(x)? x?????,??,Metropolis?? Gibbs-Sampler??Metropolis-Hastings?
??????????.















???? i,j????????.i,j????? (i,j????????????? a,b???)??



















P (t, i = 1, · · · ,m)P (s, i = 1, · · · ,m)










??,P (u)?? 3.19???????????.???,?? s??? t,u???????????
????????????.




|St|P (t) + |Su|P (u) (3.20)

























































Ri − 1 −
(sij)
2

























????? SIMD????? SSE(Streaming SIMD Extensions??)??????.??,SIMD
?????????????????????????.????? SSE??????????
??? Intel AVX? fineSTRUCTURE?????.??,AVX? Advanced Vector Extensions
?????.???? SSE? Intel AVX???????????.

















? 4.1: Intel AVX?????????????
? 4.2: Intel AVX??????????
19
????,XMM????????????? s[2],ZMM???????? s[8]???.?? 7
??? q????????????.q? m256d???????? 256bit????????
???.????,? 4.2??? q?? 4?? double??????????. mm256 set1 pd?
?? 256d????????????????.???? mm256 set1 pd(0.0)???,q={0.0,
0.0, 0.0, 0.0}???.?? for???????????????.??,?? for???? i??
? 4??????.??,for??????? i<N-3?????????????.??? 1??
???? 4?????????????.?? 9??? f??????,???????? a??
??????????????????????, mm256 load pd????????????
?.??????? 1???? f={a[0],a[1],a[2],a[3]}?,2???? f={a[4],a[5],a[6],a[7]}???
??????.?? 10??? mm256 add pd????????? m256d?????????
???????????.??????? 1???? q={0.0, 0.0, 0.0, 0.0}???,q={a[0]+0.0,
a[1]+0.0, a[2]+0.0, a[3]+0.0},???? 2????q={a[4]+a[0], a[5]+a[1], a[6]+a[2], a[7]+a[3]}
?????????.12??? double???? s?????????. mm256 store pd???
????? s????? q?????????????????????.????????
? 13??? for???????,????? a???????????????????.?




?????.?????????????,s[0]={a[0]+a[4]+a[8]· · ·}, s[1]={a[1]+a[5]+a[9]· · ·},




4.1.2 Intel AVX??????????? [1]
? 5.3.1????????????????????????????????.???
mm256 add pd???????? vaddpd????????.?? vaddpd?????????
????????????,1????? 1???????????.
4.1.3 ??????????YMM??????





?.4???????? 4??????????? 4???????????,1?????? 16
?????????????.
20




[28]. ??????????????????????????????. ???? [1] ??
??????????????????????????.???,5.3.1?????????
? mm256 add pd??? Skylake????????????? 4????,Haswell?????



























































???,τ1,tau2?????????.Dirichlet Process Prior(Ferguson 1973),Pitman-Yor process
prior(Pitman and Yor 1997, Ishwaran and James 2003),Finite Dirichlet mixture??????
??? pi(c)????? [9][20][12].






1: function S(p)lit-Merge(c, h(s), Kc,s(c
′ |c))
2: s ∼ h(·)
3: c← {b ∈ c : b ∩ s ̸= φ}









?? 4.4? Split-Merge????????.?????,????????? 0?????.
? c??????????????,h(s)? s??????????,Kc,s(c′|c))? s?????
??????????.???????????????????????.
pic,s ∝ τ 1(|c′ |)
∏
b∈c′
τ2(|b|)L(yb)1[b ∩ s ̸= φ]
 (4.5)
τ 1 = τ1(j + |c|−|c|) (4.6)
??????? 0???????????????????.
4.3.3 Particle Gibbs Algorithm
?Kc,s(c′|c) = pic,s(|c′|)??????????????????? |s|?????????
??????.???,??????????????????????.PGSM-Sampling??





??,σ := (σ1, · · · , σn)?????????? 0???????. ?xt ∈ X ,t ∈ {1, · · · , n}???
Algorithm 2 σ???
1: function S(a)mple-Permutation(s, s)
2: σ1 ∼ Uniform(s)
3: σ2 ← s\{σ1}




???? xt? xt ∈ {1, · · · , n}?????.σ????????,SMC?????? qσt (xt|xt−1),
???????? γσt (xt)?????.?????????????????????????
??.
• t ∈ {1, · · · , n}???? support(γσt ) ⊆ support(qσt )
• ?????,??????? s????????,??? φσ?????.




??? x1n := (φσ)−1(c)????.










????????? 0? 18∼23????????? if????????????.?????
??????? ESS?????????? [17].??????????MCMC?? SAMS?
????,????????????????,?????????????,ESS??????
??????? β? β ∈ [0, 1]????????????????? [17]. 24∼27??????
?????,25??? qσi (xapi−1)???????????.



























Algorithm 3 Particle Gibbs Split-Merge Samping
1: function P(a)rticle Gibbs Split-Merge(s, s, c, pi)
2: σ ← Sample− Permutation(s, s)
3: x1n ← (φσ)−1(c)
4: for i ∈ {1, · · · , n− 1} do
5: x1i ← (x1n)1:i
6: end for
7: for p ∈ {2, · · · , N} do
8: xp1 ∼ (xq1)
9: xp1 ← (xp1)
10: end for
11: for p ∈ {1, · · · , N} do









14: for p ∈ {1, · · · , N} do
















2)−1 < β then
19: a ∼ r((a)|(w)i−1)
20: ˜(w)i−1 ← (1, 1, · · · , 1)
21: else
22: a← (1, 2, · · · , N)
23: end if
24: for p ∈ {2, · · · , N} do
25: xpi ∼ qσi (xapi−1)
26: xpi ← (xpi−1, xpi−1) · w(xapi−1, xpi )
27: end for
28: for p ∈ {1, · · · , N} do
29: w˜pi ← w˜pi
30: end for
31: for p ∈ {1, · · · , N} do





























? Simulated data???.??? 35????????????.???,??????? 70?
???.35?????? 3?????????????,1??????????? 15?,2??





??,??????????? 17,?????????????? 9,????????? 4,??

















??????????.????????? 5.1???.??,? 5.1??????????? 10
????????????? 5.2???.
???,?????????????,??????????????????? Intel AVX?








???,Simulated data???????????.?????????? 5.1???. ? 5.1?












????? 5.2,21,22? 2??????????????????? 5.3???.??,SNP??





????? 14?? 57? 42.591?? (53,862.591s)
??? 1? 5?? 40? 4.874?? (106,804.874s)
? 5.3: 21,22????????????
????? ????
????? 20?? 21? 21.96?? (73,238.96s)











??? 15? 15?? 55? 30.497?? (1,353,330.497s)









? 5.5: Simulated data???? PGSM-Sampling????????
????? ????































??? (??? ·??????) 743.5 550.22
??? 714.5 495.5
?? 55234.54 49700.72




? (32290?)?,???????????????? SNP? (640698?)???????,21,22
???????????????? SNP? (19251?)?????.???? SNP??????
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