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ON l2 NORMS OF SOME WEIGHTED MEAN MATRICES
PENG GAO
Abstract. We give another proof of a result of Bennett on the lp operator norms of some weighted
mean matrices for the case p = 2 and we also present some related results.
1. Introduction
Suppose throughout that p > 1, 1p +
1
q = 1. Let l
p be the Banach space of all complex sequences
a = (an)n≥1 with norm
||a||p := (
∞∑
n=1
|an|p)1/p <∞.
The celebrated Hardy’s inequality ([11, Theorem 326]) asserts that for p > 1,
(1.1)
∞∑
n=1
∣∣∣ 1
n
n∑
k=1
ak
∣∣∣p ≤ ( p
p− 1
)p ∞∑
k=1
|ak|p.
Hardy’s inequality can be regarded as a special case of the following inequality:
∞∑
j=1
∣∣ ∞∑
k=1
cj,kak
∣∣p ≤ U ∞∑
k=1
|ak|p,
in which C = (cj,k) and the parameter p are assumed fixed (p > 1), and the estimate is to hold for
all complex sequences a. The lp operator norm of C is then defined as the p-th root of the smallest
value of the constant U :
||C||p,p = U
1
p .
Hardy’s inequality thus asserts that the Cesa´ro matrix operator C, given by cj,k = 1/j, k ≤ j
and 0 otherwise, is bounded on lp and has norm ≤ p/(p− 1). (The norm is in fact p/(p − 1).)
We say a matrix A is a summability matrix if its entries satisfy: aj,k ≥ 0, aj,k = 0 for k > j and∑j
k=1 aj,k = 1. We say a summability matrix A is a weighted mean matrix if its entries satisfy:
aj,k = λk/Λj , 1 ≤ k ≤ j; Λj =
j∑
i=1
λi, λi ≥ 0, λ1 > 0.
A natural generalization of Hardy’s inequality (1.1) is to determine the lp operator norm of an
arbitrary summability matrix A. For examples, the following two inequalities were claimed to hold
by Bennett ( [4, p. 40-41]; see also [5, p. 407]):
∞∑
n=1
∣∣∣ 1
nα
n∑
i=1
(iα − (i− 1)α)ai
∣∣∣p ≤ ( αp
αp − 1
)p ∞∑
n=1
|an|p,(1.2)
∞∑
n=1
∣∣∣ 1∑n
i=1 i
α−1
n∑
i=1
iα−1ai
∣∣∣p ≤ ( αp
αp − 1
)p ∞∑
n=1
|an|p,(1.3)
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whenever α > 0, p > 1, αp > 1. We note here the constant (αp/(αp− 1))p is best possible (see [6]).
No proofs of the above two inequalities were supplied in [4]-[5]. The author [8] and Bennett
himself [6] proved inequalities (1.2) for p > 1, α ≥ 1, αp > 1 and (1.3) for p > 1, α ≥ 2 or
0 < α ≤ 1, αp > 1 independently. Bennett in fact was able to prove (1.2) for p > 1, α > 0, αp > 1
(see [6, Theorem 1] with β = 1 there) which now leaves the case p > 1, 1 < α < 2 of inequality
(1.3) the only case open. For this, Bennett expects inequality (1.3) to hold for 1+1/p < α < 2 (see
page 830 of [6]) and as a support, Bennett [6, Theorem 18] has shown that inequality (1.3) holds
for α = 1 + 1/p, p > 1. Recently, much progress was made on this later case this by the author in
[9] and [10].
It is our goal in this paper to study inequalities (1.2)-(1.3) for the case p = 2, using the approach
of quadratic forms. For the case of Hardy’s inequality (1.1), such an approach was used by Schur
in [14], who showed that for x,y ∈ l2,
(1.4)
∞∑
i,j=1
xiyj
max(i, j)
≤ 4||x||2||y||2.
As we shall see later in this paper that the above inequality implies Hardy’s inequality (1.1), even
though this was not mentioned in [14] (this is actually prior to Hardy’s discovery of (1.1)). Further
developments were carried out by Wilf in [16] and Wang and Yuan in [15]. The idea of this approach
via quadratic forms is to interpret the left-hand side of (1.1) when p = 2 as a quadratic form so
that Hardy’s inequality follows from an estimations of the largest eigenvalue of the corresponding
matrix associated to the quadratic form. We will adopt this approach in Section 3 to study the l2
norms of weighted mean matrices associated to (1.2) to give another proof of the following result:
Theorem 1.1. Let p = 2, then inequality (1.2) holds for 1/2 < α ≤ 3/2 and inequality (1.3) holds
for 1/2 < α ≤ 1.
In relation to Hardy’s inequality (1.1) for p = 2, we note the following well-known Hilbert’s
inequality [11, Theorem 315] for x,y ∈ l2:
(1.5)
∞∑
i,j=1
xiyj
i+ j
≤ pi||x||2||y||2.
One may regard, other than a constant factor, the entries of both the coefficient matrices of the
quadratic forms of the left-hand side expressions of (1.4) and (1.5) as special cases of the following
family of matrices for r ≥ 1:
(1.6)
(
P−1r (i, j)
)
i,j
, Pr(i, j) =
( ir + jr
2
)1/r
.
Note here that the case r = 1 above gives the case for (1.5), except for a factor of 2 and the case
r → +∞ gives the corresponding case for (1.4). We point out here the norms of the matrices given
in (1.5), or more generally, the norms of matrices whose (i, j)-th entry given by K(i, j) with K(x, y)
positive, decreasing with respect to both x and y and homogeneous of degree −1 was studied by
Schur in [14], see also [11, Theorem 318-320].
We note also that there is a different version of Hilbert’s inequality [11, Theorem 294], which
asserts that for a sequence of complex numbers w,
(1.7)
∣∣∣∑
r 6=s
wrws
r − s
∣∣∣ ≤ pi∑
r
|wr|2.
The best constant pi was first determined by Schur [14]. One may regard the entries of the coefficient
matrix on the left-hand side expression of the above inequality as obtained from those of (1.5) by
replacing the “+” sign by the “−” sign and omitting the diagonal entries. In our proof of Theorem
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1.1, we shall make use a quadratic form whose coefficient matrix is essentially (other than a constant
factor) given by the case of r → +∞ of the following family of matrices of r ≥ 1:
(1.8)
(
P−1r (i
αj1−α, i1−αjα)
)
i,j
,
where α is a parameter and Pr is given as in (1.6). In view of our discussions above, it is natural to
ask whether one can establish inequalities similar to (1.7) with the coefficient matrix given by the
case r = 1 of (1.8) with the “+” sign replaced by the “−” sign and omitting the diagonal entries.
This is indeed possible and was done by Schur in [14]. In what follows, we shall give a more general
statement of Schur’s result by first pointing out that Montgomery and Vaughan [13] (see also [12,
Theorem 2]) has given the following generalization of Hilbert’s inequality (1.7):
Theorem 1.2. Suppose that λ1 < λ2 < . . . < λR, and that λr+1−λr ≥ δ > 0 for 1 ≤ r < R. Then
for any w,
(1.9)
∣∣∣∑
r 6=s
wrws
λr − λs
∣∣∣ ≤ piδ−1∑
r
|wr|2.
The above inequality is useful in deriving the formulation of large sieves, which have applications
in number theory. Schur’s result can now be formulated in the following way:
Theorem 1.3. Let α ≥ 1 be fixed. Suppose that λ1 < λ2 < . . . < λR, and that λr+1 − λr ≥ δ > 0
for 1 ≤ r < R. Then for any w,∣∣∣∑
r 6=s
(λrλs)
α−1
2 wrws
λαr − λαs
∣∣∣ ≤ pi
αδ
∑
r
|wr|2.
We recall that the Schur product or the Hadamard product of two matrices X = (xi,j) and
Y = (yi,j) is given by X ◦ Y = (xi,jyi,j) . A well-known result of Schur asserts that if X is positive
definite Hermitian, then ||X ◦ Y ||2,2 ≤ maxi(xi,i)||Y ||2,2. Schur also showed in [14] that the matrix
X =
((λr − λs)(λrλs)α−12
λαr − λαs
)
r,s
is positive definite Hermitian for α ≥ 1, where Xr,r = 1/α. Now, Theorem 1.3 is readily proved
following our discussions above applied to X ◦Y with Y being the coefficient matrix of the left-hand
side expression of (1.9). In section 4, we shall give a direct proof of Theorem 1.3, following the
method in [12].
2. A bilinear approach to l2 norms of weighted mean matrices
In this section we first recall the following duality principle concerning the norms of linear
operators:
Theorem 2.1. [12, Lemma 2] Let C = (cn,r) be a fixed N × R matrix. Then the following three
assertions concerning the constant U for any x ∈ lq,y ∈ lq are equivalent:(∑
r
∣∣∣∑
n
cn,rxn
∣∣∣p)1/p ≤ U ||x||p,
(∑
n
∣∣∣∑
r
cn,ryn
∣∣∣q)1/q ≤ U ||y||q ,∣∣∣∑
n,r
cn,rxnyr
∣∣∣ ≤ U ||x||p||y||q .
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For l2 norms of weighted mean matrices, we now point out our general approach. Our goal is to
determine, for given λk’s, the best constant U so that the following inequality holds for any a ∈ l2:
(2.1)
∞∑
n=1
∣∣∣ n∑
k=1
λkak
Λn
∣∣∣2 ≤ U ∞∑
n=1
|an|2.
It suffices to consider the cases with the infinite summations above replaced by any finite summa-
tions, say from 1 to N ≥ 1 here. We may also assume ai ≥ 0 for all i here. Now we have
(2.2)
N∑
n=1
( n∑
i=1
λi
Λn
ai
)2
=
N∑
n=1
( n∑
i,j=1
λiλj
Λ2n
aiaj
)
=
N∑
i,j=1
βi,jaiaj, βi,j =
N∑
k=max (i,j)
λiλj
Λ2k
.
We view the above as a quadratic form and define the associated matrix A to be
A =
(
βi,j
)
1≤i,j≤N
.
We note that the matrix A is certainly symmetric and positive definite, being equal to BtB with
B a lower-triangular matrix,
B =
(
ηi,j
)
1≤i,j≤N
, ηi,j = λj/Λi, 1 ≤ j ≤ i; ηi,j = 0, j > i.
In order to achieve our goal, it suffices to find the maximum eigenvalue of A. Instead of working
with the matrix A directly, sometimes it is easier to take an equivalent approach. By the duality
principle of linear operators (Theorem 2.1 above), the norm of a linear operator acting on the lp
space is equal to the norm of its adjoint acting on the dual space lq. In our case, we may regard
inequality (2.1) as giving a bound of the norm of the linear operator B acting on the l2 space,
which is self-dual. Hence its adjoint Bt (as B is real) also acts on l2 with the same norm as A. If
we reformulate this in terms of inequalities, what we need to prove are the following Copson (see
[11, Theorems 331, 344]) type inequalities:
N∑
n=1
∣∣∣ N∑
k=n
λn
Λk
ak
∣∣∣2 ≤ U N∑
n=1
|an|2.
Now we have (as ai ≥ 0)
(2.3)
N∑
n=1
( N∑
k=n
λn
Λk
ak
)2
=
N∑
n=1
( n∑
i,j=1
λ2n
ΛiΛj
aiaj
)
=
N∑
i,j=1
γi,jaiaj , γi,j =
∑min(i,j)
k=1 λ
2
k
ΛiΛj
.
In summary, in order to establish (2.1), we are thus led to the consideration of the following
quadratic form (or with βi,j replaced by γi,j) with a,b ∈ l2:
N∑
i,j=1
βi,jaibj .
We may assume that ai ≥ 0, bj ≥ 0 for any i, j and now we recall the following well-known Schur’s
test:
Lemma 2.1. Let p > 1 be fixed and let A = (βi,j)1≤i,j≤N be a matrix with non-negative entries.
If there exist positive numbers U1, U2 and two positive sequences c = (ci), 1 ≤ i ≤ N ;d = (di), 1 ≤
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i ≤ N , such that
N∑
j=1
βi,jc
1/p
j ≤ U1d1/pi , 1 ≤ i ≤ N ;
N∑
i=1
βi,jd
1/q
i ≤ U2c1/qj , 1 ≤ j ≤ N.
Then
||A||p,p ≤ U1/q1 U1/p2 .
When we apply the above Lemma to the special case of p = 2, c = d, we see that (once again by
duality) if one can find a positive sequence c so that
N∑
j=1
βi,j
(cj
ci
)1/2
≤ U1, 1 ≤ i ≤ N ;
N∑
i=1
βi,j
( ci
cj
)1/2
≤ U2, 1 ≤ j ≤ N,
for some positive constants U1, U2, then
N∑
i,j=1
βi,jaibj ≤ (U1U2)1/2
( N∑
i=1
a2i
)1/2( N∑
j=1
b2j
)1/2
.
From this we see that one can take U = (U1U2)
1/2 in (2.1). We point out here that the above
approach is the one used in the proof of Theorem 318 in [11]. In the special case of λk = 1, observe
that γi,j = 1/max(i, j) and one takes ci = 1/i to see that on comparing with the corresponding
integral (as the integrand is a decreasing function), we have
N∑
j=1
γi,j
(cj
ci
)1/2
≤
∫ N
0
t−1/2
max(1, t)
dt = 4− 2√
N
= U1,
and one can also take U2 = U1 here by symmetry. This implies Hardy’s inequality (1.1) for p = 2.
In the next section, we will proceed along the same line above to give a proof of Theorem 1.1.
3. Proof of Theorem 1.1
We first look at the case of inequality (1.2) for p = 2, 1/2 < α ≤ 3/2. For any real number α
satisfying 1/2 < α ≤ 3/2, we denote M(α) = (mi,j) for the matrix whose entries are given by
mi,j =
α2min(i2α−1, j2α−1)
(2α− 1)iαjα .
We apply Lemma 2.1 for ci = di = 1/i to see that, on comparing with the corresponding integral
(as the integrand is a decreasing function)
N∑
j=1
mi,j
(cj
ci
)1/2
=
α2
2α− 1
N∑
j=1
1
i
(j/i)α−3/2
max(1, (j/i)2α−1)
≤ α
2
2α− 1
∫ N
0
tα−3/2
max(1, t2α−1)
dt =
α2
(α− 1/2)2
(
1− 1
2
√
N
)
= U1,
and one can also take U2 = U1 here by symmetry. This now implies the following inequality for
1/2 < α ≤ 3/2 by Lemma 2.1:
(3.1)
N∑
i,j=1
mi,jaiaj =
N∑
n=1
( N∑
i=n
αLα−12α−1(n, n− 1)
iα
ai
)2
≤ α
2
(α− 1/2)2
N∑
i=1
a2i ,
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for a ∈ l2 with ai > 0. Here, the function L2α−1(n, n− 1) is defined as in the following lemma with
r = 2α− 1, a = n, b = n− 1:
Lemma 3.1 ([3, Lemma 2.1]). Let a > 0, b > 0 and r be real numbers with a 6= b, and let
Lr(a, b) =
(
ar − br
r(a− b)
)1/(r−1)
(r 6= 0, 1),
L0(a, b) =
a− b
log a− log b ,
L1(a, b) =
1
e
(
aa
bb
)1/(a−b)
.
The function r 7→ Lr(a, b) is strictly increasing on R.
We now apply the duality principle Theorem 2.1 to (3.1) to see that it is equivalent to the
following inequality:
(3.2)
N∑
i,j=1
ni,jaiaj =
N∑
n=1
( n∑
i=1
αLα−12α−1(i, i − 1)
nα
ai
)2
≤ α
2
(α− 1/2)2
N∑
i=1
a2i ,
for a ∈ l2 with ai > 0. Here,
ni,j = α
2Lα−12α−1(i, i − 1)Lα−12α−1(j, j − 1)
N∑
k=max (i,j)
1
k2α
.
Now, to establish (1.2), we just need to show that for every α > 1/2, 1 ≤ i ≤ n,
iα − (i− 1)α
nα
≤ αL
α−1
2α−1(i, i − 1)
nα
,
which is easily seen to follow from Lemma 3.1 with a = i, b = i− 1 (with r = α and 2α− 1).
We note that if we denote N(α) = (ni,j), then we can also obtain N(α) from M(α) by the
following similarity transformation:
N(α) = FEM(α)E−1F−1,
where E = (ei,j)1≤i,j≤N , E
−1 = (e′i,j)1≤i,j≤N , E = (fi,j)1≤i,j≤N are given by
ei,i = i
α, ei,i−1 = −(i− 1)α, ei,j = 0 otherwise;
e′i,j =
1
iα
, j ≤ i; e′i,j = 0, j > i;
fi,j =
(
i2α−1 − (i− 1)2α−1
)−1/2
δi,j.
We end this section by pointing out that another way of proving (1.2) for the case p = 2, 1/2 <
α ≤ 3/2 is to show that γi,j ≤ mi,j where γi,j is given as in (2.3) with λk = kα − (k − 1)α−1. In
fact, we may assume that i ≤ j and observe that
γi,j =
∑min(i,j)
k=1 λ
2
k
ΛiΛj
=
∑i
k=1
(
kα − (k − 1)α
)2
iαjα
=
∑i
k=1
(
α
∫ k
k−1 x
α−1dx
)2
iαjα
≤ α
2
∑i
k=1
∫ k
k−1 x
2(α−1)dx
iαjα
=
α2i2α−1
(2α− 1)iαjα = mi,j,
where the inequality above follows from Cauchy’s inequality.
Now we consider (1.3) for the case 1/p < α ≤ 1, and we show that in this case inequality (1.3)
follows from the relevant case of inequality (1.2). To show this, we need two lemmas:
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Lemma 3.2. [5, Lemma 2.1] Let u,v be n-tuples with non-negative entries with n ≥ 1 and
k∑
i=1
ui ≤
k∑
i=1
vi, 1 ≤ k ≤ n− 1;
n∑
i=1
ui =
n∑
i=1
vi.
then for any decreasing n-tuple a,
n∑
i=1
uiai ≤
n∑
i=1
viai.
Lemma 3.3. [7, Lemma 2.4] Let p > 1 and A = (an,k)n,k≥1 be a finite lower triangular matrix. If
an,k ≥ an,k+1 for all n ≥ 1, 1 ≤ k ≤ n− 1, then
||A||p,p = sup
{
||Ax||p : ||x||p = 1and x decreasing
}
.
Now back to the proof of (1.3) for the case 1/p < α ≤ 1. We can replace the infinite sum by a
finite sum from 1 to N with N ≥ 1 and assume ai ≥ 0. It follows that we can apply Lemma 3.3
with the corresponding matrix A being a finite lower triangular matrix with an,k ≤ an,k+1 for all
n ≥ 1, 1 ≤ k ≤ n − 1 to conclude that it suffices to prove (1.3) for the case of a being decreasing.
It follows from Lemma 3.2 that we will be done if we can show that for any k ≤ n,∑k
i=1 i
α−1∑n
i=1 i
α−1
≤ k
α
nα
,
since one knows already that (1.2) holds. By induction, it suffices to show the above inequalities
for the case k = n− 1. In this case we can recast the above inequality as
Pn−1(α− 1) ≥ n− 1
n
,
where for any integer n ≥ 1 and any real number r > 0, we define
Pn(r) =
(
1
n
n∑
i=1
ir
/
1
n+ 1
n+1∑
i=1
ir
)1/r
.
Our proof now follows from a combination of two results of Alzer [1] and [2, Theorem 2.3], which
asserts that for any real r,
Pn(r) >
n
n+ 1
= lim
r→+∞
Pn(r).
4. Proof of Theorem 1.3
We now give the proof of Theorem 1.3 and we reserve the letter i for the complex number
√−1
in this section. From the duality principle of linear operators Theorem 2.1, it suffices to show that∑
r
∣∣∣∑
s
s 6=r
(λrλs)
α−1
2 ws
λαr − λαs
∣∣∣2 ≤ pi2
α2δ2
∑
r
|wr|2.
We multiply out the square on the left and take the sum over r inside to see that the left-hand side
is ∑
s,t
wswt
∑
r
r 6=s,t
(λrλs)
α−1
2
λαr − λαs
· (λrλt)
α−1
2
λαr − λαt
.
Writing the diagonal terms separately, we see that this is∑
s
|ws|2
∑
r
r 6=s
(λrλs)
α−1
(λαr − λαs )2
+
∑
s,t
s 6=t
wswt
(λsλt)
α−1
2
λαs − λαt
∑
r
r 6=s,t
( λα−1r
λαr − λαs
− λ
α−1
r
λαr − λαt
)
.
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For the second term above, we write it as the difference of two terms in which the inner summands
are λα−1r (λ
α
r − λαs )−1 and λα−1r (λαr − λαt )−1, respectively. In the first of these we introduce the new
term for r = t, and similarly for the second. Thus the second term above is
=
∑
s,t
s 6=t
wswt
(λsλt)
α−1
2
λαs − λαt
∑
r
r 6=s
λα−1r
λαr − λαs
−
∑
s,t
s 6=t
wswt
(λsλt)
α−1
2
λαs − λαt
∑
r
r 6=t
λα−1r
λαr − λαt
+
∑
s,t
s 6=t
wswt
(λsλt)
α−1
2 λα−1t
(λαs − λαt )2
+
∑
s,t
s 6=t
wswt
(λsλt)
α−1
2 λα−1s
(λαs − λαt )2
.
We denote
∑
1 and
∑
2 for the first two terms above, respectively. Now we may assume that
the wr’s are extreme and as the coefficient matrix is skew-Hermitian, the extremal wr’s are the
coordinates of an eigenvector. Hence, there is a real number µ such that
∑
r
r 6=s
(λrλs)
α−1
2 wr
λαr − λαs
= iµws, 1 ≤ s ≤ R.
Taking the sum over t inside in
∑
1, and using the above, we find that
∑
s,t
s 6=t
wswt
(λsλt)
α−1
2
λαs − λαt
∑
r
r 6=s
λα−1r
λαr − λαs
= −iµ
∑
s
|ws|2
∑
r
r 6=s
λα−1r
λαr − λαs
.
Making the same simplification in
∑
2 we find that
∑
1 =
∑
2 for those extreme wr’s. Thus we
have
∑
r
∣∣∣∑
s
s 6=r
(λrλs)
α−1
2 ws
λαr − λαs
∣∣∣2
≤
∑
s
|ws|2
∑
r
r 6=s
(λrλs)
α−1
(λαr − λαs )2
+
∑
s,t
s 6=t
wswt
(λsλt)
α−1
2 (λα−1s + λ
α−1
t )
(λαs − λαt )2
≤
∑
s
|ws|2
∑
r
r 6=s
(λrλs)
α−1
(λαr − λαs )2
+
∑
s,t
s 6=t
( |ws|2
2
+
|wt|2
2
) (λsλt)α−12 (λα−1s + λα−1t )
(λαs − λαt )2
=
∑
s
|ws|2
∑
r
r 6=s
(λrλs)
α−1 + (λrλs)
α−1
2 (λα−1r + λ
α−1
s )
(λαr − λαs )2
,
where we have used |wswt| ≤ |ws|
2
2 +
|wt|2
2 in the second inequality above. To establish Theorem
1.3, it now suffices to show that for α ≥ 1,
(4.1)
(λrλs)
α−1 + (λrλs)
α−1
2 (λα−1r + λ
α−1
s )
(λαr − λαs )2
≤ 3
α2(λr − λs)2 ,
as the rest will follow from the treatment in the proof of Theorem 2 in [12].
To establish (4.1) for α ≥ 1, we note first that by the arithmetic-geometric mean inequality,
(λrλs)
α−1
2 ≤ λ
α−1
r + λ
α−1
s
2
.
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Hence it suffices to show that
(λrλs)
α−1
2 (λα−1r + λ
α−1
s )
(λαr − λαs )2
≤ 2
α2(λr − λs)2 .
Without loss of generality, we may assume λr ≥ λs and on letting t = λr/λs, we can recast the
above inequality as
t
α−1
2 (tα−1 + 1)
2
≤
( tα − 1
α(t− 1)
)2
.
We now set y = tα−1 to rewrite the above inequality as
(4.2)
y
1
2 (y + 1)
2
≤
( yα/(α−1) − 1
α(y1/(α−1) − 1)
)2
.
We let β = 1/(α − 1) to write the right-hand side expression above as
f2(1 + β)
f2(β)
, f(β) =
yβ − 1
β
.
We want to show the above function is increasing with β for β > 0, which one checks is equivalent
to
f ′(1 + β)
f(1 + β)
≥ f
′(β)
f(β)
.
The above inequality follows if one can show that f ′(β)/f(β) is an increasing function of β. Direct
calculations show that (f ′(β)
f(β)
)′
= − ln
2 y · yβ
(yβ − 1)2 +
1
β2
.
To show the right-hand side expression above is ≥ 0, it is equivalent to showing that (note that
y ≥ 1 here)
yβ − 1
β
=
∫ β
0 ln y · ysds
β − 0 ≥ ln y · y
β/2.
The above inequality now follows from the well-known Hadamard’s inequality (with h(x) = ln y ·
yx, a = 0, b = β here), which asserts that for a continuous convex function h(x) on [a, b],
(4.3) h(
a+ b
2
) ≤ 1
b− a
∫ b
a
h(x)dx ≤ h(a) + h(b)
2
.
It follows now that (f(1 + β)
f(β)
)2
≥ lim
β→0+
(f(1 + β)
f(β)
)2
=
(y − 1
ln y
)2
.
Thus in order to prove (4.2), it suffices to show that
y
1
2 (y + 1)
2
≤
(y − 1
ln y
)2
.
We rewrite the above as ( ln y − ln 1
y − 1
)2
=
(∫ y
1 ln sds
y − 1
)2
≤ 2
y
1
2 (y + 1)
.
Apply Hadamard’s inequality (4.3) again here with h(x) = − lnx, a = 0, b = y, we see that(∫ y
1 ln sds
y − 1
)2
≤
( 2
y + 1
)2
≤ 2
y
1
2 (y + 1)
,
where the last inequality follows easily from the arithmetic-geometric mean inequality and this
completes the proof of Theorem 1.3.
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5. Some Remarks
We point out here that the matrix (γi,j) given in (2.3) is related to the matrix (βi,j) as given in
(2.2) by the following similarity transformation:(
γi,j
)
1≤i,j≤N
= GHAH−1G−1,
where A =
(
βi,j
)
1≤i,j≤N
,H = (hi,j)1≤i,j≤N ,H
−1 = (h′i,j)1≤i,j≤N , G = (gi,j)1≤i,j≤N with
hi,j = λj , j ≤ i; hi,j = 0, j > i;
h′i,i = 1/λi, h
′
i,i−1 = −1/λi, hi,j = 0 otherwise;
gi,j =
Λ1
Λi
δi,j.
We note here in the special case of λk = 1, which corresponds to Hardy’s inequality (1.1), the
above relation is used in [16], in which case γi,j = 1/max(i, j). As (γi,j) and A have the same set
of eigenvalues, we are again led to our approach above.
We note that if one can show that for any i, j,
(5.1) γi,j ≥ 1/max(i, j),
then inequality (2.1) holds with U ≥ 4, as the right-hand side expression above corresponds to the
value of γi,j when λk = 1. We may now assume that i ≤ j and note that (5.1) holds when i = j by
Cauchy’s inequality. For the general case, note that
γi,j =
∑min(i,j)
k=1 λ
2
k
ΛiΛj
=
∑min(i,j)
k=1 λ
2
k
Λ2i
Λi
Λj
≥ Λi
iΛj
.
It is easy to see that when the λk’s are decreasing, then the right-hand side expression above is
no less than the right-hand side expression of (5.1) and hence we have just shown that when the
λk’s are decreasing, then inequality (2.1) holds with U ≥ 4. This now gives another proof of a
result of Bennett [5, Theorem 1.14 (a)] for the case of weighted mean matrices when p = 2. We
point out here that Bennett’s result [5, Theorem 1.14 ] is more general and covers the case for any
summability matrix. The non-trivial part of his result [5, Theorem 1.14(b)], which asserts that for
any summability matrix A, if the rows of A are increasing, then
||A||p,p ≤ q,
is a consequence of [11, Theorem 332] when A is a weighted mean matrix. In fact, by a change of
variables an → λ−1/pn an, we see that it yields
∞∑
n=1
∣∣∣ 1
Λn
n∑
k=1
λ
1/q
k λ
1/p
n ak
∣∣∣p ≤ ( p
p− 1
)p ∞∑
k=1
|ak|p,
from which one deduces Bennett’s result easily.
We end this paper by pointing out that in view of (3.2) and Lemma 3.1, the following inequality
holds for any a ∈ l2 for 1/2 < α ≤ 3/2,max(2α− 1, α) ≥ s ≥ min(2α − 1, α):
N∑
n=1
∣∣∣ n∑
i=1
αLα−1s (i, i− 1)
nα
ai
∣∣∣2 ≤ α2
(α− 1/2)2
N∑
i=1
|ai|2.
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