Abstract. In a general model used in internet congestion control, the time dependent data flow vector x(t) > 0 undergoes a biased random walk on two distinct scales. The amount of data of each component x(t) goes up to x(t) + 1 with probability p on a unit scale or down to γx(t) with probability 1 − p on a logarithmic scale, where p depends on the joint state of the system. We investigate the long time behavior, mean field limit, and the one particle case. A scaling limit is proved, in the form of a continuum model with jump rate α(x). The ergodic properties are established via the local Doeblin condition for the case when the rate α is bounded above an away from zero, and an explicit formula of the invariant measure is provided when α is constant.
Introduction
In a general model used in internet congestion control [2, 3] , related to classical autoregressive models ([8] , Chapter 2), the time dependent data flow x(t) undergoes a biased random walk with unit steps in one direction (x moves to x + 1) and on a logarithmic scale in the other (x moves to γx, where 0 < γ < 1). More precisely, assume (Ω, Σ, P ) is a probability space, {F t } t≥0 is a filtration. Let ζ i : [0, ∞) × (0, ∞) n → [0, 1] be continuous functions, for each index i, 1 ≤ i ≤ n. In addition, we consider a family of n independent Poisson processes {π i (t)} 1≤i≤n with rate λ > 0, adapted to the same filtration.
For any starting point x 0 with components x 0i , 1 ≤ i ≤ n, n ∈ Z + , let x(t) denote the pure jump Markov process on (0, ∞) n with components (x 1 (t), x 2 (t), . . . , x n (t)), constructed as follows. A Poisson clock π i (t) is attached to each particle x i (t), 1 ≤ i ≤ n. When the Poisson clock π i , associated to the particle x i (t), rings at time τ , then x i moves to x i (τ −) + 1 with probability 1 − ζ i (τ, x(τ −)) and to γx i (τ −) with probability ζ i (τ, x(τ −)).
In this standard construction, there are no simultaneous jumps. The process x(t) can be regarded as a generalization of a continuous time linear state space model LSS(F, G) ( [8] , page 9), with driving matrices F and G depending on the trajectory of the process.
The paper is organized as follows. The multidimensional process and the canonical coupling with a driving family of Poisson processes, together with a general result on the existence of probability invariant measures (Proposition 1) are presented in the current section. The rest of the paper is divided in two parts. First, Section 2 and 3 discuss the mean field limit of the multidimensional process in the case when the jump probabilities ζ depend on the average of the particles at a given time. The components decouple as the size of the system n → ∞, reducing the study of all relevant questions to the one particle process case. Existence and uniqueness of the solution to a hybrid linear differencedifferential equation (2.2) is proven, and an explicit formula for the invariant measure when ζ is constant is provided.
The second part of the paper looks at a scaling limit (proven in Section 4), leading to a process x(t) in the continuum. This moves along the trajectory of a deterministic solution of an ode, and is interrupted by jumps to γx(t) at random time intervals, as in the discrete version. Section 5 deals with the ergodic properties of the process, via the local Doeblin condition, and again gives an explicit formula for the invariant measure when the jump rate is constant.
Martingale problem and a class of test functions. Due to the natural bound
x i (t) ≤ x 0i + π i (t), for all 1 ≤ i ≤ n and t ≥ 0,
Equivalently, the process {x(t)} can be seen as the solution to a martingale problem.
Then, M f (t) is a martingale with quadratic variation 
Existence of invariant measures. A Poisson process escapes towards infinity as
t → ∞. However, a lower bound on the rate ζ i of going back x → γx, ensures that the process has at least one invariant probability measure.
Proposition 1. Assuming that there exists
Then the process defined by (1.2) - (1. 3) has at least one invariant probability measure.
Proof. Our goal is to prove the tightness of the family of probability measures on (0, ∞) n
where
. Without loss of generality we shall take λ = 1 and also show the result only for n = 1. In this case, we drop the subscripts i. First, we shall give an estimate on the first moment of the process. Namely, if
we prove for m = 1
The first observation is that moments are finite due to the bound provided by the Poisson processes dominating x(t). Second, the moments are continuous functions in time, an immediate consequence of the differential formula (1.2). We apply the expected value in (1.2) to a time interval t ≤ s ≤ t in the one-particle case, to obtain
for any m ≥ 1. Particularizing for m = 1, t = 0
which can be re-written with the integral term on the left hand side
where C(x 0 ) depends only on x 0 .
Let M > 0 be a large number. Then, for ν t defined in (1.6),
which proves our claim. Any limit point of {ν t (dx)} t>0 is an invariant measure.
The one particle process
We want to investigate the dynamics of the process governed by (1.2)-(1.3) in the special case n = 1. In view of Definition 1, without loss of generality, we denote the jump probabilities by p(t, x). Denote by A t the operator
. For a probability measure µ 0 (dx) on (0, ∞), we say that the time indexed measures µ(t, dx) are a weak solution to the evolution equation µ t = A * t µ with initial condition Proof. Existence. It is evident that the transition probability µ(t, dx) = P µ 0 (x(t) ∈ dx) of the process defined by (1.2)-(1.3) for n = 1 satisfies the desired equation, which is exactly the forward equation of the process.
Uniqueness. The forward equation in integral form reads
and should be valid for test functions φ(t, x) ∈ C 1,2
, and in particular φ(x) = e θ x , θ < θ, implying that their moment generating function is nontrivial (exists on an interval including the origin). Next, let φ(t, x) = x m , for integers m ≥ 0. We can see that { x m , µ(t) } m≥0 are defined recursively by a system of affine odes with uniqueness and global existence of solutions (see [5] ). Two solutions will have equal moments for any fixed t, and will have equal moment generating functions, hence the measures are the same. 
geometric random variables with parameter p, that is
P (W n = k) = (1 − p) k p, k ≥ 0. Then, the probability measure µ(dx) on (0, ∞) defined in (2.
4) is the distribution of the random variable
(2.5) X = ∞ n=0 γ n W n .
Remark. Under general conditions on the function p(t, x)
, the solution to (3.4) has a limit as t → ∞. The particles are approaching a steady state corresponding equal to the equilibrium distribution of the process with constant p = lim t→∞ p(t, z(t)), whenever the limit exists.
Proof. The existence and uniqueness of the invariant measure µ(dx) is proven in Propositions 1 and 2. The functions ξ → e iξ are bounded and continuous. The series (2.5) is convergent in distribution (also almost surely) as long as 0 ≤ γ < 1, so the distribution of X is well defined. We also notice that the infinite product in (2.4) is convergent due to the
Then, it is immediate to verify that the characteristic function (2.4) satisfies the equation
with A the operator defined at (2.1) for constant p(t, x) = p.
The fluid limit for the mean-field model
Throughout this section we assume that p(t, x) is differentiable with bounded derivatives in both variables. We start the investigation by considering the empirical measure of the n particle γ-process
Assumption (A1). There exists θ 0 > 0 such that
Assumption (A2). The initial distribution is said to have an initial deterministic profile 
Assumption (A3).
We choose a finite collection of particles {x n j (·)}, 1 ≤ j ≤ l, with l a positive integer fixed for all n. Since the limit is considered as n → ∞ the condition n ≥ l is trivial. We assume that for all 1 ≤ j ≤ l, the initial point x n j (0) has a deterministic limit x j .
Theorem 2. Under (A1) and (A2), the average processx
n (·) is tight in D([0, ∞), (0, ∞))
and any limit pointx(·) is the solution of the ordinary differential equation
dy dt = (1 − p(t, y)) − (1 − γ)p(t, y)y , y(0) ≥ 0 . (3.4)
Additionally, the empirical measure process (3.1) is tight in the Skorohod space of timeindexed measure-valued paths
D([0, ∞), M 1 ((0, ∞
)). Any limit point is the unique weak solution in the sense of (2.2) to the equation
Proof. The average process. We recall the coupling between x(t) and a family of Poisson processes, as in the discussion from Subsection 1. We arrange the particles, including the Poisson points, in a set of n pairs (x i (t), π i (t)), 1 ≤ i ≤ n. The Poisson processes are the clocks that trigger the jumps of the particles x i , and they only move forward. We then have inequality x i (t) ≤ x i (0) + π i (t) and (1.1) for all i, and ∞) ), for any θ > 0. Here we
It is easy to see that we can extend (1.2)-(1.3) to this class of test functions, and implicitly to polynomials, due to the exponential bounds (1.1).
Let T > 0, be fixed but arbitrary. Let φ(x) = x. At time t = 0, the average process
and any limit pointx(·) is continuous. Moreover, the tight family of processes {x n (·)} n≥1 satisfy, due to Doob's maximal inequality,
Assumption (A2) and (A1) imply thatx n (0) converges in distribution to the deterministic point y 0 = xµ 0 (dx). Since p is continuous and bounded, and using once more the fact that expected values polynomials φ(x) have uniform bounds over n and t ≤ T , we have shown that any limit pointx(·) solves (3.4). We note that (3.4) has unique local solutions, and since it has an affine bound, it also has global solutions [5] .
The fluid limit. The proof of (3.5) follows the same steps as the proof for the average process.
One has to prove tightness, which is a consequence of the Doob's maximal inequality applied to the martingale (1.2). The tightness is true on the Skorohod space
of time indexed, probability measure-valued paths, continuous to the right and with limit to the left. Moreover, any limit point of the tight family of measure valued processes (indexed by n) satisfies equation (3.5) modulo an error term of order 1/n. To close the argument, we only need the uniqueness of the solution of the pde (2.2), proven in Proposition 2. The details of the proof are standard in any hydrodynamic limit [6] , also in a more similar context in [4] . In addition, the proof of Theorem 4 outlines the main steps of essentially the same argument.
Theorem 3. Under assumptions (A1), (A2), (A3), each particle x n j (·) is tight and its limit point is equal in law to the one particle γ -process defined by equation (1.2) with n = 1 and a space independent p(t, x) = p(t,x(t)), wherex(·) is the solution of (3.4) . Moreover, the joint system of l tagged particles converges to a collection of independent one particle processes starting at
Proof. Under (A1), (A2), the average processx n (·) converges to the solution of the ode (x 1 , x 2 , . . . , x l ) . Naturally, in this setting the l components are independent since no coefficient of the infinitesimal generator depends on more than one component.
Scaling limit
We consider the mean field γ process with scaling given by n → N , a time speed up t → N t given by λ → N , the shrinking of the forward jump size equal to N −1 . In addition, ∞) ), the space of functions with bounded continuous derivatives up to the multiindex (0, 1). Finally, the backward jump size obeys the same rule with γ ∈ (0, 1). The scaled process considered is x N (t) = x(N t). ∞) ) we use the shorthand φ, µ for the integral of φ against the measure µ.
Denote the empirical measure by
4.1. Initial profile. We shall assume that there exists θ 0 > 0, such that
Assume that there exists a deterministic measure µ 0 (dx) ∈ M 1 ((0, ∞)) having all finite moments such that, for any > 0, and any φ ∈ C ∞ 0 ((0, ∞)) we have the limit
The measure µ 0 (dx) is called the initial profile of the particle system. Notice that, formally, 
Remark. Let λ = 1 and α constant. In this case z(t) = 
.4) B t φ(t, x) = ∇φ(t, x) + α(t, z(t))(φ(t, γx) − φ(t, x)) .
For any t ≥ 0, B * t denotes the formal adjoint of B t in the space variable. We shall say that time indexed measures µ(t, dx) satisfy the equation
with initial condition µ 0 (dx) in weak sense, if µ(0, dx) = µ 0 (dx), and for any test function where T is fixed but arbitrary.
Step 1. We shall prove that all moment bounds (4.1) hold for µ N (t, dx), for any t. In fact, we prove (4. 7) lim sup
This inequality is based on the martingale inequality applied to a process π N (t) defined by coupling. At time t = 0, both processes start from the same points x i (0) = π i (0).
Whenever the clock associated to, say, particle i rings, the particle π i simply jumps forward by N −1 . Naturally π i (t) − x i (0) are independent Poisson processes, and all bounds are easy to calculate. The uniform integrability from (4.7) implies that {µ N (t, dx)} N >0 is a tight family of measures for any t ≥ 0.
Step 2. We prove the limit for the average process. First, assume φ(x) = x. Denote
φ, µ(t) = z(t) in this case. Then equation (4.6) is a differential equation in all coordinates
of Z d of the form (4.3), where we assume that the initial profile has asymptotic average z 0 .
Step 3.
For each N , the differential formula corresponding to φ(t), µ N (t) can be obtained directly from (1.2), applied to the function f (t, x) = N −1 φ N (t, x i ), with the substitution t → N t using the scaled test function φ N (t, x) = 
as a consequence of the martingale inequality and the fact that the quadratic variation (1.3) of M N (T ) is of order O(N −2 ). Step 4. To prove the uniqueness of the solution to (4.5), we define µ m (t) = x m , µ(t, dx) , m ≥ 0 and see that (4.6) with φ(t, x) = x m gives the recurrence
The affine ode have unique global solutions since α is bounded (a general result when the equation has an affine bound [5] ). Once again (4.7) imply the existence of the moment generating function of the measures µ(t, dx) obtained as limit points. The equality of moments shows uniqueness.
Remark. An alternative proof for the uniqueness of the weak solution to (4.5) can be carried out as follows. We solve the forward equation corresponding to the operator (4.4) by construction the Markov process y(t) and calculating explicitly its transition kernel g(s, x; t, dx ). Next, we show that g is absolutely continuous, with Radon-Nikodym derivative a smooth function vanishing at infinity, denoted by g as well. Finally we take φ(·, ·) = g(·, ·; t, x ) in (4.6) and obtain uniqueness.
The one particle process for the scaled model
The one particle case arises naturally. If we isolate a single particle tagged by label i = 1 without loss of generality, equations (1.2)-(1.3) applied to f (t, x) = φ(t, x 1 ) in the same manner as in (4.9), show that {x N 1 (t)} N >0 is tight and any limit point is a process solving the martingale problem associated to (4.4).
Irreducibility and recurrence. It is intuitive that if α(x)
approaches zero, the time before a jump backwards becomes very large and the particle escapes, at constant speed, to infinity. The extreme case α(x) ≡ 0 is when the particle performs a uniform forward motion. Evidently, there is no equilibrium probability measure. The other enlightening case is when α(x) is constant, when Theorem 6 gives the explicit form of the invariant measure. However, if α is only bounded away from zero, we have the next theorem. Remark 2. Theorem 5 is not true when α(x) converges to zero as x → ∞, an example being α(x) = (1 + x) −1 . Then z − ln(2 + z) = t + C, C = z 0 − ln(2 + z 0 ). We note that z > 1/2 hence it is increasing to infinity. Before anything else notice that as t → ∞ (at equilibrium, if it exists), z(t) → ∞ and α(z(t)) → 0. The steady state equation (4.5) reduces to ∇µ = 0 so the solution is the Lebesgue measure (not a probability distribution).
Proof. Let l(dx) be the Lebesgue measure on (0, ∞), A ∈ B((0, ∞)) with
for the Green function associated to the process, with x ∈ (0, ∞). We shall use Theorem 10.0.1 in [8] to prove the theorem. We have to show that (1) P x (τ A < ∞), or the process is λ -irreducible, and (2) 
Part (1) . We first show that P x (τ 0 < ∞) = 1 for all x > 0. By construction, (5.1) implies
0 χ i with probability one. Right after exactly the n-th jump, a particle that started at x will be at
It is straightforward to see that unless x < a , we have that τ 0 coincides with the position x(τ n ), exactly after a jump, for some n ≥ 1. A coupling argument based on a process with constant α = α 0 driven by the holding times {χ i } i≥0 , together with (5.2), shows that if the process with constant rate reaches (0, a ), then for sure {x(t)} t≥0 reaches it even before.
Proposition 4 (not dependent on the results in this section) concludes the argument.
Part (2) . Using once again (5.2), the position at t = τ n , after n consecutive holding times of length less than is
We choose n and such that γ n x < a /2 and < (
Part (3) . Starting with τ 0 defined in Part (i), for i = 1, 2, . . . we set
In view of the results from Part 1, the event that all τ i − τ i−1 < ∞, i ≥ 1, has probability one. We need to calculate
Applying the strong Markov property to (5.4) , it is enough to show that
For χ an exponential random variable with mean value one, independent of the process, define the first jump time of the process
The rates α(x) are bounded above by 0 < ||α|| < ∞ and ||α||w ≥ χ. Then and the next theorem due to Orey are adapted form [1] and [7] . Remark. The condition γ < 1 2 can be relaxed by replacing the condition that exactly one jump has happened (as in the proof of the proposition) with the condition that exactly n > 1 jumps have happened, for an appropriate integer n.
Proof. We shall use the same notations for the holding times and jump times as in the proof of Theorem 5. In that proof we show that condition (i) in Definition 3 is satisfied for any set (0, a ). We proceed to the proof of (ii). Pick a point x ∈ (0, a ). Denote
and notice that A is differentiable with continuous strictly positive derivative, so A is invertible. Then
Whenever γ < 1/2, we can fix t such that t/a ∈ (γ(1 − γ) −1 , (1 − γ)γ −1 ) and consider y 1 ≤ y 2 two numbers in [γa + γt, t]. The condition on t makes sure (i) that t ≥ γa + γt,
(ii) whenever y ≥ γa + γt, then the lower bound for w 1 in (5.10) is nonnegative, and (iii) this interval has a nontrivial intersection with (0, a ).
If exactly one jump has been observed, then x(t) = γ(x + w 1 ) + (t − w 1 ) and
Due to the conditions on t, y 1 , y 2 , the event we calculate the probability of in (5.9) is equal to (5.10)
From (5.7) we see that t − w 1 < w 2 is the same as
Equation (5.6) shows that w 1 = A −1 (A(x) + χ 1 ) − x is a function of χ 1 , proving that w 1 and χ 2 are independent. Let
be the density of the random variable w 1 . If
the probability from (5.9) is equal to
We have shown (ii) from Definition 3 with ν 0 (dy) equal to the uniform probability measure 
which leads to
Proof. For any θ ≥ 0, let
We are interested mainly in P x (τ 0 < ∞) = u 0 (x), having to show that u 0 (x) ≡ 1. Let χ be the first exponential holding time of intensity one (without loss of generality). Then, if
x < a , we have u θ (x) = 1, and if x ≥ a we can derive the relation
which reduces to
After a substitution y = γ(x + s),
Due to the integral equation (5.16), u θ (x) is bounded, we derive that it is continuous, and then that it is also differentiable. After differentiating both sides of (5.16) and a simplification by a factor e −(θ+1)x , we have 
