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§0 Introduction
Let K∗(X) denote the generalized homology of X with coefficients in the spec-
trum K(C) [A], π a finitely generated discrete group and Bπ its classifying space.
For any Banach algebraA(π) with C[π] ⊆ A(π), there is an assembly mapK∗(Bπ)→
Kt∗(A(π)) for the topological K-theory of A(π). In this paper we are interested in
the “maximal unconditional completion”of C[π] in the reduced group C∗-algebra
C∗r (π). This algebra, denoted Amax(π), was introduced by Lafforgue in [La] (the
definition is recalled below). The main result of the paper is
Theorem 1. Let π be a finitely-generated group and x = (xn, xn−2, . . . ) denote
an element of Kn(Bπ) ⊗ C ∼= (H∗(Bπ) ⊗ K∗(C)) ⊗ C. Suppose there exists a
cohomology class [c] ∈ Hn(Bπ;C) represented by an n-cocycle of subexponential
growth with < c, xn > 6= 0. Then x is sent by the assembly map to a nonzero
element of Ktn(Amax(π)) ⊗ C. In particular, if all rational homology classes of
π are detected by cocycles of this type, then the assembly map for the topological
K-theory of Amax(π) is rationally injective.
An n-cochain c is λ-exponential (λ > 1) if there is a constant C (depending on
λ) for which ‖ c(g1, . . . , gn) ‖≤ C(λ
∑
n
i=1
L(gi)) for all [g1, . . . , gn] in Cn(Bπ), where
L(−) is the standard word-length function associated to a set of generators of π. It
is subexponential if it is λ-exponential for all λ > 1. For finitely-generated groups
two distinct presentations of π yield linearly equivalent word-length functions, so
the notion of λ-exponential does not depend on the choice of presentation of π. The
proof of Theorem 1 is based on the recent work of Puschnigg [P], [P1], in which the
theory of local cyclic homology is developed. Given the results of these two papers,
our task essentially reduces to showing that subexponential group cocycles extend
to continuous local cyclic homology cocycles on Amax(π). This is accomplished
using relatively standard techniques from cyclic homology and appealing to two
key results from [P].
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In an earlier draft of this paper, the authors proved the weaker result that co-
homology classes of polynomial growth paired with Kt∗(Amax(π)) in the manner
described by the above theorem, following the ideas of [CM]. It is clear that our
original approach could have been extended to include a more restrictive subexpo-
nential growth condition modeled on the subexponential technical algebra described
in [J1], [J2]. We are indebted to the referee for suggesting this stronger result as
well as its connection to [P]. There is substantial evidence that the class of groups
satisfying the property that all of its rational homology is detected by cocycles of
polynomial growth is quite large, possibly containing all finitely-generated discrete
groups whose first Dehn function is of polynomial type [O1, Conj. A]. If this pattern
persists for Dehn functions of subexponential growth, one might expect a similar
density of subexponential cohomology classes for Olshanskii groups.
The second author would like to thank D. Burghelea for many helpful conversa-
tions in the preparation of this paper.
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§1 Proof of the main result
We recall some basic facts about Hochschild and cyclic homology ([C1], [C2],
[L]), consistent with the notation and conventions of [P]. We assume throughout
that the base field is C, with all algebras and tensor products being over C. For
an associative unital algebra A, let ΩnA = A ⊗ A⊗n, and set Ω∗(A) = ⊕
n
Ωn(A).
Define bn : Ω
n(A)→ Ωn−1(A) by the equation
bn(a0, a1, . . . , an) =
n−1∑
i=0
(−1)i(a0, . . . , aiai+1, . . . , an) + (−1)
n(ana0, a1, . . . , an−1)
This is a differential, and the resulting complex (Ω∗(A), b) is the Hochschild complex
of A, also denoted by C∗(A). Its homology is denoted HH∗(A). The Hochschild
complex admits a degree one chain map B∗ given by
Bn(a0, a1, . . . , an) =
n∑
i=o
(−1)ni(1, ai, ai+1, . . . , an, a0, a1 . . . , ai−1)
−
n∑
i=0
(−1)ni(ai, 1, ai+1, . . . , an, a0, . . . , ai−1)
and this defines a 2-periodic bicomplex B(A)∗∗ with {B(A)2p,q = ⊗
q+1A, B(A)2p−1,q =
0. The differentials are bq : B(A)2p,q → B(A)2p,q−1 andBq : B(A)2p,q → B(A)2p−2,q+1.
The total complex T∗(A) = ( ⊕
2p+q=∗
B(A)2p,q, b + B) of the resulting bicomplex
B(A)∗∗ = {B(A)∗∗; b,B} is clearly Z/2-graded (and contractible). There is a de-
creasing filtration by subcomplexes F kT∗(A) = (b(Ω
k(A))
⊕
n
Ωn≥k(A), b + B), and
the periodic cyclic complex CCper∗ (A) is the completion of T∗(A) with respect to
this filtraton: CCper∗ (A) = lim←−
n
T∗(A)/F
kT∗(A), with homology HC
per
∗ (A). For lo-
cally convex topological algebras, projectively completing the tensor products in
the complex Ω∗(A) yields topological Hochschild and periodic cyclic homology.
Note on notation: In [P] and [P1] the author defines Ωn(A) as ΩnA = A˜⊗A⊗n
where A˜ = A+ = A ⊕ C denotes A with a unit adjoined. This is referred to as
the Hochschild complex of A, and its homology as the Hochschild homology of
A. However, this definition actually produces the normalized Hochschild complex
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C∗(A+)n of A+, and its homology is HH∗(A+) = HH∗(A) ⊕ HH∗(C). Dividing
out by by the additional copy of C occuring in A˜ in dimension 0 of C∗(A+)n yields
the reduced complex C∗(A+)red, and the inclusion C∗(A) →֒ C∗(A+)red induces
an isomorphism in homology, but is not an isomorphism of complexes [L, 1.4.2].
In order for the chain-level isomorphisms in [P, Lemma 3.2 and 3.3] to hold, one
must use C∗(C[π]), not the larger C∗(C[π]+)red. This decomposition leads to the
homogeneous decomposition stated in [P, Lemma 3.9], a result used in this paper.
For these reasons, we will assume throughout that our algebra A is unital, and that
Ω∗(A) denotes the usual Hochschild complex of A.
We recall the definition of local cyclic homology [P], [P1]. Let A be a Banach
algebra, U its unit ball. Given a compact subset K of U , AK is the completion of
the subalgebra of A generated by K with respect to the largest submultiplicative
seminorm η such that η(K) ≤ 1. Next, for an auxiliary Banach algebra A′, let
η(−)N,m be the largest seminorm on Ω
∗(A′) satisfying
(1.1)
ηN,m(a0, a1, a2 . . . , an)N,m ≤
1
c(n)!
(2 + 2c(n))mN−c(n) ‖ a0 ‖A′ · . . . · ‖ an ‖A′
for each n, where N ≥ 1, m ∈ N and c(2n) = c(2n + 1) = n. For each N the
boundary maps b and B are bounded with respect to the family of seminorms
{η(−)N,m}m∈N. Thus the completion of T∗(A
′) with respect to this family of semi-
norms again yields a complex, denoted T∗(A
′)(N). In particular this applies when
A′ = AK . Note that an inclusion of compact subspaces K →֒ K
′ induces a continu-
ous homomorphism of Banach algebras AK → AK′ , and that if N < N
′ the identity
map on T ∗(A′) induces a natural morphism of complexes T∗(A
′)(N) → T∗(A
′)(N ′).
Definition 1.2 [P, Def. 3.4]. In terms of the above notation, the local cyclic ho-
mology of a Banach algebra A is
HCloc∗ (A) = lim−→
K⊂U
N→∞
H∗(T∗(AK)(N))
A Banach space X is said to have the Grothendieck approximation property if
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the set of finite rank operators is dense in the space of bounded operators L(E)
with respect to the compact-open topology. A Banach algebra has this property
when its underlying Banach space does. In [P1] Puschnigg proves that for Banach
algebras satisfying this property, the above inductive system used in the definition of
HCloc∗ (A) can be replaced by a much smaller countable directed system. Precisely,
let V0 ⊂ V1 ⊂ · · · ⊂ Vj ⊂ · · · ⊂ A be any increasing sequence of finite-dimensional
subspaces of A for which
⋃
Vj is dense in A. Let Br be the closed ball of radius r
in A. Set Kj = Vj ∩ B j
j+1
.
Proposition 1.3 [P, Prop. 3.5; P1, Th. 3.2]. If A is a Banach algebra with
the Grothendieck approximation property, then
HCloc∗ (A) = lim−→
j→∞
N→∞
H∗(T∗(AKj )(N))
We now specialize to the case A is a Banach algebra completion of C[π]. There
is a well-known decomposition of the Hochschild complex ([B], [Ni]) C∗(C[π]) =⊕
C∗(C[π])<g> the sum being indexed over the set {< g >} of conjugacy classes of
π. The boundarymaps bn preserve summands, so that for each< g > (C∗(C[π])<g>, b∗)
is a subcomplex and direct summand of (C∗(C[π]), b∗). Because the differential B
also preserves this decomposition, it extends to the bicomplex B(A)∗∗. These sum
decompositions then yield sum-decompositions of the corresponding algebraic ho-
mology groups
(1.4) HH∗(C[π]) = ⊕HH∗(C[π])<g>
and for each< g > a summandHCper∗ (C[π])<g> ofHC
per
∗ (C[π]), whereHH∗(C[π])<g>
resp. HCper∗ (C[π])<g> is the homology of (C∗(C[π])<g>, b∗) resp. (CC
per
∗ (C[π])<g>, b∗).
In general, extension of these decompositions to the topological complexes associ-
ated to completions of the group algebra is problematic. However, for weighted ℓ1
completions, the summands persist (cf. [J1]). For local cyclic homology, one has a
similar result. To describe it we need some more terminology.
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Let ℓ1(π) be the ℓ1 algebra of the discrete group π. As in [Bo], let ℓ1λ(π) denote the
completion of C[π] with respect to the largest seminorm νλ satisfying νλ(g) ≤ λ
L(g)
where L is the the word length function on π associated to a finite symmetric set
of generators, and λ ≥ 1. Obviously ℓ11(π) = ℓ
1(π), and for each λ > 1, ℓ1λ(π) is a
subalgebra of ℓ1(π) and a Banach algebra, with {ℓ1λ(π)}λ≥1 forming an inductive
system. The Banach algebra ℓ1(π) has the Grothendieck approximation property
described above. Given a finite generating set S of π with associated word-length
metric LS , let Vj be the linear span of {g | LS(g) ≤ j}, with Kj defined in terms
of Vj as before.
Proposition 1.5 [P, Lemma 3.7]. For each generating set S and associated word-
length function L on π associated with S, there is a natural isomorphism
” lim
j→∞
”ℓ1(π)Kj
∼= ” lim
λ→1
λ>1
”ℓ1λ(π)
The quotation marks here indicate that these limits are actually objects in the
category of Ind-Banach algebras (i.e., the category whose objects are formal induc-
tive limits over the category of Banach algebras - [P1]). As a consequence, one has
the following analogue in local cyclic homology of the “Principe d’Oka”due to Bost
[Bo].
Theorem 1.6 [P, Cor. 3.8, Lemma 3.9]. Let π be finitely-generated with gen-
erating set S and associated word-length function L. Then there is an isomorphism
HCloc∗ (ℓ
1(π)) ∼= lim
λ→1,λ>1
N→∞
H∗(CC∗(ℓ
1
λ(π))(N))
Moreover HCloc∗ (ℓ
1(π)) admits a decomposition as a topological direct sum indexed
by the set of conjugacy classes of π.
Next we recall the following definition and results, due to Lafforgue [La]: A(π)
is a sufficiently large good completion of the group algebra C[π] inside of C∗r (π)
if i) it is admissible, ii) it is a Fre´chet algebra with seminorms {ηi(−)} satisfying
ηi(
∑
g λgg) = ηi(
∑
g |λg |g); |λg| ≤ |λ
′
g|∀g implies ηi(
∑
g λgg) ≤ ηi(
∑
g λ
′
gg) and
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iii) it contains the Banach subalgebras ℓ1λ(π) for all λ > 1. There is a maximal
such subalgeba of C∗r (π), denoted Amax(π), which is the completion of C[π] in the
seminorm ‖ f ‖max:=‖ |f | ‖r, ‖−‖r being the reduced C
∗ norm. For our purposes,
we will only state the following result for Amax(π); a more general result is given
in [P]. In what follows, < e > denotes the conjugacy class of the identity element;
the summand indexed by this element is referred to in [P] as the homogeneous
summand (cf. also [B]).
Theorem 1.7 [P, Proposition 4.5], [CM]. There is a decomposition
HCloc∗ (Amax(π))
∼= HCloc∗ (Amax(π))<e> ⊕ (HC
loc
∗ (Amax(π))<e>)
C
analogous to Burghelea’s decomposition for HCper∗ (C[π]). Moreover the inclusions
ℓ1λ(π) →֒ Amax(π) induce an isomorphism on the homogeneous summands of local
cyclic homology groups
HCloc∗ (ℓ
1(π))<e> ∼= HC
loc
∗ (Amax(π))<e>
We define a cohomology theory on Bπ which we will pair with the right-hand
side of (1.6). Let S and L be as above. Let B∗(π) denote the non-homogeneous bar
complex on π. Then H∗(Bπ;C) is computed as the cohomology of the cocomplex
C∗(Bπ;C) = Hom(B∗(π);C), a typical n-cochain represented by a map φ : (π)
n →
C.
Definition 1.8. A cochain φ : (π)n → C is called λ-exponential if there exists a
constant Cλ > 0 with
|φ(g1, g2, . . . , gn)| ≤ Cλ
(
λ
∑
n
i=1
L(gi)
)
for all (g1, g2, . . . , gn) ∈ Bn(π).
For fixed λ, the set of λ-exponential cochains form a subcocomplex C∗λ(Bπ;C) of
C∗(Bπ;C), and the λ-exponential cohomology ofBπ isH∗λ(Bπ;C) := H
∗(C∗λ(Bπ;C)).
A cohomology class [c] ∈ Hn(Bπ;C) is λ-exponential if it lies in the image of the
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natural map H∗λ(Bπ;C) → H
∗(Bπ;C) induced by the inclusion C∗λ(Bπ;C) →֒
C∗(Bπ;C). The subexponential cocomplex is C∗se(Bπ;C) :=
⋂
λ>1
C∗λ(Bπ;C), and
the subexponential cohomology of π is H∗se(Bπ;C) := H
∗(C∗se(Bπ;C)). Finally, a
cohomology class [c] as above is subexponential if it is in the image of the canonical
map H∗se(Bπ;C)→ H
∗(Bπ;C).
In order to describe the pairing, we construct a variant of Puschnigg’s local
theory. First, note that HCloc∗ (A) is a Z/2-graded theory whose algebraic coun-
terpart is not cyclic homology but periodic cyclic homology. Returning to the
bicomplex B(A)∗∗, we let BC(A)pq = {B(A)pq} for p ≥ 0, and 0 for p < 0. Al-
gebraically this is the quotient of B(A)∗∗ by the subbicomplex {B(A)pq}p<0. Set
TC∗(A) = ( ⊕
2p+q=∗
BC(A)2p,q, b + B). This is a connective complex (usually de-
noted CC∗(A)) whose homology computes the algebraic cyclic homology of A.
Let Ccy∗ (A) = {C
cy
n (A) = Cn(A)/(1 − τn+1), b}n≥0 denote the usual cyclic com-
plex of A, formed as the quotient of the Hochschild complex by (1 − τ∗), where
τn+1(a0, . . . , an) = (−1)
n+1(an, a0, . . . , an−1). There is a projection map TC∗(A)
which sends BC0q(A) = Cq(A) surjectively to C
cy
q (A), (1− τq+1)(Cq(A)) 7→ 0, and
sends BCpq(A) to 0 for p > 0. As we are over a field of char. 0, this is a quasi-
isomorphism. Now the completions used in the definition of local cyclic homology
apply to both TC∗(A) and C
cy
∗ (A). Thus
Definition 1.9. For a Banach algebra A, let
HCCiloc∗ (A) = lim−→
K⊂U
N→∞
H∗(TC∗(AK)(N))
HCCloc∗ (A) = lim−→
K⊂U
N→∞
H∗(C
cy
∗ (AK)(N))
where the notation is as in Def. 1.2 above. The projection maps of complexes
T∗(A
′) ։ TC∗(A
′) ։ Ccy∗ (A
′) are clearly bounded with respect to the seminorms
used above for any of the auxiliary Banach algebras AK , yielding homomorphisms
on homology groups
(1.10) HCloc∗ (A)→ HCC
iloc
∗ (A)→ HCC
loc
∗ (A)
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induced by the obvious projection maps of complexes. Here HCCloc∗ stands for
“connective local cyclic homology”, as distinguished from HCloc∗ , while “iloc”refers
to the “intermediate local”connective theory which simply serves as a bridge be-
tween the left and right hand sides of (1.10). Finally, we note that for algebras
with the Grothendieck approximation property, one could similarly define homol-
ogy groups using the smaller countable direct limits described above in Proposition
1.3. As we are interested in the case A = ℓ1(π), we will use the directed systems of
Theorem 1.6.
Definition 1.11. Let π be finitely-generated with generating set S and associated
word-length function L. Then
HCCaploc∗ (ℓ
1(π)) := lim
λ→1,λ>1
N→∞
H∗(C
cy
∗ (ℓ
1
λ(π))(N))
By the same reasoning as in [P, Lemma 3.9], we see thatHCCaploc∗ (ℓ
1(π)) admits
a decomposition as a topological direct sum indexed by the set of conjugacy classes
of π. Moreover, the canonical map HC∗(C[π]) → HCC
aploc
∗ (ℓ
1(π)) obviously pre-
serves the decomposition. In particular,HC∗(C[π])<e> maps toHCC
aploc
∗ (ℓ
1(π))<e>.
Note that, unlike the original local cyclic theory of [P], there is no reason to be-
lieve that HCCaploc∗ (ℓ
1(π)) and HCCloc∗ (ℓ
1(π)) (defined as HCCloc∗ (−) of an Ind-
Banach algebra in the sense of [P1]) agree. Nevertheless, there is an evident map
HCloc∗ (ℓ
1(π))→ HCCaploc∗ (ℓ
1(π)) which we may fit into a diagram
(1.12)
Ktop∗ (C[π]) //

HC∗(C[π])

Ktop∗ (ℓ
1(π)) //

HCloc∗ (ℓ
1(π))

// HCCaploc∗ (ℓ
1(π))


Ktop∗ (Amax(π)) // HC
loc
∗ (Amax(π)) // HCC
aploc
∗ (ℓ
1(π))<e>
The vertical maps on the left are induced by the evident inclusion of topological
algebras. The group Ktop∗ (C[π]) denotes the topological K-theory of C[π] equipped
with the fine topology, and the top horizontal map is the Chern character of [T]. The
10
second and third horizontal maps are the Chern character of [P] and [P1] to local
cyclic homology. The two maps to the group in the lower right corner are induced
by Theorem 1.6, Theorem 1.7 and the evident decomposition of HCaploc∗ (ℓ
1(π))
into summands indexed by conjugacy classes. The commutativity of the diagram
follows from the compatibility of Chern characters. Theorem A now follows from
Lemma 1.13. Let [φ] ∈ Hnse(Bπ;C). Let [c] denote the image of [φ] in H
n(Bπ;C),
and let τc denote the standard n-dim. cyclic group cocycle on C[π] formed by choos-
ing a normalized representative c of [c] and extending it over Ccyn (C[π]). Then φ
induces a map (φ)∗ : HCC
aploc
n (ℓ
1(π))<e> → C such that the composition
HCn(C[π])→ HCC
aploc
n (ℓ
1(π))։ HCCaplocn (ℓ
1(π))<e>
(φ)∗
−→ C
equals the map induced by [τc].
Proof. For fixed N,m let DN,m,n = c(n)!(2 + 2c(n))
−mNc(n) (cf. (1.1)). Now also
fix λ > 1, and consider an element x =
∑
i γi(g0i, g1i, . . . , gni) in the completed
complex Ccyn (ℓ
1
λ(π))(N). For τc as above, we have
(1.14)
|τc(x)|
≤
∑
i
g0ig1i·...·gni=1
|γi||τc(g0i, g1i, . . . , gni)|
=
∑
i
|γi||c([g1i, . . . , gni])|
≤
∑
i
|γi|Cλ
L(g1i) · . . . · λL(gni)
≤ (CDN,m,n)ηN,m
(∑
i
γi(g0i, g1i . . . , gni)
)
= (CDN,m,n)ηN,m(x) <∞
We are using the seminorm defined in (1.1) for the auxiliary algebra A′ = ℓ1λ(π)
with norm ‖
∑
γigi ‖ℓ1
λ
(π):=
∑
i |γi|λ
L(gi). Thus, for each λ > 1 and N >
0, τc extends to a continuous cyclic n-cocycle on C
cy
∗ (ℓ
1
λ(π))(N), defining a ho-
momorphism Hn(C
cy
∗ (ℓ
1
λ(π))(N)) → C. These extensions are obviously compat-
ible with the inclusions associated to the directed system occuring in the def-
inition of HCCaploc∗ (ℓ
1(π)) in (1.11) above, and factor through the projection
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HCCaploc∗ (ℓ
1(π)) ։ HCCaploc∗ (ℓ
1(π))<e>. Denoting the induced homomorphism
on the direct limit by (φ)∗ yields the result. //
Combining this with the commuting diagram now completes the proof of main
result stated in the introduction.
12
References
[A] J. F. Adams, Stable Homotopy and Generalized Homology (Chicago Lect. Ser. in Math.) (D.
The univ. of Chicago Press, eds.), 1974.
[Bo] J.B. Bost, Principe d’Oka, K-the´orie et syste`mes dynamiques non commutatifs, Inv. Math.
101 (1990), 261 – 333.
[B] D. Burghelea, The cyclic homology of the group rings, Comm. Math. Helv. 60 (1985), 354–365.
[C1] A. Connes, Non-Commutative Differential Geometry, Publ. Math. I.H.E.S. 62 (1985), 41–
144.
[C2] A. Connes, Noncommutative Geometry 2nd edition (Academic Press, eds.), 1994.
[CM] A. Connes and H. Moscovici, Hyperbolic groups and the Novikov conjecture, Topology 29
(1990), 345 – 388.
[Ji] R. Ji, Smooth Dense Subalgebras of Reduced Group C∗-algebras, Schwartz Cohomology of
Groups, and Cyclic Cohomology, Jour. of Funct. Anal. 107 (1992), 1–33.
[J1] P. Jolissaint, Les fonctions a` de´croissance rapide dans les C∗-alge`bres re´sduites de groupes,
Thesis, Univ. of Geneva (1987).
[J2] P. Jolissaint,K-Theory of Reduced C∗-Algebras and Rapidly Decreasing Functions on Groups,
K-Theory 2 (1989), 723 – 735.
[La] V. Lafforgue, K-the´orie bivariant pour les alge`bras de Banach et conjecture de Baum-Connes,
Invent. Math 149 (1) (2002), 1 – 95.
[L] J. L. Loday, Cyclic homology A Series of Comprehensive Studies in Mathematics# 301 (Springer-
Verlag, eds.), 1997.
[O1] C. Ogle, Polynomially bounded cohomology and discrete groups, Jour. of Pure and App. Alg.
195 (2005), 173 – 209.
[P] M. Puschnigg, The Kadison-Kaplansky Conjecture for word-hyperbolic groups, Inv. Math. 149
(2002), 153 – 194.
[P1] M. Puschnigg, Diffeotopy Functors of Ind-Algebras and Local Cyclic Homology, Documenta
Math. 8 (2003), 143 – 245.
[T] U. Tillmann, K-Theory of fine topological algebras, Chern character, and assembly, K-Theory
6, 57 – 86.
13
