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Abstract
In this work, we demonstrate that receptive fields in 3D pose estimation can be
effectively specified using optical flow. We introduce adaptive receptive fields,
a simple and effective method to aid receptive field selection in pose estimation
models based on optical flow inference. We contrast the performance of a bench-
mark state-of-the-art model running on fixed receptive fields with their adaptive
field counterparts. By using a reduced receptive field, our model can process
slow-motion sequences (10x longer) 23% faster than the benchmark model running
at regular speed. The reduction in computational cost is achieved while producing
a pose prediction accuracy to within 0.36% of the benchmark model.
1 Introduction
Three-dimensional pose estimation is a vibrant field of research in deep learning and computer vision.
Efficient 3D pose estimation algorithms are extensively used in a variety of areas such as action
recognition, virtual reality, and human-computer interaction [1]. Driven by progress in inference
accuracy as well as improved image data aggregation and dissemination, these algorithms have
gained significant traction in commercial and industrial applications. Noteworthy examples include
behavioral inference monitoring in the public safety sector and virtual fitting room implementations
in the fashion industry [2, 3, 4].
One of the key areas of research within 3D pose estimation focuses on reducing the ambiguity of
2D to 3D mappings in video multimedia. This ambiguity stems from the existence of multiple 3D
poses which may be inferred from the same 2D joint keypoints. Previous work tackled this problem
by capturing a video’s temporal information with recurrent neural networks [5, 6]. In our work, we
aim to build on the approach of current state-of-the-art models in this space, achieved by Facebook
AI Research in their paper “3D human pose estimation in video with temporal convolutions and
semi-supervised training” [1]. Facebook AI Research uses a novel approach to solve the ambiguity
described above: instead of using a recurrent neural network (RNN), they use a fully convolutional
1D neural network (CNN) that takes 2D joint keypoint sequences as input and generates 3D pose
estimates as output. To make sure they capture the long-term video information, they employ dilated
convolutions. Their model results in higher accuracy, simplicity, as well as efficiency –both in terms
of computational complexity, as well as the number of parameters compared to approaches that rely
on RNN model structures [5, 6].
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Facebook AI Research’s work proposes both a supervised and unsupervised approach using two
well-known computer vision datasets: Human3.6M and HumanEva. Collecting labels for 3D human
pose estimation is quite resource-intensive as it requires an expensive motion-capture setup as well as
lengthy recording sessions. For this reason, their supervised approach is particularly interesting.
Human3.6M contains 3.6 million video frames for 11 human subjects. Seven of them are annotated
with 3D poses. With this data set, [1] manages to outperform the previous best results by 6 mm (an
11% improvement) in mean per-joint position error. HumanEva-I is a smaller dataset, containing
three human subjects recorded from three different camera views. HumanEva-I is also highly cited in
the literature. The Human3.6M dataset is recorded at 50 Hz while the HumanEva-I is recorded at 60
Hz.
Our team performed a deep technical analysis of the temporal dilated convolutional model proposed
by Facebook AI Research and introduced a novel element–the adaptive receptive field parameter.
We demonstrate that using optical flow to adapt the receptive fields depending on the amount of
movement in a video over various sequences can help to reduce computational costs while achieving
statistically equivalent mean joint displacement errors.
Results are obtained by contrasting the performance of the state-of-the-art pre-trained model provided
by Facebook AI Research on fixed receptive fields with their adaptive receptive field counterparts
using Human3.6M videos with modified speeds. Our focus was to compare the baseline model of
the video at 1x and 0.5x speeds with regards to the obtained mean per-joint error rate for a subject
(subject S5 in our case), over varying receptive fields of 3, 9, 27, 81, and 243 frames.
2 Related Work
2.1 3D Pose Estimation
Earlier methods for pose estimation revolve around feature extraction, with a focus on immutable
factors (such as background scene, lighting, and skin color) from images, and mapping those features
to a 3D human pose [7, 8]. The problem of 3D human pose estimation has been addressed in multiple
ways starting from a sequence of 2D human poses. The most successful and efficient approaches
for pose estimation follow a consistent routine: (i) Estimate the 2D pose from images, (ii) Map the
estimated 2D poses into 3D space.
Many models show that a low-dimensional representation, such as 2D joint keypoints, are powerful
enough to estimate 3D poses with high accuracy. Lee and Chen [9] were the first to infer 3D poses
from their 2D projections given bone length. Through their work, Lee and Chen use a binary decision
tree where each branch corresponds to two possible states of a joint relative to its parent. On the other
hand, Chen and Ramanan first discussed the idea of a detached 2D pose to search for the nearest
neighbor 3D pose within a large database of exemplar poses [10].
Moreno-Nouguer [11] introduced a novel approach to automatically recover 3D human poses from a
single image. They looked to solve the detection of edges, joints, or shadows to infer 3D poses from
images. Their solution centered around a Bayesian Framework that integrates a generative model.
This generative model was based on latent variables and discriminative 2D part detectors, and 3D
inference using a pairwise distance matrix of 2D joints to obtain a distance matrix of 3D joints. And
in addition to using multidimensional scaling (MDS) with pose-priors to rule out the ambiguities,
this was a consistent attribute which they used to transform ground truth 3D joint positions.
Cheol-hwan et. al [12] improved on Convolutional Neural Networks for 3D hand pose estimation
from a single depth image. Since the hand is composed of six different parts, including sequential
joints that provide restricted motion, CNNs fall short of modeling the complexity of this structure.
To solve this, they propose a Hierarchically Structured Convolutional Recurrent Neural Network
(HCRNN) with six branches that estimates the palm and fingers individually.
When performing frame-by-frame 3D pose estimation, errors independent to each frame can cause
jitter. This can be resolved by utilizing temporal information across a sequence of 2D joint positions
to estimate a sequence of 3D poses. We discuss temporal dilated convolutional models in the next
section of the paper.
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2.2 Temporal dilated convolutional model
Convolutional models enable parallelization over both the batch and the time dimensions while RNNs
cannot be parallelized over time [1]. In CNN models, the path of the gradient between output and
input has a fixed length regardless of the sequence length, which mitigates vanishing and exploding
gradients which affect RNNs. Moreover, [1] proposes dilated convolutions [13] to model long-term
dependencies while maintaining computational efficiency.
In an attempt to solve the exploding and vanishing gradients problem and the difficulty of parallelizing
the training using an RNN, [14] already proposes a dilated temporal fully-convolutional neural
network (DTFCN) as an automatic framework for semantic segmentation of motion. Additionally,
[15] has shown that temporal convolutional networks (TCN) perform just as well, or even better
than RNNs in sequencing modeling tasks. Some years before, [13] aalready proved the efficiency
of dilated convolutions for semantic segmentation tasks. Their advantage resides in the systematic
aggregation of multiscale contextual information without losing resolution. The architecture is based
on the fact that dilated convolutions support exponential expansion of the receptive field without loss
of resolution or coverage.
To tackle the state saturation problem that LSTMs suffer from, [16] propose modeling temporal
variations through a stateless dilated convolutional neural network, which uses dilated causal convo-
lution, gated activations, and residual connections. Their work is in the voice-activity detection space
where utterance is long, and thus requires the LSTM state to be periodically reset. Their proposed
model achieves 14% improvement in false acceptance rate with a false rejection rate of 1% over
state-of-the-art LSTMs for the voice-activity-detection task.
Other papers successfully use dilated convolutions in tasks like machine translation [17] and audio
generation [18].
Figure 1: An instantiation of the benchmark state-of-the-art model [1], fully-convolutional 3D pose
estimation architecture. The input consists of 2D keypoints for a receptive field of 243 frames (B = 4
blocks) with J = 17 joints. Convolutional layers are in green where 2J, 3d1, 1024 denotes 2 · J input
channels, kernels of size 3 with dilation 1, and 1024 output channels. They also show tensor sizes in
parentheses for a sample 1-frame prediction, where (243, 34) denotes 243 frames and 34 channels.
Due to valid convolutions, they slice the residuals (left and right, symmetrically) to match the shape
of subsequent tensors.
The benchmark state-of-the-art model [1] seen in figure 1 is using an input layer that takes the
concatenated (x,y) coordinates of the 17 unique joints per frame and applies a temporal convolution
with kernel size W and C output channels. This is followed by B ResNet-style blocks which are
surrounded by a skip-connection. Each block performs a 1D convolution with kernel size W and
dilation factor
D =W 2
followed by a convolutional with kernel size 1. All convolutional operations, except in the last layer,
are followed by batch normalization, ReLU functions, and dropout (p = 0.25). Each block increases
the receptive field exponentially by factor W, while the number of parameters only increases linearly.
See figure 2 for a better understanding of this tree structure.
2.3 Optical Flow
Optical flow estimates the motion of every pixel in a sequence of images. It describes a sparse or
dense vector field, where a displacement vector is assigned to a certain pixel position, which points to
where that pixel can be found in another image. Mainstream optical flow estimation algorithms can
be grouped as follows: region-based matching, differential, and energy-based algorithms.
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Figure 2: The benchmark state-of-the-art model [1] temporal convolutional model takes 2D keypoint
sequences (bottom) as input and generates 3D pose estimates as output (top). They employ dilated
temporal convolutions to capture long-term information.
FlowNet–an optical flow neural network, resolves problems with minor displacements and noisy
artifacts in estimated flow fields. In “Evolution of Optical Flow Networks with deep networks”
[19],the authors focus on the training data and discuss elements of scheduling the data presentation
and its importance. They developed an architecture that includes warping the second image with an
intermediate flow. They introduced a sub-network specializing in small motions to further focus on
movement displacements. Both FlowNet1.0 and FlowNet2.0 are end-to-end architectures. FlowNet
2.0 shows decreased estimation error by more than 50%, but is marginally slower than the FlowNet
1.0. FlowNet 2.0 performed at the same level as standard state-of-the-art methods [19].
Jianzhong et al [20] propose a method to track the movement of objects. They analyzed many
methods which are used to segment Video Objects, and proposed a new algorithm, using optical
flow to track objects by using the contours of an object. The Horn–Schunck method of estimating
optical flow is a global method that introduces a global constraint of smoothness to solve the aperture
problem. The aperture problem states that any varying contours of different orientation moving at
varying speeds can cause identical responses in a motion-sensitive neuron in the visual system. In the
paper they use this algorithm, to get the position of moving pixels between frames from the velocity
vector, in given video streams. Next, they take the contours and extract the object features to calculate
the position and velocity values. They achieved accurate, rapid, and stable results with the algorithm
to track the moving objects.
3 Adaptive Receptive Field Implementation - Experimental Setup
3.1 Dataset Exploration: Human3.6M Dataset
For our exploratory research, we heavily relied on the Human3.6M Dataset [21] which has 3.6 million
3D human poses and corresponding images, 11 actors (6 Male and 5 Female), and 17 action scenarios
(Walking, Eating, Discussion, Phoning). The Human3.6M dataset has a high resolution of 50Hz with
4 different orientations, including accurate 3D Joint Positions and joint angles from a high-speed
motion capture system. In addition, it also provides time-of-flight data and laser scans of the actors.
As part of our dataset and pre-processing exploration, we picked Subject S5 as our subject for research.
Amongst the actions, this subject pertained to the action “Posing”. As part of our guided methodology
in our project, our choice was intended at making a comparative study so that baseline results with
the mean per-joint position error for our model could be easily compared and tabulated later (refer to
table 1, 2, 3 and 4).
3.2 Optimized Temporal Convolution Modeling
The AWS EC2 instance specification we chose are as follows: p2.xlarge, with 4 vCPUs, x86_64
architecture with a K80 GPU backbone. As our baseline approach for a comparative study, from
subject S5’s available 17 actions, we chose the “Posing” action for our research project.
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We performed interpolation to get the half-speed samples input to our optimized temporal model.
The .cdf in the dataset were converted to .mat (MATLAB) files, then for our 2D and 3D datasets we
performed matrix interpolations, ensuring we removed the NaN values for processing the obtained
values in the final temporal model.
After loading and converting the Human3.6M 2D frames, we created the 2D poses and saved the joint
points in the preparation of the subject S5 dataset with depth, features, and poses attributes.
The model was run for 80 epochs. The architecture of the temporal model exploits temporal
information with dilated convolutions over 2D keypoint trajectories from the .npy files.
The default configuration has input features for each joint, while the outputs for each joint are in the
dataset files. For the Human 3.6M dataset, the number of output joints is 17. For the filter widths,
which determine the number of receptive field frames (i.e. the "number of blocks"), this parameter is
input as a flag ’–arc 3,3’ (for 9 frames) or ’–arc 3,3,3’ (for 27 frames), etc. during our run of the main
script of the model. To note the metrics in the final evaluation step of our research, we measure these
given four loss values over time over 80 epochs:
• E1: Mean per-joint position error (MPJPE) over time which is the mean Euclidean distance
between predicted joint positions and ground-truth joint positions.
• E2: P-Mean per-joint position error which gives the error after alignment with the ground
truth in translation, rotation, and scale.
• E3: N-Mean per joint position error (N-MPJPE) which aligns the predicted poses with the
ground-truth only in scale (N-MPJPE) for semi-supervised experiments.
• Velocity Error which is the mean per-joint velocity error (MPJVE).
These error values are reported later as our findings in the result section.
3.3 Optical Flow Modeling on Humans 3.6 Dataset
We deploy a deep convolutional neural network architecture based on the state-of-the-art FlowNet
2.0 architecture [22]. To assure consistency of results with existing literature, models are trained and
validated on the reference Sintel benckmark dataset [23]. As shown in figure 3, detail granularity and
resolution consistent with the FlowNet 2.0 results is achieved on the benchmark Sintel dataset.
Figure 3: Representative Benchmark Results from FlowNet 2.0 Model
3.4 Optical Flow Modeling on Humans 3.6 Dataset
Following benchmarking of our optical flow model, a set of pose estimation videos was selected from
our target 3D pose estimation dataset, Humans 3.6M [24]. This set of training and testing videos
was processed into frames for optical flow inference using our trained FlowNet 2.0 model. Figure 4,
shows representative results obtained through processing of the Humans 3.6M subject "S2" samples.
5
Figure 4: Representative Humans 3.6M Results from FlowNet 2.0 Model
As shown, detail granularity and resolution on these samples remain adequate and consistent with
results on the benchmark dataset. Moreover, high flow regions are indeed localized to areas consistent
with subject dynamics, as confirmed by inspection of the raw training videos.
3.5 Adaptive Receptive Field Regression
Following model validation on the target dataset, the flow field output of our optical flow model was
used to estimate temporal information density across frames–the degree to which motion was present
across contiguous pose frames–and produce a best-estimate receptive field parameter for processing
of the given sample.
Several methods of determining the optimal receptive field parameter from the flow field output were
tested. First, a single motion value had to be calculated from a frame in the flow field output. The
magnitude of the x and y vectors was used to determine a motion value for a single pixel. Then,
to integrate these values for each pixel to represent the motion of a frame, various combinations of
max-pooling and averaging were attempted. However, the simplest method of taking the max value
from the entire frame (clipping outliers) proved to be the most effective. Intuitively, this made sense
as most objects move in unison and because the still pixels in a frame shouldn’t affect the motion
value. To combine the motion values of all frames to form a motion value for the entire video, we
simply averaged the values from each frame.
4 Results
The evaluation metrics used are the same as those of the research community, as this made the results
comparable. These are the mean per-joint position error (MPJPE) measured in mm. This is the
Euclidean distance between the predicted joint position and ground truth joint position.
Experiments were performed for Subject S5 in the “Posing” action at a speed reduction factor of 10x
5. Results show that a reduction in receptive field from 243 frames to 81 frames resulted in an MPJPE
increase of just 0.36% or 0.1 mm (28.2 mm to 28.3 mm error). The benchmark state-of-the-art model,
which runs on full-speed videos showed an increase in MPJPE of 1.27% or 0.6 mm (47.1 mm to 47.7
mm error) for the same receptive field parameter change.
For our model, program execution time was reduced by approximately 23% (56.05 seconds ver-
sus 43.4 seconds) by reducing the receptive field as noted above, which further demonstrates the
computational advantages of our adaptive model. Furthermore, this result strongly suggests that
adaptive receptive fields could offer an effective alternative to fixed receptive field parameterization
for systems deployed in highly dynamic environments.
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Figure 5: Example of speed reduction video at 0.5x using interpolation
Figure 6: The Figure below depicts Receptive Frames at (9, 27, 81 and 243) vs. the Mean Per-Joint
Position True Protocol # 1 Error at 0.5x speed and 1x Speeds (refer to Table 1)
Table 1: True Protocol # 1 Error (MPJPE) vs. the Receptive Fields in both speeds
RECEPTIVE FIELDS HALF SPEED (mm) FULL SPEED (mm)
9 frames 77.369 59.146
27 frames 48.267 31.609
81 frames 41.845 24.866
243 frames 41.608 22.077
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Table 2: True Protocol # 2 Error (P-MPJPE) vs. the Receptive Fields in both speeds
RECEPTIVE FIELDS HALF SPEED (mm) FULL SPEED (mm)
9 frames 44.057 42.219
27 frames 33.528 25.986
81 frames 31.202 20.110
243 frames 31.160 17.567
Table 3: True Protocol # 3 Error (N-MPJPE) vs. the Receptive Fields in both speeds
RECEPTIVE FIELDS HALF SPEED (mm) FULL SPEED (mm)
9 frames 60.420 50.651
27 frames 42.422 30.785
81 frames 39.078 24.667
243 frames 39.764 21.976
Table 4: Velocity (MPJVE) ERROR in both speeds
RECEPTIVE FIELDS HALF SPEED (mm) FULL SPEED (mm)
9 frames 2.713 2.308
27 frames 2.600 2.094
81 frames 2.473 1.861
243 frames 2.444 1.749
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5 Conclusions
In this work, we demonstrate that receptive fields in 3D pose estimation can be effectively specified
using optical flow, which estimates the motion of every pixel in a sequence of images. By doing
so, computational costs can be effectively decreased in low movement sequences while maintaining
equivalent performance.
Experiments performed using lower speed videos–modified using keypoints interpolation–of the
Subject S5 (action “Posing”) of the Human3.6M dataset successfully shows that a reduction in
receptive field from 243 frames to 81 frames resulted in an MPJPE increase of just 0.36% or 0.1 mm
(28.2 mm to 28.3 mm error). The benchmark state-of-the-art model from Facebook AI research [1],
which runs on full-speed videos showed an increase in MPJPE of 1.27% or 0.6 mm (47.1 mm to 47.7
mm error) for the same receptive field parameter change.
Our proposed model execution time was lowered by approximately 23% (56.05 seconds versus 43.4
seconds) by reducing the receptive field as noted above, which further demonstrates the computational
advantages of our adaptive model. Furthermore, this result strongly suggests that adaptive receptive
fields could offer an effective alternative to fixed receptive field parameterization for systems deployed
in highly dynamic environments.
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