Wavelet decomposition and its related nonlinear approximation problem are investigated on the basis of shift invariant spaces of functions. In particular, a Bernstein type inequality associated with wavelet decomposition is established in such a general setting. Several examples of piecewise polynomial spaces are given to illustrate the general theory.
Introduction
In this paper we investigate wavelet decomposition in the L p spaces (0 < p ≤ ∞) and the related nonlinear approximation problem. Our results are an extension of the recent work of DeVore, Jawerth and Popov [8] and that of DeVore, Petrushev and Yu [9] .
Given a positive integer d, we denote by IR d the d-dimensional real linear space, and by ZZ d the d-dimensional lattice consisting of all d-tuples whose components are integers. For a (Lebesgue) measurable subset E of IR d we denote by |E| its Lebesgue measure. Moreover, we denote by f p (E) the quantity ( E |f (x)| p dx) 1/p for 0 < p < ∞, and by f ∞ (E) the essential supremum of f over E. Thus, for 0 < p ≤ ∞, L p (E) is a linear space equipped with the quasi-norm · p (E). When E = IR d , the affiliate E is often Let φ be a function in L ∞ (IR d ) with compact support. Together with φ we have its dyadic dilates φ(2 k ·), k ∈ ZZ, and their translates φ(2 k · −j), j ∈ ZZ d . Following [8] , we index these functions by the dyadic cubes I = j2 −k + 2 −k Ω with Ω := [0, 1] d . Thus with
We also use the notation D k to denote the set of dyadic cubes 2 −k (j + Ω) (j ∈ ZZ d ) and D to denote the union of the D k , k ∈ ZZ. Let r and s be two positive integers and let φ be a function in W s ∞ (IR d ) with compact support. Three main assumptions were made in [8] about φ. First, φ was assumed to satisfy a refinement equation d with D i being the partial derivative operator with respect to the ith coordinate (i = 1, . . . , d). Third, the shifts φ(· − j), j ∈ ZZ d , were assumed to be locally linearly independent (see §2 for a discussion of local linear independence). Under these assumptions, it was shown in [8] and [9] that any function f ∈ L p (IR d ) (0 < p ≤ ∞) has a representation by means of the functions φ I :
The decomposition (1.2) is called a wavelet decomposition of f . For a positive integer n, let Σ n denote the set of those functions f = I∈D a I φ I with at most n of the coefficients a I = 0. Note that the sum of two elements of Σ n might not be in Σ n . Thus Σ n is a nonlinear manifold. The main results of the papers [8] and [9] are a characterization of the order of L p approximation (0 < p ≤ ∞) by the elements of Σ n in terms of Besov spaces.
Let us recall from [11] that a Besov space measures the smoothness of a function f ∈ L p (E), E a domain in IR d , in terms of the modulus of smoothness
where ∆ r h is the rth order forward difference operator with step h ∈ IR d , |h| is the Euclidean length of the vector h, and E(rh) is the set of x such that the line segment [x, x + rh] is contained in E. If α > 0 and 0 < p, q ≤ ∞, the Besov space B α q (L p (E)) is the collection of those functions f ∈ L p (E) for which the following is finite:
where r is the least integer larger than α. Of special interest are the spaces
). There is another equivalent semi-(quasi)norm for B α q (L p (E)) which will be useful in §3. It is easily seen that
This follows by noting that ω r (f, t) is an increasing function of t and then discretizing the integral in (1.3) at the points 2 −k (see [9] 
The following theorem was proved in [8] .
. Suppose φ satisfies a refinement equation of the type (1.1) with a finite mask, φ satisfies the Strang-Fix conditions of order r, and the shifts of φ are locally linearly independent. Then for 0 < p < ∞ and 0 < β < min(r, s),
If, in addition, the mask coefficients in the refinement equation (1.1) are nonnegative, then for 1 ≤ p < ∞,
In the above inequalities (1.5) and (1.6),
, and C is a constant depending only on φ and p.
For the L ∞ approximation, a result similar to Theorem 1.1 was established in [9] . The inequality (1.5) is a direct theorem of approximation (the Jackson inequality), and the inequality (1.6) is an inverse theorem (the Bernstein inequality). Once (1.5) and (1.6) are established, then it is well known (see [12] ) that the following characterization result holds for 0 < α < β:
In this paper we consider the problem of wavelet decomposition and approximation in the setting of shift invariant spaces. A linear space S of (measurable) functions on IR d is said to be shift invariant if it is invariant under integer translation, that is,
For instance, if φ is a compactly supported function, then
the space generated by the shifts of φ, is shift invariant. More generally, if Φ is a finite collection of compactly supported functions, then
is shift invariant. Such a shift invariant space is said to be finitely generated . We say that a shift invariant space S is refinable, if
Evidently, if φ is refinable with a finite mask, then S(φ) is refinable. We will report elsewhere our study of wavelet decomposition based on refinable shift invariant spaces. In this paper we shall focus our attention on Bernstein inequalities associated with wavelet decomposition. The problem can be formulated as follows. Let Φ be a finite collection of compactly supported functions in W
, where s is a positive integer. Let S(Φ) be the space generated by the shifts of the functions in Φ. For a positive integer n, let Σ n denote the set of all functions
with at most n of the coefficients a φ,I = 0. The main result of this paper says that if S(Φ) is refinable, and if the shifts of the functions in Φ are locally linearly independent, then for 0 < α < s and 0 < p ≤ ∞,
where
, and C is a constant depending only on Φ and p when p is small. This will be proved in §4. In order to prove the Bernstein inequality stated above we discuss certain properties of shift invariant spaces and Besov spaces in §2 and §3, respectively. The role of local linear independence will also be discussed in §2.
Finally, in §5, we give several examples to illustrate the general theory. Before concluding this introductory section, we wish to compare our result with those in [8] and [9] . First, we allow Φ to consist of finitely many functions rather than just a single function. Second, our result applies to the full range of p, i.e., 0 < p ≤ ∞, while their results were established for the case 1 ≤ p ≤ ∞. Third, we do not assume that the mask in the refinement equation is nonnegative. Fourth, we make no assumptions about the Strang-Fix conditions. Indeed, in my opinion, the Strang-Fix conditions are irrelevant to the Bernstein inequality. Fifth, as will be demonstrated in Section 5, in our study the condition of local linear independence can be relaxed in many cases. Last but not the least, our proof is less complicated than the proof given in [8] .
Shift Invariant Spaces
In this section we establish some useful properties of shift invariant spaces of functions and discuss the local linear independence of a finite number of functions.
Let S be a shift invariant subspace of L ∞ (IR d ). We say that S has finite local dimension, if S| [0,1] d is finite dimensional. Evidently, if Φ is a finite collection of compactly supported functions in L ∞ (IR d ), then S(Φ) has finite local dimension. By dilation, we form the dyadic scale of spaces
Also recall that for an integer k, D k denotes the collection of all dyadic cubes of the form
The following lemma is a modification of [9, Lemma 6.1].
Lemma 2.1. Let S be a shift invariant subspace of L ∞ (IR d ) having finite local dimension. Given 0 < p ≤ ∞, there exist constants ε > 0 and C > 0 such that for each f ∈ S k and I ∈ D k , one has for any measurable subset E of I with |E| ≤ ε|I|,
where the constants ε and C depend only on S, and p when p is small.
Proof. Suppose I = 2 −k (j + Ω) where k ∈ ZZ and j ∈ ZZ d . By considering f (2 −k (· + j)) we may assume without loss of generality that k = 0 and j = 0, that is ,
Since S| [0,1] d is finite dimensional, there exists a basis, say {φ 1 , . . . , φ m }, for it. We may choose a basis in such a way that φ i ∞ = 1 for i = 1, . . . , m. Let γ > 0 be a fixed real number. For γ ≤ p ≤ ∞ and G ⊆ I we have
This can be proved by applying Hölder's inequality to the integral G |f (x)| γ dx and noting that |G| ≤ 1. Obviously, (2.2) is also valid for p = ∞.
There exists a constant c > 0 such that
Now let f be an arbitrary function in S. Then f | I is a linear combination of φ 1 , . . . , φ m :
Let E be a subset of I. It follows from (2.2) that
This together with (2.3) and (2.4) implies that
from which we find
provided that |E| ≤ ε := c γ /2. Finally, with C := 2 1/γ /c we obtain
A similar argument can be used to prove the following Markov type inequality.
which has finite local dimension. Let λ = (λ 1 , . . . , λ d ) be a multi-index with its length |λ| = s. Then for 0 < p ≤ ∞,
where C is a constant depending only on S, and p when p is small.
Proof. First we prove (2.5) for the case k = 0 and
The rest of this section will be devoted to a discussion of the local linear independence of a finite number of functions.
Given an integer k and a function g ∈ S k , a cube I ∈ D k is said to be a support cube of g, if the measure of the set {x ∈ I : g(x) = 0} is positive. When g = φ I for some φ ∈ Φ and I ∈ D k , a support cube of φ I always means a support cube in D k . Let Φ be a finite collection of compactly supported functions in L ∞ (IR d ). For a given cube J ∈ D k , we denote by Λ J the set of all pairs (φ, I) ∈ Φ × D k for which J is a support cube of φ I . We say that the shifts of the functions in Φ are locally linearly independent if for any J ∈ D 0 , the functions φ I , (φ, I) ∈ Λ J , are linearly independent over J. In such a case, if
then the coefficients a φ,I are uniquely determined by f . Lemma 2.3. Let Φ be a finite collection of compactly supported functions in L ∞ (IR d ) such that the shifts of the functions in Φ are locally linearly independent. Let k be an integer and E a subset of IR d . If f = φ∈Φ,I∈D k a φ,I φ I has the property that any φ I with a I,φ = 0 has a support cube contained in E, then for 0 < p ≤ ∞,
where C is a constant depending only on Φ, and p when p is small.
Proof. After a suitable scaling, we may assume without loss of generality that k = 0. We may also assume that φ ∞ = 1 for all φ ∈ Φ. Observe that for any fixed x ∈ IR d , the number of nonzero terms in the sum φ∈Φ,I∈D 0 a φ,I φ I (x) does not exceed a constant depending only on Φ. Hence there exists a positive constant C 1 depending on Φ and p for small p such that for all sequences (a φ,I ) φ∈Φ,I∈D 0 (2.7)
with the usual change when p = ∞.
For a given J ∈ D 0 , by assumption the functions φ I , (φ, I) ∈ Λ J , are linearly independent over J. Consider the linear space spanned by {φ I | J : (φ, I) ∈ Λ J }. Any two quasi-norms on this finite dimensional space are equivalent, so we have
where C 2 is a constant depending only on Φ and p when p is small. Note that (φ, I) ∈ Λ J if and only if J is a support cube of φ I . Now let f = φ∈Φ,I∈D 0 a φ,I φ I . By hypothesis, any φ I with a φ,I = 0 has a support cube J ⊆ E, hence we can deduce from (2.7) and (2.8) that
which proves (2.6) for the case p = ∞. Let 0 < p < ∞. Then by (2.7) and (2.8) we have
But for a fixed J, the number of pairs (φ, I) such that (φ, I) ∈ Λ J is bounded from above by a constant depending only on Φ. This proves (2.6) for the case 0 < p < ∞.
Besov Spaces
This section is devoted to an estimation of the semi-norm of functions in Besov spaces. In the following theorem, s is a positive integer, and S is a shift invariant subspace of W
where C is a constant depending only on the space S, and p if p is small.
A special case of Theorem 3.1 was proved in [8, Lemma 4.2] , where S was assumed to be generated by a single compactly supported function φ ∈ W s ∞ , and φ was assumed to be refinable and satisfy the Strang-Fix conditions of some order r > α. Moreover, the shifts of φ were assumed to be locally linearly independent. These assumptions are not needed in Theorem 3.1 except that S has finite local dimension.
We shall use (1.4) to estimate |f | B α . To this end we need to estimate the moduli of smoothness ω r (f, 2 −k ) σ for k ∈ ZZ. This will be done in Lemma 3.2. Then a discrete version of Hardy type inequalities will be employed to give a proof of Theorem 3.1.
Lemma 3.2. Let r ≤ s be a positive integer, and j, k ∈ ZZ. Then for f ∈ S j and 0 < σ ≤ ∞,
where C is a constant depending only on the space S, and σ when σ is small.
Proof. It is easy to prove (3.
This proves that for any t > 0
with C := max(2 r , 2 r/σ ). Now consider the case j < k. In what follows, C 1 , C 2 and C 3 denote constants depending only on S, and σ when σ is small. Let x ∈ IR d and let h be a nonzero vector in 
where f (r) := |λ|=r |D λ f |. Suppose now f ∈ S j . Then by Lemma 2.2,
On the other hand, (2.1) gives
Combining (3.4), (3.5) and (3.6) together, we obtain
and for 0 < σ < ∞,
where C = C 1 C 2 C 3 . But for a fixed I ∈ D j , the number of dyadic cubes J ∈ D j contained in I + r2
d . This proves (3.2) for the case j < k.
The following Hardy type inequalities appeared in [11, (5.2) and (5.3)]. For the reader's convenience we provide a proof for these inequalities, since no proof was given there.
Lemma 3.3. Let (a k ) k∈Z Z be a sequence of nonnegative real numbers.
(
with the usual change when τ = ∞, where the constant
jλ a j , then (3.7) holds for α < λ and 1 ≤ τ ≤ ∞ with the
Proof. We first prove part (i) for two special cases: τ = 1 and τ = ∞, and then apply the Riesz-Thorin interpolation theorem (see e.g., [13, p. 193] ) to prove the general case.
For the case τ = 1, we have
−kα M for all k ∈ ZZ, and consequently
This proves (3.7) for the case τ = ∞. 
We have proved that
for τ = 1 and τ = ∞. By the Riesz-Thorin interpolation theorem we conclude that (3.8) holds true for all τ , 1 ≤ τ ≤ ∞. This proves part (i). Part (ii) can be reduced to part (i). Indeed, let u k := 2 −kα a −k and v k = 2 −kα b −k for k ∈ ZZ in part (ii). Then
This finishes the proof for part (ii).
Proof of Theorem 3.1. Consider the case 1 ≤ σ ≤ ∞ first. In this case, we have
where we have used Lemma 3.2 to derive the second inequality. By Lemma 3.3 we find
This together with (1.4) proves (3.1) for the case 1 ≤ σ ≤ ∞. Now let 0 < σ < 1. Then by Lemma 3.2 we have
Applying Lemma 3.3 with τ = 1 to the sequence (ω r (f, 2
This proves (3.1) for the case 0 < σ < 1.
The Bernstein Inequality
This section is devoted to a proof of our main result, the Bernstein inequality stated as follows. , where s is a positive integer. Suppose that S(Φ) is refinable and the shifts of the functions in Φ are locally linearly independent. Then for each α, 0 < α < s, and each p, 0 < p ≤ ∞,
, C is a constant depending only on Φ and p when p is small, and Σ n is the set of all functions f of the form (1.7) with at most n of the coefficients a φ,I = 0.
Proof. Write S for S(Φ). Recall that
where K is a finite subset of ZZ, and f k ∈ S k for each k ∈ K. Let Γ k be the collection of the support cubes of f k in D k (k ∈ K) and let Γ = ∪ k∈K Γ k . Denote by #Γ the number of elements in Γ. Since the functions in Φ are compactly supported, #Γ ≤ Cn, where C is a constant depending only on Φ. We shall use Theorem 3.1 to estimate |f | B α . Consider the case 0 < p < ∞ first. Note that |I| = 2 −kd for each I ∈ Γ k . Applying Hölder's inequality to the integral I |f k | σ dx, we obtain
Since d(1 − σ/p) = ασ, by (3.1) and the above inequality we have
Applying Hölder's inequality to the above double sum, we get
Since #Γ ≤ Cn, we obtain from the above estimates that
Therefore it follows from (3.1) and the above estimate that
where we have used the fact that #Γ ≤ Cn and 1/σ = α/d. Now let
Given I ∈ Γ k , we denote by F I the function F k χ I with χ I being the characteristic function of I. If I is not a maximal cube in Γ, we let I * be the smallest cube in Γ that contains I strictly. Suppose I * ∈ Γ i for some i < k. Then by the very definition of I * , f j vanishes on I for each j, i < j < k, and hence
When I is a maximal cube in Γ, we set F I * = 0. Thus, for 0 < p < ∞, we have
It follows that
If J 1 and J 2 are two cubes in Γ such that J * 1 = J * 2 and J 1 = J 2 , then J 1 and J 2 are essentially disjoint. Hence
The above estimates together with (4.3) yield
With the help of (4.4), a similar argument gives the following estimate for the case p = ∞:
The rest of our proof will be based on the estimates (4.5) and (4.6). Comparing (4.5) and (4.6) with (4.1) we find that (4.1) will be proved if we can show (4.7)
Our goal is to find a "good" representation of f such that (4.7) is valid. We observe that if g is a compactly supported function in S j for some j ∈ ZZ, then g is also an element of S j+1 , because S = S(Φ) is refinable by assumption. Moreover, any support cube of g in D j+1 must be contained in some support cube of g in D j . This shows that the number of the support cubes of g in D j+1 is at most 2 d times the number of the support cubes of g in D j . Now suppose f ∈ Σ n has a representation of the form (4.2). Let m be a positive integer. Let λ be the least integer such that λm ≥ min{K} and µ the least integer such that µm ≥ max{K}. For λ ≤ j ≤ µ, rewrite 
The integer m will be chosen later in such a way that it depends only on Φ and p when p is small. Thus, we may assume from the beginning that f has a representation of the form (4.2) with (4.8) K = {jm : j ∈ ZZ, λ ≤ j ≤ µ} for some integers λ and µ. Again we denote by Γ k the collection of the support cubes of f k in D k for each k ∈ K and let Γ = ∪ k∈K Γ k . It has already been shown that #Γ ≤ Cn for some constant C depending only on Φ and p when p is small. Let I and J be two dyadic cubes in ∪ k∈K D k . If J ⊂ I, then we say that J is a descendant of I. Here we caution the reader that in this paper J ⊂ I means that J is a proper subset of I, i.e., J ⊆ I but J = I. If, in addition, there is no cube L ∈ ∪ k∈K D k such that J ⊂ L ⊂ I, then we say that J is a child of I and I is the parent of J. Note that our definition of children depends on the choice of the index set K. A dyadic cube I ∈ ∪ k∈K D k is said to be good with respect to Γ, if all the descendants of I in Γ are contained in one child of I; otherwise, I is said to be bad with respect to Γ. If Γ is clear from context, the reference to Γ will be omitted.
We shall show that the number of bad cubes does not exceed #Γ. This will be proved by induction on #K. (Our proof is motivated by [10, Lemma 4.1].) If K contains only one element, then every cube in ∪ k∈K D k is good, hence there is nothing to prove. Suppose #K > 1 and our statement has been proved for any finite subset Γ ⊂ ∪ k∈K D k with #K < #K. Let Γ b denote the collection of all bad cubes (with respect to Γ). Suppose j is the largest number of K. Let K := K \ {j}. Then #K < #K. Let i be the largest number of K . Let P 1 be the collection of those dyadic cubes in D i which have exactly one child in Γ j , and let P 2 be the collection of those dyadic cubes in D i which have at least two children in Γ j . Let
Denote by Γ b the collection of all bad cubes with respect to Γ . Then we have
Indeed, if I ∈ Γ b , then I has two children, say J 1 and J 2 , each of which contains a cube in Γ. If I ∈ D i , then I ∈ P 2 ; otherwise, I ∈ D k for some k < i. In the latter case if J 1 contains a cube in Γ j = Γ \ Γ , then J 1 must also contain its parent, which is in P 1 ∪ P 2 ⊆ Γ . The same is true for J 2 . This shows
This completes the induction procedure.
Recall that F k := i∈K,i≤k f i for k ∈ K. Each F k has an expansion as follows:
where the coefficients a φ,I are uniquely determined by F k , because the shifts of the functions in Φ are locally linearly independent. We say that a representation of f ∈ Σ n of the form (4.2) is good , if #Γ ≤ Cn, and if for each k ∈ K every φ I in (4.9) whose coefficient a φ,I = 0 has at least one good support cube. The initial representation (4.2) of f might not be good. But, as we shall demonstrate, (4.2) can be modified so that the resulting representation of f is good. To this end, for each k ∈ K, we let g k be the sum of those terms a φ,I φ I in (4.9) for which all the support cubes of φ I are bad. Put
where k denotes the largest integer in K less than k. When k is the least number of K, set g k = 0. Since S is refinable, we have f k ∈ S k . By our previous assumption (4.8) about K, k = k − m. Thus, when g k is rewritten as a function in S k , the number of its support cubes in D k is at most 2 md times the number of its support cubes in D k . Let Γ k be the collection of the support cubes of f k in D k , k ∈ K, and let Γ = ∪ k∈K Γ k . Since all the support cubes of g k in D k (k ∈ K) are bad, and since the number of bad cubes does not exceed #Γ, we have #Γ ≤ (2 md + 2)(#Γ) ≤ Cn.
From the definition of g k we find that F k is the sum of those terms a φ,I φ I in (4.9) for which a φ,I = 0 and φ I has at least one good support cube (with respect to Γ). If we can show that any good cube (with respect to Γ) is also good with respect to Γ , then we can conclude that the representation
is good. For this purpose, let I be a good cube (with respect to Γ). Then I has a child J such that J contains all the descendants of I in Γ. Let A be a descendant of I in Γ k \ Γ k for some k ∈ K. We wish to show A ⊆ J. Observe that A is either a support cube of g k in D k , or a child of a support cube of g k in D k . In the former case, A itself is a bad cube, while in the latter case the parent of A, denoted by A * , is a bad cube. Since I is good, A * cannot be I, so in the latter case A * is also a descendant of I. Now either A or A * has a descendant in Γ which must be contained in J. Hence A itself is contained in J. Thus, I is also good with respect to Γ .
To summarize, we have proved that f has a good representation of the form (4.2) with K as given in (4.8). We are now in a position to prove that (4.7) is true for a good representation of f . To this end, for each k ∈ K, we denote by Λ k the collection of the support cubes of those φ I in (4.9) for which the corresponding coefficient a φ,I is nonzero and φ I has both good and bad support cubes. LetΓ k andΛ k be the collection of the good cubes in Γ k and Λ k , respectively. We denote by G k the sum of those terms a φ,I φ I in (4.9) for which φ I has a support cube inΛ k . Then G k agrees with F k on every cube J ∈Λ k . Assume 0 < p < ∞ for the moment. Since the shifts of the functions in Φ are locally linearly independent, by Lemma 2.3 we have 
We wish to show that J is essentially disjoint from J . For this purpose, let A be a cube in Γ ∪ Λ such that A ⊂ J. Then A ∈ D km for some integer k > j. If A ∈ Γ, then A ⊆ J 1 by the choice of J 1 , and hence A is essentially disjoint from J . Now let A ∈ Λ. By the definition of Λ, there exist some φ ∈ Φ and I ∈ D km such that A is a support cube of φ I and φ I has both good and bad support cubes. In particular, the support of φ I is contained in
If the set A ∩ J had positive measure, then A would be contained in the closure of J . By the definition of J we would have
hence every support cube of φ I would be contained in J. Moreover, the set A 1 would be essentially disjoint from J 1 . This shows that every support cube of φ I would be good, for otherwise J would have a descendant which is not contained in J 1 . This contradiction shows that A is essentially disjoint from J . Thus, we have proved that J is essentially disjoint from J . Consequently, by (4.15) we obtain
From this we see that |J | ≤ ε|J| as long as m is sufficiently large. Note that m depends only on ε and Φ, while ε depends only on Φ and p when p is small, so m depends only on Φ and p when p is small.
Some Examples
Before giving any example, we make an apparent observation that if the Bernstein inequality (4.1) is valid for a shift invariant subspace T of W s ∞ (IR d ), then it is also true for any shift invariant subspace S of T .
We consider first the univariate case. Let S be a shift invariant subspace of W s ∞ (IR). If S is refinable, and if S is generated by a finite collection Φ of compactly supported functions, then the Bernstein inequality (4.1) holds for each α, 0 < α < s, and each p, 0 < p ≤ ∞. Note that the shifts of the functions in Φ were not assumed to be locally linearly independent. Indeed, it is known (see [3] and [15] ) that there exists a finite collection Ψ of compactly supported functions in S(Φ) such that S(Ψ) = S(Φ) and the shifts of the functions in Ψ are linearly independent over any interval [r, r + R], where r is an arbitrary integer and R is a fixed positive integer depending only on Φ. Thus, Theorem 4.1 can be applied to this case. Here we would like to mention that inequalities of Bernstein type were established by Burchard in [5] 
, we denote by φ 1 ⊗ φ 2 the tensor product of φ 1 and φ 2 , that is,
If the shifts of the functions in Φ i (i=1,2) are locally linearly independent, then so are the shifts of the functions in Φ. Thus the Bernstein inequality (4.1) holds in this case. Piecewise polynomials are important in wavelet decomposition. As an example, let us consider a shift invariant subspace S of W s ∞ (IR 2 ) which consists of piecewise polynomials on the square mesh, that is, for every f ∈ S and every j ∈ ZZ 2 , f agrees with a polynomial of (total) degree ≤ k on the square j + [0, 1] 2 , where k is a fixed positive integer. In this case, one can find two finite sets Φ 1 and Φ 2 of compactly supported functions in W s ∞ (IR) such that the shifts of the functions in Φ i (i = 1, 2) are locally linearly independent and S ⊆ S(Φ 1 ⊗ Φ 2 ). Thus, by what has been proved before, the Bernstein inequality (4.1) applies to this case.
An interesting class of piecewise polynomials are the box splines introduced in [2] . Let V := {v i : 1 ≤ i ≤ m} be a family of integer vectors in IR d which span IR d . Some vectors in V may be repeated several times. The box spline M = M V is the function defined by the distributional equation
Then M is a piecewise polynomial of compact support. Moreover, the box spline M is in W s ∞ (IR d ), s := s 0 − 1, where s 0 is the smallest integer for which there are s 0 vectors in V whose removal results in a set of vectors which do not span IR d (see [4] for these facts). The box spline M is a refinable function (see [6] ). Thus Theorem 4.1 applies to S(M ) as long as the shifts of M are locally linear independent. Dahmen and Micchelli ( [7] ) and Jia ([14] ) have characterized when the shifts of M are locally linearly independent. In particular, if V consists of vectors (1, 0), (0, 1) and (1, 1) and that the shifts of the functions in Φ are locally linearly independent. Moreover, ∆ is said to be refinable if ∆/2 is a subdivision of ∆. Evidently, the 3 or 4-direction mesh is refinable. It is easily seen that Π s k,∆ is a refinable shift invariant space provided that ∆ is shift invariant and refinable. Thus, we have the following result.
Theorem 5.1. Let ∆ be a shift invariant and refinable triangulation of IR 2 . Suppose S is a subspace of Π s k,∆ for some positive integer k. Then for each α, 0 < α < s + 1, the Bernstein inequality (4.1) is valid for S.
In particular, if M is the Zwart element, then S(M ) = Π If this conjecture were true, then Theorem 4.1 would be valid with the condition of local linear independence removed.
