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BP 网络过拟合现象满足的不确定关系新的改进式 3
李祚泳1) 　彭荔红2)
(1) 成都信息工程学院 ,四川 ,成都 ,610041 ;2) 厦门大学环境科学研究中心 ,福建 ,厦门 ,361005)
摘要 　类比信息传递过程中的一般测不准关系式 ,引进表征问题复杂性的函数复相关系数 R 和代表网络结构特
性的隐节点数 h ,揭示了 BP 网络过拟合现象出现时的网络学习能力与推广能力之间满足的不确定关系式 ;通过模
拟了 12 种不同类型复杂程度函数的过拟合数值试验 ,确定出关系式中的过拟合参数 p 的取值范围已缩小为 1 ×
10 - 5～5 ×10 - 4 ;给出应用 BP 网络对给定样本集的训练过程中 ,判断出现过拟合现象的方法.
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Abstract 　Based on the analogue of general uncertainty relation in information transmitting processes , by the introduction
of multi2correlative coefficient R to manifest the complexity of the function and the hidden unit h to manifest the com2
plexity of the network structure , a general uncertainty relation between the learning ability and the generalization ability
suited to overfitting of BP neural network was revealed in the modeling of BP neural network. Tests of numerical simula2
tion for 12 kinds of complicated function were carried out to determine the value distribution (1 ×10 - 5～5 ×10 - 4 ) of
overfitting parameter in the uncertainty relation. Based on the uncertainty relation , the judgement of overfitting in the
training process of gived sample sets using BP network was given.
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引言
对 BP 网络出现的过拟合现象已有不少研
究[1～6 ] . 笔者曾在文献[ 7 ]中给出了 BP 网络建模出
现过拟合现象时的学习能力与推广能力之间应满足
的测不准关系式 ;并通过数值试验 ,确定了测不准关
系式中过拟合参数的取值范围为 1 ×10 - 6 ～1 ×







式用于指导 BP 网络建模过程中的作用. 本文对文
献[ 7 ]中的关系式提出了 3 点重要改进 : ①采用网
络隐节点个数 h 取代原关系式中的网络输入节点
个数 n ; ②在关系式中新引入复相关系数 R 表征函
数的复杂性 ; ③用相对权值改变量 △W = △W 1/
△W 2 取代原关系式中的绝对权值改变量 △W . 通
过模拟 12 种不同复杂程度函数的数值试验 ,确定出
改进后的不确定关系式中的过拟合参数 p 的取值
范围已大大缩小. 在此基础上进一步指出实际问题
的 BP 网络建模训练过程中 ,为提高网络的推广能
力 ,防止出现过拟合现象的有效判别方法.
1 　改进后的 BP 网络过拟合时的学习能力与
推广能力之间满足的不确定关系式
在文献[ 7 ]中 ,类比信息传递过程满足的一般测
不准关系式 ,提出了 BP 网络建模过程中出现过拟
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合现象时 ,反映学习能力的权值改变量 △W 与表征
推广能力的网络对未参与训练样本集的辩识误差
△y 之间应满足的过拟合测不准关系式
| ΔW | ·| Δy| ≥ np
2log2 (1 + M / N )
, (1)
式中 n 为网络输入节点数 (样本因子数) ; M 和 N
分别为网络训练完 t 遍后 ,训练样本集的网络输出
平均归一化值和输出的方均根误差 ; p 为满足关系
式 (1)成立的过拟合参数 ,其取值范围为 1 ×10 - 6～
1 ×10 - 3 .
理论分析和应用实践均表明 :BP 网络的学习能
力及推广能力与网络结构 (主要指隐层节点数 h) 、
问题规模 (给定样本数 m 和样本因子数 n) 和问题
复杂性程度 (函数的类型) 都有关[5 ] . 而问题复杂性
程度可用函数复相关系数来近似刻划. 事实上 ,问题
复杂性不仅与问题的函数类型有关 ,也与问题规模
即样本数 m 和因子数 n 有联系. 但关系式 (1) 的右
端的因子数 n 只部分反映了问题的复杂性 ,而未包
含与样本数 m 和函数类型有关的复杂性 ;关系式
(1) 右端也没能反映与学习能力和推广能力有关的
网络结构参数 h. 因此 ,关系式 (1) 中的过似合参数
p 的取值必然随函数类型、样本数 m 和网络结构参
数 h 的不同而在较大范围内变化. 为了尽可能削弱
上述因素对参数 p 的影响 ,使 p 的取值限制在一个
较小范围内变化 ,对关系式 (1) 进行以下几点改进 :
①用代表网络结构的隐节点数 h 取代关系式 (1) 右
端的输入节点数 n ; ②在关系式 (1) 的右端引进一
个能同时表征问题规模和函数类型的复杂程度的复
相关系数 R 作因子 ; ③用相对权值改变量 △W =
△W 1/ △W 2 取代关系式 (1) 中的绝对权值改变量
△W ,从而关系式 (1) 改进为
| ΔW | ·| Δy| ≥ Rhp
2log2 (1 + M / N )
, (2)
式 (2) 称为过拟合不确定关系式. 上式右端 : R 为所
逼近函数的复相关系数 ; h 为构造的 B P 网络的隐
节点数 ; M 和 N 的意义与式 (1) 中的意义相同. 上
式左端 : △W 为网络训练过程中出现过拟合现象
时 ,样本集相继训练完两遍后的相对权值改变量 ,用
下列公式计算
ΔW =ΔW 1/ ΔW 2 , (3)













| W ij ( t - 1) | ×| V j ( t - 1) | / n ,













| W ij ( t - 1) | ×| V j ( t - 1) | / 2 n ,
式中 W ij为网络输入节点 i 与隐节点 j 之间的连接
权值 ; V j 为隐节点 j 与输出节点 k 之间的连接权
值 ; t 为训练的遍数 ; n 和 h 分别为网络输入节点数
和隐节点数 ; △y 为反映推广能力的网络对未参与
训练的新样本的辩识误差 ,采用下式计算
| Δy| = ∑
m′
i′
( O ki′- Tki′)
2/ m′. (4)
式中 m′为未加入训练的新样本的数目 , Q ki′和 Tki′
分别为样本 i′在输出节点 k 的网络输出值和期望输
出值.
2 　确定过拟合参数 p 值的数值模拟试验
采用常用的 3 层 BP 网络数值建模试验. 为简
化起见 ,选取网络输出节点个数 k = 1 个. 数值试验
过程中 ,分别随机选取网络输入节点数和隐节点数
的变化范围为 n = 3～8 个和 h = 3～15 个 ;分别随
机选取训练样本数和用作检验推广能力的未参与训
练的样本数变化范围为 m = 8～128 个和 m′= 4～









(2) 可视作 B P 网络过拟合现象出现时 ,学习能力与
推广能力之间应满足的一般不确定性关系式 ,式中
的过拟合参数 p 的取值范围已缩小为 1 ×10 - 5～5
×10 - 4 ,只有极个别例外. 关系式 (2) 说明 :构造一
定结构 (隐节点数为 h) 的 3 层 BP 网络对给定样本
集进行训练 ,当训练进行到一定阶段 ,出现过拟合现
象后 ,若继续训练 ,虽然可以使 △W 进一步减小 ,提
高了网络的学习能力 ,但因不等式 (2) 右端的 R 、h、














误差 N 与未参与训练的样本的辩识误差 △y 大致
处于同一数量级 ,即 N～Δy (当然多数情况的| N |
< | Δy| ) . 此阶段虽然未出现过拟合 ,但因 N 和Δy
都较大 ,因此 ,若用Δy (或 N ) 代替不等式 (2) 左端
的Δy ,不确定关系式 (2) 自然成立. 随着训练进行到
接近或刚开始出现过拟合时 , N 与Δy 接近相等 ,若
用 N 代替式 (2) 中的Δy ,关系式 (2) 仍然成立 ,即有
表 1 　几个实际问题的 BP网络建模的过拟合判别结果
Table 1 　The results of the overf itting of BP neural network in modeling of some cases
n h m R
| ΔW |
( ×10 - 5)
M N p0
| ΔW | ·| N |
( ×10 - 5)
　Rhp0/ 2log2 (1 + M/ N )
( ×10 - 5)
3 6 80 0. 8870 43. 100 0. 6930 0. 0735 1 ×10 - 4 3. 1679 7. 8663
3 8 42 0. 3859 252. 763 0. 0466 0. 1554 1 ×10 - 4 39. 2794 40. 7928
4 12 79 0. 9280 104. 000 0. 2820 0. 0711 5 ×10 - 5 7. 3944 12. 0395
4 8 48 0. 9217 200. 216 0. 3112 0. 0797 1 ×10 - 4 15. 9572 16. 0687
5 4 79 0. 8968 60. 234 0. 6336 0. 1018 1 ×10 - 4 6. 1318 6. 2865
5 11 56 0. 3460 86. 300 0. 0327 0. 1420 2 ×10 - 5 12. 2546 12. 7290
6 12 30 0. 8280 25. 500 0. 1490 0. 0440 1 ×10 - 5 1. 1220 2. 3288
6 5 63 0. 8320 59. 900 0. 3620 0. 1490 1 ×10 - 4 8. 9251 11. 6972
7 3 78 0. 7770 58. 500 0. 1180 0. 2080 1 ×10 - 4 12. 168 17. 9764
7 11 82 0. 9089 95. 107 0. 5443 0. 0930 5 ×10 - 5 8. 8449 9. 0008
|ΔW | ·| N | ≥ Rhp
2log2 (1 + M / N )
, (5)
由于过拟合参数 p0 ∈[ p1 , p2 ] = [ 10
- 5 , 5 ×10 - 4 ] ,
故对某具体问题建模时 ,过拟合参数的限定范围
5 ×10 - 4 ≥




不等式组 ( 6 ) 说明 : 随着网络训练进行 ,
2| ΔW | ·| N | log2 (1 + M / N )
Rh
计算值逐渐减小 ,当它
小于 5 ×10 - 4时 ,训练就进入了可能出现过拟合的
阶段 ;若继续训练下去 ,直到计算值大于 1 ×10 - 5
时 ,一定已出现过拟合 ,此时必须停止训练. B P 网
络应用于实际问题建模训练过程的过拟合判别操作
程序如下 :
a. 由给定的 m 个建模训练样本的因子数值和
相应的函数值 ,计算复相关系数 R [8 ] ;
b. 用 B P 网络对 m 个样本训练过程中 ,不断检
验 p =
2| ΔW | ·| N | log2 (1 + M / N )
Rh
计算值.
若当网络达到指定精度停止训练前 ,总有 p > 5
×10 - 4 ,说明在训练过程中还未处于过拟合阶段 ,
此时不用考虑过拟合 ;若在达到指定精度停止训练
前 ,已有 10 - 4 ≤p < 5 ×10 - 4 ,则认为此时有可能已
出现过拟合 ,就可取停止训练时的 p0 值为过拟合
参数值 ; 若达到指定精度停止训练前 , 就已出现
10 - 5 ≤p < 10 - 4 ,甚至 p < 10 - 5 ,则可认为训练多半
早已出现过拟合 ,尽管模型还未达到指定精度 ,也应




11 改进后的 BP 网络过拟合现象出现时 ,网络
的学习能力与推广能力之间满足的过拟合不确定关
系式中的过拟合参数 p 的取值范围一般为 1 ×10 - 5
～5 ×10 - 4 ,已比原有的取值范围缩小了 2 个数量
级.
21 由于复相关系数 R 不能完全表征问题的复
杂性 ,因此 ,既使某些问题有相同的 R 值 ,其复杂性
也可能不完全相同 ,从而使关系式中的过拟合参数
p 的取值仍有差异. 所以 ,对于一个实际问题 ,要准
确地确定 p 的取值有一定困难 ,一般只能在 1 ×
10 - 5～5 ×10 - 4范围内选取.
31 一般说来 ,若用 BP 网络建立给定样本的分
类和识别模型 ,要求学习能力好是主要的 ,此时要求
N 尽可能小 ,由判别式 (5) 知 ,宜选择接近下限的值
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