In our previous paper, we described a method by which a state machine is implemented by a single-stranded DNA molecule whose 3 0 -end sequence encodes the current state of the machine. Successive state transitions are performed in such a way that the current state is annealed onto an appropriate portion of DNA encoding the transition table of the state machine and the next state is copied to the 3 0 -end by extension with polymerase. In this paper, we rst show that combined with parallel overlap assembly, a single series of successive transitions can solve NP-complete problems. This means that the number of necessary laboratory steps is independent from the problem size. We then report the results of two experiments concerning the implementation of our method. One is on isothermal reactions which greatly increase the e ciency of state transitions compared with reactions controlled by thermal cycles. The other is on the use of unnatural bases for avoiding outof-frame annealing. The latter result can also be applied to many DNA-based computing paradigms.
Introduction
In our previous paper 5], we described a method for implementing state machines by DNA molecules. In our method, which we now call successive localized polymerization 1 table by forming a hairpin structure (a). The current state is then extended and the next state is copied from the transition table (b). After denaturation, the new current state is annealed to another part of the transition table to enable the next transition (c).
State transitions are performed as in Figure 1 . The sequence at the 3 0 -end represents the current state of the state machine. It is the Watson-Crick complement of some state in the transition table. Assume that it is the complement of state i . Under appropriate conditions, it is annealed to state i in the transition table by forming a hairpin structure (Figure 1a) . By DNA polymerase, the 3 0 -end is then extended and the complement of The polymerization bu er lacks one kind of base out of the common four. Assume that T is missing in the polymerization bu er. Then any repetition of A can serve as a stopper sequence because extension should stop when A is encountered. Of course, we cannot use A in our encoding of states, i.e., the representation of each state should consist of only T, G, and C. We currently use a triplet AAA as a stopper sequence in our experiments.
In this paper, we rst argue that our method can greatly enhance the power of Adleman and Lipton's approach to DNA-computing 1, 6] . For solving instances of NP-complete problems, they rst generate the space of candidate solutions in a tube, where each candidate is represented by a DNA molecule. Hybridization and ligation are employed for the generation of the candidate space; recently, the technique of parallel overlap assembly is also used 7]. The candidate space is then explored by a number of laboratory steps that together implement the condition for a candidate to be a real solution.
Our method can be employed in this second step of exploring the candidate space and extracting the real solutions. NP-complete problems are solved by a single series of successive state transitions as described above. Since a series of state transitions can be considered as one bio-step, this means that the number of laboratory steps needed to explore the candidate space is constant, i.e., O(1). We will see that by adopting appropriate encoding, many NP-complete problems can be e ciently solved by the combination of parallel overlap assembly and a single series of state transitions, possibly with a xed number applications of electrophoresis, PCR and a nity separation.
In his recent paper 11], Winfree gives a framework for implementing GOTO programs by employing our method, and discusses how to solve NP-complete problems in his framework.
The molecular computing group at University of Memphis also reports their work on implementing state machines by DNA molecules 3]. In their methods, however, transition tables are encoded in input sequences and therefore a single tube can only implement one state machine. In our method, on the other hand, more than one state machine can be executed in parallel in a single test tube.
As for the implementation of state transitions by polymerization, the work by Guarnieri et al., which makes DNA add, is related to ours, because polymerization appends a new state and a new digit to the current state of addition. There are a number of di erences between their work and ours. Although they call their method horizontal chain reaction, it is not at all obvious how to perform successive reactions in a single test tube. This is a theme of the experimental part of this paper. While they only consider intermolecular reactions, we are basically concerned with intramolecular ones. Finally, since we use the technique of polymerization stop, all the templates for polymerization can be placed on one DNA molecule.
In the experimental section of this report, we describe improvement of the thermal program for two successive transitions, and use of unnatural bases for guiding appropriate priming of polymerization.
A di culty with the thermal program reported previously 5] was that this program can only ine ciently implement the successive transitions. We inferred that this di culty comes from the state machine taking two intramolecularly annealed forms after the rst transition. One form takes place just after this transition, and in this form, one pair of state sequences are annealed onto the transition table, and no further extension of the DNA can occur (Figure 1b) . In the other form, only the \current state" sequence is annealed onto the transition table, and primes polymerization for the second transition (Figure 1c) . At the annealing step, formations of these two types of the hairpins compete against each other. Naturally, the hairpin with the longer stem is formed preferentially. This means that there is little chance for the second transition to occur. In order to solve this di culty, we performed the successive transitions in an isothermal reaction. At a xed temperature, an equilibrium is reached between these two hairpin forms. Since the \shorter-stem" hairpin can undergo further reaction, addition of polymerase leads to the decrease in the concentration of this hairpin, which pushes the DNA towards its formation. Thus, conversion of the "longer-stem" hairpin to the less stable "shorter-stem" hairpin can be achieved in the isothermal reaction.
The second experimental part is concerning a technique by which the priming of polymerization can be properly guided. Any state sequence is not allowed to form base pairs with some residues from a state sequence and those from another state sequence simultaneously ( Figure 2) ; such \out-of-frame" annealing makes the implementation meaningless. This \out-of-frame" annealing will occur if anking parts of two juxtaposed sequences constitute the sequence complementary to a third state sequence. In our scheme of transition, annealing of a state sequence onto the transition table primes polymerization. In order to prevent inappropriate priming caused by \out-of-frame" annealing, we introduced isoguanosines (iG) at both side of a state sequence and 5-methylisocytidines (iC) at the corresponding positions in the transition table. These unnatural nucleotides are speci c to each other, and do not form a base pair with any of the four common nucleotides, except that the minor enol form of isoguanosine can form a base pair with T 10] . If the transition table has no T residues, the state sequence has a matched base pair at its 3 0 -end and thus can prime polymerization only in the case of proper annealing. 
CNF-SAT
The satis ability problem of a conjunctive normal form is solved as follows. Let C 1^C2^ ^C k be a given conjunctive normal form which contains variables x 1 ; x 2 ; ; x n . Let the state set S be f1; 2; ; k; k + 1g. is in the sequence. By electrophoresis, it is possible to measure the minimum length of such sequences, which gives the minimum size of vertex covers.
Direct Sum Cover
Let U be a nite set and F = fX 1 ; X 2 ; ; X n g be a family of subsets of U. A direct sum cover is a subfamily C of F such that any pair of subsets in C is disjoint and the union of all the subsets in C is identical to U. The direct sum cover problem is that of nding a direct sum cover.
For simplicity, we assume U = f1; 2; ; kg. Let the state set S be f1; 2; ; k; k + 1g. is proportional to the size of X i , we know the length of the sequence that corresponds to a direct sum cover. Therefore, by electrophoresis, it is possible to check whether a direct sum cover exists or not. Let the state set S be f1; 2; ; k; k+1g. The representation of vertex v j is assumed to contain the state-pair hj + 1; ji. Then a path containing all the vertices allows transitions from state 1 to state k + 1. By electrophoresis, it is possible to check whether there exists a path whose length is the same as that of Hamiltonian paths.
Hamiltonian Path
In his recent paper 11], Winfree gives a method for solving the DHPP in his framework of GOTO programs. His method, though it requires a preprocessing step, is more e cient than ours because it only generates paths whose length is equal to that of a Hamiltonian path.
Experiments

Materials and Methods
The sequences of the oligodeoxyribonucleotides used in this paper are listed in Figure 3 . These oligomers, except for the iG/iC-containing oligomers, were commercially synthesized by Amersham Pharmacia biotech Co., Ltd. (Tokyo). Oligomers iC1, iC2, RiG1, and RiG2 were chemically synthesized 9]. Two successive transitions were performed in a reaction mixture containing oligomer Tran1 (3 M), 2 mM MgCl 2 , dATP, dGTP, and dCTP (250 M each), 2 units of AmpliTaq DNA polymerase (Perkin Elmer), and the PCR bu er provided by the supplier. Thermal cycler 480 (Perkin Elmer) was used for incubation of the reaction mixture, and for PCR described below.
Similar conditions were employed for the model reactions of a single transition, except for the addition of dTTP, and use of RiG1, RiG2 or RG1 (1.6 g) and iC1, iC2, or C1 (1.4 g), instead of Tran1. These model reactions were performed in a 25 l scale at 65 C for 5 min, and an aliquot (1 l) was subjected to ampli cation by PCR with primers 1 and 2. The thermal program for PCR comprises 30 cycles of the denaturation at 94 C for 0.5 min, the annealing at 65 C for 0.5 min, and the polymerization at 72 C for 0.5 min.
Results
Improvement of the thermal program for two successive transitions
In the previous paper, we employed a thermal cycle in order to perform successive transitions with oligomer Tran1, which is of the form ini-s2-s1-s3-s2-s1 and consists of subsequences de ned in Figure 4 . The expected extension is shown in Figure 5 . Each thermal cycle comprises three steps of denaturation (90 C, 1 min), annealing (on ice, 1 min, and then 40 C, Step 1:
Step 2: 30 sec), and polymerization (68 C, 30 sec). It was found that even after the fourth cycle, a signi cant population of Tran1 did not complete the successive transitions yet. On the other hand, even after the rst cycle, a fractional amount of Tran1 completed the two successive transitions. Note here that these Tran1 oligomers underwent extension twice, although the reaction mixture was exposed to the temperature for polymerization only once. We inferred that at this polymerization step, not only the rst extension was completed, but the denaturation of the extended DNA and then the second extension also occurred. In order to test this possibility, the reaction mixture was exposed rst to the denaturation (90 C, 1 min) and annealing (on ice, 1 min) steps and then to various temperatures for 5 min ( Figure 6 ). Figure 6 indicates that signi cant amounts of the product of the successive transitions were obtained at 76, 80, 84 and 88 C; the largest yield was obtained at 80 C. The optimum temperatures for the rst and second transitions appear to di er from each other. By judging from the least amount of Tran1 that did not undergo the rst transition yet, the optimum temperature for the rst one was 64 C (Figure 6, lane 3) . Similarly, judging from the least amount of Tran1 that underwent the rst transition but not the second one yet, the optimum temperature for the second one was 80 C (Figure 6, lane 7) . Then, we performed the reaction at 64 C and/or 80 C.
Incubation at 64 C for 5 min was found to be enough for almost all the Tran1 oligomers to complete the rst transition, although the second transition did not occur at all ( Figure  7 , lane 2). It took 30 min at 80 C for a major population of the DNA to complete the two successive transitions (Figure 7, lane 4) . Incubation at 64 C for 5 min and then at 80 C for 5 min was repeated six times; the yield was found to be the maximum (Figure 7, lane 3) . Furthermore, the incubation at 64 C for 5 min and then at 80 C for 5 min was done only once, following the denaturation at 94 C for 1 min; the yield was almost the same as that from the six-times repeat (data not shown). Thus, we found this thermal program (94 C, 1 min; 64 C, 5 min; 80 C, 5 min) to be remarkably e cient for carrying out the two successive transitions.
Introduction of unnatural bases at the boundaries of the state sequences
In order to examine the availability of unnatural bases for guiding proper priming by the state sequences, we designed a model reaction of a single \intermolecular" transition. In this model reaction, an iC-containing oligodeoxyribonucleotide, iC1, and an iG-containing oligomer, RiG1, were annealed onto each other, priming the extension of RiG1 with Taq DNA polymerase by use of iC1 as a template (Figure 8 ). Oligomer iC1 with a de ned state sequence of 15 nucleotides, encoded with C, G, and T, has iC residues at both ends of this sequence; these iC residues frame the state sequence. Similarly, a 15-nucleotides random sequence in RiG1, comprising only A, C, and G, is framed by iG residues at both ends of this random region. Annealing between the de ned sequence and the random region was to be guided by base pairings between these \framing" iG and iC residues. The extended RiG1 was then ampli ed by PCR (primer1 and primer2). Furthermore, similar experiments were performed with iC2 and RiG2, which contain doublets iCiC and iGiG in place of singlets iC and iG, respectively, and with C1 and RG1, which contain C and G in place of iC and iG, respectively. (Figure 9 , lanes 1{2). These minor bands appeared even when iC1 was not included in the reaction mixture (data not shown), and were supposed to be produced due to annealing of primer1 onto the random region RiG. Similar minor bands were detected also in the other two reactions ( Figure 9 , lanes 3{6). The reaction with iC2 and RiG2 yielded doublet bands, one of which was of the expected length ( Figure 9 , lanes 3{4). The yield of these bands were much lower as compared with that of the product with RiG1 and iC1. The third model reaction included RG1 and C1 instead of iG/iC-containing oligomers, and produced a broad band together with some minor bands ( Figure 9 , lanes 5{6). These products were subjected to sequence analysis.
The result of sequence analysis is summarized in Figure 10 . All of these sequences were derived from the RiG1/RG1 strand rather than the iC1/C1 strand, because none of them have the same sequence as the de ned state sequence. According to the sequence design for RiG1/RG1, its de ned sequence, 5 0 { ACGA{3 0 , should be followed by the sequences (designated as RDS) derived from the two framing bases and the 15-mer random sequence, and the 3 0 -framing base. In the sequences obtained with RiG1 and iC1 (1-1 to 1-8), iG were found to be replaced by A, with two exceptions where the nucleotides corresponding to the 3 0 -framing iG residues are missing (sequences 1-1 and 1-2). The 3 0 -halves of the listed RDS sequences were found to re ect the iC1/C1 sequences, which indicates 7-8 base pairs are enough for priming the polymerization under the employed conditions. Some sequences have the RDS of more or less than 17 nucleotides. The short length for the RDSs of sequences 1-1, 1-2, 1-4, 1-5, and 3-1 may be due to deletion during PCR. In contrast, the lengths of 16, 17, and 18 nucleotides for the RDS were found only for the sequences obtained with RG1 and C1. It is likely that in these cases, the 3 0 -framing G of RG1 formed a base pair with the residues one to three bases before the 5 0 -framing C of C1.
Discussion
In the present study, we improved the thermal program for the two successive transitions, and thus, a remarkably e cient implementation of the two successive transitions was achieved. Isothermal reaction is the key feature of the new thermal program, which consists of only two incubation steps at 64 and 80 C. The temperature of 64 C supports both the annealing and polymerization for the rst transition, while the denaturation, annealing, and polymerization for the second transition occur at 80 C. Thus, this thermal program is di erent from those including thermal cycles, such as PCR, where in each cycle, denaturation, annealing, and polymerization are carried out at their speci c temperatures. For application of the state transitions, we assume that the state machine DNA forms a hairpin, and transitions occur in an intramolecular manner rather than intermolecular ones.
After the rst and second transitions, the extended Tran1 DNAs were supposed to take a hairpin form, because they moved faster in the polyacrylamide gel than the Tran1 of the initial length. Nevertheless, this observation did not immediately show that these transitions occurred as intermolecular reactions. Our plan to guarantee independent implementation for each state machine DNA molecule is described in \Concluding Remark".
In the second experiment, out of three model reactions of intermolecular transition, only the reaction with RiG1 and iC1 yielded a single major product with no confusing by-products.
The quality of each oligomer was much the same (data not shown), and therefore the broad band produced with RG1 and C1 was not due to incomplete puri cation of the oligomers.
Note here that any DNA extends from its 3 0 -end after annealing onto a template. Therefore, The sequence analysis revealed that only the 7{8 residues at the 3 0 -end of RiG1 formed base pairs with iC1. Therefore, state sequences of 7{8 residues are probably enough for priming the extension of the oligomer under the employed conditions. The substitution of iG to A indicates that PCR ampli cation of the extended RiG1 was due to misincorporation of T in respond to iG. This explains the lower yield in the ampli cation for the extended RiG2, which contains two iGiG doublets. Out of the obtained sequences, no obvious case of inappropriate priming by \out-of-frame" annealing was found for RiG1 and iC1, while half of the sequences for RG1 and C1 were supposed to derive from inappropriate priming.
The availability of unnatural bases as demonstrated here may contribute to various implementations with DNA molecules in the following three points. The rst one is avoiding inappropriate priming caused by \out-of-frame" annealing. Although careful sequence design also may be useful for the same purpose, this necessarily imposes some restrictions on selection of sequence. The second is increasing the number of the nucleotide bases available for encoding states, variables, and so on. The availability of unnatural bases has been proposed and demonstrated in this type of application 8, 2] . The third is preventing secondary-structure and/or dimer formations by single-stranded DNA. Imagine an ssDNA molecule consisting of A, C, and iG. No proper base pair will not be formed among these three nucleotides. The feasibility of this application of iG and iC is a subject of further study.
Concluding Remark
In this paper, we rst showed that NP-complete problems can be solved by a single series of successive transitions, combined with parallel overlap assembly and some other operations.
However, more time should be spent on successive transitions as more transitions are required. In the rst experiment, we reported that isothermal reactions greatly increased the e ciency of state transitions compared with reactions controlled by thermal cycles.
In the second experiment, we examined the use of unnatural bases for avoiding out-of-frame annealing. This result is expected to be applied to many DNA-based computing paradigms.
We did not touch on the issue on enforcing intramolecular reactions in this paper. In order for a DNA molecule to behave as an independent state machine, it should not interact with other DNA molecules. We are currently employing streptavidin-coated magnetic beads on which biotin-inserted DNA molecules are bound to avoid intermolecular reactions. Results of this experiment will be reported in the near future.
