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Abstract 
This paper presents a text matching process for identification and correct assignment of 
scholarly publications, extracted from publication lists provided by authors or research 
institutes, in large bibliographic databases such as Thomson Reuters’ Web of Science (WoS). 
An identification method is implemented by means of overlapping common 3-grams and the 
results are obtained from the match of the two sources according to the highest score of the 
applied cosine measure. Levenshtein similarities based on N-grams have been used to 
measure the closeness between the given CV publication and the retrieved best possible WoS 
match as a complementary and confirmatory measure. It is shown that the suggested method 
has an important potential on reducing the manual effort to find out whether a desired 
publication is indexed in WoS or not. The similarity scores derived by Levenshtein measure 
show consistency with those derived from Salton’s similarity measure. Incorrect matches are 
examined in depth and possible thresholds are suggested to decrease the effort for manual 
cleaning. 
Keywords: string matching, n-gram, edit distance, levenshtein distance, information 
retrieval   
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Matching Bibliographic Data from Publication Lists 
with Large Databases using N-Grams 
 With the rapid, enormous growth of scientific literature, which is partially due to the 
increasing team work and the growing national and international collaboration and 
globalisation, bibliometric evaluation has become increasingly important and as a 
supplementary task to peer review and expert opinion even more complex as well.  In the light 
of these challenges, bibliometrics more and more evolved from a discipline analysing and 
modelling the scientific communication to a tool for benchmarking and evaluating research 
performance (Glänzel and Schoepflin, 1994; van Raan, 1997).   
 One of the tasks of the field as a tool for evaluating research performance is retrieving 
publications in large and prominent databases like Thomson Reuters’ Web of Science (WoS) 
and Elsevier’s Scopus.  Therefore, the application of evaluative bibliometrics, especially at 
the micro and meso level often requires the use of individual CVs and institutional publication 
lists as an input of the analysis.  The retrieved data sets are often a crucial determinant of the 
validity of the final results.  Therefore, the identification of the authors’ or research teams’ 
publications in large databases usually requires a tremendous amount of manual effort.  
Automation of this process of directly linking publications provided in lists to publication 
records indexed in the database could essentially simplify this task and free up resources that 
had otherwise been assigned to the manual cleaning tasks.   
 Most commonly, the problem in finding such matches is caused by incomplete, 
erroneous or censored data in publication lists; but erroneous entries occur in the databases as 
well.  It is very likely that an author adds a publication to his/her CV as soon as a paper is 
submitted or conditionally accepted but later, the actual publication year, but also the title or 
the number and sequence of co-authors can change during the process of revision and 
finalization of the publication.   
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 In the present paper, a promising retrieval method based on character N-grams is 
presented.  In the literature, there are numerous works related to reference/citation matching 
for many different purposes (e.g. Giles et al., 1998; Lawrence et al., 1999; Larsen, 2004; 
Piskorski and Sydow, 2007).   
 In a first step, information provided in the CV records (e.g., article and journal title, 
name of co-authors, etc.) is treated as queries to be searched within whole bibliographic 
database.  To find the most likely matching reference for each CV publication, Salton’s cosine 
measure (Glänzel and Czerwon, 1996) based on overlapping unique N-grams (bag of unique N-
grams) is applied.   
 In the second phase, a more elaborate and resource intensive similarity measure is 
used to confirm and complement the cosine measure.  This method was introduced by 
Kondrak (2005) and is a modified Levenshtein (edit) distance based on N-grams.  Since the 
order (position) of the N-grams matters when using Levenshtein distance, some more steps 
have to be taken to perform the comparison and later on the assignment.  For the pairs 
collected in the first step, similarity scores are derived based on this method and the similarity 
scores for each pair are then examined.   
 The objective of this study is not to completely replace manual work by an automated 
process – a task that would in fact be unrealistic, but to reduce manual work to a reasonable 
minimum by providing the most likely matches for as many publications as possible.   
 In order to test the efficiency of the proposed method, a publication list taken from 
CVs provided by a set of scientists has been matched with papers indexed in the WoS 
database.  The results show that the suggested model is capable of retrieving the publications 
in our set with almost 99% accuracy when only the highest Salton similarity scores of the 
pairs are retained.   
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 In the remaining part of this paper, we introduce the concept of character N-grams 
with its history and we discuss why they are more superior over word N-grams in our 
application by giving their advantages.  Then the calculation of Salton’s cosine measure and 
Levenshtein distance based on N-grams is explained in detail.  This is followed by the 
explanation of the  retrieval process and application of Levenshtein distance.  Finally, data is 
described and results are discussed in the concluding sections.   
Methodology 
N-grams 
 A (word) character N-gram is an adjacent sequence of n (words) characters from a 
given text.  For instance, sea ear arc rch ch_ h_p _pr pro roj oje jec ect are the character 3-
gram fragments of the string search project and “bibliometric and scientometric” “and 
scientometric research” “scientometric research project” are the word 3-gram partitions of 
the text “bibliometric and scientometric research project”.  The history of character N-gram, 
as our main focus, dates back to 1948, when it was described by Claude Shannon.  The 
application of this approach emerged from the need of decreasing the size of dictionaries.  In 
other words, number of words contained in a collection is theoretically infinite as the 
collection grows whereas the number of distinct character N-grams, especially for the small n, 
stays finite (e.g. there are at most 273 3-grams for the English alphabet of 26 letters and space, 
cf., McNamee and Mayfield, 2004).   
 Considering this advantage, many studies were performed on the efficiency of (short) 
character N-grams in the field of information retrieval (Damashek, 1995; Cavnar, 1994; 
Comlekoglu, 1990; Teufel, 1988).  Besides information retrieval, the character N-gram 
approach has also been used in different areas such as language identification (Cavnar and 
Trenkle, 1994), spelling error detection (Zamora et al., 1981), keyword highlighting (Cohen, 
MATCHING BIBLIOGRAPHIC DATA WITH LARGE DATABASES     6 
 
1995), restoration of diacritical marks (Mihalcea and Nastase, 2002), detection of malicious 
codes (Abou-Assaleh et al., 2004) and anti-spam filtering (Kanaris et al., 2007).   
 There are many advantages of using character N-grams instead of word-based N-
grams.  First of all, they do not require pre-processing and are language independent, unlike 
word based N-grams (Kešelj et al., 2003; McNamee and Mayfield, 2004).  The character N-
gram technique does not require stemming either, since the corresponding forms of a word 
(e.g. ‘search’, ‘searching’, ‘searched’) have much in common when decomposed into N-
grams (Cavnar and Trenkle, 1994).  All methods dealing with words require stemming, 
parsing, lemmatisation, making use of stop-word lists, phrase lists, lexica, thesauri etc. for 
obtaining satisfactory results in the retrieval.  These pre-processing steps are quite language 
specific, for instance, a parser designed for English cannot be applied to German or Chinese 
(Kešelj et al., 2003).  Secondly, textual errors or spelling variations can be handled effectively 
using character N-grams, since each string is decomposed into fragments of text.  If an error 
occurs, this is only included in a small number of N-grams and all other pieces remain intact.  
At the same time they are also able to cope with abbreviations.  That is, when comparing a 
word with its abbreviation (e.g. professor vs. prof.), in contrast to word-based systems, 
common N-grams will keep the similarity between them.  Thirdly, the number of distinct N-
grams is restricted by the combinations of letters in an alphabet, while the number of words in 
a collection is infinite as the collection grows.  When new publications are added to a 
collection, many new words might show up, resulting in a permanent inflation.  Therefore, in 
many systems using word based N-grams, words are indexed according to the user’s needs.  
That is, not all words are indexed because of unbounded size and this may cause a drawback 
in case of a change in the focus of the system that might be required (Adams and Meltzer, 
1993).   
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 Despite its notable advantages, character N-grams result in an increase of the size of 
the inverted index dealt with: a string consisting of k letters has at least k-n+1 number of N-
grams with a length of n and this number can be increased by adding blank prefixes to the 
string in order to increase the importance of the initial letter as Kondrak (2005) describes.  
However, the number of words that may be found in that string would be less.  This 
dimension issue is the most challenging part in terms of storage and performance.  
Additionally, they are not capable of coping with homographs and might be just as ambiguous 
as word N-grams are.  Nevertheless, if many common character N-grams are found in two 
strings, this can compensate for this ambiguity issue (McNamee and Mayfield, 2004).   
 In the light of these pros and cons, we decided to use character N-grams as being 
suitable for our purposes.  The publications in the provided publication lists and in WoS, are 
not necessarily in English.  In addition, abbreviations and textual errors are very likely to be 
found.  Considering the fact that normalized (processed) word-based systems are not cheap 
either (Adams and Meltzer, 1993) and that character N-grams are superior over un-normalized 
(raw) words in terms of accuracy (McNamee and Mayfield, 2004), we implement the 
character N-gram approach to our given unassisted data without any pre-processing.   
 In the literature, a number of studies investigating the size of n in terms of suitability 
for information retrieval and classification (Cavnar and Trenkle, 1994; McNamee and 
Mayfield, 2004; Comlekoglu, 1990) can be found.  In the present study we decided to use 3-
grams since the length of the components forming the bibliographic information is rather 
short.  That is, since such components as author names or publication year comprise short 
texts, there is no need to use N-grams in big sizes to grab a straightforward similarity.  In 
addition, indexes created with character 3-grams are small enough to be memory resident 
independently of the size of the database.  This is a clear advantage to word-based indexes 
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that are unbounded and need to be kept on disk (Adams and Meltzer, 1993).  Lastly, character 
N-grams provide the connections between words to improve phrase matching (Cavnar, 1993).   
Salton Cosine Measure based on N-grams 
 In the bibliometrics literature, “coupling angle” is frequently applied when a measure 
of relationship is based on a Boolean vector-space model (Sen and Gan, 1983).  In our study, 
the Boolean vector space is represented by the relationship between publications from two 
different sources (CV publications and WoS publications) and the set of all unique 3-grams 
included by them.  Sen and Gan define the measure as the cosine of two Boolean vectors.   
 Glänzel and Czerwon (1996) have shown that the coupling angle is identical with 
Salton’s measure in such a comparison of Boolean vectors.  As given in Eq. (1), we can 
define Salton’s measure as the ratio of the number of joint unique 3-grams and the geometric 
mean of the number of unique 3-grams from two papers (recorded in the CV and indexed in 
the WoS database, respectively).  Salton’s measure takes the value 1 if two compared vectors 
are identical and 0 if they are completely different, i.e., if they do not share any 3-grams.   
 
 
𝑠𝑖𝑚 = 𝑐
√𝑎 ∗ 𝑏
 
 
(1) 
where, 
a: total number of unique 3-grams of a record from publication list 
b: total number of unique 3-grams of WoS publication   
c: total number of common unique 3-grams 
 A more detailed explanation about the calculation process will be depicted in the 
information retrieval section (Phase 1).   
Levenshtein (Edit) metrics based on character N-grams 
 Levenshtein distance is a way of measuring the dissimilarity (or, alternatively the 
similarity as) of two strings by counting the minimum number of single-character edits 
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required to transform one string to the other (Levenshtein, 1966).  In the Levenshtein distance, 
insertion, removal or substitution of a single character are allowed operations.  The idea 
introduced by Kondrak (2005) is to use character N-grams instead of single letters when 
measuring edit distance.   
 In essence, when applying N-gram based edit distance for strings x and y with a length 
of a and b respectively, a matrix M1…a+1,1….b+1  is constructed, where Mi,j is the minimum 
number of edit operations needed to convert 𝑥1…i to 𝑦1…j or vice versa.  Each matrix element Mi,j is calculated according to Eqs (2) – (4), where the ‘cost’ in equation (3) is the total 
number of times that letters in the same positions are distinct in the N-grams 𝑥i,𝑦j, and 𝑛 is 
the size of N-gram.   
 𝑀1,1 = 0 (2) 
 
𝑀𝑖,𝑗 = 𝑚𝑖𝑛 � 𝑀𝑖−1,𝑗 + 1𝑀𝑖,𝑗−1 + 1
𝑀𝑖−1,𝑗−1 +  𝛿(𝑥𝑖,𝑦𝑗) 
 
 
(3) 
 𝛿�𝑥𝑖,𝑦𝑗� =  𝑐𝑜𝑠𝑡/𝑛 (4) 
 
 Figure 1 presents a simple application of Levenshtein distance based on 3-grams 
between the two strings ‘diffusion’ and ‘diff.’.  The circled cells in the figure are the related 
cells to measure the minimum edit distance between sub-strings ‘diff.’ and ‘diffu’, which is 
given in cell (R6, C6).  According to (3), 1 is added for insertion and 1 for removal operations 
to the previous minimum distances, which are 1 (insertion) to convert ‘diff’ to ‘diffu’ given in 
cell (R5, C6), and 1 (removal) to convert ‘diff.’ to ‘diff’ given in cell (R6, C5).  For the 
substitution operation, 𝛿�𝑥𝑖 ,𝑦𝑗� is added to the previous minimum distance 0 (between ‘diff’ 
and ‘diff’) given in cell (R5, C5)δ�xi, yj�.  Here the related 3-grams are ‘ffu’ and ‘ff.’ for the 
calculation of 𝛿�𝑥𝑖,𝑦𝑗�.  In Eq. (4), cost is the number of change operations needed to make 
the two 3-grams congruent.  In our example, cost is 1 since the letters appearing in the first 
two orders are identical and by dividing this cost by the size of the N-gram, which is 3, 
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𝛿�𝑥𝑖,𝑦𝑗� is obtained with value 0.33 according to Eq. (4).  Finally, the minimum distance for 
the specific cell is obtained by taking the minimum among the calculated distances (2, 2, 
0.33).  For each cell the related minimum distance is calculated and the last cell of the matrix 
given in cell (R6, C10) gives the final distance (4.33) between two strings.   
 
Figure 1. N-gram based Levenshtein distance example. 
 The suggested Levenshtein approach normalizes the final distance measure by the 
length of the larger string to avoid length bias.  In addition, it adds a null-character prefix of 
size n-1 so that the initial letter can be exploited more efficiently since the initial characters 
play an important role in word similarity (Kondrak, 2005).  It should be stressed that null-
character prefix matches are discarded so that strings with no matching characters will return 
maximum distance.  Finally, distances are subtracted from 1 to get the similarity scores 
ranging between 0 and 1, where 1 or 0 means that the specified strings are identical or 
completely different in terms of 3-gram representation, respectively.   
 From the description and its properties, it is clear that the suggested Levenshtein 
distance is sensitive to the positions of the N-grams in strings, unlike the traditional N-gram 
approach, which considers only the number of overlapping unique N-grams.  When a high 
similarity score between two strings is obtained from the Levenshtein distance, this similarity 
score might be more reliable than the one derived from the traditional approach since the 
Levenshtein distance not only takes the common N-grams into account but also their position 
within the strings.  In order to take full advantage of this feature, some possible reference 
combinations are created by means of the indexed components in WoS and these references 
MATCHING BIBLIOGRAPHIC DATA WITH LARGE DATABASES     11 
 
are compared with the given CV publications.  These possible reference variants need to be 
built since we are using CV publication records that follow unknown reference standard or 
might even have incomplete components.  As a result, the components (author, journal, title 
etc.) may be given in an arbitrary order, or some parts may be missing. This issue is explained 
in depth in the context of the second step (Phase 2).   
Phase 1 – Database retrieval of the most probable matches for the given CV publications 
 In this section, the main objective is to find the most relevant publications indexed in 
Thomson Reuters’ WoS for a given publication list, in this case a CV provided by an 
individual author.  The retrieval process is shown in Figure 2. In a usual document retrieval 
system, the user specifies the necessary information using small queries (Goller et al., 2000).  
In our study, we use the unique 3-grams extracted from the records in the publication lists as 
queries to be searched for through WoS.   
 
Figure 2. Retrieval process. 
 The given set contains many publications from different authors and the format used 
for the references in the CVs is unknown and varied.  They may contain textual errors, 
spelling variations and abbreviations.  In addition, their components (title, journal name, 
authors etc.) might be placed in an unknown order and some components might be missing or 
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incomplete, or unknown and unnecessary components might be present.  Considering these 
challenges, our aim is to extract an entirely unassisted data set from WoS.   
 As mentioned in the N-grams section above, using 3 as the size of N-grams is useful 
for finding similar publications in an unassisted way.  Furthermore, memory capacity might 
be a crucial technical issue, which might create a bottleneck when dealing with such huge 
data sets. Comlekoglu (1990) investigated N-gram inverted text retrieval systems for n=2 to n 
=26 and he found that when main memory was scarce, 3-grams were a reasonable choice in 
designing an N-gram text retrieval system.   
 Before getting started with the retrieval process, we derive unique 3-grams from the 
components title, journal name, journal volume, co-author names, publication year and first-
page number, which are expected to appear in the bibliographic items for each publication 
existing in WoS.  For proceeding papers, also conference information is added.  Then 
decomposition into 3-grams is applied to all the publications in the CVs.  All 3-grams, which 
do not exist in the publication lists but do exist in WoS, are removed from the WoS set and 
the opposite of this case is treated similarly.  Indexes are then assigned to the remaining 3-
grams that appear in WoS, as well as in the CV.  In addition, indexes are created for each 
publication in the WoS and each CV publication and all strings in both corpora are 
transformed to lowercase.   
 According to the unique 3-grams that the documents (WoS or CV publications) 
contain, unique feature (3-gram) vectors are created.  A feature vector represents a document 
with the weights of features (Goller et al., 2000).  In our study, we only apply binary weights, 
that is, the information whether a feature occurs in a document or not.  Another weighting 
approach such as the TF-IDF might reflect how important a feature is for a document (Salton 
and Mc Gill, 1983) and might have a significant potential of improving retrieval and 
classification processes.  However, we are working on short texts most likely having only a 
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few 3-grams occurring more than once, which results in an inappropriate TF-IDF weighting 
scheme (Gong et al., 2008).   
 On the basis of the feature vectors two sparse matrices are created using MATLAB 
2012b, one each for WoS papers and the CV publications.  These matrices and the following 
matching process are shown in Figure 3.  In these matrices, value 1 indicates that the 3-gram 
in the relevant column exists in the document presented by the relevant row.  As seen, the 
column order (3-gram indexes) has to be identical in both matrices.   
  
Figure 3. Matching process of CV publications with WoS Publications according to their 
overlapping unique 3-grams.   
 During the matching process, the column positions of the values 1 from the first row 
of the CV publication matrix are taken and the same column positions are chosen for each of 
the row from the WoS matrix.  The total number of common values 1 gives the number of 
common 3-grams for each WoS and CV publication pair.  Thus, for instance, the positions of 
values 1 in the CV publication matrix for the first row in Figure 3 are the 1st,2nd and 5th. In the 
WoS matrix, only these three positions are retained.  According to these matches, the WoS 
publication in the first row has 2 common 3-grams and that in the second row has 2 common 
3-grams and so on. Using these common 3-grams, Salton’s measure is calculated as given 
before for each pair.  This process is repeated for each CV publication one by one from the 
publication lists set and the most relevant WoS publication according to Salton’s measure are 
retained for each CV record.   
 Here it should be mentioned why we make use of only the columns including the 
values 1 for each row from the CV publication matrix and multiplying it with the entire WoS 
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matrix with its corresponding columns instead of simply multiplying two matrices.  The two 
matrices are sparse matrices and the multiplication of two sparse matrices in MATLAB 
results in a very slow processing.  In order to parallelize the matrix multiplication, the 
matrices have to be converted into dense matrices.  However, this conversion process is very 
likely to give out-of-memory exception especially for huge matrices such as our WoS matrix.  
By taking certain columns from WoS matrix depending on the row of CV publication matrix 
having only the columns with values 1s, we reduce the dimension of WoS matrix and make it 
possible to convert it to a dense matrix.  In our case the dimension of the WoS matrix was 
1.793.835×20.615 for the year 2007 and could be reduced to 1.793.835×500 according to the 
given CV publication).   
Phase 2 – Application of Kondrak’s Levenshtein distance  
 In this phase, the most relevant WoS publication retrieved in the previous phase for 
each CV publication is re-matched with the related CV publication and the similarity scores 
are derived according to Kondrak’s Levenshtein distance based on N-grams.  We just mention 
in passing that this can easily be implemented, for instance, through the ‘NGramDistance’ 
class included in LUCENE, a high-performance text search engine library written in Java.   
 Unlike in the previous approach, where all components, that are likely to appear in the 
bibliographic information of a given publication, are concatenated and unique 3-grams are 
formed, this time all 3-grams and their positions in the components are taken into account.  
Using this metric, the closer the identical N-grams appear in the reference publication, the 
higher the similarity score will be.   
 Publication lists provide detailed bibliographic information about the publications 
such as title, journal title, co-author names, journal volume, first page, etc.  However, for any 
given record, the order or formatting of these components might change depending on the 
reference standard used (e.g. American Psychological Association (APA), Modern Language 
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Association (MLA), non-standard reporting, etc.).  For instance, while co-author names might 
appear in some references with full names, they might appear with only last name and initial 
letter of the first and/or intermediate name.  And as we already mentioned, the order of the 
components might be different in the references.  Other deviations might result from mistakes 
made by the author while creating the list, or corrupted characters and missing components 
resulting from transferring the information between different electronic environments.    
 On the part of the WoS, the components for each publication are stored in separate 
tables in a relational database.  Departing from this fact, various combinations are constructed 
with the related components in different orders.  In this manner, we derive various similarity 
scores for each pair of CV publications and its related WoS counterparts and obtain that WoS 
combination with the highest score.   
 Table 1 contains an overview of the constructed variations. In each row, the numbers 
in the table indicate the order of the components used to construct the references from WoS 
records.  Note that not all components are always used.  For each variation, the corresponding 
similarity score for the associated CV publication is calculated and stored in variables Score1 
to Score8.   
Table 1 
Structured References by means of the Components in Database 
 
Variables 
 
WoS  
Title 
 
WoS  
Journal 
 
WoS  
Co-authors 
 
WoS  
Volume 
 
WoS  
Begin Page 
 
WoS 
Publication Year 
Score1 2 3 1 4 5 6 
Score2 2 - 1 3 4 5 
Score3 1 2 - 3 4 5 
Score4 1 - 2 - - - 
Score5 1 - - - - - 
Score6 1 2 - - - - 
Score7 - 1 2 - - - 
Score8 - 1 - - - - 
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Table 2 shows an example of 3-gram similarity scores.  One entry from a CV publication list 
is matched with six different representatives of the same WoS publication.   
Table 2  
CV and Variable Similarity Scores with 3-grams [Data sourced from Thomson Reuters Web of 
Knowledge] 
 
Source 
 
CV Reference and Its Corresponding Structured  
WoS References 
Variables 
 
3-Gram 
Score 
PL ref. 
Zhang, L., Thijs, B., Glänzel, W., The diffusion of H-related 
literature. JOI, 2011, 5, 583-593 
 
 
 
WoS 
ZHANG, L, THIJS, B, GLANZEL, W, The diffusion of H-related 
literature, JOURNAL OF INFORMETRICS, 5, 583, 2011 Score1 .67 
WoS 
ZHANG, L, THIJS, B, GLANZEL, W, The diffusion of H-related 
literature, 5, 583, 2011 Score2 .73 
WoS 
The diffusion of H-related literature, JOURNAL OF 
INFORMETRICS, 5, 583, 2011 Score3 .34 
WoS 
ZHANG, L, THIJS, B, GLANZEL, W, The diffusion of H-related 
literature Score4 .65 
WoS The diffusion of H-related literature Score5 .36 
WoS 
The diffusion of H-related literature, JOURNAL OF 
INFORMETRICS Score6 .41 
  
Maximum .73 
  
At this point, it should be mentioned that the application of this approach to a huge 
database is not feasible with the current available technology and there are two causes for this.  
Firstly, this approach uses all the N-grams, not just the common N-grams, and also includes 
their positions leading to a significant increase of dimensionality.  Secondly, various 
similarity scores are calculated by means of different component combinations to catch the 
highest scores for each CV-WoS pair.  In the current approach, each CV reference has only 
one related WoS publication namely that with the highest Salton similarity score.  When 
applying this to the complete database, it would have millions.  Even deriving one similarity 
score is time- and storage-consuming, notably for retrieving the similarity scores for 8 
different representations.   
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 Aware of the sensitivity of this measure to N-gram positions, we expect to derive 
more realistic similarity scores.  A closer analysis might reveal that two strings with many 
common N-grams might not be so similar in fact.  However, if one can find two strings 
having many N-grams in common at the same positions, they are more likely to stand for the 
same publication.  If the similarity scores derived by Salton’s measure mirror those obtained 
from Levenshtein distance, Kondrak’s method might be a suitable tool for validating and 
confirming the results.  On the other hand, if inconsistencies are observed between the scores 
based on these two measures, Kondrak’s method might be used as a supplementary measure 
again.   
Data Sources 
 A large data sample comprised of 6.520 CV publication references mentioned in CVs 
of various authors has been collected from a real world application in order to find the same, 
or the most likely related publications indexed in the WoS database.  In essence, the exact 
matches are already known through a manual process and the percentage of the retrieval 
success is investigated by examining the top Salton matches.  Our WoS database contains 
28.269.653 articles and 7.044.304 proceeding papers in the period 1991–2012.   
 The CV and WoS publication datasets have each at most 20.776 unique 3-grams.  
Number of total unique 3-grams changes depending on the WoS publication year in which 
CV publications are searched.  For instance, the dimension of the sparse CV publication 
matrix shown in Figure 3 was 6.511×20.615 when it was created for search in the 2007 
volume of the WoS.  On the other hand, the WoS matrix was huge and sparse, in particular, 
1.793.835×20.615 for the year 2007.  After retrieving the top matches, the same 6.520 CV 
publications with their corresponding WoS publications was used to apply the Levenshtein 
distance method.   
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Results and Discussion 
 In the retrieval phase, we managed to match CV publications correctly to WoS 
publications with a very high accuracy.  Each CV publication is matched with a WoS 
publication according to the highest Salton score. Out of 6520 matched pairs, 6493 pairs have 
been matched correctly according to their highest similarity score.  This corresponds to an 
accuracy of 99,58%. The remaining 27 incorrect matches are analysed in depth below.   
 Through the retrieval method using the Salton measure we took one WoS publication 
for each CV publication according to the highest Salton score.  As a result, we make each CV 
publication ready for being used in a more elaborated application, namely N-gram based 
Levenshtein distance.  Consequently, another similarity score was derived to check and 
confirm the accuracy of the Salton measure.   
 The two diagrams of Figure 4 visualizes the top related CV–WoS matches.  The upper 
one (Figure 4a) shows the top related CV–WoS publication pairs having the highest Salton 
score (x-axis) and their corresponding similarity score based on Levenshtein distance (y-axis).  
The circles in the figure represent correct matches while the squares stand for the incorrect 
ones.  In order to improve legibility, these sparse squares are presented in the lower diagram 
(Figure 4b). They are also grouped into four different classes according to their types.  These 
will be discussed in detail later in this section.   
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Figure 4. The top CV publication-WoS publication matches according to the highest 
similarity score based on Salton measure and the corresponding Levenshtein score (Upper) 
(Figure 4a) and All wrong matches (Lower) (Figure 4b) partitioned into groups according to 
their relationships.  [Data sourced from Thomson Reuters Web of Knowledge] 
 At a first sight, Salton measure and Levenshtein measure give consistent results.  That 
is, if a similarity score based on Salton is high (low), then the similarity score based on 
Levenshtein is also mostly high (low).  Nevertheless, there are still some pairs having slightly 
different Salton scores when compared with Levenshtein scores (cf. Figure 4a).   
 As we analyse the possible differences between two measures, lower Salton than 
Levenshtein score occurs when a CV publication does not include components that are 
present in WoS and the correct component orders given in the CV can be grabbed through one 
of the variables we construct for the Levenshtein measure (see Table 1).  Another case (higher 
Salton than Levenshtein score) is mostly found when a CV publication contains components 
that are not present in the references we have constructed based on the WoS publications or 
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when a paper has a huge number of co-authors.  Too many co-authors increase the risk of 
reporting c-authorship in a different order than in the corresponding WoS reference.  This, in 
turn, might lead to a smaller Levenshtein score while it will not dramatically affect the Salton 
score since this only deals with common N-grams regardless of their positions.   
 Figure 4a visualizes that Salton’s measure tends to give higher similarity scores 
compared to the Levenshtein distance.  Even though the Levenshtein distance has some 
sensitive issues as mentioned above, it might give a more balanced similarity score when the 
correct order of the components given in the CV is reached also by the constructed WoS 
reference.  Therefore, applying both measure together will be more robust.   
 As already mentioned, more than 99% of the correct CV–WoS pairs can be retrieved 
by taking the highest Salton similarity score.  Despite a very small number of wrong matches, 
there are still some pairs having quite high similarity scores according to both measures, 
which should be further examined.   
 First of all, a meeting abstract, a correction, a part, a reply to the editor or an editorial 
material of a related paper might be separately indexed in the database and the match between 
a CV publication and this type of documents can give the highest similarity score.  Such pairs 
are responsible for the wrong matches having a high Salton similarity score (higher than 
0.65).  This group can be seen in Figure 4b marked as class 1.  In this group 3 wrong matches 
stand out with their quite low Levenshtein similarity score.  The cause of this for two of them 
is having a lot of co-authors, and their sequence is not the same as that in the related WoS 
publications’ bibliographic description.   
 For the other wrong match, the author mentions that the related issue is a special issue 
and gives the subject of this special issue.  But the same author has another paper the title of 
which is the same with the subject of the special issue.  As a result, the Salton score for the 
CV reference and this wrong WoS publication pair took the highest value.  However, the 
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maximum Levenshtein score for this pair is 0.39, which is quite low.  When we checked the 
Levenshtein score for the correct pair, we observed that it is 0.54.  In other words, even when 
a high Salton score is obtained, it is also better to double check using the Levenshtein score.   
 The second group, indexed as class 2 in the Figure 4b, comprises only one pair.  The 
related papers are written by the same co-author(s) and the titles are identical.  However, the 
paper reported in the CV is published in a different journal.  When we checked the correct 
WoS publication according to journal name, issue and begin-end pages, we observed that the 
title is shorter.  As a result, another pair is retrieved due to the title length.  It seems that the 
author made a mistake in his/her CV.  This kind of errors is out of the scope of this study 
since we assume that the information given in the CV is correct.   
 The third group in the Figure 4b includes the pairs having the authors of the top match 
publications are not relevant.  As an example, one author gives also editor names for the 
related source.  However those editors are the co-authors of another publication in the same 
source.  Therefore, more common 3-grams would be found and prevented the correct match 
from appearing on the top.   
 The last group of wrong matches in Figure 4b is class 4; this comprises the 
publications which are written in the field of high energy physics and coming from the same 
author’s CV.  There are 10 publications in this group and each of them has more than 200 co-
authors, which is quite common in this field.  The author in his/her CV gives the name of the 
corporation (team) instead of giving all individual co-author names.  As a result, a very low 
Salton score is obtained since all co-authors are included when WoS publications are built.  
As a result, the number of unique 3-grams inflates on the WoS part and this directly decreases 
the Salton measure.  The incorrect matches in such cases are obviously inevitable and the 
WoS publications with so many co-authors should be matched and assigned with utmost 
caution.   
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 According to our observations in the context of these wrong    matches, we can draw 
some important conclusions.  A micro-level, notably an individual level bibliometric exercise 
requires an extremely careful assessment procedure (Glänzel and Wouters, 2013).  For group 
1 in Figure 4b, the pairs provide indirect but still useful information and they might be 
considered as tolerable depending on the user’s aim.  When considering the rest of the pairs in 
the three remaining groups in Figure 4b and their highest similarity scores, intuitive and 
empirical thresholds might be suggested.  The pairs having a Salton score higher than 0.65 
and having a Levenshtein distance higher than 0.50 seem to give correct WoS matches with 
quite low error rates.  This means that the pairs lower than these values need to be checked 
manually. This area is shown by vertical and horizontal lines in Figure 4.   
 As to meso- and macro-level applications, we can implement the suggested method 
more flexibly.  If we remember the wrong match groups again, the pairs belonging to groups 
3 and 4, unlike that in group 2, have the maximum similarity scores with the related WoS 
publications whose author(s) is totally unrelated.  Those pairs refer to different publications 
by the same authors. This means that corporate information may still correctly match.  We can 
again suggest a range for the manual cleaning considering the highest wrong match score in 
group 3, that is, the pairs having a Salton and Levenshtein score lower than 0.52 and 0.42, 
respectively.  When checking this area in Figure 4, one can observe that the amount of manual 
cleaning seems to become quite low.   
 Finally, we can conclude that a pair having both Salton and Levenshtein score lower 
than 0.40 indicate that the related CV is very likely not to be indexed in the WoS.   
Conclusion 
 A set of 6.520 references, that are known to be indexed in the WoS, were taken from 
CVs provided by various authors.  Salton’s measure based on overlapping 3-grams was then 
used to link them to their counterparts in the WoS database.  For each CV reference, a WoS 
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publication is retained as a correct match according to the highest obtained Salton similarity 
score.  It was observed that 99% of the matches was correct when comparing them with the 
results of a manual cleaning and assignment process.  This cleaning and searching process 
usually requires a severe manual effort.  With the proposed retrieval model given in the 
information-retrieval phase, we suggest that it is possible to find the most related WoS 
publication automatically and this may help to significantly decrease the amount of manual 
effort.   
 To check, confirm and complement the Salton score, we applied Kondrak’s (2005) 
method, which uses also the positions of N-grams besides common N-grams, for each CV–
WoS pair.  This suplementary measure proved to be quite consistent with the Salton measure.  
A detailed analysis of the incorrect matches was given and some thresholds were suggested 
for manual cleaning in order to be implemented in bibliometric studies at different levels.  
The suggested method has a potential to give more robust results for the meso and macro 
level bibliometric applications.  Of course, the tolerance to the mistakes depends on the 
application.  Extracting content-relevant information from publication strings, could possibly 
improve the accuracy of matching.  Eventually, the method applied in this paper can 
especially be leveraged for the evaluation purposes such as job promotion or institutional 
evaluation cases at micro or meso level assessment studies, where large number of CVs is to 
be dealt with.   
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