Abstract. In this paper we focus on learning concept descriptions expressed in Description Logics. After stating the learning problem in this context, a FOIL-like algorithm is presented that can be applied to general DL languages, discussing related theoretical aspects of learning with the inherent incompleteness underlying the semantics of this representation. Subsequently we present an experimental evaluation of the implementation of this algorithm performed on some real ontologies in order to empirically assess its performance.
Introduction
Description Logics (DLs) is the family of representation languages underlying the standard ontology languages designed for knowledge bases in the Semantic Web [3] . These logics constitute a specific fragment of First Order Logic (FOL) that differs from the standard clausal forms employed in Inductive Logic Programming and related multi-relational settings, namely they have a different syntax and especially very different semantics [4, 12] . These considerations justify the growing interest in investigating concept learning in such new formalisms.
Early work on learning in DLs essentially focused on demonstrating the PAClearnability for various languages derived from Classic. In particular, Cohen and Hirsh investigate the CoreClassic DL proving that it is not PAC-learnable [6] as well as demonstrating the PAC-learnability of a peculiar class among its sub-languages such as C-CLASSIC [7] , through the LcsLearn algorithm, together with an empirical evaluation of its implementation.
These approaches tend to cast supervised concept learning as performed through a structural generalizing operator working on equivalent graph representations of the concept descriptions. It is also worth mentioning unsupervised learning methodologies for DL concept descriptions, whose prototypical example is Kluster [16] , a polynomial-time algorithm for the induction of BACK terminologies, which exploits the tractability of the standard inferences in this DL language [1] .
More recently also learning in hybrid languages, mixing clausal and description logics, have been investigated. Kietz [15] studied the learnability of DL
Description Logics: Syntax and Semantics
In this section we shortly recall syntax and semantics of the DL representation. For brevity, we cannot report syntax and semantics of the various constructors, which can be easily be found in the reference manual [1] . In turn, the DL concept descriptions are straightforwardly mapped onto XML serializations of the standard ontology languages [9] .
Roughly, the formalisms are concept-centric: they distinguish concepts from relations that are used to describe restrictions on concepts. In a DL language, primitive concepts N C = {C, D, . . .} are interpreted as subsets of a domain of objects (resources) and primitive roles N R = {R, S, . . .} are interpreted as binary relations on such a domain (properties). Individuals represent the objects through names from N I = {a, b, . . .}.
Complex concept descriptions are built using atomic concepts and primitive roles by means of specific constructors. The meaning of the descriptions is defined by an interpretation I = (∆ I , · I ), where ∆ I is the domain of the interpretation and the functor · I stands for the interpretation function, mapping the intension of concepts and roles to their extension (respectively, a subset of the domain and a relation defined on such domain).
The top concept is interpreted as the whole domain ∆ I , while the bottom concept ⊥ corresponds to ∅. Complex descriptions can be built in ALC using the following constructors 1 . The language supports full negation: given any concept description C, denoted ¬C, it amounts to ∆ I \ C I . The conjunction of concepts, denoted with C 1 C 2 , yields an extension C I 1 ∩ C I 2 and, dually, concept disjunction, denoted with C 1 C 2 , yields C I 1 ∪ C I 2 . Finally, there are two restrictions on roles: the existential restriction, denoted with ∃R.C, and interpreted as the set {x ∈ ∆ I | ∃y ∈ ∆ I : (x, y) ∈ R I ∧ y ∈ C I } and the value restriction, denoted with ∀R.C, whose extension is {x ∈ ∆ I | ∀y ∈ ∆ I : (x, y) ∈ R I → y ∈ C I }.
A knowledge base K = T , A contains two components: a T-box T and an A-box A. T is a set of terminological axioms C D, yet we will consider only definitions A ≡ D, where A ∈ N C is a concept name (atomic) and D is a concept description given in terms of the language constructors, meaning A I = D I . The ABox A contains extensional assertions (ground facts) on concepts and roles, e.g. C(a) and R(a, b), meaning, respectively, that a I ∈ C I and (a I , b I ) ∈ R I . Note that the unique names assumption is not necessarily made 2 .
Further constructors extend the expressiveness of the ALC language. We are interested in the languages that constitute the counterpart of OWL-DL, namely SHOIQ(D) that, roughly, extends ALC with transitive roles, role hierarchies, individual classes, inverse roles and qualified number restrictions. Besides, concrete domains 3 (D) can be dealt with. The set-theoretic notion of subsumption between concepts (or roles) can be given in terms of the interpretations: The most important inference service from the inductive point of view is instance checking [1] , that amounts to ascertain class-membership assertions: K |= C(a), where K is the knowledge base a is an individual name and C is a concept definition given in terms of the concepts accounted for in K.
An important difference with other FOL fragments is the open-world assumption (OWA) which makes it more difficult to answer class-membership queries. Thus it may happen that an object that cannot be proved to belong to a certain concept is not necessarily a counterexample for that concept. That would only be interpreted 4 as a case of insufficient (incomplete) knowledge for that assertion. This is perfectly compatible with the typical scenario related to the Semantic Web, where new resources may continuously be made available across the Web, hence a complete knowledge cannot be assumed at any time.
The other inference service provided by DL reasoner is concept retrieval : given a certain concept, retrieve all the individuals that can be proved to belong to it.
Learning as Search in DLs
After recalling the basics of DLs, we are ready to formally define the learning problem in this setting. 
where Ind(A) is the set of individuals occurring in A, Ind
Suppose, in case a definition for C is already available (refinement problem), that it holds:
The definition given above can be interpreted as a generic supervised concept learning task. Ind + C (A) and Ind − C (A) represent respectively the sets of positive and negative examples, whereas C ≡ D is the hypothesis to be induced. The intermediate clause was added for generalizing the definition covering also refinement problems, in which a definition for C is already available but it may be defective w.r.t. to some positive or negative examples.
As known from related works [10, 13, 17] , the subsumption relationship (see Def. 2.1) induces a partial order on the space of all the possible concept descriptions. Hence the inductive problem stated above can be cast as a search of the right concept definition (hypothesis) in the induced search space.
In such a setting, one can define suitable operators in order to traverse the search space. As usual in inductive search, we will define two operators in order to obtain, given a starting (incorrect) hypothesis in the search space, one (or some) of its generalizations/specializations.
Of course, given a set of concept definitions belonging to the space of the descriptions allowed by the reference language, which is partially ordered by subsumption, there is an infinite number of generalizations and specializations. Usually one tries to devise operators that can move efficiently throughout the space in pursuit of one of the target hypotheses. Now we can define both the downward (specializing) operator ρ and the upward (generalizing) operator δ [13] :
. . , m}, where:
ρ simply drops one top-level disjunct or replaces it with a downward refinement obtained with ρ . ρ adds new conjuncts or replaces one with a refinement obtained by specializing (through ρ ) the concepts in the scope of a universal or existential restriction.
Definition 3.3 (upward operator δ). δ = (δ , δ ), where:
C j , where:
δ and δ simply perform dual operation w.r.t. ρ and ρ , respectively. See [13] for examples.
Other operators [13] may exploit also the knowledge conveyed by the positive and negative examples in order to prune the possible results yielded by a single generalization/specialization step and to better direct the search for suitable solutions to the problem. Instead of using the examples in a mere generate-andtest strategy based on these operators, they can be exploited more directly, in order to influence the choices made during the refinement process.
These operators cannot be complete for most expressive DLs [17] . However, we are not looking for too precise operators that likely lead to overfit the data. E.g. the LCS function [7] is a generalizing operator that may be used to compute upper refinement of a concept w.r.t. to an uncovered positive instance (represented by its most specific concept, see [1, 13] ), yet this results in a simple union of the two descriptions which deprives the result of any added generalization w.r.t. future examples.
The next step is embedding these simple operators in a suitable learning algorithm.
The Learning Algorithm
Various search strategies have been experimented as well as other evaluation measures. Those that we will present in the following are those which gave the best results.
The main aim of this work was conceiving a learning algorithm that could overcome two limitation of the current DL learning systems, namely avoiding the computation of the most specific concepts and the language dependence. Indeed, following the early work, YinYang [13] requires lifting the instances to the concept level through a suitable approximate operator and then start learning from such extremely specific concept descriptions. This setting has the disadvantages of approximation and language-dependence.
DL-Learner [18] partly mitigates these disadvantages for it does not need to compute such approximations since it is essentially based on a genetic programming procedure based on refinement operators whose fitness is computed on the grounds of the covered instances.
Also, in our new algorithm conceived in order to solve the learning problem, the (downward) refinement operators previously defined play a central role. A sketch of the main routine that makes up the algorithm is reported in Fig. 1 .
Like in the original Foil algorithm [20] , the generalization routine computes (partial) generalizations as long as they do not cover any negative example. If this occurs, the specialization routine is invoked for solving these sub-problems. This routine applies the idea of specializing using the (incomplete) refinement operator defined in the previous section. The specialization continues until no negative example is covered (or a very limited amount 5 of them). The partial generalizations built on each outer loop are finally grouped together in a disjunction which is an allowed constructor for DLs more expressive than (or equal to) ALC. Also the outer while-loop can be exited before covering all the positive examples for avoiding overfitting generalizations.
The specialization function specialize (reported in Fig. 2 ) is called from within the inner loop of the generalization procedure in order to specialize an overly general partial generalization. The function searches for proper refinements that provide at least a minimal gain (see below) fixed with a threshold (MINGAIN ).
In Foil-I [14] , the gain function has to take into account incomplete examples. Similarly to a semi-supervised learning setting, the gain function that is evaluated for choosing the best refinement is computed as follows:
where p 1 , n 1 and u 1 represent, resp., the number of positive, negative and unlabeled examples covered by the specialization and p 0 , n 0 and u 0 stand for the number of positive, negative and unlabeled examples covered by the former definition, and the weights w 0 , w 1 are determined by the prior probability of the positive examples, resp., in the current and former concept definition. In order to avoid null numerators, a further correction of the probabilities is performed by resorting to the m-estimate procedure. Despite of its simplicity the complexity of the algorithm is largely determined by the calls to reasoning services, namely subsumption and instance-checking. If we consider the ALC logic the complexity of these inferences is P-space. However, the algorithm can be thought as building an (upper) ALC-approximation of target concepts, given a knowledge base that can contain definitions expressed in more complex languages, which in turn require more complex reasoning algorithms (see details on SHOIN (D) [1] ). The number of nodes visited during the search grows with the expressiveness of the language because the algorithm searches a sub-space of the actual search space induced by the adopted language.
Preliminary Experiments

Experimental Setting
In order to perform a preliminary experimentation on real ontologies DL-Foil, it was applied to a number of concept retrieval problems solved by using inductive classification of the individuals w.r.t. a number of query concepts.
To this purpose, we selected a number of ontologies from different domains represented in OWL, namely: NewTestamentNames (NTN) from the Protégé 8 , built for eBanking applications, deals with accounts, holders, loans and related events. Tab. 1 summarizes important details concerning these ontologies. The sizes of the ontologies are to be measured in terms of thousands of triples.
For each ontology, 30 target queries were randomly generated by composition of 2 through 8 primitive or defined concepts from each knowledge base by means of the concept constructors: intersection, union, universal or existential restrictions. Given the overall set of individuals mentioned in the ABox, this was split in training and test sets according to the ten-fold cross-validation procedure. A standard reasoner 9 was employed to decide their class-membership (and non-membership) w.r.t. the query concepts. The performance was evaluated comparing the definitions of the query concepts induced by the system to those that were randomly generated, determining the class-membership of the test examples.
Note that the constant NUMSPECS that determines the maximum number of specializations evaluated per turn was set to 15 (larger numbers yield better results but may lower the efficiency).
Results
Standard IR measures. Initially the standard IR measures precision, recall, F 1 -measure were employed to evaluate the system performance. Specifically we considered a two-way classification where relevance coincides with classmembership and the rest of instances are considered irrelevant (true negatives if nothing could be concluded for their membership).
The outcomes are reported in Fig. 2 . For each knowledge base, we report the average values obtained over the 30 queries as well as their standard deviation and minimum-maximum ranges of values. It is possible to note that precision and recall are generally good but not very high which is also reflected by the F-measure. This happens because these parameters are taken on the grounds of the positive instances which are likely to be in a limited amount w.r.t. the overall number of individuals, especially when random concepts are considered. This is also the cause for the variance to be quite high for all experiments. For the sake of repeatability, we did not employ artificially populated ontologies. We rather employed ontologies as they can be found in the Web. Of course more largely populated ontologies would help assess more stable results. Actually for Financial we selected a reduced number of instances. Selecting larger numbers of individuals, we could obtain better and more stable results.
The reason for precision being less than recall is probably due to the OWA. Indeed, in many cases it was observed that the inductive classification deemed some individuals as relevant for the query issued while the DL reasoner was not able to assess this relevance and this was computed as a mistake while it may likely turn out to be a correct inference when judged by a human agent.
Because of the problems issued by the OWA, different indices would be needed in this case that may make explicit both the rate of inductively classified individuals and the nature of the mistakes.
Alternative measures. Due to the OWA, cases were observed when, it could not be (deductively) ascertained whether a resource was relevant or not for a given query. Then a three-way classification is preferable. Hence, we introduced the following indices for a further evaluation [8] . Essentially they measure the correspondence between the classification provided by the reasoner for the instances w.r.t. the test concept and the definition induced by our system.
-match rate: number of cases of individuals that got exactly the same classification with both definitions; -omission error rate: amount of individuals for which class-membership w.r.t.
the given query could not determined using the induced definition, while they actually belong (do not belong) to the query concept; -commission error rate: amount of individuals found not to belong to the query concept according to the induced definition, while they actually belong to it and vice-versa.
-induction rate: amount of individuals found to belong or not to belong to the query concept according to the induced definition, while either case is not logically derivable from the knowledge base with the original definition Tab. 3 reports the outcomes in terms of these new indices. Preliminarily, we found that the search procedure was accurate enough: it made few critical mistakes especially when the considered concepts are known to have many examples (and counterexamples) in the ontology. However, it is important to note that, in each experiment, the commission error was limited but not absent, as in the experiments with other classification methods [8] . The cases of queries for which this measure was high are due to the limited amount of examples available (too narrow concepts). Even few mistakes provoked high error rates. This is also due to the absence of axioms stating explicitly the disjointness of some concepts.
Also the omission error rates are quite low. They are comparable with the amount of inductive conclusions that could be drawn with the induced definitions. Again these figures may vary as a consequence of the presence / absence of knowledge about the disjunction of (sibling) concepts in the subsumption hierarchies. In an ontology population perspective, the cases of induction are interesting because they suggest new assertions which cannot be logically derived by using a deductive reasoner yet they might be used to complete a knowledge base [2] , e.g. after being validated by an ontology engineer. Better results were obtained on the same task with different inductive methods (instance-based learning [8] ). Yet, with DL-Foil we have the added value of having an intensional definition of the target concepts.
The elapsed time (not reported here) was very limited: about 0.5 hour for a whole ten-fold cross validation experiment including the time consumed by the reasoner to make the judgments.
