We present a metrological study of a new technique for measuring the complex refractive indices of solids in the THz regime. The technique is widely applicable thanks to requiring only frequency-domain spectroscopy, and is shown to be capable of high accuracy reconstruction of the complex refractive index (RI) spectrum. We quantify the sensitivity to experimental imperfections such as noise, showing that the new technique is more robust than previous methods. We demonstrate the extraction of RI of crystalline Si between 2 -20 THz using this method, and comment on the capability to discriminate between absorption and scattering using only a power-transmission measurement.
I. INTRODUCTION
S the spectral region above 3 THz becomes more in demand for modern scientific applications [1] [2] , consistent and repeatable measurement of optical constants becomes increasingly essential. Time-domain spectroscopy (TDS) adequately addresses up to about 3 THz, and ellipsometry techniques are common above about 100 THz, but the intervening bandwidth is dominated still by frequencydomain Fourier-transform spectroscopy (FTIR). In addition, recent work [3] has shown FTIR provides a useful crosscomparison tool for characterizing metrological travelling standards. FTIR has the generic benefits of cost-efficiency and ubiquity, so the motivation is clear for a metrological study of refractive index spectra using this technique.
We approach the problem of complex refractive index (RI) spectrum extraction from transmission-mode FTIR data, demanding a simple technique with minimal demands on measurement fidelity, and simultaneously a well-considered metrological process. The study focuses on developing ways to quantify algorithms' accuracy and robustness without requiring a physical reference object or cross-comparison between techniques.
II. THEORY
We take advantage of the properties of the power transmission function of a plane-parallel slab of complex refractive index ݊ ො ൌ ݊ െ ݅݇, where ݊ ොሺ݂ሻ is a function of the frequency of the incident radiation, ݂. For a given thickness, ݀, and for normal incidence, the power transmission function is:
where R is defined by the Fresnel formulae, ߙ ൌ Ͷ݇ߨȀߣ is the absorption coefficient and ȣ ൌ ʹ߶ ʹ݂݊ ଶగ ݀ is the periodic term which gives rise to the familiar Fabry-Perot interference fringes. This equation implicitly assumes the constitutive equation ‫ܣ‬ ܶ ൌ ͳ, i.e. all light is either absorbed or transmitted (i.e. there is no scattering loss). Since we are also interested in scattering, we use a semi-empirical "coherence fraction" parameter [3] , ߛ, to account for scattering in the system: ߛ ൌ ͳ indicates no scattering loss (an ideally coherent experiment), and ߛ ൌ Ͳ a fully incoherent experiment. It can be shown that:
which simplifies to Eqn. 1 with ߛ ൌ ͳ and the "incoherent" transmission function [4] with ߛ ൌ Ͳ. By considering the periodic properties of this function, we have derived a method of extracting both ݊ Ƭ ݇ using a Gaussian window ݃ሺ߬ሻ applied to the Fourier transform of ܶሺ݂ሻǡ ‫ݐ‬ሺ߬ሻ, where ߬ is the unit of time in the Fourier space. Applying a smooth windowing function to the center burst ߬ ൎ Ͳ allows us to extract ݇ሺ݂ሻ through the relation [5] :
where here ݃ ሺ߬ሻ is centered at ߬ ൌ Ͳ, and the right hand side is the "incoherent" transmission function, which we have shown is independent of the scattering terms in ߛ. If the real part, ݊ሺ݂ሻ, can be found, then ܴ can be approximated and so ݇ may be directly determined from Eqn. 3. We obtain ݊ሺ݂ሻ by the same Fourier-windowing strategy with ݃ ଵ ሺ߬ሻ centered on the first positive harmonic in the expansion of ‫ݐ‬ሺ߬ሻ, i.e.:
where the amplitude ‫ܣ‬ሺ݂ሻ and arbitrary phase offset ȣ can be neglected. The frequency-varying phase component ߜȣ is equal to the change in ሺܶԢሻ between datapoints, and we find an iterative relation relating the numerical change in ሺܶԢሻ between the i th and (i-1) th datapoints, ȟȣ , to the change in ݊ over the same step:
where ȟ݂ is the frequency step and ݂ is the i th frequency value. Hence, for any j, if ݊ is known then all ݊ may be inferred -the only additional information required by the algorithm is the refractive index at any point in the spectrum. The entire complex refractive index spectrum may therefore be deduced. We study the performance of different algorithms two ways. Traditionally, techniques are applied to real measurements of physical samples and cross-compared. This method gives an essential reference to real experimental procedures but has the severe limitation that systematic errors are hard to identify -the true refractive index is not known precisely, and so systematic errors are more difficult to identify. We intercompare data analysis algorithms by generating precisely specified ݊ ො ௗ ሺ݂ሻ by defining ݇ ௗ ሺ݂ሻ and using a numerical Kramers-Kronig transform to define a physically consistent ݊ ௗ ሺ݂ሻ. These data are used to calculate a transmission function using Eqn. 1, to which we apply different algorithms to extract estimates of ݊ ොሺ݂ሻ.
First, we demonstrate the major limitations of the common "fringe-difference" heuristic that the refractive index may be estimated by the formula:
where ȟ݂ is the interval between two successive maxima or minima of Eqn. 1. Fig. 1 shows how such algorithms show strong systematic errors relating to ݀݊Ȁ݂݀, which can be easily understood as a consequence of the assumption in deriving Eqn. 6 that ݀݊Ȁ݂݀ ൎ Ͳ. Perhaps the best previously published method extrapolates a graph of the index of each local maximum, ݉, as a function of its frequency, ݂ , to ݂ ൌ Ͳ so that the absolute value of the fringe index is calibrated. Then the refractive index is extracted as:
and we show using our model data that this extrapolation method reconstructs the entire spectrum ݊ሺ݂ሻ accurately only if the region used for extrapolation has ݀݊Ȁ݂݀ ൌ Ͳ. A good reconstruction of our ݊ ௗ ሺ݂ሻ is shown in Fig. 1 , made possible because ݀݊ ݂݀ Τ ȁ ୀଶ ்ு௭ ൎ Ͳ. However, in the general case of an unknown sample we cannot be certain that this is the case -selection of the correct parameters is very challenging. In contrast, the extracted ݊ሺ݂ሻ using the new algorithm through Eqn. 5 is measured in parts per million -the reconstruction is visibly indistinguishable from ݊ ௗ . To illustrate a systematic improvement, we study the mean root-mean-square (RMS) error in ݊ Ƭ ݇ under different noise conditions in Fig. 2 . We have included amplitude noise or smoothing into the modelled ܶ ௗ ሺ݂ሻ artificially -and we show that the new algorithm's mean RMS errors are almost independent of experimental sources of error, whereas other methods' errors increase as the experiment becomes less ideal.
We also demonstrate the benefits of the new algorithm by application to experimental data. We obtained a high resolution transmission-mode FTIR spectrum of high resistivity float-zone Si (݀ ൌ ͳ ݉݉) and extracted the sample's complex refractive index spectrum with datapoint spacing 0.004 cm -1 (0.1 GHz). The results are shown in Fig. 3 -the measurements broadly agree, except around 12 THz where we extract a much smaller ݇ using the new method. The effects of incoherent scattering due to ߛ are much stronger when ݇ is very small. Our new method is able to discriminate between ݇ Ƭ ߛ (supported theoretically from Eqn. 3), whereas other methods do not consider this possibility.
IV. SUMMARY
We have taken advantage of the oscillatory properties of the Fabry-Perot transmission function to derive a simple and Fig. 2 . Scaling of systematic errors caused by experimental non-idealities when analysed by two different methods: the "new" method given here (circles); and an optimized version of the "old" extrapolation method mentioned in the text (squares).Open red shapes correspond to errors in ݇, and closed blue shapes correspond to errors in ݊. The new method is systematically better as the experimental errors increase. (a) Simulating the effects of random noise in ܶሺ݂ሻ; (b) simulating the effects of resolution (aka "slit width") errors.
Fig. 1.
Comparing algorithms for RI extraction from the literature -model inputs ݊ ௗ (solid line) were used to simulate a F-P transmission function using Eqn. 1. We show systematic errors in two different methods discussed in the text: the peak-difference method (yellow points); and the extrapolation method (blue points). We find strong systematic errors using the peakdifference method, and weaker but present systematic errors in the extrapolation method. general method for extracting the complex refractive index of solids. This new method requires only the transmission of the sample measured through FTIR methods, requires minimal user intervention, and can extract both the real and imaginary parts of the complex refractive index without requiring additional measurements -e.g. reflectance. The presented method cleanly separates the effects of absorption from those of incoherent scattering (caused by e.g. surface roughness).
We have used model data to separate errors caused by the analysis method from errors caused by experimental work, allowing us to study systematic errors in different analysis algorithms from the literature. Using this approach, we have demonstrated a clear and systematic advantage of our new method over approaches which are based on finding peak locations in the transmission function. The new method is more robust to experimental non-idealities such as slit-width errors and noise. In addition to these general advantages this new method also benefits from thin samples, allowing materials with high absorbance to be measured reliably.
Our work enables straightforward and fast measurement of complex refractive indices in the 2-20 THz range, using common and widely available equipment. Moreover, our approach to evaluating the method allows direct comparison of future work without the requirement for physical calibration samples, hence experimental errors may be divorced from errors in the analysis. Fig. 3 . Experimental demonstration of the presented algorithm (lighter shades with arrows showing axes) and comparison to literature (darker shades). We compare the extracted n (left axis) and k (right axis) of the two methods. The discrepancy in k at around 12 THz is caused by incoherent scattering by the sample, which is compensated for by the newly derived method but not by historical work.
