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V o r w o r t 
Ziel dieser Monographie ist die Darstellung von zeit diskreten Modellen zur 
Analyse von Verweildauern und Lebenszeiten. Diese Verfahren stellen eine 
Ergänzung zu den in stetiger Zeit formulierten Hazardratenmodellen dar, die 
in der Literatur umfassend behandelt werden. Sie können dann eingesetzt 
werden, wenn die Lebenszeiten bzw. Verweildauern nicht exakt bestimmt 
werden können, sondern z.B. lediglich Zeitintervalle angebbar sind, in denen 
die in Frage stehenden ZustandsWechsel bzw. Ereignisse eingetreten sind. In 
vielen Fällen ist nur eine derartige Datenbasis verfügbar. Deshalb sind die 
hier dargestellten Methoden für einen breiten Leserkreis von Bedeutung. Die 
Verfahren können nicht nur in der Medizin, sondern auch in den Wirtschafts-
und Sozialwissenschaften, der Ökologie, der Psychologie oder in der Zuver-
lässigkeitstheorie eingesetzt werden. Die behandelten Beispiele entstammen 
dementsprechend auch unterschiedlichen Wissenschaftsdisziplinen. 
Den größten Teil der Monographie nimmt die Darstellung von Modellen ein, 
bei denen die Zeitdauer von einem Anfangszustand bis zum Erreichen eines 
bestimmten (absorbierenden) Endzustands untersucht wird. Diese Situation 
ist typisch für Lebenszeit- bzw. Uberlebenszeitstudien. Darüber hinaus wer-
den auch Mehr-Zustands-Modelle (Competing-Risks-Modelle) und Mehr-
Episoden-Modelle eingehend behandelt. Letztere liegen dann vor, wenn im 
Laufe der Zeit mehrfache Ubergänge möglich sind oder wenn ein bestimmtes 
Ereignis wiederholt auftreten kann. Schließlich werden im letzten Kapitel 
einige Probleme erörtert, die bei der expliziten Modellierung unbeobachte-
ter Populationsheterogenität, die nicht durch die Kovariablen erfaßt wird, 
auftreten. 
Der Text eignet sich als Lehrbuch für die Vermittlung der Verfahren der zeit-
diskreten Analyse von Verweildauern und Lebenszeiten für Studenten oder 
zum Selbststudium sowie als Handbuch und Nachschlagewerk für den An-
wender in der Forschung. Neben der Behandlung der statistischen Grundla-
gen wurde besonderer Wert auf die konkrete Anwendung anhand empirischer 
Datensätze und den Einsatz geeigneter EDV-Programme gelegt. 
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1. G r u n d l e g e n d e Begriffe der Analyse von Verwei ldauern u n d 
Lebenszeiten 
1.1 Einführung 
Die statistische Ana lyse von Zeitverläufen bzw. Verlaufsdaten untersucht 
die Länge der Zeit interval le zwischen aufeinanderfolgenden Zustandswech-
seln bzw. Ereignissen. Sie informiert für jede Untersuchungseinheit über die 
Ze i tpunkte der ZustandsWechsel bzw. des Eintreffens best immter Ereignisse 
u n d über die Abfolge dieser Ereignisse. Beispiele hierfür s ind die Lebens-
oder Uberlebenszeiten i n medizinischen Stud ien , die Dauer der Arbe i ts los ig -
keit i n möglicherweise mehreren aufeinanderfolgenden Per ioden , die Lebens-
dauer von pol i t ischen oder gesellschaftlichen Organisat ionen, die Zeitdauer 
zwischen der Markteinführung eines P r o d u k t s u n d dem K a u f durch die K o n -
sumenten, die aufeinanderfolgenden Per ioden , i n denen ein technisches Gerät 
nach jeweiliger R e p a r a t u r störungsfrei arbeitet , die Dauer von Lernprozes-
sen, die Zeitdauer bis z u m U m z u g i n eine andere Reg ion bei Wanderungs-
u n d Mobilitätsanalysen, die Zeitdauer bis zur Rückfälligkeit von Straftätern, 
etc. 
Zusätzlich z u den Verwei ldauern bzw. Lebenszeiten werden für jede U n -
tersuchungseinheit eine Reihe von weiteren Kovar iab len erhoben, von denen 
einige ebenfalls zeitabhängig sein können, u n d die einzeln u n d / o d e r i n K o m -
b inat i on die Verwei ldauern bzw. Lebenszeiten beeinflussen. E i n wichtiges 
Z ie l der statist ischen Ana lyse besteht i n der quant i tat iven E r m i t t e l u n g des 
Ausmaßes des Einflusses dieser exogenen oder endogenen Var iab len . 
A u f g r u n d der E n t w i c k l u n g u n d A n w e n d u n g der Verfahren i n verschiedenen 
Bereichen wie z . B . M e d i z i n , Demographie , Soz ia l Wissenschaften, Psychologie , 
Wirtschaftswissenschaften oder Technik ist die Terminologie sehr uneinheit -
l i ch . So w i r d — je nach Anwendungsbereich — die i n einem Zustand ver-
brachte Zeit als Verwe i l - bzw. Aufenthaltsdauer , Lebens- bzw. Uberlebens-
zeit, Ankunf tsze i t , Wartezeit oder Dauer der Episode bezeichnet. Zur M o -
dell ierung derartiger zeitabhängiger Prozesse — ohne Berücksichtigung v o n 
Kovar iab len u n d m i t stetig gemessener Zeit — wurden lange Zeit homogene 
Markov-Prozesse , Semi-Markov-Prozesse sowie Erneuerungsprozesse einge-
setzt, oder die exakten Verwei ldauern wurden vernachlässigt u n d ledigl ich die 
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Ubergänge mi t M a r k o v - K e t t e n , vorwiegend 1. O r d n u n g , untersucht. Diese 
Mode l le s ind jedoch sehr res tr ikt iv , insbesondere erlauben sie nicht ohne 
weiteres die Einbez iehung von exogenen Var iab len . Gelegentlich wurden für 
die vorliegende Prob lemste l lung Log i t - u n d Prob i tmodel le vorgeschlagen, wie 
z .B . von Egle (1979), der für Arbeitslose die Wahrscheinlichkeit untersuchte, 
i n einem best immten Zeit interval l wieder Arbe i t zu f inden, i n Abhängigkeit 
von personenbezogenen Kovar iab len . Solche Ana lysen s ind aber stets abhän-
gig von dem gewählten Zei t interval l . E r s t i n jüngerer Zeit ( z .B . Cox 1972) 
wurden i n der B ios tat i s t ik für den Spezialfal l von Uberlebenszeiten (nur eine 
Zeitdauer; ein absorbierender Endzustand) Regressionsansätze vorgestellt, 
für die d a n n auch geeignete Methoden der Parameterschätzung entwickelt 
wurden (Kalb f l e i s ch /Prent i ce 1973, Cox 1975). Mit t lerwei le existieren eine 
Reihe von Lehrbüchern u n d Monographien über " S u r v i v a l - A n a l y s i s " , z . B . 
Ka lb f l e i s ch /Prent i ce (1980), E l a n d t - J o h n s o n / J o h n s o n (1980), Lee (1980), 
M i l l e r (1981), Lawless (1982), C o x / O a k e s (1984), Schuhmacher (1983). 
In den Sozialwissenschaften wurde die Analyse von Verwei ldauern u n d Zeit-
verläufen unter dem Stichwort " E v e n t - H i s t o r y - A n a l y s i s " untersucht. M a n 
vergleiche dazu beispielsweise Co leman (1981), T u m a (1982), T u m a / H a n -
n a n / G r o e n e v e l d (1979), D i e k m a n n / M i t t e r (1984), T u m a / H a n n a n (1984), 
Andress (1985) u n d B l o s s f e l d / H a m e r l e / M a y e r (1986). , 
In der Ökonomie werden die Regressionsmodelle zur Analyse von Verwei ldau-
ern vorwiegend zur Untersuchung der Dauer der Arbeits losigkeit vorgeschla-
gen, vor a l lem von J . H e c k m a n u n d M i t a u t o r e n (siehe z . B . H e c k m a n 1978, 
F l i n n / H e c k m a n 1982, H e c k m a n / S i n g e r 1982, 1984 a, b, H e c k m a n / B o r j a s 
1980, aber auch Lancaster 1979). 
I m einfachsten F a l l w i r d die Zeitdauer von einem Anfangszustand bis zu dem 
Erre i chen eines best immten (absorbierenden) Zielzustands untersucht. M a n 
spricht d a n n von Ein-Episoden-Modellen m i t einem Zie lzustand. Ex is t ieren 
mehrere (absorbierende) Zielzustände, handelt es sich u m Mehr-Zustands-
Modelle, die i n der Bios tat i s t ik meist als Compet ing -Risks -Mode l l e bezeich-
net werden. Mehr-Episoden -Modelle liegen vor, wenn i m Laufe der Zeit 
mehrfache Ubergänge möglich s ind oder wenn ein bestimmtes Ereignis ( z .B . 
Arbei ts los igkei t oder ein best immter Defekt bei einem Gerät) wiederholt auf-
treten kann . 
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Im überwiegenden Te i l der Literaturbeiträge w i r d davon ausgegangen, daß 
die Ze i tpunkte , zu denen ein Zustandswechsel stattf inden kann, exakt ange-
geben werden können. In solchen Fällen handelt es sich u m stochastische 
Prozesse m i t stetiger Zeit u n d endlichem Zustandsraum. Die Zeit ist eine 
stetige Var iab le , (Ereignisse bzw. Zustandswechsel können zu jedem belie-
bigen Ze i tpunkt erfolgen), die Zustandsvariable hingegen besitzt nur end-
l i ch viele Ausprägungen. E i n e n Uberb l i ck über M e h r - E p i s o d e n - u n d M e h r -
Z u s t a n d s - M o d e l l e , verschiedene Anwendungsmöglichkeiten i n M e d i z i n , M a r -
ket ing , Ökonometrie, Psychologie u n d Soziologie sowie weitere L i t e r a t u r h i n -
weise findet m a n bei Hamerle (1984). 
In vielen Fällen ist jedoch die exakte Angabe der Ze i tpunkte der Zustands-
wechsel nicht möglich. In diesen Fällen können ledigl ich Zeit interval le an -
gegeben werden, i n denen Zustandswechsel aufgetreten oder best immte E r -
eignisse eingetreten s ind . B e i anderen Anwendungen ist die A n z a h l gleicher 
Beobachtungswerte (Ties) bei den gemessenen Verwei ldauern sehr hoch. Dies 
hat zur Folge, daß die für eine Reihe von Mode l l en ( z .B . C o x - M o d e l l ) gewon-
nenen Parameterschätzungen nicht mehr brauchbar s ind . Darüber hinaus 
ist i n den Literaturbeiträgen, die sich mi t der A b l e i t u n g der asymptot ischen 
Eigenschaften der Schätzungen beschäftigen (z .B . A n d e r s e n / G i l l (1982), B o r -
gan (1984)), die A n n a h m e enthalten, daß Ties nur m i t der Wahrscheinl ichkeit 
0 auftreten. Deshalb ist es i n a l l diesen Fällen zweckmäßig, diskrete Mode l l e 
zu verwenden. Solche Mode l l e s ind Gegenstand des vorliegenden Beitrags . 
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1.2 E inbez iehung von K o v a r i a b l e n : Regressionsmodelle 
In jeder Episode w i r d für jedes I n d i v i d u u m bzw. Ob jekt ein Vektor von K o -
variablen bzw. prognostischen Faktoren erhoben, von denen einige auch zeit-
abhängig sein können. D ie A n z a h l der K o v a r i a b l e n kann von Episode z u E p i -
sode vari ieren. E s kann sich dabei u m stetige oder u m kategoriale M e r k m a l e 
handeln . B e i kategorialen M e r k m a l e n geht m a n i n Ana log ie zur V a r i a n z -
analyse über zu einer K o d i e r u n g der einzelnen Kategor i en durch D u m m y -
V a r i a b l e n . D a z u gibt es mehrere Möglichkeiten. 
E i n e Möglichkeit besteht i n der sogenannten (O,l)-Kodierung. Bes i tz t ein 
M e r k m a l A / Kategor ien (Faktorstufen) , so lassen sich diese durch I — 1 
D u m m y - V a r i a b l e n erfassen i n der F o r m 
A _ j 1, falls Kategor ie i der V a r i a b l e n A vorliegt; ( . 
X i " 1 0, sonst, v 
i = l , . . . , / - l . ^ " 
D i e i-te D u m m y - V a r i a b l e xf(i = 1 , . . . , I—1) kodiert dabei nur das Vor l iegen 
bzw. Nicht -Vor l i egen der z-ten Ausprägung. Das Vor l iegen der J - t e n (Re-
ferenz-) Kategor ie ist i m p l i z i t erfaßt durch die K o d i e r u n g xf = 0 für i — 
1 , . . . , / — 1. D ie W a h l der / - t e n Kategor ie als Referenzkategorie ist nicht 
zwingend, m a n kann eine beliebige Kategor ie dafür auswählen. 
M i t x^,X2,--",xf_i lassen sich somit sämtliche K a t e g o r i e n der V a r i a b l e n 
A kodieren. D ie zugehörigen Koeffizienten ßi werden (wie i n der V a r i a n z -
analyse) Haupteffekte genannt. 
E i n e u n m i t t e l b a r an die Varianzanalyse angelehnte Dars te l lung ergibt sich 
durch die E f f e k t - K o d i e r u n g . Die Merkmalsdars te l lung erfolgt d a n n m i t den 
I — 1 D u m m y - V a r i a b l e n 
( 1, falls Kategor ie i der Var iab len A vorl iegt; 
xf — < — 1, falls Kategor ie / der Var iab len A vorliegt; (1~2) 
l 0, sonst, 
» = I , . . . , J - I . 
Die Ef fektkodierung (1.2) ist eine unmitte lbare Konsequenz der i n der V a -
r ianzanalyse üblichen Restr ikt ionen . Dort w i r d die S u m m e der Effekte einer 
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V a r i a b l e n A a p r i o r i gleich 0 gesetzt. Der Effekt der Referenzkategorie / 
ist d a n n die negative S u m m e der ersten I — 1 Effekte, u n d daraus folgt 
die K o d i e r u n g -1 bei Vorl iegen der Referenzkategorie. Für weitere Detai ls 
vergleiche m a n H a m e r l e / K e m e n y / T u t z (1984). 
A l s Einflußgrößen i m R a h m e n eines Regressionsansatzes für Verwei ldauern 
u n d Lebenszeiten, insbesondere m i t kategorialen prognostischen Faktoren , 
kommen auch Interaktionswirkungen i n Frage. Sie messen den gemeinsamen 
Einfluß einer bes t immten K o m b i n a t i o n von Kategor ien von zwei oder mehr 
unabhängigen M e r k m a l e n . F o r m a l werden sie durch P r o d u k t e von D u m m y -
V a r i a b l e n i n den Regressionsansatz einbezogen. Der Datenveictor x w i r d 
erweitert u m die Zwei -Faktoren-Interakt ionen, wie z . B . xf • xf, bzw. D r e i -
Faktoren-Interakt ionen , z . B . xf - xf - x^. 
A l l e quant i ta t iven K o v a r i a b l e n einer Person sowie die K o d i e r u n g e n für sämt-
liche HauptefFekte u n d der i m M o d e l l enthaltenen Interakt ionswirkungen der 
kategorialen K o v a r i a b l e n werden z u m (geeignet dimensionierten) D a t e n - oder 
Designvektor x zusammengefaßt. D ie D imens ion von x kann von Episode z u 
Episode var i ieren. 
In der Regel muß m a n davon ausgehen, daß für die k-te Episode zumindest 
ein T e i l der Vorgeschichte des Prozesses von Bedeutung ist , z . B . die Dauer 
der vorangegangenen Episoden . Der relevante Te i l der Vorgeschichte w i r d 
i n den aktuel len Kovar iab lenvektor aufgenommen. Darüber hinaus können 
neue Einflußgrößen h i n z u k o m m e n , die bei den vorangegangenen Ep isoden 
keine Ro l l e spielten oder nicht gemessen werden konnten. M a n vergleiche 
dazu das Be isp ie l i n K a p i t e l 6. 
V o n besonderer Bedeutung ist die A r t des E inwirkens der K o v a r i a b l e n auf 
die Verwei ldauern bzw. Lebenszeiten. Im allgemeinen w i r d — wie bei her-
kömmlichen Regressionsansätzen — davon ausgegangen, daß der Einfluß der 
Kovar iab len oder prognostischen Faktoren l inear i n den Parametern erfolgt, 
also über eine L i n e a r k o m b i n a t i o n 
7 = xß 
mit einem unbekannten Parametervektor ß. E s s ind aber auch andere A n -
sätze möglich. 
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W i e bereits z u B e g i n n dieses Abschnittes erwähnt, können einige K o v a r i a -
blen ebenfalls zeitabhängig sein. Dies ist etwa dann der F a l l , wenn eine 
Therapie nur während eines best immten Zeitraumes angewendet w i r d u n d 
wenn m a n überprüfen möchte, ob die Therapie oder das Medikament auch 
nach der A n w e n d u n g eine W i r k u n g besitzt . Neben der Versuchs- sei auch 
eine K o n t r o l l g r u p p e i n die Studie aufgenommen. M a n definiert dann zwei 
D u m m y - V a r i a b l e n , etwa Xi(t) u n d X2(t) m i t 
S i n d die zugehörigen Regressionskoeffizienten negativ, so ist die Behand lung 
effektiv u n d verringert die Hazardrate , d.h. die Wahrscheinl ichkeit , daß z u m 
Ze i tpunkt t der Z ie lzustand e intr i t t , wenn er bis z u m Zei tpunkt t noch nicht 
eingetreten ist (die Regressionsansätze werden für die Hazardraten formu-
l iert ; m a n vergleiche die Ausführungen i m nächsten Abschn i t t ) . Ist darüber 
hinaus der erste Koeffizient absolut signifikant größer als der zweite, s inkt 
der Effekt nach dem Absetzen der Behandlung . 
In den nächsten Abschn i t t en gehen wir zunächst davon aus, daß die K o v a r i a -
blen zeitunabhängig s ind . D ie Einbez iehung von zeitabhängigen Kovar iab len 
w i r d i n K a p i t e l 4 gesondert behandelt. 
während der Behand lung eines Pat ienten; 
sonst 
nach Abschluß der Behand lung eines Pat ienten; 
sonst. 
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1.3 Zensierte D a t e n 
E i n zusätzliches P r o b l e m , das bei der Analyse von Verlaufsdaten auftr i t t , 
ist die Zensierung. D a das E n d e des gesamten Beobachtungszeitraums i n 
der Regel vorgegeben ist , ist die Verweildauer bzw. Lebenszeit eines I n d i v i -
duums unter Umständen nicht abgeschlossen. In einem solchen F a l l spricht 
m a n von rechts zensierten Daten . Beispielsweise treten die Untersuchungs-
objekte z u best immten Ze i tpunkten i n die Untersuchung ein, etwa a m T a g 
der Diagnosestel lung oder der Operat ion , u n d danach w i r d ihre Verwei ldauer 
oder Lebenszeit über einen Ze i t raum hinweg bis zu einem Stichtag verfolgt. 
In e inem solchen F a l l kann es sein, daß die Verweildauer oder Lebenszeit 
a m St ichtag noch andauert. Ferner kann ebenfalls keine exakte Lebenszeit 
oder Verweildauer ermittelt werden, wenn die Personen während der Studie 
aus anderen Gründen ausscheiden, z .B . wegen eines Umzugs oder Wechsels i n 
eine andere K l i n i k u n d daher zur Weiterverfolgung nicht mehr zur Verfügung 
stehen. Für die verschiedenen Möglichkeiten der Entstehung von zensierten 
D a t e n vergleiche m a n z . B . Nelson (1972). 
B e i der Maximum-Likelihood-Schätzung können rechts zensierte Beobach-
tungen berücksichtigt werden. Z u diesem Zweck ist der Zensierungsmecha-
nismus^ der den D a t e n zugrundeliegt, genau z u analysieren u n d i n ein s ta t i -
stisches M o d e l l z u fassen. I m folgenden werden drei Mode l l e k u r z skizz iert , 
die für Anwendungen von besonderem Interesse s ind . 
Zensierungsmodell I 
In M o d e l l I ist für jedes I n d i v i d u u m z, i = l , . . . , n , e in fester Beobach-
tungsze i traum Ci vorgegeben. D ie Verweildauer des Ind iv iduums i sei wieder 
repräsentiert durch die Zufal lsvariable T{. Beobachtbar ist i n diesem M o d e l l 
ledigl ich min(Ti,Ci) u n d ein Zensierungsindikator 8{ m i t 8{ = 1, wenn T{ < C{ 
u n d S{ = 0, wenn T{ > C{. E i n e i n der Anwendung häufig gewählte Var iante , 
die sogenannte T y p I-Zensierung, setzt c, = c für alle i, u n d die Konstante c 
w i r d vorgegeben. 
Zensierungsmodell II (Typ II-Zensierung) 
In diesem M o d e l l w i r d die Untersuchung beendet, wenn eine vorher festge-
legte A n z a h l von Zustandswechsel bzw. Ereignissen stattgefunden hat . D a -
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mit w i r d das E n d e c des Beobachtungszeitraumes eine Zufalls variable. Dieses 
Zensierungsmodell eignet sich besonders für die Analyse von Lebenszeiten i m 
technischen Bereich. 
Zensierungsmodell III (random censoring) 
Hier werden die Zensierungszeiten d als Zufalls variablen vorausgesetzt, die 
von den Verwei ldauern Tt unabhängig s ind . Beobachtbar ist dabei wieder 
min(Ti, Ci) u n d der Zensierungsindikator <5; mi t St = 1 für T{ < C\ u n d <5,- = 0 
für Ti > C{. In den folgenden K a p i t e l n w i r d bei der M a x i m u m - L i k e l i h o o d -
Schätzung stets von diesem Zensierungsmechanismus ausgegangen. 
Für weitere Zensierungsmechanismen vergleiche m a n z . B . K a l b f l e i s c h / P r e n -
tice (1980), K a p . 5, oder Lawless (1982), K a p . 1.4, 3 u n d 4. 
Gelegentl ich existiert auch die Möglichkeit der Zensierung von l inks , d .h. die 
Zeitspanne, die ein I n d i v i d u m bzw. Objekt bereits i m in Frage stehenden 
Z u s t a n d verbracht hat , ist unbekannt. Dieser F a l l ist schwieriger z u behan-
deln als Zensierung von rechts, da es i m allgemeinen nicht möglich ist , die 
A u s w i r k u n g e n der nicht bekannten Vorgeschichte auf zukünftige Ereignisse 
einzuschätzen. I m folgenden setzen wir stets voraus, daß entweder der Star t -
ze i tpunkt u n d der S tar tzus tand fest vorgegeben s ind (ohne Beschränkung der 
Al lgemeinhei t d a n n to = 0) oder daß die Vorgeschichte des Prozesses von dem 
Beobachtungsze i traum den weiteren Ver lauf des Prozesses nicht beeinflußt. 
Z u r E inbez iehung l inkszensierter D a t e n bei der Schätzung von H a z a r d r a t e n -
M o d e l l e n i n stetig gemessener Zeit vergleiche m a n Hamerle (1988). 
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1.4 Statistische G r u n d k o n z e p t e 
1.4.1 Grundlegende Begriffe bei stetig gemessener Zeit 
In diesem Abschn i t t w i r d ausschließlich der E i n - E p i s o d e n - F a l l mi t einem ab-
sorbierenden Zie lzustand behandelt , also die Zeitdauer zwischen einem A n -
fangszustand u n d dem Erre i chen eines best immten Endzustandes . Vie le der 
hierfür entwickelten statist ischen Konzepte können auf komplexere S i tuat io -
nen wie mehrere aufeinanderfolgende Episoden oder mehrere Endzustände 
(competing risks) übertragen werden. 
D i e Dauer der Episode , d .h. die Verweildauer oder Lebenszeit , w i r d re-
präsentiert durch eine nicht negative Zufalls variable T. Dichte u n d Ver -
te i lungsfunkt ion von T seien f(t) bzw. F(t). E i n e wichtige Ro l l e spielt bei 
Lebensze i t -Model len die z u F(t) komplementäre Wahrscheinl ichkeit , nämlich 
die Wahrscheinl ichkeit , den Ze i tpunkt t zu "er leben" bzw. z u "überleben". 
Die F u n k t i o n 
S(t) = P(T> t) • (1-3) 
heißt Survivorfunktion . Für stetiges T gilt 
S(t) = l-F(t) . (1-4) 
E i n e weitere wichtige F u n k t i o n zur Beschreibung der Ver te i lung von T ist 
die Hazardrate (Intensitäts- oder Risikofunktion). Sie ist best immt durch 
/ X(t) = l i m ^-P(t <T <t + At\T>t) (1-5) 
1 A i — 0 At i — / 
Die Hazardrate kann aufgefaßt werden als der Grenzwert der bedingten 
Wahrscheinl ichkeit , daß die Episode i m IntervälFJt^ + Ät) zu Ende" geht 
unter der^Voraussetzung, daß das I n d i v i d u u m den ^egnS^ö5eseTTn^eTv^lls 
erlebt. 
Die Hazardrate stellt e in zentrales Konzept bei der Ana lyse von Ver laufs -
daten dar. Uberlebt ein I n d i v i d u u m den Ze i tpunkt t, so informiert die H a -
zardrate über "den weiteren V e r l a u f . Häufig besitzt m a n bei prakt ischen 
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Anwendungen zumindest qual i tat ive Vor informat ionen über die Hazardrate . 
Betrachtet m a n beispielsweise das Sterberisiko einer Popu la t i on , so hat die 
Hazardrate typischerweise einen "badewannenförmigen" Verlauf. 
"Badewannenförmige" Hazardrate des Sterberisikos einer Population 
Zu Beginn des Prozesses ist das Sterberisiko aufgrund der Kindersterblichkeit 
kurz nach der Geburt relativ hoch, fällt dann ab und bleibt über einen be-
stimmten Zeitraum konstant auf niedrigem Niveau, bis es mit zunehmenden 
Alter wieder anwächst. 
Der Zusammenhang zwischen Hazardrate, Survivorfunktion und Dichtefunk-







Sowohl Dichte - bzw. Verte i lungsfunkt ion als auch die Hazardrate u n d S u r -
v i v o r f u n k t i o n beschreiben die Ver te i lung der Verwei ldauer bzw. Lebenszeit 
e indeutig . K e n n t m a n eine der Größen, so lassen sich i m P r i n z i p die anderen 
daraus ermi t te ln . 
W e r d e n Kovar iab len i n die Analyse einbezogen — etwa durch einen p - d i -
mensionalen Vektor x — , so werden f(t \ x), S(t \ x) u n d X(t \ x) jeweils bei 
gegebenem Kovar iablenvektor x definiert, also z .B . 
X(t | x) = l i m -^-P(t <T<t + At\T>t,x) (1-9) 
A t — » 0 At 
(1.6) bis (1.8) können ohne Schwierigkeiten auf Mode l le mi t K o v a r i a b l e n 
übertragen werden. 
In der Surv iva l -Ana lyse hat es s ich als zweckmäßig erwiesen, die H a z a r d r a t e 
i n Abhängigkeit von den Kovar iab l en z u modell ieren. E i n besonders einfaches 
M o d e l l ist das Exponential-Regressionsmodell m i t 
X(t | x) = exp(x'ß) (1-10) 
Die Hazardrate i n (1.10) ist zeit unabhängig. Ind iv iduen m i t verschiedenen 
K o v a r i a b l e n besitzen verschiedene Hazardraten , die jedoch jeweils über die 
Zeit h inweg konstant s ind . E i n e Erwei terung auf zeitabhängige H a z a r d r a t e n 
liefert das Weibull-Regressionsmodell 
X(t | x) = aXoiXot^expix'ß) (1-11) 
Das Weibul l -Regress ionsmodel l gehört zur Klasse der Proportional-Hazards-
Modelle. Der Quotient der Hazardraten von zwei Ind iv iduen m i t verschie-
denen Kovar iablenvektoren ist unabhängig von der Zeit . E i n e naheliegende 
Veral lgemeinerung besteht dar in , von einer Hazardrate der F o r m 
\{t \x) = X0(t)g(x;ß) (1-12) 
auszugehen, wobei Xo(t) eine nicht spezifizierte " B a s e l i n e " - H a z a r d r a t e ist . 
Die Spezi f ikation 
g(x;ß) = exp(xlß) (1-13) 
ist das Cox-Modell, das von Cox (1972) eingeführt wurde u n d das mi t t l erwe i le 
breite A n w e n d u n g gefunden hat. 
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1.4.2 Grundlegende Begriffe bei diskret erhobenen Zeiten 
D i e Zeitachse w i r d zerlegt i n q -f 1 Intervalle 
[ a 0 , a i ) , [ a i , a 2 ) , . . . , [ a « y _ i , a g ) , [a g , oo) , 
wobei i n der Regel ao = 0 gesetzt u n d für aq das E n d e des Beobachtungszeit-
r a u m s genommen w i r d . Für das Zei t interval l [at-i,at) schreiben wir auch 
k u r z t. 
D i e Verwei ldauer bzw. Lebenszeit w i r d repräsentiert durch eine positive 
Zufal ls variable T . T n i m m t nur ganzzahlige Werte an , u n d T = t bedeutet, 
daß i m Interval l [ a * _ i , at) ein Ubergang bzw. Zustandswechsel stattgefunden 
hat . 
N e b e n der Verwei ldauer bzw. Lebenszeit w i r d für jedes I n d i v i d u u m bzw. 
O b j e k t ein p-dimensionaler Vektor x von Kovar iab l en bzw. prognostischen 
F a k t o r e n erhoben. D i e Kovar iab l en werden hier als zeitunabhängig voraus-
gesetzt. D ie E inbez iehung von zeitabhängigen Kovar iab len w i r d i n Abschn i t t 
4 erörtert. 
In Ana log ie zu (1.2) u n d (1.4) können i m diskreten F a l l Hazardrate u n d 
S u r v i v o r f u n k t i o n definiert werden. D ie Hazardrate ist gegeben durch 
\(t | x) = P(T = t\ T>t,x) für t = 1 , . . . , q (1-14) 
(1.14) ist die bedingte Wahrscheinl ichkeit dafür, daß ein I n d i v i d u u m i m Zeit -
in te rva l l t den E n d z u s t a n d erreicht, gegeben die Kovar iab len u n d gegeben, 
daß das I n d i v i d u u m den B e g i n n des Zeit intervalls erreicht hat . 
D i e bedingte Wahrscheinl ichkeit , das Ze i t interval l t zu "überleben", ist d a n n 
P(T > t | T > *, x) = 1 - X(t | x). (1-15) 
E i n e Möglichkeit für einen Regressionsansatz besteht dar in , die Hazardrate 
(1.14) i n Abhängigkeit von den Kovar iab len zu model l ieren, etwa i n der F o r m 
\(t \ x) = g(ßot + x'ß) (1-16) 
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m i t #(0 £ A>t bringt dabei den Be i t rag einer " B a s e l i n e " - H a z a r d r a t e 
für das Interval l t ohne Berücksichtigung der Kovar iab l en z u m Ausdruck . 
In der L i t e r a t u r wu rd e n bereits eine Reihe möglicher Spezif ikationen für g 
i n (1.16) vorgeschlagen. Die wichtigsten werden i n K a p i t e l 3 ausführlich 
behandelt . A n dieser Stelle w i r d ledigl ich der bei Anwendungen besonders 
häufig gewählte logistische A n s a t z kurz dargestellt. D ie Hazardrate ist d a n n 
\{t\x) = — — — . * = l , . . . , g , (1-1'J 
1 + exp(ßot + x'ß) 
u n d die bedingte Wahrscheinl ichkeit , daß i m Fal le des Erreichens von Inter-
va l l t i n diesem Interval l ke in Ubergang bzw. Zustandswechsel statt f indet , 
ist 
1 - X(t I X) = " J "TT" . (1-18) 
Die Surv ivor funkt i on ist 
S(t | x) = P{T > t | x) (1-19) 
die (unbedingte) Wahrscheinl i chkei t , das Ze i t interva l l t z u "er leben" . D e n 
Zusammenhang zwischen Surv ivor funkt i on u n d Hazardrate erhält m a n d u r c h 
sukzessive A n w e n d u n g v o n 
P ( T > k | x) = P(T > k | T > k - l , x ) • P(T > k - 1 | x) 
u n d mit (1.15) durch 
S(t | x) = 'ff (1 - A(* | x)) . (1-20) 
Jfc=l 
Schließlich erhält m a n für die (unbedingte) Sterbe- oder Aus fa l lwahrsche in -
lichkeit oder al lgemein für die Wahrscheinl ichkeit , den E n d z u s t a n d i m Zeit -
interval l t zu erreichen, gegeben die K o v a r i a b l e n , 
P(T = t\ x) = P(T = t\T>t,x)- P(T >t\x) 
(1-21) 
,1 -Ä(K | X)) 
k=l 
\(t i x) . n (i - A(* i x » 
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Weiter ergibt sich für die diskrete Hazard funkt ion 
P(T = t\ x) _ S(t | x) -S(t + 1\ x) 
X(t | x) 
P(T>t\ x) S(t | x) 
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2. Diskrete Verwei ldauern ohne explizite Berücksichtigung exo-
gener V a r i a b l e n : D i e Sterbetafel 
Eine der einfachsten u n d gebräuchlichsten Methoden zur Analyse von Ver -
wei ldauern stellt die Methode der Sterbetafel dar. W i e der Begriff schon 
nahelegt, wurde das Verfahren vorwiegend von Demographen u n d Versiche-
rungsstat is t ikern i n der F o r m der Populationssterbetafel angewandt. 
Neben der Populationssterbetafel s ind vor al lem die Kohorten-Sterbetafe l 
u n d die kl inische Sterbetafel gebräuchlich. D ie Kohorten-Sterbetafe l betrach-
tet die Uberlebenszeit einer Kohor te , d.h. einer G r u p p e von Indiv iduen, die 
i n e inem best immten Z e i t r a u m geboren wurden (vgl . C h i a n g 1968). Die i m 
weiteren betrachtete klinische Sterbetafel geht i m Gegensatz zu den beiden 
anderen Methoden nicht von bevölkerungsstatistischen Zahlen aus, sondern 
von D a t e n , wie sie i m R a h m e n kontrol l ierter Studien auftreten. Dabe i muß es 
sich nicht , wie i n kl inischen Studien meist , tatsächlich u m Uberlebenszeiten, 
d.h. das Endereignis " T o d " handeln. Ebenso kann sich die Verweildauer auf 
die Länge eines Krankenhausaufenthaltes oder die Zeit der Arbeits los igkeit 
einer R is ikogruppe beziehen. Tro tzdem werden i m weiteren aus Gründen 
der K o n v e n t i o n meist die Begriffe Uberlebenszeit u n d Sterbetafel (anstatt 
Verwei ldauer) gebraucht. 
Charakter i s t i s ch für das Verfahren der Sterbetafeln ist , daß der Einfluß exo-
gener M e r k m a l e i n der Sterbetafel nicht expl iz i t model l iert w i r d . I m Vorder -
g r u n d steht v ie lmehr die möglichst präzise B e s t i m m u n g der U b e r leb enszeiten 
einer definierten Popu la t i on . Der Einfluß exogener M e r k m a l e ergibt sich erst 
ind i rekt durch den Vergleich der Uberlebenszeiten verschiedener P o p u l a t i o -
nen oder G r u p p e n , die durch das Vorhandensein bzw. Fehlen best immter 
M e r k m a l e charakterisiert s ind . Das Verfahren ist i m G r u n d e nonparame-
tr isch, auch wenn manche Aussagen über die Eigenschaften von Schätz ver-
fahren parametrisierte F a m i l i e n von Vertei lungen zugrundelegen. 
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2.1 M e t h o d e der Sterbetafel 
Die Zeitachse sei wiederum zerlegt i n q + 1 Intervalle Ik = [ak-i,ak)y k = 
1 , . . . , g -f 1, wobei a0 = 0 u n d a g + i = oo. Die E i n t e i l u n g sei so gewählt, 
daß die Untergrenze aq des letzten Intervalls [a g ,oo) den letztmöglichen Be -
obachtungszeitpunkt markiert . 
D ie Hazardrate des fc-ten Intervalls 
\ k = P(T e [ a * . ! , a k ) \ T > ak-X) (2-1) 
bezeichnet die bedingte Wahrscheinl ichkeit , das k-te Interval l nicht z u über-
dauern , gegeben das Ze i t interval l wurde erreicht. 
Bezeichne 
Pk=P(T>ak | T > a f c - i ) 
die Wahrscheinl i chkei t , das fc-te Interval l z u überdauern, gegeben es w i r d 
erreicht, u n d 
Pk = P(T > ak) 
die absolute Wahrscheinl i chkei t , das fc-te Intervall z u überdauern. 
M a n erhält u n m i t t e l b a r pk = 1 — Xk. D u r c h sukzessive A n w e n d u n g von 
P ( T > a{) = P(T >at\T> aM)P(T > a^) (2-2) 
erhält m a n mi t P(T > a0) = 1 unmit te lbar 
Pk = P(T > ak \ T > a * - ! ) . . . P(T > a x \ T > a0)P(T > a0) = pk • ... • P l 
(2-3) 
G le i chung (2.3) ist zentral für die Methode der Sterbetafeln. Schätzungen 
für Pk erhält m a n aus Schätzungen pk, indem Gle i chung (2.2) i n der F o r m 
Pk=Pk----'Pi (2~4) 
auf die Schätzungen angewandt w i r d . 
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Die erhobenen D a t e n s ind : 
n G e s a m t z a h l der Beobachtungen zu B e g i n n der Studie 
dk A n z a h l der Fälle, für die das Ereignis " T o d " i m k - t e n Interval l (k = 
1 , . . . , q) au f t r i t t , 
wk A n z a h l der Zensierungen i m k-ten Interval l , d.h. diejenigen Fälle, die 
z w a r das fc-te Interval l erreichen, von denen aber weder der E i n t r i t t des 
Ereignisses " T o d " i n diesem Interval l noch das Erre i chen des nächsten 
Interval ls bekannt ist . 
Die A n z a h l nk der Fälle, die i m k - t e n Interval l zur Ris ikomenge gehören, 
ergibt s ich durch 
rii = n 
u n d 
nk = nk-i - dk-i - wk-i für k = 2 , . . . , q. 
Liegen i m k - t e n Interval l keine Zensierungen vor, läßt s ich die Hazardrate 
des k - t e n Intervalls unmit te lbar durch die relative Häufigkeit dk/nk schätzen. 
G i l t j edoch wk > 0, w i r d diese Schätzung die Hazardrate eher unterschätzen. 
Das übliche Schätz verfahren nach der Sterbeta fe l -Methode n i m m t m i t 
At = d k , 9 (2-5) nk - wk/2 
eine K o r r e k t u r vor , die die Ris ikomenge des k - t e n Intervalls " verk le iner t " . 
A l s tatsächlicher U m f a n g der Ris ikomenge i m k - t e n Interval l w i r d nk — wk/2 
betrachtet. E i n e Rechtfert igung für diese willkürliche, wenn auch vernünftig 
scheinende K o r r e k t u r läßt sich nur durch (willkürliche) A n n a h m e n über den 
zugrundeliegenden Zensierungsprozeß geben. 
M i t pk = 1 — Xk erhält m a n aus (2.5) Schätzungen Pk = pk .. .pi der U b e r -
lebenswahrscheinlichkeit z u m Ze i tpunkt ak. Pk als Schätzung der S u r v i v o r -
F u n k t i o n S(ak) an der Stelle ak w i r d als Jcumuiative Uberlebensrate bezeich-
net. 
A u s dieser grundlegenden Schätzung lassen sich einige weitere ableiten. D i e 
Schätzungen der Verwei ldauer z u m Ze i tpunkt der Interval lmit ten mk = (ak — 
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afc_ i ) /2 , k = 1 , e r h ä l t m a n aus 
P(T > mk) = (Pk + ft-i)/2 = P * - i ( l +Pk)/2. (2-6) 
Die geschätzte Ereigniswahrscheinl ichkeit i m k-ten Intervall ergibt sich u n -
mit te lbar durch 
P{Te[ak-Uak)) = Pk-1 - P * , (2-7) 
u n d für die Sterbewahrscheinlichkeit i m k - t e n Interval l , bezogen auf eine 
Zeiteinheit , erhält m a n die Dichte 
fk = 7 = — 7 , (2-8) 
nk nk 
wobei hk = ak — ak-\ die Länge des k - t e n Intervalls bezeichnet. 
Gle i chung (2.8) läßt sich auf die Schätzung einer zugrundeliegenden stet i -
gen Verwei ldauer beziehen. Während A* die Hazardrate des k - t e n Intervalls 
darstel l t , läßt sich i n der stetigen Betrachtungsweise eine "mi t t l e re H a z a r d -
f u n k t i o n " i m k - t e n Interval l schätzen durch 
w v fk 2\k X(mk) = -
P(T>mk) hk(l+pk) 
Datenaufberei tung u n d Schätzung werden veranschaulicht anhand einer S t u -
die z u m mal ignen M e l a n o m , die an der M . B . Anderson T u m o r C l i n i c durch-
geführt wurde ( M a c D o n a l d , 1963). D ie Dars te l lung lehnt sich an C l a r k & 
Gross (1975) an. 
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TABELLE2* 1 STERBETAFEL ZUM MALIGNEN MELANOM IN EINER STUDIE DER H.D. ANDERSON TUMOR CLINIC 
to 
Ol 
(nach C r o s s & C l a r k e , 1975) 
k 
[ a k - 1 ' a k } 
i n J a h r e n 
n k W k n k " T \ i K 
1 [0 ,1 ) 913 96 865 .0 312 .639 .639 .361 .441 
2 [1 ,2 ] 505 74 468 .0 96 .795 .508 .131 .228 
3 [2 ,3 ] 335 62 304 .0 45 .852 .433 .075 .160 
4 [3 ,4 ] 228 30 213 .0 29 .864 .374 .059 . 146 
5 [4 ,5 ] 169 40 149.0 7 .953 .356 .018 .048 
6 [5 ,6 ] 122 37 103.5 9 .913 .325 .031 .091 
7 [6 ,7 ] 76 17 67 .5 3 .956 .311 .014 .045 
8 [7 ,8 ] 56 12 50 .0 1 .980 .305 .006 .020 
9 [8 ,9 ] 43 8 39 .0 3 .923 .281 .024 .080 
10 [ 9 , « ] 32 - 32 .0 32 .000 -
2.2 Zugrundeliegendes M o d e l l u n d Varianzschätzer 
2.2.1 Nichtzensierte D a t e n 
Für nichtzensierte D a t e n entspricht d = (d\,..., dq+\), m i t dg+i = n — 
di — . . . — d g , einer M u l t i n o m i a l v e r t e i l u n g m i t n Beobachtungen u n d dem 
Wahrscheinl ichkeitsvektor 7r = (iri,. . . , 7 r g + 1 ) , nq+i = 1 — 7r2 — . . . — 7rg, 
d.h. d ~ M ( n , 7 r ) , wobei irk = P f c - i — Pk, k = m i t P Q = 1. A l s 
Maximum-Likelihood-Schätzung erhält m a n standardmäßig Trk = d * / n u n a 1 
wegen 
Xk = P{T e [ak-Uak) | T > a * ^ ) = nk/(*k + . . . + ^ - f i ) 
erhält m a n die ML-Schätzung 
^ _ Tffc <h _ dk 
k TTjfc + . . . 4- 7 T g + 1 djfc + . . . + d g + 1 n - (d i + . . . + d f c _x) 
Bezeichnet wiederum ra* = n ^ - i — dk-i den U m f a n g der Ris ikomenge, erhält 
m a n wegen n j = n unmi t te lbar 
\ dx ~ d2 ~ ^g+i 
Ai = — , A 2 = , . . . , Aq+i — 
n n2 nq+\ 
u n d dami t die Standardschätzung (2.5) der Sterbetafel . A l s M o m e n t e der 
entsprechenden Schätzungen Pk = (1 — Ä * ) . . . ( 1 — Äi) erhält m a n 
E(Pk) = Pk 
var(Pk) = Pk(l - Pk)/n 
u n d für k < r 
cov(Pk,Pr) = Pr(l-Pk)/n. 
Entsprechend erhält m a n 
E(Xk) = Xk , 
var(Xk) = pk(l - Pk)E( —) 
nk 
u n d für k < r 
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cov{\k, K) = 0 , 
obwohl A * , A r i . a . nicht unabhängig s ind (vgl . Lawless, 1982). 
D ie Erwartungstreue der Schätzungen u n d die Möglichkeit, Konf idenzinter -
valle anzugeben, ergeben sich unmit te lbar aus den Momenten , wobei die p^'s 
durch die Schätzungen pk zu ersetzen s ind . 
2.2.2 Zensierte D a t e n 
B e i m Auf t re ten zensierter D a t e n ist neben der stetigen Verweildauer T die 
D a u e r C , die eine Beobachtung bis zu ihrer Zensur i n der Studie verbleibt , 
von Interesse. Z u jeder Beobachtung i gehört das P a a r ( T i , C i ) der Z u -
fal lsvar iablen Verwei ldauer u n d Dauer bis zur Zensur. Insbesondere w i r d 
angenommen, daß die T u p e l (T,, C j ) , i = 1 , . . . , n unabhängige Wiederho -
lungen s ind u n d die Zensurzeit d unabhängig von der Verwei ldauer T{ ist . 
Beobachtet w i r d t{ = m i n ( T ; , C ; ) u n d der Zensierungsindikator 
— fells * i nicht zensiert, d .h. T{ < C ; , 
1 1 0 sonst. 
Bezeichne 
*i = P(T€[ak-Uak), T < C) 
die Wahrscheinl ichkeit , daß die Verwei ldauer i m k-ten Interval l endet u n d 
auch beobachtet w i r d , 
*k° = P(Ce[ak-l,ak), C<T) 
bezeichne die Wahrscheinl ichkeit einer Zensur i m k-ten Interval l . 
M a n erhält für den Beobachtungsvektor 
d = (duwu... ,dq,wq,r) 
m i t r = n — Yli=i(^i + wi) e m e M u l t i n o m i a l v e r t e i l u n g mi t Wahrsche in l i ch -
keitsvektor 
TT = (7TJ , TT™, . . . , 7T*, 7Tr), 
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wobei 7rr = l - £ ? = 1 ( 7 r ? + TTJ"). 
Der Standardschätzer X = ( A 1 ? . . . , A g + 1 ) der Sterbetafelmethode beruht für 
zensierte D a t e n nicht auf der üblichen ML-Schätzung der M u l t i n o m i a l v e r -
te i lung. D a 
A* - —/ TT-
rik/n — wk/2n 
eine stetige, part ie l l differenzierbare F u n k t i o n der Größen dky wk i s t , erhält 
m a n für X* asymptot isch wie für die ML-Schätzung eine Normalver te i lung . 
A l l erd ings konvergiert X* gegen 
X* - ** 
m i t 7r£ == E(nk/n) u n d ist damit nicht konsistent, da i .a . 
Xk = P(T e [a*-! ,a k) | T > ak^) ^ \*k 
gi l t . Die Stärke der Verzerrung läßt sich exakt best immen, wenn spezifische 
Mode l le für Verwei ldauern u n d Zensurmechanismus zugrundegelegt werden. 
Crowley (1970) zeigt für exponentialverteilte Verwei ldauern mi t gleichver-
te i l tem Zensurmechanismus, daß die asymptotische Verzerrung von Xjt u n d 
Pk für größeres q re lat iv k le in w i r d . 
A l s Schätzungen für die Var ianzen verwendet m a n i m F a l l zensierter D a t e n 
« w n ^ X f c - \\ var{Ak) = 
njb - wk/2 
u n d die von Greenwood (1926) vorgeschlagene F o r m e l 
X. 
die sich als A p p r o x i m a t i o n der asymptotischen Var ianz ableiten läßt (Detai ls 
siehe Lawless, 1982, S.64ff). Beide Schätzer tendieren dazu, die V a r i a n z zu 
überschätzen. 
D i e Sterbetafelmethode ist insbesondere dann akzeptabel , wenn der St i ch -
probenumfang nicht zu k le in u n d die Intervalle nicht zu groß sind. Weiter 
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sollte der Zensierungsmechanismus einigermaßen gleichmäßig über die Inter-
valle verteilt sein u n d nicht zu viele zensierte D a t e n auftreten. Die Methode 
ermöglicht d a n n eine nonparametrische Schätzung der Surv ivor funkt ion , die 
als Grundlage zur W a h l stärkerer Model le , wie z .B . einer exponentialvertei l -
ten Verwei ldauer dienen kann. 
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3. Model le für den E i n - E p i s o d e n - F a l l 
Die i m folgenden dargestellten Model le behandeln den F a l l eines absorbieren-
den Endzustandes . Die Kovar iab len werden dabei als zeitunabhängig voraus-
gesetzt, so daß die i n Abschni t t 1. 4. 2 dargestellten Zusammenhänge z w i -
schen diskreter Hazardrate , Surv ivor funkt ion u n d Ausfal lwahrscheinl ichkeit 
gelten. 
Das erste betrachtete M o d e l l ergibt sich unmit te lbar aus dem C o x - M o d e l l 
für stetige Verwei ldauern u n d w i r d daher auch als gruppiertes C o x - M o d e l l 
bezeichnet. Die auch anzutreffende Bezeichnung als gruppiertes P r o p o r -
t i o n a l - H a z a r d s - M o d e l l ist insofern irreführend als die diskrete Hazardrate 
nicht mehr proport iona l ist . Erweiterungen des Model ls durch A r a n d a - O r d a z 
(1983) model l ieren zusätzlich additive Effekte. 
In Abschn i t t 3. 2 w i r d ein M o d e l l betrachtet, das von der Proportionalität 
der diskreten Hazardrate ausgeht. D ie Model lklasse des darauffolgenden A b -
schnitts geht v o m logistischen A n s a t z aus, der i m Kontext der Verwei ldauer-
modelle z u logistischen Mode l l en i n den Hazardraten führt. E i n e n wesentlich 
allgemeineren A n s a t z stellen die sequentiellen Model le i n Abschn i t t 3.4 dar. 
D i e meisten anderen betrachteten Mode l le lassen sich als Spezialfälle davon 
verstehen. Die separate Betrachtung der Spezialfälle ist dadurch begründet, 
daß sie meist anders abgeleitet werden, so z . B . das gruppierte C o x - M o d e l l 
aus der stetigen Vers ion . 
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3.1 D a s gruppierte C o x - M o d e l l 
3.1.1 G r u n d m o d e l l 
Im C o x - M o d e l l für stetige Zeit t w i r d die Hazardrate modell iert durch 
A 0 ( t ) ist hier die " B a s e l i n e " - H a z a r d r a t e , die unabhängig v o m Kovar iab len -
vektor x ist u n d deren F o r m nicht weiter eingeschränkt ist , wie es z . B . be im 
W e i b u l l - M o d e l l der F a l l ist , für das X0(t) = aXo^ot)"-1 g i l t . 
Das C o x - M o d e l l w i r d auch als allgemeines Modell mit proportionalem Ha-
zard bezeichnet, d a das Hazard-Verhältnis für zwei Kovariablenvektoren 
xi,x2 nicht v o n der Zeit abhängt. M a n erhält 
Das Verhältnis des Hazards zweier durch verschiedene Kovar iab len gekenn-
zeichneten Personengruppen bleibt bei Gültigkeit des Mode l l s über die ge-
samte Zeit hinweg konstant. 
D ie analoge Konstanzeigenschaft erhält m a n wegen 
S(t | x) = exp(— I \Q(U) exp(x'ß) du) = exp( — exp{x ß) / \o(u)du) 
X(t | x) = X0(t)exp(x'ß). (3-1) 
\(t | Xl) 
A(t | x2) 
= exp((Xl - x2yß) (3-2) 
auch für die logarithmierte Surv ivor funkt ion 
lnS(t | x i ) 
lnS(t | x2) 
= exp((xi - x2)'ß). (3-3) 
A u s der Surv ivor funkt ion ergibt sich mi t 
unmit te lbar eine alternative Formul ierung des C o x - M o d e l l s mi t 
S(t | x) = S0(t)exp{x'ß) 
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Sei n u n die Zeitachse zerlegt i n die folgenden vorgegebenen Intervalle [CLQ , a\), 
. . . , [ a g , oo). M a n erhält für die stetige Verweildauer Ts 
P(TS > at | x) = S(a* | x) = exp(— / A (u )du) 
= exp(~exp(x'ß) f ' X0(u)du) = S0(at)eTp{x'ß) 
u n d m i t 
o 
erhält m a n unmit te lbar 
-In P(TS >at\x) = exp(Ot + x'ß) (3-4) 
M a n beachte, daß m a n die F o r m der stetigen Hazardrate i n (3.1) nicht u n -
mi t t e lbar für die diskrete Hazardrate übernehmen kann. M a n muß vielmehr 
wie i n der eben durchgeführten A b l e i t u n g zuerst die Wahrscheinlichkeitsver-
te i lung der diskreten Zufalls variable Verweildauer ermit te ln . 
Für die diskrete Zeitdauer T € { 1 , . . . , q + 1} ist M o d e l l (3.4) wegen P(T > 
t) — P(T3 > at) äquivalent formulierbar i n der üblichen F o r m des gruppierten 
Cox-Modells (Ka lb f le i s ch /Prent i ce , 1973) 
für t = 1,. . . , q. 
Der Parameter 6t, t = l , . . . ,<jr, läßt sich hier als ein Parameter auffas-
sen, i n den unmit te lbar die " B a s e l i n e ' - H a z a r d r a t e eingeht. D ie " B a s e l i n e " -
Hazardra te w i r d nicht selbst geschätzt, sondern nur i n ihrer "verdichteten" 
F o r m als Parameter 0t. Das M o d e l l läßt sich als C o x - M o d e l l bei diskreten 
Beobachtungen betrachten. G i l t für die zugrundeliegende stetige Verwei l -
dauer das C o x - M o d e l l , aber die Dauer w i r d nur diskret beobachtet, so gilt 
für die diskreten Beobachtungen M o d e l l (3.5). M o d e l l (3.5) resultiert auch, 
wenn für die Verwei ldauer i m C o x - M o d e l l eine diskrete Verte i lung anstatt e i -
ner G r u p p i e r u n g i n Intervallen angenommen w i r d (vgl. Ka lb f l e i s ch /Prent i ce 
1980, S.36). Der Parametervektor ß i n (3.5) ist identisch mi t dem entspre-
chenden Gewichtsvektor des stetigen C o x - M o d e l l s . 
ln(-ln P(T >t\x)) = 0t + xß (3-5) 
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E i n e äquivalente Darste l lung des Model ls (3.5) erhält m a n i n den W a h r -
scheinlichkeiten durch 
P(T = t\x) = exp(-exp(6t-i + x'ß)) - exp(-exp(Ot + x'ß)) (3-6) 
für t = 1, . . . ,<J + 1, wobei 0Q = — oo, 6g+i = oo gesetzt w i r d . Für die 
diskrete Hazardrate erhält m a n 
X(t \x) = l- exp(-exp(Ot + x1 ß))/exp(-exp{0t-1 + x' ß)) 
= l _ {expi-expix'ß))}6*^-6*^6'-^-
Während für das zugrundeliegende C o x - M o d e l l die Proportionalität des (ste-
tigen) Hazards g i l t , gilt sie, wie m a n aus (3.7) unmitte lbar erhält, für die dis -
krete H a z a r d f u n k t i o n des Mode l l s i . a. nicht mehr. D ie Proportionalität der 
logar i thmierten Surv ivor funkt ion allerdings überträgt sich auf die diskrete 
Surv ivor funkt ion . M a n erhält 
wobei der zeitabhängige Parameter 0t verschwindet. 
E i n e geringfügig einfachere Darste l lung der Hazardrate , die für die M a x i -
mum-Like l ihoods chätzung i n Abschn i t t 3. 4 von Bedeutung ist , erhält m a n 
durch die Umparametr i s i e rung m i t 
7t : = ln(exp(6t) - exp(0 t_x)) für t = 1, . . . , q , 
wobei OQ = — oo. 
D a n n ist das M o d e l l (3.7) äquivalent z u m M o d e l l 
X(t | x) = 1 - exp(-exp(yt + x'ß)) (3-8) 
für t = 1 , . . . , q. 
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3.1.2 Erweiterungen des Model ls 
E i n e unmitte lbare Veral lgemeinerung des gruppierten P r o p o r t i o n a l - H a z a r d 
Model l s stellt das von A r a n d a - O r d a z (1983) vorgeschlagene M o d e l l dar . U n -
ter H i n z u n a h m e eines weiteren Parameters a formuliert A r a n d a - O r d a z das 
M o d e l l 
ln{-ln(\ - X(t | x))) = 7t + x'ß für a = 0 
[ { - / n ( l - X(t | x))}a - l]/a = it + x'ß für a ^ 0 
für t = 1,. . . , q. 
Für den Spezial fa l l a = 0 erhält m a n nach kurzer A b l e i t u n g 
ln(-ln(P(T > t | x))) = / n ( e T l + . . . + e 7 t ) + x ' 0 
= 0% + 
u n d damit das gruppierte C o x - M o d e l l i n umparametr is ierter F o r m . 
Für den Spezial fa l l a — 1 erhält m a n das M o d e l l 
-ln(l - \(t | x)) = (1 + 7 t ) + x ' / J (3-10) 
M o d e l l (3.10) läßt sich als diskrete Vers ion eines additiven stetigen Mode l l s 
verstehen. A n s t a t t wie i m C o x - M o d e l l die mul t ip l ikat ive F o r m \(t \ x) = 
Xo(t)exp(x'ß) für die stetige Zeit t anzunehmen, läßt sich auch ein additives 
stetiges M o d e l l 
X(t \x) = \Q(t) + x'ß (3-11) 
für stetige Zeit t zugrundelegen. Betrachtet m a n nun die diskrete Ver-
sion,wobei für die stetige Zeitdauer gilt Ts E [ a r _ j , a r ) genau dann , wenn 
für die diskrete Dauer gilt T ~ r , erhält m a n das diskrete M o d e l l 
-ln{\ - X(t | x)) = p t - pt-i + (at - at-i)x'ß (3-12) 
wobei pr = JQV Xo(u)du. 
Setzt m a n et = pt — Pt-\ u n d n i m m t eine konstante Intervallbreite A = 
at — at-i an , entspricht das M o d e l l (3.12) dem Spezial fal l (3.10) des Mode l l s 
von A r a n d a - O r d a z . 
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Das G e s a m t - M o d e l l (3.9) umfaßt somit i n diskreter Vers ion sowohl m u l t i -
p l ikat ive Mode l l e von der A r t des C o x - M o d e l l s , als auch addit ive H a z a r d -
Model le der F o r m (3.11). 
Für den Spezial fa l l a = 1 erhält m a n eine ähnliche Eigenschaft wie für das 
gruppierte C o x - M o d e l l . Während i m gruppierten C o x - M o d e l l das Verhältnis 
der logar i thmierten Surv ivor funkt ion zweier verschiedener Einflußvektoren 
von der Zeit unabhängig ist , ist für das M o d e l l von A r a n d a - O r d a z für a = 1 
das Verhältnis 
b(t I x2) 
nur durch den Faktor t-1 von der Zeit abhängig. Dies ergibt sich unmit te lbar 
aus der Surv ivor funkt ion 
In P(T>t\x) = -(t - 1)(1 + x'ß) - 7 t - i - 7 i • 
E i n e weitere Vers ion des angeführten Model ls (3.9) betrachten T i b s h i r a n i & 
C i a m p i (1983), die den Einflußterm 7 t + x'ß ersetzen durch den po lynomia len 
T e r m 
s 
7t + Y,x'ßj(ai-ai-i)' 
T i b s h i r a n i & C i a m p i (1983) demonstrieren an einem Datensatz , daß diese 
M o d e l l Variante eine bessere Anpassung erzielen kann . 
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3.2 Proportionalität der diskreten H a z a r d f u n k t i o n e n 
Das C o x - M o d e l l für stetige Zeit 
X(t | x) = \0(t)exp(x'ß) (3-13) 
führt i m diskreten F a l l z u m gruppierten C o x - M o d e l l (3.5), wobei die zeit u n -
abhängige Proportionalität der Hazardraten für G r u p p e n m i t verschiedenen 
Kovar iab lenvektoren verlorengeht. 
E i n M o d e l l , i n dem diese Eigenschaft für die diskreten Hazardraten g i l t , 
erhält m a n durch eine Formul ierung der diskreten H a z a r d r a t e n analog zu 
(3.13) m i t 
\(t | x) == Xotexp(x'ß) für t = 1,. . . , q (3-14) 
Für M o d e l l (3.14) gilt 
X(t | x2) 
exp((x\ — x2)ß) für t = 1 , . . . , q 
u n d es w i r d daher i m weiteren als Modell mit proportionaler diskreter Ha-
zardrate bezeichnet. 
Das M o d e l l ist jedoch kein gruppiertes C o x - M o d e l l , wie sich aus der entspre-
chenden Surv ivor funkt ion 
t-i t-i 
S(t | x) = J] (1 - X(k | x)) = J] (1 - Xokexp(x'ß)) 
k=\ k=i 
u n m i t t e l b a r ersehen läßt. 
M o d e l l (3.14) ist die re in diskrete Var iante des i n K a p i t e l 5 behandelten E x -
ponent ia lmodel ls m i t konstantem H a z a r d i n den Intervallen. D a X(t \ x) 
i n M o d e l l (3.14) eine bedingte Wahrscheinl ichkeit i s t , gi lt die Res t r ik t i on 
0 < X(t | x) < 1. Dies hat i m Gegensatz zu den anderen hier betrachteten 
M o d e l l e n zur Folge, daß der zulässige Bere i ch des Gewichtsvektors ß einge-
schränkt ist . W i e bei verallgemeinerten l inearen M o d e l l e n mi t identischer 
L i n k f u n k t i o n ist insbesondere bei stetigen Einflußgrößen darauf zu achten, 
daß die Hazardratenschätzungen X(t \ x) innerhalb des zulässigen Bereichs 
l iegen. 
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3.3 Logist ische M o d e l l e 
E i n weitverbreitetes M o d e l l i n der Regressionsanalyse mi t kategorialer ab-
hängiger V a r i a b l e ist das logistische M o d e l l . 
Für d ichotome abhängige Var iab le F E {0,1} ist das M o d e l l von der F o r m 
1 1 } 1 + exp(6 + x'ß) 
P(Y = 0 | x) = 1 - P(Y = l\x) . 
Betrachtet m a n als abhängige Var iable die bedingte diskrete Verwei ldauer 
T | T > t,x (für festes t) u n d unterscheidet nur die beiden Ereignisse { T = 
t | T > t, x} u n d { T > t | T > t,x}, ist das entsprechende logistische M o d e i l 
von der F o r m 
P(T = i | T > *,*) = eXp{°< + g l / ? ) (3-15) 
Legt m a n eine sequentielle Betrachtungsweise zugrunde, so daß immer wenn 
t erreicht ist , ein d e m logistischen M o d e l l (3.15) entsprechender Zufallsprozeß 
abläuft (vgl . A b s c h n i t t 3.4), erhält m a n das logistische Modell für die Ha-
zardraten 
\r+ i ^ exp(<9t + x'ß) 
X(* x) = — ; fur * = 1 , . . . , q , 
1 + exp(8t + x'ß) 
das von C o x (1972) vorgeschlagen u n d von T h o m p s o n (1977) ausführlich 
behandelt w i r d . E i n äquivalente Formul ierung des Model l s erhält m a n m i t 
, P(T = t\ x) A l n " 
lnpiT>t\x)=0< + x ß ^ * = 1 — « -
Die "Aus fa l lwahrsche in l i chke i ten" ergeben sich für t = 1,. . . , q zu 
ptT = t \ x ) = ezp(fl t + x'ß) 
E i n e spezielle Var iante des logistischen Model ls w i r d von M a n t e l / H a n k e y 
(1978) betrachtet. Der zeitabhängige Parameter 0t w i r d ersetzt durch eine 
zeitabhängige F u n k t i o n h(t). I m M o d e l l 
exp(h(t) + x'ß) 
X(t | x) 
1 + exp(h(t) + x'ß) 
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ist h(t) eine von t abhängige, festgesetzte F u n k t i o n , z .B . mit h(t) = 
Y^=o ein P o l y n o m r - t e n Grades. Die Koeffizienten 7,- des Po lynoms 
werden dann als Parameter mitgeschätzt. Insbesondere für eine große A n -
zahl q von Intervallen u n d niedrigem G r a d r des Po lynoms läßt sich damit 
die A n z a h l der neben ß zu schätzenden Parameter von q auf r - f 1 verringern. 
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TAB. 3 . 1 : ÜBERSICHT ÜBER DIE BEHANDELTEN DISKRETEN VERWEILDAUERMODELLE 
CO CD 
G r u p p i e r t e s 
C o x - M o d e l l 
M o d e l l nach 
A r a n d a - O r d a z 
F o r m u l i e r u n g i n X(t|x) 
X( t|x) = 1 - e x p ( - e x p ( Y t + x ' ß ) ) 
P r o p o r t i o n a l i t ä t d e r 
d i s k r e t e n H a z a r d -
r a t e n 
a l t e r n a t i v e M o d e l l d a r s t e l l u n g 
l n ( - l n P ( T > t |x)) = 8 t + x ' ß 
t = 1 , . . . , q , 6 = - ° ° 
X(t|x) = 1 - e x p ( - e x p ( Y t + x ' ß ) )a = 0 l n ( - l n ( 1 - X ( t|x) ) = e f c + x ' ß a = o 
X( t|x) = 1 - e x p { ( 1 + X ( Y t + x ' ß ) 1 / a } a + 0 C { -In (1-X (t | x)) } a- 1 ] / a = 8 1 + x • ß a * 0 
X(t|x) = X o t e x p ( x ' ß ) l n X ( t | x ) = l n X ^ + x ' ß 
L o g i s t i s c h e s 
M o d e l l 
X(t|x) = e x p ( e t + x ' ß ) / ( 1 + e x p ( 6 t + x , ß ) > l n ( P ( T = t | x ) / P ( T > t | x ) = 6 + x ' ß 
3.4 Sequentielle Model le auf der Basis latenter Var iablen 
E i n e allgemeine Fami l i e diskreter Verweildauermodelle, die das logistische 
M o d e l l (3.15) als Spezialfal l enthält, resultiert aus einem sequentiellen M e -
chanismus. Dieser i n der K o n s t r u k t i o n kategorial-ordinaler Regressionsmo-
delle verwendete A n s a t z ( A m e m y i a 1975, T u t z 1987, 1988) läßt sich pro-
blemlos auf die Mode l l i e rung diskreter Verwei ldauern übertragen. Der se-
quentielle A n s a t z basiert auf Vorstel lungen über die Wirkungsweise latenter 
Var iab l en . D ie resultierenden Parametr is ierungen lassen sich jedoch auch 
ohne die R e k u r s i o n auf die latenten Var iab len interpretieren. Diese s ind eher 
als M o t i v a t i o n zur M o d e l l b i l d u n g zu verstehen. 
Seien Ut(x) = ut(x) + et nicht beobachtbare Zufal lsvariablen, wobei ut(x) = 
E(Ut(x)) den Erwartungswert der v o m Kovariablenvektor x abhängigen Z u -
fal lsvariable Ut(x) bezeichnet u n d et eine Störvariable mi t Verte i lungsfunk-
t i on F darstel lt . Der Prozeß beginnt mi t dem ersten erreichbaren Z u s t a n d , 
der dem Interval l [ a 0 , a i ) entspricht. Die diskrete Verwei ldauer endet i n die-
sem Anfangszustand entsprechend dem Mechanismus 
T = l gegeben x Ui(x)<61. 
D a m i t endet die Verwei ldauer , wenn die latente Var iable Ut(x) eine fixe 
Schwelle Oi nicht überschreitet. G i l t hingegen Ui(x) > 0 1 ? w i r d eine neue 
latente Var iab le U2{x) m i t unabhängiger Störgröße e2 real isiert , u n d es gilt 
T = 2 gegeben T > 2,x U2(x) < 02. 
Der Prozeß endet mi t U2(x) < 02. W i r d jedoch die Schwelle 02 überschritten, 
w i r d der Prozeß analog fortgesetzt, wobei al lgemein gilt 
T = t gegeben T >t,x Ut(x) < 6t. 
Diesen sequentiellen Mechanismus zugrundegelegt, erhält m a n mit der Ver-
te i lungsfunkt ion JP der Störgrößen et unmit te lbar das M o d e l l 
X(t | x) = P(T = t \ T > t, x) = F{6t - ut(x)). 
Die latenten V a r i a b l e n Ut(x) lassen sich als die Summe der die Lebensdauer 
verlängernden Kräfte vorstellen. Überschreiten sie eine best immte Schwelle, 
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w i r d zumindest das nächste Interval l erreicht. Die Zufal lsvariablen Ut(x) u n d 
insbesondere die Erwartungswerte ut(x) hängen dabei von dem Kovar iab l en -
vektor x ab u n d werden dem stochastischen Charakter empirischer Prozesse 
entsprechend von einer Störung (et) überlagert. Der Erwartungswert der l a -
tenten V a r i a b l e n ist dabei spezifisch für ein Interval l , was durch den Index t 
z u m A u s d r u c k kommt . A l t e r n a t i v läßt sich Ut(x) auch als die i m t-ten Inter-
va l l laufende stetige Lebensdauer interpretieren. D a n n ergeben sich auch die 
Schwellen u n m i t t e l b a r als die Differenz der Intervallgrenzen at — at-\. Im 
weiteren w i r d jedoch von unbekannten u n d damit zu schätzenden Schwellen 
ausgegangen. 
Wählt m a n m i t ut(x) = x'ßt einen l inearen A n s a t z , erhält m a n das allge-
meine M o d e l l 
\(t\x) = F(et-x'ßt), t=l,...,q, (3-16) 
wobei x keine Konstante mehr enthält. 
Wählt m a n für F die logistische Verte i lung F(z) = 1/(1 + exp(-z)) ergibt 
sich m i t 
A ( t 1 X ) = 1 + exp(Ot - x%) ( 3 " 1 7 ) 
eine Erwe i te rung des logistischen Mode l l s (3.15). Während i n (3.15) der 
Einfluß der Kovar iab l en nicht v o m Interval l bzw. der Verweildauerkategorie 
abhängt, ist i n (3.17) der Gewichtsvektor ßt intervallspezif isch. 
P r i n z i p i e l l lassen sich i n (3.16) alle stetigen Verte i lungsfunkt ionen wählen. 
A u s Gründen der Identifizierbarkeit empfiehlt sich jedoch eine Beschrän-
k u n g auf stetige Verte i lungsfunktionen, die streng monoton zumindest auf 
dem Bereich {z | 0 < F(z) < 1} s ind . Lineare Transformationen lassen das 
M o d e l l (3.16) unverändert, d.h. Model le m i t der Verte i lungsfunkt ion F(z) 
bzw. G(z) = F(az + 6), a > 0, s ind zueinander äquivalent. E s genügt da -
her, immer nur die Vertei lungsform dieser Aquivalenzklassen zu untersuchen. 
B e i entsprechend reichhaltiger S t r u k t u r der Kovar iablenvektoren erhält m a n 
daraus die einzigen Aquivalenzklassen (vgl . T u t z , 1988). 
E i n e Prob i t -Var iante des allgemeinen Model l s (3.16) ergibt sich aus der A n -
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nähme einer Standardnormalverte i lung für et m i t 
fOt-x'ßt 
\(t\x)= (27r)->exp(-z2/2)dz 
J — oo 
Ebenso k a n n m a n für F auch die E x p o n e n t i a l Verteilung F(z) = 1 — exp( — z), 
wenn z > 0, wählen. Diese führt z u dem einfachen M o d e l l 
X(t | x) = 1 - exp(0t - x'ßt). 
Die W a h l F(z) — exp(z) für z < 0 führt z u m M o d e l l (3.14) der diskreten 
proport ionalen Hazardraten aus Abschn i t t 3.2. 
M a n erhält, wählt m a n für F die doppelte E x p o n e n t i a l Vertei lung F(z) = 
1 — exp( — exp(z)), unmi t te lbar das gruppierte C o x - M o d e l l i n der Formul ie -
r u n g (3.8), wobei dort die Schwellenwerte durch 7< bezeichnet s ind u n d der 
addit ive T e r m ein positives Vorzeichen besitzt. Das negative Vorzeichen des 
addi t iven Terms i n 3.16 resultiert aus der A b l e i t u n g aus dem latenten M e -
chanismus, entspricht jedoch nur einer einfachen Umparametr i s i e rung . Das 
gruppierte C o x - M o d e l l läßt sich auch aus einem k u m u l a t i v e n A n s a t z able i -
ten, der Schwellenwerte auf völlig andere A r t zugrundelegt (vgl . M c C u l l a g h 
(1980)). E i n e enge Verwandschaft zwischen k u m u l a t i v e n u n d sequentiellen 
M o d e l l e n ergibt sich für wenige Verte i lungen wie die doppelte E x p o n e n t i a l -
verte i lung u n d die E x p o n e n t i a l Verteilung. Für letzte al lerdings erhält m a n 
keine Äquivalenz der Ansätze (vgl . T u t z (1988)). 
D u r c h Spezi f iz ierung der Verte i lungsfunkt ion F w i r d ein M o d e l l der sequen-
t ie l len Model lk lasse (3.16) best immt. D i e daraus resultierenden Mode l l e s ind 
i m al lgemeinen verschieden. D ie W a h l der Verte i lungsfunkt ion läßt sich z u m 
einen abhängig machen von inhal t l i chen Überlegungen zur Adäquatheit ei-
nes Ansatzes , z u m anderen von statistischen K r i t e r i e n wie Anpassungsmaßen 
u n d Res iduen analyse. Die Betrachtung einer parametris ierten Fami l i e von 
Verte i lungen u n d damit parametris ierter L i n k f u n k t i o n e n , wie sie z . B . P r e -
g ibon (1980) für verallgemeinerte lineare Model le vorschlägt, verlangt be-
sondere Schätz verfahren, wenn die verteilungsspezifischen Parameter mitge-
schätzt werden sollen. Dasselbe gilt auch für den betrachteten A n s a t z von 
A r a n d a - O r d a z (1983). 
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3.5 Maximum-Likel ihood-Schätzung 
In diesem A b s c h n i t t w i r d die Maximum-Likelihood-Schätzung der unbe-
kannten Mode l lparameter für E i n - E p i s o d e n - M o d e l l e bei einem Zie lzustand 
i n al lgemeiner F o r m behandelt . Dabe i ist ein bei Verlaufsdaten zusätzlich 
auftretendes P r o b l e m zu beachten, die Zensierung. W i e bereits i n Abschn i t t 
1.3 dargestel l t , können i n der Regel nicht alle Verwei ldauern bzw. Lebens-
zeiten bis z u m E n d e beobachtet werden. M a n erhält dann für einen T e i l 
der St i chprobe rechts zensierte D a t e n . Dies ist insbesondere auch bei kurzen 
P a n e l - E r h e b u n g e n der F a l l , bei denen versucht w i r d , durch Retrospekt iv -
befragung Informationen über wichtige Ereignisse zwischen Pane l -Wel len z u 
erhal ten . Stehen nur wenige Pane l -Wel len zur Verfügung, kann es durchaus 
v o r k o m m e n , daß die untersuchten Verwei ldauern ( z .B . Dauer der A r b e i t s -
losigkeit) z u m Ze i tpunkt des aktuel len Interviews noch nicht abgeschlossen 
s ind . E i n e ähnliche S i t u a t i o n entsteht jedoch auch, wenn Personen während 
der Stud ie aus anderen Gründen ausscheiden, z . B . wegen eines Umzugs oder 
Kl in ikwechse ls i n einer medizinischen Studie , u n d zur weiteren Befragung 
bzw. Untersuchung nicht mehr zur Verfügung stehen. 
I m statist ischen M o d e l l w i r d die Zensierung durch einen Zensierungsindikator 
z u m A u s d r u c k gebracht. E s gibt verschiedene statistische Model le für Zen-
sierungsmechanismen. M a n vergleiche dazu die Ausführungen i n A b s c h n i t t 
1. 3. E i n e wichtige Var iante ist das M o d e l l des " r a n d o m censoring" ( M o d e l l 
3 i n 1. 3). D a b e i werden die Zeiten T{ u n d die Zensierungszeiten C\ als 
unabhängige Zufalls var iablen aufgefaßt, wobei C{ die Zeit des ?'-ten I n d i v i -
duums bis z u m Ausscheiden aus der Untersuchung bezeichnet. Beobachtbar 
in einer Untersuchung ist nur die Zufalls variable m m ( T , , Ci) zusammen m i t 
der Indikator funkt ion , für die gilt 8{ = 1, wenn T 2 < C ; , S{ = 0, wenn 
C{ < T{. Die Wahrscheinl ichkeit be im " r a n d o m censoring" für eine unzen-
sierte Beobachtung (ti,6i = 1), d .h. T z = ti u n d T t < C t , ist dann (ohne 
Berücksichtigung der Kovar iab len) 
1, falls ti nicht zensiert ist , 
0, falls ti zensiert ist , i = 1 , . . . , n, 
(3-18) 
P(Tt = ti)P(Ci > U) (3-19) 
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während die Wahrscheinl ichkeit für eine zensierte Beobachtung (£,-,£, = 0), 
d .h. Ti > U u n d Ct = ti, 
P ( T t > U)P(Ci = U) (3-20) 
beträgt. Dabe i w i r d vorausgesetzt, daß die Zensierung jeweils zu Beg inn eines 
Intervalls erfolgt. E s w i r d somit nur die M i n i m a l i n f o r m a t i o n ausgenutzt, daß 
der B e g i n n des Zeit intervalls erreicht wurde. Diese A n n a h m e kann durch 
andere ersetzt werden (z .B . Zensierungen erfolgen grundsätzlich am E n d e 
eines Interval ls) , wobei dann geringfügige Modi f ikat ionen erforderlich s ind . 
(3.19) u n d (3.20) lassen sich zusammenfassen u n d für den Be i t rag des I n d i -
v i d u u m s i zur L ike l ihood funkt ion — ohne Kovar iab len — ergibt sich 
P(Ti = tt)6iP(Ti > ti)l'6iP{d > ti)6iP(Ci = ti)l~6i (3-21) 
Unterste l l t m a n , daß die Verte i lung der Zensierungszeiten C , nicht von den 
für die Ver te i lung von Ti relevanten Parametern abhängt, insbesondere bei 
H i n z u n a h m e von K o v a r i a b l e n nicht von den Regressionskoeffizienten (Zen-
sierungsmechanismus ist "n icht in f o rmat iv " ) , können die beiden letzten F a k -
toren i n (3.21) zu einem i n Abhängigkeit von den die Verte i lung von Ti 
determinierenden Parametern konstanten T e r m c, zusammengefaßt werden, 
u n d die Gesamtl ike l ihoodfunkt ion ist von der F o r m 
L = cf[P(Ti= tifSiiU)1-6' (3-22) 
1=1 
m i t c = ]Jci u n d der Surv ivor funkt ion Si(t{) — P ( T , >£,•). Berücksich-
t igt m a n schließlich noch die Kovar iab len , erhält m a n für den Be i t rag von 
I n d i v i d u u m i zur L ike l ihood funkt ion bei gegebenem Kovariablenvektor 
Li = P(Ti = U | xtfP{Tx > U | xif-6i = X(U | XifP(Ti > U | Xi) . 
Wegen (1.19) folgt 
ti-i 
Li = X(U | xt)6i J ] (1 - X(k | Xi)) (3-23) 
k=i 
u n d 
n 
L = Y[Li (3-24) 
1=1 
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Der größte T e i l der betrachteten Verweildauermodelle läßt sich i m R a h m e n 
der veral lgemeinerten Mode l l e schätzen. Dabe i w i r d die formale Ähnlichkeit 
der L i k e l i h o o d f u n k t i o n (3.21) zur L ike l ihood i n verallgemeinerten l inearen 
M o d e l l e n ausgenutzt. 
Veral lgemeinerte lineare Mode l l e s ind sehr ausführlich i n F a h r m e i r / H a m e r -
le (1984), K a p . 7 oder M c C u l l a g h / N e l d e r (1983) beschrieben. Be i e inem 
(univariaten) verallgemeinerten l inearen M o d e l l geht m a n aus von n u n a b -
hängigen Zuval lsvariablen yi m i t E(yi) = also 
Vi = Hi + Si m i t E(ei) = 0, i = 1 , . . . , n . 
Neben y t werden erklärende Var iab len X{ = (x;o = 1, ^ i i , . . • , £ i P ) ' erhoben, 
die yi als L i n e a r k o m b i n a t i o n ji = x\ß beeinflussen, u n d zwar ist der E r w a r -
tungswert fj,i = E(yi) m i t x\ß über eine L i n k f u n k t i o n g durch 
9(l*i) = x'iß 
verbunden. D i e U m k e h r f u n k t i o n g~x w i r d Responsefunktion genannt, u n d 
es gi lt 
Vi — 9~l(x'iß) • 
D i e Responsefunktion g~l w i r d auch gelegentlich m i t h bezeichnet. D a -
rüber hinaus w i r d noch vorausgesetzt, daß die Dichte von yt- z u einer E x -
ponential famil ie gehört. Dies ist jedoch für die hier betrachteten diskreten 
Verwe i ldauer -Mode l l e stets erfüllt. G i l t insbesondere yt- € {0,1}, so ist 
fii = P(yi = l\x) , 
u n d für die L ike l ihood funkt ion erhält m a n 
n 
L = r j P ( y , = 1 | x,r(l - P(yi = 1 | x,))1-»' (3-25) 
1=1 
Betrachtet m a n nun die bedingte diskrete Verwei ldauer einer Person T t | 
Ti >t,x (für festes t) u n d unterscheidet nur die beiden Ereignisse {Ti = t \ 
Ti > t,Xi) u n d {Ti > t | Ti >t,Xi} bei gegebenem Kovar iab lenvektor z , , 
so s ind bis auf das M o d e l l von A r a n d a - O r d a z für a ^ 0 alle behandelten 
Model le von der F o r m 
P(Ti =t\Ti>t, x^ = h(0t + x\ß), (3-26) 
45 
ht von t abhängt. Der A u s d r u c k 
en. E s gi l t 
8 
t — yu,..., 1 , . . . , 0) den t - t e n Einhei tsvektor bezeichnet. 
D i e Mode l l e v o m T y p (3.26) lassen sich somit darstel len durch 
\(t\Xi) = h(x'J). 
Z u m Beisp ie l erhält m a n für das gruppierte C o x - M o d e l l i n der F o r m (3.8) 
X(t\x) = l - exp(-exp(6t + x'ß)) 
die F u n k t i o n 
h(y) = 1 - exp(-exp(y)) . 
M a n betrachte ti unabhängige dichotome Zufalls var iablen Y , , . . . , Y i * . . D a n n 
gilt für die entsprechende L i k e l i h o o d 
ti 
Li = J ] PPir = 1)^(1 - P(Yir = l ) ) 1 " " " 
r = l 
u n d , falls die YiT bedingte Zufal lsvariablen i n Abhängigkeit von Einflußva-
r iab len Xi s ind , gilt 
ti 
Li = Y[ P(Ytr = 1 | Xi)*'(l - P(Ytr = 1 | x , ) 1 " 5 " ' . (3-27) 
r = l 
Dies entspricht der L i k e l i h o o d von ti Beobachtungen eines verallgemeinerten 
l inearen Mode l l s mi t der Responsefunktion P ( Y i r = 1 | z«) = Kxiß) ^ u r e m e 
Responsefunktion h. Setzt m a n 
P(Yir = 1 | Xi) = \(r | Xi) , 
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erhält m a n für den beobachteten V e k t o r y; = (yn,..., y t t , ) = (0, 0 , . . . , 0,1) 
aus (3.27) die L i k e l i h o o d (3.23) einer unzensierten Beobachtung der z'-ten 
Person , w e n n <S; = 1 g i l t . Betrachtet m a n nur ti — 1 Zufal lsvar iablen, erhält 
m a n m i t 
ti-i 
Li=Y[ P{yir = 1 | - P(Xir = 11 ti))1'9* 
r = l 
die L i k e l i h o o d f u n k t i o n (3.23) für 8i = 0, d.h. einer zensierten Beobachtung , 
wobei w i e d e r u m P ( F i r = 1 | Xi) = A(r | x, ) gesetzt w i r d u n d der Beobach-
tungsvektor y{ = ( y t r , . . . , y t t t . _ ! ) = ( 0 , . . . , 0) vorliegt. 
M a n erhält somit , wenn X(t \ X{) = h(x't.ß) i n Abhängigkeit von e inem P a r a -
metervektor ß model l iert ist , dieselbe L i k e l i h o o d , wie für ein verallgemeiner-
tes lineares M o d e l l , wobei für <S; = 1 t t Beobachtungen (yn,... , yat;) = 
( 0 , . . . , 0,1) u n d analog für Si = 0 U — 1 Beobachtungen (yn,..., ya. -I ) = 
( 0 , . . . , 0) zu setzen s ind . 
Die beobachteten D a t e n für ein verallgemeinertes M o d e l l s ind v o n der F o r m 
{Vi<>xi),i> — 1 , . . . , n , wobei y z eine Real isat ion der abhängigen V a r i a b l e n bei 
gegebenem Einflußvektor X{ darstel l t . D i e D a t e n s ind d a n n auf l istbar i n der 
F o r m 





u n d die Beobachtung für das I n d i v i d u u m bzw. Objekt i generiert gewöhnlich 
die z-te Zeile der Des ignmatr ix . 
Die ML-Schätzung des Verweildauermodells 
ergeben sich d a n n als ML-Schätzungen des verallgemeinerten l inearen M o -
dells 
P(Y = l\ Xi) = h(x'tiß), 
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wobei die A n z a h l der Beobachtungen u n d damit die A n z a h l der Zeilen der 
Des ignmatr ix künstlich erhöht werden. Liegt für das z-te I n d i v i d u u m ein 
tatsächlicher Ubergang i n den absorbierenden E n d z u s t a n d (d.h. eine nicht 
zensierte Beobachtung) vor, erhält m a n zu dieser Beobachtung die t t Zeilen 
abhängige dichotome unabhängiger 
V a r y G {0,1} Variablenvektor 
1 0 (ei,*;) 
2 0 (e'2)x't) 
für Si = 1, Ti = tim 
D e r T e i l der D a t e n m a t r i x für eine zensierte Beobachtung ist 
abhängige dichotome unabhängiger 
V a r y G {0,1} Variablenvektor 
1 0 (c i . i j ) 
2 0 (e'2,z't) 
ti-1 0 (eti-ux'i) 
für Si = 0, d = ti. 
Man berechnet somit die Likelihood-Schätzungen des verallgemeinerten li-
nearen Modells mit 
AT = ] T ( M , + ( 1 - 1 ) ) 
1=1 
Beobachtungen. 
M a n beachte, daß hier die Äquivalenz der Like l ihoodfunkt ion von diskre-
ten Verwei ldauermodel len u n d verallgemeinerten l inearen Mode l l en nur nach 
dem Gesichtspunkt der Schätzbarkeit gi l t . Das beschriebene Verfahren er-
möglicht es, die Maximum-Likelihood-Schätzungen der Parameter von dis-
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kreten Verwei ldauermodel len aus Programmpaketen für verallgemeinerte l i -
neare M o d e l l e wie G L I M oder G L A M O U R zu gewinnen. Dagegen s ind die i n 
der T h e o r i e der verallgemeinerten l inearen Model le geltenden asymptot ischen 
Aussagen (vgl . z . B . F a h r m e i r / K a u f m a n n (1985)) u n d damit die Gültigkeit 
von Vertei lungsaussagen für Teststatist iken nicht ohne weiteres übernehm-
bar. E i n e approx imat ive Maximum-Likelihood-Schätzung für das gruppierte 
C o x - M o d e l l m i t kategorialen Einflußgrößen w i r d von Pierce et a l . (1979) ab-
geleitet. 
3.6 Anwendungsbeispiele 
(a) D a u e r des Krankenhausaufenthaltes 
I m folgenden w i r d das i n Abschni t t 3.3 beschriebene logistische M o d e l l zur 
Ana lyse der Dauer des Krankenhausaufenthaltes nach Unfällen i m Schulsport 
verwendet. Untersucht w i r d die Dauer des stationären Aufenthaltes von 
n = 554 i m Jahre 1981 bei Bal lspie len i m Schulsport verletzten Schülern 
i n Abhängigkeit von demographischen (A l ter , Geschlecht, Schulart ) , die U n -
fallgenese beschreibenden (verletzungsauslösende Spielphase) sowie biome-
tr ischen K o v a r i a b l e n (Verletzungsdiagnosen). Dieser Datensatz , den m a n i n 
K e m e n y / R o t h m e i e r / H a m e r l e (1986) ausführlich beschrieben findet, ist ein 
T e i l einer Studie über Krankenhaus Verweildauern, die i m R a h m e n einer von 
der gesetzlichen Unfal lversicherung i n den Jahren 1982 u n d 1984 erstel l -
ten medizinischen Dokumentat i on zur Rehab i l i ta t i on Unfal lver letzter u n d 
arbeitsbedingter E r k r a n k t e r durchgeführt w i r d . Insgesamt wurden 64 K o v a -
r iab len erhoben. E s wurde das zeitstetige C o x - M o d e l l zugrundegelegt u n d 
m i t Hi l fe einer Variablenselektion konnte die A n z a h l der K o v a r i a b l e n auf vier 
signifikante Einflußgrößen reduziert werden, nämlich auf Schulart " H a u p t -
schule" , verletzter Körperteil "Kniescheibe , Oberschenkel , Hüfte", verletz-
ter Körperteil "Kniege lenk , Schienbein, Unterschenkel , Knöchelbereich" u n d 
Verletzungsart " F r a k t u r " . Für Detai ls vergleiche m a n K e m e n y et a l (1986). 
Die Dauer des stationären Krankenhausaufenthaltes w i r d i n Tagen gemessen, 
so daß der Datensatz viele gleiche Meßwerte (Ties) enthält. Deshalb er-
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scheint es s innvo l l , zur V a l i d i e r u n g der Resul tate auch ein diskretes M o d e l l 
anzupassen. E s wurden 11 Ze i t interval le gebildet: 14, 15, 16, 17, 18-19, 
20-21, 22-24, 25-26, 27-30, 31-37, über 37 (Tage). In einer ersten Tei lauswer-
t u n g wurde der logistische A n s a t z (3.15) zugrundegelegt, wobei nur die oben 
erwähnten vier s ignif ikanten K o v a r i a b l e n verwendet wurden . D i e M a x i m u m -
Likelihood-Schätzung der unbekannten Mode l lparameter wurde nach der i m 
letzten A b s c h n i t t beschriebenen Vorgehensweise durchgeführt. D a b e i wurde 
das P r o g r a m m G A U S S von L . E . Edle fsen u n d S. D . Jones eingesetzt. Für 
die Regressionskoefhzienten u n d deren (geschätzte) Standardabweichung er-
gab sich: 
Kovar iab l e ßj äj 
Verletzter Körperteil 
Kniesche ibe , Oberschenkel -1.152 0.222 
Hüfte 
Ver letzter Körperteil 
Kniege lenk Schienbein , U n t e r - -0.564 0.123 
Schenkel, Knöchelbereich 
Ver le tzungsart F r a k t u r -0.622 0.126 
Schulart Hauptschule -0.264 0.121 
D i e Ergebnisse s t i m m e n i n R i c h t u n g u n d Größenordnung m i t denjenigen 
des M o d e l l s m i t stet ig gemessener Zeit überein. Für eine Interpretat ion der 
Resu l ta te vergleiche m a n wieder K e m e n y et a l . (1986). 
(b) D a u e r der Arbeits losigkeit 
In einer Studie zur D a u e r der Arbei ts los igkei t liegt die Verwei ldauer diskret 
vor. D ie betrachteten K o v a r i a b l e n u n d die Diskret i s i erung der abhängigen 
V a r i a b l e D a u e r ergeben sich aus Tabel le 3.1. 
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Tabel le 3.1: V a r i a b l e n zur Dauer der Arbe i ts los igke i t 
Ausprägungen Kateg( 
D a u e r der Arbei ts los igkei t bis 1 M o n a t 1 
1-2 M o n a t e 2 
3-5 M o n a t e 3 
6-11 M o n a t e 4 
12-23 M o n a t e 5 
über 23 M o n a t e 6 
( A ) A l t e r metr i sch 
(G) Geschlecht männlich 1 
weib l i ch 2 
(S) S t aat s angehör igkei t Deutscher 1 
Ausländer 2 
( G E ) Gesundhei t l i che ne in 1 
Einschränkungen j a 2 
( E ) Erwerbstätigkeit vor j a 1 
der Arbe i t s l osenmeldung ne in 2 
(L ) F i n a n z i e l l e Le is tungen j a 1 
des Arbe i tsamtes ne in 2 
In einer Te i l s t i chprobe von 3655 Arbe i ts losen m i t berufl icher A u s b i l d u n g 
wurde das logistische M o d e l l (3.15) zugrundegelegt. Für das M o d e l l m i t 
sämtlichen Zwei -Faktor - Interakt ionen result ierte eine L o g - L i k e l i h o o d v o n 
-4856.00, für das M o d e l l m i t Hauptef fekten erhielt m a n den W e r t -4903.63. 
D i e bedingte Log -L ike l ihood -Tes t s ta t i s t ik v o n 85.26 ergibt eine wesentl ich 
schlechtere A n p a s s u n g des Mode l l s ohne Zwe i -Faktor - In terakt i onen . N a c h 
A u s w a h l der nicht-s igni f ikanten Interaktionseffekte ergaben sich die M L -
Schätzungen i n Tabel le 3.2. D i e L o g - L i k e l i h o o d weist m i t -4856.84 fast 
keine Veränderung i m Verhältnis z u m M o d e l l m i t sämtlichen Zwe i -Faktoren -
Interaktionen auf. Zugrundegelegt wurde jeweils die 0 - 1 - K o d i e r u n g der K o -
variablen. 
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Tabelle 3.2: Maximum-Likelihood-Schätzungen für das 
logistische M o d e l l nach Interakt ionsredukt ion 
Var iab le ML-Schätzer V a r i a n z e n A l p h a q u a n t i l 
0.582 1.348 0.615 
1.388 1.349 0.231 
1.599 1.352 0.169 
0.900 1.359 0.439 
0.903 1.369 0.440 
1.010 1.387 0.391 
A -0.072 0.000 0.000 
G 0.873 0.356 0.143 
S -1.005 0.904 0.290 
G E -1.295 0.906 0.173 
E 0.369 0.306 0.504 
L -0.237 0.193 0.588 
A * G -0.009 0.000 0.114 
A * G E 0.011 0.000 0.099 
A * E 0.024 0.000 0.114 
A * L 0.029 0.000 0.000 
G * S 0.672 0.171 0.104 
G * G E 0.586 0.043 0.004 
G * E -0.482 0.110 0.146 
G * L -1.052 0.021 0.000 
S * G E 0.650 0.768 0.457 
G E * L 0.354 0.054 0.130 
E * L -0.434 0.101 0.172 
Die entsprechende A u s w e r t u n g für das gruppierte C o x - M o d e l l ergab eine L o g -
L ike l ihood von -4858.76 für das M o d e l l m i t al len Zwei -Faktoren- Interakt io -
nen u n d -4901.63 für das M o d e l l m i t Hauptef fekten. E s wurden wiederum 
alle Zwei -Faktoren-Interakt ionen weggelassen, die sich als nicht signifikant 
erwiesen. 
Die Schätzungen für das reduzierte M o d e l l s ind i n Tabel le 3.3 wiedergegeben. 
Die L o g - L i k e l i h o o d ist m i t -4859.58 wiederum k a u m verändert i m Verhältnis 
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z u m M o d e l l m i t a l len Zwei -Faktor - Interakt ionen . 
Maximum-Likelihood-Schätzungen für das gruppierte 
C o x - M o d e l l nach Interakt ionsredukt ion 
V a r i a b l e ML-Schätzer V a r i a n z e n A l p h a q u a n t i l 
0.198 0.931 0.836 
02 0.833 0.932 0.387 
03 0.994 0.933 0.303 
04 0.457 0.938 0.636 
05 0.477 0.945 0.623 
06 0.548 0.957 0.575 
A -0.060 0.000 0.000 
G 0.645 0.246 0.193 
S -0.890 0.605 0.252 
G E -1.222 0.616 0.119 
E 0.307 0.227 0.518 
L -0.126 0.138 0.734 
A * G -0.006 0.000 0.194 
A * G E 0.012 0.000 0.044 
A * E 0.020 0.000 0.111 
A * L 0.021 0.000 0.000 
G * S 0.551 0.110 0.097 
G * G E 0.478 0.030 0.005 
G * E -0.430 0.084 0.138 
G * L -0.784 0.015 0.000 
S * G E 0.591 0.517 0.411 
G E * L 0.321 0.037 0.095 
E * L -0.328 0.074 0.227 
E i n Vergleich der beiden Mode l l e zeigt, daß das L o g i t - M o d e l l nur eine ger ing-
fügig bessere A n p a s s u n g aufweist. D i e Werte der geschätzten Parameter s ind 
durchwegs vergleichbar. D i e absoluten Schätzwerte des L o g i t - M o d e l l s s ind 
jedoch fast i m m e r etwas größer als die Schätzungen des gruppierten C o x - M o -
dells. Zu weiteren Anwendungen für andere Berufsschichten vergleiche m a n 
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Dübler (1988). 
Das umfassendere M o d e l l von A r a n d a - O r d a z wurde für die Parameter 0.1, 
0.2 u n d 0.3 geschätzt. Für größeres a war keine Konvergenz der Schätzung 
z u erreichen. D i e Log -L ike l ihoodwerte ergaben sich für das reduzierte M o d e l l 
m i t denselben Interakt ionen wie i n den Tabel len 3.1 u n d 3.2 zu —4859.80, 
- 4 8 6 0 . 0 5 , - 4 8 6 0 . 6 2 u n d -4860 .59 . D i e kleinste L o g - L i k e l i h o o d ergibt sich 
somit für das M o d e l l m i t a = 0.0. Das gruppierte C o x - M o d e l l erweist sich 
dami t als das a m besten angepaßte M o d e l l , wobei die Unterschiede der A n -
passungsgüte m i n i m a l s ind . 
Z u m Vergleich der Schätzwerte werden i n Tabelle 3.3 die Schätzungen für 
das M o d e l l m i t dem vergleichsweise großen a — 0.3 angegeben. Im Vergleich 
z u Tabel le 3.2 ergeben sich Veränderungen bei einigen der Werte , so z . B . bei 
den Hauptef fekten S , GE. Für alle Schätzungen ble ibt jedoch das Vorzeichen 
gleich u n d für die meisten die Größenordnung vergleichbar. 
Tabelle 3.3: Maximum-Likelihood-Schätzungen für das M o d e l l 
v o n A r a n d a - O r d a z mi t a = 0.3 
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A * E 0.012 
A * L 0.017 
G * S 0.371 
G * G E 0.347 
G * E -0.257 
G * L -0.610 
G E * L 0.206 










4. Die Einbeziehung von zeitabhängigen Kovariablen 
4.1 Model ldarste l lung 
In den vorangegangenen K a p i t e l n wurde vorausgesetzt, daß die K o v a r i a b l e n 
z u B e g i n n der Episode eines Indiv iduums gemessen werden u n d nicht von 
der Zeit abhängen. In einer Reihe von Anwendungen können jedoch auch die 
K o v a r i a b l e n mi t der Zeit bzw. Verweildauer vari ieren. Beispiele hierfür s ind 
A l t e r , E i n k o m m e n , Fami l i enstand oder eine Therapie , die nur während eines 
bes t immten Zeitraumes angewendet w i r d . 
Für die A r t der zeitl ichen Veränderung der Kovar iab len gibt es verschiedene 
Möglichkeiten. E i n e einfache deterministische F o r m der Zeitabhängigkeit be-
steht beispielsweise bei der Var iab len A l t e r , wenn das A l t e r einer Person zu 
B e g i n n des Beobachtungszeitraumes bekannt ist . Ka lb f l e i s ch /Prent i ce (1980, 
K a p . 5) sprechen i n einem solchen F a l l von definierten Kovar iab len . Daneben 
existieren Kovar iab len , die ihrerseits Realisierungen eines stochastischen P r o -
zesses s ind . Ka lb f l e i s ch /Prent i ce (1980, K a p . 5) unterscheiden hier zwischen 
externen u n d internen zeitabhängigen Kovar iab len . Be i externen zeitabhän-
gigen K o v a r i a b l e n w i r d der P f a d des Kovariablenvektors nicht von der Ver -
weildauer eines Indiv iduums beeinflußt. Umgekehrt kann er aber sehr wohl 
auf die Verwei ldauer e inwirken. Umwelt faktoren, soziale oder ökonomische 
Rahmenbedingungen zählen häufig zu diesem T y p von zeitabhängigen K o -
var iablen. I m Gegensatz dazu w i r d bei internen zeitabhängigen Kovar iab l en 
der Kovariablenprozeß von den Indiv iduen, deren Verwei ldauer analysiert 
w i r d , selbst generiert, d.h. die Beobachtung einer konkreten Ausprägung der 
K o v a r i a b l e n i m Zei t interval l t hängt von den Ergebnissen des Verwe i ldauer -
Prozesses selbst ab. B e i internen Kovar iab len handelt es s ich häufig u m 
para l l e l verlaufende Prozesse, die mit dem Verweildauer-Prozeß wechselsei-
t i g zusammenhängen. E i n e formale Def init ion von externen u n d internen 
zeitabhängigen Kovar iab len erfolgt i n Abschni t t 4. 2. 
D i e expl iz i te Erhebung der Kovariablenwerte kann von Anwendungsfa l l zu 
Anwendungs fa l l vari ieren. B e i Untersuchungen i n regelmäßigen Abständen, 
etwa bei Quartalsuntersuchungen i n der M e d i z i n , werden die Kovar iab len -
werte i m m e r an den Schnittgrenzen der Intervalle gemessen. Für das Ze i t in -
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terval l [ a t _ i , at) werden die Kovariablenwerte x(t) z u m Zei tpunkt at-i erho-
ben, u n d a m E n d e des Intervalls , d.h. bei der nächsten Untersuchung, w i r d 
registr iert , ob das i n Frage stehende Ereignis eingetreten ist. E i n e andere V o r -
gehensweise w i r d z . B . bei Retrospektivfragen i m sozio-ökonomischen P a n e l 
gewählt. Hier werden D a t e n i n Bezug auf Erwerbstätigkeit u n d E i n k o m m e n -
sentwicklung auf Monatsebene erfragt. Beispielsweise sollen die Personen 
ankreuzen, ob sie i n einem best immten M o n a t vo l l erwerbstätig, arbeitslos , 
i n einer U m s c h u l u n g etc. waren. E s w i r d also eine bestimmte Zeiteinheit 
(hier: M o n a t ) zugrundegelegt, u n d dieses Zeit interval l ist die kleinste E i n -
heit , i n der die Daten erhoben werden können. Die aufeinanderfolgenden 
Zeit interval le t = 1 ,2 , . . . , q entsprechen dann den aufeinanderfolgenden M o -
naten 1, 2 , . . . , 
W i e i n den vorangegangenen Abschni t ten w i r d davon ausgegangen, daß die 
Kovar iab l en durch eine L inearkombinat ion auf die bedingten Ubergangs-
wahrscheinl ichkeiten einwirken. Für den i m M o d e l l enthaltenen ze i tunab-
hängigen Kovar iablenvektor x\ sei diese L inearkombinat ion x'tf. Für die 
E i n w i r k u n g der zeitabhängigen Kovar iab len gibt es mehrere Möglichkeiten, 
die i m einzelnen skizziert werden. 
1. Sei der Kovar iab lenpfad bis z u m Intervall t gegeben durch 
wobei x ( s ) , s = 1 , . . . , t , den Kovariablenvektor z u m s - t e n Interval l bezeich-
net. E s werden Parametervektoren 0t9 definiert, deren Dimens ion gleich der 
Dimens i on v o n x(s) ist . Ferner sei 
der Gesamtvektor bis z u m Zei tpunkt £, u n d es w i r d angenommen, daß die 
E i n w i r k u n g des Kovariablenpfades der zeitabhängigen K o v a r i a b l e n auf die 
Hazardrate des Intervalls t durch z(t)'Bt erfolgt. In diesem allgemeinen M o -
del l ist auch der Gewichtsvektor 0t zeitabhängig. Die Hazardrate i m t-ten 
Intervall w i r d beeinflußt v o m gesamten Kovariablenvektor der Vergangenheit , 
u n d der Einfluß ist für das t - t e Intervall spezifisch. 
2(t) = ( * ( l ) ' , . . . , * ( * ) ' ) / 
(4-1) 
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2. E i n e n Spezial fal l von (4.1) erhält m a n , wenn i n Bt die Spezi f ikation 
0ts = 0_(t_ 5) (4-2) 
getroffen w i r d , mi t BQ := B. D ie E i n w i r k u n g der zeitabhängigen K o v a r i a b l e n 
bis z u m Zeit interval l t läßt sich dann durch 
( * ( * - r ) ' , . . . , *(*)') 
V e ) 
model l ieren , wobei Bts = 0 gesetzt w i r d für t — s > r . Dies entspricht der 
M o d e l l i e r u n g von T i m e - L a g s , deren O r d n u n g durch die Festlegung B-s = 0 
für s > r z u fixem r vorgegeben werden kann. 
B e i der Mode l l i e rung von T i m e - L a g s bis zur ersten O r d n u n g erhält m a n den 
Einfluß der Kovar iab len auf die Hazardrate des Zeit interval ls t i n der F o r m 
x'rf + xit - l ) ' 0 _ i +x(t)'0 . 
D e r Einfluß der Kovar iablenvektoren der Vergangenheit hängt jetzt nur noch 
v o m A b s t a n d z u m gegenwärtig betrachteten Ze i tpunkt ab. Der Gewichts-
vektor hängt nicht mehr v o m betrachteten Ze i tpunkt t selbst ab. 
3. D e r für die Anwendung wichtige einfachste F a l l ergibt sich durch die 
zusätzliche Voraussetzung 
B_{t_s)=0 für s = l , . . . , t - 1 (4-3) 
H i e r spielen nur noch die Kovariablenwerte des aktuel len Zeit interval ls eine 
R o l l e , u n d ihr Einfluß erfolgt über x(t)'B. 
D i e unter 1. vorgestellte allgemeine Parametr is ierung ist nur s innvol l , wenn 
die A n z a h l q der Zeit intervalle nicht zu groß ist , denn die Z a h l der zu schät-
zenden Parameter w i r d mi t zunehmendem q sprunghaft erhöht. E s s ind 
d a n n riesige Datenmengen erforderlich, u m die Parameter mi t ausreichender 
Genauigke i t schätzen zu können. Be i großer Zahl der Intervalle ist es zweck-
mäßig, s ich auf Model le der F o r m (4.2) mi t T i m e - L a g s niederer O r d n u n g 
oder auf die Spezif ikation (4.3) zu beschränken. 
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Die dargestel l ten Möglichkeiten der E i n w i r k u n g der zeitabhängigen K o v a -
r iab len sowie der Einfluß der zeitunabhängigen Kovar iab l en können i n e in -
heit l icher F o r m erfolgen. D a z u definieren wir den Gesamtparametervektor ß 
durch 
/ 7 \ 
ß 






V o / 
Die Dimensionierung der Teilvektoren und Nullvektoren in z(t) wird derart 
vorgenommen, daß bei der Skalarproduktbildung 
z(t)'ß = z ' l 7 + z(t)' dt (4-4) 
gi l t , für t = I m folgenden gehen wir stets v o n der allgemeinen 
Dars te l lung (4.4) aus. 
D i e Def in i t i on der Hazardrate w i r d folgendermaßen erweitert 
\{t \z(t)) = P(T = t\T>t,z(t)) (4-5) 
X(t | z(t)) ist die (bedingte) Wahrscheinl ichkeit für einen Zustandswechsel 
bzw. Ubergang i m Zeit inter va l l gegeben das Interval l u n d der P f a d des 
Kovar iab len vektors bis z u m Zeit inter val l t. 
Z u r Mode l l i e rung der Hazardrate i n Abhängigkeit von den K o v a r i a b l e n kön-
nen die i n K a p i t e l 3 beschriebenen Model le entsprechend erweitert werden. 
M a n erhält beispielsweise 
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1. Logistisches Modell 
\(t | z(t)) = 
exp(z(t)'ß) 
(4-6) 
1 + exp(z(t)'ß) 
2. Gruppiertes Cox-Modell 
\(t | z(t)) = 1 - ezp(-exp(z(t)'0)) (4-7) 
3. Modelle mit "Proportionalität" der diskreten Hazardraten 
X(t I z(t)) = exp(z(t)'ß) (4-8) 
Modell (4.8) ist eine direkte Verallgemeinerung des Modells (3.14). Es ist 
jedoch zu beachten, daß in (4.8) die Proportionalität der diskreten Hazard-
raten im allgemeinen nicht mehr gilt, da die Kovariablen zeitabhängig sind. 
Darüber hinaus folgen auch hier aus der Restriktion 0 < X(t \ z(t)) < 1 
Einschränkungen für den zulässigen Bereich des Parameterraums. 
Bei Einbeziehung von zeitabhängigen Kovariablen kann (4.7) nicht mehr als 
"gruppierte Version" des Cox-Modells mit stetig gemessener Zeit abgeleitet 
werden. 
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4.2 B e z i e h u n g zwischen Survivorfunkt ion und Hazardrate 
Werden zeitabhängige Kovariablen im Modell berücksichtigt, können die in 
Kapitel 1 abgeleiteten Beziehungen zwischen Hazardrate, Survivorfunktion 
und der Wahrscheinlichkeitsverteilung von T nicht ohne weiteres übernom-
men werden. Zunächst werden die zu Beginn des Kapitels ausgeführten Defi-
nitionen für verschiedene Typen von zeitabhängigen Kovariablen formalisiert. 
Sei T die Verweildauer mit T € {1,. ..,<?}. Zusätzlich werden die Indikator-
variablen 
rp(s) _ f 1, falls im Zeitintervall s ein Übergang stattfindet; 
\ 0 sonst, 
s = 1,... , 5 , definiert. Dabei wird auf den Index i für das Individuum ver-
zichtet. 
Externe zeitabhängige Kovariablen werden definiert durch die Eigenschaft 
P(x(t + 1 ) , . . . , x(q) | T<!\ . . . , T « . . . , x(t)) = 
P(z(t + l),...,x(q)\x(l),...,x(t)), 
t = l , . . . , g . (4.9) beinhaltet, daß die zukünftige Entwicklung des Kovari-
ablenpfades nicht von den Variablen . . . , T ^ \ die die Verweildauer des 
Individuums bis zum Zeitintervall t festlegen, abhängt. 
Bei internen zeitabhängigen Kovariablen wird der Kovariablenprozeß vom 
Individuum, dessen Verweildauer im in Frage stehenden Zustand untersucht 
wird, selbst generiert. Hier hängt es entscheidend davon ab, welche Ver-
weildauern analysiert werden und wie die inhaltlichen Relationen zwischen 
Verweildauer und Kovariablen sind. Handelt es sich um Lebenszeitstudien, 
wie sie z.B. in der Medizin üblich sind, dann gilt 
P(T>t\x(l),...,x(t)) = l, (4-10) 
wenn aus der Bedingung x ( l ) , . . . ,x(t) mit Sicherheit folgt, daß das Indivi-
duum das Intervall t erreicht hat. Gilt für interne zeitabhängige Kovariablen 
(4.10), nennen wir sie "strikt informativ". Handelt es sich jedoch bei Ver-
weildauer und Kovariablen um zwei parallel verlaufende Prozesse wie z.B. 
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Dauer des gegenwärtigen Beschäftigungsverhältnisses u n d Heirat , so können 
sich diese Prozesse zwar gegenseitig beeinflussen, aber es gilt i n der Regel 
nicht (4.10). Solche internen zeitabhängigen Kovar iab len s ind "n i cht s tr ikt 
in format iv" . 
Es läßt sich formal eine " S u r v i v o r f u n k t i o n " 
definieren. (4.11) besitzt allerdings keine Surv ivor - Interpre tat i on i m Sinne 
von K a p i t e l 1 als unbedingte Wahrscheinl ichkeit , das Intervall t " z u erle-
ben" , gegeben die Kovar iab len . B e i s tr ikt in format iven Kovar iab l en w i r d 
dies unmitte lbar aus (4.10) deutl ich. A b e r auch bei nicht informativen K o -
variablen ist (4.11) keine Surv ivor funkt ion i m üblichen Sinne. Insbesondere 
müssen sich die Wahrscheinl ichkeiten P(T = t \ x ( l ) , . . . , x(t)) nicht z u 1 
aufsummieren. 
Es läßt sich allerdings wie i n K a p i t e l 1 eine Beziehung zwischen Surv ivor -
funkt ion u n d Hazardrate ableiten. E i n e U m f o r m u n g von (4.11) ergibt mi t 
Die Faktoren auf der rechten Seite von (4.12) s ind jedoch nicht ohne weiteres 
gleichzusetzen mi t 1 — X(s | x (s ) ) , da i n (4.12) der Kovar iab lenpfad bis z u m 
Zeit interval l t gegeben ist. 
Es gilt allgemein für Ereignisse A3,BS, Cs 
S(t I . . . , *(*)) = P ( T > i | . . . , i ( 0 ) (4-11) 
x ( i ) = ( * ( ! ) , . . . , * ( 0 ) 
t - i 
S ( i | x(t)) = YI P(T > s | T > s, i(t)). (4-12) 
P(AS | B3 n Ca) = 
P(Cs\A,nBa)P(A3\Bs) 
P(C3 | B.) 
und m a n setzt 
A3 = {T> s}, Bs = {T> s,x(s)}, Cs = {x(s + l ) , . . . , x ( * ) } 
Daraus folgt 
P(T > s | T > s,x(t)) = P(T > s\T> s,x(s))Q3 (4-13) 
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mit 
ö _ P(x(s + l),...,x(t)\T>s,x(s)) 
^ 3 P(x(s + 1 ) , . . . , x(t) | T > 5, x(s))' 
B e i den externen zeitabhängigen K o v a r i a b l e n hängt die Verte i lung x(s -f 1), 
..., x(t) n icht v o n 7 \ , . . . , Ts ab, u n d m a n erhält Q3 = 1. D a m i t ergibt sich 
bei externen zeitabhängigen Kovar iab len 
t-i 
S(t\x(t)) = J[(l-\(s\x(s))) (4-14) 
5 = 1 
i n Ana log ie z u (1.19). D a r a u s folgt, daß bei externen zeitabhängigen K o -
variablen bei der B i l d u n g der L ike l ihood funkt ion wie bei den Model len mi t 
zeitunabhängigen K o v a r i a b l e n verfahren werden kann . B e i internen zeitab-
hängigen K o v a r i a b l e n , insbesondere bei s tr ikt in format iven Kovar iab len , ist 
dies nicht möglich. I m nächsten Abschn i t t w i r d eine Möglichkeit der K o n -
s t r u k t i o n der L i k e l i h o o d f u n k t i o n vorgestellt, die auch für diese T y p e n von 
K o v a r i a b l e n geeignet ist . 
4.3 Maximum—Likelihood—Schätzung 
In diesem A b s c h n i t t w i r d eine Vorgehensweise beschrieben, die für zeitab-
hängige K o v a r i a b l e n anwendbar ist . D i e D a t e n von I n d i v i d u u m i seien (£, S{) 
u n d Zi(ti) m i t Zi(ti) = . . . , £ ; ( t , ) ) . D i e indiv iduel le Zensierungszeit 
sei repräsentiert durch eine ganzzahlige Zufalls variable C{ 6 {1,...,<?}. Z u r 
K o n s t r u k t i o n der L ike l ihood funkt i on berechnen w i r die Wahrscheinl ichkeiten 
für die beiden Ereignisse = u n d = 0 , z t ( t i — 1)}. Hier 
ist bereits die A n n a h m e enthalten, daß Zensierungen stets zu Beg inn eines 
Zeit intervalls statt f inden. Dies bedeutet, daß die Kovar iab len Zi(t{) nicht 
mehr erhoben werden, falls t t e in zensierter Ze i tpunkt ist . 
E s ergibt sich 
P(ti,6i = l,Zi(U)) = P{Ti = t u d > U , Z i ( t i ) ) 
U-i 
= H P ( T , > s,d > s,zt(s) | (4-15) 
5=1 
•P{T = tt,Cl > t U Z i { t i ) | ) 
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mit Hi,, = {Ti >s,d> s,zi(s)}, Hi0 = {Ti >0,d> 0}. 
(4.15) erhält man durch Anwendung der Formel 
P(A1n...nAti) = P(A1)-P(A2\A1)-P(A3\A1nA2) 
•••P(Ati \Ai n . . . n V i ) 
mit As = {Ti > s,Ci > s,Zi(s)}, s = 1,. 1 und Au = {Tt = tt,d > 
Aus (4.15) resultiert mit 
P ( A n P | C) = P ( A | B n C ) P ( P | C) 
die Form 
P(<i,Äi - 1,*(*0) = Y[P(Ti> s\Ti> s - l , d > s^iis^Hi,.-!) 
3=1 
• P(2,(6),C i > j | Hi^PiTi = U | T, > U - l , d > tuZiltilHify-i) 
•P(zi{U),Ci>ti \Hi,tt.1). 
(4-16) 
Dabei wurden die in # i ) 5 - i enthaltenen Ereignisse {Ti > s — 1} explizit 
aufgeführt, um den Zusammenhang mit der Hazardrate zu verdeutlichen. 
Setzt man für den Zusammenhang zwischen Verweildauer und Zensierungs-
mechanismus voraus, daß gilt 
P(T{ = s | Ti > s - 1, d > 5, Zi(s)) = P(T{ =s\Ti> s - 1, 
dann folgt 
ti-i 





Weiter erhält m a n unter der A n n a h m e , daß die Zensierung jeweils z u Beginn 
des Interval ls stattf indet, 
P(ti,6i = 0,*i(t 8- - 1)) = P(Tt > t i , d = U,zl(tl - 1)) 
u-i 
= J J P(T% > s | d > s,zt(s),Hl}S-,)P(Ci > s,Zi(s) | Hit8^) 
3=1 
•P(Ci = ti\Hiiti-1) 
ti-1 
= J ] (1 - A(s | 2<(a)))P(C< > | ^ . . - i ) • P(C< = | # , , « , - ! ) 
3 = 1 
(4-18) 
(4.17) u n d (4.18) können zusammengefaßt werden zu 
ti-i 
PWuSuziW'ziiU - l ) 1 - * ' ) = \(U | z,(U))s< J J (1 - A(s I *,•(*))) • (5, 
(4-19) 
mit 
Qi =P(zi(ti),Ci > U | )**P(C, = i,- | ffi,,,-,)1-* 
< t - l 
3 = 1 
(4.19) ist der Be i t rag des z-ten Individuums zur Like l ihoodfunkt ion . Die 
Her le i tung dieses Beitrages erfordert keine speziellen A n n a h m e n über die K o -
variablenprozesse Zi(t). E s kann sich dabei auch u m v o m Ind iv iduum selbst 
generierte Prozesse handeln , die paral le l zur untersuchten Verweildauer beob-
achtet werden können. Dies schließt auch interne zeitabhängige Kovar iab len 
i m Sinne von Kalbf le isch /Prent ice (1980), K a p . 5. 2, ein. 
Die ersten beiden Faktoren auf der rechten Seite von (4.19) s ind i n völliger 
Analogie z u (3.21), allerdings ohne daß bei der Herle i tung vom Konzept der 
Surv ivor funkt ion Gebrauch gemacht wurde. Ist der letzte Faktor Qi auf 
der rechten Seite von (4.19) "nicht in format iv" , d.h. er hängt nicht von 
den die Hazardrate determinierenden Parameter ab, kann dieser Faktor bei 
der B i l d u n g der Likel ihoodfunkt ion vernachlässigt werden. Andernfal ls kann 
(4.19) unter Vernachlässigung des letzten Faktors als " P a r t i a l L i k e l i h o o d " i m 
Sinne von Cox (1975) verwendet werden. 
Enthält Zi(t) nur externe Kovar iablen u n d sind Zensierungen ausgeschlossen, 
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dann ist mi t (4.9) Qi von der F o r m 
Qi = i[P(zi{s)\zi(s-l)) 
3 = 1 
u n d kann damit i n der L i k e l i h o o d vernachlässigt werden. Be i Vor l iegen von 
Zensierungen allerdings s ind dafür Zusatzannahmen über den Zensierungs-
mechanismus notwendig. 
I m folgenden verwenden w i r als L ike l ihood funkt ion unter Vernachlässigung 
von Qi 
n ti-1 
L = Y[ \(U | Zi(U))s' J ] (1 - \(s | 2,(5))) . (4-20) 
1=1 3 = 1 
4.4 Möglichkeiten zur K o n s t r u k t i o n v o n speziellen zeitabhän-
gigen K o v a r i a b l e n 
In diesem Abschn i t t werden für zeitabhängige Kovariablenprozesse einige 
Spezialfälle des allgemeinen Model lansatzes erörtert. 
Verschiedene Zeitskalen für die K o v a r i a b l e n 
In der Def in i t ion der Hazardrate A(t | x(t)) g i lt der Zeitparameter t für alle In -
d i v i d u e n . D a b e i muß es sich nicht u m die Kalenderzeit handeln. I m allgemei-
nen w i r d t die Zeit seit dem Eintreffen eines individuenspezif ischen Ere ignis -
ses sein, gemessen i n best immten Zeit int ervallen, etwa M o n a t e n oder Q u a r t a -
len. Für die Kovariablenprozesse hingegen können verschiedenen Zeitskalen 
herangezogen werden. Dies soll durch einige Beispiele veranschaulicht wer-
den. 
Seien tQeb^ u n d tßin^ die Ze i tpunkte der Geburt u n d des E i n t r i t t s i n den 
i n Frage stehenden Zus tand für das I n d i v i d u u m i. Be i vielen empirischen 
S tud ien ist letzterer Ze i tpunkt identisch m i t dem Eintreten des Indiv iduums 
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i i n die Studie . E s werden folgende zeitabhängige Kovar iab l en definiert: 
xn(t) = 1 
xi2{t) = log(t-tEin{l) + 1) 
Xiz{t) = t - tceb(i) 
D a b e i bedeutet t die Kalenderzeit ( in diskreter F o r m als Ze i t interval l , even-
tue l l gemessen ab einem best immten " N u l l p u n k t " ) . xn(t) u n d Xi2(t) können 
als Tei le einer " G r u n d h a z a r d r a t e " aufgefaßt werden, ähnlich den Regressions-
model len für Verwei ldauern bei stetig gemessener Zeit . ß2Xi2(t) stellt appro-
x i m a t i v e in diskretes Analogon zur W e i b u l l - G r u n d h a z a r d r a t e dar. ßzXis(t) 
repräsentiert einen möglichen AltersefFekt. Die Zeitskala kann auch dahinge-
hend abgeändert werden, daß z .B . bei der Kovar iab len 2,3(£) das A l t e r nicht 
i n M o n a t e n , sondern i n Jahren gemessen w i r d , falls die D a t e n in M o n a t e n 
vorliegen. Dies w i r d erreicht durch die Festsetzung 
E i n e spezielle Variante der Verweildauerabhängigkeit w i r d von M a n t e l / H a n -
key (1978) betrachtet. Die Abhängigkeit von t w i r d durch ein P o l y n o m 
= 5ZI=o 19t9 v o m Grade r model l iert . D ie Koeff izienten js des Po lynoms 
werden dann als Parameter mitgeschätzt. So l l i n h(t) die Zeit seit E i n t r i t t 
i n die Studie eingehen, können zur B i l d u n g des Po lynoms die Kovar iab len 
X{o(t) = 1, X i 3 ( t ) = (t — tEin(i))8 m r 5 = 1 , . . . , r herangezogen werden. 
Intervallspezifische Kovariablen 
Z u r Einbez iehung von intervallspezifischen Kovar iab len gibt es mehrere Mög-
l ichkeiten. E i n e erste Variante besteht d a r i n , für jedes Zei t interval l t = 
1 , . . . , T — 1 eine D u m m y - V a r i a b l e zu generieren, etwa 
A u f diese Weise werden T — 1 zusätzliche Kovar iab len i n den Regressions-
ansatz aufgenommen. Die dazugehörigen Parameter b i lden wieder eine A r t 
" G r u n d h a z a r d r a t e " , die allen Ind iv iduen gemeinsam ist . D ie Parameter ha-
ben dieselbe Bedeutung wie die Parameter 0t des logistischen oder des grup-
pierten Cox -Mode l l s i n Abschnit t 3. 
xu{t) = x 8- 3(0 /12. 
1, für t = r ; 
0, sonst, r = l , . . . , T - l . 
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E s ist zu beachten, daß die Z a h l der zu schätzenden Model lparameter stark 
anwächst, wenn die Zah l Her Zeit int ervalle zun immt , auch bei endlichem Be -
obachtungszeitraum Eine Möglichkeit, die Zah l der die Grundhazardrate 
bildenden Parameter zu begrenzen, besteht dar in , jeweils für mehrere auf-
einanderfolgende Zeit int ervalle den gleichen Parameter zu wählen. Liegen 
z .B . Monatsdaten vor, so können D u m m y - V a r i a b l e n 
f ü r l ; 
i l l j _ \ 0 , sonst, 
< t < 12; 
1, für 13 < t < 24; 
0, sonst, etc. 
eingerichtet werden, so daß die Parameter der Grundhazardrate nur von J a h r 
z u Jahr variieren. Selbstverständlich können auch andere Abstände gewählt 
werden. 
Schließlich ist auch die Mode l l i erung von Verschiebungen der Hazardrate ab 
einem gewissen Zeitpunkt möglich, die z .B . durch einen " S t r u k t u r b r u c h " 
zustande gekommen s ind. Definiert m a n eine Dummy-Var iab l e der F o r m 
(i\ _ / 1) für t > T; 
' t U r j ~ \ 0 , sonst, 
so mißt der dazugehörige Regressionskoeffizient eine mögliche Veränderung 
der bedingten Ubergangswahrscheinlichkeiten ab dem Zei tpunkt r . 
D u m m y - V a r i a b l e n für Einflußfaktoren, die nur über einen gewissen 
Z e i t r a u m wirksam sind 
E i n e spezielle F o r m von zeitabhängigen Kovar iab len dient dazu , den Einfluß 
von Therap ien , Programmen oder Strategien (z .B. Marketingstrategien) zu 
überprüfen, die nur während eines bestimmten Zeitraums durchgeführt wer-
den. E i n weiteres Ziel kann darin bestehen, eventuelle Nachwirkungen der 
Therap ie oder des Programms zu analysieren. Bezeichnet m a n Beg inn u n d 
E n d e der Therapie bzw. des Programms mit T\ u n d T 2 , SO können folgende 
D u m m y - V a r i a b l e n eingeführt werden: 
68 
( 1, für 7*1 < t < r 2 , falls Person i an Therapie 
x i l ( t ) = < oder P r o g r a m m teilgenommen hat; 
l 0, sonst 
( 1, für t > r 2 , falls Person z an Therapie 
^ i 2 ( 0 = \ oder P r o g r a m m teilgenommen hat; 
l 0, sonst. 
S i n d die zugehörigen RegressionskoefHzienten signifikant negativ (pos i t iv ) , 
so ist die Therapie bzw. das P r o g r a m m effektiv u n d verringert (vergrößert) 
die bedingte Wahrscheinlichkeit für einen bevorstehenden Zustandswechsel. 
Ist darüber hinaus der erste Koeffizient absolut signifikant größer als der 
zweite, s inkt (steigt) der Effekt nach dem Absetzen der Therapie bzw. des 
Programms. 
E i n e Erweiterung des Konzeptes besteht d a r i n , daß die Durchführung der 
Therapie oder des Programms von best immten M e r k m a l e n aus der Vorge-
schichte des Prozesses abhängig gemacht w i r d . E s liegen dann i n d i v i d u -
enspezifische Anfangs- u n d Endze i tpunkte Tu u n d Tj 2 vor, die v o m E i n t r e t e n 
bestimmter Ereignisse oder Ausprägungen von zeit l ich variierenden K o v a r i a -
blen abhängen. 
E i n weiteres Anwendungsbeispiel für Kovar iab len der eben beschriebenen 
F o r m ist die Untersuchung der W i r k u n g zeit l ich befristeter betriebl icher 
Maßnahmen (z .B. Arbeitsbeschaffungsmaßnahmen) bei der Ana lyse der D a u -
er der Arbeitslosigkeit . 
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5. Exponentialmodel le mit konstantem H a z a r d in den Intervallen 
Die i n K a p i t e l 3 behandelten Mode l l e betrachten die abhängige Var iable 
Verweildauer als re in kategorial , wobei T = t das E intre ten des Zielereig-
nisses im Interval l [at-i,at) bezeichnet. Das hier behandelte M o d e l l unter-
scheidet sich von dieser Model lklasse insofern, als die Verweildauer T hier 
als stetig betrachtet w i r d . A l lerd ings w i r d wieder die Interval leintei lung 
[ a o ,&i ) , • • •, [aq,aq+i) zugrundegelegt, wobei die Hazardrate X(t | x) i n stet i -
ger Zeit als konstant i n diesen Intervallen vorausgesetzt w i r d . Obwoh l dem 
G r u n d e nach stetig, w i r d das M o d e l l hier betrachtet, e inmal wegen der " D i s -
kret is ierung" i n Intervalle u n d z u m anderen wegen der Beziehung zu den i n 
der Analyse kategorialer D a t e n weitverbreiteten loglinearen Mode l l en . 
Der Einflußgrößenvektor x w i r d i m folgenden immer als kategorial i n einer 
entsprechenden K o d i e r u n g (siehe Abschn i t t 1.2) vorausgesetzt. X(t | x) be-
zeichnet die Hazardrate zur stetigen Verwei ldauer T . 
5.1 Model ldarste l lung 
Für stetig beobachtete Zeit t w i r d häufig das i n K a p i t e l 1 kurz besprochene 
C o x - M o d e l l 
X(t | x) = X0(t)exp(x'ß) 
zugrundegelegt. A 0 ( t ) ist i n diesem M o d e l l die " B a s e l i n e " - H a z a r d r a t e , die 
unabhängig v o m Kovar iablenvektor x ist , u n d X(t \ x) bezeichnet die ste-
tige Hazardrate . E i n e spezielle Vers ion dieses Model ls ergibt sich aus der 
A n n a h m e , daß die " B a s e l i n e " - H a z a r d r a t e innerhalb jeder der vorgegebenen 
Intervalle [ a 0 , a i ) , . . . , [a g ,oo) konstant ist , d .h. es gilt 
X0(t) = Xi für t £ [a t-_i,a t-) , (5-1) 
wobei a g + 1 = oo. M a n erhält das Exponentialmodell mit konstantem Hazard 
in den Intervallen durch 
lnX(t | x) = InXi + x'ß (5-2) 
für t E [a,i-i,ai), i < q. S i n d die Einflußgrößen x\,...,xv kategorial , so 
ist (5.2) i n dieser F o r m nur s innvol l , wenn die Komponenten von x d i chotom 
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s ind . Bes i tzen die Komponenten Xi mehr als zwei Ausprägungen, benutzt 
m a n , wie i n Abschn i t t 1.2 dargestellt , D u m m y - V a r i a b l e n . D a loglineare 
Mode l l e für kategoriale Var iab len meist anders formalisiert werden, w i r d der 
Zusammenhang der verschiedenen Darste l lungen i m folgenden kurz skizziert . 
Die D a r s t e l l u n g i m folgenden orientiert sich zuerst a m F a l l kategorialer E i n -
flußgrößen, da dafür Programme der loglinearen Kontingenztafelanalyse a n -
wendbar s ind ( L a i r d & Ol iv i e r , 1981). D e r allgemeinere F a l l mi t möglichen 
metr ischen Einflußgrößen w i r d danach behandelt . 
Sei x' = (xi,... xp) der Vektor der interessierenden ursprünglichen Var iab len 
mi t den möglichen Ausprägungen { l , . . . , r a ; } für X{. Z u r Komponente X{ 
erhält m a n m,; — 1 D u m m y - V a r i a b l e n i n Ef fektkodierung durch 
1, x i — k, 
- 1 , X{ = TT 
0, sonst. 
x[l) = ( - , i m t ; 
D e m V e k t o r x1 = (xi,..., xv) entspricht d a n n ein Vektor von D u m m y - V a -
r iab len 
x - ( x { 1 ) x{1) x ( 2 ) x{2) x{1)'X{2) ) 
wobei als Komponenten i n x auch P r o d u k t e von D u m m y - V a r i a b l e n zur K o -
dierung v o n InteraktionsWirkungen auftreten können. 
M o d e l l (5.2) ist dann für t G [aj_i,a,-) v o n der F o r m 
ln\(t | x) = InXi + x'ß , (5-3) 
wobei der Vektor der D u m m y - V a r i a b l e n als Kovariablenvektor eingeht. Der 
Einflußvektor x enthält kodierte D u m m y - V a r i a b l e n u n d P r o d u k t e davon. 
Unter Verwendung der Effektkodierung läßt sich der T e r m x'ß i n der bei 
loglinearen Model len üblichen F o r m darstellen durch 
U0 + Wl(n) + ul(x2) + • • • + U i 2 ( x l Z 2 ) + • • • + U i . . . p ( X l | . . . | X p ) , 
wobei Xi die möglichen Ausprägungen Xi E { l , . . . , m , } besitze. Ana log 
zu den loglinearen Mode l len bezeichnet m a n iii,...,up als HauptefFekte, 
^ i 2 , ^ 1 3 , • • • , ^ p - i , p als 2 -Faktoren- Interakt ionen u n d entsprechend Terme, 
die k Var iab len verknüpfen wie U12 . . .A:, als k-Faktor-Interaktion. 
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Das M o d e l l (5.3) ist damit für t £ [ a i _ i , a ; ) darstellbar durch 
ln\(t | x) = u + u 0 ( t ) + ü i ( Z l ) + . . . + u i . . . p ( x 1 . . . x p ) (5-4) 
bzw. durch 
?nA(t | x) = u 0 ( o + ^ . . . 4'r)?in...*r(ii,..,>) = u o(i) + s'/? , 
j.e{\t...tmia} 
wobei der ursprüngliche Variablenvektor x als Einflußvektor i n X(t \ x) e in-
geht. 
Es gilt u 0 ( t ) = friA; u n d die für loglinearen Model le üblichen Nebenbedin-
gungen 
Eun...«r(ii,..,ir) = ° 
für i i , . . . , z r £ { 1 , . . . ,p} müssen erfüllt sein. Der Parametervektor ß u n d 
die u - P a r a m e t e r entsprechen einander. Beispielsweise entspricht W i ( X l ) der 
Komponente i n /?, die mi t x i 1 ^ mult ip l ikat iv verknüpft ist. Z u logl inearen 
Mode l l en u n d deren Darste l lung vergleiche m a n H a m e r l e / T u t z (1984). 
M o d e l l (5.4) ist ein saturiertes M o d e l l , was den Einflußvektor x betrif ft , 
da sämtliche Interaktionsterme bis zur p - F a k t o r - I n t e r a k t i o n erhalten s ind . 
Vereinfachte Model le ergeben sich, wenn nur Interaktionsterme niedrigerer 
Ordnung oder nur Haupteffekte zugelassen werden. 
A l s C o x - M o d e l l m i t speziell gewählter " B a s e l i n e " - H a z a r d r a t e besitzt M o d e l l 
(5.3) wiederum die Eigenschaft proportionaler Hazardraten. E s gilt für zwei 
Einflußvektoren x,y 
i X(t I x) 
Das Verhältnis der Hazardraten zweier Einflußvektoren hängt somit nicht 
von der Zeit t ab. 
M o d e l l mit Interaktionen zwischen Kovariablen und Intervall 
E i n e naheliegende Verallgemeinerung des Model ls (5.4) erhält m a n , wenn die 
Zeit als eigener Faktor mi t möglichen Interaktionen mit den K o v a r i a b l e n i n 
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das M o d e l l aufgenommen w i r d . E ine derartige Veral lgemeinerung, die das 
formale K o n z e p t unverändert läßt und damit nach demselben Schätzprinzip 
abläuft, erhält m a n mi t 
ln\(t \x) = u + u 0(i) + . . . + up{Xp) + UoiOxO + . . . + w 0 i . . . P (tz 1 . . .x p ) (5-6) 
für t E [ a , _ i , a i ) , wobei die üblichen Nebenbedingungen unterstellt werden. 
D a m i t s i n d Interaktionen zwischen der Zeit t u n d den Kovariablenvektoren 
zugelassen. Die Proportionalität i n (5.5) gilt nicht mehr. M o d e l l (5.6) ist 
satur iert , d .h. jede i n den Intervallen konstante Hazardrate X(t \ x) läßt sich 
damit model l ieren. Ausgehend von diesem saturierten M o d e l l s ind einfachere 
n i cht - satur ier te Model le von Interesse. E i n erstes nicht -saturiertes Mode l l 
ist M o d e l l (5.4), das dadurch charakterisiert ist , daß die Interaktionen uoii...t r 
der Zeit m i t Kovar iab len verschwinden. Das saturierte M o d e l l (5.6) läßt sich 
so, abhängend von der E m p i r i e , vereinfachen. Z u m Beispie l läßt sich die P r o -
portionalität (5.5) durch die Relevanz der Interaktionen zwischen Zeit u n d 
K o v a r i a b l e n testen, da (5.5) nur gi l t , wenn diese Interaktionen verschwinden. 
D ie sich aus dem saturierten M o d e l l (5.6) ergebende Model lhierarchie ergibt 
sich analog zu den loglinearen Model len . Hierarchische loglineare Model le 
lassen sich eindeutig charakterisieren durch sämtliche Effekte, die keine M a r -
ginaleffekte eines anderen Effekts s ind . Diese max imalen Effekte werden 
zur Abkürzung des Model ls verwendet, indem die max imalen Effekte durch 
die Variablenindices angegeben werden. Querstriche trennen die max imalen 
Effekte voneinander. Entsprechend w i r d für die Verweildauer XQ u n d die 
V a r i a b l e n xi,x2^x3 das saturierte M o d e l l (5.6) durch 0123 abgekürzt, das 
M o d e l l m i t nur E i n - F a k t o r - E f f e k t e n ti t - , i = 0 , 1 , 2 , 3 durch 0 / 1 / 2 / 3 (vgl. 
H a m e r l e / T u t z (1984), S. 505). Das M o d e l l (5.5) mi t proport ionalem Hazard 
w i r d i n dieser Schreibweise für drei Var iab len durch 0/123 abgekürzt. 
Die Mode l ldarste l lung (5.6) geht aus von der üblichen Darste l lung der log-
l inearen Model le . Die alternative Darstel lung mi t D u m m y - V a r i a b l e n emp-
fiehlt sich insbesondere bei der Ab le i tung der L ike l ihood . A l s zusätzliche 
" Z e i t " - V a r i a b l e sei x0 eingeführt mit x0 = 2, wenn T E [a,-_i,a,-). M o d e l l 
(5.6) läßt sich dann mi t Hilfe der E f f ek t -Kod ie rung x\0^ zur kategorialen 
Var iab len XQ darstellen durch 
lnX(t | x) = u + Z i 0 ) u o ( i ) + • • • + + • • • 
(5-7) 
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für t G [ai-i,di) u n d damit xo = i. 
Mode l l (5.7) läßt sich part i t ionieren durch 
ln\(t | x) = 7 i (x ) + x'ßi , 
wobei in 7 ; (x) alle Terme zusammengefaßt werden, die von i u n d damit von 
der Zeit abhängen. D a r i n s ind auch Interaktionen zwischen Zeit u n d K o v a -
riablenvektor eingeschlossen. M a n beachte, daß 7 ; (x) wiederum e in linearer 
Term ist mi t 
ll(x) = (x?\...,x<?Kxi?)x[1\...)'ßo = x'0ß0 , 
wobei x^ = 0 ist für j ^ i u n d x^ = 1. Liegen beispielsweise keine 
Interaktionen vor, ist XQ = (0, . . . , 1 , . . . , 0)' der i-te E inhe i tsvektor , wenn 
t G [di-i,ai). M a n erhält damit die allgemeine M o d e l l f o r m 
ln\(t | x) = x'0ß0 + xßi , (5-8) 
wobei XQ die K o d i e r u n g der Intervalle u n d die Interakt ion zwischen Interval-
len u n d dem Kovariablenvektor x enthält, x eine reine K o d i e r u n g des K o v a r i -
ablenvektors darstel lt . D ie Interaktion zwischen Intervallen u n d K o v a r i a b l e n 
entspricht der Zeitabhängigkeit der Einflußgrößen. 
Im allgemeinen M o d e l l (5.8) ist die Beschränkung auf kategoriale Var iab len 
aufgehoben. I m Vektor x können ebenso metrische K o m p o n e n t e n enthal -
ten sein. Liegt z . B . nur der metrische Kovar iablenvektor x vor u n d keine 
Zeitabhängigkeit der Emflußgrößenwirkung, erhält m a n für t G [ai-Uüi) das 
einfache M o d e l l 
lnX(t | x) = 7J + x'ßi 
bzw. 
ln\(t | x) = (xi°\...,x^))'ßo + x'ßi. 
Die zeitabhängige W i r k u n g w i r d deut l ich an einem einfachen M o d e l l m i t 
skalarem Einfluß x u n d ausschließlich Interakt ionswirkungen. Gelte für t G 
[ai-ua.i) 
lnX(t | x) = ( x ^ , . . . , x[°\ x ^ x x ^ x , . . . xq0)x)ß0 
= Ii + xßoi 
bzw. 
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ln\(t I x) = (x x 
wobei ß0 = ( 7 i , . . . , 7 g , / ? o i , . . . , / ? o g ) . 
Hier vari ieren die Gewichte auf der Einflußgröße x von Intervall zu Intervall . 
Z u beachten ist , daß zwar die W i r k u n g der Kovar iab len zeitabhängig ist , 
nicht aber die Kovar iab len selbst. Zeitabhängige Kovar iab len , die über die 
Intervalle hinweg als konstant anzunehmen s ind , betrachtet C l a y t o n (1987) 
in einer Ubersicht über Verweildauermodel le . 
5.2 Maximum-Likel ihood-Schätzung 
E i n Vor te i l des Model ls m i t konstantem H a z a r d i n den Intervallen besteht 
d a r i n , daß Programme für loglineare Mode l le zur B e s t i m m u n g der M a x i m u m -
Likelihood-Schätzungen benützt werden können. Die Nutzbarmachung die-
ses Vortei ls geht vor a l lem auf Ho l f o rd (1980) zurück. Weitere Ausführungen 
finden sich bei Hol ford (1976), L a i r d & Ol iv i e r (1981) u n d F r i e d m a n (1982). 
Bezeichne i m weiteren A , = a t — a t _ i , i = 1 , . . . die Länge des i - t e n 
Intervalls. Z u r Verweildauer tj des Indiv iduums j bezeichne 
die stetige Zeit , die für das I n d i v i d u u m j i m Intervall [ a t _ ! , a ; ) beobachtet 
wurde. Sij sei eine Indikatorvariable z u m z-ten Interval l u n d j-ten I n d i v i -
d u u m mit Sij = 1, wenn für das I n d i v i d u u m der Z ie lzustand i m z-ten Intervall 
e intr i t t , und Sij = 0, wenn das I n d i v i d u u m nicht weiter beobachtet w i r d bzw. 
der Endzus tand in diesem Interval l nicht e intr i t t . M a n erhält mi t k = q + 1 z u 
jedem Ind iv iduum j die Vektoren tj. = ( t 1 ; - , . . . ,tkj) u n d öj. = (Sij, ••-,<$*;)> 
wobei in Sj höchstens eine Komponente 1, alle anderen gleich 0 s ind u n d i n 
tj. immer dann das gesamte Intervall A ; als Komponente erscheint, wenn 
von dem Ind iv iduum bekannt ist , daß es das Intervall [a,-,a,+i) erreicht hat. 
Für die stetige Surv ivor funkt ion u n d die Dichte des i n den Intervallen kon -
stanten Hazardmodel ls ohne Berücksichtigung von Kovar iab len erhält m a n 
für t G [at-Uat) 
tij = m m ( 0 , tj — a : _ ! , — a ; _ i ) 
A r A r - Xi(t - a,-_i)) 
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und 
f(t) = \tS(t) . 
Die L i k e l i h o o d für I n d i v i d u u m j m i t tj E [ai-i,at) erhält m a n m i t 
Lj = f(ij)Si' S(tjY~6i' =xt"S(tj) 
= \6{t} exp(— ^  XrAr)exp(—Xt(tj - a^-i)) 
Für beliebiges tj erhält m a n mi t den Komponenten der Vektoren tj.,6j. 
t=i 
Für die Gesamt l ike l ihood ergibt sich 





die A n z a h l der i m Interval l [aj_i ,a t - ) zu E n d e beobachteten Indiv iduen dar-
stellt u n d 
n 
i 
die Zeitdauer der gesamten Stichprobe i m Intervall [aj_i ,a,-) bezeichnet. 
Unter E inbez iehung von Kovar iab len ist M o d e l l (5.7) von der F o r m 
ln(X(t | XJ)) = ii(xj) + x'jßi für t £ [a,-_i ,aj) 
bzw. mi t Xi(xj) = exp(ji(xj)) von der F o r m 
X(t \XJ) = Xt(xj)exp(x'jßi) für t E [ a j _ i , a j ) . 
Diejenigen Terme i n der Mode l ldars te l lung (5.6), die v o m Interval l u n d damit 
von i abhängen, wurden in ji(xj) zusammengefaßt. 
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Für n i cht in format iven Zensierungsmechanismus erhält m a n ganz entspre-
chend die L i k e l i h o o d für I n d i v i d u u m j durch 
Lj = X^Xj)8^ exp(x'Jßl8ij)exp(exp(x,jßi) 
i-l 
- (-^2Xr(xj)Ar - Xi(xj)(tj - a t _ i ) ) ) 
r = l 
für tj G [ a t _ i , a j ) bzw. allgemeiner durch 
Lj = ]\Xi(xj)6ij expix'jßiS^expiexpiXjß^i-X^Xj^ij)). 
i 
Daraus erhält m a n die L i k e l i h o o d 
l = Y [ l j = n n A « ( ^ ) 6 , i ^ 
j « 3 
(5-9) 
M i t den Abkürzungen 
xj=x 
für die A n z a h l aller i m Intervall [a , -_i ,aj) z u E n d e beobachteten Indiv iduen 
m i t Merkmalsvektor x, u n d 
j 
X j = x 
für die Zeitdauer aller Ind iv iduen m i t Merkmalsvektor x i m Interval l [ a t _ i , a,-) 
läßt sich die G e s a m t - L i k e l i h o o d darstellen durch 
/ 
1=1 Z X 
= Y [ ] l x ^ d t , x e x p ^ ' ß i d t ^ 
1=1 X 
wobei ^ bzw. Ylx über alle möglichen Ausprägungen des diskreten Vektors 
x laufen. 
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M i t 7 7 i j > r : = Ti^xXi(x)exp(xlßi) erhält m a n die Vereinfachung 
D a der erste T e r m i n (5.10) keine Parameter , sondern nur Beobachtungen 




Äquivalenz der Like l ihood zu einem Poissonmodel l 
Die L ike l ihood läßt sich i m R a h m e n der loglinearen Model le max imieren , wie 
sich aus der Betrachtung des folgenden Mode l l s ergibt: Sei Dt,x unabhängig 
poissonverteilt mi t Parameter / i i , x T i j X für bekanntes TlfX) es gilt also E(DlyX | 
^i,x) = fJ>i,xTiyX. D a n n erhält m a n für die entsprechende L i k e l i h o o d mit den 




Es genügt wiederum, die reduzierte L ike l ihood funkt ion 
L r = n n ^ ' . * T ' . * ) d , ' , x c - " i - T ^ ( 5 - i 2 ) 
i x 
zu betrachten. 
Aus der formalen Ähnlichkeit zwischen (5.11) u n d (5.12) ergibt sich, daß Lr 
äquivalent ist zur reduzierten L ike l ihood , wie sie i n der Analyse von Pois -
son-Regressionsmodellen auftr i t t . D a m i t s ind Programme für die Poisson-
Regression, wie z . B . G L A M O U R , anwendbar. Im Spezialfal l rein kategorialer 
Einflußgrößen lassen sich auch Programme zur Kontingenztafelanalyse mi t 
poissonverteilten Größen in den einzelnen Zellen anwenden. 
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B e i m Vergle ich von Lr u n d Lr entsprechen sich m I ) X u n d fJ>ifXTiiX. m j > x ist 
spezifiziert durch das M o d e l l 
™>%,x = TliXXt(x)exp(x' ft) = TiiXexp(ji(x) + x' ßx). 
D a 7 i (x ) wiederum ein l inearer T e r m ist , läßt sich i m M o d e l l (5.8) setzen 
7 , ( x ) + x'ß, = x' 0 /9 0 + i ' f t = ( f ' 0 , 5 ' ) ( ^ ) , 
wobei xo die entsprechende K o d i e r u n g der Zei t terme bzw. der Interaktion 
zwischen Zeit u n d K o v a r i a b l e n enthält. M a n erhält m i t ß' = (ß'0,ß[) u n d 
x' — (#o> 
™>i,x = TijX exp(x'ß) . (5-13) 
Wählt m a n das loglineare P o i s s o n - M o d e l l 
E(Ditt | TitX) = exp(lnTiyX + x'ß) = TijXexp(x'ß) (5-14) 
für gegebene T ; j X , so erhält m a n , d a sich die L ike l ihood funkt ionen der beiden 
Model le entsprechen, die ML-Schätzung für ß durch M a x i m i e r e n des Model ls 
(5.14). 
Bedingungen für die Ex i s tenz u n d Eindeut igke i t der M a x i m u m - L i k e l i h o o d -
Schätzungen findet m a n bei F r i e d m a n (1982). Darüber hinaus betrachtet 
Fr i edman die Eigenschaften der Schätzungen, wenn die tatsächliche Hazar -
drate nicht konstant i n den Intervallen ist u n d die Intervallänge gegen N u l l 
konvergiert, wobei die A n z a h l der Intervalle wächst. Diese Vorste l lung ent-
spricht Breslows (1974) A n s a t z , der unter best immten Bedingungen die A -
quivalenz zur Parameterschätzung i m stetigen C o x - M o d e l l zeigt. Die Ver -
wendung von L i k e l i h o o d - R a t i o - T e s t s i m nächsten Abschn i t t basiert auf der 




In einer Studie zur Arbeitslosigkeit wurden zu 7168 Fällen folgende Var iab len 
erhoben: 
Ausprägungen Kategor ie 
XQ Dauer der Arbe i t s - 0-0.5 Jahre 1 
losigkeit 0.5-1 Jahre 2 
1-1.5 Jahre 3 
1.5-2 Jahre 4 
2 Jahre 5 
XI Alter 0-30 Jahre 1 
30-50 Jahre 2 
50 Jahre 3 
X2 Geschlecht männlich 1 
weiblich 2 
Z 3 Gesundheitl iche nein 1 
Einschränkungen j a 2 
£ 4 Beendigung selbst 1 
des letzten durch Arbeitgeber 2 
Arbei tsver - oder i m gegens. 
hältnisses Einvernehmen 
A l s erstes wurde die Gültigkeit des Model ls 0/1234 der Proportionalität 
der Hazardraten überprüft. M i t einem Loglikelihood-Verhältnis vom Wert 
162.67 bei 92 Freiheitsgraden w i r d das M o d e l l deutl ich abgelehnt (vergleiche 
M e i n d l (1985)). 
Zur Mode l lauswahl wurden i m ersten Schritt die Model le der O r d n u n g k 
betrachtet. E i n M o d e l l heißt dabei von der Ordnung fc, wenn sämtli-
che k-Faktor-Interaktionen enthalten sind. M a n erhält damit für die L o g -
Like l ihood-Stat i s t ik folgende Werte: 
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lq(Mk) F G kritische W ' k e i t 
M i 256.20 110 0.0 
M 2 80.3 81 0.225 
D a M 2 den D a t e n relativ gut angepaßt ist, wurden von M 2 ausgehend die Re-
levanz der impl iz ier ten Effekte untersucht. Bezeichne M 2 \ {i,r} das Mode l l 
2. Ordnung ohne die Interaktion zwischen Xt und Xr. Angegeben w i r d je-
weils die Logl ike l ihood lq(M2 \ {i, r}) u n d das Verhältnis lq(M2 \{i,r} | M 2 ) . 
Ausgehend von M o d e l l M 2 erweisen sich die Interaktionen Wo2>w04>u34 als 
unverzichtbar. Das reduzierte M o d e l l 0 2 / 0 4 / 3 4 / 1 mit den maximalen P a r a -
metern ^ 1 , ^ 0 2 , ^ 0 4 , ^ 3 4 erweist sich mit Iq = 112.69 bei 101 Freiheitsgraden 
mi t resultierender Restwahrscheinlichkeit von 0.201 als gut angepaßt. 
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M o d e l l l q ( M 2 M } ) FG k r i t . 
Wahrschein-
l i c h k e i t 
l q ( M 2 M } | M 2 ) FG k r i t . 
Wahrschein-
l i c h k e i t 
M 2 M O , 1 } 102 ,71 39 0 , 152 12,41 8 0 , 1 34 
M 2 M O , 2 } 133 ,34 85 0 ,001 4 3 , 0 4 4 0 , 0 
M 2 M O , 3} 9 3 , 31 85 0 , 2 5 2 3 ,01 4 0 , 556 
M 2 ^ ( O F 4 } 131 ,94 85 0 ,001 41 ,64 4 0 , 0 
M 2 N { 1 F 2 } 90 , 47 83 0 , 2 6 9 0 , 17 2 0 , 9 1 9 
M 2 ^{1 ,3 } 90 , 66 33 0 , 2 6 5 0 , 36 2 0 , 8 3 5 
M 2 M 1 , 4 } 90 ,41 33 0 , 2 7 1 0 , 1 1 2 0 , 9 4 6 
M 2 ^{2 ,3 } 9 1 , 1 9 82 0 , 2 2 8 0 , 8 9 1 0 , 3 4 5 
M 2 ^ { 2 F 4 } 9 2 , 9 3 82 0 , 1 9 2 2 , 6 3 1 0 , 105 
M 2 ^{3 ,4 } 97 ,71 82 0 , 1 1 4 7,41 1 0 , 0 0 6 
6. C o m p e t i n g - R i s k s - M o d e l l e 
Competing-Risks-Ansätze wurden bisher nahezu ausschließlich für den F a l l 
stetig gemessener Zeit untersucht. M a n vergleiche beispielsweise D a v i d / 
Moeschberger (1978), Seal (1977), Holt (1978), Prent i ce /Bres low (1978) oder 
Prentice et a l . (1978). Für diskrete Hazardraten-Model le für konkurrierende 
Ris iken siehe Hamer le (1985). 
6.1 Parametr is ierung der ursachenspezifischen Hazardrate 
Neben der Verweildauer T w i r d eine Zustandsvariable Y beobachtet, die 
Werte aus der Menge der möglichen Zfelzustände { 1 , . . . , m] annehmen kann. 
In der Ana lyse von Lebenszeiten in der M e d i z i n werden die Zielzustände als 
" compet ing r i sks " interpretiert u n d gewöhnlich durch verschiedene Todesur-
sachen repräsentiert; i n der Technik können es verschiedenartige Defekte sein, 
die den A u s f a l l eines Gerätes bewirken. Die A n z a h l der konkurrierenden R i -
siken (Zielzustände, Ereignisarten) sei m . 
D ie K o v a r i a b l e n x werden der einfacheren Handhabung wegen als zeitunab-
hängig vorausgesetzt. D ie i n K a p i t e l 4 beschriebene Vorgehensweise, ins-
besondere zur K o n s t r u k t i o n der Like l ihoodfunkt ion , kann jedoch auch auf 
Compet ing -R isks -Mode l l e übertragen werden. 
E i n geeignetes Instrument zur Analyse der Relat ionen zwischen den K o v a -
r iablen u n d den verschiedenen Ubergängen i n die Zielzustände ist die Hazar -
drate. E i n e übergangsspezifische (ursachenspezifische) Hazardrate läßt sich 
wie folgt definieren (gegeben die Kovariablen) : 
(6.1) ist die bedingte Wahrscheinlichkeit dafür, daß ein I n d i v i d u u m i m Zeit-
interval l t i n den Zustand j wechselt, gegeben die Kovar iab len , u n d daß das 
Ind iv iduum den Beg inn des Zeitintervalls t erreicht hat. 
Die Gesamthazardrate 




ist die (bedingte) Wahrscheinl ichkeit dafür, daß i m Zei t interval l t ein Uber -
gang bzw. Zustandswechsel stattf indet, gegeben die Kovar iab l en , u n d daß 
bis zum Beg inn dieses Zeit intervalls noch kein Ubergang stattgefunden hat . 
Die bedingte Wahrscheinl ichkeit , das Zei t interval l t " z u überleben", ist dann 
m 
1 - A ( t | x) = 1 - ^ T A ^ I x) . (6-3) 
i = i 
Für jedes Zeit interval l gibt es demnach m + 1 Kategor ien , nämlich Wechsel 
in den Zustand j , j = l , . . . , m , bzw. kein Ubergang i m Zeit interval l t. 
Ist ein I n d i v i d u u m bis z u m B e g i n n des Zeit interval ls t gelangt, so s ind die 
dazugehörigen Wahrscheinl ichkeiten gerade X1(t | x ) , . . . , A M ( £ | x) bzw. 1 — 
X(t | x). 
Eine Möglichkeit für einen Regressionsansatz besteht dar in , die übergangs-
spezifischen Hazardraten in Abhängigkeit von den Kovar iab len zu parame-
trisieren, etwa i n der F o r m 
Xj{t | x) = 9j(ßot + x'ßu...,ßQt + x'ßm), t = j ' ' ' ' ' * (6-4) 
mit flfj(-) € (0,1) . /?0t br ingt dabei den Be i t rag einer "Base l ine " -Hazardra te 
ohne Berücksichtigung der K o v a r i a b l e n z u m Ausdruck . E i n Beispie l ist der 
mult ivar iate logistische A n s a t z m i t den Hazardraten 
1 -f }^l=1 exp(ßot + x ' A ) j = l , . . . , m . 
Af 
Die 'Wahrscheinl i chkei t , daß i m Zei t interval l t kein Ubergang bzw. Zustands-
wechsel stattf indet, ist dann 
l~X(t\x)= ——^ 1 * = l , . . . , g . (6-6) 
1 + 2 ^ « = i exp(ßot + x'ß,) 
Das logistische M o d e l l (6.5) bzw. (6.6) wurde zur empirischen Auswertung 
einer M a m m a k a r z i n o m s t u d i e eingesetzt, wobei als konkurrierende R i s iken die 
Zustände " A u f t r e t e n von Metastasen" u n d " T o d " festgelegt wurden u n d für 
diejenigen Pat ient innen , bei denen i m Laufe der Zeit Metastasen aufgetreten 
s ind , eine zweite Verwei ldauer, die "Lebenszeit bis z u m Tode" untersucht 
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w i r d . D a es sich u m ein M e h r - E p i s o d e n - M o d e l l handelt , w i r d die Auswertung 
erst i m nächsten K a p i t e l vorgestellt. 
E ine Veral lgemeinerung von (6.5) erhält m a n mi t 
w . , x expjßotj + x'ßjt) t = 1 , . . . , ? ; 
' j " 1 + EZi exp{ß0ii + s ' f t« ) i = 1 , . . . , m , l D " U 
wobei einerseits die Konstante ßQtj zusätzlich über die Zielzustände var i -
iert u n d die Gewichtung der Einflußgrößen durch ßjt zeitpunktspezif isch ist. 
M o d e l l (6.7) entspricht der direkten Parametr is ierung der Hazardraten zum 
Ze i tpunkt t als L o g i t - M o d e l l . M o d e l l (6.7) enthält jedoch eine sehr große 
Z a h l von Parameter , so daß die Ex is tenz z . B . von M a x i m u m - L i k e l i h o o d -
Schätzungen nur für sehr großen St ichprobenumfang z u erwarten ist . 
Das parameterökonomischere M o d e l l (6.4) ist dadurch gekennzeichnet, daß 
mi t ßon = ... = ßotm = ßot die Base l ine -Hazardrate (ohne Einflußgrößen) 
nicht spezifisch für den Zie lzustand ist. E i n e andere Möglichkeit der P a r a -
meterredukt ion besteht i n der A n n a h m e ßoij = .. . = ßoqj = ßo.j. Diese 
A n n a h m e entspricht der Zeit Unabhängigkeit der Base l ine -Hazardrate . Ohne 
Berücksichtigung von Einflußgrößen erhält m a n zustandsspezifische H a z a r d -
raten Xj(t | x ) , die aber über die Zeit hinweg konstant bleiben. Entspre-
chende Überlegungen gelten für die Gewichtsvektoren ßjt, die wie i n (6.5) zei-
tunabhängig angenommen werden können. Zustandsunabhängige Gewichts-
vektoren scheinen allerdings weniger angebracht. 
E i n e Erwe i terung des Ansatzes der Exponent ia lmodel le m i t konstantem H a -
zard i n den Intervallen ( K a p i t e l 5) auf den F a l l konkurrierender R i s iken w i r d 
von L a r s o n (1984) betrachtet. A u f eine ausführliche Dars te l lung w i r d hier 
verzichtet. 
E s besteht auch die Möglichkeit — zumindest für einen Spezial fal l — , das 
gruppierte C o x - M o d e l l auf den Mehrzustandsfa l l zu erweitern (vgl . auch 
; M e i n d l (1988)). D e n Ausgangspunkt b i lden die zustandsspezifischen H a -
zardraten i n kontinuierl icher Zeit 
hj(t) = h0j(t) exp(xßj), j = 1 , . . . , m , 
insbesondere der Spezial fal l 
hj(t) = h0(t) exp(x ßj) 
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mit x' = (1, x ') u n d ß'3 = (ßojtß'j), j = 1,... , m . 
Für die Surv ivor funkt ion erhält m a n 
S ( a , | x) = P(TS > at \ x) = e x p ( - V ( x ' ^ ) / h0(s)ds), 
u n d für die zustandsspezifischen Hazardraten i n diskreter Zeit ergibt sich 
p ( T = * , y = j \x) 
\j(t | x) = 
P ( T > t | x) 
P(T 6 [ a t - j . a O . r = j | x) /«",'_ T I x ) 5 ( < I X) D I 
P ( T >t\x) P(T >t\x) 
— \ h0(u) exp(x'ßj) exp( / h0(s) ds) 
Jat-\ JO 
• (- ^exp(x'ßk))du \P(T>t\ x) 
M i t F(u) = J Q U /io(«s) ds u n d c = — exP(x>'ßk) resultiert 
/*at 
(t | x) = expix'ßj) / F ' (w) exp(F(u)c ) du/P(T > t \ x) 
= exp(x'ßj) -[exp(cF(at) — exp(cF(at-i))} \ exp(cF(at-\)) • c 
l^kexp{x'ßk) J a t i 
Setzt m a n 7 t = Zn ( F ( a t ) — i ^ c ^ - i ) ) , erhält m a n 
A ' ( t 1 * } = £ ^ " ß A ) [ 1 - e x p { - ? e * p ( 7 < + ^ ) ) ] -
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Im Fal le einer beliebigen Grundhazardra te hoj(t) i n kontinuierl icher Zeit ist 
die Übertragung auf den diskreten F a l l nicht mehr ohne weiteres möglich. 
Für die D a r s t e l l u n g eines weiteren diskreten H a z a r d r a t e n - M o d e l l s für einen 
M e h r z u standsfal l , das aus dem Exponent ia lmode l l i n stetig gemessener Zeit 
abgeleitet w i r d , vergleiche m a n M e i n d l (1988). D a es sich dabei u m einen 
Spezial fal l des eben vorgestellten Mode l l s handelt , w i r d auf eine detaill ierte 
Dars te l lung verzichtet . 
6.2 Maximum-Likelihood-Schätzung 
N i m m t m a n wie i n K a p i t e l 3 an , daß die Zensierung zu B e g i n n eines In-
tervalls erfolgt u n d der Zensierungsmechanismus dem " r a n d o m censoring" 
entspricht, erhält m a n i n Analog ie z u den Ab le i tungen i n Abschn i t t 3.4 als 
relevanten B e i t r a g von I n d i v i d u u m i zur L ike l ihood funkt i on bei gegebenem 
Kovar iab lenvektor X{ 
Li = P(Tt = U,Yi = yt | xi)6'P(Ti > U | z, -) 1 "* g ) 
= Xyi(ti\Xi)6iP(Ti>ti\xty 
Die Surv ivor funkt i on läßt sich ebenfalls i n Abhängigkeit von der Hazardrate 
ausdrücken. E s resultiert 
ti-i 
P(Ti>ti\xi)= Y[(l-X(s\Xi)) 
3 = 1 
u n d damit 
f, - 1 m 
u=\yi(tt i !,•)*•' n (! i *•)) • 
3=1 j = l 
R e i n formal erhält m a n (6.9) auch, indem m a n das P r o d u k t von tt (für 5,- = 1) 
bzw. t{ — 1 (für Si = 0) mult inomialverte i l ten Zufal lsvariablen, jeweils mit 
m + 1 Kategor ien , St ichprobenumfang 1 u n d unterschiedlichen Vektoren von 
Zellwahrscheinl ichkeiten, bi ldet. Für S{ = 0 fallen sämtliche ti - 1 Beob-
achtungen i n die letzte Kategor ie , die zugehörigen Wahrscheinl ichkeiten sind 
jeweils 1 — ]T}., Xj(s \ x , ) . Für Si = 1 ist zusätzlich die ti-te Beobachtung 
87 
aus der Kategorie mit der zugehörigen Wahrscheinlichkeit Xyi(ti | Xi). 
Dies bedeutet, daß zur numerischen Auswertung Programme für mul t ino -
rniale Model le verwendet werden können, insbesondere bei (6.5) bzw. (6.6) 
für mult ivar iate Logitmodelle. Es ist lediglich die Designmatr ix entsprechend 
zu erweitern. 
D a z u betrachtet m a n z u m s-ten Intervall und der Versuchsperson i den m u l -
t inomialvertei l ten Vektor 
zsV =(zy,...,zi%)'~M((\1(s\x,),...,\m(s\xl))'-, 1), (6-10) 
wobei zsj G {0,1}. 
Wegen (6.3) stellt (A i ( s | X i ) , . . . , Xm(s \ X{), 1 — X(s \ xt)) tatsächlich einen 
Wahrscheinlichkeitsvektor dar, dessen Komponenten sich zu 1 aufsummieren. 
Weiter sei 
m 
r = l 
die i m Vektor z^ nicht mehr enthaltene (m + l ) te Komponente . 
Für unabhängige Vektoren z[%\... z\1._1 erhält m a n als gemeinsame W a h r -
scheinlichkeit 
P(z{'\.. .,*};>_,) = r j X^s | x , ) 2 - ' 1 • • • A m ( s | Xi)'&(l - X(s I Xi))<Ui 
erhält m a n daraus unmitte lbar z .(0 s , m - f 1 — 1 und damit 
P(z - l )=n ( i - \(s i x , ) ) = n o - i 
u n d damit (6.9) für 6 t = 0. 
Völlig analog erhält m a n für die unabhängigen Zufallsvektoren z-
m i t den speziellen Beobachtungen 
s< 0 = ( 0 , . . . , 0 ) ' für a = l , . 
(0 J 0 
1 
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u n d 
z{i) - e 
mit dem y; - ten Einheitsvektor eyi die Wahrscheinlichkeit 
t, — 1 m 
p ( z \ ' \ = \ y i ( t t i x.) n (i - E a«-(s i *<)) 
s=l r=l 
u n d damit (6.9) für 8i = 1. 
A u s den vorangegangenen Ausführungen w i r d deutl ich, daß wie i n Abschni t t 
3.4 zur numerischen Berechnung der Maximum-Likelihood-Schätzungen des 
Model ls (6.5) Programme für mult inomiale Log i t -Model le bzw. verallge-
meinerte lineare Model le herangezogen werden können, wobei das Design 
erweitert w i r d mi t t{ — l gegebenen Responsevektoren z\l\ ..., 2^-1 z u r ^ e r ~ 
son z, wenn 8{ = 0, u n d t{ Responsevektoren, wenn 8{ = 1. 
Im folgenden w i r d das Design für das L o g i t - M o d e l l (6.5) angegeben. Für 
allgemeinere Model le wie (6.7) w i r d die D e s i g n - M a t r i x entsprechend u m -
fangreicher. Die Darste l lung der D e s i g n - M a t r i x ist insofern von Bedeutung 
als damit unmit te lbar Programmpakete für das mult ivar iate L o g i t - M o d e l l 
anwendbar s ind. Der Te i l der Designmatr ix des Log i t -Mode l l s (6.5) für die 
i-te Person, mi t 8{ = 0 ergibt sich wie folgt: 
Abhängiger V a r i a - Designvektoren 
blenvektor 
, (i) j ,-)x _ * n = (ei,x;,o,... ,oy 
\ZU > • • • > zlm) — 
( 0 ' 0 ' ' 0 ) .51 - w.o o,*;y 
(0 
(z(t) z{i) ) -
\zti-l,H • • • ' zti-l,m) ~ 
(0,0, ,0) ( l ) (e;,-„o,..,o,i;)' 
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Für den F a l l S{ = 1 erhält m a n nach analogen Überlegungen: 
Abhängiger V a r i a - Designvektoren 
blenvektor 
(Ji) J - K _ *n = ( c i ^ I . C . - . O ) ' 
( 0 ' ° ' ' 0 ) * f t = ( e i , 0 , . . . , 0 , * i ) ' 
(0 (o x _ xtl--i,i - «-i,^»o,...,oy 
(0 ,0 , ,0) .(0 (e'ti_u0,...,0,xW 
(.) (.) , _ * £ i = ( e ' t i , x ' t , 0 , . . . , 0 ) ' 
\*tiAl • • • lZti 
( o , . . . , i , . . . , o ) 
x^m = ( e ' ^ O , . . . ^ ) ' 
wobei x ^ jeweils eine Zeile der D e s i g n - M a t r i x darstellen. 
Die abhängigen Variablenvektoren zi^ s ind hier jeweils u m die letzte Stelle 
verkürzt dargestellt . Der G r u n d liegt d a r i n , daß für das i n der Schätzung 
zugrundegelegte mult inomia le L o g i t - M o d e l l nur die ersten m Zustände rele-
vant s ind . Für den m u l t i n o m i a l vertei lten Vektor i n (6.5) ergibt sich die 
letzte 'Auftretenswahrscheinl ichkeit ' 1 — X(t | x,-) durch 
m 
1 \ X i ) . 
Das heißt, die letzte Auftretenswahrscheinl ichkeit ist durch die ersten m 
fest best immt. Entsprechend ist für den mul t inomia len Vektor in (6.5) die 
letzte Ausprägung durch die ersten m e indeutig best immt. G i l t z^ = 0 für 
j = 1 , . . . , m , muß z ^ + i = 1 gelten. Die Notwendigkeit der reduzierten D a r -
stel lung i m Design ergibt sich daraus, daß nur m Zeilen der Des ignmatr izen 
gemäß M o d e l l (6.5) b i ldbar s ind , d a nur die Parameter (ßot,ßj), j = 1, • • •, rn 
frei vari ieren können. 
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7. M o d e l l e für den M e h r - E p i s o d e n - F a l l 
S i n d nicht alle Zielzustände absorbierend, so können für jedes Ind iv iduum 
bzw. Ob jekt mehrere Ep isoden aufeinanderfolgen. Beispiele hierfür s ind 
Verwei ldauern i n verschiedenen Berufen bei der Untersuchung von Berufskar-
rieren (vgl . z . B . B l o s s f e l d / H a m e r l e / M a y e r (1986)), die Dauer der Arbe i t s l o -
sigkeit in möglicherweise mehreren aufeinanderfolgenden Per ioden , die Dauer 
bis z u m U m z u g i n eine andere Region bei Wanderungs- u n d Mobiiitätsana-
lysen, die Nutzungsdauer von langlebigen Konsumgütern etc. 
7.1 Episodenspezifische H a z a r d r a t e n 
Die zufälligen Ubergangszeiten werden n u n repräsentiert durch nicht nega-
tive Zufal lsvar iablen T 0 = 0 < T i < T 2 < . . . m i t den zugehörigen Zustands-
variablen Yo, Y i , Y" 2 , — 
Durchläuft e in I n d i v i d u u m den Prozeß bis zur n t - t e n Episode , so w i r d der 
P f a d des Ind iv iduums folgendermaßen generiert: Das I n d i v i d u u m befindet 
sich z u m Ze i tpunkt T 0 = 0 i m Z u s t a n d y 0 . I m Ze i t interva l l erfolgt der 
erste Ubergang i n den Zus tand y l 5 u n d es beginnt die zweite Episode. Im 
Z u s t a n d y i verweilt das I n d i v i d u u m bis z u m Zei t interval l £ 2 , t 2 > t\, und 
wechselt i n diesem Interval l i n den Zus tand y 2 , usw. 
D i e i m letzten Abschn i t t dargestellten Competing-Risk-Ansätze stellen Spe-
zialfälle der hier behandelten Mode l l e dar , wenn nur eine Episode vorliegt. 
Wegen ihrer besonderen Bedeutung i n verschiedenen Bereichen, z . B . zur A n a -
lyse von Lebenszeiten, wurde ihnen ein eigener Abschn i t t gewidmet. 
In jeder Episode w i r d für ein I n d i v i d u u m bzw. Ob jekt ein Vektor von K o -
variablen xk erhoben, deren Komponentenzah l von Episode zu Episode va-
r i ieren kann. Die übergangsspezifische Hazardrate der k-ten Episode (k = 
1,2, . . . ) be im Ubergang yk = j w i r d folgendermaßen definiert: 
\kj{t I Hk-i ,xk) = P(Tk = t,Yk=j\Tk> t, Hk-!, xk). (7-1) 
Dabe i w i r d i n Hk-i die Vorgeschichte des Prozesses, die sich darstellen läßt 
durch { y 0 , * i , y i , x i , . . . , , V k - i , X k - \ } , # 0 = {yo}, zusammengefaßt. 





D i e Gesamthazardrate Xk(t | x^, Hk-\), i n der fc-ten Episode den Zustand 
yk-i zu verlassen, ist j 
3 i 
D i e Surv ivor funkt i on kann ebenfalls auf den M e h r - E p i s o d e n - F a l l erweitert 
werden. M a n definiert 3 
S\t I x f c , Hk-X) = P(Tk >t\xk, Hk^) j 
1 
für * > tjb-i- 1 
Für die Zeit interval le , i n denen Zustandswechsel statt f inden, ist eine Zusatz- j 
annähme notwendig . E i n e mögliche A n n a h m e ist , daß i n einem Zei t interval l • 
höchstens ein Ere ignis stattf inden k a n n , so daß die k-te Episode erst i m In - • 
terval l tk-\ -f 1 beginnt, wenn die (k — l ) - t e Episode i m Intervall tk-\ endete. 
Für kleinere Zeit interval le dürfte dies unproblematisch sein. B e i größeren 
Interval lbreiten hingegen k a n n es vorkommen, daß die (fc — l ) - t e Episode i m j 
Interval l tk-i endet, die fc-te Episode beginnt u n d ebenfalls bereits in diesem 
Interval l endet. Dies ist z . B . bei der Mammakarz inomstud ie , die am E n d e 
dieses A b s c h n i t t s dargestellt w i r d , gelegentlich der F a l l . In solchen Fällen 
modi f iz ieren wi r die A n n a h m e u n d setzen voraus, daß die fc-te Episode i n 
dem gleichen Interval l beginnt, i n dem die (k — l ) - t e Episode endete. U n t e r 
der B e d i n g u n g , daß T j t _ i = tk-i ist , ist d a n n Xk(tk-i \ X{) > 0, während i m 
oben beschriebenen F a l l Xk(tk-i \ xt) = 0 gi l t . W i r gehen i m folgenden von 
der zuletzt genannten A n n a h m e aus, bei der zuerst beschriebenen A n n a h m e 
s ind ledig l ich geringfügige Modi f ikat ionen notwendig. 
Die episoden- u n d zielzustandsspezifischen Hazardraten (7.1) können wieder 
i n Abhängigkeit von den K o v a r i a b l e n xk u n d der Vorgeschichte Hk-i pa -
rametris iert werden. Meis t w i r d dabei der relevante Te i l von Hk^1 i n den 
Kovar iab lenvektor xk aufgenommen, u n d m a n benützt eine Parametr is ierung 
der F o r m 
\ki(t\xk) = g(ß*jt+x'kß$) (7-2) I 
t = 1,...,<2; j = l , . . . , m ; k = 1,2, Die Regressionskoeffizienten ßk 
können v o n der Episode u n d dem Zie lzustand abhängen. Für die empirische 
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A u s w e r t u n g a m E n d e dieses Abschn i t t s w i r d ein logistischer A n s a t z gewählt 
mi t den H a z a r d r a t e n 
D a die Länge des Beobachtungszeitraumes i m allgemeinen vorgegeben ist , 
kann die letzte Episode eines Ind iv iduums bzw. Objektes zensiert sein. 
7.2 Maximum-Likelihood-Schätzung 
Die Schätzprozedur w i r d n u n auf den M e h r - E p i s o d e n - F a l l verallgemeinert. 
Zunächst w i r d vorausgesetzt, daß keine Zensierungen vorliegen. Ferner w i r d 
aus Gründen der einfacheren Schreibweise der Index i bei T,* , etc. weg-
gelassen. 
Der B e i t r a g v o n I n d i v i d u u m i zur L ike l ihood funkt ion ist 
Li = P(Tn. = tnnYn. = y „ . , x n . , . . . , T i =tuY1 = yuxx | y 0 ) 
n, 
Y[P(Tk = tk,Yk=yk,xk | Hi-t) 
(7-3) 
(7-4) 
mi t if jb~i = . . . , t i , y i , x i , y 0 } , # 0 = {yo}-
M a n erhält 
L , = J ] P ( T f c = t f c , n = yfc | T f c ><t,frfc-i,ifc) 
• P(7* > <* I Hk-i,xk)P(xk | Hk-i). 
Dies ergibt 
L-= E K ^ * I^t-i.^) II 0--*(*\Hk-uXk))P{xk\Hk-i) 
k=l s = t k . i 
(7-5) 
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S i n d zensierte Beobachtungen der letzten Episode registriert worden, ist (7.4) > 
analog zu (6.8) zu modifizieren, und es resultiert j 
rti tk-i : 
Lr = l[[\kyk(tk\Hk-Uxk)}6* H (l-\k(s\Hk-Uxk))P(xk\Hk-1) I 
k=i s = t J f c _ 1 : 
(7-6) j 
m i t Sk = 1 für k = 1 , . . . , n ; — 1 u n d 6Ui = 0 , falls die n z - te Episode zensiert \ 
is t , u n d <5n. = 1 andernfalls. Hängt P(xk \ Hk-i) nicht von den i n Frage ste- jj 
henden Parametern , die die Hazardrate A*(-) determinieren, ab, kann dieser j 
F a k t o r bei der M a x i m i e r u n g der Like l ihoodfunkt ion vernachlässigt werden, j 
Andernfa l l s kann (7.6) ohne den Faktor P(xk \ Hk-i) als " P a r t i a l L i k e l i - ] 
h o o d " (vgl. C o x (1972, 1975) oder Kalb f le isch /Prent ice (1980), K a p . 5) ] 
betrachtet werden. | 
1 
D ie Gesamtl ikel ihoodfunkt ion 
L = f[Lt 
mit Li aus (7.6) ohne den Faktor P(xk \ Hk„i) kann auch i n einer anderen 
F o r m dargestellt werden, die gelegentlich zweckmäßig ist. M i t 
{ 1, falls die k-te Episode von Ind. i i m Zeit interval l tik i m Zustand j endet; 
0, sonst 
u n d 
ergibt sich 
_ 1, falls Ind.z die fc-te Episode erlebt; 
£ i k ~ ^ 0, sonst 
(7-7) 
A u s (7.6) w i r d ersichtlich, daß die Likel ihoodfunkt ion bzw. die L o g - L i k e l i -
hoodfunkt ion getrennt für jedes k maximiert werden kann, wenn die H a z a r d -
raten für jede Episode von verschiedenen Parametervektoren abhängen. Für 
die k-te Episode s ind nur diejenigen Mitgl ieder der Stichprobe heranzuziehen, 
die mindestens k Episoden erlebt haben. 
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7.3 Anwendungsbeispiel 
In diesem Abschn i t t w i r d anhand eines Datensatzes aus einer M a m m a k a r -
zinomstudie (vgl . Schedel, 1986) ein Compet ing -R i sks -Mode l l m i t zwei auf-
einanderfolgenden Episoden angesetzt. 
Be i 748 Pat ient innen , die an Brustkrebs operiert wurden, wurde die Lebens-
zeit nach der Operat ion registriert, eventuell mit Zensierung. A l s konkurr ie -
rende Ris iken werden die Zustände "Auf t re ten von Metastasen" u n d " T o d " 
festgelegt. D ie erste Verweildauer ist als "Krankheits fre ier V e r l a u f definiert, 
während für diejenigen Pat ient innen , bei denen i m Laufe der Zeit Metastasen 
aufgetreten s ind , die zweite Verweildauer als "Uberlebenszeit bis z u m T o d " 
gegeben ist. 





A b b i l d u n g 7.1 . 
Für jede Pat ient in wurden folgende prognostische Faktoren erhoben: 
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- A l t e r 
- T N M - K l a s s i f i k a t i o n e n (der mal ignen M a m m a t u m o r e n ) 
T Ausdehnung des Primärtumors; 5 Kategor ien (zusammengefaßt zu 
3 K a t . ) 
T I : Größer als 5 cm 
T 2 : Zwischen 2 u n d 5 cm 
T 3 : K l e i n e r als 2 c m 
N Zus tand der regionären L y m p h k n o t e n ; 4 Kategor ien (zusammenge-
faßt zu 3 K a t . ) 
N l : befal len, f ixiert oder diffus 
N 2 : befal len, beweglich 
N 3 : k l in isch negativ 
M Nachweis bzw. Ausschluß von Fernmetastasen z u m Ze i tpunkt der 
Operat i on 
- A n t e i l der befallenen L y m p h k n o t e n 
- Histologischer Be fund (5 Kategor ien) 
- Metastasenort (falls Metastasen aufgetreten sind) 
( L e b e r - L u n g e - G e h i r n - K n o c h e n - H a u t - L y m p h k n o t e n - M a m m a ) 
Für eine erste Tei lauswertung mi t dem logistischen M o d e l l wurden die K o -
variablen 
(1) A l t e r 
(2) Ausdehnung des Primärtumors 
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(3) Z u s t a n d der regionären L y m p h k n o t e n 
(4) A n t e i l der befallenden L y m p h k n o t e n 
ausgewählt u n d für die zweite Periode der Pat i ent innen , bei denen M e t a s t a -
sen auf traten , wurden die Kovar iab len 
(5) Metastasenort ( M 1 - M 7 ) 
(6) A n z a h l der von Metastasen befallenen Organe 
(ein O r g a n - m e h r als ein Organ) 
(7) Zeit bis z u m Auf t re ten von Metastasen hinzugenommen. 
E s wurden 15 Zeit intervalle gebildet ( in Monaten ) : 0 -1 , 1-2, 2-4, 5-10, 1 1 -
14, 15-19, 20-24, 25-30 , 31-35, 36-44, 45-54, 55-74, 75-99, 100-149, über 
149. 
Für jede Episode wurde wieder der logistische A n s a t z für die Hazardrate 
zugrundegelegt. Während der ersten Episode ist die Hazardrate 
XAt xi) — ^ , ? = 1,2, 
i + £ ? = i « p ( / & « + * i # ) 
wobei xi die Kovariablen (1) bis (4) enthält. Für die anschließende zweite 
Episode ist die Hazardrate 
wobei x2 außer den Kovar iab len (1) bis (4) noch die M e r k m a l e (5) bis (7) 
enthält. 
D ie Berechnungen wurden an einem I B M P C - A T unter Verwendung des 
G A U S S - P r o g r a m m s von Edlefsen u n d Jones durchgeführt. Die ML-Schät-
zungen der Regressionskoeffizienten s ind i n den folgenden Tabel len wieder-
gegeben, wobei die Werte i n K l a m m e r n jeweils /?,/<jt enthalten. 
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1. Episode 





A n t e i l der befal-
lenen L y m p h k n o t e n 












































A n t e i l der befal- -0.1196 
lenen L y m p h k n o t e n (-0.3326) 
A n z a h l der be- -0.7872 
fallenen Organe (1.40864) 
Zeit bis z u m A u f - -0.0028 
treten von Metastasen (-0.9508) 
M l 0.0874 
(0.19000) 
M 2 -0.8413 
(-1.4483) 
M 3 1.0120 
(1.20392) 
M 4 -1.2807 
(-2.9715) 
M 5 0.2324 
(0.51037) 
M 6 0.1319 
(0.28713) 
M 7 -1.2598 
(-2.3798) 
Im ersten Schritt wurde die Hypothese getestet, daß die entsprechenden R e -
gressionskoeffizienten der K o v a r i a b l e n (1) bis (4) in allen drei Ubergangsar-
ten gleich s ind. Es ergab sich ein Wert der L i k e l i h o o d - Q u o t i e n t e n - T e s t s t a t i -
stik von 124.4 bei 12 Freiheitsgraden (* 2 (0 .95; 12) = 21.03). Die Hypothese , 
daß die 6 Koeffizienten der K o v a r i a b l e n (1) bis (4) für die Zeit bis z u m Auf -
treten von Metastasen (1. Periode) u n d danach für die Zeit bis z u m T o d 
(2. Periode) gleich s ind , mußte bei e inem Wert der L ike l ihood -Quot ienten -
Teststat ist ik von 49.1 bei 6 Freiheitsgraden (x 2 (0 .95 ;6 ) = 12.59) ebenfalls 
abgelehnt werden. 
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In der ersten Periode mi t Ubergang i n den E n d z u s t a n d " T o d " besitzt ledigl ich \ 
das A l t e r einen signifikanten Einfluß. Dies ist plausibel u n d entspricht dem > 
natürlichen Anwachsen des Sterberisikos mi t zunehmenden A l t e r . 
Anders ist der Sachverhalt be im konkurrierenden Ris iko " A u f t r e t e n von M e -
tastasen". Hier verringert fortgeschrittenes A l t e r eher die Hazardrate , a l - % 
lerdings nicht in signifikantem Ausmaß. Gleichfalls ungünstig ist eine große | 
Ausdehnung des Primärtumors ( T I ) , u n d auch die zunehmende Involvierung \ 
der regionären L y m p h k n o t e n ( N l , N2) erhöht die Hazardrate beträchtlich. j 
Wicht ige Einflußgrößen für die Lebenszeit nach dem Auftreten von M e t a - j 
stasen s ind bestimmte Loka l i sat ionen der Metastasen u n d der Z u s t a n d der \ 
L y m p h k n o t e n . Bemerkenswert ist , daß die Dauer der 1. Periode, d.h. die ; 
Zeit bis z u m Auftreten der Metastasen, keinen signifikanten Einfluß auf die X 
restliche Lebenszeit hat . J 
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8. M o d e l l e mit Einbeziehung unhg-oJbachteter Fopulationshetero -
gemtät 
In der Regel werden neben den i n das M o d e l l aufgenommenen Kovar iab len 
weitere personen- oder umweltspezifische M e r k m a l e , die nicht erhoben wor-
den oder unbekannt s ind , die Ubergangs- bzw. Hazardraten beeinflussen. 
Diese unbeobachteten Var iab len wurden bisher i n den Mode l l en nicht berück-
sichtigt. W i e sich dies auf die Hazardrate auswirken k a n n , soll an einem 
Beispie l demonstriert werden. 
Angenommen, die Popu la t i on sei i n zwei Teilgesamtheiten untertei l t , die mit 
xj u n d x2 gekennzeichnet werden. In jeder der Teilgesamtheiten sei die 
Ubergangsrate konstant, etwa 
X(t | x i ) = A i , 
X(t | x 2 ) = A 2 , 
u n d die Wahrscheinl ichkeiten, daß ein I n d i v i d u u m der 1. bzw. 2. Teilgesamt-
heit entstammt, seien p(x\) u n d p(x2). W i r d die Unter te i lung i n die beiden 
Teilgesamtheiten nicht berücksichtigt, erhält m a n für die Ubergangsrate i n 
der Gesamtpopulat ion 
x m = E A ( * 1 Xj)S(t 1 Xj)p(Xi) 
W ZS(t\xt)p(*i) 
wobei S(t | X{) die Surv ivor -Funkt i on bezeichnet. Für A i ^ \2 ist A(t) nicht 
mehr konstant über die Zeitintervalle t = 1 ,2 , . . . . Setzt m a n speziell 
A ! = 0 . 1 , A 2 = 0.4 u n d p(xx) = p(x2) = 0.5, 
w i r d der Verlauf der Ubergangsraten i n der folgenden A b b i l d u n g dargestellt. 
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X 
0 . 4 X ( t | x 0 ) 
xctr 
0 . 1 •X(t|x 
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Abb.8 .1 
Die Nichtberücksichtigung der Populationsheterogenität führt zu einer ab-
nehmenden Ubergangsrate . 
Model le mit E inbez iehung unbeobachteter Populationsheterogenität wurden 
bisher nur für die Ansätze m i t stetig gemessener Zeit u n d hier fast aus-
schließlich für den E i n - E p i s o d e n - F a l l behandelt (Ausnahmen bi lden F l i n n / 
Heckman (1982) u n d N e w m a n / M c C u l l o c h (1984)). Insbesondere v o m theo-
retischen S t a n d p u n k t aus s ind die Model le noch nicht hinreichend untersucht. 
I m folgenden werden Möglichkeiten dargestellt, unbeobachtete Populat ions -
heterogenität auch bei diskreten Mode l l en explizit i n den Model lansatz m i t -
aufzunehmen. Dabe i beschränken w i r uns hier auf eine Kurzdars te l lung 
der wichtigsten Konzepte , für eine ausführliche Beschreibung siehe Hamer le 
(1986). 
W i r betrachten zunächst den F a l l einer Episode, eines einzigen Endzustands 
u n d zeitunabhängiger K o v a r i a b l e n . Die unbeobachtete Populationsheteroge-
nität kann durch eine (reellwertige) Zufallsvariable a i n der Ubergangsrate 
repräsentiert werden. Sie hat dann die F o r m 
X(t | x, a ) = P(T = * | T > *, x, a ) 
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u n d speziell für das logistische M o d e l l lautet der A n s a t z 
exfa + fa + x'ß) 
V 1 ; 1 4- exp(a 4- + 
Dabei vari iert a von I n d i v i d u u m zu Ind iv iduum. Betrachtet m a n a als Re -
alis ierung einer Zufal lsvariablen, so spricht m a n von einem R a n d o m - E f f e c t -
M o d e l l . D ie Ver te i lung von a i n der Popu la t i on w i r d m i t G(a) bezeichnet. 
Wählt m a n statt (8.2) eine Prob i t -Spez i f ikat ion , ergibt sich 
\(t\x,a) = 9{a + ß0i + x'ß). 
Dabei ist $ die Vertei lungsfunktion der Standardnormalverte i lung . 
Für die Ver te i lung von T bei gegebenem beobachteten Kovariablenvektor 
ergibt sich 
P(T = t\x)= / [A(f | x , a)]6 J] (1 " Ki I *> " ) ) dG{a) , (8-3) 
J >=i 
wobei S wieder e in Indikator für die Zensierung ist (6 = 0, falls T zensiert 
ist) . 
D ie marginalen Wahrscheinl ichkeiten (8.3) können zur B i l d u n g der marg ina -
len L ike l ihoodfunkt ion herangezogen werden. M i t 
{ 1, falls die Verweildauer des Ind iv iduums i i m Zeit interval l t endet; 
0, sonst 
( 1, falls I n d i v i d u u m i das E n d e des Zeitintervalls t erreicht, 
0, sonst 
erhält m a n für die logarithmierte marginale L ike l ihood funkt i on 
, q 
inLM = j2ln / nA(* i x ^ ^ y i t ( 1 -A(* i d G^ a)- (8~4) 
1=1 ^ t=l 
Setzt m a n 
\(t\xt,a) = F(a + ßot+xtß) 
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mit einer Vertei lungsfunktion F , etwa der N o r m a l V e r t e i l u n g oder der logist i -
schen Verte i lung entsprechend (8.2), und trifft die A n n a h m e , daß G(a) zu 
einer parametrischen Verteilungsklasse gehört, etwa N(0]a^), so lassen sich 
die Model lparameter ßot u n d ß zusammen mit den Parametern von G(ot) 
mit Hilfe der M a x i m u m - L i k e l i h o o d - M e t h o d e aus (8.4) schätzen. Dabei kann 
das Integral i n (8.4) durch die Gauß-Hermite-Quadraturformel approximiert 
werden. 
Aus (8.4) w i r d ersichtlich, daß die W a h l von G(a) die F o r m der L ike l ihood -
funkt ion u n d damit auch die Schätzung der strukturel len Mode l lparame-
ter ßot u n d ß beeinflussen kann. Heckmann/S inger (1982) gelangen bei 
der Analyse eines empirischen Datensatzes für eine angenommene W e i b u l l -
Hazardrate mit stetig gemessener Zeit bei verschiedenen G(a) z u recht u n -
terschiedlichen Resultaten für die Schätzungen der ß's. Sie schlagen deshalb 
eine alternative Strategie vor, auf die wir i m nächsten Abschn i t t eingehen 
werden. Z u einem anderen Ergebnis kommen N e w m a n / M c C u l l o c h (1984) 
bei einem Datensatz über die Zeitabschnitte zwischen aufeinanderfolgenden 
Geburten. Sie wählen als "mischende*'' Verte i lung G(a) verschiedene diskrete 
Approx imat ionen der Gammaverte i lung sowie der Lognormalverte i lung u n d 
kamen zu dem Ergebnis , daß sich die Schätzungen für die ß's nur wenig 
unterscheiden. 
Trusse l /R ichards (1985) zeigen anhand von Simulat ionen, daß die marginale 
Likelihood-Schätzung auch sehr sensitiv ist gegenüber einer Fehlspezi f ikation 
der Hazardrate. Daher könnten die Resultate von H e c k m a n n / S i n g e r auch 
darauf zurückzuführen sein, daß das gewählte W e i b u l l - M o d e l l nicht adäquat 
ist. 
Für mehrere aufeinanderfolgende Zeitperioden werden wir uns auf den " R e -
peated-event"-Fal l beschränken. Unterstel lt m a n für jede Episode eine an-
dere Heterogenitätskomponente so ist eine A n n a h m e über die gemein-
same Vertei lung der ak notwendig, da die einzelnen Komponenten i m allge-
meinen nicht unabhängig s ind. Die Rechtfertigung einer best immten W a h l 
dieser gemeinsamen Verte i lung ist — wie schon die W a h l von G(a) — aus 
dem Sachzusammenhang heraus i n der Regel schwierig. W i r treffen hier die 
vereinfachende A n n a h m e 
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wobei 7fc e in episodenspezifischer Parameter ist. 
Für die Hazardrate w i r d 
A*(< | x k u ak) = F(<yka + ß$t + x' f c t/?*) (8-5) 
gesetzt m i t einer speziellen Vertei lungsfunktion JF, Z .B . der logistischen Ver -
te i lung. 
M i t 
falls für Ind iv iduum i die k-te Episode i m Intervall t 
z u E n d e geht; 
sonst 
falls für Ind iv iduum i die k-te Episode a m Ende des 
Intervalls t andauert; 
sonst 
erhält m a n für die logarithmierte marginale L ike l ihoodfunkt ion 
inLu =f> I n n p ^ a + & + * i k , ß k ) , , 
t=i J k t=i (8-6) 
(l-F(7ka + ßkQt+x'tktßk)fk'dG(a) 
aus der sich wieder Schätzungen für die unbekannten Parameter ermit te ln 
lassen, wenn G(a) spezifiziert w i r d . 
Gewöhnlich w i r d die A n n a h m e getroffen, daß die Heterogenitätskomponente 
unabhängig ist von den beobachteten Kovar iablen . Dies ist insbesondere in 
sämtlichen Beiträgen, die i m folgenden Abschnit t zitiert werden, der F a l l . 
A u f der anderen Seite w i r d die Einbeziehung unbeobachteter Populat ionshe-
terogenität i n der Regel durch den E inwand motiv iert , m a n könne i n empi r i -
schen Anwendungen niemals alle relevanten Einflußgrößen erheben, u n d m a n 
habe bei Nichtberücksichtigung unbeobachteter Merkmale mi t einer Verzer-
rung der Resultate zu rechnen (omitted variables bias). M i t Sicherheit wer-
den jedoch die unbeobachteten Merkmale bei einem I n d i v i d u u m nicht unab-
hängig sein von den erhobenen Merkmalen . Unterstel lt m a n Unabhängigkeit, 
so w i r d das P r o b l e m nicht beobachteter Einflußgrößen hinausdefiniert, u n d 
der omit ted variables bias ist nicht beseitigt. M a n vergleiche dazu auch 





Auch bei den in diesem Abschnitt vorgestellten diskreten Modellen ist dieses 
Problem zu berücksichtigen. Man sollte nicht eine Verteilung G(a), sondern 
eine Verteilung G(a \ x) spezifizieren. Dies ist im praktischen Anwendungs-
fall schwierig. Eine Möglichkeit besteht daxin, einen Regressionsansatz 
a = X'TC + e 
zu formulieren und in das Modell aufzunehmen. Der Parameter vektor 7r ist 
mitzuscätzen. Allerdings sind dabei in der Regel Identifikationsprobleme zu 
berücksichtigen. 
Heckman/Singer (1982, 1984a,b) schlagen aufgrund der möglichen Sensi-
tivität der Schätzungen der strukturellen Modellparameter gegenüber der 
Wahl der Verteilung der unbeobachteten Heterogenität eine simultane Schät-
zung der Modellparameter und der Verteilung der Heterogenitätskomponente 
vor, ähnlich der empirischen Bayes-Schätzung (vgl. z.B. Maritz (1971)). 
Im folgenden betreffen alle Aussagen den Ein-Episoden-Fall, und der Kova-
riablenvektor wird als zeitunabhängig vorausgesetzt. Sei die bedingte Ver-
teilung der Verweildauer, gegeben die Kovariablen und die Heterogenitäts-
komponente, mit f(t | x, a\ ß) bezeichnet, die mischende Verteilung sei G(a), 
und die Mischverteilung ist 
h(t \x;ß) = J f(t | x, a; ß) dG(a). (8-7) 
Das Ziel besteht darin, neben den Parameterschätzungen ß auch eine Schät-
zung G{a) zu finden, die mit zunehmendem Stichprobenumfang zumindest 
nach Wahrscheinlichkeit gegen G(a) konvergiert. 
Bevor dieses Ziel näher untersucht werden kann, sind zuerst verschiedene 
Identifikationsprobleme zu lösen. Läßt man das Schätzproblem gänzlich 
außer acht, so stellt sich die Frage, ob die Kenntnis der Misch Verteilung 
h(t | x\ß) ausreicht, damit die Integralgleichung (8.7) mit eindeutig bestimm-
ten Funktionen f(t \ x, a; ß) und G(a) erfüllt ist. Ohne weitere Zusatzannah-
men ist dies sicher nicht gewährleistet. Auch bei Spezifikation der bedingten 
Verteilung f(t \ x,a\ß) ist nicht in jedem Fall gesichert, daß nicht zwei 
verschiedene mischende Verteilungen Gi(a) und 62(0;) dieselbe Mischungs-
verteilung ergeben. Für Beispiele vergleiche man Heckman/Singer (1984b). 
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Für stetige Verweildauermodelle (eine Verweildauer, ein Endzustand) haben 
Elbers/Ridder (1982) für die Klasse der Proportional-Hazards-Modelle mit 
X(t | x) = \0{t)exp(x'ß) 
die Identifizierbarkeit gezeigt. Eine wichtige Bedingung ist dabei, daß der 
Kovariablenvektor mindestens eine stetige Komponente enthält. Man ver-
gleiche dazu auch Hougaard (1984) und Heckman/Singer (1984a,b). Eine 
weitere zentrale Forderung, die in allen Beiträgen enthalten ist, betrifft die 
Unabhängigkeit der Heterogenitätskomponente und der Kovariablen. Wie 
im letzten Abschnitt ausgeführt wurde, ist damit das "omitted-variables" -
Problem im allgemeinen nicht gelöst. 
Kiefer/Wolfowitz (1956) geben allgemeine Bedingungen für die Existenz ei-
nes konsistenten Schätzers der mischenden Verteilung und der strukturellen 
Modellparameter an. Ihr Aufsatz enthält aber keinen Hinweis auf eine kon-
struktive Vorgehensweise bei der numerischen Ermittelung der ML-Schätzun-
gen. Heckman/Singer (1984b) verifizieren die Kiefer/Wolfowitz-Bedingungen 
für Proportional-Hazards-Modelle mit zeitabhängigen Kovariablen und mög-
licherweise zensierten Daten. Darüber hinaus schlagen sie einen nicht para-
metrischen Maximum-Likelihood-Schätzalgorithmus vor, der auf der theo-
retischen Charakterisierung der ML-Schätzung bei Mischverteilungen von 
Lindsay (1983a,b) beruht. Sie propagieren dazu die Verwendung des E M -
Algorithmus (vgl. Dempster et al. (1977)). 
Eine Annahme über Abhängigkeit bzw. Unabhängigkeit zwischen Kovaria-
blen und Heterogenitätskomponente kann vermieden werden, wenn ein fixed-
effect-Ansatz gewählt wird. Hier wird a als individuenspezifischer Parameter 
aufgefaßt, der mitzuschätzen ist. Allerdings tritt dabei das Problem inziden-
tieller Parameter auf (vgl. Neymann/Scott (1948)), da mit zunehmender 
Zahl der Individuen auch die Zahl der individuenspezifischen Parameter a 
wächst. Die ß's sind strukturelle Parameter, die für alle Individuen gelten. 
Bei der Untersuchung der asymptotischen Eigenschaften der ML-Schätzer 
geht die Zahl der individuenspezifischen Parameter mit der Zahl der Indivi-
duen gegen Unendlich. Das hat zur Folge, daß bei einer simultanen Schätzung 
von ß und a auch die strukturellen Parameter ß bei endlichem T nicht konsi-
stent geschätzt werden können. Andersen (1973) zeigt dies für den Spezialfall 
T = 2 und nur einem strukturellen Parameter ß. Läßt man auch T gegen 
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Unend l i ch gehen, so deuten die Ergebnisse von H a b e r m a n (1977) d a r a u f h i n , 
daß i n diesem F a l l ß konsistent geschätzt werden kann. E i n exakter Nachweis 
für die hier vorliegende S i tuat ion steht allerdings noch aus. E i n e gewöhnliche 
ML-Schätzung ist demnach nur d a n n s innvol l , wenn T relat iv groß ist. In 
diesem F a l l kann sie i m P r i n z i p je nach Spezif ikation mi t Prog ra mmen für 
Log i t - oder Prob i tmode l le durchgeführt werden. 
Im M e h r - E p i s o d e n - F a l l kann m a n bei Verwendung des logistischen Ansatzes 
zu einer bedingten Maximum-Likelihood-Schätzung übergehen. D u r c h K o n -
di t ionierung mi t einer geeigneten suffizienten Stat is t ik kann eine von i n d i -
viduenspezifischen Parametern unabhängige bedingte L ike l ihood gefunden 
u n d zur Schätzung der s trukture l len Model lparameter ß verwendet werden. 
E i n e ausführliche Darste l lung dieser Methode findet m a n bei Hamer le (1986). 
Darüber hinaus bietet der fixed-effect-Ansatz stets den V o r t e i l , daß keine 
Verte i lung für die Heterogenitätskomponente spezifiziert werden muß. 
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