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Abstract
In this thesis we focus on various aspects of secure message transmission protocols. Such
protocols achieve the secure transmission of a message from a sender to a receiver - where
the term “secure” encapsulates the notion of privacy and reliability of message transmission.
These two parties are connected using an underlying network in which a static computationally
unlimited active adversary able to corrupt up to t network nodes is assumed to be present. Such
protocols are important to study as they are used extensively in various cryptographic protocols
and are of interest to other research areas such as ad-hoc networks, military networks amongst
others.
Optimal bounds for the number of phases (communication from sender to receiver or vice
versa), connectivity requirements (number of node disjoint network paths connecting sender
and receiver - denoted by n), communication complexity (complexity of the number of field
elements sent - where F is the finite field used and |F| = q) and transmission complexity (pro-
portion of communication complexity to complexity of secrets transmitted) for secure message
transmission protocols have been proven in previous work. In the one-phase model it has been
shown that n ≥ 3t+1 node disjoint paths are required to achieve perfect communication. In the
two phase model only n ≥ 2t + 1 node disjoint paths are necessary. This connectivity is also
the required bound for almost perfectly secure one-phase protocols - protocols which achieve
perfect privacy but with a negligible probability may fail to achieve reliability. In such cases
the receiver accepts a different message to that transmitted by the sender or does not accept any
message.
The main focus of recent research in secure message transmission protocols has been to
present new protocols which achieve optimal transmission complexity. This has been achieved
through the transmission of multiple messages. If a protocol has a communication complexity
of O(n3) field elements, to achieve optimal transmission complexity O(n2) secrets will have
to be communicated. This has somewhat ignored the simplification and improvement of pro-
tocols which securely transmit a single secret. Such improvements include constructing more
efficient protocols with regards to communication complexity, computational complexity and
the number of field elements sent throughout the whole protocol.
In the thesis we first consider one-phase almost perfectly secure message transmission
and present two new protocols which improve on previous work. We present a polynomial
time protocol of O(n2) communication complexity which at the time of writing this thesis, is
computationally more efficient than any other protocol of similar communication complexity
for the almost perfectly secure transmission of a single message.
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Even though our first almost perfectly secure transmission protocol is of polynomial time,
it is important to study other protocols also and improve previous work presented by other
researchers. This is the idea behind the second one-phase almost perfectly secure message
transmission protocol we present which requires an exponential complexity of field operations
but lower (O(n)) communication complexity. This protocol also improves on previous proto-
cols of similar communication complexity, requiring in the order of O(log q) less computation
to complete - where q denotes the size of the finite field used. Even though this protocol is of
exponential time, for small values of n (e.g. when t = 1, t = 2 or t = 3) it may be beneficial to
use this protocol for almost perfectly secure communication as opposed to using the polynomial
time protocol. This is because less field elements need to be transmitted over the whole net-
work which connects a sender and a receiver. Furthermore, an optimal almost perfectly secure
transmission protocol will be one with O(n) communication complexity and with polynomial
computational complexity. We hope that in the future, other researchers will be inspired by our
proposed protocol, improve on our work and ideally achieve these optimal results.
We also consider multi-phase protocols. By combining various cryptographic schemes, we
present a new two-phase perfectly secure single message transmission protocol. At the time of
writing this thesis, the protocol is the most efficient protocol when considering communication
complexity. Our protocol has a communication complexity of O(n2) compared to O(n3) of
previous work thus improving on the communication complexity by an order of O(n) for the
perfectly secure message transmission of a single message.
This protocol is then extended to a three phase protocol where a multi-recipient broadcast
end channel network setting is considered. As opposed to point to point networks where a path
from a sender reaches a single receiver, this network model is new in the field of message trans-
mission protocols. In this model each path from a sender reaches multiple receivers, with all
receivers receiving the same information from their common network communication channel.
We show how the use of this protocol upon such a network can lead to great savings in the
transmission and computation carried out by a single sender. We also discuss the importance
and relevance of such a multi-recipient setting to practical applications.
The first protocols in the field of perfectly secure message transmission with a human re-
ceiver are also presented. This is a topic proposed by my supervisor Professor Yvo Desmedt for
which I constructed solutions. In such protocols, one of the communicating parties is considered
to be a human who does not have access to a computational device. Because of this, solutions
for such protocols need to be computationally efficient and computationally simple so that they
can be executed by the human party. Experiments with human participants were carried out to
assess how easily and accurately human parties used the proposed protocols. The experimental
results are presented and these identify how well human participants used the protocols.
In addition to the security of messages, we also consider how one can achieve anonymity of
message transmission protocols. For such protocols, considering a single-receiver multi-sender
scenario, the presence of a t-threshold bounded adversary and the transmission of multiple
secrets (as many as the number of sender), once the protocols ends one should not be able
to identify the sender of a received message. Considering a passive and active adversary new
protocols are presented which achieve the secure and anonymous transmission of messages in
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the information-theoretic security model. Our proposed solutions can also be applied (with
minor alterations) to the dual problem when a single-sender multi-recipient communication
setting is considered.
The contributions of the thesis are primarily theoretical - thus no implementation of the
proposed protocols was carried out. Despite this, we reflect on practical aspects of secure mes-
sage transmission protocols. We review the feasibility of implementing secure message trans-
mission protocols in general upon various networks - focusing on the Internet which can be
considered as the most important communication network at this time. We also describe in the-
ory how concepts of secure message transmission protocols could possibly be used in practical
implementations for secure communication on various existing communication networks.
Open problems that remain unsolved in the research area of the proposed protocols are
also discussed and we hope that these inspire research and future solutions for the design (and
implementation) of better and more efficient secure message transmission protocols.
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Chapter 1
Introduction
1.1 Secure Message Transmission Schemes
The main research area studied in this thesis is that of secure message transmission schemes.
Such schemes have been used throughout history such as when Julius Caesar obscured the
meaning of vital military orders destined for his generals against untrusted messengers and
when Sir Francis Walsingham - the founder of England’s first secret service, used coded letters
to foil plots against Elizabeth I. Such protocols have also been used in more recent history,
from military communications during World War II and espionage during the Cold War, to
secure communication which occurs over the Internet. All these examples highlight the fact
that secure transmission of messages between two parties - a sender and a receiver, has been an
important and vital objective to achieve throughout history.
In practise, most secure message transmission schemes have focused on using encryption
algorithms. In such schemes, the sender encrypts a secret message using a chosen encryption
algorithm to produce a ciphertext which is then transmitted to the receiver. Upon receiving
the ciphertext, the receiver carries out decryption to obtain the secret message in unencrypted
cleartext format. As good encryption algorithms produce ciphertext which should appear as a
random string of bits, it is hoped that if during transmission any third adversarial party views
the ciphertext, they will not be able to gain any knowledge about the secret message.
Encryption algorithms used in practise throughout history include amongst others the Cae-
sar cipher - supposedly used by Julius Caesar, Enigma machines - used by Nazi Germany during
World War II [98], the Data Encryption Standard (DES) - the first publicly available encryption
algorithm used for encryption of data both in industry and government [140], and the Advanced
Encryption Standard (AES) which has been adopted by the U.S. government [139] and is now
used worldwide.
An important question to ask is how a secure message transmission scheme can remain
secure throughout time? The answer should take into account that in the future, cryptanalytic
attacks will improve and computational capabilities will be far greater than the current ones.
The use of encryption algorithms which are based on computational difficulty may leak se-
cret information earlier than the originally planned period of secrecy1, or it may leak secrets
that should never be learned. Using encryption algorithms which are based on computational
1By period of secrecy we refer to the length of time a secret must remain secret. Beyond this period of secrecy
it is irrelevant if the value/message of the secret is revealed or not.
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difficulty, may not be the best solution for some practical applications.
The one-time pad is a type of encryption which (when implemented correctly) is secure
from any form of cryptanalysis and also remains secure despite any technological advance-
ments. This is because it achieves information-theoretic security even when considering an
adversary with unlimited computing power. Given a secret message M , information-theoretic
secrecy is achieved when the adversary is not able to recover any probabilistic information on
M besides what the adversary already knew a priori to the execution of the protocol - and
despite any observations the adversary carried out whilst the protocol was executing.
Secure message transmission protocols studied in this thesis achieve information-theoretic
security of secrets transmitted between two parties. Because of this, they are important pro-
tocols to study and improve in research. This is because they are fundamental cryptographic
protocols used to implement underlying cryptographic assumptions. Furthermore they can be
used for key exchange purposes to initiate communication between two network parties.
In this thesis we present novel protocols in our study of secure message transmission
schemes which achieve information-theoretic security. The protocols we present will maintain
their security properties for all time and will not be affected by any forms of future compu-
tational advancements or cryptanalytic attacks. Our focus considers abstract and theoretical
network models in which a sender and a receiver can be any two nodes in a network. In such
networks, the two parties are connected by node-disjoint network paths comprised by network
nodes of an underlying network topology. Such theoretical networks are different to the Internet
where the presence of node-disjoint network paths cannot be guaranteed or selected - as will
be discussed in Chapter 7. An additional presence in the network is a threshold bounded static
and computationally unlimited active adversary. For some of our protocols a passive adversary
is considered. Despite the presence of the adversary and any actions it may impose upon a
protocol, the protocol should always achieve the security properties required by a sender and a
receiver.
1.2 The Importance of Secure Message Transmission Protocols
We first identify the reasons why it is important to study secure message transmission protocols
- expanding on each of these in the forthcoming subsections.
It is important to study message transmission protocols for the following reasons:
• Message transmission protocols are fundamental cryptographic protocols which find ap-
plications in various research areas.
• To enable key exchange between nodes in networks where we consider an adversary and
where the infrastructure to enable key exchange (such as public key infrastructure) is not
present or is not available.
• To allow for the transmission of secrets with information-theoretic privacy when other
cryptographic schemes based on computational hardness and prone to future technologi-
cal frailties or future attacks cannot or should not be used.
The importance of each of the above reasons is described in detail in the following sub-sections.
14 Chapter 1. Introduction
1.2.1 Message Transmission Protocols as Fundamental Cryptographic Protocols
Secure message transmission schemes as studied in this thesis are important cryptographic pro-
tocols. This is because they provide a guaranteed method of secure communication between a
sender and any receiver in a theoretical network setting. Because of this, they are of interest in
both a theoretical and a practical viewpoint.
In theory, such protocols find applications in various forms of distributed and secure com-
putation. Such an example is that of secure multi-party computation (MPC). In such protocols,
the assumption of a complete graph is made where each pair of protocol participants are con-
nected to each other with a direct, reliable and private communication channel. This is a very
strong assumption to make as it is very difficult to achieve a complete graph in a network -
especially when the number of participants in a protocol is large. This will require a very large
number of links - which will make such a network extremely expensive to set up and expand.
Contrary to this, networks are in general built with an underlying network of nodes (routers
or switches) which implement the correct routing and forwarding of data from a sender to the
intended recipient(s). As complete graphs are rarely found, to implement secure multiparty
computation - and indeed any other protocol which assumes a complete graph, the concept of
a direct, reliable and private channel between any two participants needs to be simulated us-
ing secure message transmission protocols - which achieve the required security properties of
complete graph edges. It should be pointed out that despite secure message transmission pro-
tocols using multiple disjoint paths, the overall effect for a participant using secure message
transmission protocols is that of a single secure channel.
Secure message transmission protocols are thus fundamental cryptographic protocols used
to implement underlying assumptions. It is thus important to simplify such protocols as much
as possible so as to simplify protocols which in turn use them.
The importance of secure message transmission protocols is not confined to cryptography
alone. When studying such protocols, abstract network topologies are considered. Because
of this, such protocols can be deployed in many networks provided they allow for the use of
a multiple number of node disjoint paths - an essential requirement for such protocols. Such
protocols have found direct applications in various research fields which include sensor net-
works, ad hoc networks, military networks and have been used in various published papers
also [47, 72, 111, 119, 171].
It is worth noting that despite the main motivation for such protocols being communication
networks, they can be used in other types of networks, such as human networks [84]. Concepts
of these protocols have also been used in other aspects of research where networks and secure
properties are required, such as in critical infrastructure protection [48, 175].
In more practical scenarios, secure message transmission protocols can be used in different
contexts on (real-world) networks. As an example, due to the use of multiple disjoint paths and
given the reliability of message transmission such protocols guarantee, this could allow for
such protocols to be used as a defence against Denial of Service attacks, directing the flow of
information across networks paths free from any form of congestion or attack and thus providing
higher reliability guarantees. This was used in [191] to allow two sensor nodes in a sensor
network (which do not have a shared key from a key pre-distribution phase) to establish a
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secure communication channel between them. This process considered an active adversary and
was able to defend itself against denial of service attacks without the involvement of the base
station.
1.2.2 Message Transmission Protocols for Key Exchange Purposes
Secure message transmission protocols can be used to initiate communication amongst two
parties - a sender and a receiver, in a network. More specifically, they can be used for key
exchange purposes.
The use of encryption algorithms (such as DES or AES or other similar symmetric key
algorithms) by two parties requires some form of initial setup between them before any secret
communication can occur. This not only includes the choice of encryption algorithm to be used,
but the essential pre-shared knowledge of an encryption key which should be known by both
of the communicating parties. The latter is otherwise known as “key agreement”. Although
solutions for this kind of agreement exist, they generally require the use of pre-shared secrets
or some form of initial setup - such as a public key infrastructure, to be available. Use of public
key encryption methods also suffer from initial setup requirements (such methods require the
existence of a trusted and secure public key infrastructure).
An important question to ask and examine is how two parties can achieve secure message
transmission when key agreement infrastructure is not available to them.
This may be possible for some networks which may be specifically designed for secure
message transmission and for a specific security parameters (specific values of t). This may be
the case for military communication networks in a warzone. In such cases, the network graph,
the value of t and the definition of the protocol will be pre-programmed in all network nodes
which comprise a network. If this is the case, no initial setup (beyond the initial implementation
of the network nodes and network) will be required for the execution of a secure message
transmission protocol.
For other networks, it is assumed that knowledge about properties of the communication
network (such as network graph, value of t) are commonly known by both sender and receiver
of a communication.
1.2.3 Message Transmission Protocols for Information-Theoretic Privacy
In this section we describe how message transmission protocols compare to other cryptographic
protocols concerning the transmission of secrets in the presence of an adversary.
The advantage of message transmission protocols studied in this thesis is that they achieve
information-theoretic privacy. Because of this, such protocols are proven to be secure using a
complete and correct mathematical proof. Assuming two communicating parties are connected
with a sufficient number of node disjoint network paths (the number of which depends on the
protocol used), such protocols will remain secure and will remain so throughout time. To
borrow a term from Aumann, Ding and Rabin [8] such protocols achieve everlasting privacy. It
is important to study such protocols and through research design solutions which as much and
as close as possible reach the optimal bounds (for various complexities) identified by various
work.
As history has shown in the breaking of Enigma [98], the use of an encryption algorithm
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remains secure up until any weaknesses of the encryption algorithm are possibly found.
The technological demise of DES also highlights the fact that encryption algorithms are
secure up to the point in time when technology catches up with the encryption algorithm. In
the case of DES, this was designed and accepted as a standard in 1976 [193]. In 1998 a ma-
chine built by the Electronic Frontier Foundation (EFF) [57] was able to perform a brute force
search upon the key space of DES. DES was thus overtaken by technological advancements
which proved DES to be computationally insecure. This frailty was a result of DES’s small key
space (256) - even though DES as an encryption algorithm has a relatively high resistance to
cryptanalysis.
The Advanced Encryption Standard is the latest encryption algorithm chosen by the Na-
tional Institute of Standards and Technology as the main encryption algorithm to be used by
the US government [139]. Despite AES currently being a secure algorithm, a number of dif-
ferent attacks on AES have been found. Two of these attacks which target the full version of
AES include Related-Key Cryptanalysis (RKC) introduced at [25] and attacks exploiting Time-
Memory-Key (TMK) trade-offs as presented in [26]. While the complexities of such attacks
(299.5 AES operations for RKC, 280 for TMK) are much faster than an exhaustive search attack,
they are currently not technologically feasible. Despite this, the authors of [24] describe how
the use of GPU like special purpose hardware in a high performance computer could theoreti-
cally break the full AES in a time frame of as little as one year when using RKC, or in merely
one month when performing a TMK attack. Although the supercomputer they describe is very
expensive (one trillion dollars) these costs should decrease with time. The importance of [24]
is that it suggests that even AES is vulnerable to technological advancements.
Other cryptographic algorithms such as RSA, lattice-based cryptography and other such
schemes are based on computationally hard problems. This means that the assumption that it
is too hard for an adversary to decrypt an encrypted message in a reasonable time is made (but
such assumptions are as yet unproven).
The RSA algorithm [157] (upon which some public key infrastructure implementations
are based) assumes the presumed difficulty of factoring large integers. The advent of quantum
computing though has the potential to “break” RSA through the implementation of Shores Al-
gorithm on a quantum computer [166]. Although quantum computing is still years away from a
practical implementation, things may change in the future through the progressive advancement
in quantum computing research.
Currently, post-quantum cryptography (cryptographic systems that are not breakable using
quantum computers and current quantum algorithms) [23] includes different approaches such
as lattice-based cryptography, multivariate cryptography, hash-based signatures amongst oth-
ers. These are also based on computationally hard problems - for which currently no known
quantum algorithms which perform significantly better than the best known non-quantum algo-
rithms have been found. Lattice based cryptographic schemes were first proposed in [5]. Most
of these use mathematical problems based on lattices - problems that have a solution but are
hard and (currently) computationally difficult to find. Hash-based signatures such as Lamport
signatures [108] or Merkle signature schemes [122] require the use of a secure one-way func-
tion. For such functions it is assumed that it is easy to compute the result of the function on
1.2. The Importance of Secure Message Transmission Protocols 17
every input, but this is hard to invert. Usually a cryptographically secure hash function will be
used - but these are prone to breaking as demonstrated upon SHA-1 in [190].
When encryption algorithms are “broken” or overtaken by technology, they are deemed as
insecure to use. These two factors highlight the fact that certain encryption algorithms which
are based on computational difficulty and unproven assumptions are time-limited with regards
to their usefulness in the transmission of secret messages.
In summary, cryptographic algorithms which do not achieve information-theoretic secrecy
are based on computationally hard problems. These may be prone to various attacks which
progressively build on each other and improve with time. This can decrease the search space
of the ever improving computational capabilities of high performance computers, thus allowing
for the security properties of such algorithms to be broken - something which cannot happen
against secure message transmissions protocols which achieve information-theoretic privacy.
1.2.4 The Importance of Studying Secure Message Transmission Protocols
As outlined earlier, secure message transmission protocols consider and achieve information-
theoretic secrecy - similar to the one-time pad. However, unlike the one-time pad, such proto-
cols do not require the exchange of a key (whose size is equivalent to the size of the message)
before any secure communication takes place. For certain networks some initial information
(such as security parameters and network information) is needed to establish communication
between two parties and the assumption that these are known by both parties is made.
Despite this, it is more expensive to communicate multiple messages using secure message
transmission protocols than when using the one-time pad2. This is because a greater amount
of data needs to be transmitted across a network. Additionally, the computational demands
of secure message transmission protocols may be greater for both parties (depending on the
protocol used) when compared to the computational demands of the one-time pad.
It is thus important to study these protocols and improve on the current knowledge to
design more efficient protocols.
In this thesis we mainly focus on almost perfectly secure one-phase message transmission
schemes and multi-phase perfectly secure message transmission schemes. Almost perfectly
secure one-phase message transmission schemes do not achieve perfect security as with a neg-
ligible probability the protocol may “fail”. When this occurs the receiver of the transmission
scheme does not accept3 a message in the message spaceM⊆ F - where F is a finite field and
|F| = q, but instead accepts the empty message - signified by ⊥.
The main focus of the research for both types of transmission schemes is to design new,
more efficient protocols when compared to existing protocols. We mainly focus on decreasing
the computational and communication complexities of such protocols.
We also introduce a new aspect to secure message transmission protocols - considering
one of the communicating parties to be a human participant, and present new protocols which
are based on experiments with human participants. We also consider a different aspect to per-
2The transmission of multiple messages may be required for example in the implementation of a secure multi-
party computation protocol where a party has to send a number of secrets to all other parties participating in the
protocol in a secure manner. Such protocols assume the presence of a complete graph - which in fact may be
implemented through the use of secure message transmission protocols.
3Here the term “accepts” is used to mean receive as the message of the transmission protocol.
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fectly secure message transmission where in addition to the security of a transmission we also
consider anonymity of transmission. In such protocols, the identity of the sender of a message
should remain anonymous in a scenario where a single receiver receives multiple messages
from many senders4. The importance of such protocols is described and applications requiring
these properties are identified. We also address the importance and feasibility of implementing
such protocols in practise upon networks which exist in the real world.
1.3 Previous Work
In this section we review research carried out in message transmission protocols. In the next
section we critically assess this work and later specify in detail what was studied and what will
be presented in this thesis.
During the Cold War, where the threat of nuclear attacks was a real danger, military net-
works required great survivability guarantees. This would ensure that command centers were
always online and available for any necessary military operation. Similar to such networks, the
design and implementation of the ARPANET, from which the Internet evolved, also required
survivability and continuity of network operation guarantees [113]. The main focus of any
disruption for ARPANET was against losses of large portions of the underlying network [113].
Almost all work in message transmission protocols consider a sender and a receiver con-
nected to each other using node disjoint network paths. Early work on reliable communica-
tion [88] considered an adversary which is able to block transmission on a node disjoint path
- otherwise known as a wire. The specific adversarial model is otherwise known as a fail-stop
adversary, which has the ability to cause a network node to become non-responsive. Assuming
the adversary is t-bounded, the adversary can control up to t nodes in the network causing them
to become non-operational. As the adversary is assumed to know the definition of the protocol
and is able to control any network node, he/she can disable the transmission of data on up to
t wires connecting the sender and the receiver - effectively causing these wires to be cut from
the network. Alternatively, one can consider this kind of attack to be equivalent to a network
attack where the network paths controlled by the adversary are suffering from congestion or a
Denial of Service attack and cannot deliver data effectively, if at all. It is easy to see that with a
t-bounded adversary present, to guarantee reliability of message transmission between a sender
and a receiver (t + 1) wires are needed. In this case, the same data will be sent over all wires.
With at most t non-operational wires the data will be successfully delivered to the receiver from
at least one wire.
Similarly, the work by Dolev [55] considered a t-bounded Byzantine adversary [109].
Such an adversary, in addition to the capabilities of a fail stop adversary can cause a corrupt
node to behave in any manner the adversary chooses - causing it to deviate from the protocol
specification and causing errors or alterations to data transmitted across corrupt nodes (and in
effect across wires). The necessary and sufficient minimum number of wires n - connecting a
sender and a receiver, to allow for reliable communication was shown to be n > 2t [55]. In
this case, the sender will transmit the same data over all n wires. The receiver can identify
4Similarly in the dual single-sender multiple-receiver scenario where the single sender sends multiple messages,
anonymity of receivers who receive a message should be achieved.
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and accept the correct data using a majority - data received at least (t + 1) times is identified
as the correct data to accept. This is because there are at least (t + 1) honest (non-adversary
controlled) wires which will correctly deliver the data transmitted by the sender. If a lower
number of wires are used, then the active adversary can simulate the transmission of a different
message. For example, if only 2t wires are used, the adversary can alter data transmitted on
adversary controlled wires so that no single value is received as a majority. In this case the
receiver cannot know which is the correct value to accept. Using less than (2t + 1) wires
therefore cannot guarantee reliability of message transmission.
Both of the earlier references considered the transmission of messages with reliability be-
ing the only required security property. The work of Dolev, Dwork, Waarts and Yung [56]
enhanced message transmission protocols by additionally considering the concept of secrecy
of the message to be transmitted. The main objective of this work was to consider security
“without complexity theoretic assumptions and with perfect correctness”. This means that the
protocols would achieve information-theoretic security, that the adversary would be computa-
tionally unbounded, that the adversary could not break the privacy of a secret or could not cause
the protocol to fail in any way and that the receiver would always accept the same message as
that transmitted by the sender. In other words, the work of [56] introduced perfectly secure
message transmission (PSMT) protocols. These protocols mainly use the cryptographic con-
cept of secret sharing - such as that of Shamir secret sharing [163], in combination with node
disjoint network paths (or wires).
In their work Dolev et al. [56], showed that when data is sent from the sender to the receiver
using one-way communication (also known as one-phase protocols), (3t+ 1) wires connecting
the sender and the receiver are necessary and sufficient to achieve PSMT. If a lower number of
wires are used then the receiver may be unable to uniquely decode a single message. This is
a direct result obtained from coding theory combined with secret sharing. When considering a
t-bounded active adversary, a secret sharing scheme requiring t + 1 (unaltered) shares will be
required to reconstruct the secret message. Such a secret sharing scheme requires the use of an
at most t-degree polynomial. Two t-degree polynomials can share t common points between
them. Because of this, a t-bounded adversary can alter t shares and create an at most t-degree
polynomial with at most 2t points defined by the polynomial “created” by the adversary (t
shares altered by the adversary and t unaltered shares). To be able to uniquely decode a single
message, the receiver would thus have to identify a polynomial with at least 2t + 1 points -
which obviously cannot be a wrong polynomial (as altered polynomials can include at most 2t
points). Because of this, for one-way PSMT a (t+1)-out-of-(3t+1) secret sharing scheme has
to be used and 3t+ 1 wires also (with each share transmitted once and on one wire only).
The necessary condition of at least (3t+1) disjoint paths can be rather restricting in appli-
cations of secure message transmission protocols. This is because the connectivity requirements
are relatively high and may require a rather dense network to provide this number of disjoint
paths for the protocol to be executed. The basis of message transmission protocols such as those
presented in [68, 107, 167] is to use a lower number of wires - (2t + 1) instead of (3t + 1),
to connect a sender and a receiver. This is also the minimum number of wires one can use for
reliable communication against a t-bounded active adversary as shown in [55]. With a lower
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number of wires, one-phase message transmission protocols could be executed over more sparse
networks which cannot provide the required (3t + 1) number of wires required for one-phase
PSMT protocols.
Using a lower number of wires, such protocols [68, 107, 167] cannot achieve perfectly
secure message transmission - instead they achieve a different form of security which is defined
in Section 2.3 and throughout this thesis is referred to as (, δ, γ)-security. These are briefly
defined here (and with greater detail in Section 2.3). The term  identifies -privacy if for every
two messages M0,M1 ∈ M, with c being a constant, VADV(M, r) denoting the view of the
adversary when the message transmitted by the sender is M and r denoting the randomness
used by the adversary we have:∑
c
|Pr[VADV(M0, r) = c]− Pr[VADV(M1, r) = c]| ≤ 2
The probabilities are taken over the randomness of the honest parties and the sum is over all
possible values of the adversary’s view. The term δ identifies δ-authenticity if the sender trans-
mits MS and given that the receiver accepts MR ∈ {M} (where {M} denotes the message
space) MS 6= MR with probability δ. The term γ identifies γ-availability if, with probability at
least 1 - γ, the receiver accepts a message MR ∈M and in all other cases accepts ⊥ which de-
notes the empty message. When executing such protocols, the probability of γ, δ and  should
be negligible - meaning that the probability should be so small that it can be safely ignored.
The main security property such protocols aim to achieve is that of perfect privacy. How-
ever, due the adversary’s actions and the lower number of wires used, the receiver may decode
more than one message - instead of a single one (as earlier described, only through the use of
3t+1 wires can a unique message be decoded correctly by the receiver). When this occurs, dif-
ferent protocols terminate in a different manner. For protocols presented in [68] [52, Section 3]
the receiver will always accept a message and reliability of message transmission may fail with
a given probability bound. In such cases, reliability is said to have failed as the receiver accepts
a different message to that transmitted by the sender. In protocols presented in [107, 167], when
the receiver decodes more than one message, the receiver will not accept a message but will
accept ⊥ and the protocol will terminate. When this occurs the protocol is said to have failed.
In [107] Kurosawa and Suzuki considered almost perfectly secure (1-phase, n-channel)
message transmission when n = 2t + 1. It was shown that almost perfectly secure message
transmission can be achieved provided we are willing to accept a small (negligible) probability
that the protocol will fail. This occurs when the receiver decodes more than one message and
accepts ⊥. The probability with which this occurs is identified by the variable γ of the security
definition used in this thesis. A lower bound of Θ(n) communication complexity for this type of
transmission was proven and an exponential time protocol achieving this bound was presented.
As exponential time protocols are impractical for large values of t, other research has
focused on designing polynomial time almost perfectly secure (1-phase, n-channel) message
transmission protocols. In [167] Srinathan et al. considered the same type of security - although
different terms were used to refer to very similar security properties. Their work presented
a polynomial time protocol achieving almost perfectly secure message transmission of O(n)
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messages with a communication complexity ofO(n2). Because of the complexity in the number
of messages transmitted, the protocol achieved O(n) transmission rate5 - which is the optimal
transmission rate that any transmission protocol can achieve as proven in [169].
When two-way communication between the sender and the receiver is possible, Dolev
et al. [56] proved that n = 2t + 1 wires connecting a sender and a receiver is a necessary
and sufficient condition to achieve PSMT. Dolev et al. [56] also presented a three-phase pro-
tocol achieving PSMT - with a communication complexity of O(n5). It was shown that two
phases are necessary and sufficient to achieve PSMT and presented a two-phase PSMT protocol.
Nonetheless, the protocol was inefficient as it required exponential communication complexity
- which is impractical for large values of n. Since then, work has sought to improve such pro-
tocols [4, 62, 105, 168, 170]. The main emphasis is on protocols with two phases which is the
optimal number of phases a protocol can achieve PSMT when using n < 3t + 1 wires. These
protocols initiate with the receiver sending information to the sender (first phase) and end after
the sender replies back with data (in the second phase) containing the encrypted secret which
the receiver can decode.
Srinathan et al. [169] proved that any two-phase reliable message transmission protocol,
and hence any secure protocol, over n ≥ 2t + 1 wires out of which at most t are faulty is
required to transmit at least b = ( nln−2t) bits for the transmission of an l-bit message. A protocol
claiming to achieve this lower bound was presented, but an error in their protocol was presented
in [4].
Agarwal et al. [4] also presented a two-phase protocol able to achieve the optimal trans-
mission rate of O(n). This was achieved with exponential communication complexity which
meant that the computational requirements of the two communicating parties were also expo-
nential. This was improved somewhat in Fitzi et al. [62] where the presented work was able
to achieve the optimal transmission rate of O(n) with lower O(l) communication complexity
achieved - where l is the length of the message sent. Despite this, a greater number of wires
n ≥ (2 + )t (where  > 0 is a fixed but arbitrarily small constant) and not the optimal (2t+ 1).
Both the above results were improved in [105] where a polynomial time two-phase PSMT
protocol able to achieveO(n) transmission rate was presented. The communication complexity
for the protocol was O(n3) and O(n2) messages were transmitted by the sender to the receiver.
Secure message transmission schemes have also been studied in other contexts. Consid-
ering a general adversary structure [96] is such an example. In [104] this adversarial model
was considered for networks with bi-directional channels and proved necessary and sufficient
conditions for PSMT for this network setting. In [53] the same adversary model was considered
but with a different network model where communication between sender and receiver and vice
versa was possible, but through the use of one-way channels only.
Other contexts in which PSMT protocols have been studied include asynchronous net-
works [161], mobile adversaries [143] and mixed adversaries [56, 145] amongst others.
Solutions for asynchronous networks have been studied by other researchers. The work
of [35, 36] proved that in an asynchronous network, if all the n wires are directed from sender
5Transmission rate is the ratio of the protocol communication complexity divided by the complexity of the
number of secret messages transmitted in a transmission protocol.
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S to receiver R, then any PSMT protocol tolerating a static t-threshold adversary is possible iff
n > 3t. Surprisingly, the same work proved that even if the n wires are bi-directional, then any
PSMT protocol in an asynchronous network tolerating a static t-threshold adversary is possible
iff n > 3t (for synchronous networks bi-directional PSMT requires n > 2t)6.
Other work has considered secure message transmission protocols but with various as-
sumptions made. In [18, 19] the work focused on decreasing the number of disjoint network
paths required for the communication between the sender and receiver to take place. It was
shown that lower connectivity requirements are required if some pairs of processors share au-
thentication keys between them. The work of [18] showed that for reliable communication
amongst any sender and any receiver against a coalition of at most t faulty processors, the net-
work of channels defines a natural “communication graph”, with an edge between two vertices
for every channel between two processors. The pairs of parties sharing authentication keys de-
fine a natural “authentication graph”, with an edge between two vertices for every shared key.
It was shown that all-pairs reliable communication is possible if and only if the communica-
tion graph is (t + 1)-connected and the union of the two graphs is (2t + 1)-connected. In this
case, disjoint network paths are replaced by authentication keys and their respective edges in
the “authentication graph”.
In [73, 165] the problem of secure message transmission with public discussion (SMT-PD)
- which was introduced in [74], was considered. Similar to PSMT protocols, such protocols
also consider a t-threshold bounded adversary which can corrupt t of the n (t < n) channels
connecting a sender and receiver. Additionally, SMT-PD protocols assume the presence of a
reliable, but public channel, that is a broadcast channel the adversary can read but cannot alter.
This public channel is implemented using the work of [22, 46, 187] where it was shown how
broadcast functionality is feasible in partially connected settings for a subset of the nodes in
the network. However, the implementation of the public channel in point-to-point networks is
costly and highly non-trivial in terms of rounds of computation and communication [73]. The
use of such a public channel allows for secure message transmission to occur even when the
number of wires connecting the sender and receiver is less than 2t - something which is not
possible in PSMT protocols. SMT-PD protocols are important as they allow for secure multi-
party computation to be achieved on sparse networks where the number of node disjoint network
paths connecting communicating parties is not enough to allow the use of PSMT protocols.
Further to the described work, different network models have been proposed in the theory
of secure message transmission protocols. These include the directional model of communica-
tion - where communication can occur from the sender to the receiver, and the corresponding
non-direction model of communication - where communication from sender to receiver and
from receiver to sender is possible. Both of these models were first proposed in [56]. A third
model was proposed in [52] where communication from sender to receiver and from receiver to
sender was possible, but wires which allowed for communication from sender to receiver were
different to the wires which allowed for communication from receiver to sender.
It is important for the research community to research all network models (in this thesis
6It should be noted that asynchronous networks will not be studied in this thesis as for all protocols to be
presented synchronous networks will be considered.
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we study two of these three models) as different networks which exist in practise can fall in
any one of the three models. Network nodes which are part of a wired network will generally
fall in the non-directional model. On the other hand, nodes of actuator networks may follow
the directed network model. In such networks the sink of the network carries out most of the
communication and actuator nodes forward or receive information. Satellite networks may also
fall under this category, where the main form of communication occurs one way. This commu-
nication may be either from a control center on earth sending instructions to a satellite far out
in space or from a satellite sending collected data to a control center. Additionally, the network
model considered in [52] is equally important. As shown in the work of [101] which began
with the attempt to implement geographic routing [99], idealized assumptions about radios and
their resulting connectivity graphs were shown to be untrue. This in addition to connectivity
problems highlighted in [102], show that for ad-hoc networks which use radio communication,
the presumed network graph and connectivity is not necessarily the one that will be available
to the network. For such networks, the implemented network may have a topology similar to
the network model presented in [52]. On the contrary, the network connectivity graph may
not allow for node-disjoint paths and in this worst case scenario secure message transmission
protocols cannot be used.
1.4 Critical Review
In this section we critically assess previous work and specify in detail what will be studied in
this thesis.
We first consider work which assumes certain conditions in the environment of message
transmission protocols. The work of [18, 19] assumes the presence of authentication keys in a
network and the work on secure message transmission with public discussion [73, 165] assumes
the presence of a reliable channel. These may be impractical assumptions to make. Secure
message transmission schemes are generally considered in the context of abstract theoretical
networks. In this context, the presence of authentication keys requires prior placement and
distribution of these keys before such a protocol is executed. Furthermore, the assumption of
a reliable channel in the model of secure message transmission with public discussion is also
an impractical assumption to make. As stated earlier, against a Byzantine adversary reliability
of message transmission cannot be achieved when the number of disjoint paths n connecting
a sender and a receiver does not satisfy n ≥ 2t + 1. This raises the question of how one will
implement the required reliable channel of public discussion protocols efficiently when such
work states that the number of disjoint paths can be less than (2t+ 1). Implementing the public
channel using the work of [22, 46, 187] when n < 2t + 1 is costly and highly non-trivial
as [73] asserts. Such assumptions may be impractical to implement and such work will not be
considered further in this thesis.
It seems that most recent research carried out in message transmission schemes has fo-
cused on increasing the number of messages sent in a protocol execution. This is done so that
the transmission rate of a protocol reaches its optimal limit of O(n). This ignores the cases
when secure message transmission protocols will mainly be used by a sender and a receiver,
to allow them to initiate communication in networks where no infrastructure to allow for key
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exchange is available. In such cases, the only message that needs to be securely transmitted is
the single value of an encryption key. Once this has occurred the two communicating parties
can carry on with secure communication using some form of encryption algorithm. This will
allow for the latter communication to occur in a more efficient manner - with regards to commu-
nication complexity and number of phases required. This is useful for applications where the
planned age of secrets is short enough that it is secure to use current symmetric key encryption
algorithms. Secure message transmission protocols are thus used for key exchange purposes
when infrastructure which could allow for such a process is unavailable (but details of network
topology and security parameter t may be assumed knowledge network nodes possess).
Alternatively, secure message transmission protocols may be used to implement the direct,
reliable and private channel of an assumed complete graph for various protocols - for example
MPC. For some of these protocols, it may be the case that each participant sends a single
(possibly different) message to all other participants. Using protocols which transmit multiple
messages is thus not required and it is best to use more efficient protocols which transmit only
a single message.
Work which focuses on increasing the number of secrets transmitted is not that useful
for the given scenarios. On the contrary, all that needs to be transmitted securely is a single
message and it is important to use the most efficient algorithms with regards to communication
and computational complexities. The main aim of the thesis will be to present new protocols
which achieve this.
1.5 Context and Overview of Thesis Focus
In this thesis we study various forms of secure message transmission protocols which transmit
a single message from a sender to the receiver7 considering synchronous networks and static
t-threshold bounded and computationally unlimited adversaries.
The main focus of the work is to design new more efficient protocols - improving earlier
work in the literature. The efficiency improvements sought are those for the communication and
computational complexities of such protocols. This is important as secure message transmis-
sion protocols are fundamental cryptographic protocols (they are used by other cryptographic
protocols to simulate a complete graph) and are also used in other research areas (for key ex-
change purposes, perfect privacy of exchanged secrets amongst others). Simplifying them as
much as possible is important so that protocols which use secure transmission protocols can in
turn become more efficient.
Our work focuses on the synchronous model of communication only. It is important to
study synchronous networks as understanding how to solve a problem in the synchronous model
can be a useful intermediate step towards understanding how to solve the same problem in other
models. For synchronous networks, a maximum bound on the amount of time in which data
is delivered is assumed. This of course cannot be guaranteed using an asynchronous network.
Our results thus cannot be used in practise on asynchronous networks (such as the Internet)
because when considering a t-bounded threshold adversary one cannot know or distinguish the
7This single message may be a secret value in the execution of a secure multi-party computation protocol or it
may be the value of an encryption key for later communication which will occur through the use of an encryption
algorithm. Its exact purpose depends on the application in which the message transmission protocol is used.
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reason as to why a message is not delivered in time - even if some kind of synchronicity was
to be enforced through timeouts. One could not know whether something was undelivered as
a result of the adversary blocking the transmission of data or whether the network was slow in
its delivery. Because of this, for asynchronous networks one will have to consider any possible
delays in network delivery as well as the adversarys effect on the protocol8.
In the thesis we only consider the threat model of a static t-bounded computationally un-
limited static adversary. As the adversary is computationally unlimited we cannot use crypto-
graphic schemes based on computational difficulty or unproven assumptions in the construction
of any protocols. In general an active adversary is considered but for some protocols a passive
adversary is considered and in such cases this will be explicitly stated. The static nature of
the adversary forces the adversary to choose the nodes to corrupt before the execution of the
secure transmission protocol initiates. The t-bounded adversary threat model assumes that the
adversary can take control of at most t nodes of a network. This is comparable to the adversary
being comprised of at most t parties which have to be physically present at the location of a
network node to take control of it.
The alternative adversary threat model which assumes the capability of corrupting an op-
erating system and thus allowing the adversary to corrupt all network nodes running the same
operating system is based on the general adversary structure model as described by [96]. More
specifically, the colour adversary problem as studied in [54] considered adversaries which were
able to carry out replicated attacks on similar systems (such as systems using the same operating
system). This threat model is not considered in this thesis.
1.6 Overview and Organization of Thesis
The next chapter provides background material necessary in the understanding of work to be
presented in later chapters. Despite being brief - as it assumes the reader possesses some general
knowledge of message transmission protocols, readers are referred to the relevant more detailed
appendix sections.
In Chapter 3, we consider almost perfectly secure one-phase message transmission proto-
cols. Two new protocols are presented - both of which improve on previous protocols proposed
by other authors. We present a polynomial time protocol which improves on the work of [167]
and we also present an exponential time protocol which improves on the work of [107]. The
following describes how the new polynomial time protocol compares to previous work.
Protocol Computational
Complexity
Communication
Complexity
Protocol proposed in [167] O(n3) O(n2)
Protocol 1 (Section 3.2) O(n3) O(n2)
Note: Protocol proposed in [167] transmits more field elements
(in number) than Protocol 1 (neglecting terms that are subquadratic
the two protocols transmit 10t2 vs 6t2 field elements respectively)
and requires more computation.
8Furthermore, as shown in [35, 36] asynchronous PSMT requires n ≥ 3t + 1 wires where in the protocols we
present consider n = 2t+ 1 wires.
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The following below describes how the new exponential time protocol compares to previous
work.
Protocol Computational Complexity Communication
Complexity
Protocol proposed in [107] O(
(
2t+1
t+1
)
n2 log(q)) O(n)
Protocol 2 (Section 3.3 O(
(
2t+1
t+1
)
n2) O(n)
Note: Protocol proposed in [107] requires the use of a planar difference set.
Protocol 2 can use any finite field.
One might ask if exponential time protocols in general are necessary and practically rele-
vant considering polynomial time protocols exist. This depends on a number of factors as we
have to take into account that the two protocols also differ in their communication complexity.
Given their different complexities for communication and computation, for small values of t
(such as t = 1, t = 2 or even t = 3) it may be preferable to use the exponential time proto-
col, as the amount of computation that needs to be carried out does not amount to much. In
such cases, for small amounts of t one may find that using an exponential time protocol uses
less energy over the entire network (when considering energy required to transmit, forward and
receive data as well as the required computation) than the polynomial time protocol.
Furthermore, the polynomial time protocol is theoretically not the most efficient protocol
which can be designed. Such a protocol would be of polynomial time and will have a commu-
nication complexity of O(n) - similar to the exponential time protocol we propose. It is thus
important to study such protocols and try and improve on previous work as much as possible
so that we can progressively work together towards designing the best possible solutions. Each
new protocol which is introduced in the literature may help another researcher in improving on
already published work.
In Chapter 4, multiphase protocols are considered. A new efficient two-phase protocol
is primarily presented which achieves the perfectly secure message transmission of a single
message between a sender and a single receiver with lower communication complexity than
previous work. The new protocol achieves two-phase PSMT with O(n2) communication com-
plexity (with n = 2t + 1) - improving on the O(n3) communication complexity of previous
two-phase PSMT protocols. The way this protocol compares to previous work is summarized
by the following.
Protocol Number of Messages
Transmitted
Communication
Complexity
Protocol proposed in [162] 1 O(n3)
Protocol proposed in [105] n2 O(n3)
Protocol 3 (Section 4.1) 1 O(n2)
This protocol is later extended to a three-phase protocol in the context of a different single
sender multi-receiver network model. In this network model we consider the sender to be
connected to the receivers through the use of broadcast channels, with each receiver accessing
a number of these broadcast channels - which deliver the same information to all receivers who
have access to the same broadcast channel. This model is similar to networks which can be
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found in practise and for the first time is considered in the context of perfectly secure message
transmission protocols. The work shows how the use of broadcast channels can allow for great
savings for the single sender in the secure transmission of a message to multiple receivers when
compared to multiple executions of single receiver protocols. The importance and relevance of
such a protocol is also discussed.
Chapter 5 introduces a new research area in secure message transmission protocols - that
of perfectly secure message transmission with a human. In such protocols, the receiver of the
communication (which can be altered to the sender of the communication or both parties of a
communication) is assumed to be a human participant. Because of this, the receiving party is at a
computational disadvantage as it is assumed that a human does not have a trusted computational
device available to them. The difficulty of this problem is that a human cannot carry out complex
mathematical based algorithms to achieve a solution. Such protocols are thus limited to use only
trivial maths such as addition over an abelian group and more specifically addition mod10 -
which is similar to mathematical operations and addition of one digit numbers that humans
are more familiar with. In addition to the requirement that such solutions should be easy for
a human to use, they should also be computationally efficient to be executed by a human in a
timely manner. We present protocols which achieve these requirements and discuss possible
applications of such protocols. We also present the results of experiments carried out with
human participants which show the correctness with which the participants used the protocols.
Chapter 6 studies a different aspect to perfectly secure message transmission when we con-
sider anonymous secure message transmission protocols which achieve information-theoretic
privacy. In such protocols, multiple senders each send a message to a single receiver and the
identity of the sender of a message should remain anonymous to the receiver. The anonymity
and security properties should be achieved despite the presence of an adversary. Two new pro-
tocols are presented when considering a passive and active adversary. The dual of this setting
is when a single sender sends messages to multiple receivers for which a solution can also be
designed using our protocols (with minor modifications) which is also described.
Chapter 7 considers message transmission protocols in general with a more practical based
viewpoint. We address the importance of secure message transmission protocols - highlighting
how their use could improve secure and reliable communication on networks such as the Inter-
net. This is of great importance as it can allow us to defend against future network threats which
can disrupt the reliable operation of networks we have become accustomed to and on whose cor-
rect and reliable operation we depend on. We also explore the feasibility of implementing such
protocols upon various networks which exist in the real world.
This thesis concludes in Chapter 8 where open problems that could be carried out as future
work are identified.
The thesis also includes a number of Appendix chapters which in general provide greater
detail to background material and include the experimental tests given to human participants.
Chapter 2
Background
This chapter provides background material necessary for the understanding of work to be pre-
sented in later chapters. The content of this chapter assumes the reader possesses some general
knowledge of secure message transmission protocols. A general overview of the background is
therefore given. For further details the reader is referred to the appropriate Appendix sections.
2.1 Environment of Message Transmission Protocols
The main players of a secure message transmission protocol are a sender and a set of receivers1
which are connected via an underlying synchronous network. The main objective for the sender
is to select a message MS drawn from a message spaceM ⊆ F - where F is a finite field and
|F| = q. The secret MS is selected with respect to a certain probability distribution and should
be transmitted securely to the set of receivers. Communication between the sender and the
receivers occurs in phases - where a phase is a transmission from the sender to the receivers or
vice-versa. At the end of the protocol, all receivers output a message MR.
In the network environment, the presence of another player - known as an active adversary,
is considered. Such an adversary is capable of corrupting up to t << q nodes in the underlying
network. The adversary is assumed to know the complete protocol specification, message space
M and the complete structure of the network graph. The adversary can take full control of any
compromised network node and may aim to break the security of the transmission protocol.
Further details on the adversary presence is given in Section 2.4 and in Section 2.3 the security
model considered in the thesis is presented.
Throughout the thesis we assume that knowledge about properties of the communication
network (such as network graph, value of t) are commonly known by both sender and the set of
receivers of a communication.
2.2 Network Models
Two different network models will be considered in the thesis. The first considers a single
sender and a single receiver scenario, where network edges are point to point channels (where
two endpoints are connected together with a permanent link). The second network model is
new in the field of message transmission protocols and considers a single sender multi-recipient
scenario with the network containing both point to point and broadcast channels (upon which
a message is delivered to all recipients who have access to the broadcast channel) which are
1In the single receiver model the set of receivers consists of a single party only.
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otherwise known as “hyperedges”2. Both models are described in greater detail later in this
section. We first describe characteristics of the network environment which are common to
both models.
For both models, we consider a synchronous network for which there is a known upper
bound on message transmission delays. The time period between the instant at which a message
is sent by a process and the time at which the message is received by the destination process is
thus less than this bound.
Secure message transmission protocols consider the presence of disjoint network paths in
the underlying network which connect the sender and the set of receivers of the communication.
This disjointness can be edge disjointness - where disjoint paths do not share common network
edges between them. When considering an adversary presence with the ability to corrupt up
to t network nodes, the main disjointness that is considered is that of node disjointness (also
known as vertex disjointness). Node disjoint paths - otherwise know as wires, do not share
any network nodes between them (besides the sender and the receiver). It is easy to see that
node disjointness achieves edge disjointness also. As the adversary can corrupt up to t network
nodes, the adversary can control up to t wires which connect the sender and the set of receivers.
Given a directed network graph G = (V,E) and two vertices denoting the sender S and
receiver R, node disjoint paths connecting the two parties can be found using a maximum-flow
min-cut algorithm [75, 79, 112, 174]. Such algorithms may find a greater number of node
disjoint paths (or wires) than the number which will be required in a transmission protocol.
Throughout the thesis, n will denote the number of wires used in a communication network to
connect the sender to the set of receivers in a transmission protocol.
It should be pointed out that we do not consider the length of these wires. The network
nodes and the number of nodes which are used to compose the wires are abstracted away. Our
only concern is that the required number of wires are available for the execution of a trans-
mission protocol. Additionally, any network nodes which are not used in the construction of
wires, are also abstracted away and do not affect the execution of transmission protocols in any
way. As seen in Figure 2.1, the final network topology for a transmission protocol does not
necessarily use all network nodes in the underlying network connecting a sender and a receiver.
Figure 2.1 is an example of a network topology with all network nodes of a transmission pro-
tocol. The sender and the receiver are denoted with the respective S and R which appear in a
circle. Node disjoint paths (wires) which connect S and R are represented by lines which join S,
R and black coloured circles which represent network nodes used in the composition of wires.
Grey coloured circles represent other network nodes (which do not compose wires and are not
S or R). These nodes do not take part in transmission protocols and are abstracted away.
In the next two subsections, we describe in more detail the network models which will be
considered.
2.2.1 Point-to-Point Networks
In this model, the communication network is modeled as a directed graph G = G(V,E) whose
nodes are the parties and edges are point-to-point reliable and private communication channels.
2These were formally introduced in [69] and were used to connect a sender to a subset of receivers.
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Figure 2.1: Network topology with all network nodes of a transmission protocol.
Wires connecting the sender and a receiver of a communication can be composed of a number
of network nodes of the underlying network. As stated earlier, these are abstracted away and
the communication channel as a whole is modelled as one single wire.
Two variations of this network model will be considered in this thesis - the non-directional
network model and one variation of the directional network model. These vary relative to the
directionality of the edges.
In the non-directional model, the communication channels which connect the sender and
the receiver allow for communication to occur both from sender to receiver and from receiver
to sender. An example of the non-directional model can be seen in Figure 2.2.
Figure 2.2: Example of a non-directional communication network.
The non-directional model can be considered as a general model of point-to-point net-
works. This is because of the non-directional communication channels which allow for bi-
directional data transmission. The directional network model on the other hand can be con-
sidered as a special case of the general non-directional model - allowing for data transmission
to occur in one direction only (from sender to receiver or from sender to receiver) for each
communication channel.
Two variations of the directional network model have so far been considered in literature.
The term “directional model” will refer to a directional network model with communica-
tion channels which allow for communication to occur only from sender to receiver. This can
be seen from the direction of the links in the directional model example given in Figure 2.3.
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Figure 2.3: Example of a directional communication network.
In [52] the authors considered another special case of the non-directional model. In their
model - similar to the directional model, Desmedt and Wang allowed for communication from
sender to receiver and vice versa to occur. What was different about this model - compared
to the non-directional model, was that the number of wires which allowed for communication
from sender to receiver was different to the number of wires which allowed for communication
from receiver to sender. Furthermore, the network model allowed for these two sets of wires to
be disjoint between them. In this case, the network will be composed of directed channels only.
This network model is not considered in this thesis.
2.2.1.1 Simulating Broadcast in Point-to-Point Networks
Broadcast will be used in all multiphase protocols presented in the thesis. To simulate broadcast
in point-to-point networks, when a party (either sender or receiver) broadcasts information, the
same information will be sent over all wires which connect the party to the receiving party
of the communication. The number of wires connecting the two parties is denoted by n and
throughout the thesis n ≥ 2t+ 1. As the adversary is able to corrupt at most t of these n wires,
the receiving party correctly identifies and receives the information sent by the sending party
using a majority vote (information received at least t+ 1 times).
To identify the majority amongst n = 2t+ 1 values received from n wires requires n log n
computational complexity (using binary search).
2.2.2 Network with Broadcast End Channels
We now describe the second network model we consider which is a new network model in the
research area of message transmission protocols. In this model, the communication network
is modelled as a graph G = G(V,E,B) whose nodes in V are the parties and edges in E
are point-to-point reliable and private communication channels. Set B is a set of hyperedges
which are reliable and private broadcast communication channels - which throughout the thesis
will be referred to as LAN multicast channels. Such channels exist in practise - such as wired
ethernet [123] and fibre optic broadcast [45]. It should be noted, that when referring to LAN
multicast channels, these are not only confined to broadcast mediums of communication (i.e.
radio or ethernet) but include any form of communication which could reliably and privately
deliver the same information to multiple receivers3.
We identify four different types of nodes in V - a sender S ∈ V , a set of multiple receivers
R ( V \ {S}, and a set of forwarding nodes F ⊆ V \ ({S} ∪ R). Forwarding nodes connect
3An example of such communication is through the communication of messages in an online closed community
- such as forums where only registered users can see and send messages.
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to the receivers with LAN multicast channels in B. The rest of the nodes (if any exist) are the
intermediate nodes between the sender S and the forwarding nodes in F . These nodes either
comprise node disjoint paths between S and nodes in F or are not used at all in the execution
of a protocol.
Node disjoint paths between S and nodes in F are referred to as wires and will be termed
so from now on. For this network model, we assume that the adversary can corrupt forwarding
nodes only (or any network node which is present in the wire which connects the sender to each
forwarding node) and can take control of at most t of these in a network. Because of this, the
adversary has the capability to control t wires.
Communication channels between receivers in R and forwarding nodes in F are assumed
to be LAN multicast channels inB. Information placed by forwarding nodes on such a channel,
is thus transmitted and received with perfect authenticity (see the security definition defined in
the next section) by receivers who have access to that LAN multicast channel.
As earlier defined, n denotes the number of wires in the communication network. This
in turn implies that there are n number of nodes in F and n LAN multicast channels in the
communication network.
Without loss of generality, we assume that receivers are connected to n′ ≤ n number of
LAN multicast channels. This also indicates the number of forwarding nodes each receiver is
connected to.
Figure 2.4 is an example of the communication network we consider.
Figure 2.4: Example of network with broadcast end channels.
Some networks implemented in practise have a network topology with similar characteris-
tics to the topology of the network model we consider. This is discussed further in Section 4.2.
In Section 4.2.2.1 examples of how receivers can access more than one broadcast channel are
provided - in the context of practical networks.
2.3 Security Model
In this section we provide details of the security definition that will be considered in the thesis.
This will be the same as the security definition presented in [50]. For other security defini-
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tions and how these compare to the one that will be used, the interested reader is referred to
Appendix A.
For any protocol execution, we denote with VADV the view of the adversary for the exe-
cution of the protocol. This includes the behavior of the corrupt nodes during the execution of
the protocol, the initial state of the adversary and any randomness (coin flips) the protocol uses
during its execution. We denote with VADV(M, r) the view of the adversary when the message
transmitted by the sender is M , and r denotes the randomness used by the adversary. We also
use ⊥ to denote the empty message.
Privacy: A message transmission protocol is -private if for every two messages
M0,M1 ∈M, with c being a constant and every r we have:∑
c
|Pr[VADV(M0, r) = c]− Pr[VADV(M1, r) = c]| ≤ 2
The probabilities are taken over the randomness of the honest parties and the sum is over all
possible values of the adversary’s view.
Perfect Privacy is achieved when  = 0 and thus despite VADV the adversary gains no extra
knowledge about the secret message. The adversary knowledge of M is therefore equivalent to
when the adversary does not observe the execution of the protocol and instead guesses the value
of M from the message spaceM. The adversary - which for perfect privacy is assumed to have
unlimited computing power, should thus not be able to recover any probabilistic information on
M besides what the adversary already knew a priori to the execution of the protocol.
For the following definitions of authenticity and availability, the receiver always accepts a mes-
sage MR ∈ {M,⊥} as the message of a transmission protocol (the receiver thus never rejects
a value).
Authenticity: Assuming the sender transmits MS and the receiver accepts MR ∈
{M,⊥} as the message of the transmission, δ-authenticity is achieved by the following condi-
tional probability:
δ ≥ P (MS 6= MR|ReceiverAccepts MR ∈ {M}.
Perfect Authenticity is achieved when given that the receiver accepts a message MR ∈
{M,⊥} as the message of the transmission, MS = MR or MR = ⊥ with probability 1.
This means that the message accepted by the receiver is the same as that sent by the sender or
is ⊥. The value of δ is thus equal to 0.
Perfect Authenticity: δ = 0 = P (MS 6= MR|ReceiverAccepts MR ∈ {M,⊥}.
Authenticity is thus a measure of the probability with which a receiver accepts the same (in
value) message to the message sent out by the sender. It should be noted, that the receiver always
accepts a message MR where either MR ∈ M or MR = ⊥. Based on the above definitions,
perfect authenticity is achieved when the receiver accepts MR = ⊥ or when MR = MS .
Availability: Let γ ≤ 1. A message transmission protocol achieves γ-availability if, with
probability at least 1 - γ, the receiver accepts a message MR ∈ M as the message of the
transmission. In all other cases (with probability ≤ γ) the receiver accepts ⊥.
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Perfect Availability is achieved when γ = 0, that is for all executions of a protocol the receiver
accepts a message MR ∈M (and never accepts ⊥).
A message transmission protocol is (, δ, γ)-secure if it achieves γ-availability, δ-
authenticity and -privacy.
Perfectly secure message transmission - or PSMT for short, refers to protocols which
achieve perfect availability (where γ = 0), perfect authenticity (where δ = 0) and perfect
privacy (where  = 0). PSMT protocols therefore achieve (0, 0, 0)-security.
Almost perfectly secure message transmission, refers to protocols which achieve perfect
authenticity (where δ = 0) and perfect privacy (where  = 0) but the availability of these
protocols may fail with a bounded probability. Almost perfectly secure message transmission
protocols therefore achieve (0, 0, γ)-security.
In cryptography, a security scheme is considered secure if the probability of security failure
is negligible. In the context of almost perfectly secure message transmission protocols, γ should
be made negligible in the security parameters. From [32], a function µ is called negligible if
it decreases faster than any inverse polynomial. Formally, it is negligible if, for any positive
polynomial poly(·), there exists an Np such that:
∀n ≥ Np : µ(n) < 1
poly(n)
In this thesis we aim to construct protocols with negligible probability of failure (preferably
the function which will define the probability of failure will be a negligible function) or zero
probability of failure - for all three security properties described.
2.4 Adversary Presence
Different types of adversaries have been considered in the context of secure message trans-
mission protocols. These vary from a threshold adversary, a generalized adversary struc-
ture [65, 96], a mobile adversary [90] amongst others. In this section we give a general outline
of the adversary presence which will be considered throughout the thesis. For a more detailed
description of the various adversaries considered in message transmission protocols, the inter-
ested reader is referred to Appendix B.
The adversary is assumed to be present in the underlying network which connects the
sender and the receiver of a message transmission protocol. Based on the network example
shown in Figure 2.1, the adversary can thus corrupt any network node which comprise the wires
which connect the sender and the receiver(s). It should be noted that throughout the thesis the
adversary is not able to corrupt any of the communicating parties (sender or receiver(s)) of a
transmission protocol. The adversary is assumed to know the complete protocol specification,
message spaceM and the complete structure of the network graph. Because of this knowledge,
the adversary is assumed to know the nodes which will compose the wires to be used in an
execution of a transmission protocol.
Throughout the thesis, a static t-threshold bounded, computationally unlimited active ad-
versary will be considered. A static adversary chooses the nodes to corrupt before the execution
of the secure transmission protocol initiates. Despite considering a static adversary, protocols
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presented in the thesis are also secure against an adaptive adversary - which can choose the
nodes to corrupt anytime after the execution of a protocol. This is an observable result because
once both static and adaptive adversaries choose the nodes to corrupt, these cannot change. Fur-
thermore, the protocols have been designed to take into account the fact that the adversary can
corrupt any wire connecting the sender and the receiver. With this in mind, all subsets of t cor-
rupt wires will provide the adversary with the same amount of information of the protocol view.
Because of this, the adaptive nature of an adversary does not present an advantage over a static
adversary. Additionally as for all multiphase protocols presented in the thesis, broadcast is used
as the main method of communication beyond the first phase and as broadcast achieves perfect
authenticity of messages transmitted, an adaptive adversary cannot affect the correctness of the
protocol if the nodes to corrupt are chosen after the first phase of communication.
The active adversary considered possesses the capabilities of a passive adversary and is
able to view any data transmitted across corrupt nodes. Due to its active nature, it can also
fully control corrupt nodes - causing them to deviate from the protocol specification in any way
the adversary chooses. As the adversary is computationally unlimited, cryptographic schemes
based on unproven assumptions or computational hardness such as those presented in [136,
137, 157] cannot be used. As the adversary is t-threshold bounded and can corrupt any network
node in the underlying network, the adversary has the ability to control up to t node-disjoint
network paths (or wires) connecting a sender and a receiver. Throughout the thesis, the term
“honest wires” refers to wires which are not controlled by the adversary.
The adversary present during the execution of a secure message transmission protocol aims
to break the security of the protocol. The adversary may do this by attempting to learn the value
of the secret message - thus breaking the secrecy of the protocol. The adversary could also try
to attack the authenticity of the protocol. This would be achieved by carrying out appropriate
changes to make the receiver of the protocol accept a message different to that sent by the
sender of the communication (MR 6= MS). Alternatively, the adversary may choose to attack
the availability of the protocol - causing it to fail so that the receiver does not accept a message
but instead accepts ⊥. The adversary could of course aim to break the security of a protocol
by attempting all of the above attacks against a protocol. The specific attack to be carried out
depends on the adversary and its choices.
2.5 Efficiency of Protocols
There are a number of factors which decide the efficiency of message transmission protocols
and a brief outline of these is given in this section.
Connectivity requirements of transmission protocols is one of the most important factors
which decides the efficiency of protocols. Whether we are considering a threshold or general
adversary structure, a protocol with lower connectivity requirements than one with greater con-
nectivity requirements is considered more efficient. This is because a lower number of resources
(lower number of wires which possibly could result in lower number of network nodes) are re-
quired to achieve security requirements. Additionally, an algorithm with lower connectivity
requirements can possibly be used over a wider range of networks4.
4A protocol with greater connectivity requirements than another could possibly not be used in sparse networks
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Communication complexity is another important factor for secure message transmission
protocols. Communication complexity measures the complexity of the number of field ele-
ments communicated by the sender and receiver(s) in a protocol. This complexity is usually
expressed as a function of n - which denotes the number of wires used in a communication
network to connect the communicating parties. This will also be used throughout the thesis
(sometimes this may be expressed in terms of t - where n is a function of t). It should be noted
that for multi-phase protocols (protocols of more than one-phase but with a constant number of
phases), the communication complexity of different phases may vary. In such cases, the great-
est communication complexity of any phase is considered as the communication complexity of
the protocol. Despite this, even decreasing the communication complexity of a phase but not of
the protocol itself can be considered a slight improvement. Throughout the thesis, sender com-
munication complexity will refer to the communication complexity of data a sender transmits.
Similarly, receiver communication complexity will refer to the communication complexity of
the data a receiver transmits.
Computational complexity is also an important factor. This measures the complexity of
the number of field operations carried out by the sender and receiver(s) in a protocol. These
include multiplication, addition and exponentiation of field elements. Similarly to communica-
tion complexity, computational complexity is also expressed as a function of n (or t) and the
greatest complexity for any operation a sender or receiver carries out is considered as the com-
putational complexity of the protocol. Obviously the lower the computational complexity of a
protocol the better 5 but where computational complexity cannot be improved, simplification of
protocols (where the sender or receiver carry out less computation) should be sought.
It should be noted that we only consider the computational complexity of the sender and
the receiver. We do not consider the computational complexity of nodes in the underlying net-
work used to compose wires connecting the sender and receiver. This is not only because such
nodes are abstracted away, but because they only execute the forwarding function - which is a
relatively simple process. Similarly to communication complexity, when sender computational
complexity or receiver computational complexity is used in the thesis, this will refer to the
computational complexity carried out by the sender or receiver respectively.
Transmission complexity (also known as transmission rate) is another factor often consid-
ered in secure message transmission protocols which is defined as follows:
Communication Complexity
Complexity of Secrets
Where “Complexity of Secrets” expresses as a function of n the number of secret transmitted
between a sender and a receiver. Various work [4, 56, 105, 107, 169] have proven or shown that
the optimal transmission complexity of secure message transmission protocols is O(n).
The importance of these factors depends on the application scenario for which secure mes-
sage transmission protocols are used. For sparse networks - which possibly cannot guarantee
the presence of a high number of disjoint network paths, connectivity requirements of algo-
whereas one with lower connectivity requirements possibly could.
5This implies that achieving polynomial time protocols is better than exponential time protocols.
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rithms may be the most important of these factors. For applications such as sensor networks
- where the preservation of battery life for cheap and small components is very significant,
communication complexity may actually be of greatest importance. For applications where
computationally inefficient devices are used, perhaps keeping computational complexity as low
as possible may be the most important factor.
As proven in various papers in previous work, there are certain limits to each of these
factors. For example, as shown in [55], it is not possible to achieve perfect authenticity of
message transmission against a t-bounded Byzantine adversary when the number of wires n
connecting the sender and the receiver does not satisfy n ≥ 2t + 1. This is because if a lower
number of wires is used, a majority of the message transmitted by the sender cannot be achieved.
During the research process of the thesis we have sought to construct more efficient proto-
cols than those which exist in the literature in terms of both communication and computational
complexities using the optimal number of wires.
2.6 Secret Sharing
Different secret sharing schemes have been proposed in the literature. These include thresh-
old secret sharing schemes such as [28, 163], as well as secret sharing schemes for general
access structures [20, 29, 96]. Throughout the thesis we only consider threshold secret sharing
schemes. To be more specific, Shamir secret sharing [163] will mainly be used.
2.6.1 Shamir Secret Sharing
An m-out-of-n threshold Shamir secret sharing scheme allows for a secret message M to be
distributed as a selection of n shares {s1,. . . ,sn}, so that the following properties are achieved:
Property 1: Any collection of m shares is able to reconstruct the secret message M .
Property 2: Any subset of (m− 1) or less shares reveals no information about M .
Property 3: Using any collection of m (original) shares, one is able to reconstruct any of the
other shares.
Property 4: Given any subset of m − e shares, no information can be obtained about any
disjoint subset of e shares.
The collection of shares is constructed using a random polynomial p(x) = M + a1x1 +
· · · + am−1xm−1 of degree at most (m − 1) - where a1, . . . , am−1 are uniformly random el-
ements of the finite field - GF (q), used. Shares which are constructed are evaluations of the
random polynomial p(x) using various values for x. It is generally common practise for the x
values of shares used to be public and for the private data of the shares sent to a party to be the
y-coordinates of the points used. It is also common practise when n shares are needed to use
points {1, p(1)), (2, p(2)), · · · , (n, p(n)} of polynomial p(x). This means that the values of the
n shares will be the set of values {p(1), p(2), · · · , p(n)}.
The secret of an m-out-of-n secret sharing scheme can be reconstructed using unaltered
shares and Lagrange interpolation. The coefficients of an unknown polynomial p(x) of degree
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less than m, defined by points (xi, yi), 1 ≤ i ≤ m, are given by the Lagrange interpolation
formula:
p(x) =
m∑
i=1
yi
∏
1≤j≤m,j 6=i
x− xj
xi − xj .
Since in Shamir secret sharing the secret is p(0) = a0 = M , the shared secret may be expressed
as:
M =
m∑
i=1
ciyi,where ci =
∏
1≤j≤m,j 6=i
xj
xj − xi .
The secret message M can therefore be calculated as a linear combination of m shares.
The process of sharing secrets using Shamir secret sharing is similar to constructing Reed
Solomon (RS) codes - which were introduced in [153]. Comparisons of these two schemes has
been carried out in [121] and in the context of sharing a secret, they are equivalent. Algorithms
used in the decoding of Reed-Solomon codes could thus be used in the decoding process of
Shamir secret sharing schemes. As using Shamir secret sharing produces codes which are
equivalent to Reed Solomon codes [121], the set of all n possible shares in a secret sharing
scheme (s1, ..., sn) is called a code and its elements codewords. Similar to Reed Solomon
codes, an m-out-of-n secret sharing scheme has a Hamming distance of (n − m + 1) [121].
This distance allows for (n −m)/2 error shares to be corrected and still produce the original
secret. This could be carried out using Reed-Solomon error correcting decoding algorithms
such as [21] which has a computational complexity of O(d3 log q) where d denotes the degree
of the encoding polynomial and q denotes the size of the finite field used.
When considering an m-out-of-n Shamir secret sharing scheme with n being a factor of
m - for example n = 2m, it is easy to see that the computational complexity of sharing a secret
M is O(n2). This because a random polynomial of degree at most (m − 1) has to be created.
This polynomial consists ofm−1 random elements and the value ofM - thus overallm = n/2
coefficients. To create the n shares, polynomial p(x) has to be evaluated n times. With each
one of its evaluation having a complexity of O(n) (using efficient algorithms such as Horner’s
Rule), the computational complexity of an m-out-of-n Shamir secret sharing scheme is clearly
O(n2).
The computational complexity of the secret reconstruction process depends on the polyno-
mial interpolation algorithm used. Gaussian elimination as shown in [27] requires a computa-
tional complexity of O(n3). Neville’s algorithm though can achieve this with a computational
complexity of O(n2) as shown in [150].
2.6.1.1 Variant of Shamir Secret Sharing Scheme
Shamir secret sharing [163] allows for the reconstruction of a secret using polynomial interpo-
lation. When using Shamir secret sharing in message transmission protocols - denoting as p the
polynomial from which the shares are constructed, it is usually the norm to transmit share p(i)
across wire wi - where 1 ≤ i ≤ n and n denotes the number of wires connecting a sender and
a receiver. In this case, the values of i are common knowledge to all parties.
For the protocol presented in Section 3.2 a variant of the above will be used. The only thing
that will vary is that the x-coordinates of points to be used will also remain private. Shares sent
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to the receiver will thus consist of both the (x, y)-coordinates of points of the polynomial p used
to share a secret.
2.6.2 Alternative Secret Sharing Scheme Friendly to Humans
In Chapter 5 where we consider secure message transmission protocols with a human receiver,
an alternative secret sharing scheme will be used. As one of the communicating parties is a
human, the secret sharing scheme is designed to be friendlier for humans to use. When using
this scheme, a secret will always be shared in an n-out-of-n manner. The number of shares
required to reconstruct a secret are consequently equivalent to the number of shares constructed
when sharing a secret.
An n-out-of-n secret sharing scheme allows for a secret message M to be distributed as a
selection of n number of shares {s1, . . . , sn} so that the following properties are achieved:
• From the collection of n shares one is able to reconstruct the secret message M .
• Any subset of (n− 1) or less shares reveals no information about M .
Various secret sharing schemes exist in the literature such as those presented in [96, 163].
These schemes though require computation which is difficult for a human receiver (as we con-
sider in Chapter 5) to carry out. Any secret sharing schemes that will be used in the protocols
to be presented in Chapter 5 should thus be easy for humans to use. For these protocols, secret
sharing mod10 will be the only computation that will be used. We now describe this scheme.
In secret sharing mod10, when a secret (which is quantified by a number composed of
a number of digits) is shared to a number of shares (each of which is also a number of equal
length to the secret), the sum of all respective digits from all shares mod10 will be equal to the
respective digit of the original secret that was shared.
We explain this secret sharing scheme through an example. Supposing that the secret
“2597” has to be shared into five shares, initially four shares are randomly created - each
with the same number of digits as the secret to be shared. As an example, we assume the
four random shares are s1 = 7291, s2 = 1658, s3 = 9202 and s4 = 7484. The fifth
share is then constructed by first identifying its units, so that when summing the units over
all shares mod10, this will equal the units of the secret to share. In a similar manner, the
number of tens/hundreds/thousands of the fifth share are identified so that when summing the
tens/hundreds/thousands over all shares mod 10, this will equal the tens/hundreds/thousands of
the secret to share respectively. With the example random shares given, the value of the fifth
share is thus s5 = 8172.
Similar actions to the above description will have to be carried out when sharing a secret
in an n-out-of-n manner.
The above description of human friendly secret sharing mod10 can be explained by the
following formula:
∀i ∈ {1, . . . , k} : Di(s) =
n∑
j=1
Di(sj) mod 10
Where s denotes the secret, sj denotes one of the n shares (1 ≤ j ≤ n), k denotes the
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length in digits of the secret s (and subsequently the length in digits of all shares both of which
are elements of (Z10)k), and Di denotes digit i (1 ≤ i ≤ k) of the secret or share (D2 would
thus identify the second digit of the secret or share). The above can be read as “For every i, the
sum of digit i over all shares, mod10, results in the same value as digit i of the secret”.
It is easy to see that the described scheme is a secret sharing scheme. This is because
for one to know the value of M , one must know all n shares. This means that this alternative
secret sharing scheme is an n-out-of-n secret sharing scheme - which of course cannot detect
or correct any errors. As all shares are random, not knowing the value of at least one share
achieves perfect secrecy. This is because the probability of correctly guessing the unknown
share is equivalent to the probability of correctly guessing the value of the secret message
M itself. Additionally, all messages in M are possible when less than n shares are known.
This is equivalent to information-theoretic secrecy and Shannon’s proof of the one time pad as
described in [164].
Constructing an n-out-of-n code using this alternative secret sharing scheme is computa-
tionally more efficient than when using Shamir secret sharing. This is because this alternative
scheme has a computational complexity ofO(n) as opposed toO(n2) of Shamir secret sharing.
The computational complexity is O(n) because n− 1 random shares are selected and the digits
of the nth share are found through addition mod10.
Reconstruction of a secret from the shares that were created using this secret sharing
scheme can be carried out in a simple to use manner - as described in Appendix D. Ways
with which human participants interacted with this alternative secret sharing scheme friendly
to humans and how accurately they used it are discussed in Chapter 5. The computational
complexity for reconstruction of a secret using this secret sharing scheme is clearly O(n) - as
addition of O(n) field elements are the only operations required.
2.6.2.1 Generalization of Secret Sharing Scheme
The secret sharing scheme presented in this section can be generalized to a more abstract use of
an abelian group where addition is the operation (·) associated with the set A of the group.
In such a case, the sharing of a secret from the group will be explained by the following:
∀i ∈ {1, . . . , k} : Di(s) =
n∑
j=1
Di(sj) mod |A|
For the above, the definitions of s, sj , n, k and Di are similar to those of when human
friendly secret sharing mod10 were explained in the previous section.
WhenA = {0, 1}, the generalization of the secret sharing scheme describes XOR-sharing.
When using the alternative secret sharing scheme friendly to humans, we assume the case of
when A = {0, . . . , 9} as it has the favorable property of being easy to evaluate when used by
humans - since base 10 is a more familiar base for humans to use.
2.7 Privacy Amplification
Privacy amplification achieves the following for a sender and a receiver - as described in [4].
Suppose the sender and the receiver share b uniformly random finite field elements and that
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it is guaranteed that a < b of these elements are completely unknown to the adversary. Then
there is a simple technique that allows the sender and the receiver to non-interactively generate
a random elements about which the adversary has no information.
Assuming that q > a + b, then we can view the b shared random elements as the first
b shares in a Shamir’s b-out-of-(a + b)-threshold secret sharing scheme. From Property 3 of
Shamir Secret Sharing (see Section 2.6.1), these b shares fix all the other shares in the selection
of shares. From Property 4 of Shamir Secret Sharing, the adversary has no information about
the values of the a ‘new’ shares. These shares can therefore be taken as the outcome of the
privacy amplification.
Chapter 3
Almost Perfectly Secure One-Phase
Transmission Protocols
In this chapter we consider almost perfectly secure transmission protocols. Such protocols do
not achieve perfect security of message transmission as the availability of these protocols may
fail with a negligible probability. When this occurs the receiver of the transmission protocol
does not accept a message, but instead accepts the empty message - signified by ⊥. These
protocols always achieve perfect privacy when executed and whenever the receiver accepts a
message from a message space M, perfect authenticity of message transmission is achieved.
Such protocols therefore achieve (0, 0, γ)-security - as this has been defined in Section 2.3.
Almost perfectly secure message transmission protocols can occur over any number of
phases. In [50, 52, 68] almost perfectly secure protocols were presented for two, three and
more phase protocols 1. In this chapter we only consider almost perfectly secure one-phase
message transmission protocols.
In such protocols the only communication that occurs does so over a single phase and data
is transmitted by a sender to a receiver. A necessary and sufficient condition for one-phase
perfectly secure message transmission between a sender and a receiver is n ≥ 3t + 1 - where
n denotes the number of wires2 connecting a sender and a receiver and t represents the static
active adversary threshold bound. Almost perfectly secure one-phase message transmission
protocols consider a lower number of n wires (with 3t+1 > n ≥ 2t+1) connecting the sender
and the receiver of a communication.
This chapter presents two new almost perfectly secure one-phase message transmission
protocols. Primarily, the environment for these protocols is described in Section 3.1 providing
details of the network and security model considered. In Section 3.2 we present a new polyno-
mial time almost perfectly secure one-phase message transmission protocol and in Section 3.3
we present one of exponential time. The importance of studying exponential time protocols
(when polynomial time protocols already exist) was explained in Section 1.5. In both cases,
the main idea of the protocol is initially given and this is followed by the formal description of
the protocol and its security and complexity analysis. Both protocols improve on previous work
1In the cited work of [52, 68] the security definition used for almost perfectly secure transmission protocols
was comparable to that given earlier. The only difference between the two security definitions is that for protocols
presented in [52, 68] the receiver would always accept a message from the protocol message space and with a
negligible probability the accepted message would be different to that sent by the sender.
2The reader is reminded that a wire refers to a node disjoint path.
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and the way this is achieved is presented in Section 3.4. We also identify the unsolved open
problems for such protocols which could be considered in future work.
3.1 Environment of Almost Perfectly Secure One-Phase Protocols
The network setting considered in one-phase message transmission protocols is that of a di-
rected graph. Additionally, the underlying network which connects a sender and a receiver has
node disjoint network paths which allow for the transmission of data from the sender to the re-
ceiver. On the contrary, no communication channels exist for the reverse communication (from
receiver to sender) to be possible. Because of this, transmission of data can only occur from the
sender to the receiver. This network setting is the same as the second network model described
in Section 2.2.1.
As opposed to one-phase PSMT protocols which require at least (3t+ 1) wires to connect
a sender and a receiver, almost perfectly secure one-phase transmission protocols consider a
lower number - n ≥ (2t+ 1), of wires. As shown in [55] n = (2t+ 1) is the minimum number
of wires required for perfect authenticity in message transmission to be possible. Due to the
lower number of wires used, the transmission protocol cannot achieve perfect security. This
is because with a small (negligible) probability, the actions of the adversary may cause such
protocols to fail.
Almost perfectly secure message transmission protocols should always guarantee that the
message transmitted by the sender can be decoded by the receiver of the communication. De-
spite this, actions carried out by the active adversary may result in the receiver decoding more
than one (different value) message(s). When this occurs, the receiver cannot know which is
the correct message transmitted by the sender of the communication. The receiver thus does
not accept a message but instead accepts ⊥ - signifying the empty message, and in such cases
the protocol is said to have failed. The probability with which this occurs is modeled by the
variable γ which denotes the availability of a protocol.
Almost perfectly secure message transmission protocols though always achieve perfect
privacy when executed. Additionally, when a single message is decoded by the receiver (when
the protocol does not fail) this message is accepted by the receiver as the secret of the transmis-
sion. As this is guaranteed to be the same message transmitted by the sender, in such cases the
receiver accepts the decoded message and perfect authenticity is achieved.
We consider a static t-threshold bounded computationally unlimited active adversary and
denote with n ≥ 2t + 1 (more precisely n = 2t + 1) the number of wires which connect the
sender and the receiver of a message transmission.
3.2 One-Phase Polynomial Time Protocol
In this section we present a new 1-phase polynomial time almost perfectly secure message
transmission protocol. The protocol improves upon previous work as it is more efficient with
regards to the amount of computation that needs to be carried out and the number of field
elements which need to be transmitted. We first present the main idea of our protocol and
in Section 3.2.2 describe the main techniques used in the protocol. We then formally present
the protocol and its security and complexity proof - showing that it is a polynomial algorithm
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regarding both computation and communication complexities.
3.2.1 Protocol Main Idea
As the protocol is a 1-phase protocol, communication can only occur one way from the sender
to the receiver. Denoting with MS the secret message of the transmission, the sender will share
MS using a (t+1)-out-of-n Shamir secret sharing scheme. This will provide the sender with n
shares (s1, . . . , sn) of MS . For each one of the n shares the sender will then carry out a (t+ 1)-
out-of-n Shamir secret sharing (these new shares are termed as sub-shares for clarity) and will
transmit these sub-shares to the receiver - the way this is done is outlined in Section 3.2.2.1.
The receiver will then check the correctness of the shares of MS . Considering only the correct
shares, the receiver will proceed to carry out error detection. These two schemes are described
in Section 3.2.2.2 and Section 3.2.2.3 respectively. If no error is detected the receiver accepts the
message that can be reconstructed from these shares. If at least one error is detected, the receiver
accepts ⊥. When the receiver accepts a value (MR ∈M∪{⊥}) the protocol terminates. As in
some cases the receiver accepts⊥ and in all other cases the receiver accepts the correct message
with perfect secrecy and authenticity, the protocol achieves (0, 0, γ)-security.
3.2.2 Main Protocol Techniques
In this section we outline three main techniques used in the protocol. The first is the encoding
and transmission of the secret message which is executed by the sender. The latter two are
carried out by the receiver and are the identification of faulty wires and error detection schemes.
3.2.2.1 Message Encoding and Transmission
Denoting as MS the secret message of the transmission, the sender will carry out a (t + 1)-
out-of-n Shamir secret sharing of MS - obtaining shares (s1, . . . , sn). The sender does this
by choosing a random polynomial p of degree at most t over GF (q) such that p(x) = MS +
a1x
1 + · · · + atxt - where a1, . . . , at are uniformly random elements of GF (q). The n shares
(s1, . . . , sn) are obtained by evaluating (p(1), . . . , p(n)).
The sender chooses n random, distinct, non-zero elements (r1, . . . , rn) over the finite field
- with random element ri corresponding to wire wi where 1 ≤ i ≤ n. The sender proceeds
to construct a (t + 1)-out-of-n Shamir secret sharing scheme of share si and transmit the con-
structed shares in the following manner:
1. The sender chooses a random polynomial of degree at most t which we define as pi such
that pi(x) = si + ai1x1 + · · ·+ aitxt where ai1, . . . , ait are uniformly random elements
of GF (q).
2. The n sub-shares of si are computed by evaluating pi at (r1, . . . , rn) to obtain (si1 =
pi(r1), . . ., sin = pi(rn)).
3. The random elements with the corresponding sub-shares are coupled together to obtain
((r1, s11, s21, . . . , sn1), (r2, s12, s22, . . . , sn2),. . .,(rn, s1n, s2n, . . . , snn)).
4. Random element ri and the definition of polynomial pi are transmitted over wire wi.
5. The sender transmits sub-share sij (where 1 ≤ i ≤ n) over wire wj - where 1 ≤ j ≤ n.
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Let us start with a preliminary analysis. It is easy to see that the computational complexity
of this scheme is polynomial in field operations. The sender carries out Shamir secret sharing
of (n + 1) values - the secret and the n shares of the secret. As a (t + 1)-out-of-n Shamir
secret sharing of a value requires the sender to choose t random values (to construct the random
polynomial) and then evaluate the value of n shares, secret sharing of a value requires O(n2)
field operations and thus has a computational complexity of O(n2) field operations. As (n+ 1)
values are secret shared, the computational demands of the sender are O(n3) field operations.
It is easy to see that the number of field elements transmitted in this scheme are n∗(n+t+
2) = n2+nt+2n. This is because upon each wire, a polynomial definition (composed of at most
t+1 field elements) a random element and n sub-shares are transmitted. The communication
complexity of this scheme is thus O(n2) field elements.
3.2.2.2 Faulty Wire Detection
This technique is carried out by the receiver at the end of the protocol phase. From wire
wj the receiver receives a random element r′j , a polynomial definition p
′
j and n sub-shares
(s′1j , . . . , s
′
nj). Identification of faulty wires is carried out in the following manner:
Step 1 Initialize set FAULTY := ∅, REPEATFLAG := TRUE.
Step 2 Identify all faulty sub-shares. If p′i(r′j) 6= s′ij - where 1 ≤ i ≤ n and 1 ≤ j ≤ n, then
share s′ij is identified as a faulty sub-share.
Step 3 Do the following while (REPEATFLAG = TRUE):
a REPEATFLAG := FALSE.
b For i := 1, . . . , n
I IF wire wi ∈ FAULTY GOTO Step IV.
II IF there are at least (t+ 1) sub-shares from (s′i1, . . . , s′in) found to be correct
in Step 2 and not in FAULTY , then do nothing.
III ELSE wire wi /∈ FAULTY is identified as a faulty wire. Add wi to
FAULTY . Set REPEATFLAG := TRUE.
IV End of loop.
The faulty wire detection scheme described above identifies faulty wires. However, it cannot
guarantee that wires identified by the scheme as non-faulty are not controlled by the adversary.
It also cannot guarantee that changes were not carried out on data transmitted upon such wires.
As will be outlined later in Section 3.2.4, adversary controlled wires can still pass the test of
this scheme - even if changes were carried out. In short, adversary controlled wires can achieve
this if any alterations carried out on polynomial definitions still result in the algorithm finding
at least (t+ 1) pair of values (sub-shares) passing the test of Step II.
It is easy to see that the computational complexity of the above scheme is polynomial in
field operations. Step 2 is the most computationally expensive step as the correctness of n2
sub-shares has to be verified. Each of the n random elements have to be evaluated for each of
the n (at most) t-degree polynomials. One of these evaluations requires O(n) field operations
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thus the computational complexity of Step 2 is O(n3) field operations. The while loop of Step
3 can be repeated at most t times (as overall at most t faulty wires can be identified in different
instances of the while loop). The inner for-loop repeats at most n times each time it is called.
The computational complexity of Step 3 is O(n3) field operations. Overall, the computational
complexity of the above scheme is O(n3) field operations.
3.2.2.3 Error Detection
Error detection is carried out in the following manner. Considering only wireswi /∈ FAULTY ,
share s′i is the coefficient of polynomial p
′
i received from wire wi which corresponds to the y-
intercept of p′i - thus s
′
i = p
′
i(0). We denote with m = n − |FAULTY | the resulting number
of shares - which are shares of the secret message. Error detection on the m shares is then
carried out in the following manner. From the m shares, (t + 1) (random) shares are selected
and polynomial p′ is obtained from these shares using polynomial interpolation. The remaining
m − (t + 1) shares are then checked to see if they lie on p′ (i.e. if they evaluate to p′). A
share si is said to lie on p′ if si = p′(i). If for any of these shares this is not the case, then an
error has been detected and the receiver outputs ⊥. If no error is detected, the receiver accepts
MR = p′(0) as the message of the transmission.
The computational complexity of this scheme depends on the polynomial interpolation
algorithm used. Gaussian elimination as shown in [27] requires a computational complexity of
O(n3). Neville’s algorithm though can achieve this with a computational complexity of O(n2)
as shown in [150]. Checking the correctness of the remaining m − (t + 1) shares (which can
be at most t) requires a computational complexity of O(n2) - as at most t shares are evaluated
on an at most t degree polynomial.
Using Neville’s algorithm for polynomial interpolation, the computational requirements of
this error detection scheme is O(n2).
3.2.3 Protocol Description
We now present the protocol with n = 2t+ 1 and for message MS .
Protocol 1. Polynomial Time Almost Perfectly Secure (1-phase, n-channel) Message Transmis-
sion.
Start of Phase 1 The sender does the following:
1. The sender uses the scheme of Section 3.2.2.1 to share the secret message MS and
transmit the shares over all wires.
End of Phase 1 The receiver does the following:
1. The receiver receives n shares and a polynomial definition from each wire.
2. The receiver carries out faulty wire detection as described in Section 3.2.2.2 to
detect the “correct” shares received from all wires.
3. The receiver carries out error detection as described in Section 3.2.2.3 on the m
“correct” shares and accepts MS = MR or ⊥.
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3.2.4 Security and Complexity Analysis
In this section we present the security analysis of the protocol which consists of two parts,
the first being the analysis of the protocol’s security properties of privacy, authenticity and
availability and the second being the analysis of the adversary’s best strategy with regards to
causing the protocol to fail (thus causing the receiver to accept ⊥). We conclude with the
protocol’s complexity analysis.
3.2.4.1 Security Analysis
Theorem 1. The above protocol achieves
(
0, 0, 1− ( q−3tq−t−1)t
)
security.
Proof. We first prove the perfect privacy of the protocol. The secret message MS is secret
shared using a (t + 1)-out-of-n Shamir secret sharing scheme. The adversary can only learn
t of these shares - those whose polynomial definitions are sent on adversary controlled wires.
For the secret sharing of the remaining shares the adversary only learns t sub-shares of each
and thus does not learn any of these shares. As the adversary learns t shares, no information is
obtained about the secret message. The protocol therefore achieves perfect privacy.
Perfect authenticity is achieved as the receiver accepts a message only when no errors are
detected. This is proven by the following lemma.
Lemma 1. The faulty wire detection scheme of Section 3.2.2.2 will always identify as “correct”
wires, the set of (t+ 1) non-faulty wires.
Proof. Note first that the faulty wire detection scheme identifies as a “correct” wire those whose
polynomial definitions correspond to at least (t + 1) received sub-shares. As honest (not ad-
versary controlled) wires do not alter any data transmitted upon them and as there are at least
(t+ 1) honest wires, honest wires will always be identified as “correct” wires.
Due to the above lemma, at least (t + 1) original shares of MS will be considered by the
receiver in the error detection scheme. Because of this, whatever the changes the adversary
carries out, the receiver will never accept a wrong message. This is because the degree of
the polynomial used in the secret sharing of MS is at most t. This means that any alterations
the adversary carries out cannot result in a different t-degree polynomial which includes all
the honest (t + 1) shares (corresponding to honest wires) of MS . Therefore, no matter what
alterations the adversary carries out to share values, at least one error will always be detected.
The receiver will thus never accept a message different to the message sent by the sender.
Perfect authenticity is therefore achieved.
We now calculate the availability. Failure of message transmission (i.e. when the receiver
outputs ⊥) occurs when an error is detected in the error detection scheme of Section 3.2.2. An
error is detected by this technique only when the adversary successfully alters at least one share
of the secret message. This can be achieved only when a polynomial definition transmitted
over a faulty wire is altered and after the execution of the faulty wire detection scheme, the
specific wire does not belong in set FAULTY . For this to occur, the adversary must ensure
that at least (t + 1) sub-shares received over all wires lie on the altered polynomial. Assuming
that the adversary controls t wires (all of which do not belong in the set FAULTY ) - and in
turn controls t sub-shares, any strategy followed by the adversary must ensure that at least one
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sub-share not controlled by the adversary lies on the polynomial definition to be altered by the
adversary.
The reader is reminded that sub-shares in the scheme correspond to a pair (rx, sy) where
rx is a random field element representing the x-value of a point on a 2-dimensional plane and
sy is the evaluation of rx for a particular polynomial. As the adversary knows the polynomial
definition transmitted on adversary controlled wires, the adversary knows the value of all possi-
ble sub-shares ((rx, sy) pairs) that can be constructed using the polynomial. What the adversary
does not know is which specific (t+ 1) sub-shares were transmitted over the honest wires.
We denote as pi the polynomial transmitted by the sender on adversary controlled wire wi
and with p′i the altered - by the adversary, polynomial. As the adversary controls t wires and
alters the polynomial to p′i, the adversary can alter all shares transmitted on adversary controlled
wires to reflect shares of the altered polynomial p′i.
We denote with rj the random non-zero x-value transmitted on an honest wire wj . As the
adversary requires (t+1) sub-shares received over all wires to lie on the altered polynomial (and
we assume that the adversary alters shares transmitted on adversary controlled wires correctly
so that they lie on p′i). We denote with event A, the event when at least one of the (t + 1)
sub-shares transmitted over honest wires lie on the altered polynomial. In other words:
Event A : pi(rj) = p
′
i(rj).
Additionally, we denote with event B the event when the adversary alters the polynomial
transmitted on an adversary controlled wire different to that transmitted by the sender, so that a
different (to the original) share is reconstructed from this altered polynomial:
Event B : pi(0) 6= p′i(0).
The above implies that pi 6= p′i.
Given the above, the adversary succeeds with an attack with the following conditional
probability:
prob(A|B) = prob(A,B)
prob(B)
.
Since both polynomials pi and p′i are polynomials of degree at most t and since they are differ-
ent, they can share at most t common points between them - this is a result from coding theory3.
For these t points pi(x) = p′i(x) - where x is distinct for each of the t points.
We now analyze the probability prob(A,B). This is when the adversary carries out an
alteration to polynomial p′i and at least one of the shares transmitted on honest wires lie on this
altered polynomial. It should be pointed out that the adversary should not achieve all t + 1
shares transmitted on honest wires to lie on p′i (otherwise no change has occurred as p
′
i = pi).
Since polynomial pi is of degree at most t, there can be up to t points which have a specific
(and same) value for their pi(rxj ) evaluation. For example, for a specific value y ∈ GF (q)
3This is essentially the same as the fact that any two lines - which is a one degree polynomial, on a two dimen-
sional plane can share at most one point between them. The same idea also applies for t degree polynomial which
can share at most t points between them and follows from the fact that degree ≤ t and that t + 1 points define any
polynomial.
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there can be t points such that y = pi(rxj ) where 1 ≤ j ≤ t. (It should be noted that when
polynomial pi is of degree zero all x-values will evaluate to the same y value.)
We assume that for pi there is such a value y. We also assume that none of the shares
transmitted on adversary controlled wires with xi value correspond to (xi, y). The adversary
can then assume that this y-value was transmitted as a share for each of the honest wires. The
adversary does this as this value is the most popular and thus the most likely value to have been
transmitted. With the adversary knowing the definition of pi, the adversary also knows the rj
values sent on these wires. Overall, one way with which the adversary can alter to polynomial
pi to polynomial p′i is in the following manner:
1. The adversary will look at pi and the evaluations pi(x) over all x in the finite field.
2. The adversary will list the evaluations y = pi(x) in order of popularity - determined by
the number of different values of x which evaluate to the same value of y.
3. As polynomial pi is of degree at most t, there can be up to t different x-values which
appear to evaluate to the same y value4.
4. In the context of calculating an upper bound we assume that there is one such value y′.
5. As the adversary knows the definition of pi the adversary can calculate the t x-values
which evaluate to y′.
6. We assume that upon adversary controlled wires none of these t x-values were transmit-
ted.
7. The adversary alters polynomial pi to polynomial p′i in the following manner. Using these
t x-values and their evaluation to y′ the adversary simply alters the shared secret from si
to a different s′i. This gives a new polynomial p
′
i and by calculating it (using polynomial
interpolation) the adversary is able to alter the shares transmitted on adversary controlled
wires to correspond to ((rA1 , y
′
A1
), (rA2 , y
′
A2
), . . . , (rAt , y
′
At
)) (as opposed to their orig-
inal (rAj , yAj ) form - where 1 ≤ j ≤ t and where rAj represent random elements
transmitted on adversary controlled wires) so that they constitute shares of p′i.
The adversary is successful with this attack when at least one of the t x-values correspond-
ing to the most popular y-value was in fact transmitted upon an honest wire. So, the probability
of the adversary getting a share transmitted on an honest wire correct with a single guess is less
than or equal to tq−t−1 .
5.
Over t guesses, and when the (intelligent) adversary uses sampling without replacement
(thus choosing t different non-zero finite field elements which are also different to those trans-
mitted on adversary controlled wires), the probability of the adversary getting none of the t
4When polynomial pi is of degree zero all x-values will evaluate to the same y value.
5Here q− t− 1 and not q is used in the denominator as the x values are non-zero and randomly selected over the
finite field of size q. An intelligent adversary will also take into into account the t x-values transmitted on adversary
controlled wires - thus the probability being t
q−t−1 . Thus all x values are different and the adversary knows t of
these, so the values could only come from q − t− 1 possibilities.
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points correct - signified by PF1 (probability of failure for one polynomial alteration), can be
given by the hypergeometric distribution using the following:
PF1 =
(
t
0
)(
(q − t− 1)− t
t
)
(
q − t− 1
t
) =
(
q − 2t− 1
t
)
(
q − t− 1
t
) = (q−2t−1)!t!(q−3t−1)!
(q−t−1)!
t!(q−2t−1)!
=
(q − 2t− 1)!(q − 2t− 1)!
(q − 3t− 1)!(q − t− 1)!
This can be simplified to (q−2t−1)(q−2t−2)...(q−3t)(q−3t−1)!(q−2t−1)!(q−3t−1)!(q−t−1)(q−t−2)...(q−2t)(q−2t−1)! .
The above can be simplified further to PF1 =
(q−2t−1)(q−2t−2)...(q−3t)
(q−t−1)(q−t−2)...(q−2t) .
The probability of the adversary getting at least one point correct is equal to 1 minus the
probability of the adversary getting none of the t points correct. The probability thus equals to
1− PF1 = 1− (q−2t−1)(q−2t−2)...(q−3t)(q−t−1)(q−t−2)...(q−2t) .
So:
prob(A|B) = 1− (q − 2t− 1)(q − 2t− 2) . . . (q − 3t)
(q − t− 1)(q − t− 2) . . . (q − 2t) .
We now calculate the probability of event B. As polynomials of degree at most t are
used, there are clearly qt+1 number of polynomials of this degree. As for event B to occur, the
adversary has to alter to a different polynomial which interpolates a different share value, all the
adversary has to do is to change to a polynomial p′i whose y-intercept is different to the original
share value (different to the y-intercept of the original polynomial pi). The adversary thus has
to avoid changing p′i to one of q
t polynomials - these are the polynomials which share the y-
intercept of the original polynomial pi but all other t coefficients of the polynomial are either
the same or different. So the probability of event B occurring is prob(B) = q
t+1−qt
qt+1
= 1 − 1q .
It is clear that prob(B) ≥ 1− tq and when t << q this is close to 1. In fact, when considering
an intelligent adversary we can assume prob(B) = 1 and that the adversary will not make such
a trivial error.
We thus have the following:
prob(A|B) ≤ 1− (q − 2t− 1)(q − 2t− 2) . . . (q − 3t)
(q − t− 1)(q − t− 2) . . . (q − 2t)
This can be simplified to:
prob(A|B) ≤ 1− (q − 2t− 1)(q − 2t− 2) . . . (q − 3t)
(q − t− 1)(q − t− 2) . . . (q − 2t) ≤ 1−
(q − 3t)t
(q − t− 1)t
The above is valid as (q−3t)
t
(q−t−1)t <
(q−2t−1)(q−2t−2)...(q−3t)
(q−t−1)(q−t−2)...(q−2t) .
γ-availability is therefore achieved if the following condition is true:
1− (q − 3t)
t
(q − t− 1)t ≡ 1−
(
q − 3t
q − t− 1
)t
≤ γ
Therefore, probability of Protocol 1 failure γ ≥ 1−
(
q−3t
q−t−1
)t
.
When one wants to run the protocol of this section with a specific required bound on
protocol availability, they will have to select an appropriate value of q - taking into account the
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value of t, so the above inequality applies to the acceptable protocol probability of failure (as
chosen by the users of the protocol).
Given that γ ≥ 1 −
(
q−3t
q−t−1
)t
, the following expansions and simplifications give us the
inequality which describes this appropriate value of q:
γ ≥ 1−
(
q − 3t
q − t− 1
)t
≡
(
q − 3t
q − t− 1
)t
≥ 1− γ ≡ q − 3t
q − t− 1 ≥ (1− γ)
1
t
≡ q − 3t ≥ (1− γ) 1t q − t− 1 ≡ q − 3t ≥ q (1− γ) 1t − t (1− γ) 1t − (1− γ) 1t
≡ q−q (1− γ) 1t ≥ 3t−t (1− γ) 1t−(1− γ) 1t ≡ q(1−(1− γ) 1t ) ≥ 3t−t (1− γ) 1t−(1− γ) 1t
The above is finally simplified to: q ≥ 3t−(t+1)(1−γ)
1
t
1−(1−γ) 1t
.
It is easy to see that γ can be made negligible in the security parameters given a sufficiently
large F (q).
Considering q = 2x (where x is a variable) the probability of protocol availability is given
by:
1−
(
q − 3t
q − t− 1
)t
≡ 1−
(
2x − t− 1− 2t+ 1
2x − t− 1
)t
≡ 1−
(
1− 2t− 1
2x − t− 1
)t
This can be re-written as: 1−
t∑
i=0
(
t
i
)
(−1)i
(
2t− 1
2x − t− 1
)i
Which is equivalent to: 1− 1−
t∑
i=1
(
t
i
)
(−1)i
(
2t− 1
2x − t− 1
)i
Which is simplified to:
t∑
i=1
(
t
i
)(
2t− 1
2x − t− 1
)i
Given that t is a constant, this is clearly an exponential function, meaning that γ can be
made negligible in the security parameters given a sufficiently large F (q) - such as q = 2x
which is a protocol drawback.
3.2.4.2 Analysis of best Adversary Strategy towards Protocol Failure
We now show that given the above probability with which the adversary can cause the avail-
ability of the protocol to fail, the best strategy for the adversary to follow is to change the
polynomial definition transmitted upon a single adversary controlled wire.
Probability of success P1 when adversary alters a single wire
We denote with P1 the probability of the adversary successfully altering the polynomial
transmitted on a single wire.
This means that the adversary will alter the polynomial definition transmitted on an adver-
sary controlled wire from p′ to p′′ where p′(0) 6= p′′(0). A successful alteration refers to when
despite the alteration, the checks carried out by the receiver still find at least (t+ 1) sub-shares
which lie on the altered polynomial p′′. This probability has been calculated earlier and is equal
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to the following:
1− PF1 = 1−
(
q − 2t− 1
t
)
(
q − t− 1
t
) = 1− (q − 2t− 1)(q − 2t− 2) . . . (q − 3t)
(q − t− 1)(q − t− 2) . . . (q − 2t)
Probability of success P2 when adversary alters two wires
For the evaluation of P2, we have to take into account the two different strategies the
adversary can follow when it comes to choosing the two sets of t x-values for the two wires.
The first strategy is when the two sets of t x-values have common points between them
whilst the second is when these two sets are disjoint to each other. For each of the two strategies
we will show that altering a single wire is the best strategy the adversary can follow.
Strategy 1: Common points between two sets of t x-values
In our analysis, we use wA1 and wA2 to identify the two adversary controlled wires upon
which changes will be carried out and use wA1 ∩ wA2 to denote the common points between
them.
We consider |wA1∩wA2| = t−1 and identify the following three cases when the adversary
fails with an attack on protocol availability:
CASE 1: None of the x-values in wA1∩wA2 are transmitted on honest wires and when the remain-
ing x-value of both wA1 and wA2 are different to those transmitted on honest wires.
CASE 2: None of the x-values selected for wA1 (and in effect all x-values in wA1 ∩ wA2) are
transmitted on honest wires and only the remaining x-value for wA2 is the same as a
value transmitted on an honest wire6.
CASE 3: None of the x-values selected for wA2 are transmitted on honest wires and only the re-
maining x-value for wA1 is the same as a value transmitted on an honest wire.
It should be noted that the case of when wA1 ∩wA2 is not empty, but both wA1 \ wA2 and
wA2 \wA1 are empty implies that the two sets of t x-values have the same points between them.
This strategy is in effect equivalent to the strategy of altering the polynomial upon a single wire
as considered and analysed in the previous sub-section.
We now calculate the probabilities for each case:
CASE 1: This is equivalent to the adversary guessing t + 1 points, all of which are different to
those transmitted on honest wires. Similar to the earlier calculation of PF1 , it is easy to
see that this probability is equivalent to (q−2t−1)(q−2t−2)...(q−3t)(q−3t−1)(q−t−1)(q−t−2)...(q−2t)(q−2t−1)
CASE 2: This is equivalent to the adversary guessing t+ 1 points, t of which are different to those
transmitted on honest wires and only one being the same. It is easy to see that this proba-
bility is equal to PF1 times the probability of guessing one correct value (using sampling
without replacement). Thus this probability is equal to (q−2t−1)(q−2t−2)...(q−3t)(t)(q−t−1)(q−t−2)...(q−2t)(q−2t−1)
6Given that wA1 will be identified as an adversary controlled wire and thus ignored, at least two sub-shares from
wA2 are required to lie on an altered polynomial
3.2. One-Phase Polynomial Time Protocol 53
CASE 3: It is easy to see that this probability is equivalent to that of Case 2.
For this strategy, the combined probability of the adversary failing with an attack on pro-
tocol availability is given by
(
(q−2t−1)(q−2t−2)...(q−3t)
(q−t−1)(q−t−2)...(q−2t) × (q−3t)+t+t(q−2t−1)
)
which is equivalent to(
(q−2t−1)(q−2t−2)...(q−3t)(q−t−1)
(q−t−1)(q−t−2)...(q−2t)(q−2t−1)
)
.
P2 for this scenario is thus equal to: P2 = 1−
(
(q−2t−1)(q−2t−2)...(q−3t)(q−t−1)
(q−t−1)(q−t−2)...(q−2t)(q−2t−1)
)
.
Given the value of P1 and P2, it is apparent that the following inequality P1 ≥ P2 is valid
(as the last fractional term of P2 is greater than 1):
1−(q − 2t− 1)(q − 2t− 2) . . . (q − 3t)
(q − t− 1)(q − t− 2) . . . (q − 2t) ≥ 1−
(q − 2t− 1)(q − 2t− 2) . . . (q − 3t)(q − t− 1)
(q − t− 1)(q − t− 2) . . . (q − 2t)(q − 2t− 1)
This means that when it comes to comparing the current strategy, the best strategy for the
adversary to follow is to change the polynomial definition transmitted upon a single adversary
controlled wire. 7
Strategy 2: Two disjoint sets of t x-values
Before the evaluation of P2 we first identify the two cases when an adversary attack in-
volving the alteration of polynomial definitions upon two adversary controlled wires (denoted
as w1 and w2) will be successful:
CASE 1: When both8 w1 andw2 pass the test of the faulty wire detection scheme (as described
in Section 3.2.2.2.
CASE 2: In the event when one of the two adversary controlled wires does not pass the test of
the faulty wire detection scheme9 the other wire still passes this test10.
We now analyze the probability P2. When the adversary carries out this attack (alters
polynomials transmitted on two wires), the following six different events can occur as presented
in Table 3.1.
The combined probability of these events sums to 1 as follows:
1 = PC1w1PC1w2 +PF1w1PC2w2 +PC2w1PF1w2 +PF1w1PF1w2 +PF1w1PF2w2 +PF2w1PF1w2
Where all the following combined probabilities are independent because the adversary se-
lects the two sets of t x-values before the protocol begins and as the adversary has no knowledge
7Using a similar analysis, it is easy to see that when the difference between the two sets of t x-values increases,
the inequality P1 ≥ P2 will still remain valid, especially when using a large finite field size, such as for example a
cubic field size in the security parameter t (q = t3).
8This means that for bothw1 andw2 at least one sub-share not controlled by the adversary lies on the polynomial
definition(s) altered by the adversary.
9This will occur when none of the sub-shares not controlled by the adversary lie on the polynomial definition
altered by the adversary.
10This will occur when at least two sub-shares not controlled by the adversary lie on the polynomial definition
altered by the adversary. This is a requirement as for the wire to pass the test of the faulty wire detection scheme,
at least t + 1 sub-shares need to lie on the polynomial corresponding to the adversary controlled wire. Assuming
that the adversary alters all shares on adversary controlled wires to reflect shares of an altered polynomial, and given
that one adversary controlled wire is not considered, at least two sub-shares from non-adversary controlled wires are
required to lie on this altered polynomial.
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Event Correct points for w1 Correct points for w2 Adversary Attack Denoted by
1 At least 1 (PC1w1 ) At least 1 (PC1w2 ) Successful PC1w1PC1w2
2 0 (PF1w1 ) At least 2 (PC2w2 ) Successful PF1w1PC2w2
3 At least 2 (PC2w1 ) 0 (PF1w2 ) Successful PC2w1PF1w2
4 0 (PF1w1 ) 0 (PF1w2 ) Fails PF1w1PF1w2
5 0 (PF1w1 ) 1 (PF2w2 ) Fails PF1w1PF2w2
6 1 (PF2w1 ) 0 (PF1w2 ) Fails PF2w1PF1w2
Table 3.1: Events which can occur when the adversary alters polynomials transmitted on two
wires.
on the success or not of one of the two sets, they are both chosen at the same time independently
of each other:
• PC1w1PC1w2 denotes the combined probabilities PC1w1 - when the adversary gets at least
one point not controlled by the adversary correct for w1, and PC1w2 - when the adversary
gets at least one point not controlled by the adversary correct for w2.
• PF1w1PC2w2 denotes the combined probabilities PF1w1 - when the adversary fails to get
any point not controlled by the adversary correct for w1, and PC2w2 - when the adversary
gets at least two points not controlled by the adversary correct for w2.
• PC2w1PF1w2 denotes the combined probabilities PC2w1 - when the adversary gets at least
two points not controlled by the adversary correct forw1, and PF1w2 - when the adversary
fails to get any point not controlled by the adversary correct for w2.
• PF1w1PF1w2 denotes the combined probabilities PF1w1 - when the adversary fails to get
any point not controlled by the adversary correct for w1, and PF1w2 - when the adversary
fails to get any point not controlled by the adversary correct for w2.
• PF1w1PF2w2 denotes the combined probabilities PF1w1 - when the adversary fails to get
any point not controlled by the adversary correct for w1, and PF2w2 - when the adversary
fails to get at least two points not controlled by the adversary correct for w2.
• PF2w1PF1w2 denotes the combined probabilities PF2w1 - when the adversary fails to get
at least two points not controlled by the adversary correct for w1, and PF1w2 - when the
adversary fails to get any point not controlled by the adversary correct for w2.
The probability of adversary success P2 when the polynomials on two wires are altered is
given by:
P2 = PC1w1PC1w2 + PF1w1PC2w2 + PC2w1PF1w2
where:
• PC1w1 is the same as P1 calculated earlier, thus PC1w1 = 1 −
(
q − 2t− 1
t
)
(
q − t− 1
t
) and from
now on is denoted by PC1w1 = 1−A.
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• PC1w2 is similar to the calculation of P1 except that an intelligent adversary will not select
the t x-values selected for w1 (to increase the probability of success). Thus PC1w2 =
1−
(
q − 3t− 1
t
)
(
q − 2t− 1
t
) and from now on is denoted by PC1w1 = 1−X .
• PF1w1 is equivalent to A.
• PC2w2 is given by 1 - Probability adversary getting no points right - Probability adversary
getting one point right for w2. This is equivalent to PC2w2 = 1 −
(
q − 3t− 1
t
)
(
q − 2t− 1
t
) −
(
t
1
)(
q − 3t− 1
t− 1
)
(
q − 2t− 1
t
) and from now on is denoted by PC1w1 = 1−X − Y .
• PC2w1 is given by 1 - Probability adversary getting no points right - Probability adversary
getting one point right for w1. This is equivalent to PC2w2 = 1 −
(
q − 2t− 1
t
)
(
q − t− 1
t
) −
(
t
1
)(
q − 2t− 1
t− 1
)
(
q − t− 1
t
) and from now on is denoted by PC1w1 = 1 − A − B. It is easy to
see11 that A < B.
• PF1w2 is equivalent to X .
With all the above we have:
P2 = (1−A)(1−X) +A(1−X − Y ) +X(1−A−B)
This evaluates to:
P2 = 1−A−X +AX +A−AX −AY +X −AX −BX
Which is simplified to:
P2 = 1−AY −AX −BX
Finding the best adversary strategy
We now use the above calculations for the evaluation of probabilities P1 and P2 to find the
best adversary strategy. By this we mean the strategy (of whether to alter the polynomial defi-
nition upon a single or two wires) which will provide the adversary with the highest probability
of carrying out a successful attack on the availability of the protocol.
11As calculated earlier, A = (q−2t−1)(q−2t−2)...(q−3t)
(q−t−1)(q−t−2)...(q−2t) . Similar analysis will show that B = t ∗ t∗(q−2t−1!)
2
q−t−1!q−3t−2!
ant that B = t2 ∗ (q−2t−1)(q−2t−2)...(q−3t)(q−3t−1)
(q−t−1)(q−t−2)...(q−2t)
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Theorem 2. Altering a single wire is the best strategy the adversary can follow given a large
enough q - such as q = t3 + 4t.
Claim 1. If P1 > P2 is a valid inequality, then altering a single wire is the best adversary
strategy.
We now carry out simplifications on the inequality P1 > P2.
1−A > 1−AY −AX −BX
m
AY +AX +BX > A
The reader is referred to Appendix C for a graphical representation of the above inequality
which shows it to be a valid inequality.
Given that B > A
AY +AX +BX > AY +AX +AX > A
And we can proceed with the validity proof of the following AY +AX +AX > A inequality
which will also suggest the correctness of the P1 > P2 inequality.
AY +AX +AX > A ≡ A(Y +X +X) > A ≡ Y + 2X > 1
We proceed with the evaluations of X and Y .
2 ∗
(
q − 3t− 1
t
)
(
q − 2t− 1
t
) + t ∗
(
q − 3t− 1
t− 1
)
(
q − 2t− 1
t
) > 1
m
2 ∗
(q−3t−1)!
t!(q−4t−1)!
(q−2t−1)!
t!(q−3t−1)!
+ t ∗
(q−3t−1)!
(t−1)!(q−4t−2)!
(q−2t−1)!
t!(q−3t−1)!
> 1
m
2(q − 3t− 1)!(q − 3t− 1)!
(q − 4t− 1)!(q − 2t− 1)! +
t2(q − 3t− 1)!(q − 3t− 1)!
(q − 4t− 2)!(q − 2t− 1)! > 1
m
2(q − 3t− 1)!(q − 3t− 1)! + t2(q − 4t− 1)(q − 3t− 1)!(q − 3t− 1)!
(q − 4t− 1)!(q − 2t− 1)! > 1
m
2 + t2(q − 4t− 1) > (q − 4t− 1)!(q − 2t− 1)!
(q − 3t− 1)!(q − 3t− 1)!
m
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2 + t2(q − 4t− 1) > (q − 2t− 1) . . . (q − 3t)
(q − 3t− 1) . . . (q − 4t)
It is easy to see that (q−2t−1)
t
(q−4t)t >
(q−2t−1)...(q−3t)
(q−3t−1)...(q−4t) and we will continue with the proof using(
q−2t−1
q−4t
)t
. Thus:
2 + t2(q − 4t− 1) > (q − 2t− 1)
t
(q − 4t)t >
(q − 2t− 1) . . . (q − 3t)
(q − 3t− 1) . . . (q − 4t)
m
2 + t2(q − 4t− 1) >
(
q − 4t+ 2t− 1
q − 4t
)t
m
2 + t2(q − 4t− 1) >
(
1 +
2t− 1
q − 4t
)t
Given a cubic field size in the security parameter t - such as q = t3 + 4t the above becomes12:
2 + t2(t3 + 4t− 4t− 1) >
(
1 +
2t− 1
t3 + 4t− 4t
)t
m
2 + t2(t3 − 1) >
(
1 +
2t− 1
t3
)t
As
(
1 + 2t
t3
)t
>
(
1 + 2t−1
t3
)t we will proceed with using the (1 + 2t
t3
)t term.
2 + t2(t3 − 1) >
(
1 +
2t
t3
)t
>
(
1 +
2t− 1
t3
)t
m
2 + t2(t3 − 1) >
(
1 +
2
t2
)t
m
2 + t2(t3 − 1) >
(
1 +
2
t
t
)t
We now show that the above inequality is valid. The case of when t = 1 where the
inequality does not apply is irrelevant for this analysis where we consider the alteration of
polynomials upon at least two wires, thus when t ≥ 2. When t = 2, it is easy to see that the
inequality is also satisfied. Similarly, as t increases the left hand side of the inequality increases
in value whereas the right hand side decreases towards 1.
Overall, the above analysis shows that the best strategy for the adversary to follow is to
12It should be noted that when using a quadratic field size such as q = t2+1 the proof of the inequality P1 > P2
is not valid for all values of t and thus a cubic field size in the security parameter t should be used.
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change the polynomial definition transmitted upon a single adversary controlled wire only.
3.2.4.3 Complexity Analysis
We now analyze the complexity of the protocol. Following on from the analysis carried out in
Section 3.2.2.1, the communication complexity of the protocol is O(n2).
The computational complexities of both sender and receiver are polynomial. This is be-
cause both the sender and the receiver execute polynomial time schemes as presented in Sec-
tion 3.2.2. The sender executes the scheme of Section 3.2.2.1 which as analyzed has a com-
putational complexity of O(n3). The receiver executes the schemes of Section 3.2.2.2 and
Section 3.2.2.3 which as analyzed have computational complexities of O(n3) and O(n2) re-
spectively. The computational complexity of the receiver is thus O(n3).
3.3 One-Phase Exponential Time Protocol
In this section we present a new one-phase exponential time almost perfectly secure message
transmission protocol. This protocol achieves this type of security with optimal O(n) commu-
nication complexity. Furthermore, the protocol achieves optimal O(n) transmission rate. This
protocol improves on previous protocols with similar communication and computational com-
plexities as it is more general in its use. The importance of studying exponential time protocols
(when polynomial time protocols already exist) was explained in Section 1.5.
Initially we provide the main idea of our protocol. We then formally present our protocol
and the formal security and complexity proofs.
3.3.1 Protocol Main Idea
The secret message MS will be secret shared using an (mt + 2)-out-of-mn Shamir secret
sharing scheme - where m > 2 is a constant. m consecutive shares are grouped together and
transmitted across a wire to the receiver - with each m-tuple transmitted only once13.
At the end of the first phase, the receiver will receive m shares from each wire. Shares
received from some wires may have been altered by the adversary during the transmission of
the protocol phase. The receiver proceeds to check all possible (t+ 1) subset of wires to see if
all shares received from these wires lie on the same polynomial.
The protocol fails when due to the adversary actions, the receiver finds more than one
subset of (t+1) wires whose received shares all lie on a polynomial. An additional requirement
for the protocol to fail is for more than one different value to be reconstructed from these
polynomials.
3.3.2 Formal Protocol Description
We now formally present the protocol with n = 2t+ 1 and for message MS ∈M.
Protocol 2. Exponential Time Almost Perfectly Secure (1-phase, n-channel) Message Trans-
mission.
Start of Phase 1 The sender does the following for i := 1, . . . , n.
13The way shares of the message are transmitted over wires is in effect an m-folded Reed Solomon code as
described in [87].
3.3. One-Phase Exponential Time Protocol 59
1. The sender chooses a random polynomial p of degree at most (mt+ 1) over GF (q)
such that:
p(x) = MS + a1x
1 + · · ·+ amt+1xmt+1
where a1, . . . , amt+1 are random elements of GF (q).
2. mn shares are computed by evaluating p(x) at x1, x2,. . . , xmn to obtain shares
(s1, s2,. . . , smn).
3. The sender transmits shares {s((i−1)m+1), . . . , sim} upon wire wi.
End of Phase 1 The receiver does the following:
1. The receiver receives m shares from each wire.
2. The receiver initializes the set MESSAGES = ∅.
3. For all
(
n
t+ 1
)
subsets of wires the receiver checks if all shares received from the
same subset of (t+1) wires lie on the same polynomial p′.14 If this is so, the receiver
calculates v = p′(0) and adds v in set MESSAGES if v /∈ MESSAGES. If
|MESSAGES| = 2 the receiver accepts ⊥ and the protocol terminates.
4. If the protocol has not terminated prematurely and |MESSAGES| = 1 the re-
ceiver accepts v ∈MESSAGES as the message of the transmission.
Technical Comment Before we present the security proof we first explain why the degree
of polynomial p used to share MS is at most (mt + 1) and not at most mt. To achieve a
contradictory statement we assume the degree of the polynomial to be at most mt.
The adversary has the ability to learn mt shares transmitted on t adversary controlled
wires. This is one less than the number of shares required to learn the secret. For a non-uniform
message distribution the adversary can assume the secret of the transmission to be the most
likely message in the distribution. By doing this, the adversary now knows (mt + 1) shares
of the polynomial and thus can learn all other shares transmitted by the sender. The adversary
can do this by interpolating polynomial p using the (mt + 1) shares and then evaluating the
polynomial to learn the other shares.
The adversary can then alter the shares transmitted on adversary controlled wires in such a
way so that at least a second value (different to the secret) will be decoded by the receiver. This
is easy for the adversary to achieve and it can be done in the following manner. The adversary
can consider all the shares transmitted upon 1 ≤ k ≤ t honest (not adversary controlled)
wires. The adversary then chooses a polynomial p′ such that p′(0) 6= p(0) which also shares
the points corresponding to shares transmitted on the k honest wires. Once p′ is selected, the
adversary can evaluate p′ to calculate values of shares to be altered on adversary controlled
wires to ensure that shares from at least (t + 1) wires lie on p′. This attack is successful when
the secret of the transmission is guessed correctly by the adversary - which can be done with a
relative probability for non-uniform message distributions.
14The receiver does this by randomly selecting (mt + 2) of the (mt + m) shares received from the subset of
(t+1) wires, constructing polynomial p′ interpolated by these shares and checking that the remainingm−2 shares
all lie on p′. A remaining share s′ which corresponds to x′ lies on p′ iff p′(x′) = s′.
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This attack can be prevented by increasing the degree of the polynomial from at most mt
to at most (mt+1). In this way, even if the adversary guesses the secret of the transmission, the
adversary only learns (mt + 1) shares of the polynomial. This is one less than the number of
shares required to define the polynomial which constructed all the shares. The adversary thus
cannot carry out alterations to present a second message with certainty. Instead, the adversary
can only achieve this with a specific probability for which an upper bound will be proven in the
next section.
It should be pointed out, that if considering a uniform message distribution, sharing the
secret using an at most mt degree polynomial with m ≥ 2 is sufficient.
3.3.3 Security and Complexity Analysis
3.3.3.1 Security Analysis
Theorem 3. The above protocol achieves
(
0, 0,
(2t+1t+1 )−1
q
)
security.
Proof. We first prove the perfect privacy of the protocol. Since the polynomial used to construct
the shares of the message is of degree at most (mt + 1), m number of shares are transmitted
on each wire and the adversary can control at most t wires, the adversary can learn at most mt
shares. This is two less than what are required to interpolate the secret of the transmission and
thus perfect privacy is achieved.
The protocol achieves perfect authenticity as the receiver accepts a message only when
one value is correctly decoded - when |MESSAGES| = 1. It is easy to see that the value
sent by the sender will always be correctly decoded using the shares received from the set of
(t + 1) honest wires. If only one value is decoded, as this corresponds to the same message
transmitted by the sender, the receiver always accepts the correct message. If more than one
value is decoded, the receiver cannot know which value is the correct one to accept. In this case
the receiver does not accept a message but outputs⊥. Perfect authenticity is therefore achieved.
Estimate on the upper bound on the probability γ of protocol failure.
We now calculate an estimate on the upper bound on the probability γ with which the
receiver accepts ⊥ and the adversary causes the protocol to fail. For this to occur, any changes
that may be carried out should result in (at least) a second valid polynomial. We term as valid
polynomials those polynomials of degree at most (mt + 1) for which all (mt + m) shares
received from (t + 1) wires lie on the polynomial. A valid polynomial is defined in this way
because of the decoding process carried out by the receiver.
For any strategy the adversary may follow, the protocol fails when the adversary alters all
or a subset of the mt shares under its control so that a valid polynomial p′ - which outputs a
different (to the secret) value p′(0) 6= MS , is decoded by the receiver15. We now prove an
upper bound on the probability with which any adversary strategy can cause the protocol to
fail.
As the adversary learns mt shares and a polynomial of degree at most (mt+ 1) was used
to share the message, the adversary learns two shares less than what are required to learn the
15The case when two valid polynomials - p1 and p2, are decoded by the receiver and p1(0)=p2(0) is not considered
a successful attack by the adversary. This is because despite a valid second polynomial, it has not resulted in a second
valid different value.
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secret of the communication. Using its infinite computing power to look at all polynomials of
degree at most (mt + 1), the adversary can identify q2 polynomials which could have created
the shares seen by the adversary - where q denotes the size of the finite field F.
We now assume the following scenario. Assuming changes were carried out by the ad-
versary which led to a successful attack, we denote with A the event that a successful attack
was carried out by the adversary and with B we denote the set of all possible wires and their
corresponding shares which resulted in this attack. More specifically, B is a triple {i, A,H}
with i indicating the number of honest wires (wires not controlled by the adversary) involved
in the successful attack and A and H identifying the set of Adversary/Honest controlled wires
involved in the successful attack.
We now analyze the following conditional probability:
p(A) =
|B|∑
0
p(A)
The probability of having a successful attack corresponds to guessing the encoding poly-
nomial used in the sharing of the message. This equates to the adversary guessing the correct
polynomial from a search space of q2 possible polynomials. However, when considering the
use of non-uniform message distributions, the adversary can guess the value of the secret with
a relative probability. The best strategy for the adversary to follow is to guess the most likely
message in the message space and in this way, the adversary knows (mt + 1) shares from the
encoding polynomial - reducing the search space of likely encoding polynomials to only q. The
probability of the adversary guessing the correct polynomial is now 1q .
We still have not found the upper bound to a successful attack. What remains is to sum
over the set of different B values. To do this we need to count how many different B values
there are.
As the i value of B indicates the number of honest wires used in a successful adversary
attack, it is easy to see that 1 ≤ i ≤ t. This is because each successful attack should result in
a valid polynomial constructed from the shares of at least (t + 1) wires and as there are only t
adversary controlled wires, at least one honest wire must be included in a successful attack16.
As for a successful attack to occur all the shares from (t+ 1) wires are needed, assuming
the adversary alters shares upon all adversary controlled wires, B can take upon the following
number of different values - with C(n, k) denoting the number of k-combinations from a given
set of n elements :
t∑
i=1
C(t+ 1, i), C(t, t+ 1− i)
The above sums over all the values that i can take, whilst considering the different combi-
nations of i honest wires and the different combinations of the remaining number of adversary
controlled wires so that their total is (t+ 1).
Using the Vandermonde convolution this can be simplified to
(
2t+1
t+1
)− 1. The −1 appears
as
(
2t+1
t+1
)
represents all possible sets of (t + 1) wires and as we are considering an adversary
16No more than t honest wires can be included in an attack as this will result in the original encoding polynomial.
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attack which obviously cannot include all (t + 1) honest wires, we have to remove this honest
set.
Taking all of the above into account, we can now sum over all the different values of B and
obtain an upper bound on the probability of protocol failure to be γ =
(2t+1t+1 )−1
q .
17, 18
We expand γ =
(2t+1t+1 )−1
q to identify if the function defining the probability of protocol
failure is a negligible function.
We use Stirling’s approximation for n! which from [173] is described by the following:
nn
en+
1
12n+1
√
2pin < n! <
nn
en+
1
12n
√
2pin
Given
(
2t+1
t+1
)
= (2t+1)!t!(t+1)! we use Stirling’s approximation to approximate γ - using the
Stirling’s approximation upper bound for the factorial in the numerator and the Stirling’s ap-
proximation lower bound for the factorials in the denominator:
γ ≤ (2t+ 1)
2t+1e
t+1+ 1
12(t+1)+1 et+
1
12t+1
√
2pi(2t+ 1)
e
2t+1+ 1
12(2t+1) tt(t+ 1)t+1q
√
2pi(t+ 1)
√
2pit
This can be simplified to the following:
γ ≤ (2t+ 1)
2t+1et+1+
1
12t+13 et+
1
12t+1
√
2pi(2t+ 1)
e2t+1+
1
24t+12 tt(t+ 1)t+1q
√
2pi(t+ 1)
√
2pit
The above can otherwise be written as follows:
γ ≤
√
2pi
2pi
√
2t+ 1
t(t+ 1)
(
2t+ 1
t+ 1
)t+1(2t+ 1
t
)t(1
q
)(
et+1+
1
12t+13 et+
1
12t+1
e2t+1+
1
24t+12
)
As t→∞ the term
(
e
t+1+ 112t+13 e
t+ 112t+1
e
2t+1+ 124t+12
)
→ 1. This simplifies the above to the follow-
ing:
γ ≤
√
2pi
2pi
√
2t+ 1
t(t+ 1)
(
2t+ 1
t+ 1
)t+1(2t+ 1
t
)t(1
q
)
17The reader is reminded that this probability is so when the guess of the likely secret message carried out by
the adversary is correct. For uniform message distributions or for strategies where the adversary does not guess the
value of the message this probability is γ =
(2t+1t+1 )−1
q2
. For a uniform distribution and when the secret is shared
using amt+1-out-of-mn secret sharing (using an at mostmt degree polynomial), the probability of failure remains
γ =
(2t+1t+1 )−1
q
.
18An alternative argument for the probability of failure presented is as follows. Assuming the secret is shared
using an at most mt + 1 degree polynomial with m = 3. Then any mt + 2 shares define a valid at most mt + 1
degree polynomial. We assume the adversary alters at least one share for all adversary controlled wires. The
probability that any combination of t + 1 wires (which includes at least one adversary controlled wire) with all
shares lying on the same at most mt+1 degree polynomial is 1
q
. This because mt+2 shares interpolate an at most
mt+1 degree polynomial p′ and the probability of the (mt+3)rd share having the correct p′((mt+3)rdvalue) is
1
q
. Furthermore, as there are
(
2t+1
t+1
)− 1 possible combination of t+ 1 wires - which include at least one adversary
controlled wire, the probability of protocol failure is
(2t+1t+1 )−1
q
.
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Given
(
2t+1
t
)t ≤ 4t the above is equal to the following:
γ ≤
√
2pi
2pi
√
2t+ 1
t(t+ 1)
(
2t+14t
q
)
Taking the size of the finite field q to be equal to the following function of t, q ≥ 24t+1 -
where t is variable, an estimation of the above probability becomes:
γ ≤
√
2pi
2pi
√
2t+ 1
t(t+ 1)
(
2t+14t
24t+1
)
Which is simplified to:
γ ≤
√
2pi
2pi
√
2t+ 1
t(t+ 1)
(
1
2t
)
It is easy to see that the above function which describes γ is a negligible function as its value
decreases faster than any positive polynomial poly(·).
The probability γ of the protocol failing can be made negligible when referring to security
parameters if a sufficiently large F (q) is considered. This completes the security proof.
The protocol is thus a
(
0, 0,
(2t+1t+1 )−1
q
)
almost perfectly secure one-phase transmission
protocol.
It is easy to see that the above arguments are all valid for any constant value of m > 2 (for
a uniform message distribution m ≥ 2 is sufficient). Additionally, the probability of protocol
failure can be decreased further by employing the variant of Shamir secret sharing as used in
the protocol of Section 3.2.
It should be noted that the protocol achieves the same security as the one-phase almost
perfectly secure message transmission protocol presented in [107] - including similar probabil-
ity of failure as described in [158] (in that as the value of t increases, so does the probability of
the adversary causing the protocol to fail).
For the γ =
(2t+1t+1 )−1
q probability with which the protocol fails, it is easy to see that as the
value of t increases, the probability with which the adversary can cause the protocol to fail (for
a fixed value of q) also increases. When one wants to run the protocol of this section with a
specific required bound on protocol availability, they will have to select an appropriate value
of q so that the acceptable protocol probability of failure (as chosen by the users) is achieved
within the range of values of t (or fixed value of t) under which the protocol will be executed.
3.3.3.2 Complexity Analysis
The communication complexity of the protocol is clearly O(nm) as m filed elements are trans-
mitted on each wire. As m is a constant the communication complexity is O(n). As only one
secret is sent in the execution of the protocol, the transmission rate of the protocol is O(n)
which is optimal as shown in [107].
The computational complexity of the sender is polynomial as all the sender executes is
a Shamir secret sharing of MS . To do this the sender has to select mt + 1 random elements
to choose the at most mt + 1 degree random polynomial p with which shares of MS will be
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created. Furthermore, to construct the mn shares the sender has to evaluate p mn times - which
requires O(n2) field operations. The computational complexity of the sender is thus O(n2).
The computational complexity of the receiver on the other hand is clearly exponential.
This is because in the worst case scenario the receiver has to check all possible sets of (t + 1)
from (2t + 1) sets of wires - which is of exponential growth. To do this, the receiver has to
interpolate the polynomial which passes through mt+ 2 shares and then check the correctness
of the remainingm−2 shares. The polynomial interpolation (as shown in Section 3.2.2.3) when
using Neville’s algorithm requires a computational complexity of O(n2) (when using Gaussian
elimination this complexity is O(n3)). The amount of computation carried out by the receiver
is thus O(
(
2t+1
t+1
)
n2) which is of exponential computational complexity.
3.4 Comparison to Previous Work and Future Work
In this section we compare the two new protocols presented in this chapter to previous one-phase
almost perfectly secure message transmission protocol. We compare the protocol of Section 3.2
to the polynomial time protocol of Srinathan et al. presented in [167]. We compare the expo-
nential time protocol presented in Section 3.3 to the exponential time protocol of Kurosawa and
Suzuki presented in [107]. In both cases we argue why each protocol improves on the previous
protocols.
We conclude the chapter with future work and open problems regarding almost perfectly
secure one-phase protocols.
3.4.1 Comparison of Polynomial Time Protocol to Srinathan et al. Protocol
The work presented by Srinathan et al. in PODC 2008 [167] was important as it presented a
polynomial time almost perfectly secure message transmission protocol which achieves the op-
timal transmission rate of O(n) with a communication complexity of O(n2). For the protocol
to achieve this transmission rate O(n) messages are transmitted. Protocol 1 also has a commu-
nication complexity of O(n2). As only a single message is transmitted the transmission rate of
the protocol is O(n2) and thus not optimal.
When these two protocols are compared it may seem that the Srinathan et al. protocol is
the best protocol to use as more messages can be sent with the same communication complexity.
Even though this is true, if the two protocols were to be compared, it will be found that
Protocol 1 transmits less field elements and requires less computation to complete than the
Srinathan et al. protocol.
For comparison purposes, the Srinathan et al. protocol is briefly described below - with
the relative complexities of each step identified:
Sender Actions The sender carries out the following steps:
1. A random non-zero array A of size (t + 1) × n is created. Computational com-
plexity (n2).
2. Considering the column elements of array A as the coefficients of an at most t
degree polynomial, for each one of these n polynomial evaluate a further t points.
Extend array A to an n × n array using these evaluated points. Computational
complexity (n3).
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3. Choose n random elements - one corresponding to each wire. Considering each
row of the now modified array A as an at most n − 1 degree polynomial, evaluate
each of the n random elements for each of the n at most n − 1 degree polynomial.
Computational complexity (n3).
4. Execute algorithm EXTRAND [144] to obtain t + 1 encryption pads for the t + 1
secret messages which are then encrypted. Computational complexity (n2).
Protocol Transmission The sender sends the following on each wire:
1. An at most n− 1 degree polynomial definition.
2. A random element.
3. The n evaluations of the random element over the n at most n − 1 degree polyno-
mials
4. The t+ 1 encrypted messages are broadcast over all wires.
5. The total number of field elements sent is n2 from point 1, n from point 2, n2
from point 3 and n(t+ 1) from point 4. Overall, 2n2 + nt+ 2n field elements are
transmitted.
Receive Actions The receiver carries out the following steps:
1. Accepts using majority the correct set of encrypted shares. Computational com-
plexity O(n2).
2. Checks the correctness of all shares (evaluates each random element for each poly-
nomial). Computational complexity O(n3).
3. Identifies and ignores faulty wires contradicted by t + 1 wires. And (partially or
completely) reconstructs a form of the extended array A similar to what the sender
did. Computational complexity O(n2).
4. For each of the n columns of the extended array A, error detection is carried out
to check if all values lie on an at most t-degree polynomial. Computational com-
plexity O(n3) when using Neville’s algorithm (O(n4) when using Gaussian
elimination).
5. If no error is detected, algorithm EXTRAND is executed to obtain the t + 1 en-
cryption pads and decrypt the secret messages. Otherwise ⊥ is accepted. Compu-
tational complexity O(n2).
Comparing the two protocols in terms of the number of field elements they transmit, Pro-
tocol 1 as shown in Section 3.2.2.1 transmits n2+nt+2n field elements which with n = 2t+1
equals 6t2 + 9t+ 3 field elements. The Srinathan et al. protocol transmits 2n2 + nt+ 2n field
elements which with n = 2t + 1 equals 10t2 + 13t + 4 field elements19. Protocol 1 therefore
transmits about a third less number of the field elements than what the Srinathan et al. protocol
192n2 + nt + 2n with n = 2t + 1 becomes 2(2t + 1)(2t + 1) + (2t + 1)t + 2(2t + 1) = 2(4t2 + 4t + 1) +
(2t2 + t) + (4t+ 1) = (8t2 + 8t+ 2) + (2t2 + t) + (4t+ 1) = 10t2 + 13t+ 3
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transmits (neglecting terms that are subquadratic the two protocols transmit 6t2 vs 10t2 field
elements respectively)20.
Comparing the two protocols in terms of the computations the sender and the receiver have
to carry out, the computational requirements of Protocol 1 are lower.
For the sender of this protocol, the sender has to secret share n + 1 values - of which the
computational requirements are equivalent to the first two steps the sender carries out for the
Srinathan et al. protocol. As more steps are required in the Srinathan et al. protocol, the com-
putational demands for the sender are greater (but of equal O(n3) computational complexity),
in fact they are more than double the sender computational demands of Protocol 1.
The receiver of Protocol 1 executes schemes which are similar to Step 2 and Step 3 of
the Srinathan et al. protocol receiver with similar computational demands and computational
complexities. Furthermore, the receiver of Protocol 1 executes only one error detection. The
receiver of the Srinathan et al. protocol though has to execute more steps and furthermore, n er-
ror detections instead of one are carried out. As identified in Section 3.2.2.3, the computational
demands for error detection are O(n2) when using Neville’s algorithm. When this algorithm
is used, the receiver of both protocols have the same computational complexity of O(n3) but
despite this, the computational demands of the Srinathan et al. protocol receiver are clearly n
times greater (as n instead of one error detections have to be executed). On the other hand, if
error detection was carried out using Gaussian elimination which requiresO(n3) computational
complexity, Protocol 1 in this case improves on the Srinathan et al. protocol by an order of n
lower computational complexity for the receiver and indeed the protocol (Protocol 1 computa-
tional complexity would remain O(n3) whereas Srinathan et al. protocol would be O(n4)).
Overall, Protocol 1 is a simpler protocol which transmits less field elements and requires
less computation by both communicating parties. This makes Protocol 1 very useful for situ-
ations where the almost perfectly secure transmission of a single message is required. This is
may be the case in networks built with battery powered nodes where the conservation of node
battery life is of great importance in such application scenarios. As in general only a single
value will need to be exchanged, it makes sense to use the simplest and most energy efficient
protocol available - which due to computational and communication requirements is the proto-
col presented in Section 3.2. Furthermore, in multi-party computation protocols it may be the
case that each participant sends a single (possibly different) message to all other participants.
Using protocols which transmit multiple messages is thus not required and it is best to use more
efficient protocols which transmit only a single message.
3.4.2 Comparison of Exponential Time Protocol to Kurosawa-Suzuki Protocol
Even though the idea of one-phase almost perfectly secure message transmission was first pro-
posed in [169] the work presented by Kurosawa-Suzuki (KZ) in ICITS 2007 [107] was im-
portant as it was the first paper which formalized the idea of almost perfectly secure message
transmission21. It also proved optimal bounds on the communication and transmission com-
20This can amount to a large number of field elements for large values of t. For networks which are built using
resource constrained battery powered nodes the transmission and forwarding of larger amounts of data (than are
necessary) could affect the lifetime of nodes being operational.
21The idea of one-phase protocols which terminate with a high probability and otherwise fail was introduced
in [169] but due to faults in the protocol that was presented their idea was somewhat overlooked.
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plexities of such protocols.
The protocol presented in [107] achieves almost perfectly secure message transmission
with exponential computation time. However, it is confined to its use only over a planar dif-
ference set. The protocol presented in Section 3.3 is similar to the KZ protocol in the sense
that it meets the lower communication complexity bound and optimal transmission rate proven
in [107]. Unlike the protocol of [107], Protocol 2 is not confined to specific finite fields - for
example over a planar difference set, but can be used over any finite field.
To understand the reason why Protocol 2 not being confined to specific finite fields is an
advantage over the KZ protocol presented in [107], one must look at their protocol in detail. We
first present the definition of a planar difference as given and used in [107] then comment on
the availability of such difference sets. We also comment on specifics of the KZ protocol which
concern its computational complexity.
We now present the definition of a planar difference set (from [107]).
Definition 1. A planar difference set moduloN = l(l−1)+1 is a setB = {d0, d1, . . . , dl−1} ⊆
ZN with the property that the l(l − 1) differences di − dj(di 6= dj), when reduced modulo N ,
are exactly the numbers 1, 2, . . . , N − 1 in some order.
Further to this, the KZ protocol requires {d0, . . . , dq} to be a planar difference set modulo
p = q2 + q+ 1 where both p and q are prime, {0, 1, . . . , q} is the message space of the message
transmission protocol (although this is not always necessarily the case as {d0, . . . , dq} may
include other elements other than the complete list of elements in {0, 1, . . . , q}) and Shamir
secret sharing will be carried out over GF (p).
Given the fact that both q and p = q2 + q+ 1 have to be prime, an analysis was carried out
on the distribution of such p and q between 1 and 45 billion. Surprisingly only 1315 of these
were found and these can be found online [59].
Further analysis of the primes p and q identifies that for most of primes q when assuming
{0, 1, . . . , q} as the message space of the message transmission protocol, the respective prime
p requires double the number of bits to encode an element in GF (p) when compared to an
element in GF (q) (99 per cent of the primes require at least 1.9 times more bits). As the KZ
protocol uses secret sharing over GF (p) but the message space is only between {0, 1, . . . , q},
double the number of bits have to be transmitted to transmit a message than are actually nec-
essary to encode it. Because of this reason, the KZ protocol and Protocol 2 can have the same
communication cost22.
Another advantage Protocol 2 has over the KZ protocol is in the initial setup of the proto-
col. The KZ protocol as stated earlier requires a planar difference set. This requires that given
N = l(l − 1) + 1 one has to find a set B = {d0, d1, . . . , dl−1} ⊆ ZN with the property that
the l(l − 1) differences di − dj(di 6= dj), when reduced modulo N , are exactly the numbers
1, 2, . . . , N−1 in some order. Given the sparse distribution of primes q and p as required by the
22Protocol 2 has the advantage of being able to use any finite field thus the actual number of bits used to encode
a secret message will be transmitted. However, even though the computational complexity of the two protocols
is the same (O(n)), the exponential time protocol presented in this chapter requires for m ≥ 2 field elements
to be transmitted on each wire. Because of this, when assuming a uniform message distribution and m = 2 the
communication cost of the two protocols (in terms of bits) is equivalent.
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KZ protocol, it is apparent that as the bit length of the message space of a transmission protocol
increases, the number of initial calculations required to identify set B = {d0, d1, . . . , dl−1} (to
identify all differences di− dj(di 6= dj)) increases greatly - as N (or p) number of subtractions
will have to be carried out. On the contrary, Protocol 2 beyond the choice of any finite field to
use does not require any further initial steps (and computation) before execution.
Protocol 2 also performs better with regards to computational complexity. Both protocols
carry out reconstruction of a message from the shares received from all t + 1 subsets of wires.
Thus both protocols have to perform the reconstruction phase of the Shamir secret sharing
scheme (as described in Section 2.6.1). The KZ protocol though has to check that for each of
these subsets, the reconstructed message yi = ds ∈ {d0, . . . , dq} (in such case ds should be a
single value) or yi /∈ {d0, . . . , dq} (in such a case, the adversary clearly altered a share and yi
is ignored). If the receiver identifies a single ds this is accepted as the secret message of the
transmission protocol, otherwise ⊥ is accepted. However, checking whether y′i 6= ds belongs
in {d0, . . . , dq} or not requires log(q) computation23. This is especially the case when the
elements of the planar difference set used in KZ protocol are not ordered elements of a set (and
thus one cannot check that a reconstructed value belongs in the planar difference set easily).
Thus the computational complexity of the KZ protocol is O(
(
2t+1
t+1
)
n2 log(q)) as opposed to the
O(
(
2t+1
t+1
)
n2) complexity of Protocol 2.
Because of all the above, Protocol 2 is a more efficient protocol to use when compared to
the KZ protocol.
3.4.2.1 Comparison of Exponential Time Protocol to Polynomial Time Protocols
In this subsection we also compare how the exponential time almost perfectly secure protocol
proposed in this chapter compares against polynomial time almost perfectly secure protocols
- such as the protocol proposed by Srinathan et al. [167] or indeed Protocol 1 which was also
proposed in this chapter.
Both the exponential and polynomial time protocols use the optimal number of wires (n =
2t+ 1) for almost perfectly secure message transmission.
The exponential time protocol requires optimal communication complexity of O(n) for
message transmission to occur - as opposed to the polynomial time protocols which require
O(n2) communication complexity24.
When considering computation, polynomial time protocols are obviously better to use. But
when one wishes to use a protocol that transmits the least amount of data and where computation
time on the receiver side is not an issue25, then the exponential time protocol proposed in this
chapter is the best one to use. This is especially the case for small values of t where the
computational complexity does not amount to much.
Furthermore, the ideal almost perfectly secure one-phase transmission protocol will be one
which requires the optimal number of wires (n = 2t+1), requires optimalO(n) communication
23On the contrary Protocol 2 compares the reconstructed messages to the first reconstructed share and if any are
different ⊥ is accepted. This only requires O(1) computation.
24The exponential time protocol also achieves optimal transmission rate - as also is the case of the Srinathan et
al. [167] protocol (but not so for Protocol 1).
25This may be the case in a network where a battery powered node transmits a secret to the base station which is
computationally more capable.
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complexity and runs in polynomial time. The exponential time protocol proposed in this chapter
is the closest protocol to this ideal protocol - and whether it can be improved so that polynomial
time is achieved (if this is even possible) is something that could be carried out in future work.
3.4.3 Future Work
What remains to solve in the area of almost perfectly secure message transmission protocols is
to design a polynomial time protocol with optimal communication complexity of O(n) - with
n = 2t+1. It is important to try and solve this open problem as almost perfectly secure message
transmission protocols are very similar to perfectly secure message transmission schemes. This
is because such protocols achieve perfect authenticity and perfect privacy of the transmitted
message. Admittedly almost perfectly secure message transmission protocols have a probability
of failure. But this probability can be made as small as possible - preferably negligible, by
altering the size of the finite field - or by repeating the protocol a number of times26.
Achieving this optimal open problem will lead to an efficient secure protocol with a negli-
gible probability of failure which will simplify and optimize those protocols - such as multiparty
computation, which use transmission protocols. The higher number of wires (3t + 1) required
for the perfectly secure one-phase protocol and the extra phase in two-phase perfectly secure
protocols will no longer be used - greatly simplifying such protocols.
If this open problem cannot be solved, an alternative question to answer is whether a
polynomial time almost perfectly secure transmission protocol with communication complexity
of O(n) but with 2t + 1 ≤ n < 3t + 1 can be designed. In this case a tradeoff between
polynomial time and low communication complexity against a greater number of wires is made.
An additional open problem is whether the protocol of Section 3.2 can be improved so that
the almost perfectly secure transmission of a single message can occur in polynomial time with
lower communication complexity - e.g. O(n log n) as opposed to the current O(n2) communi-
cation complexity.
It is important to study the above two open problems and design protocols which achieve
these targets. Not only because they will improve on current protocols but because they may
provide ideas to solve the initial and main open problem of almost perfectly secure one-phase
transmission protocols - which is to design a polynomial time almost perfectly secure message
transmission protocol with optimal O(n) communication complexity.
26For all one-phase almost perfectly secure message transmission protocols, there is a small probability p << 1
that the protocol will fail - meaning that the receiver will not accept a message from the message spaceM but will
instead accept ⊥. With probability 1 − p the receiver will accept the correct message - which is the same message
(in value) as sent out by the sender of the communication. By repeating one-phase almost perfectly secure protocols
m number of times, the probability with which all executions will fail decreases to pm. Based on p, selecting an
appropriate value of m allows one to select an acceptable (and preferably negligible) probability of protocol failure.
Chapter 4
Multi-Phase Perfectly Secure Message
Transmission Protocols
In this chapter, we consider perfectly secure message transmission protocols that require mul-
tiple phases to complete. Such protocols achieve perfectly secure message transmission when
transmission of information between the two communicating parties occurs over more than one
phase1. This chapter considers two different network and recipient models - one of which has
never before been considered in research of message transmission protocols.
The first model, is that of a single sender and a single receiver connected via an underlying
network with undirected edges. This allows for transmission of information from a sender
to a receiver and vice-versa also. As shown in [56], a necessary and sufficient condition for
perfectly secure message transmission in multi phase protocols, is for the number of wires n
connecting a sender and a receiver to equal n = 2t + 1. This is also the number of wires we
consider. Additionally, it was shown that for PSMT and n = 2t + 1, two phases are necessary
and sufficient. We also consider two phases and in Section 4.1 present a new protocol which is
the most efficient for the perfectly secure transmission of a secret from a sender to a receiver.
This protocol is later extended to a three-phase protocol in Section 4.2 for the new network
model we consider. In this model a single sender multi-recipient setting is considered. Addi-
tionally, a different network model with broadcast end channels is considered. We describe
applications where such a protocol could be useful and argue how close to real world scenar-
ios and networks the model we consider actually is. The protocol we present allows for the
perfectly secure transmission of a message (later extended to multiple messages) to multiple
receivers. We show how this protocol can bring about huge savings in the communication and
computational complexities of the single sender.
4.1 Efficient Two-Phase Perfectly Secure Message Transmission
Protocol
In this section we focus on two-phase perfectly secure message transmission. The new pro-
tocol we present achieves perfectly secure message transmission of a single message with
O(n2) communication complexity and transmission rate withO(n3) computational complexity
- where n = 2t + 1. This greatly improves on previous protocols [105, 162] which achieve
1This does not imply that perfectly secure message transmission is not possible over one-phase. As shown
in [56], when n ≥ 3t+ 1 PSMT over one phase is possible.
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this with θ(n3) communication complexity and transmission rate. This makes the protocol of
this section the most efficient protocol for the perfectly secure message transmission of a single
message between a sender and a receiver. It should be noted that for protocols where a greater
number of messages need to be transmitted (such as O(n) or O(n2) number of messages) the
protocol presented in [105] is the best protocol to use.
We first describe the network setting of the protocol and present the main idea of the initial
protocol. We proceed to describe the main techniques that will be used in the protocol. In
Section 4.1.3 we formally present the initial protocol and in Section 4.1.4 present the security
and complexity proof. We conclude in Section 4.1.5 where the protocol is further improved and
compared to previous 2-phase perfectly secure message transmission protocols.
4.1.1 Protocol Main Idea
The network model we consider is composed of undirected point to point network edges and is
the same as the first network model described in Section 2.2.1.
As the protocol is a two-phase protocol - like most two-phase protocols, in the first phase
the receiver will send random elements of the finite field to the sender.
At the end of the first phase, the sender will observe the received data and identify possible
errors which may have occurred in the transmission of the first phase. Different types of errors
could occur and these will be outlined in Section 4.1.2.3. These errors will be sent - using
broadcast, to the receiver in the transmission step of the second phase. The sender will also
send via broadcast correcting information so that the random elements sent in the first phase
will constitute shares of the secret shared message of the transmission.
At the end of the second phase, using the identified errors, the receiver is able to identify
all wires which were active during the transmission of the first phase. Using the correcting
information, the receiver is able to securely obtain the secret message of the communication.
The receiver is able to do this as it can ignore shares that correspond to the identified faulty
wires.
4.1.2 Main Protocol Techniques
In this section we describe the main techniques that will be used in the protocol and prove their
correctness.
4.1.2.1 Broadcast
Broadcast will be used in the second phase of the protocol. When the sender broadcasts infor-
mation, the sender will send the same information over all n = 2t + 1 wires which connect
the sender and the receiver. As the adversary is able to corrupt at most t of these n wires, the
receiver correctly receives the information using a majority vote (information received at least
t+ 1 times).
4.1.2.2 Transmission of Random Elements
We now describe how random elements are sent from the receiver to the sender in the first phase
of the protocol2. For simplicity, we first describe the transmission of one random element r.
The receiver first constructs shares of r using a (t + 1)-out-of-n Shamir secret sharing
scheme. The receiver thus chooses a random polynomial p of degree at most t such that p(x) =
2This scheme is similar to the encoding scheme of Section 3.2.2. It also resembles techniques used in [169].
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r+ a1x
1 + · · ·+ atxt - where a1, . . . , at are uniformly random elements of the finite field. The
n shares (s1, s2,. . . , sn) are computed by evaluating p(x) at x1, x2,. . . , xn.
The receiver proceeds to send share si on wire wi (1 ≤ i ≤ n). The receiver also transmits
the t coefficients (a1, . . . , at) and r - which define p, across a single wire (the specific wire will
be identified in the more specific explanation which follows).
In the protocol, n parallel executions of the above will be carried out. So, n random
elements (r1,. . ., rn) will be selected. The corresponding n random polynomials (p1,. . ., pn)
will also be constructed. For each random element, using the corresponding polynomial, n
shares will be constructed. For reasons of clarity we denote as (si1,. . ., sin) the n shares for
the ith random element and with pi the polynomial used to construct these shares. Upon each
of the n wires, n shares will be transmitted as will the definition of a single at most t degree
polynomial (so at most n + t + 1 field elements are transmitted on each wire). The definition
of polynomial pi will be transmitted on wire wi (1 ≤ i, j ≤ n). Share sij constructed from this
polynomial will be sent on wire wj . The communication complexity of this scheme is clearly
O(n2).
This scheme is similar to that used in Protocol 1 and described in Section 3.2.2.1. In
this scheme, the receiver selects n random values and secret shares them using a (t + 1)-out-
of-n Shamir secret sharing scheme. Following on from the analysis of Section 3.2.2.1, the
computational demands of the receiver are clearly O(n3).
4.1.2.3 Error Detection and Identification of Faulty Wires
The above technique describes what will occur and what will be transmitted in the first phase
of the protocol. At the end of the first phase, the sender will receive n shares and a definition of
a polynomial from each wire. Using this, the sender carries out error detection as follows.
For i, j := 1, . . . , n and for polynomial pi received from wire wi the sender considers the
n shares received as the jth share from each wire. The sender checks each of the shares and
identifies as error shares those shares whose values do not match the definition of polynomial
pi. Share sij received from wire wj is identified as an error share if sij 6= pi(xj). The sender
proceeds to broadcast the identified error shares to the receiver. This requires the sender to send
a triple (j, i, v) to the receiver for each error share - indicating the ith share of wire wj with its
value v. The i value also indicates that the share was constructed from polynomial pi.
We now show that with this information, the receiver can identify wires that were active
in the first phase of the protocol. For clarity we assume that each error share is denoted as esij
- with j indicating the wire wj and i indicating the position from which the share was received
by the sender (1 ≤ i, j ≤ n). The i position of the share indicates that the share corresponds to
the ith polynomial received by the sender (from wire wi).
The receiver checks the following cases to identify faulty wires:
Case 1: If the value of error share esij is different to the corresponding share sent out by the
receiver in Phase 1, then wire wj is identified as a faulty wire.
Case 2: If the value of error share esij is equal to the corresponding share sent out by the
receiver in Phase 1, then wire wi is identified as a faulty wire.
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Lemma 2. The above cases correctly identify faulty wires of the first phase.
Proof. In Case 1, the error value received by the sender at the end of the first phase is identified
to be different to the value sent by the receiver at the start of the phase. The only way this could
have occurred is if the wire upon which the share was transmitted was actively controlled and
the share was altered. The specific wire is thus correctly identified as a faulty wire.
In Case 2, the value of the error received by the sender at the end of the first phase is
identified to be the same as that sent by the receiver. The only way that a correct value of a
share could be identified as an error by the sender, is if it does not evaluate correctly to the
corresponding polynomial. The only way this could occur is if the polynomial had been altered
from its original form. The wire upon which the specific polynomial was sent is thus identified
as a faulty wire.
Following on from this we also prove the following lemma.
Lemma 3. If the adversary alters the polynomial transmitted across an adversary controlled
wire, the specific wire will always be identified as faulty.
Proof. As all polynomials are of degree at most t and as shares sent on honest wires cannot
be altered, if the adversary alters a polynomial, the maximum number of shares transmitted on
honest wires that can be included on the altered polynomial is t.3 This is a direct result from
coding theory which states that polynomials of degree at most t can share at most t common
points between them. Because of this, there will always be at least one share transmitted on
an honest wire which will be identified as an error by the sender at the end of the first phase.
Following on from this, the adversary controlled wire will be identified as earlier described.
As the sender checks the correctness of n2 shares (by evaluating an at most t degree poly-
nomial for each), the computational demands of the sender are O(n3). The maximum number
of errors shares which the sender can identify are O(n2). This will occur if the adversary al-
ters the value of all shares and all polynomials transmitted on adversary controlled wires. As
the sender broadcast the information of the error shares, the communication complexity of this
scheme is clearly O(n3).
4.1.3 Formal Protocol Description
We now formally present the protocol assuming n = 2t+1 and the message of the transmission
to be MS ∈M ⊆ F.
Protocol 3. Efficient Two-Phase Protocol.
Step 1 The receiver does the following for i, j := 1, . . . , n:
1. The receiver selects random element ri.
2. The receiver constructs a (t+ 1)-out-of-n Shamir secret sharing scheme of ri using
the random polynomial pi of degree at most t, to obtain n shares (si1, si2,. . . , sin).
3The adversary can trivially carry out this alteration as the adversary knows the polynomial definition and thus
all the shares.
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3. The receiver sends polynomial pi on wire wi and share sij is sent on wire wj .
Step 2 The sender does the following
1. The sender constructs a (t + 1)-out-of-n Shamir secret sharing scheme of MS to
obtain n shares (sm1 , sm2 ,. . . , smn).
2. For i := 1, . . . , n the sender receives polynomial pi from wire wi. The sender
evaluates pi(0) as ri. The sender calculates the value di := ri ⊕ smi . These are
termed as correcting information.
3. For i := 1, . . . , n using the ith shares received from each wire, error shares are
identified. Share sij received from wire wj is an error share if sij 6=pi(xj).
4. The set of all identified error shares is sent to the receiver using broadcast.
5. The set of correcting information - (d1, d2,. . . , dn), is sent to the receiver using
broadcast.
Step 3 The receiver does the following:
1. The receiver uses the technique of Section 4.1.2.3 to identify the set of active wires
of the first phase. The set of honest wires (indicated as HONEST ) is also con-
structed.
2. Using HONEST the receiver computes shares of the secret message MS . This is
done by computing smwi := rwi ⊕ dwi where wi ∈ HONEST .
3. Using the shares computed from the previous step, the receiver uses Lagrange in-
terpolation to obtain the secret message.
4.1.4 Security and Complexity Analysis
Theorem 4. The above protocol achieves perfectly secure message transmission.
Proof. We first prove the perfect privacy of the protocol. As the secret message is shared using
a (t + 1)-out-of-n secret sharing scheme and as the adversary is t-bounded, the adversary can
learn at most t shares. This is because only t of the random elements received by the sender
in Step 2 become known to the adversary. These are the random elements whose polynomial
definitions were transmitted on adversary controlled wires (these may have been altered by the
adversary). The remaining (t + 1) random elements are not learned by the adversary. This is
because all random elements are shared using a (t+ 1)-out-of-n secret sharing scheme and the
adversary only learns t shares of each one. As a result, the adversary can only learn t shares of
the secret shared message. Perfect privacy is therefore achieved.
Perfect authenticity of the protocol is achieved as the receiver only considers shares of
the secret message whose corresponding random element was correctly received by the sender.
This is achieved using the technique of identifying faulty wires described in Section 4.1.2.3. As
shown, if the adversary alters the polynomial transmitted on an adversary controlled wire, the
wire will always be identified as a faulty wire. Because of this, only correct shares are used in
the reconstruction of the secret and thus perfect authenticity is achieved.
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Perfect availability is achieved because the receiver always accepts a message. This be-
cause the receiver only considers correct shares when reconstructing the secret. Because of this,
the adversary cannot cause the protocol to fail.
The protocol is thus a perfectly secure message transmission protocol and achieves
(0, 0, 0)-security.
We now analyze the complexity of the protocol.
As the receiver in the first phase of the protocol sends n shares and a polynomial (defined
by (t+ 1) field elements) across each wire, the communication complexity of the first phase is
O(n2).
The most expensive part of phase two in terms of communication complexity, is the broad-
cast of the error shares identified in Step 2 of the protocol. As there are only (t + 1) honest
wires, the minimum number of shares not identified as error shares by the sender will always
be (t+ 1)2. The maximum number of error shares is n2 − (t+ 1)2. This is O(n2). Therefore,
for the broadcast of the error shares O(n3) communication complexity is required. The com-
munication complexity of the second phase is thus O(n3) (this complexity will be decreased to
O(n2) in the next section). As only one message is sent, the transmission rate of the protocol is
O(n3).
It is easy to see that the computational costs of both sender and receiver are polynomial
with a complexity of O(n3) - as identified in the earlier sections describing the schemes each
party executes. The receiver carries out the secret sharing of n random elements in Step 1 -
which can be done with computational complexity of O(n3). In Step 3, the receiver checks the
validity of the error shares which were sent using broadcast by the sender. As there are at most
O(n2) number of error shares to identify using majority, the receiver has to receive and check
the correctness of O(n3) field elements. This requires a computational complexity of O(n3).
The receiver also compares values sent in Step 1 to values received in Step 3 and reconstructs
the secret message - both of which requires O(n2) time. Overall, the computational complexity
of the receiver is O(n3).
The sender in Step 2 of the protocol has to check the validity of all received shares whether
they lie on an at most t degree polynomial. As there are O(n2) shares, the computational
demands for the sender are O(n3). Furthermore, the sender has to broadcast at most O(n2)
number of error shares to the receiver. This also requires a computational complexity of O(n3).
Overall, the communication complexity and computational complexity of the protocol are
O(n3).
4.1.5 Two-Phase PSMT with lower Communication Complexity
The protocol of Section 4.1.3 in its current form achieves O(n3) transmission rate. This is
because of the O(n3) communication complexity of COM(2) for the transmission of only
one secret message. We now describe how to decrease the communication complexity and
transmission rate of the protocol to O(n2). The most expensive step in the protocol is the
broadcast of the error shares by the sender to the receiver. The protocol is optimized by using
the technique of generalized broadcast which allows for the transmission of the error shares to
occur with perfect authenticity andO(n2) communication complexity (as opposed to its current
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O(n3) communication complexity when using broadcast).
4.1.5.1 Generalized Broadcast
The technique of generalized broadcast was first presented in [169] and later used in [4, 105].
The technique assumes the receiver knows the location of a number f of faulty wires - where
f < t. Generalized broadcast is then able to authentically transmit up to (f + 1) field elements
between a sender and a receiver using codes that can correct any (remaining) errors that may
occur. Generalized broadcast thus combines broadcast and error correcting codes to achieve a
more efficient broadcast of the error shares. This enables the authentic transmission of (f + 1)
field elements between a sender and a receiver with a communication complexity of O(n)
instead of O(n2). This allows for the design of more efficient protocols. In the context of the
protocol presented in this section, generalized broadcast is used to decrease the communication
complexity of phase two from O(n3) to O(n2).
As generalized broadcast only concerns the second phase of the protocol, we assume that
phase one of the protocol has completed and the sender has identified all error shares that may
have occurred. We now describe the additional steps the sender carries out to transmit the error
shares more efficiently.
The sender first defines the undirected graph Ge. An edge of Ge represents an error share
that has been identified by the sender. The two vertices of an edge are the two wires involved
with the error share - the wire from which the share was received and the wire whose polynomial
definition the share corresponds to. What is important to note here is that each edge of Ge
always involves at least one faulty wire. This is because two honest wires can never cause an
error share as no alterations occur on honest wires. We now provide the following definition as
it is necessary for understanding the remaining description of general broadcast.
Definition 2. A matching M of a graph G = (V,E) is a set of pairwise non-adjacent edges.
This means that no two edges in M share a common vertex. A maximum matching of a graph
G is a matching that contains the largest possible number of edges.
The sender proceeds to compute a maximum matching MGe of Ge. From [106] which
describes an algorithm to construct a maximum matching, the computational complexity for
this is O(n). Denoting as Ms the size of MGe , this indicates that there are Ms number of edges
in MGe . It should be noted that Ms ≤ t. Because of this, the sender is able to broadcast the
maximum matching MGe of Ge to the receiver with O(n log n) communication complexity.
For each edge of MGe the sender will broadcast the received value esij of the error share, the
wire wj from which the share was received and the wire wi whose corresponding polynomial
pi the share esij is associated with. As every edge in Ge (and thus in MGe) always involves at
least one faulty wire, this allows the receiver to identifyMs number of faulty wires (in the same
way as described in Section 4.1.2.3). What is important for the encoding and transmission of
all the error shares is that the sender is aware of this.
Suppose the sender wants to send Ms number of elements (e1, . . . , eMs) with perfect au-
thenticity (and without using broadcast) to the receiver. The sender finds a polynomial p of
degree at most Ms such that p(1) = e1, . . . , p(Ms) = eMs . The sender computes p(Ms + i)
and transmits the value on wire wi where 1 ≤ i ≤ n. Using Neville’s algorithm, the computa-
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tional complexity of the sender for this step is clearly O(n2). The receiver in turn will receive
n shares of an (Ms + 1)-out-of-n secret sharing scheme. This kind of code has a minimum
Hamming distance of n−Ms = 2t+ 1−Ms. As Ms ≤ t this code does not allow the receiver
to correct the maximum number of errors that may occur. However, as the receiver knows
Ms number of faulty wires - through the broadcast of MGe , the receiver can ignore all shares
received from these wires. The shortened code the receiver now considers is an (Ms + 1)-out-
of-(n −Ms) secret sharing scheme with a minimum Hamming distance of n −Ms −Ms =
2t+ 1−Ms −Ms = 2(t−Ms) + 1. This kind of code allows the receiver to correct t−Ms
number of errors which also equates to the number of faulty wires that have yet to be identified.
The use of this shortened code thus allows the receiver to correct all remaining errors that may
occur, reconstruct the same polynomial p and with perfect authenticity obtain the Ms elements
(e1, . . . , eMs). With the transmission of n elements (one share per wire) the sender is able to
communicate Ms elements to the receiver with perfect authenticity.
Following on from the above, as the size of the maximum matching is Ms, this means that
2Ms vertices (which correspond to wires) appear inMGe andGe. As at most n error shares can
be associated with each wire, the number of error shares that will need to be transmitted to the
receiver are at most 2Msn. As shown, Ms elements can be transmitted using n elements and
as there are at most 2Msn error shares to transmit, this can be carried out in 2n independent
executions of the generalized broadcast method.
All of the error shares can therefore be transmitted from the sender to the receiver with
perfect authenticity andO(n2) communication complexity. Because of this, the communication
complexity of the second phase of the protocol is now reduced from O(n3) to O(n2).
4.1.5.2 Lower Communication Complexity of Protocol
Apart from the use of generalized broadcast for the transmission of the error shares from sender
to receiver with perfect authenticity, everything else in the protocol remains the same - including
the security proof. In the second phase of the protocol the sender uses generalized broadcast to
transmit the error shares and broadcasts the n correcting information to allow for secret message
recovery on the receiver side. The second phase communication complexity - similar to the
first phase, is now O(n2) and as only one message is transmitted, the transmission rate of the
protocol is also O(n2). The computational complexity of the receiver increases to O(n4 log q).
This is because O(n) instances of generalised broadcast will be carried out - with each instance
authentically transmitting O(n) field elements of the set of O(n2) field elements which need
to be transmitted via broadcast. Each instance may require error correction to be carried out
by the receiver - with O(n3 log q) computational complexity for each error correction. The
computational complexity of the sender remains at O(n3).
Previous efficient two-phase perfectly secure message transmission protocols in-
cluded [162] and the protocol of Section 4 of [105]. These have a communication complexity
of O(n3). This makes the presented protocol the most efficient 2-phase polynomial perfectly
secure transmission protocol for the transmission of a single message in the literature. The
protocol presented in Section 6 of [105] is another efficient 2-phase PSMT protocol which
can transmit multiple (O(t2)) messages with a communication complexity of O(n3). Despite
this - as mentioned in Chapter 3, for applications where a single secret needs to be securely
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transmitted (as opposed to multiple secrets), the protocol of this section is the best one to use -
as a lower communication complexity (O(n2) vs O(n3)) is required.
4.2 Three-Phase Multi-Recipient Perfectly Secure Message Trans-
mission Protocol
In this section, the two-phase protocol of the previous section is extended to a three-phase
protocol and used in the context of a new and different network and recipient model - which for
the first time is considered in PSMT protocols.
Despite this, the main idea of the protocol remains the same. We consider a single sender
multi-receiver setting and a network model with broadcast end channels - as described in Sec-
tion 2.2.2. In this model, a single sender needs to securely transmit with perfect security a
message to multiple receivers. This is later extended to allow the sender to securely transmit
multiple messages - when certain recipient conditions apply. This allows for all receivers to
securely receive messages transmitted by the sender. Huge savings in the communication and
computational complexities of the sender are achieved in this model, when compared to multi-
ple executions of single receiver protocols.
Overall, the main benefit of the network model and protocol we present is the lower amount
of computation carried out by a single sender and lower amount of data (bits) per receiver
which need to be transmitted by the sender. The amount of data the sender needs to transmit
in the protocol to be presented is comparable to the data the sender transmits in the protocol
of the previous section. But when a single sender wants to communicate with O(ρ) number
of multiple receivers (where ρ =
(
n
n′
)
with n > n′), by executing the protocol presented in
this section, the communication complexity of the sender is in the order of O(ρ) lower when
compared to multiple executions of other single sender-single receiver protocols (as will be
shown in Section 4.2.5).
We describe applications where such a protocol could be useful and argue how close to
real world scenarios and networks the model we consider is.
We primarily give details of the network environment considered and in Section 4.2.2 dis-
cuss the relevance of this network model to networks which exist in the real world. We also
provide examples of practical based scenarios where this kind of protocol - in which a single
sender securely transmits messages to multiple receivers, could be useful. In Section 4.2.3,
we give details about the protocol and its main idea. We formally present the protocol in Sec-
tion 4.2.4 and then present its security, complexity and comparison analysis. In Section 4.2.6 we
extend the protocol so that for certain conditions, a greater number of secrets can be transmitted.
4.2.1 Environment of Message Transmission Protocol
The network model considered in this section is the same as that described in Section 2.2.2.
This consists of a single receiver, connected to forwarding nodes which connect receivers using
LANmulticast channels. The t-threshold bounded active adversary is assumed to be able to take
control of forwarding nodes only in a network and thus all receivers are free from any adversary
presence. Because of this, the adversary has the capability to control t wires connecting the
sender to the network which in turn means that the adversary controls t LAN multicast channels
4.2. Three-Phase Multi-Recipient Perfectly Secure Message Transmission Protocol 79
which connect receivers to the network.
We consider the presence of n number of wires, n forwarding nodes and n LAN multicast
channels available in a network - assuming that n = O(t). Forwarding node Fi services the
ith LAN multicast channel and delivers data to all receivers who access the particular LAN
multicast channel. As in all secure message transmission schemes considered in the thesis,
receivers are connected to the network using disjoint network paths. We denote with n′ ≤ n the
number of LAN multicast channels each receiver has access to.
We provide the following definition to differentiate between the different receivers in this
network model.
Definition 3. We define as non-similar receivers, receivers who are connected to the network
with different subsets of LAN multicast channels.
Similar receivers are thus identified as receivers connected to the network with the same
subset of LAN multicast channels. This implies that similar/non-similar receivers are connected
to the same or different subset of forwarding nodes respectively. When we refer to receivers
we will be referring to non-similar receivers. We thus generalize the view of multiple similar
receivers to that of a single receiver. It is easy to see that the number ρ of non-similar receivers
in such a network can be up to ρ =
(
n
n′
)
. In general, ρ represents all possible subsets of n′
from the n LAN multicast channels available in a network.
Note that if n = n′, then there can only be one non-similar receiver. As we are considering
a multi-receiver scenario, we assume n > n′. The protocol we present thus securely transmit
a secret message from a single sender to ρ > 1 non-similar receivers. It is easy to see that
ρ = O((n′)n−n′).
As an example of a network let t = 1, n′ = 3t + 1 = 4 and n = 5. We denote the
five forwarding nodes present in a network as F1, . . . , F5 ∈ F . Then there can be at most
ρ =
(
5
4
)
= 5 non-similar receivers R1, . . . , R5 ∈ R such that for each 1 ≤ i ≤ 5, Ri is
connected to all forwarding nodes except Fi.
4.2.2 Relevance and Practical Applications
In contrast to modern communication, perfectly secure message transmission (PSMT) is ex-
pensive since multiple paths are required. Despite this, we outline in what type of real world
practical applications PSMT might be needed in a broadcast environment. The typical scenario
is broadcast in case of emergency, for example after a natural or man-made disaster. Govern-
ment authorities might need to give recommendations to the population, which are natural to
broadcast. Moreover, authorities may need to mobilize troops or civilian authorities after such
a disaster. If this is the case, it is important that this communication should be carried out in a
secure (authentic and secret) manner. Indeed, after the earthquake in Haiti [13], lack of imme-
diate deployment of an emergency law enforcement force created an atmosphere which allowed
for uncontrolled looting. After such a disaster, several of the communication media may have
been accidentally or even maliciously destroyed by adversaries who want to take advantage of
the chaos.
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In real world emergency scenarios, such as terrorist attacks, before/during/after war, nat-
ural disaster events, or in general any type of practical mobilization scenario, a single central
authority - such as a central government of a country, will need to communicate information
to a number of people. This number could possibly be very large - depending on the appli-
cation. Nonetheless, this communication should possibly be secure against any disruptions,
eavesdropping or alterations.
As there is only one central entity transmitting information, it is important that the trans-
mission of the information to all parties who need to receive it be carried out in the most effi-
cient manner. In general, this means that the amount of information the single central authority
should send, receive and process, be kept to a minimum. This will aid in the speedy and easy
distribution of information to all receiving parties.
In this section, we assume a network setting where the sender is connected to the net-
work with point-to-point channels. On the other hand, receivers are connected to the network
via broadcast channels. In between these two types of parties, are forwarding nodes which
broadcast information sent by the sender to the receivers.
The LAN multicast channels considered in this network model are comparable to the net-
work channels of some networks which exist in the real world. The Internet for example is
composed of Internet Service Provider (ISP) networks. Some of these networks are mainly
built up of a core network (often using optical fiber). The rest of the network can be described
as follows:
• “Provider edge nodes” are the terminal nodes of the core network. These provider edge
nodes connect many home users to the network. In one approach, the Internet is provided
using telephone wires [71].
• The provider edge nodes connect the customers to the Internet with a LAN, using broad-
cast. This scenario occurs when the Internet provider is, for example, a TV cable com-
pany which uses broadcast to deliver its services to its customers4. Customers may of
course have access to more than one such channel.
Other examples in this category include radio networks where radio antennae are connected
to networks using point to point links, but transmit information using broadcast over different
radio frequencies. Practical applications of this scenario include commercial TV and radio.
The cellular network, which in general uses the Global System for Mobile Communica-
tions (GSM) standard (another similar standard include the CDMA2000 family of 3G mobile
technology standards), is similar to the network model considered in this section. In such a
network, cellular antennae are connected to a fixed wired network using point to point links,
but transmit information using radio waves - a broadcast medium. At any one time, a cellular
device (for a example a mobile phone) is within the range of a number of antennae - although
one in general is used to handle the service of the device. In such networks, cellular devices
serviced by the same antennae could all receive the same information from the same antennae
4Other technologies which do not use broadcast are available for companies to use - but in this chapter we focus
on broadcast technologies to reflect the similarities of our proposed network model.
4.2. Three-Phase Multi-Recipient Perfectly Secure Message Transmission Protocol 81
- such as a text from a cellular network provider which provides local (to the location of the
antennae) commercial information.
Modeling the receivers of the network scenario to users who own a cell phone device,
the single sender of the scenario as a central sender (government agency for example) and
forwarding nodes with cellular antennae one can see that the cellular network and the network
model considered in this section have similar characteristics to each other. In the mobile phone
network, non-similar receivers can be modeled as cell phones users who are within the reach
of a different subset of cellular antennae. In the next sub-section we describe who a cell phone
user can access multiple channels at the same time.
4.2.2.1 Accessing Multiple Broadcast Channels
As seen from the above examples, various network technologies exist in practise which connect
end users to a network using a broadcast channel. Such channels are comparable to the channels
we consider in our network model.
The difference between the model we consider and such practical networks is that mainly
in practise, end users have access to only one such broadcast channel. In this subsection we
provide examples of how end users in practical networks can possibly access more than one
broadcast channel.
In the cellular network, end users in possession of more than one cell phone (SIM card)
can access the cellular network using more than one cellular antenna - provided each of their
phones are locked onto the networks of different providers.
More practical for cellular network end users are cell phones which can hold more than
one SIM card. Examples of such phones are the Samsung B7722 [146], the Nokia C2-00 [138]
amongst others. Such cell phones allow an end user to have access to two different cellular
network providers and can change between different networks with a touch of a button.
Some cell phones have more advanced capabilities than the two given examples. The HTC
Desire VC [93] not only accepts two SIM cards, but one can be a CDMA SIM card whilst the
other being a GSM SIM card. There are even some cell phones which accept four different SIM
cards - one such example being [66]. Furthermore, the HTC Desire VC is also a smartphone
(other examples of dual SIM smartphones include [159, 188] amongst others) which runs the
(programmable) Android operating system. Based on the above examples, one can see the
possibility of a smart phone application being developed which could use data from two (or
more) different cell phone provider networks to implement the protocol to be presented in the
next section.
One example highlighting the required presence of secure message transmission amongst
a single sender and multiple receivers was during President Obama’s visit to Oakland July
2012 [160]. During this visit, a major portion of Oakland’s police radio system failed leaving
many of the 100 officers assigned to handle presidential security unable to communicate as
protesters roamed the streets. This was considered to be a serious issue, as the radio failure
could have possibly put police officers and even President Obama at risk. In this kind of situa-
tion, a practical implementation of perfect secure message transmission between a single sender
and multiple receivers in a similar manner as described above with smart phones would have
provided an alternative method of communication. If a diversity of networks were used in such
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an implementation, then a failure in a threshold of these (as will be described in the description
of the protocol in the next section) will not only have allowed for communication between the
president’s security detail (single sender) and the police officers (multiple receivers) to continue
in a reliable manner, but additionally (due to the nature of the police force operations) would
have been secret.
Similarly, subscribers to more than one broadcast service provider (such as commercial
television, Sky TV, Internet TV) can also have access to more than one of such broadcast chan-
nels.
Alternatively, the network model we consider is similar to communication networks which
can be implemented on the Internet. Using blogs with restricted access (i.e. blogs with a limited
number of users which require a username and password for access) one can model the LAN
multicast channels of our network. Assuming users (receivers) have access to a number of
such blogs, this simulates receivers having access to more than one LAN multicast channel
of our network model. Non-similar receivers of this communication network can be modeled
by users which have access (login details) to different sets of these blogs. If a single sender
wants to securely transmit a message to multiple receivers, this sender can carry this out using
the protocol presented in the next section. In such a scenario the adversary (as in our network
model), will be able to corrupt a number of the blogs (broadcast end channels) which connect
the receivers to the communication network. This corruption can be carried by an attacker on
the Internet by hacking a number of these blogs.
Other examples which are similar to communication networks include mailing lists - where
each receiver is a member of a mailing list, can be a member of more than one mailing list and
all members of a mailing list receive the same information.
Obviously the adversary model for the above two examples is different which assumes the
adversary can take control of communication methods instead of network nodes.
4.2.3 Protocol Specifics and Main Idea
We now give details of the protocol to be presented in the next section.
For simplicity we let n ≥ n′ = 2t + 1 which is the optimally resilient case and assume
that n = cn - where c is a constant. The protocol thus transmits a single message to at most ρ =(
n
2t+ 1
)
non-similar receivers with perfect security. We compare the multi-receiver protocol
to multiple executions of the 3-phase PSMT protocol with a single receiver [105, Section 3],
and show that the protocol leads to great savings. In Section 4.2.6 we adapt the protocol slightly
so that one can transmit multiple messages with similar communication complexity.
The main idea of the protocol is similar to that of the protocol presented in the previous
section. The protocol also uses the same techniques presented earlier.
In the first phase of the protocol, the sender will send random elements drawn from the
finite field to the receivers. The encoding and transmission of these random elements is carried
out in the same way as the protocol in the previous section.
At the end of the first phase, the receivers will observe the received data and identify
possible errors that may have occurred in the transmission of the first phase. Different types of
errors may have occurred and these are the same as outlined in Section 4.1.2.2. These errors
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will be sent by the receivers using broadcast to the forwarding nodes. Forwarding nodes will in
turn forward this information to the sender.
Using the identified errors, the sender is able to identify all wires which were active during
the transmission of the first phase and will inform all receivers using broadcast. The sender will
also compute and send using broadcast, correcting information so that the random elements sent
in the first phase will constitute shares of a secret message MS .
Using the correcting information, the receivers are then able to securely obtain the secret
message as they can ignore shares which correspond to identified faulty wires.
4.2.4 Formal Protocol Description
We now formally present the protocol, in which we let MS ∈ M be the message of the trans-
mission.
Protocol 4. Three-Phase Multi-Recipient Protocol.
Phase 1 The sender does the following for 1 ≤ i, j ≤ n:
1. The sender selects n random elements r1, ..., rn ∈ F.
2. The sender constructs a (t+1)-out-of-n secret sharing scheme of ri using a random
polynomial pi of degree at most t, to obtain n shares (si1, si2,. . . , sin).
3. The sender sends polynomial pi on wire wi and share sij on wire wj .
4. Forwarding nodes forward any information they receive to all receivers connected
to their LAN multicast channel.
Phase 2 Each receiver does the following:
1. We denote as WIRESRi the set of wires with which receiver Ri (1 ≤ i ≤ ρ) is
connected to the sender. This in effect indicates the forwarding nodes from which
receiver Ri receives information.
2. From each wire wk ∈ WIRESRi , Ri receives polynomial pk. The receiver evalu-
ates pk(0) as rk.
3. For wires wk, wj ∈WIRESRi using the kth shares received from each wire, error
shares are identified. Share skj received from wire wj is an error share if skj 6=
pk(xj).
4. The set of all identified error shares is sent to the sender using broadcast.
5. For 1 ≤ i ≤ n, each forwarding node Fi receives a set of error shares from each
receiver that it is connected to. Forwarding node Fi performs data compression
(see Section 4.2.4.1) and sends the error shares to the sender via wire wi.
Phase 3 The sender does the following:
1. The sender uses the technique of Section 4.1.2.3 to identify the set of active wires
of Phase 1. The set of honest wires – indicated as HONEST , is also constructed
and sent to all receivers using broadcast.
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2. The sender constructs a (t+1)-out-of-n secret sharing scheme of the secret message
MS to obtain n shares (sm1 , sm2 , . . . , smn).
3. The sender calculates the value di := ri⊕smi for all wireswi ∈ HONEST . These
are termed correcting information and are sent to all receivers using broadcast.
Message reconstruction Each receiver does the following:
1. Using HONEST each receiver computes shares of the secret message MS . This
is done by computing smi := ri ⊕ di where wi ∈ HONEST . Each receiver uses
only the wi ∈ HONEST to which they are connected to.
2. Using the computed shares from the step above, each receiver interpolates and
obtains the secret message.
4.2.4.1 Forwarding Node Data Compression
We now describe a scheme which could be carried out by the forwarding nodes to improve the
efficiency of the above protocol. At the end of Phase 2, receivers broadcast error shares to the
sender. As the number of receivers can be very large (ρ = O((n′)n−n′)), this could result in
huge amounts of data transmitted toward the sender.
The incoming communication cost of the sender can be decreased if each forwarding node
sends each error share it receives only once. Error shares which may occur in the transmission
of random elements are identified as a triple (j, i, v) as described in Section 4.1.2.3. If for
example two receivers R1 and R2 are connected to a forwarding node Fi′ , and both R1 and R2
send (j′, i′, v′) as information of an error share5, then the forwarding node Fi′ only needs to
forward this information to the sender once.
4.2.5 Security, Complexity and Comparison Analysis
Theorem 5. The above protocol achieves perfectly secure message transmission of MS for up
to ρ =
(
n
2t+ 1
)
non-similar receivers.
Proof. (Similar to proof of Theorem 4) We first prove the perfect privacy of the protocol. As
the secret message is shared using a (t + 1)-out-of-n Shamir secret sharing scheme and as the
adversary is t-bounded, the adversary can only learn at most t shares. This is because only t of
the random elements received by receivers in Step 2 are learned by the adversary. These are the
random elements whose polynomial definitions (used for the secret sharing of random elements)
were transmitted on adversary controlled wires. None of the remaining (n−t) random elements
are learned by the adversary. This is because these random elements are shared using a (t+ 1)-
out-of-n secret sharing scheme and the adversary only learns at most t shares of each one.
Therefore, the adversary can only learn at most t shares of the secret shared message. Perfect
privacy is therefore achieved.
The protocol achieves perfect authenticity as each receiver only considers the shares of
the secret message whose corresponding random element was correctly received in Phase 1 –
5Receivers R1 and R2 will send the same information (j′, i′, v′) about an error share if both are connected to
the LAN multicast channels (or wires) wi′ and wj′ . This implies that they are both connected to forwarding nodes
Fi′ and Fj′ .
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as indicated by the sender. This is achieved using the technique of identifying faulty wires
described in Section 4.1.2.3. As shown, if the adversary alters the polynomial transmitted on an
adversary controlled wire, the wire will always be identified as a faulty wire. Additionally, the
set of all faulty wires is identified by the broadcast ofHONEST . Because of this, only correct
shares are used in the reconstruction of the secret by receivers and thus perfect authenticity is
achieved.
It is easy to see that the protocol achieves perfect availability as the adversary cannot
make the protocol fail in any way. This because receivers only consider correct shares when
reconstructing the secret message.
The protocol is thus a perfectly secure message transmission protocol achieving (0, 0, 0)-
security.
We now analyze the complexity of the protocol. In Phase 1, the sender transmits n shares
and a polynomial (defined by (t+ 1) field elements) across each wire - thus the communication
complexity is O(n2).
The most expensive part of Phase 2, is the broadcast of the error shares identified in Step
2 of the protocol. The maximum number of error shares that a receiver can transmit is O(n2).
This is because each receiver receives O(n2) shares (as shown in Section 4.1.2.3). As all error
shares are broadcast, the communication complexity for each receiver in Phase 2 of the protocol
is O(n3).
Given that there are ρ receivers each transmitting the same information on all n′ channels
they are connected to (to implement broadcast of error shares), the incoming communication
complexity of the sender at the end of Phase 2 of the protocol will be in the order of O(n3ρ)
if data compression (Section 4.2.4.1) was not carried out by forwarding nodes. Using the data
compression scheme, forwarding nodes do not send the same information more than once.
Therefore the field elements that each forwarding node sends in this phase is O(n2). As a
result, the incoming communication complexity of the sender at the end of Phase 2 decreases
by an order of O(ρ) to a more manageable and practical complexity of O(n3).
In Phase 3 the sender broadcasts the set of honest wires (at most n) and also broadcasts n
correcting information. The communication complexity of the sender in Phase 3 is thus O(n2).
The computational complexities of the sender and the receivers are similar to those of
Protocol 3.
In Phase 1 the sender has to secret share n random elements using a (t+1)-out-of-n secret
sharing scheme. The computational complexity of this is O(n3) as described in the previous
section. In Phase 3 the sender has to receive and check the correctness of O(n3) field elements
which are the at most O(n2) number of error shares identified by the receivers. This requires a
computational complexity of O(n3).
In Phase 2 receivers have to check the correctness of the O(n2) shares they receive and
broadcast the at most O(n2) error shares they may identify back to the sender. Both these
processes require a computational complexity of O(n3). The most expensive steps of Phase 4
for receivers are to receive the broadcast set of HONEST wires and reconstruct the secret -
both of which require a computational complexity of O(n2).
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The computational complexity of the protocol is thus O(n3).
In a network setting similar to the one considered in Section 4.1, to securely transmit a
secret message to ρ different receivers, a sender will have to perform multiple executions of
multi-phase PSMT protocols - such as the three-phase protocol of [105, Section 3] or the two-
phase protocols of [105, Section 4] or [162].
Considering the three-phase protocol of [105, Section 3], for ρ receivers the sender will
have to execute this protocol ρ number of times. For the transmission of a secret to ρ different
receivers the overall communication complexity for each phase of the [105, Section 3] protocol
will increase by an order of ρ. The overall communication complexity for Phase 1 will be (n2ρ),
for Phase 2 will be (n3ρ) and for Phase 3 will be (n2ρ).
Considering the network model of this section, significant savings over multiple executions
of the [105, Section 3] protocol can clearly be obtained for the sender of the transmission6.
Primarily, it is easy to see that the computational requirements of the sender are much
lower when the network model we consider is available and the protocol presented in this sec-
tion is used. This is because the sender executes a single algorithm, as opposed to multiple
executions of a protocol.
When analyzing the outgoing and incoming communication complexity of the sender7 is
when the savings achieved can be identified. By executing the protocol presented in this section,
both the outgoing and incoming communication complexity of the sender is in the order ofO(ρ)
lower when compared to multiple executions of other protocols. This is of particular importance
in a central single sender emergency scenario.
The network scenario also requires a network with a lower number of wires. It does how-
ever require that the network is specially built with LAN multicast capability - but as discussed
earlier, communication networks with similar architectures exist in practise.
4.2.6 Transmitting More Secret Messages
The protocol of the previous section in its current form only allows for the secure transmission
of a single message. As in [105], we now show how the protocol presented in Section 4.2.4 can
be transformed so that the sender can securely send (n− t) messages to all receivers. It should
be noted that this can only occur when the number of non-similar receivers ρ in a network is at
its maximum capacity - when ρ =
(
n
n′
)
.
4.2.6.1 Transmitting More Secret Messages Using Privacy Amplification
To send a greater number of secret messages, the protocol presented in Section 4.2.4 remains
the same in the first two phases. Given that the adversary does not learn random elements whose
polynomial definitions are sent on honest wires, use of this in combination with privacy ampli-
fication (see Section 2.7) allows the sender to send (n − t) messages securely to all receivers.
The third phase and message reconstruction step of the protocol now both change as follows:
Phase 3 The sender does the following:
6The communication and computational complexities for each receiver are equivalent.
7We define as outgoing communication complexity of the sender the communication complexity of the data the
sender sends. Similarly, incoming communication complexity is the complexity of the data the sender receives.
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1. The sender uses the technique of Section 4.1.2.3 to identify the set of active wires
of Phase 1. The set of honest wires – indicated as HONEST , is also constructed
and broadcast to all receivers.
2. Denoting as h = |HONEST |, the sender constructs a h − 1 degree polynomial -
ph, with points (i, ri) for wires wi ∈ HONEST .
3. The sender calculates the next n − t points of polynomial ph by evaluating ph at
ph(n+ 1), . . . , ph(n+ n− t) to obtain values d1, . . . , dn−t.
4. The sender encrypts secret message mj (1 ≤ j ≤ n − t) by carrying out cj =
mj ⊕ dj and using broadcast transmits cj to the receivers.
Message reconstruction Each receiver does the following:
1. Using HONEST , each receiver computes all ri for wires wi ∈ HONEST - the
way this is done is described in Section 4.2.6.2.
2. Each receiver reconstructs polynomial ph and calculates values d1, . . . , dn−t in the
same manner as carried out by the sender in Step 2 and Step 3 of Phase 3 (shown
above).
3. Each receiver decrypts secret message mj (1 ≤ j ≤ n − t) by carrying out mj =
cj ⊕ dj .
4.2.6.2 How Receivers Obtain All Random Elements
We now clarify a note of the protocol described in the previous subsection. For the receivers
to obtain the secret messages securely, all receivers need to know the h random elements to
construct polynomial ph – which is used for the secure transmission of (n − t) messages as
described in Section 4.2.6.1.
The problem is that each receiver only receives (2t + 1) polynomial definitions as de-
scribed in the protocol of Section 4.2.4. For all receivers to obtain all secret messages, receivers
will have to obtain random values whose polynomial definition they did not receive. This can
easily be done as all receivers receive (2t + 1) shares of each secret shared random value. All
receivers also know the identities of all faulty wires – as these are globally broadcast by the
sender in phase three. By ignoring all shares received from faulty wires, correct random values
whose polynomial definitions were not received could be obtained. Overall, receivers obtain all
random values to obtain ph, by ignoring random values which correspond to faulty wires.
The above is correct because LAN multicast channels are used. This ensures that receivers
connected to the same forwarding node receive data in the same form. Because of this, all
receivers which receive error shares will identify them and correctly broadcast these back to the
sender. As broadcast is used - using (2t + 1) wires, this ensures that the sender will correctly
identify the set of error wires and broadcast the set to the receivers. Additionally, the fact that
all receivers are connected to the sender by n′ ≥ 2t+1 different wires, guarantees that there are
at least (t+ 1) correct shares of random elements – enough to reconstruct all random elements
correctly.
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4.2.6.3 Keeping the Communication Complexity of Receivers the Same
The above alteration of the protocol allows for (n − t) messages to be transmitted to receivers
from the sender. If a greater number m ≥ n − t number of messages need to be transmitted,
the protocol will have to be repeated d mn−te number of times. We now describe a scheme
which allows for the identification of error wires with the same communication complexity -
from the receivers viewpoint as the protocol of Section 4.2.4. It also allows for the incoming
communication complexity for the sender at the end of Phase 2 to remain the same. This scheme
only regards Step 4 of Phase 2 for the protocol of Section 4.2.4.
Inconsistencies which can occur in the transmission of random elements are identified as
a triple (j, i, v) as described in Section 4.1.2.3. The (j, i) values identify the two wires related
to the inconsistency.
Despite the fact that many random elements are sent, if more than one inconsistency is
found for the same (j, i) value, there is no need for all inconsistencies to be sent to the sender.
This is because only one – any one, of the inconsistencies will identify the same faulty wire(s).
Because of this, it is sufficient for receivers to send only one inconsistency for every (j, i) wire-
pair.
For the above, a default inconsistency (for example the first one which occurs) should
be transmitted by all receivers. This will prevent an increase in the incoming communication
complexity for the sender after the forwarding node data compression occurs. Additionally,
from a receiver’s viewpoint the communication complexity remains the same – as analyzed in
the previous section, when many secret messages are transmitted.
4.3 Future Work
We conclude this chapter with a discussion of open problems and future work that could be
carried out in multi-phase protocols.
As shown in [169] the optimal communication complexity for 2-phase perfectly secure
message transmission protocols is O(n). At the moment, the most efficient protocol is that
presented in Section 4.1 which has a communication complexity of O(n2) for both phases.
Even though it seems somewhat unlikely that both phases of a two-phase protocol could achieve
the optimal O(n) communication complexity for both phases, it would be a good improvement
if just one of these phases achieves this optimal complexity. It seems that the first phase is most
likely to achieve this limit - if it is possible.
Alternatively, decreasing the communication complexity of either or both phases below
O(n2) to O(n log n) for example would also be an obvious improvement.
In [105] the authors presented the first polynomial time protocol to achieve the optimal
O(n) transmission rate with a communication complexity of O(n3) for both phases. Even
though achieving O(n) communication complexity for both phases of a two-phase protocol
will also achieve this optimal transmission rate, designing such a protocol seems a very difficult
problem to solve. One could thus alternatively try and improve the work of [105] by decreasing
the communication complexity of either phase from O(n3) to a lower complexity - such as
O(n2). If this is achieved, this would be a great improvement and a considerable step towards
designing a protocol which achieves optimal communication complexity.
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With regards to multi-recipient protocols, work that could be carried out could include
trying to design more efficient protocols with regards to both communication and computational
complexities. As the network model considered for this protocol is similar to networks which
exist in the real world, and as described in Section 4.2.2 such protocols can have a wide range
of practical real-world applications, it is also important for such protocols to be deployed and
readily available in such networks. Various historical incidents as described in Section 4.2.2
emphasize the importance and necessity for the availability of such protocols. It is thus of great
importance that industry - mainly ISPs and other communication service providers (telephone,
cellular), be convinced that such kinds of protocols are important and necessary so that they
can be available for use - wherever and whenever needed. The importance of this, is discussed
further in Section 7.2.
Chapter 5
Perfectly Secure Message Transmission With
Human Computation
In this chapter we present a new scope of research - that of perfectly secure message transmis-
sion with human computation. This is not solely a different and new aspect to perfectly secure
message transmission protocols, as at the same time it introduces a new research area in the
field of (secure) human computation.
For such protocols, one of the two communicating parties - either the sender or the re-
ceiver, in a message transmission protocol is assumed to be human and the other party is a
computational device - any form of Turing machine. The human participant on the other hand
is at a computational disadvantage, as it is assumed that a computational device is unavailable
to them - or ones that they have access to cannot be trusted. Because of this, any message
transmission protocol that needs to be executed should not only be secure, but should also be
computationally efficient and computationally simple so that it can be executed by the human
party. The computational simplicity in this type of computation limits the difficulty of such
solutions to trivial maths such as addition over an abelian group. This is because such math
seems easy and natural for a human party to carry out without much effort.
Taking the above into consideration, PSMT protocols with human computation are pro-
posed using two different constructions. These have been designed to be secure and usable - so
as to be easy and accurate when human parties use them. One of these constructions is based on
mod10 arithmetic while the second construction - identified by my supervisor Professor Yvo
Desmedt, is based on using permutations to perform such modulo addition. The constructions
are based on experiments with human participants.
This chapter is structured as follows. In Section 5.1 we describe the motivation behind
the research of PSMT with human computation. We also outline the field of secure human
computation with examples where such computation is used in the design of secure systems. In
Section 5.2 we provide some preliminary background on set systems. These are the key com-
binatorial structures used in the construction of one-phase and two-phase mod10 arithmetic
PSMT protocols with a human receiver - which are presented in Section 5.3 and Section 5.4 re-
spectively. In Section 5.5 we describe how alternative constructions for the one and two-phase
protocols can be used for small values of t. In Section 5.6, a PSMT protocol with human com-
putation designed using our second construction is presented. In Section 5.7 we assess the way
human participants used a variant of the proposed protocols through the results of experimental
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evaluation that was carried out. In Section 5.8 the proposed protocols are compared to other
PSMT protocols proposed in previous research with regards to their communication and com-
putational requirements. Future work that could be carried out in the context of this chapter is
described in Section 5.9.
5.1 Motivation for Perfectly Secure Message Transmission with
Human Computation
The research described in this chapter was mainly motivated by work carried out in the design
of an electronic code voting scheme. Despite this, such research can also find applications in
other practical scenarios as we describe in what follows.
Nearly all of PSMT protocols proposed in various research papers consider the sender
and receiver of a communication to be a Turing machine capable of complex mathematical
operations such as Lagrange interpolation for the reconstruction of shared secrets [163], Reed
Solomon error correction techniques [21] amongst others.
But what if one of the two communicating parties is not capable of such operations? What
if the receiver of the communication is a human who cannot execute such computationally
intensive and hard (for humans) to execute operations? This could arise when a computational
device is not available or indeed cannot be trusted.
A computational device may not be trusted when perhaps it is infected with some form of
malware. As seen in [14], when computer systems were infected by malware, key facilities had
to be taken offline to prevent any problems that could arise from this. When such a situation
arises, it is important that operations of a plant still continue. To allow for this, it is important
that human operatives continue with key required operations in a correct and precise manner.
Alternatively, computational devices may not be trusted as a result of malfunctions. In the
nuclear disaster of the Fukushima Daiichi plant, one of the issues that had to be dealt with were
faulty equipment [15, 194]. Had a system been in place which would have allowed for human
operatives to securely receive correct and precise readings from within the damaged areas of the
plant, perhaps the accident will have been handled and contained in a more correct and effective
manner.
The main motivation behind human PSMT protocols was for electronic code voting pur-
poses. Code voting was proposed by Chaum in [33] and in such a voting scheme each voter
receives a unique PIN per candidate by postal mail. By making the PINs, considered over all
different voters and all different candidates, unique, the PIN can be used to vote. To vote, the
voter just enters the PIN received which corresponds to the candidate of his/her choice. The
breakthrough of Chaum’s approach is that one can use a possibly hacked computer to perform
a secure operation. Furthermore, it has been shown to be user friendly [7]. But what if contrary
to Chaum’s assumptions the postal mail cannot be trusted? If that is the case, adversarial col-
laborations can violate key election properties such as identifying a voter’s vote, ballot stuffing,
amongst others. In such a case, to make electronic code voting secure, human voters would
have to receive shares of their voting codes from a number of possibly corrupt (by malware)
computational devices. Reconstruction of the voting codes in such a scenario would have to be
carried out by the human voters themselves as their devices are not necessarily trusted. For this
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to occur correctly, schemes used would have to be simple and easy enough for humans to carry
out the required computations with a very high percentage of accuracy.
Despite the main motivation of the presented protocols being that of a human receiver, the
scope of application for such PSMT protocols is not limited to human parties only. The human
party of these protocols could just as well be replaced by a computational device. The main ad-
vantage of such protocols is that they are computationally efficient and simple (as will be shown
in Section 5.8). The only operations required are equivalence - for majority purposes, and ad-
dition over an abelian group. The computational simplicity of these protocols could allow their
use in other applications of PSMT protocols which use computational devices which are either
energy constrained, are computationally slow, or are computationally limited (or a combination
of these and other factors). The main difficulty of such protocols is the limitation of the high
number of required disjoint paths which may make their practical use difficult. Beyond this
though, as will be shown in Section 5.8, the two-phase protocol presented in Section 5.4 trans-
mits a lower number of field elements when compared to other two-phase protocols - making
this a more energy efficient protocol one can use in such application scenarios.
5.1.1 Secure Human Computation
Secure human computation is an interesting challenge for the cryptographic community. Its
goal is to provide secure cryptographic solutions to humans, when conventional cryptographic
solutions are not adequate or cannot be used. This may be the case because of an unavailability
of computational power for a number of reasons. These include scenarios where users (humans)
may have resource constrained devices, or computational devices may be corrupt and thus not
trusted, or because computational devices are not available. Because of this, solutions need to
be designed so that they are not only secure but are also computationally efficient and com-
putationally simple so that they can be executed by a human. As stated earlier, such solutions
usually employ trivial maths such as addition over an abelian group and mod10 arithmetic.
Previous work has considered secure human computation in different cryptographic con-
texts. In [118] it was considered in an electronic voting scenario and was used to securely and
correctly provide voters with a receipt confirming the correctness of votes cast. Other work
which considers secure human computation includes the work of [77] which considered large-
scale distributed computation to solve difficult problems, but where humans could act as agents
to provide candidate solutions. In such a system, humans would aid in problem classes that
appear difficult for computers to solve but are relatively easy for humans to carry out. These
include image analysis (for example captchas [189]) and speech recognition. In [92] the au-
thors considered secure authentication and identification for humans when trusted hardware or
software - such as smart cards, are unavailable or cannot be used. Other work [120] considers
secure human computation also.
This chapter introduces the notion of PSMT protocols with a human receiver - a new
research problem which looks at security and computation with a human party. Protocols are
presented which achieve PSMT and are computationally efficient and computationally simple
so as to be decoded by a human receiver.
It should be noted that despite the protocols presented for the case where the receiver is a
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human, they can easily be adapted for the case where the sender is a human and the receiver a
computer. Furthermore, both the sender and the receiver can be human parties also.
5.2 Set Systems
In this section we introduce set systems which are the key combinatorial structures used in the
construction of PSMT protocols with a human receiver.
In [51] Desmedt-Kurosawa defined the following terms:
Definition 4 ([41]). A set system is a pair (X,B), where X , {1, 2, . . . , n} and B is a collec-
tion of blocks Bi ⊂ X with i = 1, 2, . . . , b.
In the above definition the symbol , means “is equal to by definition”.
Definition 5 ([51]). We say that (X,B) is an (n, b, t)-verifiers set system if:
1. |X| = n,
2. |Bi| = t+ 1 for i = 1, 2, . . . , b, and
3. For any subset F ⊂ X with |F | ≤ t, there exists a Bi ∈ B such that F ∩Bi = ∅.
Similar to the definition of (n, b, t)-verifiers set systems is the following:
Definition 6. We say that (X,B) is a generalized (n, b, t′, t)-verifiers set system if the following
conditions are satisfied:
1. |X| = n,
2. |Bi| = t′ + 1 for i = 1, 2, . . . , b, and
3. For any subset F ⊂ X with |F | ≤ t, there exists a Bi ∈ B such that F ∩Bi = ∅.
The definitions of both verifiers set systems and generalized verifiers set systems ensure
the key property that for a set of blocks (each block of size (t + 1) or (t′ + 1) respectively), at
least one block does not contain any elements of any (at most) t sized subset of elements.
This key property will be important in the construction of PSMT protocols with a human
receiver. We will assume X represents the set of wires connecting the sender to the human
receiver and B will be different subsets of these wires. As the adversary is assumed to be
t-bounded, this ensures that at least one block will be free from any adversary presence.
In the next two subsections we identify how set systems can be constructed using cover
designs and will also identify the example set systems we will use in the description of the
protocols to be presented in Section 5.3 and Section 5.4.
5.2.1 Generalized Verifier Set Systems and Covering Designs
We now explain the connection between generalized verifier set systems and covering designs.
Definition 7. A collection C of k-subsets of {1, . . . , n} called blocks is an (n, k, t)-cover design
if every t-subset of {1, . . . , n} is contained in at least one block.
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The definitions of generalized verifier set systems and covering designs identify them to
essentially be equivalent by taking complements. In other words, one can use cover designs to
construct generalized verifier set systems (and vice versa). The following lemma from [51] and
corollary show this - the proof of which is clear.
Lemma 4. (X,B) is a (v, b, t)-verifiers set system if and only if the set system (X,Bc) is a
(v, v − t− 1, t)-covering, where Bc , {X\Bi | Bi ∈ B}.
The above basically states that one can construct the blocks of the set system by removing
each of the blocks of the covering designs from the set of pointsX . As one block of the covering
design contains all the elements of any subset F it is ensured that one block of the resultant set
system will not contain any elements of F .
Collary 1. Similarly to Lemma 4, (X,B) is a generalized (n, b, t′, t)-verifiers set system if and
only if the set system (X,Bc) is a (v, v − t′ − 1, t)-covering, where Bc , {X\Bi | Bi ∈ B}.
Similarly, one can construct the blocks of a cover design by removing each of the blocks
of a set system from the set of points X . As one block of the set system does not contain any
of the elements of any subset F it is ensured that one block of the resultant covering design will
contain all elements of F .
5.2.2 Constructing Set Systems
We now describe the simplest construction of generalized verifier sets which will be used as a
reference for protocols to be presented in the next two sections. We will refer to this construction
as “Disjoint Set System”.
Lemma 5. When n = b × (t′ + 1) and b ≥ t + 1, a generalized (n, b, t′, t)-verifier set system
(X,B) can be constructed when each block is disjoint to all others.
Proof. From [126, p. 221], as B is composed of (t+ 1) disjoint (t′ + 1)-sized blocks, it is easy
to see that a t-threshold bounded adversary can be present in at most t blocks - satisfying the
properties of generalized verifier sets.
Similarly, the following is a construction for an (n, b, t)-verifiers set system.
Lemma 6. When n = b× (t+ 1) and b = t+ 1, an (n, b, t)-verifiers set system (X,B) can be
constructed when each block is disjoint to all others.
The proof of this is similar to that of Lemma 5.
We refer to verifiers and generalized verifier set systems constructed as in Lemma 5 and
Lemma 6 as Disjoint Set Systems.
Other ways which can be used to construct generalized verifier set systems (and verifier set
systems) follow from [154] and two of these are described in Appendix E. Further constructions
result from the extensive work in covering designs such as those of [1, 2, 81, 82, 126, 154]
amongst others.
When choosing any of these constructions for the protocols presented in Section 5.3 and
Section 5.4, the complexity on the number of wires required (size of X) without requiring ex-
ponentially many blocks1 isO(t2). As future work, the protocols to be presented could be made
1An exponential number of blocks make such a solution impractical to use with a human party.
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more efficient regarding communication and computational complexities - where less data need
to be sent and less computation needs to be carried out by the communicating parties. To be
able to achieve this, more efficient constructions of set systems - which require a lower than
O(t2) complexity on the number of wires required (size of X), whilst still achieving secure and
polynomial time protocols, is an interesting question to solve. This is important to study further
as currently all known constructions have a complexity of O(t2) in the size of X . Because of
this, the communication complexity of such protocols is O(t2) and the communication com-
plexity is close to this bound also. Future work should thus aim to decrease the communication
and computational complexities below this bound.
5.3 One-Phase Mod 10 PSMT with a Human Receiver
In this section we present a one-phase mod10 perfectly secure message transmission protocol
with a human receiver.
In the one-phase protocol the human receiver cannot communicate with the sender. The
only transmission of data which occurs is from the sender to the receiver. The protocol we
present is based on the concept of generalized (n, b, t′, t)-verifier set systems and mod 10 arith-
metic. As shown in [56], one-phase PSMT can only occur when n ≥ 3t+ 1 wires are used. We
assume that wires connecting the sender and the receiver correspond to points in a generalized
(n, b, 2t+ 1, t)-verifier set system to be used. For the protocol we present we consider an active
adversary.
The main idea of the protocol is as follows. The secret message will be secret shared in a
similar manner as described in Section 2.6.2 - but instead a b-out-of-b secret sharing scheme will
be used (where b denotes the number of blocks to be used). Each share will then be transmitted
over a block of wires with each share transmitted over one block only. Each block of wires will
be of size at least (2t + 1) so that a majority can always be received correctly by the receiver.
By sending shares over blocks of wires chosen so that the adversary is not present in at least
one of these blocks, the correctness of the protocol is achieved.
The protocol is formally presented as follows - denoting with MS the secret of the com-
munication:
Protocol 5. One-phase Transmission Protocol with a Human.
Protocol Setup A generalized (n, b, t′, t)-verifiers set system with b number of blocks
B1, . . . , Bb all of which are of size |Bi| ≥ 2t + 1 and which satisfy the key property
that at least one block does not contain elements of any (at most) t sized subset of ele-
ments will have to constructed. We will assume the case of when all these sets are truly
disjoint between them - as shown in the construction of Lemma 5, as this construction is
the simplest and easiest construction for a human party to use. Using this construction,
the parameters of the protocol are as follows - there are b = t+ 1 blocks with the size of
each block |Bi| ≥ 2t+ 1 (although |Bi| = 2t+ 1 suffices).
Phase 1 The sender generates secret shares of MS using a b-out-of-b secret sharing scheme as
described in Section 2.6.2 and sends share si (1 ≤ i ≤ b) over all wires which correspond
to points for block Bi.
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End of Phase 1 The receiver obtains the secret message MS by using all correct shares and
using the reconstruction process described in Section 2.6.2. The receiver identifies cor-
rect shares using a majority vote - correct shares are received at least (t + 1) times.
By summing the digits over all correct shares mod10 the receiver will reconstruct the
secret.
Theorem 6. The One-phase Transmission Protocol with a human receiver is a perfectly secure
message transmission protocol.
Proof. The protocol achieves perfect privacy as due to Property 3 of generalized verifier set
systems, there will exist at least one block of wires free of the adversary. This is achieved as the
adversary is t-bounded. In this way, the adversary does not learn at least one share transmitted
by the sender and perfect privacy is achieved.
Perfect authenticity is achieved as the protocol only uses blocks of size at least (2t + 1).
As the adversary is t-bounded, this ensures that the human receiver accepts a majority of the
correct share transmitted by the sender for all blocks. The human receiver thus correctly accepts
the secret by reconstructing the secret using majority received (correct) shares.
As the concept of majority is used to confirm the correctness of a share (or random ele-
ment) and as this is always achieved, the adversary cannot cause the protocol to fail in any way.
The protocol is thus a perfectly secure message transmission protocol.
5.3.1 One-Phase PSMT with a Human Using a Disjoint Set System
We may assume the case of when all blocks are truly disjoint between them - as described by
Lemma 5, as this construction is the simplest and easiest construction for a human party to use.
Using this construction, the parameters of the protocol are as follows - there are b = t + 1
blocks with the size of each block |Bi| ≥ 2t + 1 (although |Bi| = 2t + 1 suffices). As each
wire is used only once over all blocks, it is easy to see that this construction will contain at least
one block without an adversary presence.
Assuming the use of the construction described in Lemma 5, the sender’s computational
complexity is O(t2). This is because the sender has to transmit a field element in (Z10)k on
each of the O(t2) wires connecting sender and receiver2. The computational complexity of the
receiver is O(t2 log t), because the receiver at the end of Phase 1 accepts O(t2) field elements
in (Z10)k and because the correctness of these elements needs to be checked to identify the
correct t + 1 shares of the secret. It is easy to see that the communication complexity of the
protocol is also O(t2) - as the sender transmit a single field element in (Z10)k over each of the
O(t2) wires3.
5.3.2 Optimally Connected One-Phase PSMT with a Human
As shown in [56] the optimal number of wires for one-phase PSMT is n = 3t + 1. Using this
number, there exist a trivial generalized (3t + 1,
(
3t+ 1
2t+ 1
)
, 2t + 1, t)-verifier set. A protocol
2The sender also has to secret share the secret message, but using this secret sharing scheme described, it is easy
to see that this requires O(t) computation.
3It is important to note that using any of the known set systems constructions will always result in the same com-
munication and computational complexities - as all state of the art constructions will requireO(t2) wires connecting
sender and receiver.
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initiated with these parameters is identical to a protocol presented in [54] when using a threshold
adversary structure. In such a protocol, all possible (2t+1) subsets of wires from (3t+1) wires
are used as blocks. Such a protocol though is impractical for use when a human party is involved
as the number of required blocks increases greatly as the value of t increases.
It should be noted that for small values of t (say t = 1 , 2) the number of subsets of wires
which will be used as blocks will be relatively low, allowing for such a protocol to be simple
and practically feasible for a human party to use.
5.4 Two-Phase Mod 10 PSMT with a Human Receiver
In this section we present a two-phase mod10 perfectly secure message transmission protocol
with a human receiver.
For two-phase protocols, the receiver and sender are able to interact over a network with
n ≥ 2t + 1 number of wires connecting the two parties. The solution we present is based on
the concept of (n, b, t)-verifier sets. We assume that wires connecting the sender and receiver
correspond to points in the (n, b, t)-verifier set system to be used.
The main idea of the protocol is as follows. The protocol is initiated by the receiver who
transmits different random values to the sender upon different sets of wires (blocks) of size at
least (t + 1) - transmitting the same value over wires in the same set. This ensures that if the
adversary is active, the sender is able to identify sets of wires for which different values are
received. Such sets are blacklisted. The sender uses the values received from non-blacklisted
sets to privately send the secret of the communication.
The protocol is formally presented as follows with MS denoting the secret message:
Protocol 6. Two-Phase Transmission Protocol with a Human.
Protocol Setup An (n, b, t)-verifier set system with b number of blocksB1, . . . , Bb all of which
are of size |Bi| ≥ t+1 = t′ and which satisfy the key property that at least one block does
not contain elements of any (at most) t sized subset of elements will have to constructed.
We use B to denote the set of all blocks used. We will assume the case of when all these
sets are truly disjoint between them - as shown in the construction of Lemma 6, as this
construction is the simplest and easiest construction for a human party to use. Using this
construction, the parameters of the protocol are as follows - there are b = t + 1 blocks
with the size of each block |Bi| = t+ 1.
Step 1 For each block B1, . . . , Bb, the receiver chooses a uniformly random field element ri
from (Z10)k. When Bi = {xi1 , xi2 , . . . xit′}, the sender sends the value of ri on wire xij
(for all xij in Bi where 1 ≤ j ≤ t′).
Step 2 If the received values that should correspond to ri on wires Bi = {xi1 , xi2 , . . . xit′}
are different, the sender black lists Bi (and checks this for all 1 ≤ i ≤ b). The sender
broadcasts the complete black list of such Bi to the receiver. We call this list B′.
The sender then computes B′′ = B \ B′. The sender adds the random values ri corre-
sponding with the blocks in B′′. So, if B′′ = {Bj1 , Bj2 , . . . , Bjl}, the sender computes
r = rj1 + rj2 + · · ·+ rjl and sends to the receiver V = r + MS using broadcast. (The
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addition of the random values to calculate r occurs using mod10 arithmetic for each
digit and likewise for the evaluation of V .)
Step 3 The receiver is able to decode MS in a similar manner to the actions of the sender in
Step 2. B′′ will first be found using the received broadcast value of B′ and then the value
of r will be calculated. The secret message MS can then be decoded as MS = V − r.
(The addition of the random values to calculate r occurs using mod10 arithmetic and
likewise for the subtraction which occurs for the evaluation of MS .)
Note: It should be noted that the broadcast which occurs in Step 2 does not have to be carried
out by transmitting the information to broadcast over all wires connecting the sender and the
receiver. Instead, this information can be sent on any 2t + 1 wires. As there can be at most t
faulty wires, this ensures that the correct information will be correctly received by the receiver
at the end of Step 2.
Theorem 7. The Two-phase Transmission Protocol with a human receiver is a perfectly secure
message transmission protocol.
Proof. The protocol achieves perfect privacy as due to Property 3 of verifier set systems, there
exists at least one block with wires free of the adversary. Because of this, the adversary does
not learn at least one random value sent by the receiver in the first phase. As this block is free
of the adversary, a single value will be received from this block. This value will be used in the
calculation of r and as the adversary does not learn it, perfect privacy is achieved.
Perfect authenticity is achieved as the sender only considers blocks from which a single
value was received. As blocks are of size (t + 1), a t-bounded adversary cannot make the
sender consider a value the receiver did not send. This in addition to the broadcast of the list of
blacklisted blocks B′, allows for perfect authenticity to be achieved and for perfect availability
also.
5.4.1 Two-Phase PSMT with a Human Using a Disjoint Set System
We may assume the case of when all these sets are truly disjoint between them - as shown in
the construction of Lemma 6, as this construction is the simplest and easiest construction for
a human party to use. Using this construction, the parameters of the protocol are as follows -
there are b = t+ 1 blocks with the size of each block |Bi| = t+ 1.
Assuming the use of the construction described in Lemma 6, the receiver’s computational
complexity is O(t2). This is because the receiver has to transmit a field element in (Z10)k on
each of the O(t2) wires connecting the two parties in the first phase4. In the second phase
of the protocol, the receiver may have to accept O(t2) field elements in (Z10)k - from the
broadcast of the black list B′ of ‘faulty’ blocks which can be of maximum size t. The receiver
has to identify the majority of the black list and reconstruct the secret - which requires less
computation. The computational complexity of the sender is O(t2 log t) as the sender accepts
O(t2) field elements in (Z10)k at the end of the first step and has to evaluate and broadcast black
list B′. The communication complexity of the protocol is O(t2) because of the broadcast of the
O(t) sized set of black-listed blocks over any O(2t+ 1) wires.
4The receiver also has to select t+ 1 random elements and evaluate B′′.
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5.4.2 Optimally Connected Two-Phase PSMT with a Human
As shown in [56] the optimal number of wires for two-phase PSMT is n = 2t + 1. Similar to
one-phase transmission protocols with a human, there also exists a trivial (2t+1,
(
2t+ 1
t+ 1
)
, t)-
verifier set. In such a protocol, all possible (t+ 1) subsets of wires from (2t+ 1) wires are used
as blocks. Such a protocol though is impractical for use when a human party is involved as the
number of required blocks increases greatly as the value of t increases.
It should be noted that for small values of t (say t = 1 , 2, 3) the number of subsets of
wires which will be used as blocks will be relatively low, allowing for such a protocol to be
simple and practically feasible for a human party to use.
5.5 Practically Feasible Protocols for Small Values of t
A slight weakness of the one and two-phase protocols presented in the previous two sections
is the rather sub-optimal number of wires required to tolerate a t-bounded adversary. In this
section we identify parameters that could be used for natural practical use case scenarios where
the value of t is relatively small - up to t = 4.
For both the one and two-phase protocols we identified an alternative set system comprised
of all (2t + 1) and (t + 1) subset of wires from the respective optimal number of wires. We
now comment on the set systems which could be used for these alternative protocols for small
values of t.
For the one-phase case, n = 3t + 1 number of wires will be required. The generalized
verifier set system to be used will consist of all possible (2t + 1) sized subsets. For t = 1 and
n = 4 the number of blocks will beC(4, 3) = 4. For t = 2 and n = 7 the number of blocks will
be C(7, 5) = 21. Beyond t = 2 the number of blocks for the human receiver to use becomes
impractical (for t = 3 C(10, 7) = 120).
Similarly, for the two-phase case, n = 2t + 1 number of wires will be required. The
verifier set system to be used will consist of all possible (t + 1) sized subsets. For t = 1 and
n = 3 the number of blocks will be C(3, 2) = 3. For t = 2 and n = 5 the number of blocks
will be C(5, 3) = 10 and for t = 3 and n = 7 the number of blocks will be C(7, 4) = 35.
Beyond t = 3 the number of blocks for the human receiver to use becomes impractical (for
t = 4 C(9, 5) = 126).
Further to the above, in Table 5.1 and Table 5.2 we also present examples of practically
feasible set systems for small values of t which could be used by the protocols presented in
the earlier two sections. We identify the number of required blocks and the size of set X of
the set system. For the one-phase protocol, we require the blocks to be of size at least 2t+1.
Similarly, for the two-phase protocol, blocks size must be at least t+1. Specifics on how such
set systems can be constructed follow from the source of the data which is the La Jolla Covering
Repository [1] (please note that other similar examples found in the repository could also be
used).
5.6 Human Friendly Addition Mod 10
The two protocols presented in Section 5.3 and Section 5.4 required the human receiver to carry
out some sort of computation. Despite the computational and seemingly mathematical simplic-
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Value of t Size of Blocks Number of Required Blocks |X| = n n = 3t+ 1
1 3 4 4 Yes
2 5 11 8 No
2 5 21 7 Yes
3 7 21 13 No
3 7 15 14 No
4 9 28 20 No
4 9 25 21 No
Table 5.1: Examples of various generalized verifier sets which could be used in the one-phase
protocol for small values of t using Corollary 1.
Value of t Size of Blocks Number of Required Blocks |X| = n n = 2t+ 1
1 2 3 3 Yes
2 3 6 6 No
2 3 10 5 Yes
3 4 12 9 No
3 4 35 7 Yes
4 5 24 12 No
Table 5.2: Examples of various verifier sets which could be used in the two-phase protocol for
small values of t using Lemma 4.
ity, some human users may find these operations confusing and difficult to execute correctly.
In this section we present an alternative PSMT protocol with a human receiver when con-
sidering a passive adversary. The protocol is more user friendly and easier for human receivers
to use as no apparent form of mathematical operations need to be carried out. Instead, all
receivers have to do is to follow a path traced by joined lines over some figures - as will be
described in Section 5.6.2.
This alternative protocol though is just another representation of addition mod10 which
uses permutations to make the addition mod 10 operation friendlier to humans. We explain this
with more detail in the next section. We regard Z10(+) as a subgroup of the symmetric group
S10.
5.6.1 Addition Mod 10 Using Permutations
Supposing that one wants to carry out the addition mod10 of x + s (where 0 ≤ s, x,≤ 9).
Furthermore, lets assume that this addition should use secret sharing - as s is a secret that
should not be transmitted over a single channel. This in effect means that when carrying out
addition mod10 and provided that s1 + s2 + s3 = s, x+ s ≡ x+ s1 + s2 + s3.
In effect, the shares s1, s2 and s3 denote how much the value of x should progressively
shift (upwards due to addition) mod10. We now describe how this can be represented as per-
mutations and more importantly (to achieve user friendliness) pictures of shifts.
Suppose that the value of x = 6 and that the value of s = 5. This means that after the
addition mod10 of x + s, the result should be (6 + 5)%10 = 1 (where %10 denotes addition
mod10). A picture of the shift should thus point from 6 to 5.
Furthermore, lets assume that s is secret shared to s1 = 8, s2 = 4 and s3 = 3. This means
that the value of x should shift from its original value of 6 to ((6 + 8)%10 =) 4 when added
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mod10 with s1. When this result is added mod10 to s2 it should then shift to ((4 + 4)%10 =)
8 and when this second result is added mod10 to s3 is should result to ((8 + 3)%10 =) 1.
Based on this description, we present through the following diagram how addition mod 10
can be represented as permutations and diagrams.
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Figure 5.1: Representing addition mod10 through diagrams of permutations.
Looking at the diagram it is easy to see how addition mod10 can be represented as di-
agrams. The three different diagrams labeled “Shift 1”, “Shift 2” and “Shift 3” represent the
addition mod10 of s1, s2 and s3 to x in consecutive resultant order as described in the given
example. Each of these diagrams is in effect also a permutation as different numbers are mapped
elsewhere by each diagram as shown by the light grey lines of each shift diagram.5.
5.6.2 Human PSMT Permutation Protocol
We now present the more user friendly PSMT protocol with a human receiver considering a
t-threshold bounded passive adversary. In the background the scheme uses permutations to add
modulo a number as described in the earlier section. Despite this, all human receivers have to
carry out is the simple task of tracing a line amongst other lines in a diagram.
For the protocol to be presented we consider a t-threshold bounded passive adversary, thus
the number of network disjoint paths (or wires) n required to connect the sender and a human
receiver equal n = t + 1. In Section 5.6.3 we outline how such protocols can be used against
an active adversary.
We now present the general description of the protocol. In the protocol the sender transmits
pii ∈R Sc over wirewi (1 ≤ i ≤ t+1). Each pii will be a diagram which is part of a permutation.
So instead of receiving shares of a secret (as for the protocols in Section 5.3 and Section 5.4),
the human receiver receives shares of one permutation. Each share of the permutation will be a
diagram and when the human receiver brings all diagrams (corresponding to all the shares of a
permutation) together in the correct order, the human receiver will be able to view the complete
permutation.
We now present the protocol more formally.
Protocol 7. Human Permutation Protocol.
Protocol Setup The sender constructs a random permutation pi and shares this permutation
over n other random permutations - pi1, . . . , pin, such that these permutation placed in
order reconstruct pi. Each pii (1 ≤ i ≤ n) will be a diagram which is part of pi.
5In effect all of them are added mod10 by the diagram shift amount.
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Phase 1 The sender transmits pii ∈R Sc over wire wi (1 ≤ i ≤ n).
End of Phase 1 The human receiver receives shares of a permutation - each of which is a dia-
gram. The human receiver brings all diagrams (all the shares of a permutation) together
in their right order (pi1 first, pi2 second, . . ., pin last), and is able to view the complete
permutation.
Theorem 8. The Human Permutation Protocol is a PSMT protocol.
Proof. Perfect privacy is achieved as the adversary will not learn the permutation transmitted on
the wire which the adversary does not control. As these permutations are randomly constructed,
perfect privacy is achieved. Perfect reliability is achieved as a passive adversary is considered.
For clarity, we also present and explain the protocol through the use of diagrams. We
assume the value of t = 1 and that the secret to be transmitted from the sender to the receiver
is a single digit.
The human receiver starts of with the same initial handout of instructions similar to that
shown in Figure 5.2. Such a handout could be made readily available before any such protocol
execution is required.
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Figure 5.2: Initial view of human receiver.
We assume that the two diagrams to be transmitted by the sender will the those shown in
Figure 5.3.
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Figure 5.3: Two diagrams to be received by the human receiver.
The human receiver will receive the first diagram from one of the two wires which connect
the sender to the receiver. This will be placed in the position indicated by the handout as shown
in Figure 5.4.
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Figure 5.4: The human receiver will place the first diagram in the appropriate position.
In a similar manner, the human receiver will receive the second diagram from the second
wire and place it in the position indicated by the handout as shown in Figure 5.5.
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Figure 5.5: The human receiver will place the second diagram in the appropriate position.
The human receiver will then identify the one digit secret. They can do this by tracing the
line over the two permutation sheets and identifying the radio button number which corresponds
to the start of the line that was traced. The radio button number will correspond to the digit
secret. This is shown in Figure 5.6.
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Figure 5.6: The human receiver traces the radio button corresponding to the start of the traced
line. In the example, the secret digit is 2.
Once the human receiver identifies the radio button which corresponds to the start of the
traced line, they can then accept the secret digit of the communication as the number which
corresponds to the final radio button.
From the description, this protocol seems easy for a human receiver to use without errors.
In Section 5.7 we assess the way human participants used a variant of this protocol by discussing
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the results of experimental evaluation that was carried out.
The protocol is a perfectly secure message transmission as a t-bounded passive adversary
can learn at most t of the diagrams which are sent to the human receiver. Given that the genera-
tion of these diagrams are carried out in a random manner by the sender, then by not knowing
one of these t+1 in number diagrams, it is easy to see that the adversary cannot know the value
of the secret.
Note: If a secret to be sent to a human receiver is a number with more than one digit, then
the above process will have to be carried out in independent executions for each of the digits
which correspond to the secret.
5.6.3 Human PSMT Permutation Protocols Against an Active Adversary
It is easy to see that the constructions used for the protocols presented in Section 5.3 and Sec-
tion 5.4) can also be used for human PSMT permutation protocols against an active adversary.
The only way in which the protocols will be different, is that instead of the transmission of
shares, transmission of diagrams will take place.
For the one-phase active adversary protocol, the required changes are very apparent (just
transmit diagrams in the place of shares). For the two-phase case, the changes would be very
similar but some extra steps will be required6.
5.7 Experimental Evaluation of the Human Friendly Addition
Before perfectly secure message transmission protocols with human computation are deployed
to be used by human parties in secure message transmission (whether it is for code voting
schemes or for any other application), it is important that an empirical study be carried out
to evaluate the correctness with which people can use and evaluate the correct result (output)
of such protocols. This kind of study may provide insight into how people respond to such a
protocol and could give useful information on the best way to express instructions of their use.
To assess the human usability of the proposed human PSMT protocols we carried out
experiments with participants. It should be noted that these experiments were carried out in the
context of a paper [49] which focused on how humans interact with electronic voting protocols.
Although our original experiments [49] were directed to check how user friendly our al-
ternatives are to Chaum’s code voting [33], the same experiments allow us to evaluate how
correctly the participants used the concepts of PSMT with a human as proposed in this chapter.
Details of the experiments and the experimental evaluation that was carried out are pre-
sented in this section.
5.7.1 Demographics of Participants
One hundred different people participated in the experimental evaluation of the proposed pro-
tocols. We tried to target adults across various age groups and of different educational back-
grounds. Participants were classified by their age groups and whether they held a university
degree or not.
6This will include ordering the diagrams which are not blacklisted in some order and possibly sending a correc-
tion deviance value to precisely define the secret digit of the communication. All of this information can be sent
via broadcast. As set systems are used and as the adversary will not know at least one diagram the security of the
protocols will still be achieved.
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More specifically, the latter identified people with a university degree as those who either
were currently attending university (3rd year or beyond) or had completed university and ob-
tained a degree (in various subjects and not only confined to scientific ones). People identified
in the group that did not hold a university degree included people that left school at the age of
fifteen, people that did not proceed with further education beyond high school and people that
attended a college (at most two years further education).7
The combined demographics (based on age and level of education) of the people that
participated in the experiments can be seen in the figure below.
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Number of people without a university degree
Number of people with a university degree
Age group of Participants
Figure 5.7: Demographics of participants.
5.7.2 Experimental Procedure
Before we describe the experimental procedure we first must thank the participants that took
part in the experiments and gave us their consent to use the results of their participation for this
experimental assessment. The participants cannot be named (not only because there were many
of them) as their results were anonymized to maintain participant privacy. This was done to
conform to UCL ethics rules on aptitude tests which state that:
The following types of human participant research DO NOT require ethics ap-
proval:
Research involving the use of educational tests (cognitive, diagnostic, aptitude,
achievement), survey procedures, interview procedures or observation of public
behavior UNLESS information obtained is recorded in such a manner that human
participants can be identified . . .
For this reason, experimental results were not marked in any way which could identify the
person who created them. Furthermore, the results were placed in an envelope which contained
all results papers (complete or not) and these were mixed to prevent identification. Once all the
experiments were finished, the results were taken out of the envelope to be analyzed.
7It should be noted that none of our participants that attended a college followed scientific/mathematical related
education.
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The experiments were paper based. Participants were given the same experimental sheets
of paper as those which can be found in Appendix F for the permutation experiments and in
Appendix G for the mod10 experiments.
The permutation vote experiments were the first ones to be carried out and when partici-
pants were finished, they progressed to the mod10 voting experiments.
For the permutation vote experiments, the two sets of sheets corresponding to Sheet 1,
Sheet 2 and Sheet 3 were provided to participants by the person conducting the experiment in
a random shuffled order. The sheets for the first method were first provided to participants and
once they had completed the required tasks, the sheets for the second method were given to
them.
For all participants of the experiment, participants were not given any instructions further
to those that could be found on the experiment sheets which can be found in the appendices.
The only form of interaction participants had with the person conducting the experiment was
the exchange of sheets for the two versions of the permutation vote experiments.
Furthermore, before they began, participants only knew that the experiment they were par-
ticipating in was only to test “The way people use two voting protocols”. Further details about
the experiments and the scope of their research was given to them once they had completed all
the required experimental tasks.
5.7.3 Experimental Results
The following figure identifies the experimental results of the mod10 voting schemes.
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Figure 5.8: Experimental results of the mod10 voting scheme
The following figure identifies the experimental results of the permutation voting schemes.
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Figure 5.9: Experimental results of the permutation voting scheme
Based on the above results, it is easy to see that the mod10 voting system has a 95%
success rate. Similarly, the permutation voting system has a 99% success rate.
However, it is important to realize that even though there were 100 participants, the number
of experiment instances were far greater.
For the mod 10 voting scheme, each participant was asked to create the code of two differ-
ent candidates, thus we can consider that there were 200 test instances - although not indepen-
dent. Similarly, for the permutation based scheme, each participant was asked to identify the
radio button corresponding to candidates in four different cases. Thus we consider that overall
there were 400 test instances among both versions of this scheme - although not independent.
We believe this should be taken into account as there is a distinction between the different types
of errors that were created. Some participants - especially in mod 10 voting scheme, made only
one error when during the experiment they were asked to calculate two codes.
Based on this, we could argue the success rate of the mod10 voting system is close to
96.5% and for the permutation voting system is close to 99.75%.
5.7.4 Experimental Results Discussion
In this section we discuss the results of our experiments.
Both schemes performed extremely well and this is seen by the very high percentage of
people that used them correctly to find a correct answer.
This was especially the case for the permutation voting protocol. For this protocol, only
a single error (out of 400 experiment instances) was made. It should be noted that this error
only came about because the participant made a mistake and not because the participant did not
understand how to use the protocol (as the participant was correct for the other three experi-
ment instances). During discussion with participants after the experiments, many participants
commented that they found the permutation voting experiment extremely easy. Some partici-
pants also said that they found the second version of the experiment (using the second set of
sheets) slightly easier than the first version of the experiment - as there was a lower amount of
untidiness between the lines which allowed for the required tracing to be easier.
For the mod10 voting experiments only five people (out of one hundred) made errors.
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Two of these people got both experimental instances (calculation of code for candidate A and
D) wrong. One of these participants had a university degree and it seems that they over thought
the experiment and instead of following the experiment instructions they sort of came up with
their own alternative version of the experiment. The other participant that made errors in both
experiment instances clearly did not understand the instructions and as a result made errors.
Three different participants made errors on just one of the experiment instances. One’s mistake
was that for the first instance (code for candidate A), they copied the given example exactly
whereas they did everything correctly for the second instance. Another’s mistake was that
instead of evaluating the code for candidate D they evaluated the code for candidate B (but did
so correctly). The third participant to get one of the instances wrong did so as they got the
summations for candidate D wrong for some reason - maybe due to human error.
Different people interacted with the mod10 voting experiments in different ways. Some
people found it extremely easy and did not even have to look at or use the code generation form
example to complete the experiment correctly. This was noticed for some people that both had
and did not have a university degree. In general, people found this experiment more challenging
than the permutation based scheme. One comment that came up several times during discussion
with participants after the experiments had finished was that the initial instructions of the code
generation were slightly confusing but once they saw the filled in code generation example
things were easier to understand. Furthermore, some participants also stated that if these forms
were not provided (the example form and the forms they used to create the codes), they would
have most likely got things wrong.
This highlights the importance of clear and concise instructions and forms when dealing
with people, usability and how people use security protocols.
Despite the errors that occurred, it should be taken into account that if such schemes were
to be used by people, then education of users on how to use the schemes would occur before any
human PSMT protocols are used. This would include more examples for people to correctly
understand how to use protocols and perhaps clearer, shorter and more concise instructions.
Even though errors would most likely still occur, they may (but not necessarily) occur at a
lower rate.
5.7.5 Relativity of Experiments to PSMT Protocols and Discussion of Results
In this section we explain how the presented experiments carried out in the context of an elec-
tronic voting paper are also valid in the context of the human PSMT protocols presented in this
chapter.
It is easy to see that the experiments carried out in the context of the mod10 voting
schemes are very relative to the protocols presented in Section 5.3 and Section 5.4. This be-
cause both the mod10 voting scheme and the protocols presented in the two sections use the
same secret sharing scheme as described in Section 2.6.2. The experiments carried out showed
that human participants were able to use the secret sharing scheme correctly with a fairly high
success rate. This indicates that human receivers will also use the protocols presented in Sec-
tion 5.3 and Section 5.4 correctly. Identifying a majority of data received is something that
human parties will have to carry out in the protocols - something which was not tested in the
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experiments that were carried out. But this seems a relatively easy operation that humans can
perform. So perhaps human receivers will be able to use protocols similar to those presented in
Section 5.3 and Section 5.4 with high accuracy.
It is also clear to see the relationship between the experiments referred to as permutation
voting schemes with the PSMT protocol with a human receiver presented in Section 5.6. In the
experiments carried out, participants were asked to identify bullets corresponding to identified
candidates in a similar way as the description of the protocol presented in Section 5.6.2. Based
on the very high accuracy of correctness for the experiments, this suggests that human receivers
will use the protocol presented in Section 5.6 correctly in most cases also.
When comparing the two techniques between them, it is apparent from the results of the
experiments that the human participants had a greater success rate with the permutation based
mod10 addition than with the regular addition mod10. In fact, it was a common comment
from the participants that the permutation based mod 10 addition was extremely easy - whereas
the other experiment was rather challenging for some people.
5.8 Comparing Human Computation Protocols to other PSMT
Protocols
In this section we briefly compare the PSMT protocols with human computation presented in
this chapter to other PSMT protocols which do not use this type of computation.
When considering one-phase protocols, we compare Protocol 5 presented in Section 5.3
to the one-phase protocol presented in [56]8.
Between the two, the protocol of [56] is more efficient in various aspects. It requires a
lower number of wires (3t + 1 vs O(t2)) and transmits a lower number of field elements also
(3t + 1 vs O(t2)). Computationally though, Protocol 5 is a simpler protocol. Both protocols
have the same computational complexity of O(t2) for the sender of the communication. The
sender computational complexity of Protocol 5 is O(t2) only because the sender has to transmit
a field element on each of the wires connecting the sender and the receiver. The actual computa-
tion carried out by the sender of Protocol 5 is to secret share the secret message which requires
a computational complexity of O(t). This is computationally simpler than Shamir secret which
is executed by the sender of the protocol presented in [56] and has a computational complexity
of O(t2). Comparing the computational complexities of the receivers, for Protocol 5 the com-
plexity is O(t2) but for the protocol presented in [56] is O(t3) - due to the error correction
which may be required. The one-phase human computation protocol is thus a computationally
simpler protocol.
Considering two-phase protocols, we compare Protocol 6 presented in Section 5.4 to the
final (most efficient) version of Protocol 3 presented in Section 4.1 - which is the most efficient
two-phase PSMT protocol in the literature.
As in the one-phase case, Protocol 3 is more efficient with regards to the number of wires
it requires - 2t+ 1 compared to O(t2) wires required for Protocol 6.
8For this protocol 3t+ 1 wires connecting the sender and the receiver are required. The sender secret shares the
secret message using a t + 1-out-of-3t + 1 Shamir secret sharing scheme and transmits one share per wire. Using
error correction techniques, the receiver is able to uniquely recover the secret message with perfect security.
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The communication complexity of both protocols is O(t2). Detailed analysis of the two
protocols though shows that a lower number of field elements are transmitted by Protocol 6.
Considering the example set construction given in Section 5.4, in Step 1 of Protocol 6, the re-
ceiver will transmit (t+1)2 number of field elements. The number of field elements transmitted
in the first phase of Protocol 3 are (2t+1)× ((2t+1)+(t+1)) - as n shares and the definition
of an at most t degree polynomial is transmitted on each wire. The number of field elements
transmitted are t2 + 2t + 1 for Protocol 6 versus 6t2 + 7t + 2 for Protocol 3. In Step 2 of
Protocol 6 the set of black listed blocks B′ - which is of size at most t, as well as the encrypted
secret message is broadcast. By implementing broadcast using only 2t+ 1 wires the number of
field elements transmitted is at most (2t + 1) × (t + 1). In the second phase of Protocol 3 the
generalized broadcast of the error shares is transmitted. As the number of error shares can be
a large proportion of n2 shares, the number of field elements which will have to be transmitted
in this generalized broadcast are greater than the number of field elements transmitted in the
equivalent step of Protocol 6.
Considering the computational complexity of the two protocols, Protocol 6 is computa-
tionally more efficient. This because the computational complexity of both sender and receiver
is O(t2) whereas for Protocol 3 the computational complexity for both parties is O(t3).
It should be noted that the human computation protocols presented in this chapter are not
only computationally more efficient, but they also use computational operations (comparisons,
addition) which are simpler to execute in most computational devices (in an arithmetic logical
unit of a central processing unit (CPU)) compared to the additional computational operations
(multiplication, division) required by the other protocols. This is because such operations re-
quire a lower number of clock cycles to complete when considering a CPU architecture which
uses pipelining of instructions9.
5.9 Future Work
Before using protocols with human parties, ways of overcoming the limitation of the high num-
ber of required disjoint paths in practise should be sought.
Additionally, the protocols that were presented could still be improved. The protocols pre-
sented in Section 5.3 and Section 5.4 are based on set systems. When choosing the values given
as parameters for the proposed protocols, the complexity on the number of wires required (size
of X) without requiring exponentially many blocks is O(t2). As future work, the protocols
presented could be made more efficient regarding communication and computational complex-
ities - where less data need to be transmitted and less computation needs to be carried out by
the communicating parties. To achieve this, more efficient constructions of set systems - which
require a lower than O(t2) complexity on the number of wires required (size of X), whilst still
achieving secure and polynomial time protocols, is an interesting question to solve. This is
important to study further as currently all known constructions have a complexity of O(t2) in
the size of X .
The work on the proposed protocols and the outcomes of their initial experiments are very
9Such protocols could thus be executed faster than previous PSMT protocols - due to the simplicity of their
required computational operations.
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encouraging. But despite this, further work that could be done would be to carry out a more
extensive experimental study with further testing on the proposed protocols. This could include
a greater proportion of the population. For example, even though we had 100 participants, their
ages did not surpass 65. Thus further experiments of the proposed protocols should include
older participants to assess how older human receivers could use the proposed human PSMT
protocols.
Chapter 6
Perfectly Secure and Anonymous Message
Transmission
This chapter combines the concept of anonymity in communication with perfectly secure mes-
sage transmission. Contrary to previous work which has also considered anonymity with secure
message transmission, the security (and more specifically privacy) achieved by the protocols we
present is information-theoretic. This is a stronger security model than the computational se-
curity model which has been considered in previous work. This is because our constructions
are resilient towards a computationally unlimited adversary and always output the correct and
expected result with no probability of failure.
The content of this chapter was also motivated by work carried out in the theoretical design
of an electronic code voting scheme. In such a scheme voting codes would be transmitted to
voters over a network. However, to retain the secrecy of a vote (to keep private the candidate
each voter voted for all voters) - which is one of the most important requirements of any election,
the authority which creates the voting codes should not be able to correlate a voter with a
specific vote (except through a random guess). Therefore, when voting codes are to be sent to
the voters, it is very important to achieve anonymity of message transmission. Furthermore, as
the transmission network may be corrupted by an adversary presence, it is also important that
these codes are transmitted in a secure manner - otherwise the adversary could learn and use
voting codes and prevent some voters from voting - thus affecting the true result of an election.
The chapter defines anonymity, the required security properties, and background to the new
perfectly secure and anonymous communication protocols in Section 6.1. New protocols which
achieve these properties against a passive and an active adversary are presented in Section 6.2
and Section 6.3 respectively.
Various applications in which such protocols could be used are also identified.
6.1 Perfectly Secure and Anonymous Communication Protocols
For the perfectly secure and anonymous communication protocols to be presented, a MIX net-
work [34, 97] communication setting will be considered.
MIX-networks were first introduced by Chaum in [34] and can be used in applications
- such as e-voting, which require anonymity. MIX-networks allow for a sender to input a
number of (usually encrypted) messages to a mix-network, which then outputs and delivers
each message to a random recipient without the sender being able to identify which message
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was delivered to a specific receiver.
The dual problem to this is when a single receiver multi-sender communication setting is
considered. In this setting, multiple senders input a message to a mix-network and a single
recipient receives all messages - unable to identify the sender of any message that was received.
This is the setting that will be considered in this chapter. Throughout the chapter we will
assume that the two sets of communicating parties (sender(s) and receiver(s)) are connected via
an underlying possibly corrupt MIX network.
Solutions to these two problems are very similar to each other and thus a solution to one
problem implies a solution to its dual. Because of this, in this chapter we will only focus on one
of the two settings.
MIX-networks can be constructed using different tools. One such tool is through the use
of a shuffle which can be implemented by using different tools - as described in various work
such as [70, 85, 196], which only achieve conditional privacy and anonymity. In this chapter
we will not consider this kind of security but will instead present protocols which achieve
unconditional security against a static t-threshold bounded computationally unlimited adversary
in a synchronous network model.
For the protocols to be presented, the same security properties of perfectly secure message
transmission protocols - as these have been defined in Section 2.3, are required.
Additionally, the protocols should also be perfectly anonymous. This security property is
achieved when for any coalition of t parties, their probability of correctly determining a sender
and/or receiver of a message is the same whether the adversary is given the protocol view or
only the restricted view. Sender anonymity prevents adversaries from identifying the party
which sent a message and applies to a single receiver multi-sender communication scenario.
Receiver anonymity prevents adversaries from identifying the party which receives a message
and this is considered in the dual single sender multi-recipient scenario.
The term restricted view as used in the above definition refers to the view of the protocol
seen by the adversary had no parties been corrupted. Protocol view refers to the adversary’s
combined view of the protocol as a result of the t parties corrupted by the adversary. Thus even
though at most tmix servers may be corrupted, the adversary will never learn (beyond guessing)
the value of a secret message and the recipient of a message in a single-sender multi-receiver
scenario.
Further to the above, the adversary is assumed to be able to corrupt any t parties. This can
include the sender(s), the receiver(s) or any nodes of the underlying MIX network. Because of
this, in the single sender multi-recipient setting, each receiver has to receive a secret message
from the single sender with the requirement that the sender (if corrupted) should not be able
to identify the message received by each receiver1. Similarly for its dual single-receiver multi-
sender setting, the receiver should not be able to identify the message transmitted by a specific
sender.
In this chapter protocols which assume a passive and active adversary are presented in
1More precisely, the (possibly corrupt) sender should not increase the probability of determining message re-
ceivers beyond that of a restricted view and outcomes which can logically be made. Similar anonymity requirements
can also be made in the dual single receiver multi-sender scenario.
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Section 6.2 and Section 6.3 respectively. Our solutions - similar to the protocols presented in
Section 5.3 and Section 5.4 are based on set systems.
As in [51] the total number of required MIX operations is b. The set of MIX servers is
denoted with X and B will be different subsets of these MIX servers. For the two solutions
considering a passive or active adversary, we assume we have an (X,B) set system, which
is an (n, b, t)-verifiers set system in the passive case and in the active case is an (n, b, t′, t)-
generalized verifiers set system (as these have been defined in Section 5.2). In both cases
Bk = {MIXk,1,MIXk,2, . . . ,MIXk,t+1} and MIXk,1 is referred to as “Bk’s leader”.
Both protocols we present require the following new property to be applied over all blocks
B of MIX servers.
Definition 8. Set T of t MIX servers is said to be under t-Confinement if all members of set T
appear in at most t positions over all blocks of MIX servers used, and this for all T ⊆ X .
Both protocols we present consider the single receiver multi-sender communication set-
ting. Despite this - as stated earlier, the solution for the dual case of the single sender multi-
recipient scenario is very similar and this is briefly described for each protocol we present.
6.2 Private and Anonymous Communication Protocol against a
Passive Adversary
In this section, we present a perfectly secure and anonymous message transmission protocol for
a single receiver multi-sender communication setting when considering a passive adversary. It
should be noted that the protocol to be presented is based on an (n, b, t)-verifiers set system
which achieves the t-Confinement property as this has been defined in Definition 8.
Before formally presenting the protocol, the main idea of the protocol is given.
6.2.1 Main Idea
Each sender will secret share the message they want to transmit as the sum of random shares.
Each of these shares will be given to a MIX server in the first block of MIX servers. As shares
of messages are transmitted within the network of MIX server blocks, they are permuted and
altered - through addition of random shares from the secret sharing of zero (as the sum of
random shares). The final block of MIX servers delivers the shares of messages to the receiver
that reconstructs the secrets sent by senders.
6.2.2 Formal Protocol Description
For the formal description of the protocol which follows, we assume that sender Si wants to
privately and anonymously send message mi.
Protocol 8. Protocol for the Passive Adversary Case
1. Each sender Si (1 ≤ i ≤ v) uses a (t + 1)-out-of-(t + 1) Shamir secret sharing scheme
to make shares s1i,j from mi (1 ≤ j ≤ t+ 1) and privately gives share s1i,j to MIX1,j .
2. For k = 1, . . . , b:
6.2. Private and Anonymous Communication Protocol against a Passive Adversary 115
(a) For each i (1 ≤ i ≤ v), the leader, i.e. MIXk,1, chooses shares s′i,j of 0 using a
(t + 1)-out-of-(t + 1) secret sharing scheme and privately sends s′i,j to MIXk,j
(1 ≤ j ≤ t + 1), and this for each i (1 ≤ i ≤ v). The leader, i.e. MIXk,1,
also chooses a permutation pik ∈R Sv, which it privately sends to all MIXk,j
(1 ≤ j ≤ t+ 1).
(b) Each MIXk,j (1 ≤ j ≤ t+ 1) computes:
sk+1i,j := s
k
pik(i),j
+ s′pik(i),j
and if k < b, then privately sends sk+1i,j to MIXk+1,j .
3. MIXb,j privately sends (sb1,j , s
b
2,j , . . . , s
b
v,j) to the receiver.
4. For each i, the receiver computes the message mi which corresponds to shares
(sbi,1, s
b
i,2, . . . , s
b
i,t+1).
6.2.3 Security Analysis
We now present the security proof of the passive adversary perfectly secure and anonymous
communication protocol.
Theorem 9. The protocol for the passive-only case is perfectly anonymous and achieves per-
fectly secure message transmission against any coalition of t passive MIX servers.
Proof. As the adversary is passive and as shares of zero are added to the original secret shared
messages throughout the MIX network, the receiver is able to obtain the original messages
correctly. Perfect authenticity is therefore achieved as the receiver can reconstruct all messages
correctly. As we are considering a passive adversary, there is no way with which the protocol
can fail and thus perfect availability of the communication protocol is always achieved.
It is easy to see that due to the property of t-confinement, the adversary can learn at most
t shares of each message. As the remaining shares are unknown to the adversary, the adversary
is in no better position to learn the message than without knowing these shares and thus perfect
privacy of messages is achieved.
We now prove the perfect anonymity of the protocol, i.e. the receiver cannot tell which
sender sent each of the received messages, despite allowing for the co-operation of the receiver
with any t adversary controlled MIX-servers. For simplicity of the proof we assume there are
only two senders - each transmitting only one message.
Due to Property 3 from the definition of verifier set systems, there exists a block bk -
1 ≤ k ≤ b, free from adversary controlled MIX servers. Because of this, the adversary is
unable to learn the secret sharing of 0 which is carried out by the leader of this block of MIX
servers. Additionally, the adversary does not learn the mixing of shares carried out within a
block - which is also decided by the leader of the block.
We now analyze the view of the adversary before - denoted as viewbef , and after
- denoted as viewaft, this block of MIX servers, assuming that for each of these two
blocks the adversary is able to view t shares of each of the two messages. We denote
116 Chapter 6. Perfectly Secure and Anonymous Message Transmission
viewbef ={(sk−11,1 , sk−12,1 ),(sk−11,2 , sk−12,2 ),. . . ,(sk−11,t , sk−12,t )} - with sk−1i,j denoting a share for mes-
sage 1 ≤ i ≤ 2 in the k− 1th block of MIX servers. In viewbef the adversary is able to identify
the message to which shares correspond as we assume that the adversary is aware of any mixing
of shares carried out in any previous MIX blocks.
We denote viewaft ={(sk+1a,1 , sk+1b,1 ),(sk+1a,2 , sk+1b,2 ),. . . , (sk+1a,t , sk+1b,t )} - with sk+1x,j denoting
a share for one of the two messages in the (k + 1)th block of MIX servers where x can take
either one of the two values a or b. The view viewaft is equal to one of the following two values
- where 1 ≤ j ≤ t, depending on the permutation used:
(a) sk+1a,j = s
k+1
1,j + (s
k+1
a,j − sk+11,j ) and sk+1b,j = sk+12,j + (sk+1b,j − sk+12,j ), or
(b) sk+1a,j = s
k+1
2,j + (s
k+1
a,j − sk+12,j ) and sk+1b,j = sk+11,j + (sk+1b,j − sk+11,j ).
As the secret sharing of 0 and the permutation of the MIX block where the adversary is not
present is random, the adversary cannot distinguish between the two cases and thus perfect
anonymity is achieved. Without loss of generality, the same proof can be extended to any
number v of messages sent by v different senders.
Collary 2. A protocol and proof similar to the one presented will be valid for the dual case of
receiver anonymity where a multiple-receivers single sender scenario is considered.
The differences in the dual protocol is that the single sender will secret share all messages in
the same manner as carried out by the multiple senders in the presented protocol. The number
of these messages will equal to the number of receivers. The sender will submit these shares to
the first block of MIX servers. The mixing and alteration of shares occurs in the same manner
within the MIX network as described in the presented protocol. An additional difference is that
the MIX network will deliver a single message to each receiver with each message delivered
only once (as opposed to a single receiver accepting all messages).
Note: Protocol 8 cannot guarantee privacy of messages if we do not use the t-confinement
property2.
In Appendix E, a general discussion for (n, b, t)-verifiers set systems which satisfy the
required t-confinement property is given. However, as in the previous chapter, we provide
an example construction. Primarily from the available constructions of (n, b, t)-verifiers set
systems O(t2) number of MIX servers are required to ensure a polynomial number of MIX
server blocks. Additionally, at least t + 1 blocks are required to ensure that anonymity is
achieved and the size of each block should be at least t + 1 number of MIX servers to ensure
that privacy of the message transmitted is achieved.
An example of such construction is one where there are t + 1 blocks each of size t + 1
MIX servers with each server used only once. This construction is equivalent to the construction
2If t-confinement is not used, secrecy of messages is broken in the following scenario. The adversary is present
in t MIX servers of the first block of MIX servers, occupies the first position of this block and also occupies in the
second block of MIX servers the position not occupied by the adversary in the first block of MIX servers. Secrecy
is broken as the adversary learns the mixing of the message shares and the secret sharing of 0 as described in the
protocol. The adversary thus learns t shares of each message from the first block and learns the remaining share in
the second block of MIX servers. It is easy to see that secrecy can be broken in similar scenarios also.
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described in Lemma 6 3.
6.3 Private and Anonymous Communication Protocol against an
Active Adversary
The solution for a perfectly secure and anonymous communication protocol when considering
an active adversary, is very similar to the protocol presented in the earlier section where a
passive adversary was considered. However, it should be noted that the protocol we present
is based on a generalized (n, b, 3t, t)-verifiers set system which achieves the t-Confinement
property as this has been defined in Definition 8.
Before the protocol is presented and as the adversary is active, we first identify ways in
which adversary controlled MIX servers can deviate from the definition of the protocol.
6.3.1 Active Adversary Deviation Methods
These deviations can occur in one (or more) of the following ways:
1. If the adversary controls the leader of a MIX block - by being present in the first position
of that MIX block, the adversary may secret share a value different to 0.
2. If the adversary controls the leader of a MIX block, different permutations may be sent
to MIX servers.
3. Adversary controlled MIX servers can permute the shares of messages using a different
permutation to that sent by the first MIX server of a block.
We now describe tools which will be used to overcome the respective deviations given above.
1. To overcome this, the leader will send the secret sharing of zero (all of the constructed
shares) to all MIX servers of a block. Executing Byzantine agreement (such as one of
schemes described in [63, 64, 109]), MIX servers of the same block will ensure that the
same secret sharing was sent to all MIX servers and that 0 was the secret shared value.
If this was not the case, the block of MIX servers will not be used in the MIX network.
2. To overcome this, Byzantine agreement needs to be carried out to ensure that the same
permutation is sent to all MIX servers of the same block. As before, if this was not so,
the block of MIX servers will not be used in the MIX network.
3. We do not know of an existing cryptographic scheme which allows for such a check to be
carried whilst retaining privacy of shares. Containing the adversary and thus the number
of errors the adversary can create seems to be the best option. Using the property of
t-confinement upon the MIX network, restricts the adversary to create at most t errors to
message shares over the MIX network. In such a case, our proposed protocol should be
able to correct these errors.
3As in the previous chapter, a construction using a (2t + 1,
(
2t+ 1
t+ 1
)
, t)-verifier set can be used for the above
protocol, but an exponential number of MIX server blocks will be required.
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Before presenting the protocol, we inform the reader that the main idea of the protocol is very
similar to that of Protocol 8.
The only thing different in this protocol, is that as before, shares of messages are altered
through the addition of random shares from the secret sharing of zero - only for the protocol to
be presented zero is secret shared using a Shamir secret sharing scheme[163].
6.3.2 Formal Protocol Description
We denote with mi the message sender Si wants to send privately and anonymously. As in
Protocol 8, the concept of t-Confinement is also required. We use B ≥ 3t+ 1 to denote the size
of MIX server blocks. We now formally present the protocol.
Protocol 9. Protocol for the Active Adversary Case
Initial setup - For each block of MIX servers, the leader of each block secret shares zero using
a (t+ 1)-out-of-(B) Shamir secret sharing scheme - where B denotes the size of blocks, selects
a permutation pi ∈R Sv and sends both to all MIX servers of the block. Byzantine agreement
decides the correctness of the secret sharing and the permutation and whether the block of
MIX servers will be used in the MIX network. Blocks where Byzantine agreement fails will not
be used. We denote as b the remaining number of MIX blocks. The permutation and secret
sharing of zero verified through Byzantine agreement for all blocks will be used in the following
description.
1. Each sender Si (1 ≤ i ≤ v) uses a (t + 1)-out-of-(B) Shamir secret sharing scheme to
make shares si,j from mi and privately gives share s1i,j to MIX1,j .
2. For k = 1, . . . , b:
(a) Each MIXk,j (1 ≤ j ≤ B) computes:
sk+1i,j := s
k
pik(i),j
+ s′pik(i),j
using the definition of pik and s′pik(i),j initially verified by Byzantine agreement. If
k < b, MIXk,j privately sends sk+1i,j to MIXk+1,j .
3. MIXb,j privately sends (sb1,j , s
b
2,j , . . . , s
b
v,j) to the receiver.
4. For each i, the receiver uses error correction (if required) to compute the message corre-
sponding to the shares (sbi,1, s
b
i,2, . . . , s
b
i,B).
6.3.3 Security Analysis
Theorem 10. The protocol for the active-only case is perfectly anonymous and achieves per-
fectly secure message transmission against any coalition of t passive MIX servers.
Proof. As the property of t-confinement is used, this ensures that the adversary can learn at
most t shares of each secret message. As each message is secret shared using a (t+ 1)-out-of-
(B) secret sharing scheme perfect privacy for all messages is achieved (a direct consequence
of t-confinement). Due to Property 3 from the definition of generalized verifier set systems,
there exists a block free from adversary controlled MIX servers. The adversary does not learn
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the mixing for this block and thus anonymity is achieved in a similar manner as in Protocol 8.
The protocol achieves perfect reliability as perfect authenticity and perfect availability of all
messages is achieved through the use of t-confinement which limits the number of errors the
adversary can create to at most t. Using results from [56] and a block size B ≥ 3t+ 1 ensures
the correction of any errors (at most t) the adversary creates and the unique decoding of the
secret messages.
Collary 3. A protocol and proof similar to the one presented will be valid for the dual case of
receiver anonymity where a multiple-receivers single sender scenario is considered.
The differences in the dual protocol are exactly the same as the dual case considering a passive
adversary. The single sender will secret share all messages, submit them to the MIX network,
which will mix and alteration shares in the same described manner and a single message will
be delivered to each receiver with each message delivered only once (as opposed to a single
receiver accepting all messages).
As in the earlier protocol, we provide an example of a generalized (n, b, t′, t)-verifiers
set systems which satisfies the required t-confinement property. Primarily from the available
constructions of generalized (n, b, t′, t)-verifiers set systems O(t2) number of MIX servers are
required to ensure a polynomial number of MIX servers blocks. Additionally, at least t + 1
blocks are required to ensure that anonymity is achieved and the size of each block should be at
least 3t+ 1 number of MIX servers to ensure that privacy of message transmitted is achieved as
well as the unique re-construction of the secret message by the receiver - using error correction.
An example of such construction is one where there are t + 1 blocks each of size 3t + 1
MIX servers with each server used only once. This construction is equivalent to the construction
described in Lemma 5.
6.4 Practical Applications of Anonymous and Perfectly Secure
Message Transmission Protocols
The protocols presented could be used in various applications where the secrecy of messages as
well as the anonymity of senders or receivers (or both) is required. During the research period
of the thesis, the protocols were used to achieve anonymity for electronic code voting purposes
as described in the introduction of the chapter.
Beyond theoretical applications4 work should be carried out to achieve the implementation
of such protocols upon real world networks - such as the Internet. This would achieve the
anonymity of Internet users and could result in various useful applications - such as anonymous
peer to peer communication systems, secure and anonymous email, instant messaging or voice
over IP applications, amongst others.
What is interesting to note about the anonymous and perfectly secure message transmis-
sion protocols proposed in this chapter is the fact that the proposed protocols make no use
of expensive public key operations or even symmetric key operations and thus the mixes are
merely network bound when it comes to how fast they can perform mixing. The advantage of
4Such protocols could be of use to other cryptographic protocols also.
120 Chapter 6. Perfectly Secure and Anonymous Message Transmission
this is that some network devices (such as routers), may be turned into mixes in a system which
uses the proposed protocols without being endowed with more powerful CPUs5.
5It should be noted that the proposed protocols assume that the mixes are connected between them across dif-
ferent blocks using private channels. However if these are not available on a network, then these can be simulated
using various perfectly secure message transmission protocols such as those presented in Chapter 3 and Chapter 4
Chapter 7
Implementing Secure Message Transmission
Protocols
This chapter studies whether secure message transmission protocols could possibly be imple-
mented and used upon networks which exist in practise. We refer to message transmission
protocols in general and not only the protocols proposed in this thesis1. The theoretical net-
work models considered in cryptography and previous chapters differ from networks which
exist in practise, as the diversity and abundance of node disjoint paths may not be present as
assumed in theory. Furthermore, some of these models consider synchronous networks which
are different to asynchronous networks used in practise. We therefore explore the possibility
in which secure message transmission protocols can be implemented upon practical networks
which operate under such constraints.
Such networks include the Internet and other networks such as ad-hoc networks, sensor
networks and military networks. The scope in which secure message transmission protocols
could be used and their importance is discussed. Issues which exist and avert the implementa-
tion of such protocols for some of these networks are identified and described. Since the Internet
can be considered as the most important network today, the main focus is on the implementation
of such protocols on the Internet. Despite these issues, we identify possible alternative ways
with which secure message transmission protocols can be implemented upon various other net-
works.
7.1 Threat Model
For this chapter, we assume that the goal of the adversary is to break the privacy and/or au-
thenticity and/or availability of a secure message transmission protocol - therefore any secure
message transmission protocols should explicitly aim to defend against these attacks.
We assume that the routing protocol is a trusted process which cannot be affected by the
behaviour of the adversary. This may be because the routing protocol code cannot be altered
or because any false actions carried out by the adversary (such as advertising false paths) will
be identified and corrected through the collective execution of the routing protocol by non-
compromised nodes.
We also ignore any other attacks the adversary may carry out - such as flooding the network
1Protocols proposed in this thesis assume synchronous networks which cannot be used for certain networks (such
as the Internet) used in practise.
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with traffic and causing congestion throughout the whole network.
It is important to note, that in this chapter we also consider a similar adversary model to
that of the theoretical work presented in the earlier chapters. To be more precise, we consider
threshold bounded adversaries - in other words adversaries which are bounded in the number
of routing nodes they can corrupt. When considering the Internet and other networks which
exist in practise, this could equate to the number of routers an adversary can take control of.
This limit may be because of a lack of manpower (if physical access to a node is required),
cost (either financial when considering bribing or computational if considering attacks such
as password cracking) or risk of prosecution (taking control of too many nodes may trigger
security mechanisms which identify the location and identity of the adversary).
Taking control of nodes can be carried out using various attacks. One is through breaking
in to a server room, altering the Linux root password (by booting in single user mode) and
taking control of a machine2. Another attack is through the use of rootkits - when an adver-
sary is able to obtain privileged access to a node through the exploitation of a known (and not
secured) vulnerability or by obtaining/guessing the password3. This kind of attack has been re-
portedly used in the ”Greek Watergate” [176, 182] and the Sony BMG copy protection rootkit
scandal [11, 30]. The case which assumes that when an adversary corrupts one node also gives
the adversary the ability to control other nodes of similar implementation (i.e. nodes of the
same model/company or running the same operating system) equates to the general adversary
model [96] and the colour adversary problem as studied in [54] which is not considered in this
thesis.
7.2 Scope and Importance
Protecting the secrecy of a message to be transmitted from a sender to a receiver has been an
important goal for a very long time. Equally important in the transmission of messages is the
authenticity as well as the availability of protocols themselves.
In our current technologically dependent civilization, most communication occurs over
networks. The public switched telephone network (PSTN) [110] was one of the first networks
allowing for communication to easily and swiftly occur between people in a simple and ac-
cessible manner. Nowadays, most of the communication which takes place does so over the
Internet. From email to voice over IP, data transfer to secure bank transactions, the Internet can
be considered as the most important network today. In fact, the Internet has taken over PSTNs
as nowadays many phone companies only use Internet protocols [61, 76, 94].
Securing communication over the Internet is thus of great importance in the field of net-
work security. The initial and main emphasis has been to use cryptography to protect the secrecy
and integrity of communication between two communicating parties - a sender and a receiver.
2Similar attacks which allow an adversary to take full control of a node if they are physical present to where the
systems are located can also be carried out on systems running Windows or OS X operating systems and even Cisco
systems.
3Even though network nodes may be running the same operating system and thus prone to the same vulnera-
bilities, such attacks may allow an adversary to take control of a certain number of network nodes instead of all as
passwords may (and should) be different, or because of security updates which patches vulnerabilities for some but
not all nodes - mainly because these may not have been carried out because of time constraints or because security
updates on a specific node were inadvertently overlooked.
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This has mainly been achieved through an encryption tunnel - implemented using virtual pri-
vate networks (VPNs) or Secure Socket Layer (SSL) among other solutions, to connect the two
parties.
Cryptography alone cannot guarantee network security and security of communication.
Two of the most severe network threats are those of Denial of Service (DoS) attacks [127, 130]
and its distributed version, distributed Denial of Service (DDoS) [128]. Such attacks affect
the availability of networks - thwarting the network from successfully delivering data to their
intended recipients.
DoS is not a new attack and is not unique to the Internet either. This is because it appears in
other networks also. According to [180] on the 5th of August 1914, the cable ship Telconia lifted
from the bed of the North Sea, German overseas telegraph cables which connected Germany
to the outside world. After this, German diplomatic communications and other military signals
had to be transmitted using wireless signals - which could be intercepted. These wireless signals
were later encrypted, but due to their wireless nature, they could still be jammed - thus extending
the DoS attack in this alternative mode of communication. This was a very important event
which highlights the use of information for strategic political objectives during World War I,
where the British used a DoS attack against the German telegraph cable network. As Kuehl
puts it in [103] “This strategic information operation not only cut Germany’s military C3 links
to its forces worldwide (at sea and in its colonies) but also-and more importantly meant that the
neutral countries of the world, most especially the United States, saw the war through London’s
filter.”
As seen by more recent DoS incidents such as [10, 86, 186, 199], this kind of attack
can be very disruptive. In the DDoS attack reported in [131], over several weeks, websites
of Georgia’s government were the target of an organized number of Denial of Service attacks.
The unavailability of crucial government websites severed communication from the Georgian
government in the early days of the Georgian-Russian conflict [12]. This was a period of time
critical in the events that were transpiring and where the Georgian government had a vital
interest in keeping information flowing to both the international public and to its own residents.
The same attack also targeted the financial sector of Georgia, when key Georgian commercial
Internet servers [183] also suffered from DoS attacks. As a result, these servers could not
accommodate legitimate visitors. In fact, during the attack, in an effort to protect against theft
of data, banks shut down their servers [43]. The attacks on these financial servers caused a
crippling effect on Georgia’s economy [37].
A similar DoS attack upon the infrastructure of a country was that which occurred in April
2007 in Estonia [16, 192] reportedly linked to Russia. The DoS attack was rumored to have
occurred in retaliation to Estonian authorities removing a bronze statue of a World War II-
era Soviet soldier from a park [156]. The attack targeted Estonian organizations such as the
Estonian parliament, banks, ministries, newspapers and broadcasters. It was so intense that
it has been described as the first war in cyberspace, which came close to shutting down the
country’s digital infrastructure [181].
DoS attacks are thus very serious and such an attack has the potential to cripple entire
organizations - whether that is a website, company or country. Indeed, they are considered as
124 Chapter 7. Implementing Secure Message Transmission Protocols
one of the main forms of future cyberwarfare attacks which could occur [83]. Ways in which
responsible parties could be held liable for their actions is something difficult to define but is
being discussed [198].
The importance of defending against such attacks has only been highlighted by events that
occurred towards the end of 2010. The publication of US government diplomatic transcripts by
the website Wikileaks in late November 2010 triggered a series of network attacks. These events
were mainly Denial of Service attacks and came in two related incidents. In the first case, Denial
of Service attacks were carried out by an organization - most likely a country’s government,
against any Internet Service Provider (ISP) which hosted the Wikileaks website [115, 177]. This
resulted in the specific ISP to not only be unable to service the Wikileaks website (in such cases
the Wikileaks site was unavailable to Internet users) but additionally, such ISPs found it difficult
to service their other customers. Because of this, various ISPs decided to terminate the hosting
of the Wikileaks website and thus avoid the DoS attack against Wikileaks which affected their
own networks so much. Because of this, the Wikileaks website had to change to a different ISP
every time this occurred. The other wave of Denial of Service attacks related to this incident
were the attacks carried out by group “Anonymous”. This group of hackers carried out Denial of
Service attacks against online transaction payment firms such as Paypal and Mastercard which
(possibly under government influence) stopped processing online donations made by Internet
users for the Wikileaks website. Because of these attacks, these firms had difficulties in running
a regular service and servicing their customers [10].
In February 2012, DoS attacks were carried out - again by group “Anonymous”, against
the Department of Justice, the Recording Industry Association of America, Motion Pictures
Association of America and Universal Music. This was in response to when the file sharing
website Megaupload.com was taken offline and charged with copyright infringement by a U.S.
grand jury [86, 132, 172].
Overall, the effects of DoS attacks emphasize the importance of proactive reliability of
networks - for which organizations depend on their reliable and resilient operation to conduct
normal business operations.
Secure message transmission protocols are a candidate tool to use so as to defend against
Denial of Service attacks. This because of the multitude and diversity of paths they use. This
could possibly ensure that at least one of the paths (which connect a sender and a receiver) is not
affected by such an attack - thus allowing for communication to be successful. Secure message
transmission protocols could also be useful in various other applications such as in emergency
scenarios. As discussed in Section 4.2.2 such scenarios can include after a natural or man-
made disaster, during a conflict/warfare amongst others. In such situations, it is imperative that
information sent by a sender should reach a receiver(s). In the example scenarios given, the
sender can be considered to be a central government of a country and the receivers will be its
citizens. In Section 4.2.2 specific examples such as the Haiti earthquake in 2010 were given.
These in addition to the denial of service examples highlight the importance of secure message
transmission protocols and their availability for use over networks such as the Internet.
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7.3 Implementation Issues
The goal of work which studies secure message transmission protocols is not solely of theoret-
ical interest. One of the objectives for such work was to design efficient protocols which could
possibly be implemented on networks. Such networks include the Internet, and these protocols
could increase the reliability, resilience and resistance guarantees of the Internet against DoS
attacks - as well as achieving secrecy of communication in some cases. Indeed, the results of
this work seem to be one of the most effective ways to ensure continuity of operation whilst a
network attack is taking place. This is because multiple paths are used and this could ensure
that enough paths are free from network areas which are either suffering from congestion or
some kind of attack (such as a DoS attack) to allow for communication to take place effectively.
In this section, we explore the feasibility of achieving these results on current networks -
mainly focusing on the Internet which in the history of the civilized world can be considered as
the most important network. We first overview work which has been carried out to implement
message transmission protocols. We then identify differences between past and present routing
methods available on the Internet and identify how these affect the possibility of achieving
node-disjoint paths across ISP networks.
7.3.1 Implementations of Message Transmission Protocols
We first review work which has carried out implementation of concepts used in message trans-
mission protocols.
In [100] the authors used the concept of disjoint paths to achieve anonymous communica-
tion upon a peer-to-peer overlay network. Contrary to PSMT protocols, the disjoint paths that
were used were vertex-disjoint paths. Additionally, the disjointness of the paths only consid-
ered edges of an overlay peer-to-peer network. This did not take into account the actual physical
network upon which the overlay network was based. Because of this, disjoint paths in this im-
plementation could in fact share common nodes and edges of the underlying network. As the
adversary model considered was able to corrupt edges of the overlay network it was considered
secure in the implementation. Despite this, the implementation was later shown to be insecure
in [184].
In the context of PSMT protocols, the implementation of [100] is not a secure implemen-
tation. This is because PSMT protocols require node-disjoint paths. Additionally, if any sort of
overlay network is considered, it should take into account the underlying network of this overlay
and node-disjoint paths should be truly disjoint with regards to the overall network used.
7.3.2 Past Internet
Up until the Internet explosion (mid 1990s) different useful network commands were valid on
the Internet.
The IP options of loose/strict source routing [42] were such options. These options allowed
a sender of a packet to partially or completely specify the network path a packet should traverse
through the network. By providing a list of network nodes (routers which are identified by their
IP addresses) data packets transmitted by a sender should pass through, this allowed for data to
bypass routing protocols and cross the specified network path.
Using this capability, could possibly have allowed senders to create disjoint network paths
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upon which data could be sent. As the use of node disjoint network paths is a necessary condi-
tion for PSMT protocols, this could possibly have allowed for PSMT protocols to be deployed
and successfully used upon this past configuration of the Internet - provided users know which
IP’s to specify4.
7.3.3 Present Internet
The current structure and operation of the Internet as a whole is different to that of the past. It
seems that most networks comprising the Internet seem to have the following properties:
1. The use of any IP options is prohibited.
2. ISPs use specific routing policies.
3. The evolution and growth of the Internet is driven by economic factors.
4. Border Gateway Protocol (BGP) routing policies affect the availability of disjoint paths.
7.3.3.1 The Use of Any IP Options is Prohibited
The use of any IP options (including loose/strict source routing) is prohibited and IP packets
with any IP options are either dropped or do not have their options processed. A number of
reasons are behind this decision.
One of these is because using IP options, one can carry out various security attacks. As
stated in [39], a hacker can carry out a successful denial of service attack upon a router by
sending large streams of packets with IP options. In this way, the router under attack will need
to process a large number of packets with IP options. Because of this, much of the router’s
processing capacity will be consumed with packets originating from the attacker. This will
result in the limited ability of the router to perform the forwarding process of packets which do
not originate from an attacker.
Similarly, the processing of any IP options requires router processing time. This decreases
the throughput of the forwarding process carried out by routers. As one of the main competitive
aims of ISPs is to offer ever greater transmission speeds to clients - in the quest for a faster
Internet, ISP networks are generally configured so that routers do not process the IP options
of any packets. This leaves the processing power of routers to solely focus on the forwarding
process - thus making networks faster.
Additionally, it was found that the use of IP options - specifically the use of loose/strict
source routing, could lead to various security threats [38] such as session hijacking [195]. This
could be achieved when a hacker is able to intercept the stream of data packets from a sender
S to a receiver R. The hacker could then add his/her own address to the set of network nodes
which comprise the network path of the communication. Without checking for this attack, this
would allow a hacker to participate in the communication between S and R - as IP packets pass
through a machine controlled by the hacker.
4In the past, various tools could been used to help users identify part of the structure of a network and the
IP addresses of the comprising nodes. Such tools include ping, traceroute or other tools such as PathPing [124]
which may combine ping and traceroute for network discovery purposes. It should be noted that some of these
commands/tools may no longer function as expected due to security steps implemented by network administrators
to prevent network details from being identified.
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Another attack which is possible - through the use of loose source routing, is that of source
address spoofing [125]. The purpose of this attack is to either gain access to resources that only
accept requests from specific source addresses, or to hide the source of an attack. This could be
implemented in a similar manner to the previous attack. All the attacker has to do, is to spoof
one of the permitted source addresses and to set the loose source routing option with an address
that the attacker has access to. This will force the response to return to the attacker’s network
and thus a successful attack will occur.
Discussions with network administration staff at British Telecom, confirm that packets
with IP options are either dropped or not processed by network routers. This for reasons that
have been described.
7.3.3.2 ISPs Use Specific Routing Policies
Most large ISPs which own and operate their own network infrastructure implement traffic
shaping policies within their networks. In traffic shaping [58] network traffic is controlled and
managed in various ways relative to the policies implemented by an ISP. This is done to optimize
the performance of the network, to improve latency and to increase the usable bandwidth of the
overall network. Additionally, traffic shaping allows for ISPs to identify what their subscribers
use or view on the Internet. This could be used to identify services that in turn the ISP can
provide to their subscribers.
Traffic shaping policies are also used to provide Quality of Service guarantees for appli-
cations [58]. Alternatively, they can be used to discourage use of certain applications - such as
peer-to-peer applications [197]. In the case of peer-to-peer applications, the volume of traffic
that can be generated from their use can amount to a large percentage of the total network traffic
on an ISP network. This makes it difficult for ISPs to cope with the network demand and pro-
vide the same bandwidth guarantees to all users [9]. Additionally, some users use peer-to-peer
applications for the illegal file-sharing of copyright material and some ISPs prefer to discourage
such activity from occurring upon their networks [95].
Within the current Internet, large ISPs also use traffic shaping to implement their own
specific routing policies. This is done so that traffic within an ISP network is routed in a specific
and efficient manner. One such policy is to use multi-protocol label switching (MPLS) and a
central core of routers [71] which implement the routing process in a very efficient manner.
This policy directs most traffic flows within this central network core of routers - making these
routers very important for the operation of an ISP network.
Because ISPs use such traffic shaping policies, it is very difficult for a network programmer
who requires node-disjoint paths to by-pass the routing of traffic carried out by ISPs. This
because the routing policies within the central core network of ISPs cannot guarantee that data
streams transmitted by the sender and intended to be transmitted on disjoint network paths will
not converge to a single common node within the central core of routers. This goes against
the key requirement of node-disjoint network paths in the implementation of perfectly secure
message transmission protocols. Indeed, the work carried out in [178] looked into path diversity
of Internet topologies. One of its key conclusions was that within an ISP network, there is a high
potential for path diversity. A further comment was that the utilization of this path diversity is
limited and this is due to routing policies implemented by ISPs.
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7.3.3.3 Economic Reasons affecting Internet Evolution
The evolution of the Internet has mainly been driven through economic factors. ISPs design and
build their networks in the most economic way with which they will be able to offer a required
quality of service to their customers. These choices, most likely affect (limit) the diversity of
node disjoint paths amongst ISP networks - and the Internet in general. An example of such
choices is specific routing policies ISPs use - as outlined in the earlier section.
Further to this, ISPs cooperate with each other under competitive pressure. BGP routing
policy and ISPs which border each other negotiate contracts between them which defines how
traffic is forwarded amongst networks of different ISPs. Policies implemented by ISPs - mainly
driven by revenue, may thus configure their routers in such a way that they prune away most of
the path diversity which may be possible on their networks. This will mainly be done because
ISPs have decided that this is the best policy to use which will make the most money by for-
warding traffic on specific links. This may be the case when data originating in the network of
an ISP has to be transmitted on another ISP’s networks. In most cases, ISPs will choose to use
as few ISPs as possible and mainly select the cheapest options. In such a case, path diversity
is lost on the Internet as network links between ISPs are lost due to economic reasons. More
details on BGP routing policy and how this can affect the abundance of path diversity are also
given in the next subsection.
Other economic reasons which may affect the diversity of network paths can include
(amongst others) the wealth of nations. Countries which do not have the financial capability
to invest in their digital infrastructure will have a lower number of nodes present in their coun-
try. Because of this, any required paths that have to traverse such a country may not be node
disjoint - as required, due to the bottleneck of the limited number of nodes present in such a
country. Despite this, the effects of this reason may possibly change in the future. As time
passes and countries realize the importance of a large and efficient digital infrastructure more
money may be invested in enhancing this. Thus the effects of the bottleneck due to limited
nodes in poor nations may not be so apparent.
Furthermore, as people use the Internet and demand more from their use of the Internet,
economic incentives for ISPs to provide multiple paths are likely to grow stronger in the future
as the demand for performance and robustness increase, and customers are willing to pay for
value-added Internet services as described in [89].
7.3.3.4 BGP Routing Policies Affect the Availability of Disjoint Paths
The Border Gateway Protocol (BGP) [155] is a routing protocol used to exchange reachability
information across autonomous systems which comprise the Internet. In this section we de-
scribe how the way ISPs use BGP can affect the number of disjoint paths in the middle of a
network which connects a sender and a receiver.
As described in [31, 201], when BGP was first introduced, it was a fairly simple protocol
where routers would choose the route to forward data packets based on the minimum path
length. As the Internet grew in size becoming more and more commercialized, ISPs wanted a
way to control the way traffic was routed within their networks for various reasons - such as
economic reasons amongst others. Overtime, alterations were added to BGP to allow ISPs to
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control route selection (where packets should be forwarded) and propagation (who to export
routes to). Eventually, this allowed for an ordered list of attributes to be created by network
administrators. Route advertisements and router forwarding decisions were now chosen based
on the most desirable attribute(s) of this list. As a result of all these modifications, BGP has
evolved into a complex protocol with an array of tunable knobs and complex cross protocol
interactions which make it highly subject to a variety of problems such as misconfigurations
amongst others.
The range of BGP policies used by operators can in general be classified into four main cat-
egories - all of which can affect the availability of disjoint network paths between autonomous
systems. We give an overview of these below.
The first of these is a business relationship policy [44] based on the economic and/or
political relationships ISPs share amongst their neighbouring autonomous systems. Forwarding
of data packets mostly reflects agreements or relationships ISPs have with their neighbours,
with an ISP preferring to forward data through their customers (ISPs which pay money to ISP
to forward their data) as this generates income for them - as opposed to forwarding data on their
provider’s networks which costs an ISP money. Furthermore, ISPs will in general choose to not
export routes learned from a provider to other providers as there is no economic incentive to do
so. Because of such policies, not all possible routes are available and known to routers in their
routing tables - affecting the availability of disjoint network paths which could connect a sender
and a receiver.
The second of these categories is traffic engineering policies [151]. As discusser earlier,
ISPs use their own specific routing policies to route traffic within their networks in the manner
they deem to be most effective for various reasons. These include to avoid congestion, to
implement load balancing policies, to provide good quality of service amongst others. Because
of this, ISPs will prune away disjoint paths within their own networks and only use the paths
they decide and choose to best implement their policies.
Scalability is also a factor which plays a role in BGP policies. Such policies aim to pro-
tect routers from failing through overloading a router’s processing capability or overloading a
router’s memory (this may be more relevant to smaller ISPs with less capable systems). To en-
sure this, ISPs may limit the router’s table size through various methods such as using aggrega-
tion to filter long prefixes. Because of this and other similar actions used to achieve scalability,
not all available routes are known to routers and thus are not used in the BGP forwarding pro-
cess. This further limits the availability of disjoint network paths to what their actual potential
number could be.
Security reasons also play a role in BGP policies. ISPs may choose to not advertise certain
routes to some ISPs for reliability or quality of service purposes - such as to avoid excessive
traffic entering their network. Misconfigurations of BGP attributes - possibly by inexperienced
network administration staff, can cause alterations to the router forwarding process [116]. Fur-
thermore, security policies are there to protect the network during malicious or accidental at-
tacks - such as during a Denial of Service attack. As an example, if a DoS attack is occurring
on an ISP network, the ISP can dynamically change the way they advertise their network in
an effort to avoid such an attack from continuing on their networks [185]. Because of this dy-
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namic nature of BGP, a path which exists and which a person may be using for secure message
transmission purposes may not be available when such updates occur.
Based on this brief description of BGP routing policies, it seems very difficult (if not im-
possible) to obtain the required number of node disjoint paths within networks for the purposes
of secure message transmission protocols. To achieve the multiple paths required for secure
message transmission protocols, investment in infrastructure will have to be carried out by
some ISPs (to purchase systems with more memory which will be able to handle the required
routing table data). Furthermore, ISPs will have to change their routing policies and remove
the ordered list of attributes routers currently being used for the selection of their forwarding
process.
It is obvious that given the heavily privatized and commercialized nature of ISPs, most
(if not all) of the above will unlikely be carried out without any profitable economic incentives
for ISPs. ISPs will possibly have to charge their clients for the availability and use of node
disjoint paths - which will require a different economic model to that under which ISPs currently
operate.
7.3.4 Alternative Internet Options and their Issues
Due to the current structure and configuration of most networks which comprise the Internet,
achieving disjoint network paths on the Internet is extremely hard.
One way with which disjoint network paths could possibly be achieved is by using multi-
homing [178]. In multi-homing, an Internet user is connected to the Internet by more than
one ISP. This could possibly allow for the presence of disjoint network paths as different
(large/major) ISPs have their own networks with their own infrastructure. If a network pro-
grammer requires a number of disjoint network paths, they should have an equivalent number
of different connections to the Internet serviced by different ISPs. By sending data over these
different connections, it is expected that data transmitted over a connection serviced by a spe-
cific ISP will only be forwarded by network nodes (routers) which belong to the network of the
ISP.
Despite this, as described in the BGP routing policy section, ISPs cooperate between
them [80] and it is the norm for data originating from one ISP to at some point possibly be
carried over infrastructure of another ISP. Because of this, even when using multi-homing, this
cannot guarantee that data transmitted on different links (and intended for disjoint paths) will
not converge upon the same network node of an ISP’s network. Multi-homing will thus not
always allow for use of truly disjoint network paths mainly because multi-homing cannot guar-
antee a solution to the path diversity problem. This is because multi-homing only accounts for
edges of the network when bottlenecks of common nodes amongst the “different” paths may
occur in the core of a communication network - due to BGP routing policy, network topology
and other possible reasons.
Similar to multi-homing, one can use different ways to access the Internet - such as using
computers, 3G enabled mobile phones amongst other solutions. This uses technologies with
different connectivity and access methods to the Internet to achieve disjoint network paths.
However, similar to the case of using multi-homing, this cannot guarantee that within the core
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network of ISPs, traffic shaping policies will not converge data streams - intended to be sent
upon disjoint network paths, to pass through and be forwarded by a common node.
One way with which Internet users can check for path diversity, is by using commands
such as traceroute (and its associated parameters). When trying to infer router-level topology
by software tools such as traceroute, routers may not reply to ICMP packages or may reply
with different misnamed domain names [202]. Reasons for this not only include performance
purposes (to prevent excessive router processing) but could also include security reasons - ISP
topological data are in general kept confidential [129, 179].
It is of the author’s opinion that one further reason why this security may be imposed is
to possibly prevent network information - such as network topology, from being learned by
competitors, for example other ISPs. Additionally, this could be done to possibly ensure the
secrecy of important network information to Internet users and possibly malicious parties. Due
to the rising threat of network attacks and cyber terrorism this is very important. Keeping this
information as secret as possible, prevents malicious users from targeting key and important
network nodes in the topology of an ISP’s network.
Taking all of the above into account, it seems that for the Internet, secure message trans-
mission protocols are a remote practical possibility. This is because the way the Internet has
evolved and is configured makes it very difficult to achieve node disjoint network paths - a key
requirement for such protocols.
To implement such protocols in the Internet one may have to consider a more relaxed
security model which would allow for specific nodes to be shared and to be common between
the “node disjoint” network paths connecting a sender and receiver. The need for this may
be due to the requirement of a greater number of links (edges) in a sparse network. These
“common” nodes though would have to be nodes that are deemed to be secure and which cannot
be corrupted by an adversary. Examples of such nodes can include core network nodes upon
which most security is provided. Such nodes will thus be housed in highly physically secure
server rooms, have regular maintenance windows for update of security patches, run behind a
secure firewall and possibly an intrusion detection system to keep them secure from any remote
threats.
7.3.5 Implementation Upon other Networks
Our focus so far has been on the Internet and regular Internet users. From the above, it seems
virtually impossible for regular Internet users to achieve node disjoint paths across ISP net-
works. Contrary to this, ISPs can achieve node disjoint paths in different ways. One of these
is using Multi-Layer Protocol Switching (MPLS) [78, 142]. Using MPLS, ISPs can control
the routing of data packets and can ensure that node-disjoint network paths can be achieved
within their networks. Taking advantage of this capability can result in new secure services
which ISPs can offer to their customers - with such services being more resilient and less prone
to network attacks. Implementation of such services could follow a model similar to that de-
scribed in [6] which describes sending information (shares of data) across multiple paths which
are implemented using MPLS.
In conversations the author held with British Telecom (BT) staff, examples of network
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capabilities similar to the above were described as being available to BT clients. To be more
specific, for clients who required communication between the United Kingdom and the United
States of America, BT had the capability to offer them two node disjoint network paths (at a
premium of course) for reliability of message transmission purposes. The way this was imple-
mented was through the virtual “colouring” of network nodes of the underlying network of the
cross Atlantic link(s). All nodes were coloured (labelled as) white, but half were also coloured
red whilst the other half were also coloured blue. If a BT client did not want to use the service
of disjoint paths, then their data could be forwarded by any white coloured node (any node in
the network). For BT clients who requested the use of disjoint paths, their data would be trans-
mitted both on blue network nodes and on red network nodes. Their data was thus transmitted
on a blue wire and on a red wire - with both wires being node disjoint to each other. With this
form of transmission, greater reliability guarantees were offered to clients.
Other networks besides the Internet also exist, upon which secure transmission proto-
cols could possibly be implemented. Networks such as sensor networks, ad-hoc networks
and military networks implement their own routing protocols. Relative to the network and
application setting, such networks could be configured so that the routing could allow for mul-
tiple node disjoint paths to connect communicating parties. Work that uses this capability in-
cludes [111, 119, 171] for ad-hoc networks and [47, 72] for sensor networks.
Given that multiple disjoint paths are possible for certain network topologies (including
topologies which do not have bottlenecks and thus do not prevent the presence of the required
number of disjoint paths/wires) this allows for secure message transmission protocols to be
implemented in various application settings upon such networks.
7.4 Using Concepts of PSMT on the World Wide Web
In this section we describe alternative ways with which concepts of PSMT protocols can be
used on the World Wide Web for secure message transmission purposes. The following do not
assume the classical model of PSMT protocols which require node disjoint network paths but
instead consider alternative communication channels which are different to each other.
For this model, one considers a different set of adversary capabilities. Instead of the ad-
versary being capable of compromising network nodes, the assumption that the adversary can
compromise different online communication methods is made. For the purposes of this section
only, we assume a passive adversary who is only able to view data transmitted using an online
communication method and whose main objective is to break the privacy of a secret. Similarly
to previous sections of the thesis, in this section we also consider a t-bounded adversary.
Nowadays, there exist many different ways with which people can communicate online.
Examples of these include (secure) email, online chat systems, short message services, VoIP
and many other methods. But can Internet users know that the communication methods they
are using are truly secure? Can users know for sure that their communication is not under
surveillance by third parties such as malware, criminals, foreign agents, even their own gov-
ernment [117, 135, 149]?
An example of an online communication method being compromised by a third party (a
party who is not the sender or receiver of the communication) is the alleged snooping capabil-
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ity of Microsoft upon Skype conversations - as reported in [134]. Indeed, by Microsoft’s own
admission, it could pass on messages to law enforcement agencies when “appropriate” - con-
firming its surveillance capabilities upon Skype conversations. Similarly, as reported in various
online articles [67, 133], it is common practise for Internet based companies such as ISPs or
even cellphone service providers to provide the communication details of their customers when
they are asked to do so - for example as part of ongoing criminal investigations. Indeed in Jan-
uary 2013 it was reported in [141] that due to the Foreign Intelligence Surveillance Act (FISA),
US federal agencies will be able to spy on the data of foreign nationals (stored in cloud servers
such as those of Google, Amazon and Apple) without warning.
So how can people - and more specifically regular Internet users, communicate in a secure
and private manner online? Considering the given skype example and various other security is-
sues with online communication systems - such as privacy concerns on Facebook [40], the mass
hacking of Hotmail accounts [114] amongst other similar examples, it seems very difficult for
regular Internet users to find a secure and trusted online communication service. Encryption is
a possible tool with which this could be achieved. But is encryption available to regular users
in an easy and secure to use manner? (Free) Software which users may download to use for
encrypting their messages could be infected with malware. Furthermore, can we really know
that government agencies (or other powers as described in [200]) with their immense computa-
tional power and intellect are not able to break the encryption algorithms used by such software
which users consider secure? Other attacks such as side-channel attacks, attacks against the
key generation systems amongst others, could also be carried out by such agencies upon the
encryption process of such messages.
With the vast array (and vast number of each type) of communication methods which are
available to users on today’s World Wide Web (email accounts, Facebook profile, twitter, skype
accounts, blogs, online chat systems, online video calling systems) there are bound to be many
ways of communicating in a secret manner.
Further to the many ways with which users can communicate online, one should also take
into account the concept of mobility of communication. Nowadays, using a laptop, smartphone,
or any other similar device capable of online mobile communication, users can communicate
beyond a fixed location. Furthermore, people can connect online in many different locations -
such as in coffee shops, airports, restaurants even bars, using free and publicly available wi-fi.
Considering all of the above, it seems possible to communicate online and make it very dif-
ficult for someone who wants to completely track your communication - given the appropriate
tools and methodology.
As an example, Google documents allows one to create a document which can be accessed
and viewed by a number of people at the same time. Such documents can be interactively
edited online without Google saving any changes that take place. At the same time, Google
documents allows other people to see and view what is being written - which of course can be
erased within a fraction of a second (people may record their screen and view it later for better
comprehension). Similar to Google docs, other online systems have similar capabilities [3, 60,
203]. Similar to the above is the reported applications Facebook is working on which can delete
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messages, photos or videos once a user (the receiver) views them [17]5.
Based on the given examples, it is easy to see that there are many “secure” online commu-
nication channels. It is easy to see, that when considering a t bounded passive adversary one
can find t+ 1 different online communication channels which can be used without much effort
(assuming the value of t to be small where t ≤ 5 for example).
It therefore seems possible for someone to use secret sharing when considering this alter-
native adversary model and communication over the World Wide Web. Secret sharing schemes
which could be used include Shamir secret sharing (implementations of which can be found on-
line [147, 148]), the friendly to humans secret sharing schemes described in previous chapters
of the thesis, or a very basic form of the one-time pad which uses 29 characters (26 letters of
alphabet, space, full stop, question mark where 1 stands for a, 2 for b, this carries on for the
other letters of the alphabet and 27 for space, 28 for full stop and 29 for question mark).
Furthermore, it is possible for someone with programming experience to code such soft-
ware. Indeed, the source code for such software can be found online, downloaded and run
locally on someone’s computer whilst it is offline. The different shares of the communication
could then be transmitted over the World Wide Web using different devices (laptop, cell phone,
smartphone, tablet), using different communication methods (sms, phone call, VoIP, online chat
systems, google documents) and in different locations (home, pub, cafe, shopping mall).
The receiver of the intended messages could then check the various communication chan-
nels (which would have been agreed with the sender beforehand) and use appropriate code for
the secure reconstruction of secrets.
Everything that has been described so far in this section are concepts which exist between
theory and practice. One example of a practical implementation similar to the above examples
was the implementation carried out by Jack Cheney in 2010 for his MSc thesis under the super-
vision of Professor Yvo Desmedt6. In his work, considering a passive adversary, a Thunderbird
extension was implemented such that sending an e-mail to Alice@shared implies sending an
e-mail to Alice@hotmail.com and to Alice@gmail.com. Sending an e-mail to Alice@shared
thus creates a 2-out-of-2 secret sharing scheme of the message where one share is sent via hot-
mail and the other via gmail. The general (t + 1)-out-of-n case was also programmed. The
Thunderbird extension worked for sending and receiving emails.
7.5 Importance of Implementation
From the examples given in both Section 4.2.2 and Section 7.2, secure message transmission
protocols are important - as seen in various applications. Whether they are used to defend
against ongoing denial of service attacks, to ensure business continuity or used in emergency
scenarios, the importance for them to be available cannot be disputed.
As outlined in previous sections, such protocols are not currently available in the real
world. With the increasing number of cyber attacks - mainly Denial of Service attacks, and the
devastation they can cause - as seen in the attacks against Estonia and Georgia, it seems that the
Internet is not prepared for the future against such attacks. With the constant threat of terrorism
5It should be noted than the context of secure message transmission schemes, the photos themselves may contain
encoded messages or shares of messages.
6This was described to the author by Professor Desmedt in email correspondence.
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and crime syndicates in the world, the future seems very ominous if terrorist cells and criminals
which currently resort to violating physical security alone add cyber attacks to their arsenal.
Indeed the National Security Strategy published by the British government in October
2010 [83] realizes how “cyberspace is woven in to the fabric of our society” and that it is
“integral to our economy and our security and access to the Internet”. Because of this, the
Security Strategy identifies cyber attacks as one of the most important types of attacks that
Britain should invest and defend against - to protect people’s cyber security and the British
economy also.
It is thus important to be prepared for the future and allow secure message transmission
protocols to be implemented and become available on the Internet or any other important com-
munication networks that exists or which will be built. This requires the construction and use of
network disjoint paths - something that used to be available on the Internet but currently is not
so for regular Internet users. Furthermore, ISPs who own and operate their networks and have
the capability to do this do not make such protocols available - mainly due to cost purposes7.
7To be able to make this fully available on the Internet, Internet protocol changes may be required and the
addition of new nodes and interconnections in the Internet will most probably be required. For private networks
which an ISP has setup (or will setup) for a specific client this may be easier.
Chapter 8
Conclusions and Future Work
8.1 Conclusions
This thesis has focused on secure message transmission protocols. As described throughout the
thesis, such protocols are very important from a theoretical viewpoint.
They are important in theory as they are fundamental cryptographic protocols used to
implement underlying assumptions of various cryptographic protocols. Additionally, such pro-
tocols can be employed in other security oriented research where the secure transmission of
messages is required. Because of this, it is of outmost importance to study such protocols and
to improve on the current knowledge and existing algorithms.
On a more practical aspect, such protocols also find application for the transmission of
secrets with information-theoretic security. To borrow a term from Aumann, Ding and Rabin [8]
such protocols achieve everlasting privacy.
The thesis has studied almost perfectly secure one-phase transmission protocols, present-
ing two new protocols which improve on previous work.
The following describes how the new polynomial time protocol presented compares to
previous work.
Protocol Computational
Complexity
Communication
Complexity
Protocol proposed in [167] O(n3) O(n2)
Note: Protocol proposed in [167] transmits more field elements
(in number) than Protocol 1 (neglecting terms that are subquadratic
the two protocols transmit 10t2 vs 6t2 field elements respectively)
and requires more computation.
The following describes how the new exponential time protocol presented compares to previous
work.
Protocol Computational Complexity Communication
Complexity
Protocol proposed in [107] O(
(
2t+1
t+1
)
n2 log(q)) O(n)
Protocol 2 (Section 3.3 O(
(
2t+1
t+1
)
n2) O(n)
Note: Protocol proposed in [107] requires the use of a planar difference set.
Protocol 2 can use any finite field.
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Two-phase perfectly secure message transmission protocols were also studied and a new
efficient protocol was presented. The way this protocol compares to previous work is summa-
rized by the following.
Protocol Number of Messages
Transmitted
Communication
Complexity
Protocol proposed in [162] 1 O(n3)
Protocol proposed in [105] n2 O(n3)
Protocol 3 (Section 4.1) 1 O(n2)
This two-phase protocol was later adapted to work in the context of a new network and
recipient model - which for the first time is considered in PSMT protocols. The importance of
such a protocol was discussed with regards to various application scenarios.
Protocols in a new area of secure message transmission where a human receiver is consid-
ered were also presented. These were based on two different constructions and the way with
which people interact with the proposed protocols was evaluated through experiments carried
out with human participants. The main aim of the experiments was to identify how easily and
accurately the participants would use the proposed protocols. The results of the experiments
showed that the experiment participants used the constructions of the proposed protocols with a
high degree of accuracy. Furthermore, when compared to other PSMT protocols it was shown
that such protocols require less (and simpler) computation to complete. The two-phase proto-
col presented also transmitted a lower number of field elements compared to other two-phase
PSMT protocols.
New protocols were also presented in a single-receiver multiple-sender scenario where
additionally to secure message transmission, anonymity should also be achieved by the pro-
posed protocols. In the proposed protocols, both the security of message transmission and
the anonymity of a sender was obtained when considering the information theoretic model of
security.
The contributions of the thesis are primarily theoretical in nature - but the question of
whether secure message transmission protocols could be implemented and used upon networks
which exist in practise was reviewed. Through examples, the importance of why such a prac-
tical implementation is necessary was identified. Considering the Internet, differences between
past and current configurations of the Internet which prevent implementation of such protocols
nowadays were examined and analysed. The way secure message transmission protocols - or
concepts of these, could be used upon other networks was also described in theory.
8.2 Future Work
The work presented in this thesis has added to the knowledge of secure message transmission
protocols. Despite this, open questions still exist in this field. Due to the importance of mes-
sage transmission protocols, it is imperative that the study of such protocols continues so that
solutions to any open problems can be found.
Much of the remaining open problems have been discussed in detail at the end of the
corresponding thesis chapters. Here we provide an outline of what remains to be solved.
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The open question for one-phase almost perfectly secure message transmission protocols
is to design a polynomial time protocol which will have an optimal communication complexity
of O(n) - where n = 2t + 1 and denotes the number of wires connecting the sender and a
receiver when considering a t-threshold bounded and computationally unlimited active adver-
sary. The protocol presented in Section 3.3 achieves the optimal communication complexity,
but at exponential computational cost. It is important to solve this open problem as almost per-
fectly secure message transmission protocols are almost equivalent to perfectly secure message
transmission protocols. This is because the probability with which the protocol may fail can be
decreased to a negligible probability by either repeating the protocol1 or by varying parameters
of the protocol (such as the size q of the finite field).
If this open problem cannot be solved - as it is a hard problem, a polynomial time protocol
with a communication complexity lower than O(n2) should be sought - thus improving the
polynomial time protocol presented in Section 3.2.
A summary of the described one-phase almost perfectly secure open problems and how
they compare to protocols presented in the thesis is presented in the following - with n = 2t+1.
Protocols Presented in Thesis Future Work
Protocol 1 (Section 3.2) Desired Future Protocol
Computational Complexity: O(n3) Polynomial Computational Complexity
Communication Complexity: O(n2) O(n) < Communication Complexity < O(n2)
An example of such communication complexity
is O(n log n)
Protocol 2 (Section 3.3) Desired Future Protocol
Exponential Computational Complexity Polynomial Computational Complexity
Communication Complexity: O(n) Communication Complexity: O(n)
Obviously this second case is the
most ideal scenario for a future protocol.
Further to the above, one further future work problem that could be studied is to consider
one-phase almost perfectly secure message transmission protocols in the asynchronous model
of communication. Connectivity requirements in the asynchronous model have been found for
both one and two phase perfectly secure message transmission protocols but this has yet to
be considered for almost perfectly secure message transmission protocols. One can explore if
the protocols proposed in this thesis will work on asynchronous networks and if they do not,
connectivity requirements should be found and respective protocols should be constructed.
When considering two-phase PSMT protocols one key open problem is to design a com-
munication protocol that is able to improve the work of [105] and achieve the optimal transmis-
1For all one-phase almost perfectly secure message transmission protocols, there is a small probability p << 1
that the protocol will fail - meaning that the receiver will not accept a message from the message spaceM but will
instead accept ⊥. With probability 1 − p the receiver will accept the correct message - which is the same message
(in value) as sent out by the sender of the communication. By repeating one-phase almost perfectly secure protocols
m number of times, the probability with which all executions will fail decreases to pm. Based on p, selecting an
appropriate value of m allows one to select an acceptable probability of protocol failure - preferably a negligible
probability.
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sion rate of O(n) with lower than O(n3) communication complexity (CC) for one or (prefer-
ably) both phases of the protocol.
Improving the protocol presented in Section 4.1 for the PSMT of a single message is also
an open problem to solve. One way to improve this protocol is to decrease the communication
complexity of either one (or preferably both) of the two phases.
The following compares the current two-phase protocols mentioned and how future work
could improve these.
Protocol Future Work
Protocol presented in [105] Desired Future Protocol
Polynomial Computational Complexity Polynomial Computational Time
Communication Complexity: O(n3) Desired Communication Complexity: O(n2)
Transmission Rate: O(n) Transmission Rate: O(n)
Alternative CC for one phase:
O(n2) ≤ Communication Complexity < O(n3)
Protocol 3 (Section 4.1) Desired Future Protocol
Polynomial Computational Complexity Polynomial Computational Time
Communication Complexity: O(n2) Desired Communication Complexity: O(n)
Number of Messages Transmitted: 1 Number of Messages Transmitted: 1
Alternative CC for one phase:
O(n) ≤ Communication Complexity < O(n2)
On a more theoretical and combinatorial viewpoint, the solutions to the work of Chapter 5
(for the protocols considering an active adversary) and Chapter 6 were based on either verifier
set or general verifier set systems. As outlined in Appendix E, constructions of such required
set systems are known, but require a complexity of t2 points to be present in set X of the set
system. It will be interesting to study such set systems and seek constructions which will require
a lower complexity on the size of set X - whilst retaining a usable (non-exponential) number
of blocks. This will in turn lead to more efficient protocols of the aforementioned chapters.
This however is a hard problem to solve. It should be noted that this open question is outside
the field of message transmission protocols but instead is a combinatorics problem - which has
found applications in cryptography.
Considering message transmission protocols with a human participant, the following ques-
tions are of interest to study and answer. Can these be improved - both in terms of the com-
munication complexity of the protocols and the simplicity of the computational operations that
need to be carried out by the human participants. Currently, the proposed protocols are based
on set systems. Future work could look into the design of alternative more efficient protocols
(in terms of communication complexity) which are not based on set systems - for both passive
and active adversaries. Any future protocols should also undergo experimental evaluation with
human participants - to assess the ease and accuracy with which the protocols are used by hu-
mans. Despite the experiments carried out for the proposed protocols including a high number
of participants, perhaps a greater range of age groups (which should include people over sixty
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years old) should also be included. This is important as the human message transmission proto-
cols were proposed for their use in an electronic voting scheme - and thus should include human
participants across the whole breadth of voting ages.
Furthermore, before using such protocols in practise, ways of overcoming the limitation of
the high number of required disjoint paths should be sought. More efficient set systems (which
do not require t2 points in set X) or protocols not based on set systems would be a good step
towards resolving this.
Additionally, one could look into the question of whether message transmission protocols
with a human participant - as introduced in Chapter 5, are equivalent to earlier presented PSMT
protocols and if they could replace them. If they are indeed equivalent, one should consider
whether with a human participant, efficient one-phase almost perfectly secure message trans-
mission protocols can be designed.
When considering anonymous secure communication protocols, the importance of im-
proving set systems appears once more. Alternatively, one could also consider ways to design
information-theoretic anonymous secure communication protocols which are not based on set
systems. Additionally, applications of information-theoretic anonymous secure communication
protocols on real world networks such as the Internet (as opposed to using protocols based on
conventional cryptography and unproven assumptions) should be explored. The proposed pro-
tocols could also be used in other cryptographic protocols which require anonymous and secure
MIX networks.
The importance of the work presented in this thesis should also be addressed and taken
into serious consideration from a practical viewpoint. Chapter 7 explored the practical diffi-
culties which prevent secure message transmission protocols from being implemented on the
current configuration and development of the Internet. As discussed, the use of secure message
transmission protocols on the Internet could provide one of the best ways for an organization to
defend against Denial of Service attacks. On the scale of the Internet, each “wire” (as defined
in message transmission protocols) could in some cases be modelled as a path from a sender to
a receiver which passes through a number of different autonomous systems (networks under a
single administrative control) - with each autonomous system being present in only one of the
wires which connect the sender and the receiver. In this case, network nodes in the theoretical
abstract network model are similar to autonomous systems of the Internet.
The importance of defending companies/organizations/states against such attacks has only
been highlighted by the constant threat of Denial of Service attacks. This could possibly be
achieved by using secure message transmission protocols (as studied in this thesis) on the In-
ternet.
It is thus important for industry to work with researchers involved in secure message trans-
mission protocols so the practical implementation of such protocols is made available on indus-
trial networks should they be required.
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Appendix A
Other Security Definitions
In this appendix we give details of security definitions for message transmission protocols which
exist in the literature. We argue why we think these definitions are incomplete and why a new
security definition which includes new security parameters was proposed and formalized during
research carried out in the thesis.
A.1 Current Security Definition - Probabilistic Reliability
The following definition is taken from Franklin and Wright [68] and defines (, δ)-security.
1. Let δ < 12 . A message transmission protocol is δ-reliable if, with probability at least 1 -
δ, B terminates with MB = MA. The probability is for any choice of MA and the coin
flips of all nodes.
2. A message transmission protocol is perfectly reliable if it is 0-reliable.
3.  refers to the privacy that is achieved. A message transmission protocol is -private
if for every two messages M0,M1 ∈ M and every r,
∑
c |Pr[VADV(M0, r) = c] −
Pr[VADV(M1, r) = c]| ≤ 2. The probabilities are taken over the randomness of the
honest parties and the sum is over all possible values of the adversary’s view.
4. A message transmission protocol is (, δ)-secure if it is -private and δ-reliable.
A.2 Current Security Definition - Probabilistic Failure
Almost perfectly secure message transmission was considered in [107] with the following se-
curity definition:
Definition 9. We say that a message transmission scheme is (t, δ)-secure if the following con-
ditions are satisfied for any adversary A who can corrupt at most t out of n channels.
A learns no information on MA. More precisely when R denotes any randomness (coin flips)
the protocol uses during the execution of the protocol:
Pr(R = MA|Xi1 = xi1 , · · · , Xit = xit) = Pr(R = MA)
for any MA ∈ M and any possible xi1 , · · · , xit messages observed by A on adversary con-
trolled wires.
General Reliability. The receiver outputs MB = MA or ⊥ (failure). The receiver thus never
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outputs a wrong secret.
Failure. Pr(Receiver outputs ⊥) < δ.
It should be noted that the first work to consider one-phase protocols which terminate
with a high probability was in [169] - however due to errors in the protocols presented it was
somewhat overlooked until it was re-addressed in [107].
A.3 Comparison of the two Security Definitions
The above security definitions refer to two different security properties. The definition of reli-
ability from [68] only considers executions that terminate and always output a message. When
executed, protocols output the correct message with a bounded probability. However, the relia-
bility definition of [107] identifies two types of executions. The first of these are executions that
terminate but do not produce an output message (but instead output⊥). The second of these are
executions that terminate and always produce the correct result. Reliability in these definitions
refers to both types of executions.
As the concept of reliability was used in the two security definitions to refer to different
security properties, a new security definition was introduced that reconciled the above defini-
tions. This was done by introducing new security parameters which capture the authenticity
of the received message and the availability of the message transmission protocol. Executions
that terminate but do not produce a correct output can be seen as an attack on the authenticity
of the message. Executions that output failure can be seen as an attack on the availability of the
transmission protocol. This lead us to propose the security definition presented in Section 2.3.
The importance of this was to introduce new security properties which could be used to resolve
any ambiguities which could come up due to the vagueness of the previous security definitions.
Appendix B
Adversaries in Secure Message Transmission
Protocols
Throughout the thesis a static t-threshold bounded computationally unlimited active adversary
is considered. In this appendix we give details of other adversary models which are considered
in research of secure message transmission protocols.
The adversary present in the interconnecting network which connects the sender and re-
ceiver of a message transmission protocol is assumed to know the complete protocol specifica-
tion, message spaceM and the complete structure of the network graph.
Adversaries differ in the way they can affect and interact with a protocol. A passive ad-
versary is only able to view communication transmitted across adversary controlled nodes. On
the other hand, in addition to the capabilities of a passive adversary, an active adversary is able
to fully control adversary controlled nodes - causing them to deviate from the protocol specifi-
cation in any way the adversary chooses. Other types of adversaries also exist. These include
a fail-stop adversary which can cause adversary controlled nodes to fail at any time. This in
effect is equivalent to a disjoint network path composed of the failed node to be “cut” and thus
no longer connect the sender and the receiver. Variations of the above also exist - for example a
mixed adversary has the ability to corrupt a subset of nodes in an active manner and corrupt the
remainder of the nodes in a passive manner.
Adversaries can also vary with regards to their computational capabilities. For a compu-
tationally limited adversary it is assumed that the amount of computation that can be carried
out by such an adversary is bounded. Against such an adversary cryptographic schemes based
on computationally hard problems - such as RSA, can be used. A computationally unlimited
adversary on the other hand is assumed to have infinite computing power. Against such an
adversary, cryptographic schemes based on unproven assumptions and computational hardness
cannot be used - as it is assumed that the adversary can break their security.
Adversaries can also differ depending on the set of network nodes they can corrupt. When
considering a generalized adversary structure [96], the adversary is assumed to be able to cor-
rupt only a subset of network nodes in the adversary structure. An adversary structure A is a
monotone subset of the power set of all network nodes V except the sender S and receiver R
of the communication. Monotonicity is thus defined as follows. Given set P = V \ {S,R},
an adversary structure A is a family of subsets A ⊂ 2P such that if A ∈ A and A′ ⊆ A ⊆ P
then A′ ∈ A (see [91, 96]). A t-threshold bounded adversary (which is a special case of the
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general adversary structure model) has the ability to corrupt any t nodes in a network (where t
is a constant).
Additionally, adversaries may differ with the way they can corrupt nodes. A static ad-
versary chooses the nodes to corrupt before the execution of the secure transmission protocol
initiates whilst an adaptive can choose these nodes any time after the protocol begins. Certain
protocols which are secure against a static adversary are also secure against an adaptive adver-
sary - however as shown in [152] this is not always the case. A mobile adversary on the other
hand is different to static and adaptive adversaries as it has the ability to control a different
subset of network nodes in each phase of a protocol execution.
Appendix C
Identifying the Best Adversary Strategy
In this appendix we show using a graph that the best strategy an adversary can follow for the
protocol presented in Section 3.2 is to alter the polynomial of a single wire.
We provide evaluations and a graphical representation of the AY + AX + BX > A
inequality in the proof of Theorem 2 which shows it to be a valid inequality and thus confirming
that the best strategy an adversary can follow is to alter the polynomial of a single adversary
controlled wire.
The following table provides the evaluations (rounded to three decimal points) of the terms
which appear in the inequality given values of t between 2 and 20 and when a cubic field size
q = t3 + 1 is used.
t q A B X Y AY+AX+BX
2 9 0.4 0.533 0.167 0.667 0.422
3 28 0.657 0.311 0.614 0.345 0.821
4 65 0.753 0.227 0.737 0.241 0.904
5 126 0.805 0.181 0.797 0.188 0.938
6 217 0.839 0.152 0.834 0.156 0.956
7 344 0.862 0.131 0.859 0.133 0.967
8 513 0.879 0.115 0.877 0.117 0.975
9 730 0.892 0.103 0.891 0.104 0.980
10 1001 0.903 0.093 0.902 0.094 0.983
11 1332 0.912 0.085 0.911 0.086 0.986
12 1729 0.919 0.078 0.918 0.079 0.988
13 2198 0.925 0.072 0.924 0.073 0.990
14 2745 0.930 0.067 0.930 0.068 0.991
15 3376 0.935 0.063 0.935 0.063 0.992
16 4097 0.939 0.059 0.939 0.060 0.993
17 4914 0.942 0.056 0.942 0.056 0.994
18 5833 0.946 0.053 0.945 0.053 0.994
19 6860 0.948 0.050 0.948 0.050 0.995
20 8001 0.951 0.047 0.951 0.048 0.995
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The above evaluations are presented using a graph in the figure below:
Figure C.1: Evaluations of AY +AX +BX > A presented using a graph.
It is clear to see than when a cubic field size q = t3 + 1 is used the AY +AX +BX > A
inequality is a valid inequality meaning proving that the best strategy and adversary can follow
is to alter the polynomial transmitted on a single wire.
It should be noted that when using a quadratic field size such as q = t2 + 1 the inequality
is not valid for all values of t and thus a cubic field size in the security parameter t should be
used.
Appendix D
Reconstruction of Mod 10 Secret Shared
Secrets
We provide the instructions and their associated diagrammatic interpretation on how to recon-
struct a secret shared using the alternative secret sharing scheme friendly to humans described
in Section 2.6.2.
Instructions: From the set of shares, you will reconstruct the secret in the following manner.
You will have to add each of the digits of the five numbers mod 10. This means that you will
add together all the numbers corresponding to units and note down the number of units in the
sum. Similarly, you will add together all the numbers corresponding to the number of tens and
note down the number of units in the sum. Similarly you will do the same for the numbers
which corresponds to the number of hundreds and thousands and for any other unit (if the length
of the shares is greater).
We explain how to reconstruct a secret through an example. Supposing that five 4-digit
shares will be used in the reconstruction of the secret and that these are the following:
7291 1658 9202 7484 8172
To reconstruct the secret you have to:
• Add all digits corresponding to units for the five numbers. In the example, these are all
emphasized digits. Please note down the digit which corresponds to the number of units
of the sum.
1 + 8 + 2 + 4 + 2 = 17. Here we note down 7
• Add all digits corresponding to tens for the five numbers. In the example, these are all
underlined digits. Please note down the digit which corresponds to the number of units
of the sum.
9 + 5 + 0 + 8 + 7 = 29. Here we note down 9
• Add all digits corresponding to hundreds for the five numbers. In the example, these are
all bold digits. Please note down the digit which corresponds to the number of units of
the sum.
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2 + 6 + 2 + 4 + 1 = 15. Here we note down 5
• Add all digits corresponding to thousands for the five numbers. In the example, these are
all digits with no styling. Please note down the digit which corresponds to the number of
units of the sum.
7 + 1 + 9 + 7 + 8 = 32. Here we note down 2
We then reconstruct the secret by putting the numbers we noted down in their correct
order (first digit written down as the units of the four digit code, second digit written down as
the number of tens of the four digit code, third digit written down as the number of hundreds of
the four digit code and the fourth digit written down as the number of thousands of the four digit
code). The secret is reconstructed by correctly ordering the noted numbers. For the example,
we would reconstruct the secret to be equal to 2597.
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The following is a diagrammatic interpretation of the above instructions:
2597 
Your Secret is: 
Please re-write your secret:  ………………... 
2 5 9 7 
+ 
+ 
+ 
+ 
7 2 9 1 1 6 5 8 9 2 0 2 7 4 8 4 8 1 7 2 
1 
8 
2 
4 
2 
9 
5 
0 
8 
7 
2 
6 
2 
4 
1 
7 
1 
9 
7 
8 
1 7 
2 9 
1 5 
3 2 
Share 1 Share 2 Share 3 Share 4 Share 5 
Figure D.1: Instructions on how to reconstruct a mod10 secret shared secret in figure format
Appendix E
Set Systems and Their Constructions
In this appendix details of how set systems can be constructed are given.
Set systems were used in the protocols for perfectly secure message transmission with
human computation presented in Chapter 5 and were also used in the construction of perfectly
secure and anonymous message transmission protocols presented in Chapter 6. In both chapters
verifier set systems and generalized verifier set systems were used - with their definitions given
in Chapter 5.
Ways in which such set systems can be constructed are briefly described.
E.1 Constructions from the Literature
The work by Rees et al. [154] (and other work it references) which were later used for verifiers
set systems in [51] and generalized verifier sets, describes different ways in which set systems
required for protocols of presented in Chapter 5 and Chapter 6 can be constructed. In this
section we describe some of these constructions.
An example of a construction for a generalized (n, b, k, t)-verifiers set system is from [126]
- where k > t, where t + 1 disjoint k-subsets of {1, . . . , n} are used. For this construction,
each element of X is used only once. It is easy to see that this collection of subsets satisfies
properties of generalized verifier set systems. It is also easy to see that this construction achieves
the property of t-confinement which is required in the protocols presented in Chapter 6. This
construction is equivalent to the Disjoint Set Systems described in Section 5.2.2.
We now describe a more efficient construction from [126]:
Lemma 7. When t′(t − s−32 ) ≤ n ≤ t′(t − s−42 ) for 3 ≤ s ≤ (t + 3)/2 and b is even, a
generalized (n, b, t′, t)-verifier set system (X,B) can be constructed by assuming k to be even,
and constructing t − 2s + 3 pairwise disjoint k-subsets - denoted as A1, . . . , At−2s+3 and for
1 ≤ i ≤ s−1 constructs three sets of (k/2)-subsets - denoted as Bi, Ci, Di. A further 3(s−1)
k-sized blocks are constructed from the unions Bi ∪ Ci, Ci ∪ Di and Bi ∪ Di to construct a
total of t− 2s+ 3 + 3(s− 1) = t+ s k-sized blocks. A similar construction is also presented
in [126] for when b is odd.
Proof. This construction satisfies properties of generalized verifier set systems because it en-
sures that a t-threshold bounded adversary cannot be present in all blocks which are created.
This because for the adversary to be present in all A1, . . . , At−2s+3 blocks a presence of
t − 2s + 3 is required (as the blocks are pairwise disjoint). For the adversary to be present
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in each of the three blocks created from the union of k/2-sized subsets the adversary needs
to be present in two of the three subsets - meaning that the required adversary presence for
these sets is 2(s − 1). For the adversary to be present in all sets, an adversary presence of
t− 2s+ 3 + 2(s− 1) = t+ 1 is required. In this way, a t-threshold bounded adversary is not
present in at least one block. This construction produces generalized verifier set systems (and in
a similar manner can construct verifier set systems also), but cannot guarantee the property of
t-confinement (required by protocols of Chapter 6) due to the union of sets (Bi, Ci, Di) which
are used in the construction.
Lemma 8. When n ≥ t′+ t+ 1, a trivial generalized (n, b, t′, t)-verifier set system (X,B) can
be constructed when b =
(
n
t′+1
)
.
Proof. B is constructed by choosing all possible (t′ + 1)-subsets of X . As n ≥ t′ + t+ 1, this
guarantees that one block is free from any subset |F | ≤ t.
Additional ways with which set systems can be constructed can be found in [154] and its
references.
E.2 Constructions from Covering Designs
As described in Section 5.2 set systems (either generalized (n, b, t′, t)-verifier set system or
(v, b, t)-verifiers set system can be constructed from covering designs.
Fortunately, extensive work has been carried out in identifying various covering designs
and these are publicly available through the online La Jolla Covering Repository [1] for various
values of t.
When using the tables in the repository one must note that the constructions are for cov-
ering designs and that the parameters for set systems have to be altered appropriately. In the
repository they use v to denote the size of set X which we denote with n. In the repository k is
used to denote the size of a cover design block. When constructing a set system from a cover
design, the size of a generalized verifier set system block t′1 will equate to t′ = v − k and the
number of block b will be the same as the number written in the tables corresponding to v and
k written in the tables.
We now describe the construction of a generalized (9, 12, 6, 2)-verifier set system using
one of the constructions from the repository. The generalized verifier set system to be presented
also achieves the property of t-confinement (see Definition 8).
We use the construction of the (9,3,2) covering design whose 12 blocks are presented in
the following table - using numbers to represent each of the 9 elements of set X . We also
present the corresponding blocks of the generalized (9, 12, 6, 2)-verifier set system constructed
using this cover design. Close inspection of the constructed blocks identify them to part of a
generalized verifier set system. Furthermore, they also satisfy the t-confinement property.
Further constructions of set systems can be constructed from the extensive examples avail-
able from the La Jolla Covering Repository [1]. It should be noted that the repository currently
1It should be noted that the size of blocks for verifier set systems as per Lemma 4 is always t + 1 thus v and k
will have to be selected accordingly.
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Block Number Cover design blocks Generalized verifier set system block
1 1 4 7 2 3 5 6 8 9
2 2 5 8 1 3 4 6 7 9
3 3 6 9 1 2 4 5 7 8
4 1 6 8 2 3 4 5 7 9
5 2 4 9 1 3 5 6 7 8
6 3 5 7 1 2 4 6 8 9
7 1 5 9 2 3 4 6 7 8
8 2 6 7 1 3 4 5 8 9
9 3 4 8 1 2 5 6 7 9
10 1 2 3 4 5 6 7 8 9
11 4 5 6 1 2 3 7 8 9
12 7 8 9 1 2 3 4 5 6
Table E.1: Blocks of the cover design and the corresponding generalized verifier set system
blocks constructed using the cover design.
only displays constructions for up to t = 8. For greater values of t it is recommended to use
constructions from the literature as outlined in the previous section.
Appendix F
Permutation voting experiments
In the following pages, the sheets of paper given to participants for the permutation experiments
are presented.
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Appendix B: Permutation voting experiments 
You will be given two sets of three sheets that contain various lines. 
For each of the sets please place them in the right location relative to the diagram below: 
First Method
Candidate A voting bullet number: ………… 
Candidate D voting bullet number: ………… 
Second Method
Candidate A voting bullet number: ………… 
Candidate D voting bullet number: ………… 
Do you have a university degree? …………...                Please state your age: …………….
For each of the sets, by following the lines identify the voting bullet number which corresponds to candidates A and D. 
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(given as three small 
pieces of paper) 
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Appendix G
Mod 10 Voting Experiments
In the following pages, the sheets of paper given to participants for the mod10 experiments are
presented.
Appendix C: Mod 10 voting experiments 
 
You will be given five 4-digit numbers. From these, you will create the code with 
which to vote with. You can do this by adding each of the digits of the five numbers 
mod 10 (there is no need to know what this is as it is explained). This means that you 
will add together all the numbers corresponding to units and note down the number of 
units in the sum. Similarly, you will add together all the numbers corresponding to 
the number of tens and note down the number of units in the sum. Similarly you will 
do the above for the numbers which corresponds to the number of hundreds and 
thousands. 
 
We explain the above process through an example. 
 
Supposing the five 4-digit numbers are the following: 
 7291 
 1658 
 9202 
 7484 
 8172 
 
To create your code you have to:  
 Add all digits corresponding to units for the five numbers. In the example, these are all 
green highlighted digits. Please note down the digit which corresponds to the number of 
units of the sum. 
 
1 + 8 + 2 + 4 + 2 = 17   Here we note down 7 
 
 Add all digits corresponding to tens for the five numbers. In the example, these are all 
blue highlighted digits. Please note down the digit which corresponds to the number of 
units of the sum. 
 
9 + 5 + 0 + 8 + 7 = 29   Here we note down 9 
 
 Add all digits corresponding to hundreds for the five numbers. In the example, these are 
all orange highlighted digits. Please note down the digit which corresponds to the number 
of units of the sum. 
 
2 + 6 + 2 + 4 + 1 = 15   Here we note down 5 
 
 Add all digits corresponding to thousands for the five numbers. In the example, these are 
all pink highlighted digits. Please note down the digit which corresponds to the number 
of units of the sum. 
 
7 + 1 + 9 + 7 + 8 = 32   Here we note down 2 
 
We then create a four digit code by putting the numbers we noted down in their correct 
order (first digit written down as the units of the four digit code, second digit written down 
as the number of tens of the four digit code, third digit written down as the number of 
hundreds of the four digit code and the fourth digit written down as the number of thousands 
of the four digit code). For the example we would get the code to equal 2597. 
 
On the next page we also present this example in the code generation form supplied.
 EXAMPLE – How to use the code generation form 
 
 
Based on the example given above and the code generation form example, create your own code from the five 4-digit numbers 
below for Candidates A and D. 
You can either calculate the code yourself (as in the above example given) or use the empty code generation form supplied on pages
4 and 5. 
Number 1 
Candidate  A Candidate  B Candidate  C Candidate  D Candidate  ENumber 
1 6 9 7 3  6 1 4 2  4 2 5 8  4 8 7 8  0 7 8 9 
Number 2 
Candidate  A Candidate  B Candidate  C Candidate  D Candidate  ENumber 
2 7 4 6 5 0 2 2 4  4 2 5 8  2 9 1 5  7 4 6 5
Number 3 
Candidate  A Candidate  B Candidate  C Candidate  D Candidate  ENumber 
3 0 6 7 4  6 5 9 6  7 9 5 3  6 8 4 4  7 5 3 8 
Number 4 
Candidate  A Candidate  B Candidate  C Candidate  D Candidate  ENumber 
4 5 3 2 8  8 5 7 2  7 3 0 7  0 3 6 3  1 9 2 2 
Number 5 
Candidate A Candidate  B Candidate  C Candidate  D Candidate  ENumber 
5 1 4 9 1 9 8 7 9 8 8 1 7 0 0 9 2 2 8 7 4 
 Please create your own code for Candidate A 
 
 
 
Do you have a university degree? …………...        
Please state your age: ……………. 
 Please create your own code for Candidate D 
 
 
 
 
