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Abstract
In this report the concept of interfacial tension is treated through two distinct mod-
els operating with sharp and diffuse interfaces respectively. The object of the report
is to find interfacial mechanisms to displace a liquid droplet inside a microfluidic
flow channel by changes in the three-phase spreading coefficient. The two inter-
facial models are considered in this context, strengths and weaknesses of the two
types of interface models are discussed especially pertaining to the problems of
a thin liquid film separating two coexisting bulk phases, and it is demonstrated
that the sharp interface model can be successfully reduced to the diffuse interface
model.
A model for thermocapillary pumping resulting in the displacement of a liquid
droplet is presented in the context of the sharp interface model and it is discussed
how a diffuse interface can alter this model. In addition other strategies for dis-
placing liquid droplets are considered briefly.
The report is written in english.
Resumé
I denne rapport behandles konceptet overfladespænding gennem to adskilte mod-
eller, som opererer med henholdsvis skarpe og diffuse grænseflader. Formålet
med rapporten er at finde mekanismer i grænseflader til at flytte en væskedråbe
i en mikrofluid flow-kanal ved ændringer i tre-fase spreading koefficienten. De
to grænseflademodeller behandles i denne kontekst, styrker og svagheder af de to
typer grænseflademodeller diskuteres, i særdeleshed angående problemerne ved en
tynd væskefilm imellem to sameksisterende bulkfaser, og det demonstreres, at den
skarpe grænseflademodel succesfuldt kan reduceres til den diffuse grænseflade-
model.
En model for en termokapillar pumpe til at flytte væskedråber præsenteres i sam-
menhæng med den skarpe grænseflademodel og det diskuteres hvilke ændringer en
diffus grænseflade vil betyde for denne model. Desuden overvejes kort også andre
strategier til at flytte væskedråber.
Rapporten er skrevet på engelsk.
Preface
Interfaces and interfacial tension are interesting in many ways, one of the more
peculiar things, which is unlike other things in science, is the thermodynamical
dependence on the shape of the interface. When we consider a thermodynamical
system of two or more phases the thermodynamical equilibrium is determined by
the shape of the interface between the phases.
The study of this interfacial shape is a perfect application for differential ge-
ometry since the interfaces can always be described with smooth curves with only
countably many (often zero) points of discontinuity. The differentiability of these
curves is very important to the study of interfaces and has the interesting applica-
tion that the pressure difference across the interface is proportional to the normal
curvature of the interface.
In this respect, interfacial phenomena is a study which can be read about in a
math book, it is a direct application of differential geometry. This makes interfacial
phenomena interesting and special compared to other scientific fields of study.
The idea in this project is to map out the characteristics of interfaces, interfacial
tension, and their applications. The project is driven by the interest in these strange
phenomena and seek to uncover how they should be described.
Finally one should note that the authors of this report are at different stages of
their education and consequently the status of this report differ among the authors.
For Anatol this report is written as part of the second module, and as such it is
supposed to be a mathematical modelling project. For Jesper and Jon on the other
hand, this project is their final mathematical project.
Jesper Heebøll-Christensen, Jon Papini, Anatol Winter
IMFUFA, RUC, january 2006

Contents
1 Introduction 7
2 Introduction to interfacial phenomena at microscale 11
2.1 Microfluidic flow devices . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Interfacial tension . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 The spreading coefficient and Young’s equation . . . . . . . . . . 14
2.4 Complete Wetting Regime and Wetting Transitions . . . . . . . . 17
2.5 Disjoining pressure . . . . . . . . . . . . . . . . . . . . . . . . . 19
3 Sharp interface model 25
3.1 Interfacial tension and the Young-Laplace equation for a spherical
drop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 The general Young-Laplace equation . . . . . . . . . . . . . . . . 27
3.3 Thermocapillary driven flow of a liquid drop in a cylindrical capillary 30
4 Diffuse interface model 35
4.1 The definition of diffuse interfaces . . . . . . . . . . . . . . . . . 35
4.2 Internal energy and interfacial tension of a diffuse interface . . . . 38
4.3 The interface of a spherical drop . . . . . . . . . . . . . . . . . . 40
4.4 Thermodynamic transformation between equilibrium states . . . . 42
5 Comparison and discussion 47
5.1 Displacement strategies . . . . . . . . . . . . . . . . . . . . . . . 47
5.1.1 Capillary gradient mechanisms . . . . . . . . . . . . . . . 48
5.1.2 Near critical mechanisms . . . . . . . . . . . . . . . . . . 50
5.2 Comparison of the interface models . . . . . . . . . . . . . . . . 51
5.2.1 Incompatibility of sharp interfaces and the complete wet-
ting regime . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2.2 Reduction of the sharp interface model . . . . . . . . . . 55
6 Final remarks 59
6.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.2 Microfluidics and nanofluidics . . . . . . . . . . . . . . . . . . . 60
5
A The Euler equation 65
B Wetting Near Critical Points: Cahn’s Argument 69
B.1 Scaling Laws and Exponents . . . . . . . . . . . . . . . . . . . . 72
C A gedanken experiment 75
Chapter 1
Introduction
This project is concerned with mathematical models of physicochemical mecha-
nisms governing displacement of liquid droplets surrounded by another fluid or
liquid phase in a capillary channel or in microfluidic flow devices which consist of
a network of capillary channels.
Microfluidic flow devices provide an environment that is virtually free of exter-
nal influences like air movement, temperature gradients, light variations and other
factors. For example, trying to study behavior of a biological cell in a relatively
large environment can be extremely difficult because of presence of uncontrollable
influences. However, by placing the same cells inside a microfluidic flow device, in
which those outside influences don’t exist, one can study the cells in a "noise-free"
environment.
Moreover, microfluidic systems already are commercially available for biomole-
cular separations and hold promise as tools for high-throughput discovery and
screening studies in chemistry and materials science. Many scientists believe that
most cancers are initiated in the biological cells that form only specific organs
within the body. Using artificial in vitro microfluidic environments that they cre-
ate to mimic the environment, one can investigate how neighboring cells influence
those cancer-initiators cells.
Shrinking an experimental investigation to the microscale means a huge in-
crease in its surface area relative to its volume, making factors like surface- or
interfacial tension, capillary forces and diffusion the dominant physical phenom-
ena. As a result of that large surface-area-to-volume ratio, interfaces, or common
boundaries between the coexisting phases, play a key role in research conducted at
the microscale.
The displacement mechanisms governing transport of liquid droplets investi-
gated in this project can be divided into two main categories; interfacial phenom-
ena creating a tension force within the interface of the droplet and bulk phenomena
influencing the entire droplet. However, this classification is not always unique.
Some of the considered displacement mechanisms can be associated with both
groups.
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More specifically, the goal of the project is to investigate the strategies gov-
erning displacement of liquid droplets by applying chemical, thermal or electrical
field gradients. In short the strategies examined are of the following kind:
Strategies based on methods, in which the displacement is achieved by reduc-
ing the absolute value of the spreading coefficient associated with the liquid system
in a capillary channel. However, when thermal gradients are imposed, the situation
becomes more complex because of dependence of the interfacial tensions on tem-
perature and, consequently, the resulting gradient of these tensions give rise to new
phenomena in the interior of the droplet. This phenomenon is referred to as the
Marangoni effect. It turns out that for weak thermal gradients, the flow associated
with the Marangoni effect and its counterpart due to the thermal gradient, combine.
The result of that superposition is not always easily predictable. For instance, in
some cases, droplets will move to regions of higher surface energies.
An alternative group of displacement strategies includes those methods where
the goal is to move the system’s state to a vicinity of a critical point where the
droplet phase merges with the surrounding fluid phase. Consequently, the inter-
faces separating these phases disappear reducing the capillary pressure to zero.
This behavior is controlled by the appearance of a phase transition situated near
the critical point called a wetting transition.
In each case an investigation of strategies from both groups require a notion
of the interfacial regions. Thus, two types of fluid-fluid interfaces of particular
importance for microfluidic flow devices are:
• sharp interfaces of zero thickness;
• diffuse interface of finite thickness.
The concept of a sharp interface has been very successful in models of mi-
crofluidic flow processes where liquid handling and actuation is achieved by chang-
ing externally imposed electric potential resulting in modifications of surface ten-
sions.
However, when the interfacial thickness becomes comparable to the character-
istic size of phenomena being examined, the sharp interface model breaks down.
As mentioned above, this is the case near a critical point. Additional examples of
microfluidic flow processes, when the representation of the interface as a boundary
of zero thickness is no longer appropriate, include situations involving changes in
the topology of the fluid-fluid interfaces and the motion of a contact line along a
solid surface. In both cases, the underlying flow processes may involve physical
mechanisms acting on length scales comparable to the interface thickness.
Clearly, a study of displacement strategies in microfluidic flow devices can be
made extremely complicated depending on how many effects and countereffects
one wants to consider. Nevertheless, the main question we ask in our inquiry re-
mains a quite general one:
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How are liquid droplets displaced in a microchannel?
All in all, we are interested to describe alternative strategies aimed at achiev-
ing a displacement of a liquid droplet by interfacial effects inside a microfluidic
flow canal and we study mathematical models of both sharp and diffuse interfaces
focusing on the concept of interfacial tension and the spreading coefficient.
Although this report mainly concerns displacement of liquid droplets in a single
capillary channel, one should keep in mind a more complex aspect of the problem
pertaining to networks of channels, also termed microfluidic flow devices. In both
cases, surface tensions, capillary forces and diffusion are used as the underlying
transport mechanisms, providing researchers with an entirely new mechanism for
manipulating the materials they study.
Summarizing, this project describes mathematical models of both sharp and
diffuse interfaces stressing their applications to microfluidic flow devices. The
means to do so is to look on mathematical models for interfaces and their interpre-
tation and calculation of the so called spreading coefficient.

Chapter 2
Introduction to interfacial
phenomena at microscale
Since this project deals with displacement mechanisms aimed at mobilizing droplets
placed at solid substrates or in a capillary tubing, it is relevant to consider the in-
terplay of various transport mechanisms, such as those controlled by gravity and
interfacial forces. Their importance as mobilization and transport mechanisms in-
fluencing the fate of droplets in tiny microchannels is different from the impact of
these forces on macroscopic objects.
In particular, the interfacial tension which is normally considered as a curi-
ous effect in liquid interfaces on the large scale, will have a dominating effect at
the microscale, meanwhile the gravitational force which is dominant for transport
phenomena on large scales, are negligible on the microscopic scale. On the other
hand, the range of gravity forces (acting even between distant planets) is much
longer than that associated with interfacial forces (influencing only neighboring
molecules).
Another issue worth mentioning is the concept of smoothness of e.g. pore
walls: when one moves from a macroscopic to microscopic scale, an object, which
on macroscopic scale is considered to have a nice smooth surface, will suddenly
appear rough and hilly.
Smooth surfaces on microscale are hard to come by, but nevertheless we as-
sume in our models later on that the surfaces we describe are smooth mathematical
objects. In section 2.1 we discuss microfluidic flow devices and consider how
rough surfaces can be modelled and cause problems in microfluidic flow channels.
2.1 Microfluidic flow devices
Microfluidic flow systems is the word commonly used for all microdevices where
liquid flows through small channels and where interfaces and interfacial tension
are very influential factors controlling the flow. Microfluidic flow devices are en-
countered in many diverse fields of study such as oil extraction from geological
11
12 The Droplet Project or How to displace droplets in microchannels
Figure 2.1: Examples of channel geometries in microfluidic flow devices.
reservoirs or biomedical research.
The research involving microfluidic flow devices is an investigation of the
mechanisms in liquids that creates or cause problems to flow of liquids inside mi-
crochannels. This is mainly a study in interfacial problems since in the typical
setup we try to move liquids dropletwise.
The term "microfluidic" is very appropriate, the microchannels typically have
diameters in the microscopic scale, 10−6 meters. This will create radii of curvature
for the liquid interfaces of the same length scale and, consequently, the pressure
differences across the liquid interfaces will be very large according to the Young-
Laplace equation (see chapter 3 for details).
We assume, when working with microfluidic flow devices, that the channels
are perfectly smooth and that no impurities exist inside the canals. The issue in the
models is to understand how the displacement of liquid droplets works, so we can
model impurities and canal roughness by specifying conditions about the geometry
of the channels.
In fact channel geometry is one of the interesting issues in microfluidic mod-
elling. A straight smooth channel is a very ideal case. Difficulties arise when the
canal bends, divides, or if the canal has an obstacle or becomes thinner. Figure 2.1
shows some examples of channel geometries that lead to interesting problems in
microfluidic modelling.
2.2 Interfacial tension
We have now mentioned the concept of interfacial tension a dozen times in this
report already. It is of course assumed that the reader is acquainted to the concept
of interfacial tension but still it can be quite elusive and one of the minor points of
this project is perhaps that interface tension can be defined in many ways.
There are basically two views on interfacial tension and we will now present
both. First of all we note that interfacial tension is the property of an interface
which manifests itself by a minimization of the interface area. If we for instance
consider a small liquid droplet, the form with least interface area will be that of a
sphere.
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Figure 2.2: A mechanical apparatus to measure interfacial tension.
A classical definition of the interfacial tension involves the mechanical appa-
ratus from figure 2.2. Suppose a liquid interface is stretched between the walls in
the gray area, the left wall is movable and the interfacial tension will pull it closer
to the right if we do not apply the force F to the wall to keep it still. The force we
have to apply grows larger with the width L of the mechanical apparatus, thereby
we have the first simple definition of the interfacial tension:
F = σL ⇒ σ = F
L
(2.1)
For the second definition we then let the wall slide the length dx and thereby
we perform the work dW = F dx to create the extra interface area dA = Ldx.
This work equals to an increase in the (for now unspecified) energy of the interface
and we have the second interfacial tension definition:
dE = F dx = σ dA ⇒ σ = dE
dA
(2.2)
Both definitions imply the same thing about the interface, namely the desire
to minimize interface area. In different physical situations one definition is more
appropriate than the other so we will use the definitions interchangeably throughout
the report and perhaps make them more complicated or introduce other definitions,
but all definitions relate back to either force per length or energy per interface area.
The interfacial tension is not just constant, it is a complicated thermodynamic
variable that depends on the properties of the coexisting phases in the interface.
Any change of one of the phases will result in a change of the interfacial tension.
This means that the interfacial tension is chemically dependent.
The interfacial tension is also dependent on other thermodynamic variables.
The most commonly known is the temperature dependence of the interfacial ten-
sion. The interfacial tension goes to zero as the temperature goes toward a critical
point where liquid boils or a solid melts, in those phase transitions something hap-
pens that require more intricate models for the interfacial tension.
Throughout the report we will denote the interfacial tension with the Greek
letter σ and typically we will include suffixes to indicate the interface in question,
i.e., σαβ will denote the interfacial tension between phases α and β. In those cases
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Figure 2.3: Schematical configuration of three fluid phases α, β, and γ, in the
partial wetting regime occupying three dihedral angles (also named α, β, and γ,
after the phases they represent) between locally planar interfaces, which in turn
meet in the three-phase contact line.
where solid, liquid, or vapor phases are considered, we will use the suffixes s, l,
and v, respectively.
2.3 The spreading coefficient and Young’s equation
In this section we will describe the mathematical properties of the interfaces of a
liquid droplet at rest. This section assumes that the interfaces are all sharp and sep-
arate two or three coexisting fluid phases. The objective is to describe the applica-
bility of sharp interfaces to studies of transitions between the partial- and complete
wetting regimes.
The notion of a sharp interface of zero thickness is one of the central ingre-
dients of the Young-Laplace model of capillarity which we investigate in chapter
3. Macroscopically, sharp interfaces between two coexisting bulk phases are two-
dimensional and locally planar. Moreover, the locus of points in which three phases
meet, also referred to as the three-phase contact line, is one-dimensional and lo-
cally linear. However, at the molecular level, real life interfaces have a discernible
three-dimensional structure. It should be noted that although Young and Laplace
were aware of the existence of atoms, the molecular details of matter do not appear
explicitly in their model.
We focus now on three-phase systems consisting of three immiscible fluid
phases. We assume that thermodynamic parameters of this three-phase system
have been adjusted so that the three phases coexist at the triple point which where
the phases meet. More precisely, they occupy three dihedral angles α , β, and γ,
named after the phases they contain (see figure 2.3). As shown in figure 2.3, the
dihedral angles are linked by the following relationship,
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Figure 2.4: The partial wetting regime. Cross-section of a drop of the β phase
resting on a planar (when undisturbed) interface. The three-phase contact line,
shown when the drop is viewed from above, is a circle.
α+ β + γ = 2pi. (2.3)
More specifically, let us consider the partial wetting regime in which a droplet
of the phase β rests on the αγ interface (see figure 2.4). It is easy to see that in
this case, the three-phase contact line is a circle. It should be noted that on a circle,
any arc much shorter than its radius may be treated as linear. Similarly, on any
of two-phase interfaces, αβ, βγ, and αγ, any area with linear dimensions much
smaller than its radii of curvature may be treated as planar. The thin lines in figure
2.4 are the lines (planes seen edge-on) of figure 2.3.
At thermodynamic equilibrium, the net force acting on any element of the
three-phase contact line vanishes. A decomposition of this net force in directions
perpendicular to the three-phase contact line situated in the αβ, βγ, and αγ inter-
faces (i.e., in the directions of the lines shown in figure 2.3) results in the following
three equations,
σαβ + σβγ cosβ + σαγ cosα = 0 (2.4)
σαβ cosβ + σβγ + σαγ cos γ = 0 (2.5)
σαβ cosα+ σβγ cos γ + σαγ = 0 (2.6)
where σαβ stands for the interfacial tension of the αβ interface, etc.
Since the sum of dihedral angles is 2pi, the above homogeneous system of
equations for the interfacial tensions is not independent. In fact, equation 2.3 is
responsible for vanishing of the determinant of coefficients i.e.,
det
 1 cosβ cosαcosβ 1 cos γ
cosα cos γ 1
 = 0. (2.7)
Thus, any one of the three equations 2.4, 2.5, and 2.6, can be derived from the
other two. Consequently, only the ratios of the interfacial tensions (not the tensions
themselves) can be determined uniquely in terms of the contact angles i.e.,
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σαβ
σβγ
=
sin γ
sinα
. (2.8)
Two analogical relations follow by permutation of α, β, and γ.
In contrast to the interfacial tensions, the cosines of the contact angles can be
uniquely determined by the ratios of the interfacial tensions in three alternative
forms,
cosβ =
(σαγ)
2 − (σαβ)2 − (σβγ)2
2σαβσβγ
(2.9)
= 1− (σαβ + σβγ − σαγ) (σαβ + σβγ + σαγ)
2σαβσβγ
(2.10)
=
1
2
(
σαγ
σαβ
σαγ
σβγ
− σαβ
σβγ
− σβγ
σαβ
)
. (2.11)
In the case when the γ phase is a non-deformable solid, the angle γ = pi. Thus,
there is only one independent contact angle, α = pi − β. Consequently, equation
2.5 and equation 2.6 transform to Young’s equation
σβγ = σαγ + σαβ cosα. (2.12)
It should be noted that equation 2.4 pertains to those components of the three
forces that are in the direction lying in the αβ interface and are perpendicular to the
three-phase contact line. However, it does not take into account the constraint of
non-deformability of the γ phase. Consequently, it is not applicable to the case of
non-deformable solids. On the other hand, since non-deformability of the substrate
does not affect the forces parallel to the surface of the γ phase, validity of equation
2.5 and equation 2.6 is not affected.
The two coexisting phases shown in figure 2.3, β and γ, meet with their com-
mon vapor phase, α, in a line of three-phase contact. The condition for the exis-
tence of such a contact line is that each of the three interfacial free energies per unit
interfacial area σαβ , σβγ , σαγ (also referred to as the interfacial tensions) is less
than the sum of the other two. This is, in fact, one of the definitions of the partial
wetting regime.
A useful geometrical interpretation of the three interfacial tensions characteriz-
ing the equilibrium configuration of three phases in the partial wetting regime is to
depict them as the sides of a triangle (the Neumann triangle), see figure 2.5. Thus,
the three tensions, α, β, and γ, satisfy the triangle inequalities
σαβ < σαγ + σβγ (2.13)
σβγ < σαγ + σαβ (2.14)
σαγ < σβγ + σαβ (2.15)
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Figure 2.5: Neumann’s triangle showing the equilibrium configuration of a three-
phase fluid system in the partial wetting regime. It should be noted that α < pi,
γ < pi, and β > 0, so the interfacial tensions represented by the three sides of the
Neumann triangle, satisfy the triangle inequality i.e., σαγ < σαβ + σβγ .
Alternatively, it may happen that the interfacial tension associated with one of
the interfaces, σαγ , is larger than the sum of the other two, i.e.,
Sβ,αγin = σαγ − (σαβ + σβγ) > 0. (2.16)
The quantity Sβ,αγin is often referred to as the initial spreading coefficient of
the β phase spread at the αγ interface. Positive values of the initial spreading
coefficient are frequently encountered in experimental studies of three-phase liquid
mixtures. In that case, energetic considerations can be invoked to show that this
phenomenon does not represent a thermodynamic equilibrium state.
Similarly, the equilibrium or final spreading coefficient, Sβ,αγeq , is defined for
thermodynamic equilibrium states of the three phase system. It turns out that equi-
librium is only achieved for the spreading coefficients less than zero, Sβ,αγeq ≤ 0.
2.4 Complete Wetting Regime and Wetting Transitions
In this section we will investigate the alternative spreading regimes of the droplet.
As already stated it is normal in experimental situations to measure an initial
spreading coefficient, Sβ,αγin , greater than zero, but as explained above, this is not a
state corresponding to thermodynamic equilibrium. More precisely, the argument
is as follows.
Let us assume that the initial spreading coefficient momentarily attains a posi-
tive value, i.e., Sβ,αγin > 0. In that case, the αγ interface would immediately coat
itself with a layer of the β phase, replacing the supposedly higher free energy per
unit area of direct αγ contact, σαγ , by the supposedly lower sum of the free ener-
gies per unit area of αβ and βγ contacts, σαβ+σβγ . Consequently, the free energy
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Figure 2.6: The equilibrium configuration of a three-phase system in the complete
wetting regime: one of the phases (β) spreads at (wets completely) the interface
between the two other. In this case, the Neumann triangle, shown in figure 2.5,
degenerates to a line: the vertex that was previously opposite the longest side comes
to lie on that side as the altitude of the triangle, measured from that vertex to the
opposite side, vanishes.
of the system and, consequently, the magnitude of Sβ,αγin would be reduced to its
equilibrium value which may become zero or, alternatively, attain a negative value,
i.e., Sβ,αγeq ≤ 0.
In both cases, Sβ,αγeq , represents a state of thermodynamic equilibrium. In the
case where Sβ,αγeq = 0, there is no longer a line of the three-phase contact. Instead,
one of the three phases (e.g., β), which has the interfaces with the neighboring
phases with the lowest and next lowest interfacial tensions, spreads as a thin wet-
ting film completely covering the high-tension αγ interface (see figure 2.6). This
equilibrium configuration of the three coexisting fluid phases is referred to as the
complete wetting regime. Moreover, according to the above argument, σαγ is the
sum of two smaller tensions i.e.,
σαγ = σβγ + σαβ. (2.17)
Thus, structural properties of the αγ interface of the highest tension are entirely
different from those of the other interfaces. This is due to the fact that the equilib-
rium structure of that interface contains a layer of the wetting phase β, according
to equation 2.17. As stated above, as a three-phase system enters the complete
wetting regime, a thin wetting film of the β phase forms at the αγ interface. The
molecules of this wetting film are imported from the surrounding α and γ phases,
see also appendix C. This is the reason why the β phase is sometimes referred to
as a non-autonomous phase.
It should be noted, however, that in the case of small-scale systems (such as
those encountered in e.g., in micro- or nanofluidic flow devices) the amount of
molecules in the surrounding α and γ phases may be insufficient to ensure that the
wetting film of the β phase stable as a bulk phase can be formed. Consequently, in
that case, no wetting transition occurs, see appendix C.
Alternatively, by inspecting equations 2.13, 2.14, or 2.15, it is easy to see that
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Figure 2.7: Wetting transition on the triple line. Below the wetting transition point,
the three fluid phases coexist in the partial wetting regime, above that point, the
system is in the complete wetting regime and a wetting film of the β phase situated
at the αγ interface forms.
in the case of the partial wetting regime, Sβ,αγeq < 0.
Finally, it should be noted that equation 2.17 is not merely a limiting case of
Young’s equation (equation 2.12). In fact, both relationships have equal status as
they refer to two alternative equilibrium states representing the partial and com-
plete wetting regimes, respectively. Thus, in the case when one of the phases (e.g.,
β) spreads (wets completely) between the two other phases, equation 2.17 is valid
exactly throughout the range of three-phase-equilibrium states and not only in the
limiting case when the contact angle β appearing in Young’s equation goes to zero.
This is depicted in figure 2.7 which shows a phase diagram involving three ther-
modynamic variables. Consequently, the triple point becomes a triple line. It may
happen that a segment of the triple line exhibits partial wetting, but that at a certain
point modifications of the interfacial free energies associated with the α, β, and γ
phases, caused by variations of thermodynamic parameters, lead to the complete
wetting regime in the remaining portion of the triple line. The point at the triple
line where such change occurs is termed a wetting transition point.
2.5 Disjoining pressure
Cahn [1977] has shown that wetting transitions are not limited to a vicinity of a
critical point (see appendix B). They also appear when the high-tension βγ inter-
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Figure 2.8: (a) Thin liquid film stable in bulk: the interface separating two coex-
isting phases contains a layer of a bulk phase of macroscopic thickness. (b) Thin
film of microscopic thickness: the force fields originating from overlapping of two
interfaces.
face contains a layer of α that is not stable in bulk. The natural question is if there
is an analogue of the sum rule defining onset of the complete wetting regime in the
case where α is not stable in bulk.
The incipient α phase can be thought of as a thin film extending mostly in
two lateral dimensions. Consequently, many of its properties are controlled by
forces originating from molecules residing in the ambient, three-dimensional bulk
phases. In particular, this is always the case when the thickness of the wetting film
is smaller than the range of intermolecular interactions. Such interactions typically
extend from a few to hundreds of atomic diameters.
In the case shown in figure 2.8a the chemical potential of the film, µ3D, is the
same as that in the 3D bulk phase under the same conditions. On the other hand, in
the case where there are overlapping force fields originating from the two interfaces
of the thin film (see figure 2.8b), the chemical potential deviates from its value in
the 3D phase [Kashchiev, 1989] [Kashchiev, 1990]. More precisely,
µf (h) = µ3D + µex(h) (2.18)
where h is the film thickness and µex is the chemical potential that a molecule re-
siding in the 2D film has in excess (or deficiency) as compared with its counterpart
placed in the 3D phase.
The properties of the overlapping force fields may vary from one case to an-
other depending on their origin. Consequently, the excess chemical potential,
µex, can be influenced by forces underlying adsorption at film surfaces, dispersion
forces or electric forces acting between charged film surfaces.
The excess chemical potential of the film is related to the so-called disjoining
pressure, Π(h), introduced by Deryagin (cf. e.g., Deryagin and Kussakov [1937]).
It is given by the following formula
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µex(h) = −vΠ(h) (2.19)
where v is the volume per molecule in the 3D phase, i.e. in infinitely thick film.
Deryagin’s original experiments were concerned with thin liquid films spread
on a solid substrate. When the liquid-solid interactions are short-range (as com-
pared to the thickness of the interface), the energy of the film per unit area of the
interface is
σfilm = σsl + σvl (2.20)
where σsl is the surface tension associated with the solid-liquid interface and σvl is
the corresponding interfacial tension associated with the vapour-liquid interface.
In the case of long-range solid-liquid interactions (i.e., for films thinner than the
range of these interactions), the above relationship is no longer valid. Experiments
conducted by Deryagin and Kussakov [1937] have shown that such films, situated
between two rigid plates, exert the normal stress, PN , on the solid which is different
from the pressure in the adjoining bulk liquid, PB .
The disjoining pressure, Π, is defined as the normal principal stress a film of
thickness h has over the isotropic pressure of the bulk phase with which it remains
in equilibrium, i.e.,
Π ≡ PN (T, µ1, µ2, ..., µc, h)− PB(T, µ1, ..., µc, h =∞). (2.21)
In the case where two mutually saturated liquid layers, β and γ, are in equi-
librium with a layer of α, the interfacial tension, σβγ , is given by the following
expression:
σβγ = σαγ + σαβ +
∫ ∞
h0
Πα(h)dh, (2.22)
where Πα(h) represents the disjoining pressure isotherm of the α layer spread at
the βγ interface, and ho is the equilibrium thickness of the α layer. The αlayer is
assumed to recruit its molecules from the β and γ layers.
For nonpolar or slightly polar materials the dominating long-range interactions
are the attractive London or van der Waals forces tending to destabilize thin films.
On the other hand, presence of an electrolyte solution leads to the appearance of
ionic double layers. The resulting ionic-electrostatic forces are repulsive in nature
and tend to stabilize the aqueous films [Deryagin, 1987].
By comparing equation 2.22 with the relation defining the final spreading coef-
ficient for the phase α on the substrate consisting of the phase β in thermodynamic
equilibrium with the common vapor γ,
Sα,βγeq = σβγ − σαγ − σαβ, (2.23)
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Figure 2.9: Typical shapes of disjoining pressure isotherms. Curve 1 lies entirely
in the region Π > 0. Curves 1 and 2 represent the complete wetting regime. The
magnitude of the deviation from the complete wetting regime depends on how
much the area of the graph Π(h) in the region Π < 0 is greater than its counterpart
for Π > 0.
one can express the spreading coefficient of the incipient α phase in terms of the
disjoining pressure,
Sα,βγeq =
∫ ∞
h0
Πα(h)dh. (2.24)
Thus, the spreading coefficient of the incipient α phase and the disjoining pres-
sure concepts are intimately interrelated. Since the disjoining pressure can be mea-
sured experimentally the above equation can be used to estimate the spreading
coefficient and the nature of the wetting regime. In particular, it provides a tool for
a verification whether a mixture is in the complete wetting regime or, alternatively,
for assessment of the magnitude of a deviation from such regime.
More precisely, the entire disjoining pressure isotherm may be situated in the
region Πα(h) > 0. In this case only repulsive forces act between the interfaces of
the α layer. Consequently, the spreading coefficient of the incipient α phase attains
the value zero and the system is in the complete wetting regime: the equilibrium
thickness of the α film, ho, becomes infinitely thick (see figure 2.9, curve 1).
Another case of the complete wetting regime is that with a small drop of the
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Πα(h) into the region Πα(h) < 0. In this case, the final spreading coefficient,
Sα,βγeq , becomes positive leading to a large (but no longer infinite) value of ho (see
figure 2.9, curve 2).
Curves 3 and 4 shown in figure 2.9 correspond to the case where, due to attrac-
tive forces acting between the surfaces of the α film, the area under the Πα(h) in
the region Πα(h) < 0 becomes larger than the area in the region Πα(h) > 0. Con-
sequently, the final spreading coefficient Sα,βγeq becomes negative and the system is
in the partial wetting regime.
Equation 2.24 can be considered as a generalization of the sum rule extended
to the case where the intermediate phase is not stable in bulk. cf. Davis [1981]. It
should be noted that as the α film thickens, the integral expression on the right side
of equation 2.24 gradually decreases becoming zero for the α film of macroscopic
thickness and the system returns to the (classical) complete wetting regime.
To summarize we note that the idea of microfluidic flow devices and the notion
of surface tension were introduced in the first sections of this chapter. The two
following section presented the mathematical properties of a liquid drop at rest in
equilibrium with surrounding phases. This included the characterization of spread-
ing and wetting behavior of coexisting liquid phases by introducing the spreading
coefficient.

Chapter 3
Sharp interface model
This chapter is concerned with the Young-Laplace equation relating the middle cur-
vature at a point on a liquid surface to the pressure difference between both sides of
the surface. This is done in three sections. The first section defines the surface ten-
sion and applies it to a simple case of a spherical drop in mechanical equilibrium.
The second section derives the general Young-Laplace equation through minimiza-
tion of the grand canonical potential. Finally, in the last section we model a drop of
water moving in a cylindrical capillary under the influence of a thermal gradient.
3.1 Interfacial tension and the Young-Laplace equation
for a spherical drop
The aim of this section is to introduce the notion of interfacial tension associated
with the Young-Laplace model of capillarity and to formulate it for a spherical
drop in mechanical equilibrium with its own vapor. More specifically, the Young-
Laplace equation can be stated as follows:
∆p = 2σΓ (3.1)
where ∆p is the capillary pressure, Γ the mean curvature of of the interface and σ
stands for the surface tension.
Let us consider an interface between a liquid and its vapor. In the interfacial
region all properties of one of the phases, such as density, must change to those
of the other phase. In the Young-Laplace model of capillarity the notion of the
interface separating two coexisting fluid phases is based on the assumption that it
can be treated as a taut membrane of zero mass and zero thickness in which there
resides a tension. Young and Laplace made an attempt to link this picture with
a molecular justification. However, their efforts were somewhat dubious because
molecules are not a part of the classical thermodynamics which pertains only to the
macroscale.
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A definition of the surface tension is now in order. From a molecular point
of view it is given that the infinitesimal change of interface area, dA of a closed
system, say liquid and vapor held at constant volume, with no net transfer of
molecules, i.e. dN = 0, and no heat supplied requires an infinitesimal amount
of reversible work. This because one has to move molecules from the bulk-phase
in to a more energetic phase - the interface phase:
wS = −σdA (3.2)
where wS stands for surface work. Now the surface-version of the first law of ther-
modynamics asserts that when no heat is supplied and no net transfer of molecules
exists, the change in the internal energy is given by
dE = q − w + µdN = −w − wS = −pdV + σdA. (3.3)
Recalling the natural variables of the internal energy, surface variables in-
cluded, we have E(S, V,A,N)
The total differential is then
dE =
(
∂E
∂S
)
V,A,N
dS +
(
∂E
∂V
)
S,A,N
dV
+
(
∂E
∂A
)
S,V,N
dA+
(
∂E
∂N
)
S,V,A
dN. (3.4)
Thus, an alternative definition of surface tension is
σ =
(
∂E
∂A
)
S,V,N
. (3.5)
In conclusion, we note that surface tension is an intensive variable derivable
from the internal energy potential. As such it is not dependent on the surrounding
phases, that is, it is not necessary to know the exact properties of the surrounding
phases and it does not depend on the size of the system.
Before we proceed to derive the general Young-Laplace equation in the next
section, we note that the fact that we have to perform work to increase the surface
area indicates a pressure difference across the curved surface.
In the case of a spherical drop of liquid with radius r and internal pressure pα
in equilibrium with its vapor at pressure pβ , the size of the drop is determined by
the vanishing of the energy differential. Let us assume that the system is closed
and no heat is exchanged with the surroundings. This amounts to
dE =
(
∂E
∂V
)
S,A,N
dV +
(
∂E
∂A
)
S,V,N
dA = −pαdVα−pβdVβ+σdA = 0. (3.6)
Since the system is closed we have that dVα = −dVβ
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pαdVα + pβdVβ = (pα − pβ)dVα = σdA ⇔
∆P = (pα − pβ) = σ dA
dVα
= σ
8pirdr
4pir2dr
=
2σ
r
. (3.7)
This is the Young-Laplace equation for a spherical drop. It states that the pres-
sure difference across the surface increases as the drop gets smaller. In the limit of
the decreasing radius we have
lim
r→0∆P =∞ (3.8)
This asymptotic behavior is not acceptable from a physical point of view. It
naturally renders a limitation to the validity of the equation given by the thermo-
dynamic limit characterized by the approach to the length scales comparable to
molecular length. But as long as we are in the scale regime set by microfluidics,
we need not worry about the above mentioned singular behavior.
It should be noted that the radius of the drop was introduced as if it were a
well-defined quantity. This is, of course not the case in real-life, where interfaces
are diffuse - of non-zero thickness. The natural question is therefore how the drop
radius is defined. The answer is that it stands for the distance which makes the
Laplace equation a correct relation between ∆p and σ. The surface placed at this
particular value of r is referred to as the surface of tension. The notion of the sur-
face of tension is the second of the macroscopic ingredients of the Young-Laplace
model (the first one is the tension itself).
Next section presents a full version of a thermodynamical derivation of Young-
Laplace equation involving variational techniques.
3.2 The general Young-Laplace equation
The following derivation follows the path started in the previous section, i.e. by
minimization of a thermodynamic potential. In this case we consider a box of
constant volume V . The volume is filled with two phases of volume V1 and V2,
satisfying V = V1 + V2. The phases are separated by the surface z = u(x, y), and
we now proceed to find the conditions for the surface which minimize the potential.
As we will see soon, the condition is given by the Young-Laplace equation.
As we assume no net transfer of molecules and isothermal conditions, it is nat-
ural to use a thermodynamic potential whose natural variables are temperature and
the number of molecules. The following Legendre transformation of the internal
energy
Ω = E[T, µ] = E − TS − µN ⇒ (3.9)
dΩ = dE − TdS − SdT − µdN −Ndµ
= −SdT − pdV + σdA−Ndµ (3.10)
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Figure 3.1: A situation describing a two-phase system that occupy volumes V1 and
V2 and boundary between the two phases given by z = u(x, y)
gives us the desired potential, Ω. This is also called the grand canonical potential.
The pressures in the two phases are given by
P1 = P1,0 − ρ1gz , P2 = P2,0 − ρ2gz (3.11)
where P1,0 and P2,0 are constants, the ρ’s densities, and g the gravitational accel-
eration. Furthermore the area of the interfacial surface is given by
Au(A0) =
∫
A0
||ux × uy||dxdy =
∫
A0
√
1 + ux2 + uy2dxdy (3.12)
where A0 is the projection of the surface on to the xy-plane. Specifying isothermal
conditions (dT = 0) and constant chemical potentials (dµ1 = dµ2 = 0) leads to
the following version of the grand potential:
Ω = −
∫
V1
p1dV −
∫
V2
p2dV + σAu
= −
∫
A0
(∫
0
u(x,y)
p1(z))dz
)
dxdy +
∫
A0
(∫
b
u(x,y)
p2(z))dz
)
dxdy
+σ
∫
A0
√
1 + ux2 + uy2dxdy
=
∫
A0
(
−
∫
0
u(x,y)
p1(z))dz +
∫
b
u(x,y)
p2(z))dz + σ
√
1 + ux2 + uy2
)
dxdy
=
∫
A0
L (u(x, y), ux(x, y), uy(x, y)) dxdy. (3.13)
Chapter 3: Sharp interface model 29
That is, the grand potential shows functional dependence on the shape of the
interfacial surface:
L (u, ux, uy) ≡ −
∫
0
u(x,y)
p1(z))dz +
∫
b
u(x,y)
p2(z))dz
+σ
√
1 + ux2 + uy2, (3.14)
and as such the Euler equation for two independent variables supplies the condition
for stationary values of the grand potential, see Appendix ??:
δΩ = 0 ⇔ δL = ∂L
∂u
− ∂
∂x
∂L
∂ux
− ∂
∂y
∂L
∂uy
= 0. (3.15)
The situation at hand yields
δL =
∂L
∂u
− ∂
∂x
∂L
∂ux
− ∂
∂y
∂L
∂uy
= −P1(u) + P2(u)−
(
∂
∂x
∂L
∂ux
+
∂
∂y
∂L
∂uy
)
= ∆P − σ
 ∂
∂x
∂
√
1 + ux2 + uy2
∂ux
+ ∂
∂y
∂
√
1 + ux2 + uy2
∂uy

= ∆P − σ
 ∂
∂x
 ux√
1 + |∇u|2
+ ∂
∂y
 uy√
1 + |∇u|2

= ∆P − σ∇ ·
 ∇u√
1 + |∇u|2
 = 0. (3.16)
The mean curvature Γ at a point on the surface is defined as
2Γ ≡ ∇ ·
 ∇u√
1 + |∇u|2
 , (3.17)
giving the following form of the Young-Laplace equation
∆P = 2σΓ. (3.18)
Remark that the form used applies to all types of coordinates in the xy-plane.
In cartesian coordinates we have
∆P = σ
 ∂2u∂x2
(
1 + (∂u∂y )
2
)
− 2 ∂2u∂x∂y ∂u∂x ∂u∂y + ∂
2u
∂y2
(
1 + (∂u∂x)
2
)
(
1 + (∂u∂x)
2 + (∂u∂y )
2
)3/2
 . (3.19)
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The mean curvature can also be expressed in terms of the principal radii of cur-
vature R1 and R2 which gives the following form of the Young-Laplace equation:
∆P = σ
(
1
R1
+
1
R2
)
. (3.20)
For a spherical drop R1 = R2 = r. Thus we attain the previous result for a
spherical drop:
∆P =
2σ
r
. (3.21)
The method described above is quite useful as one is able to include several
terms in the potential, such as gravity. The same method is used by Blokhuis
et al. [1995] to find the shape of a liquid drop, resting on a solid substrate in a
gravitational field.
It is important to point out that a solution to the Young-Laplace equation (it
is a second order partial differential equation) will minimize the grand potential.
Therefore any solution u(x, y) will correspond to a system in equilibrium. This
means that we are not able to use the Young-Laplace equation in situations where
the phenomenon occurs at time scales too short for the system to relax. This is a
vital assumption in the next section where we model the thermally driven flow of a
liquid drop in a microcapillary.
3.3 Thermocapillary driven flow of a liquid drop in a cylin-
drical capillary
Now we turn our attention to something more concrete in order to illustrate the ap-
plicability of the notion of a sharp interface, namely the thermally induced motion
of a liquid drop. More precisely a small drop in a capillary channel.
As the dimensions of the channels decrease, interfacial tension forces increase
relatively to the all other forces such as gravitational forces. As the surface forces
dominate liquid flow in these dimensions, it is possible to control the flow if one
finds means to manipulate these forces in a controllable manner.
The surface tension is a function of temperature, and here we assume a linear
dependence on temperature
σlv(T ) = σlv,0 − γ(T − T0). (3.22)
This assumption should be valid for small temperature variations. Sammarco
and Burns [1999] reports that at room temperature, T0 = 295K, γ = 0.1477mN/mK,
and σlv,0 = 75.83mN/m. These values will be used later on in our velocity ex-
pression.
Thermocapillary pumping is a way to utilize this dependence to produce a pres-
sure driven flow. Suppose we have a drop of water with length L that partially wets
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(Seq < 0) a capillary tube of radius r, otherwise filled with air. The situation
described in figure 3.2 corresponds to a capillary which is hydrophobic.
As one heats the advancing end of the capillary, a temperature difference across
the length of the liquid drop arise, and accordingly the interface tensions - now a
function of position, at the two ends of the drop will differ.
Figure 3.2: Drop moving in hydrophobic capillary in the direction of the hotter
region. Subscripts A and R meaning advancing and receding respectively.
Before proceeding to describe the thermocapillary flow we need to decide
which solution method to use. Since non-linear partial differential equations are
quite cumbersome to solve, we will avoid using the full Navier-Stokes equations
to find the flow-field in the capillary. Generally one should not hesitate to analyze
the problem in some extreme limit if the opportunity is at hand. In this case we
assume the planar flow, free of divergence, as a model for the friction between drop
and capillary. According to [Lautrup, 2005, p. 251] the Poiseuille flow is a valid
assumption for the flow in simple geometries with Reynold numbers, Re, below
2000. For water with kinematic viscosity ν = 1, 00 · 10−6m2/s and flow velocity
u = 1, 00 · 10−2m/s, in a capillary with diameter d = 1, 00 · 10−4m, the Re is
given by
Re =
ud
ν
= 1, 00 · 10−4 · 10−2 · 106 = 1¿ 2000. (3.23)
The order of the Re also assures that when small temperature variations are
performed (accompanied by small changes in interfacial tension) the relaxation
time of the system is very small relative to experimental timescales. This in turn
means that we may treat the interfacial region as being in mechanical equilibrium,
thus enabling the use of the Young-Laplace equation.
Now we wish to find an expression describing the balance of forces in the
system. First of all, we have that the only interaction between drop and capillary is
at the inner surface of the capillary. The drag D per unit area on the capillary wall
exserted by the drop is given by [Lautrup, 2005, p. 253]
D
A
= 4νρ
u
r
(3.24)
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where ρ is the mass density, and r is the radius of the pipe. Multiply with the area
of contact 2pirL, and we get the total drag
D = 8piνρauL. (3.25)
Now we must find the driving force. Under the assumption that the dynamic
contact angle equals the equilibrium angle, θD,i = θE,i, i representing advancing
and receding contact angle respectively, the work performed during a displacement
dx is
dwR = (σsv − σsl)dAsl,R, (3.26)
dwA = −(σsv − σsl)dAsl,A. (3.27)
The change in energy is then
dEtotal = dER + dEA
= 2pir [−(σsv − σsl)Rdxsl,R + (σsv − σsl)Adxsl,A] . (3.28)
The driving force is then
F = −dEtotal
dx
= −2pir[−(σsv − σsl)R + (σsv − σsl)A]
= 2pir[(σsv − σsl)R − (σsv − σsl)A]
= 2pir[(σlv cos θ)R − (σlv cos θ)A] (3.29)
where the last equality comes from Young’s law. This force is actually given by the
difference in capillary pressure between the two ends, as can be seen from figure
3.3. We have
2pir(σlv cos θ)R,A = 2pir(σlv sin
pi
2
− θ)R,A
= 2pir(σlv sinφ)R,A (3.30)
which is the interfacial tension force opposing the force arising from the pressure
difference across the liquid-vapor interface:
∆pA(φ) = 2pirσlv sinφ. (3.31)
Now the resulting force on the drop is
ρpir2L
d2x
dt2
= FD + F = −D + F
= −8piνρdx
dt
L+ 2pir [(σlv cos θ)R − (σlv cos θ)A] (3.32)
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Figure 3.3: A moving droplet in a hydrophobic capillary. It is assumed that the
liquid surface is part of a sphere and so φ = pi/2 − θA. This gives the relation
r = R sinφ = R sin(pi/2− θA) = R cos θA.
where FD is the force due to friction between drop and capillary, i.e. FD = −D.
Using u = dxdt and isolating the time derivative of the velocity we get the dynamic
equation for the drop:
du
dt
= −8νu
r2
+
2
ρrL
[(σlv cos θ)R − (σlv cos θ)A]
= −8νu
r2
+
2
ρrL
[((σlv,0 − γ(T − T0)) cos θ)R
−((σlv,0 − γ(T − T0)) cos θ)A]. (3.33)
The solution for the velocity u is now
u =
r
4νLρ
(
1− e−( 8νr2 )t
)
[((σlv,0 − γ(T − T0)) cos θ)R
−((σlv,0 − γ(T − T0)) cos θ)A] (3.34)
Now introduce the terms
∆T = (TA − TR) (3.35)
and
∆Tmin = (TA − TR)min =
(
T0 +
σ0
γ
− TA
)(
1− cos θA
cos θR
)
. (3.36)
Rearranging equation 3.34 we get the velocity as
u =
r
4νLρ
γ cos θR(∆T −∆Tmin)
(
1− e−( 8νr2 )t
)
. (3.37)
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Figure 3.4: Drop moving in hydrophilic capillary in the direction of the colder
region. Subscripts A and R meaning advancing and receding respectively.
The term ∆Tmin (equation 3.36) gives a threshold value for the applied tem-
perature difference. Notice the fraction of cosines which shows that the greater the
hysteresis of contact angles, the greater a temperature difference is needed to move
the drop.
The model describes how a drop in a hydrophobic capillary heated at the ad-
vancing end moves toward the hotter region. If the capillary used was hydrophilic
instead, the shape of the drop would be as shown in figure 3.4. The appropriate
dynamic equation is then given by interchanging the subscripts A and R in equa-
tion 3.33. This means that a drop in a hydrophilic capillary will move towards the
colder region.
The reason why we prefer not to model the hydrophilic capillary is that a small
contact angle would result in a region around the contact line which locally resem-
bles the situation described in section 2.5. There we discussed the effect of disjoin-
ing pressure which influences the spreading coefficient whose gradient gives the
driving force modelled above. So the dynamics of a drop in a hydrophilic capillary
should in fact include the effect of the disjoining pressure.
This little model described above is an example of how the notion of sharp
interfaces comes into play. In the following chapter we will discuss the drawbacks
of modelling of real life by assuming that they have zero thickness.
Chapter 4
Diffuse interface model
The Laplace model from chapter 3 describes interfaces as surfaces of zero thick-
ness. When we observe molecules and atoms situated in the interfacial region we
are aware that two-dimesional surfaces cannot be the true appearance of an inter-
face. The Laplace model is a good description of real-life physical interfaces, in
many cases, but in other cases it is not.
Still the Laplace model is good and clear which is something that might not
necessarily be the case for a more complicated model of the interface. A second
model, which is described in this chapter is more complicated but in reality not
so much different from the Laplace model. The only difference between the two
models is that in the second model, the interface separating the two phases is of
nonzero thickness.
4.1 The definition of diffuse interfaces
Interfaces of thickness greater than zero are referred to as interfacial layers and we
think about them as regions in space where interfacial properties gradually change
from the bulk values in one phase to the corresponding value in another phase (e.g.,
change of density from one phase to another).
The integral of a value of a property, for example density, through the interfa-
cial layer produces the interfacial quantity on the macroscopic scale.
First we define the interfacial layer as a region in space. It is particularly con-
venient to use orthogonal curvilinear coordinates (x1, x2, x3) to describe the layer.
x1 and x2 are the coordinates along the interfacial layer and x3 is the coordinate
through the layer.
In the cartesian coordinate system we specify the square of the distance be-
tween two points by the Pythagorean theorem, ds2 = dx2 + dy2 + dz2, where
x, y, z are standard Cartesian coordinates. Written in curvilinear coordinates we
get
ds2 = g11dx21 + g12dx1dx2 + g13dx1dx3
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Figure 4.1: Orthogonal curvilinear coordinates. The surface S3 is characterized by
the invariance of a parameter q along the surface.
+g21dx2dx1 + g22dx22 + g23dx2dx3
+g31dx3dx1 + g32dx3dx2 + g33dx23
=
∑
ij
gijdxidxj (4.1)
with
gij =
∂x
∂xi
∂x
∂xj
+
∂y
∂xi
∂y
∂xj
+
∂z
∂xi
∂z
∂xj
. (4.2)
Specify orthogonality with the condition gij = 0 for i 6= j and write gii = h2i so
that
ds2 = (h1dx1)
2 + (h2dx2)
2 + (h3dx3)
2 =
∑
i
(hidxi)
2 . (4.3)
The specific orthogonal coordinate system are described by specifying the scale
factors h1, h2, h3. For now we will treat the general curvilinear system and later
on we will demonstrate with an example.
The most interesting direction near the interfacial layer is of course the direc-
tion through the layer specified with the coordinate x3. We consider the interfacial
layer as divided into many coordinate surfaces S3(x3, t). Along each coordinate
surface the value of a property q remains constant, but q varies strongly in the
direction normal to S3. See figure 4.1.
In most cases we can assume that the coordinate surfaces of the layer are par-
allel to each other, but this is not always the case and sometimes it is necessary to
consider the general orthogonal curvilinear system, ~r(x1, x2, x3, t), where ~r is the
Cartesian position vector.
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The boundaries of the interfacial layer are obtained for the values x3 I and x3 II
corresponding to the limiting surfaces S3 I and S3 II .
The interfacial layer is defined as the region in space between the limiting
surfaces S3 I for medium I and S3 II for medium II , and the coordinates are x3 or
the coordinate surface S3 and time t.
Next integrate a property though the interfacial layer to produce the interface
quantity. Preferably ordinary bulk quantities are integrated through the interfacial
domain between the two limiting surfaces S3 I and S3 II . If the two limiting values
are a finite distance apart, there is no problem of convergence for the integration
[Gatignol and Prud’homme, 2001, p. 10]. For any quantity ψ per mass of a unit
volume (unit volume mass) we have
ψa =
∫
C3
ρψ dS3 =
∫ ξII
ξI
ρψ dξ (4.4)
where dξ = h3dx3 is a unit parameter of a curve C3 that goes through the inter-
facial layer orthogonal to every surface S3 and ξI and ξII are the limiting values
along the curve C3, and ρ is the density of mass.
Applied to the mass (ψ = 1) equation 4.4 simply gives the mass per unit area
of the interface
ρa =
∫ ξII
ξI
ρ dξ (4.5)
which is used to define the interface quantity per unit of interface mass ψS
ψa = ρaψS =
∫ ξII
ξI
ρψ dξ. (4.6)
As an example apply this technique on the momentum field (ψ = ~v) of a liquid
interface, this gives a definition of the mean surface velocity of the fluid at any point
on the interface:
~vS =
1
ρa
∫ ξII
ξI
ρ~v dξ. (4.7)
Note that ψS has the same units as ψ. Therefore it is useful to denote the
function ψ associated with the interface by ψS . It is not necessary to define ψ as a
function per unit volume mass, as long as we remember to divide with ρa after the
integration, ψ can be any function we choose.
There is however a question of where to set the limits ξI and ξII in order
to ensure that the integral covers the whole interfacial region. To go around this
question it is common to make a substitution of length scales in the integral.
Let δ0 be a reference length that characterizes the variation of the internal phys-
ical processes in the interface and let ² be a small number equal to ² = δ0/L0 ¿ 1,
where L0 is a reference length at the hydrodynamic scale.
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Then define dξ = ² dn, where n designates the measured length on the scale
of δ0 and ξ is the same length on the hydrodynamic scale. When ξ is of order one
(in L0 units) n will be very large (in δ0 units) and can be considered to be infinite.
Setting n = 0 in the center of the interfacial region this substitution then justifies
that
ψa =
∫ ξII
ξI
ρψdξ = ²
∫ ∞
−∞
ρψdn (4.8)
which means that we will not have to consider the exact location of the limiting
surfaces S3 I and S3 II .
Considering an infinite integral one has to ensure that the integral converges,
but in this case we will only make the substitution assuming convergence of the
integral, and in situations where the integral diverges we can always write the true
limiting values ξI/² and ξII/² in place of −∞ and ∞ ensuring the integral a finite
value.
4.2 Internal energy and interfacial tension of a diffuse in-
terface
To find the surface properties we need the functions, ψ, that give bulk properties
per mass and we integrate through the interfacial region by equation 4.8. As we
have seen earlier i chapter 3 the interfacial tension is described as a free energy per
interface area. Let us now consider the internal energy of a thermodynamic system,
E = TS − pV + µN with dE = TdS − pdV + µdN. (4.9)
Observing this system at a macroscopic scale it is common to specify condi-
tions that the system is closed (dN = 0) and thermally isolated (dS = 0). But in
our current view we want to see what happens inside the system and therefore we
shift from the macroscopic scale to what is called the mesoscopic scale.
We now consider the canonical variables of the internal energy to be functions
per unit volume mass - respectively e, s, v, and n,
e = Ts− pv + µn with de = Tds− pdv + µdn, (4.10)
meaning that the internal energy is not only a function of state but also of the
density of mass throughout the thermodynamic system and therefore ultimately a
function of position inside the system.
The chemical potential per mole, µ, is replaced by the chemical potential per
unit volume mass, g, and the mole number per unit volume mass, n, is then replaced
by the function Y which is the mass fraction per unit volume mass. Y equals to one
for a simple one-component system but for a system which is a mixture of different
fluids Yi would give the mass of fluid i per unit volume mass of the mixture.
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Suppose now a system contains two fluids separated by an interface. Specify
with the letters α and β the name of each fluid and let each have its own chemical
potential, gα and gβ , and its own mass fraction per unit volume mass, Yα and Yβ .
The internal energy is then
e = Ts−pv+gαYα+gβYβ with de = Tds−pdv+gαdYα+gβdYβ. (4.11)
For quantities per unit volume, ρe, ρs, and ρi = ρYi, the internal energy take the
form
ρe = Tρs− p+ gαρα + gβρβ with dρe = Tdρs+ gαdρα + gβdρβ. (4.12)
Now considering the integral in equation 4.4 every variable of the internal en-
ergy is integrated through the interface region to obtain the interfacial quantity of
the variable per unit area of the interface.
Assuming this is done we progress to equation 4.6 and define the quantity per
unit volume mass of the interface for all variables of the internal energy. Denote
by the symbol ψ˜ the interface function in the orthogonal curvilinear coordinates
(x1, x2, x3) of a quantity ψ integrated through the interface according to equation
4.4 (what we called ψS before) and let ρa be the mass per unit area of the interface.
We then write
e˜ = T˜ s˜− p˜v˜+ g˜αY˜α+ g˜βY˜β with de˜ = T˜ ds˜− p˜dv˜+ g˜αdY˜α+ g˜βdY˜β (4.13)
where e˜, s˜, v˜, and Y˜i are respectively the internal energy, the entropy, the volume,
and the mass fraction per unit volume mass of the interface.
The temperature is an intensive property which is assumed to be constant
throughout the thermodynamic system, and therefore T˜ = T .
The pressure is also an intensive variable but pressure in the interface region is
an interesting property that we would like to examine closer.
First we note that volume per unit volume mass of the interface, v˜, must be the
same as just a length through the interface, dξ, times a unit interface area per unit
volume mass of the interface, 1/ρa. And secondly we see that −p˜ times the length
across the interface, dξ, must be a pressure difference across the interface which
we readily recognize it as the interfacial tension σ.
This gives us the expression for the internal energy
e˜ = T s˜+
σ
ρa
+g˜αY˜α+g˜βY˜β with de˜ = Tds˜+σd
1
ρa
+g˜αdY˜α+g˜βdY˜β. (4.14)
Equation 4.14 gives the internal energy of the system, but also we see a defini-
tion of the interfacial tension which is unlike the previous definitions,
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σ =
(
∂e˜
∂(1/ρa)
)
s˜,Y˜α,Y˜β
. (4.15)
To decipher the meaning we go back to the definition of ρa and remember that this
was actually the mass per unit area of the interface, if we denote this unit area with
the letter A we see that this definition is actually the same as equation 3.5
σ =
(
∂e˜
∂(A/mA)
)
s˜,Y˜α,Y˜β
=
(
∂(e˜mA)
∂A
)
s˜,Y˜α,Y˜β
=
(
∂EA
∂A
)
SA,YαA,Yβ A
, (4.16)
where EA, SA, YαA, and Yβ A are respectively the interfacial internal energy, en-
tropy, and mass fractions.
Making the Legendre transformation of the internal energy into the grand canon-
ical potential, Ω = E[T, g] = E − TS − gY , we get
Ω˜ =
σ
ρa
with dΩ˜ = −s˜dT + σd 1
ρa
− Y˜αdg˜α − Y˜βdg˜β, (4.17)
and we see that the interfacial tension is defined as
σ =
(
∂Ω˜
∂(1/ρa)
)
T,g˜α,g˜β
=
(
∂ΩA
∂A
)
T,gαA,gβ A
(4.18)
which is consistent with the definition used in section 3.2.
This concludes the basics of this model. We have now explained how to find the
interfacial tension though integration and we see that the definition of the obtained
interfacial tension is consistent with the other definitions.
4.3 The interface of a spherical drop
In step with chapter 3 let us take a small example of a spherical drop at equilibrium.
Start by defining the curvilinear coordinates which in this case will be nor-
mal spherical coordinates (θ, φ, r). We write the Cartesian coordinates (x, y, z) as
functions of (θ, φ, r),
x = r sin θ cosφ
y = r sin θ sinφ (4.19)
z = r cos θ,
and find the scale factors by equation 4.2 to be hθ = r, hφ = r sin θ, and hr = 1.
Then find ρa following equation 4.5. We will assume a continuous density-
gradient defined by the function ρ(r) = ∆ρ/(1 + er−r0), where ∆ρ is the fall in
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density from the bulk phase of the droplet to the surrounding bulk phase and where
r0 is the radius where the density is exactly 12∆ρ.
ρa is found by taking the integral over ρ(r) from rI to rII where r = rI
corresponds to the bulk of the drop and r = rII is the bulk of the surrounding
phase. Assuming r0 − rI = rII − r0 we have
ρa =
∫ rII
rI
ρ(r)dr =
∫ rII
rI
∆ρ
1 + er−r0
dr =
∆ρ
2
(rII − rI). (4.20)
From equation 4.14 we have −p˜v˜ = σ/ρa which tells us that we want to solve
the integrals of p and v over r from rI to rII ,
σ = − 1
ρa
∫ rII
rI
ρpdr
∫ rII
rI
ρvdr. (4.21)
Since v is defined as volume per unit volume mass we have v = 1/ρ and the
integral of the volume is simply the distance rII − rI . The integral of the pressure
is slightly more complicated. Did we only know the functional dependence p(r)
we would be done.
Let us assume that the pressure difference from rI to rII is ∆p. Then the
interfacial pressure pa must be equal to ∆p∆ρ times a function of length. Let δr
denote this function of length and we get
σ = − 1
ρa
(rII − rI)pa = − 2∆ρ
1
rII − rI (rII − rI)∆ρ∆pδr = −2∆pδr (4.22)
which shows some resemblance to the Young-Laplace equation.
In most cases like above we are not able to make the integrals explicitly, instead
we have to assume a solution. Let us now assume we have the interface quantities
e˜, s˜, σ, n˜α, n˜β where α designates the liquid drop and β is the surrounding phase.
We then write the total internal energy of the system
E = Eα + Eβ +EA = Eα +Eβ + e˜ρaA, (4.23)
with A being the total area of the interface. We find the energy derivative with
respect to r,
dE
dr
=
dEα
dr
+
dEβ
dr
+ ρaA
dEA
dr
= T
dSα
dr
− pαdVα
dr
+ µα
dNα
dr
+ T
dSβ
dr
− pβ dVβ
dr
+ µβ
dNβ
dr
+ρaA
(
T
ds˜
dr
+ σ
d(1/ρa)
dr
+ µα
dn˜α
dr
+ µβ
dn˜β
dr
)
. (4.24)
Specify with SA = s˜ρaA the interfacial entropy and with NαA = n˜αρaA and
Nβ A = n˜βρaA the interfacial mole numbers. Assume that Vα = −Vβ , ie. the
volume of the interfacial layer is constant, and we have
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dE
dr
= T
dSα
dr
− pα d
dr
(
4
3
pir3
)
+ µα
dNα
dr
+T
dSβ
dr
+ pβ
d
dr
(
4
3
pir3
)
+ µβ
dNβ
dr
+T
dSA
dr
+ σ
d
dr
(
4pir2
)
+ µα
dNαA
dr
+ µβ
dNβ A
dr
(4.25)
dE
dr
= T
(
dSα
dr
+
dSβ
dr
+
dSA
dr
)
+µα
(
dNα
dr
+
dNαA
dr
)
+ µβ
(
dNβ
dr
+
dNβ A
dr
)
+(pβ − pα)
(
4pir2
)
+ σ (8pir) (4.26)
The conditions for thermodynamical equilibrium is minimization of the energy
(dE = 0), no entropy production (dSα+ dSβ + dSA = 0), and either no exchange
of mass between the subsystems (dNα = dNβ = dNαA = dNβ A = 0) or chem-
ical equilibrium (µα = µβ with dNα + dNβ + dNαA + dNβ A = 0). Either way
we are left with only the last line of equation 4.26 which states the condition for
mechanical equilibrium,
(pβ − pα)
(
4pir2
)
+ σ (8pir) = 0 (4.27)
2
r
σ = pα − pβ. (4.28)
This is the classical Young-Laplace equation for a spherical drop just like equa-
tion 3.7. We se here that this model reach the exact same result as the model with
sharp interfaces. In the next section we will find the general Young-Laplace equa-
tion for a diffuse interface.
4.4 Thermodynamic transformation between equilibrium
states
If we consider the system V containing the volumes Vα and Vβ separated by the
interface Σ. The boundaries of the system are assumed to be described by surfaces
S′3 and S′′3 in an orthogonal curvilinear coordinate system which diagonalize all
stress and strain within the system. See figure 4.2 for details.
The thermodynamic variables for subsystem α are entropy Sα, volume Vα,
and mole number Nα, and the intensive variables are temperature T (we assume
constant temperature in the entire system), negative pressure−pα, and the chemical
potential µα. Likewise for subsystem β we have Sβ , Vβ , Nβ , T , −pβ , and µβ , and
for the interface SΣ, Σ, NΣ, T , σ, and µΣ.
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Figure 4.2: A small transformation of a system consisting of two fluids α and β
divided by a surface Σ. During the transformation we move the surfaces S′3, S′′3 ,
and Σ by δξ in the direction of the arrow.
We look on a small transformation of the closed system from one equilibrium
state to another. During this transformation the total mole number (Nα+Nβ+NΣ)
does not change.
The transformation consist only of a small movement δξ of the surfaces S′3,
S′′3 , and Σ in the direction of the interface normal vector ~ξ oriented from α to β.
The associated volume variations of the two bulks can be derived from the stretch
of the volume of the interface region [Gatignol and Prud’homme, 2001, p. 18]
1
Σ
∂Σ
∂ξ
= ∇ · ~ξ. (4.29)
The right hand side of this equation is the mean normal curvature of Σ defined
by the divergence of the normal vector to the surface. When we include the volume
change δV = Σ δξ into the equation we obtain
δΣ = ∇ · ~ξ δV. (4.30)
For the volume variations of the subsystems α and β we get
δVα = −δV ′ + δV δVβ = δV ′′ − δV (4.31)
Assuming small reversible changes in the subsystems we can write the varia-
tions of the internal energy for each subsystem
44 The Droplet Project or How to displace droplets in microchannels
dEα = TdSα − pαdVα + µαdNα
dEβ = TdSβ − pβdVβ + µβdNβ (4.32)
dEΣ = TdSΣ + σdΣ+ µΣdNΣ.
For the total system we have
E = Eα +Eβ + EΣ
S = Sα + Sβ + SΣ (4.33)
0 = δNα + δNβ + δNΣ.
From these six equations we can find the change of the total internal energy
δE = TδS + pαδV ′ − pβδV ′′ + (pβ − pα)δV
+σδΣ+ (µα − µΣ)δNα + (µβ − µΣ)δNβ (4.34)
By the second law of thermodynamics we have for small reversible changes of
a system in equilibrium with its surroundings
δE = TδS + pαδV ′ − pβδV ′′ − TδiS, (4.35)
where δW = pαδV ′ − pβδV ′′ is the reversible work, δQ = TδS is the reversible
heat exchange and δiS is the internal entropy production. At equilibrium we have
δiS = 0 so that
(pβ − pα)δV + σδΣ+ (µα − µΣ)δNα + (µβ − µΣ)δNβ = 0. (4.36)
We can now imagine two equilibrium situations. Firstly, if there is no mass
exchange between the subsystems we have δNα = δNβ = δNΣ = 0. Secondly,
if mass exchange may occur the equilibrium condition will be determined by the
chemical potentials, µα = µβ = µΣ. In both cases we have the associated me-
chanical equilibrium is
(pβ − pα)δV + σδΣ = 0. (4.37)
We can now use equation 4.29 to eliminate δΣ and δV and what we get is the
well known Young-Laplace equation
pβ − pα = −σ∇ · ~ξ. (4.38)
Applying this equation on a spherical drop we have,
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pα − pβ = σ∇ · rˆ = σ2
r
, (4.39)
the exact same result as equation 4.28.
As we have seen, the diffuse interface model which treats the interface as con-
sisting of stacked layers, is capable of generating important results like the Young-
Laplace equation. In principal it would be able to apply this model to the specific
modelling situation analyzed in the last section of chapter 3, but certainly it would
be an overkill considering the satisfying results obtained by the use of the sharp
interface model.
Nevertheless it is indeed essential in modelling curved surfaces in microfluidic
flow devices when the strategy to generate the flow includes the dissolving of inter-
faces in order to lower the interfacial tension. The general idea of these strategies
will be presented in chapter 5, where we also reduce the the sharp interface model
to the diffuse interface model.

Chapter 5
Comparison and discussion
The aim of this chapter is to answer the problem formulated in the introduction:
How are liquid droplets displaced in a capillary channel?
The answer to this question is given in three steps. First of all we summarize
our knowledge of capillarity, focusing on how it supplies the necessary mecha-
nisms to mobilize droplets.
The second part of the discussion focuses on the interface models that enable
a quantitative description of the capillary effects. Here we discuss the reliability
of the models under different circumstances, i.e. under which circumstances is
the model pertaining to sharp interfaces better equipped to handle specific cases
as compared with its counterpart describing diffuse interfacial regions? We also
discuss the possibility to reduce the model for a diffuse interface to the model
describing a sharp interface.
The last step focuses on the situation modelled in chapters 3 and 4 in order to
see if the models say the same in a simple case where they both are applicable.
5.1 Displacement strategies
As mentioned in chapter 1 there are principally two distinct groups of strategies
to choose from when one is considering mobilization of fluid systems in microflu-
idic devices. The first group applies chiefly on systems where the fluid is moved
dropletwise, and it relies on the ideas of creating a gradient of capillary pressure
through the droplets. Such a gradient may be created by manipulating the surface
energy through the capillary thus creating a difference of curvature at the opposing
ends of the drop. This group of strategies clearly calls for the use of the sharp in-
terface model in order to calculate the gradient of capillary pressure and the model
developed in the last section of chapter 3 is exactly such a case. The beauty of
this type of mobilization method is that no other gradients arise, e.g. gradients
in concentration, which allows several simplifying approximations to the flow field
equations; in the model of chapter 3 the low Reynold numbers allowed the assump-
tion of the laminar Poiseuille flow.
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Figure 5.1: The difference in surface tension between the ends of the drop give rise
to different contact angles which in turn creates a pressure difference driving the
liquid flow.
The model in chapter 3 described the use of a thermal gradient to create the
gradient in capillary pressure driving the flow. There are however a wide range
of other methods in this group of strategies, based on the induction of a capillary
gradient. One of them is the electrowetting strategy. This amounts to creating a
gradient in surface energy by applying an electrical field which induce a gradient
in the strength of intermolecular interactions across the system, see for example
Buehrle et al. [2003].
In the following subsection we focus on an alternative way to describe the
model of chapter 3 which elucidate the idea of creating a gradient of capillary
pressure, in the general case, i.e., where the applied external field is arbitrary.
The other group of strategies is the one characterized by the system being
brought closer to the thermodynamical critical point of coexisting phases. This
will lead to a decrease of the interfacial tension as the interfaces become more dif-
fuse, and eventually leading to a change in the spreading behavior of the system.
The idea of this strategy will be developed in the second subsection of this section.
5.1.1 Capillary gradient mechanisms
In the last section of chapter three we modelled the thermocapillary flow of a liq-
uid droplet and ended with an expression for the temperature-gradient-dependent
velocity of the drop. However, an other way to characterize the mechanism driving
this very flow is possible by invoking the spreading coefficient defined in chapter
two. This approach has the drawback that it does not give any explicit dynamic
equation to solve but on the other hand it implicitly covers any type of external
field imposed on the system.
The situation described is quite similar to the one modelled in the last section of
chapter three, differing only by the capillary being hydrophilic and that the imposed
temperature gradient is no longer explicitly stated; here (see figure 5.1) the gradient
of surface tension is created by an arbitrary external field. This is depicted by a
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lightning in that end of the drop where the external field is the strongest.
As was the case in chapter 3 the subscripts R and A represents quantities in
the rear and advancing end respectively. The interfacial tension of the liquid-vapor
interface is simply denoted σ whereas the interfacial tension of the other inter-
faces bears subscripts SV and SL denoting the solid-vapor, solid-liquid interfaces
respectively.
To simplify the argumentation we assume that the interfacial tension of the
liquid-vapor interface is the only interfacial tension that varies when the external
field is imposed on the system, that is, σSL,R = σSL,A = constant and σSV,R =
σSV,A = constant.
Now suppose that the external field gives rise to a gradient of surface tension
such that the surface tension σ is decreasing in the direction of increasing external
field. For a system like the one in figure 5.1 where the external field is strongest in
the receding end of the drop, the surface tension is increasing from the receding to
the advancing end:
σR < σA. (5.1)
This gives rise to the inequality of spreading coefficients - both being less than zero
in the partial wetting regime (see section 2.4):
SL,SVR = σSV,R − (σR + σSL,R) > σSV,A − (σA + σSL,A) = SL,SVA . (5.2)
Substituting Young’s equation (2.12) we get
SL,SVR = σR(cos θR − 1) > σA(cos θA − 1) = SL,SVA , (5.3)
where we assume (as we did in chapter 3) that we may set the receding and advanc-
ing contact angles equal to the equilibrium contact angles. Since the curvature of
the advancing and receding surfaces are proportional to the contact angles we may,
by adding a constant of proportionality to the terms containing the contact angles,
rewrite the preceding inequality in terms of the capillary pressures, ∆p, as
cR∆pR − σR > cA∆pA − σA. (5.4)
Setting the pressure of air equal to zero allows us to write the capillary pressures
as ∆pR = pL,R and ∆pA = PL,A, that is, equal to the pressures of the liquid at
each surface. Rearranging the last inequality gives us
cApL,A − cRpL,R < σA − σR. (5.5)
This inequality tells us that an increase of the external field in the rear end,
accompanied by a decrease of the surface tension σR, will allow a greater pressure
difference across the drop which supplies the driving force to the flow. The in-
equality does not provide any dynamical mechanisms but nevertheless we are able
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Figure 5.2: The β phase, surrounded by the fluid phase γ is stuck at an obstacle in
a capillary α.
Figure 5.3: The γ phase wets the αβ interface. The wetting γ layer, which flows,
assures that there is no contact between the β phase and the capillary, thus making
it easier to press it through the obstacle.
to reduce the mobility of the drop to a statement regarding the spreading coeffi-
cient: The larger a difference in spreading coefficient across the drop the greater
an upper bond to the driving force.
Thus we conclude that for very small volumes of fluid, such as a droplet in
a micro fluidic flow device, where the influence of the gravitational forces is ex-
tremely low relative to the influence of capillary forces, the intimate connection
between capillary forces and droplet shape provides the mechanism to change the
spreading behavior of the drop and a manipulation of the interfacial tensions, sum-
marized in the statement about the spreading coefficient, thus provides the tools to
control microfluidic flow.
5.1.2 Near critical mechanisms
As mentioned earlier in this section the other group of strategies to mobilize a fluid
system is based on bringing the system closer to its thermodynamical critical point.
Consider the system shown in figure 5.2. It shows a capillary (solid α phase) with
an obstacle. Inside the capillary there are two fluid phases β and γ, where the
former is stuck like a plug.
Now there are two ways of coming by this obstacle. The first uses the argument
given in appendix B, which states that close to the critical point, where the contact
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Figure 5.4: As the critical point is approached the interface between the βγ inter-
face begins to dissolve. As the interfacial tension decrease the ability to withstand
an externally applied pressure is reduced, thus making it possible to press the plug
through the obstacle.
line disappears, a wetting transition appears. Bringing the system through a wetting
transition where the γ phase wets the αβ interface (see figure 5.3) will present an
environment facilitating the pumping of the β phase through the obstacle, since
there no longer is a line of contact. Modelling this case naturally requires a model
of a diffuse interface since close to the critical point the interfaces will begin to be
diffuse.
The other way to pass the obstacle does not rely on moving the the system
through a wetting transition. The idea is instead to make the βγ interface diffuse
(see figure 5.4). Doing this accomplish the lowering of its interfacial tension. As
the tension reduces the ability to withstand an applied pressure also reduces. Thus
one is able to pump the plug through by brute force. In dealing with this situation
it is evident that a sharp interface is inadequate to model the effect of interfacial
tension and thus the diffuse interfacial model is indispensable.
The above mentioned methods are examples of mobilized systems where the
diffuse model comes into play. In next section we will compare the two groups of
strategies described in this section, focusing on the applicability of the interfacial
models and the connection between them.
5.2 Comparison of the interface models
As we described in the above section there are two distinct strategies involved
with the mobilization of fluid systems in microchannels. It showed that modelling
of systems far from the critical point is naturally done with the use of a sharp-
interface model. Although the diffuse-interface model is principally capable of
giving the same results in a given modelling situation (see next subsection, 5.2.2)
it is somewhat complicated compared to the sharp-interface model.
On the other hand, the sharp interphase is trivially insufficient to model diffuse
interface cases. This state of affairs shows an asymmetry in the range of applica-
bility between the two interfacial models. This asymmetry is the topic analyzed
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in the following two subsections. The first subsection (5.2.1) shows how the sharp
interface comes out shorthanded in a particular case originally proposed by Defay
and Prigogine [1950].
In order to shed further light upon the asymmetry mentioned above, the sec-
ond subsection (5.2.2) shows that the sharp interface model can be reduced to the
diffuse interface model.
5.2.1 Incompatibility of sharp interfaces and the complete wetting
regime
In section 2.5 we described how the sum rule characterizing the wetting regime
was extended by introducing the disjoining pressure isotherm. This compensated
for effects of intermolecular interaction between the surrounding phases that cause
the incipient phase to be unstable in the bulk. However, if the thickness of the
separating layer is further diminished it will no longer have bulk properties. In
this situation, which is characterized by the film having thickness comparable with
the molecular scale of length, it turns out that the sharp interface model of a film
separating two liquid phases in the complete wetting regime is inadequate.
As stated in section 2.4, in the complete wetting regime the interfacial tension,
σαγ , between two coexisting liquid phases, α and γ, is given by the sum rule,
σαγ = σαβ + σβγ , (5.6)
where β stands for the interphase separating α and γ phases. The first serious
theoretical analysis of this problem was done by Defay and Prigogine [Defay and
Prigogine, 1950]. They studied compatibility of the complete wetting regime with
a lattice model of a liquid mixture in which the coexisting phases, α and γ, are
regular solutions containing the same components 1 and 2. Moreover, they as-
sumed that the interface separating the two coexisting liquid phases (the β-phase)
is a monolayer.
The partition function of the monolayer interface separating two regular solu-
tions is defined as follows,
Zm =
Nm!
Nm1 !N
m
2 !
(f1)N
m
1 (f2)
Nm2 exp{−N
m
1 N
m
2
Nm
ω12
kT
−N
mω12ν
kT
[(xm2 − xα2 )2 + (xm2 − xγ2)2]}, (5.7)
where f1, f2 are the partition functions of the components 1 and 2, respectively.
Nm1 , N
m
2 are the numbers of molecules of species 1 and 2 in the interfacial mono-
layer (Nm1 + Nm2 = Nm). xα2 and x
γ
2 are the mole fractions of species 2 in the
α and γ phases,respectively; xm1 and xm2 are their counterparts in the interfacial
monolayer. Finally, ω12 is the parameter representing contributions to the potential
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energy from 12 pairs of neighbors in the lattice model, ν is the number of near-
est neighbors that a molecule situated in the interfacial monolayers has in the two
coexisting phases and k is the Boltzmann constant.
Other assumptions underlying the regular solution model of a liquid mixture
used by Defay and Prigogine in their analysis of the complete wetting regime are
as follows [cf. Hildebrand and Scott, 1950]:
• The mutual arrangements of neighboring molecules are the same as in a
crystalline solid: the molecules are situated on a regular lattice and their
motion is reduced to oscillations around some equilibrium positions.
• each molecule situated in a plane parallel to the monolayer is surrounded by
z neighbors of which ιz are in the same plane, and νz are in one or other of
the adjacent plane. Thus,
ι+ 2ν = 1. (5.8)
The main steps of the procedure used to determine the interfacial tension be-
tween the coexisting phases, σαγ , are as follows.
• The free energy of the monolayer, Fm, is derived. It is given by the following
expression:
Fm = −kT lnZm, (5.9)
where, Zm, the partition function of the monolayer interface is given by
equation 5.7.
• The chemical potentials of 1 and 2, µm1 and µm2 , in the interfacial monolayer,
are determined from the relationship
µmi =
(
∂(Fm − σmA)
∂Nm
)
T,p,σm
, (5.10)
where a and A = aNm are the molar and total molar surface area, respec-
tively. σm is the interfacial tension associated with the interfacial monolayer.
• The interfacial tension, σm, is determined by assuming equality of the chem-
ical potentials of species i (i = {1, 2}) in the coexisting phases, µαi and µγi ,
and their counterparts, µmi , in the interfacial monolayer at the given values
of T and p. It is given by the following expression
σma = RT ln
xm1
xα1
+ω12[(xm2 )
2− (xα2 )2] +ω12ν[(xα2 )2+(xγ2)2− 2(xm2 )2],
(5.11)
or, equivalently
σma = RT ln
xm2
xα2
+ω12[(xm1 )
2− (xα1 )2] +ω12ν[(xα1 )2+(xγ1)2− 2(xm1 )2],
(5.12)
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where R is the gas constant and xα1 , xα2 , x
γ
1 , and x
γ
2 are the mole fractions of
components 1 and 2 in the α and γ phases, respectively.
Similarly, the expressions describing surface tensions of the α and γ phases,
derived from the lattice model, are as follows
σαβ = σ1 +
RT
a
ln
xm1
xα1
− νΛ
a
(xα2 )
2 +
ιΛ
a
[(xm2 )
2 − (xα2 )2]
= σ2 +
RT
a
ln
xm2
xα2
− νΛ
a
(xα1 )
2 +
ιΛ
a
[(xm1 )
2 − (xα2 )2]; (5.13)
σγβ = σ1 +
RT
a
ln
xm1
xγ1
− νΛ
a
(xγ2)
2 +
ιΛ
a
[(xm2 )
2 − (xγ2)2]
= σ2 +
RT
a
ln
xm2
xγ2
− νΛ
a
(xγ1)
2 +
ιΛ
a
[(xm1 )
2 − (xγ2)2], (5.14)
where σ1 and σ2 represent surface tensions of the components 1 and 2.
The above equations were originally derived by Schuchowitsky [1944] and
Guggenheim [1945] under the following assumptions:
• The two bulk phases are assumed to be homogeneous right up to the interfa-
cial monolayer.
• The number of molecules per unit area in the interfacial monolayer is as-
sumed to be the same as its counterpart in the bulk liquid.
Comparison of equations 5.11, 5.12, 5.13, and 5.14 clearly shows that
σm 6= σγ + σα. (5.15)
Consequently, the "sum rule" for interfacial tensions in the complete wetting
regime is violated.
The above argument demonstrates that the rule fails for a model mixture con-
sisting of two coexisting phases described by the regular solution model and sepa-
rated by an interfacial monolayer. Consequently, the sharp interface is not adequate
in this particular case and must be replaced by that of the diffuse interface of non-
zero thickness.
In particular, the assumption that the coexisting phases is a monolayer is cer-
tainly not adequate for the class of near-critical liquid mixtures, since near-critical
interfaces tend to be diffuse.
In the case of a monolayer situated between two phases, as analyzed above,
the "semi-diffuse" model of Gibbs [cf. Jaycock and Parfitt, 1981] would equally
fail. Gibbs realized (as well as Young and Laplace) that the sharp interface is a
mathematical idealization representing the interfacial region of non-zero thickness
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where a rapid but smooth transition of density takes place. One of Gibbs important
contributions was the introduction of the notion of a dividing surface (a ‘surface
of discontinuity’) and surface excess quantities relating the properties of the dif-
fuse interface to that of the sharp interface. Nevertheless an implicit assumption
in Gibbs’ theory is, that in the middle of the interfacial film region there is a zone
retaining the intensive properties of a bulk phase. This is equivalent to the postu-
late that the ranges of intermolecular forces (e.g., due to dispersion or caused by
formation of ionic double layers) do not overlap. As we showed in section 2.5,
shrinking of the interface thickness lead to effects requiring the modification of the
sum rule by the disjoining pressure.
The sharp interface model assumes a sharp division of different media by a
surface of discontinuity, Gibbs contributed to the model by formulating laws for
the positioning of this dividing surface in the diffuse interfacial region and how
interfacial tension can be derived from the surrounding bulk quantities (see for
instance appendix C). However, it lies as an implicit assumption that the dividing
surface must divide two autonomous bulk phases.
In the present example the sharp interface model will logically divide the sys-
tem into three separate regions, α, β, and γ referring to the three phases. But the
β monolayer is not an autonomous phase as shown in section 2.5 (see for instance
figure 2.8), and thus the interfacial tensions σαβ and σβγ are broken.
Moreover, it can be shown that the lattice model of two regular solutions sepa-
rated by an interfacial monolayer leads to a contradiction with the Gibbs adsorption
equation relating a change of the interfacial tension to changes of the temperature
and chemical potentials associated with the bulk phases. This inconsistency dis-
appears if one replaces a monolayer by an interfacial region consisting of several
homogeneous layers [Murakami, 1951] [Defay and Prigogine, 1950].
This means that the actual problem here is the interfacial monolayer. For thin
films the sum rule is corrected with the disjoining pressure as explained in section
2.5, if this could be done in this example there would be no problem, but for the
monolayer not even the disjoining pressure works.
5.2.2 Reduction of the sharp interface model
To test if the diffuse interface model is a generalisation of the sharp interface model
we have two criteria: first, the results of the diffuse interface model applied on a
situation must always be the same as the results of the sharp interface model when
it is applicable, and second, the sharp interface model can be reduced to the diffuse
interface model by assuming a sharp density-gradient in the interfacial layer.
The first criterium investigated. When comparing results from sections 3.1 and
4.3 pertaining a spherical drop at equilibrium with a surrounding phase we see
the exact same answer; the Young-Laplace equation for a spherical interface. And
again when the general Young-Laplace equation is applied on the spherical drop in
equations 3.21 and 4.39 we get the same.
Still, if the sharp interface model can be reduced to the diffuse interface model
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then it must be so, that all results of the sharp interface model can also be produced
with the diffuse interface model. However, the contrary will not be the case as we
showed in the preceding section.
Reductionism is not a simple task, it is an advanced philosophical discipline
with strict rules and procedures, one of the classical reductionist thinkers is Nagel
who formulated his logical theory of Nagel-reductionism [Nagel, 1979]: a model
M2 has been reduced to a model M1 when it is shown that all theorems in M2
are logical consequences of theorems in M1, if all theorems in M2 do not follow
logically from M1 then joining assumptions must be made to explain the theorems.
Let us now following the same procedure as in section 4.3 assume a sharp
density-gradient, ρ(ξ) = ∆ρH(ξ0 − ξ), with ∆ρ being the density drop from
bulk phase α to bulk phase β and with H(ξ0 − ξ) being the Heaviside function
changing 1 to 0 exactly at position ξ0. ξ0 defines the position of the sharp interface.
Integrated through an interface region from ξI to ξII with ξ0 − ξI = ξII − ξ0 we
have
ρa =
∫ ξII
ξI
ρ(ξ)dξ =
∫ ξII
ξI
∆ρH(ξ0 − ξ) = 12∆ρ(ξII − ξI). (5.16)
Consider a function ψ(ξ), there are essentially two ways ψ(ξ) can be effected
by the sharp interface in this model: either the function is not effected at all, ψ(ξ) =
ψ = [constant], or the function value of ψ(ξ) drops from one value to another,
ψ(ξ) = ∆ψH(ξ0 − ξ). The interface quantity for each function is
ψ˜ =
1
ρa
∫ ξII
ξI
ψ∆ρH(ξ0 − ξ)dξ = ψρa
ρa
= ψ, (5.17)
ψ˜ =
1
ρa
∫ ξII
ξI
∆ψ∆ρH2(ξ0 − ξ)dξ = ∆ψρa
ρa
= ∆ψ. (5.18)
The first function will often be the case for temperature while the second is the
case for pressure if we assume a curvature in the interface.
Notice that the interface is not an autonomous phase. We are only interested
in the difference in the values of a function across the interface not the values
themselves, therefore we set all functions equal to zero in phase β. The interface
gives the difference in the function values of phase α relative to phase β.
By now we have explained how the sharp interface can be reduced to a Heav-
iside density-gradient in the interfacial region, how sharp changes in eg. pressure
produce an interfacial pressure which is exactly the difference in pressure across
the interface, and how functions that are unaltered by the interface (eg. the velocity
field) will remain unaltered by the sharp interface. Now we only have to reduce the
concept of surface mean normal curvature.
In section 3.2 we state that the mean normal curvature 2Γ of a surface is defined
as
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2Γ ≡ ∇ ·
 ∇u√
1 + |∇u|2
 , (5.19)
but in equation 4.29 the mean normal curvature is defined as the divergence of the
normal vector to the surface. The normal vector in this case will be the vector
~ξ0 = (0, 0, 1) in the curvilinear coordinates, let us however describe the surface
in Cartesian coordinates and demonstrate that these two definitions of the mean
normal curvature are the same.
Let the surface defined by the sharp change in density be described with the
function u(x, y), this gives the tangent vectors ~ux = (1, 0, ∂u∂x) and ~uy = (0, 1,
∂u
∂y ),
and the unit normal vector to the surface will then be
−~ξ0 = ~uy × ~ux|~uy × ~ux| =
∂u
∂x xˆ+
∂u
∂y yˆ − zˆ√
1 +
(
∂u
∂x
)2
+
(
∂u
∂y
)2 . (5.20)
To find the mean normal curvature we take the divergence to the normal vector,
2Γ = ∇ · (−~ξ0),
2Γ = ∇ ·
 ∂u∂x xˆ+ ∂u∂y yˆ − zˆ√
1 +
(
∂u
∂x
)2
+
(
∂u
∂y
)2

=
∂2u
∂x2
1√
1 +
(
∂u
∂x
)2
+
(
∂u
∂y
)2 − ∂u∂x 2
∂u
∂x
∂2u
∂x2
+ 2∂u∂y
∂2u
∂x∂y
2
√
1 +
(
∂u
∂x
)2
+
(
∂u
∂y
)23
+
∂2u
∂y2
1√
1 +
(
∂u
∂x
)2
+
(
∂u
∂y
)2 − ∂u∂y 2
∂u
∂y
∂2u
∂y2
+ 2∂u∂x
∂2u
∂x∂y
2
√
1 +
(
∂u
∂x
)2
+
(
∂u
∂y
)23
=
(
∂2u
∂x2
(
1 +
(
∂u
∂y
)2)− 2∂u∂x ∂u∂y ∂2u∂x∂y + ∂2u∂y2 (1 + (∂u∂x)2))√
1 +
(
∂u
∂x
)2
+
(
∂u
∂y
)23 , (5.21)
which is exactly the same as in equation 3.19.
We have hereby shown that the divergence of the normal vector to the surface
defined by the sharp density-fall at ξ0 is the mean normal curvature to the surface.
This means that the curvature in the sharp interface model can be replaced by
the divergence to the surface normal vector in the diffuse interface model, when
assuming a sharp density-gradient.
This concludes the reduction of the sharp interface model to the diffuse model.
It is perfectly clear that the more general diffuse-interface model is capable of
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handling all situations covered by the sharp-interface and that it even extends its
range of applicability further than the sharp-interface model. Naturally the diffuse-
interface model is technically more complicated than its counterpart, although the
basic idea of it being quite transparent. All in all the earlier mentioned asymmetry
is unfolded.
Chapter 6
Final remarks
To summarize, we have now presented two models describing interfaces between
two or several fluid phases, we have compared the models and found that the sharp
interface model breaks down in the special cases where a very thin film is modelled
and for temperatures close to the critical temperature.
Furthermore we have seen that the sharp interface model can be successfully re-
duced to the diffuse interface model by assuming a sharp density-gradient in place
of the sharp dividing surface. Consequently all changes in variable values across
the interface will be sharp and the curvature of the dividing surface is represented
by the divergence of the surface normal vector.
This will not mean that the diffuse interface model is a better model than the
sharp interface model. For one, the sharp interface model is applicable in a wide
range of situations as long as the modelled system is far from critical phenomena.
Secondly, we have by now thoroughly demonstrated that the diffuse model is much
more cumbersome to work with, although the concept in the model is quite simple.
And thirdly, there is a question of the applicability of the diffuse interface model. Is
the diffuse interface model for instance applicable in the example of the monolayer
film (see section 5.2.1). We have not examined the last question but it is evident that
the diffuse interface model must also break down at some point when we continue
the decline in scale.
On the other hand there are situations where the diffuse model is indispensable.
Modelling phenomena near critical temperatures, where interfaces start to thicken,
clearly requires a model capable of capturing the "diffusiveness".
We have demonstrated displacement of liquid droplets inside microfluidic flow
devices by modelling the specific case of a droplet of water in a hydrophobic cylin-
drical microchannel (section 3.3). We found that mobility takes place once an
initial threshold difference in temperature across the length of the drop (measur-
able from the hysteresis of contact angles) is exceeded. After an initial phase of
acceleration that decays exponentially, the terminal velocity will be proportional to
the difference in temperature across the length of the drop.
Moreover we showed in a general way how mobilization of droplets can be
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achieved as a general consequence of manipulating the spreading coefficient, cov-
ering all types of applied external field gradients.
We have not, however, developed a model in detail for a corresponding situa-
tion where the diffuse model comes into play. Instead we focused on describing
the general idea in the strategies concerned with dissolving the interface between
phases in order to pass an obstacle in a microfluidic device. To this end we relied
on the arguments of Cahn (see B) to assure the existence of a wetting transition
close to the thermodynamical critical point, where the diffuse model certainly is
appropriate.
Theory used to achieve the above mentioned elements was developed mainly
in the chapters 2, 3 and 4. Chapter 2 included several concepts that characterize
interfacial phenomena; interfacial tension, spreading coefficient, wetting transition
and disjoining pressure are concepts that describe interfacial phenomena and all
relate to the question of mobilizing droplets in microfluidic devices in some way
or another. Chapter 3 contained a derivation of the Young-Laplace law; in the
simple case of a spherical droplet a thermodynamical argument was used and in
the general case a variational approach was used. Chapter 4 developed the notion
of a diffuse interface model, including the "diffuse version" of the Young-Laplace
law. As mentioned above, we showed in the foregoing chapter, that following
Nagel’s theory of reduction, the sharp interface model can be reduced to the diffuse
interface model assuming a sharp step in density modelled with a Heaviside step-
function.
6.1 Conclusion
Concluding this project we have demonstrated how a difference in interfacial ten-
sion produced by a temperature gradient can lead to a displacement of a liquid
droplet in a microfluidic flow channel and we have shown that the terminal ve-
locity of the drop will be proportional to the difference in temperature across the
length of the drop. Thus we have demonstrated how to displace droplets in mi-
crochannels. This is, however, only one of many strategies. Several other methods
can be imagined and we have briefly discussed a few in chapter 5.
The two distinct interface models discussed in the report are shown to be in-
terrelated in the way that the sharp interface model can be reduced to the diffuse
model. We have discussed the applicability of the models and found that the sharp
interface model breaks down in certain situations near critical points or when film
thickness is too small. Still, the diffuse interface model is very cumbersome and so
the sharp interface model should be preferred whenever it is applicable.
6.2 Microfluidics and nanofluidics
This project was concerned with the droplet displacement problem at the microm-
eter range. However, one should keep in mind that further miniaturization of mi-
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crofluidic flow devices will eventually lead to experimental devices at the nanoscale.
Consequently, engineers and mathematical model-builders will face a new chal-
lenge. Whereas at the microscale, one can still use purely macroscopic description
of the fluid flow, on the nanometer scale, the macroscopic models are no longer
valid.
The main reason of this situation is linked with the increasing importance of
long-range intermolecular interactions, thermal fluctuations such as e.g. capillary
waves and the details of liquids’ molecular structure. More precisely, many of the
concepts which play a central role in this study will require considerable revisions.
Furthermore, at the microscale, the three-phase contact line can be modelled as
a sharp interface. Unfortunately, as one goes to the nanoscale, this sharp boundary
among the three coexisting phases has to be replaced by a smooth transition from a
thick wetting film, which is stable as a bulk phase, to a much thinner film which is
only a few molecular diameter thick and spreads ahead the main portion of moving
liquid.
The disjoining pressure concept described in this report is an appropriate tool
and good starting point to accomplish this task. However, there is a large number of
other issues which remain to be solved in order to establish theoretical foundations
of nanofluidics. These tasks will keep the next generation of scientists busy in
years to come.
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Appendix A
The Euler equation
In chapter 3 we state that the potential Ω attains a minimum when equilibrium is
reached. Physically, this is characterized by the vanishing of the total differential,
i.e. dΩ = 0. Then we used the Euler equation (equation A.15) as a condition for
the stationary value of Ω. What we did was to solve a variational problem. This
appendix derives the Euler equation for one independent variable which then is
generalized to two independent variables without proof.
Let J which appears as a functional be the quantity to be minimized:
J =
∫ x2
x1
f(x, y, yx)dx. (A.1)
Here f is a known C1[x1, x2] function of the variables y(x), yx ≡ dy(x)/dx and
x but the dependence of y on x is not known, that is, y(x) is unknown. We now
have a situation where the integral goes from x1 to x2 but the integration path is
not known, and the variational problem is then, as was the case in chapter 3, to find
a path from the point (x1, y1) to the point (x2, y2) which minimize J .
From now on we call every function which is defined and smooth on [x1, x2]
and which takes the values y1, y2 at the endpoints an admissible function. Now
specify that there exist an admissible function y˜ which minimize J . Then consider
an other admissible function called y˜ + δy where δy is called the admissible vari-
ation of y˜. It is admissible since both y˜ and y˜ + δy are admissible, which implies
that δy(x1) = δy(x2) = 0 and δy ∈ C1[x1, x2]. It follows that δy is the difference
between y˜ and y˜ + δy for a given x.
We now limit ourselves to look at functions εη = εη(x) where ε is a scalar
taking on values in a small interval around 0, while η ∈ C1[x1, x2] is an arbitrary
function with η(x1) = η(x2). This means all varied paths must pass through the
fixed endpoints. Then with the path described with ε and η,
Figure A.1: The admissible function y˜ which minimize J and the function y˜ + δy.
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y(x, ε) = y˜(x, 0) + εη(x) (A.2)
and
δy = y(x, ε)− y˜(x, 0) = εη(x). (A.3)
For a small variation the integral A.1 becomes a function of ε:
J(ε) = I{y˜ + εη} =
∫ x2
x1
f(x, y(x, ε), yx(x, ε))dx. (A.4)
Since we assumed y˜ as the minimizing function we have J(0) ≤ J(ε). The as-
sumption made of the differentiability of f now gives us as a condition for minima
[
∂J(ε)
∂ε
]
ε=0
=
[
d
dε
I{y˜ + εη}
]
ε=0
=
∫ x2
x1
[
∂f
∂y
∂y
∂ε
+
∂f
∂yx
∂yx
∂ε
]
dx = 0. (A.5)
From equation A.2 we have
∂y(x, ε)
∂ε
= η(x) (A.6)
∂yx(x, ε)
∂ε
=
dη(x)
dx
. (A.7)
By substitution into equation A.5 we get
∂J(ε)
∂ε
=
∫ x2
x1
[
∂f
∂y
η(x) +
∂f
∂yx
dη(x)
dx
]
dx. (A.8)
We now wish to extract η(x) as a common factor. This is done by integrating
the second term by parts (of course under the assumption that y˜ ∈ C2 and that f is
twice differentiable) and we get
∂J(ε)
∂ε
=
∫ x2
x1
[
∂f
∂y
η(x)− η(x) d
dx
∂f
∂yx
]
dx+
[
η(x)
∂f
∂yx
]x2
x1
. (A.9)
Since η(x1) = η(x2) = 0 we get for the minimizing path (ε = 0)
∂J(ε)
∂ε
=
∫ x2
x1
[
∂f
∂y
− d
dx
∂f
∂yx
]
η(x)dx = 0. (A.10)
From equation A.3 we may write this as∫ x2
x1
[
∂f
∂y
− d
dx
∂f
∂yx
]
δydx = ε
[
∂J
∂ε
]
ε=0
= δJ = 0 (A.11)
giving rise to the notation used in chapter 3. However, since equation A.10 holds
for every function η(x) whenever εη(x) is an allowed variation, we may intuitively
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conclude that the bracketed expression equals zero. The condition for a minima is
now now the Euler equation
∂f
∂y
− d
dx
∂f
∂yx
= 0. (A.12)
The intuitive conclusion which led us here is fortunately correct according
to the fundamental lemma of variations which (without proof) states that if f ∈
C0[a, b] ∫ b
a
f(x)η(x)dx = 0 (A.13)
for every function η ∈ C1[a, b] with η(a) = η(b) = 0, then f(x) = 0 for all
x ∈ [a, b].
Generalizing to more than one independent variable the condition for minima
of
J =
∫ ∫
f(u, ux, uy, x, y)dxdy (A.14)
is given by the Euler equation for several independent variables
∂f
∂u
− ∂
∂x
∂f
∂ux
− ∂
∂y
∂f
∂uy
= 0 (A.15)
which was the case in chapter 3.

Appendix B
Wetting Near Critical Points:
Cahn’s Argument
One of the important cases where a transition between wetting and nonwetting
takes place is near a critical point for two coexisting fluid phases. The existence of
a wetting transition was discovered by Cahn in 1977 [Cahn, 1977]. The main steps
of his argument are as follows:
• consider a two-phase mixture consisting of two mutually saturated liquid
phases, α and γ, in equilibrium with their common vapor, β. At coexistence
the interfacial tensions σαβ , σαγ and σβγ are related to the contact angle θ
through Young’s law
cos θ =
σβγ − σαγ
σαβ
. (B.1)
• σβγ vanishes with T/Tc as the inverse square of the bulk correlation length
ξ, i.e.
σβγ ∼ ξ−2 ∼ t2ν (B.2)
where ν ' 0.63 is the universal exponent (cf. section B.1 following this
section for mathematical details concerning the notions of a scaling law and
universal exponents), Tc is the critical temperature of the mixture and t =
T/Tc − 1 is the reduced temperature.
• σβγ − σαγ vanishes proportionally to the difference of the compositions of
the α and β phases, xα − xβ , at coexistence close to the surface i.e.
xα − xβ = tφ1 , (B.3)
where φ1 ' 0.8 is the universal surface exponent of the coexistence curve.
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Figure B.1: Interfacial tension in a three-phase system. σ∗αγ stands for the tensions
of a αγ interface where the α and γ phases are not separated by a layer of the β
phase. At the temperature TP that is near, but usually smaller than T c, a wetting
transition takes place.
Consequently,
cos θ ∼ tφ1−2ν ∼ t−0.5. (B.4)
Thus, at some t > 0, where we are not yet at the critical point, cos θ = 1 and
Young’s relation reduces to the sum rule.
It should be noted that Cahn’s original argument is of a mean field type: it ig-
nores fluctuations and does not take into consideration competing short- and long-
range interactions. In his derivation Cahn used the bulk value of φ ' 13 instead of
its surface counterpart φ1, but this did not affect the final conclusion.
The mechanism underlying the transformation of Young’s relation to the sum
rule or, equivalently, the transition between non-wetting and wetting of the αγ
interface by the β phase, was originally described by Cahn [1977]. He recognized
that such transitions could appear even in the two-phase region where the β layer
is not stable in bulk. We give here only a brief outline of his analysis.
Let’s assume that as the thermodynamic state changes the critical point of βγ
equilibrium is approached. Figure B.1, which is a graphical representation of the
argument presented above and is also due to Cahn, shows two curves. The first
curve is the interfacial tension, σβγ , of the βγ interface. It decreases proportionally
to |Tc − T |µ, where T is the temperature, Tc is the critical temperature and µ =
2ν = 1.26 is the universal critical point surface tension exponent.
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The second curve represents the difference |σ∗αγ − σαβ| where σαβ denotes
the usual equilibrium tension of the αβ interface and σ∗αγ stands for the tension of
the αγ interface which does not contain a layer of the β phase. Cahn [1977], as
remarked above, assumes that |σ∗αγ − σαβ| vanishes proportionally to |Tc − T |φ
where φ ' 13 is a universal critical point exponent. One of the exponents (µ) is
greater than 1 and one (φ) is less than 1. Consequently, the two curves must meet
at the crossing point P corresponding to the temperature TP .
In conclusion, the αγ interface may adopt two alternative structures:
• T < TP ⇒ σ∗αγ < σαβ + σβγ .
Here the tension σ∗αγ associated with the unlayered αγ interface is smaller
than the tension σαγ = σαβ + σβγ describing the interface with a macro-
scopic layer of the β phase.
• T > TP ⇒ σ∗αγ > σαβ + σβγ
In this case the unlayered αγ interface has larger tension than its layered
counterpart.
The above considerations clearly show that the crossing point P is a point of
the wetting transition. Depending on the nature of intermolecular forces it is either
a discontinuous (first order) or continuous (second order) transition. Moreover, for
T > TP the stable interfacial structure is that of the layered interface described by
the sum rule. For T < TP , the stable αγ interfacial structure is one that does not
resemble the β phase. In this case the sum rule does not necessarily hold.
A description of an experiment confirming the existence of an interfacial phase
transition from complete to partial wetting can be found in a paper by Moldover
and Cahn which appeared in 1980 [Moldover and Cahn, 1980]. In that experiment a
wetting transition is studied for the mixture of methanol (CH3OH) and cyclohexane
(C6H12) with water in equilibrium with their common vapor. The distance from the
critical point is controlled by varying the mole fraction of water, X, in the solution
(see Kahlweit [1988], for a discussion of the effect of the magnitude of X on the
critical temperature). For X smaller than 0.02, the heavier (CH3OH-rich) phase
intrudes between the middle (C6H12-rich) phase and the wall of a capillary. In
addition, the heavier phase also intrudes between the lighter phase and the vapor
playing the role of a substrate (see figure B.2). This is a wetting regime described
by the sum rule.
As soon as X becomes larger than 0.02, the heavier phase creates two lines
of three-phase contact. One of these lines appears near the wall of the capillary.
Another line surrounds a lenticular drop of the heavier phase suspended at the
vapor interface (see figure B.2).
Cahn’s argument concerning critical wetting behavior was originally formu-
lated for mixtures of small molecules. More recently, however, the existence of
complete wetting has been confirmed experimentally also in a binary polymer mix-
ture. The polymers used in these studies were statistical copolymers with monomer
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Figure B.2: Experimental manifestations of a wetting transition. (a) the mole frac-
tion of water in the solution is smaller than 0.02. The methanol-rich phase intrudes
between the cyclohexane-rich phase and the vapor. (b) the mole fraction of water
is larger than 0.02. Two contact lines emerge: one near the capillary wall, and an-
other surrounding the lenticular drop of the methanol-rich phase suspended at the
vapor interface. (after Moldover and Cahn [1980])
structure consisting of ethylene and ethyl-ethylene, (C4H8)x− [C2H3−C2H5]1−x,
where x is is controlled by the relative vinyl content of the polybutadiene (PBD)
precursor polymer [Steiner, 1992].
It turns out that the mechanism underlying appearance of the complete wetting
regime is entirely different from that in mixtures of small molecules. This is due
to the fact that in polymer mixtures one can vary the degree of polymerization and,
consequently, also the critical temperature, Tc, in a controllable manner. Another
mechanism specific for such mixtures is a considerable reduction, proportional
to the number of monomers per chain, in the entropic factors enhancing mixing
between the different polymers. This reduction leads to the ultralow interfacial
tension between the coexisting phases, even very far below the critical temperature
Tc. Thus, a transition to the complete wetting regime may take place even at TP ¿
Tc.
B.1 Scaling Laws and Exponents
A quantity X is said to obey a scaling law with respect to the variable ϑ, in the
neighborhood of ϑ = 0, provided that we have a relation of the form X (ϑ) ∼ Aϑς
when ϑ tends to 0+.
By a change of variables, ϑ′ = ϑ + ϑc or ϑ′ = 1ϑ , one can extend validity of
that relation to any neighborhood of ϑc or of ±∞.
A is a constant and ζ is the exponent of the scaling law. The scaling law can be
expressed as X (kϑ) ∼ kζX (ϑ) where k varies in the neighborhood of 1. ϑ and
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kϑ lie between ϑm and ϑM .
The exponent ζ "measures" the "strength" of the singularity: it is stronger when
ζ is smaller. More specifically, ζ < 0 is associated with a divergence of X at
ϑ = 0. This is the reason why scaling laws emerge in models of behavior of
thermodynamic quantities in the vicinity of a critical point.

Appendix C
A gedanken experiment
This appendix deals with a gedanken experiment demonstrating how the relation
among the interfacial tensions in a three-phase fluid mixture in the complete wet-
ting regime (cf. equation 2.17) can be justified. The essence of the idea underlying
this "experiment" was originally suggested by Davis [1996].
Consider first a three-phase fluid mixture of volume V in thermodynamic equi-
librium. The coexisting phases, α, β and γ, are assumed to be able to exchange
molecules with external reservoirs.
Suppose that the phase α has been removed completely from the mixture. Two
alternative scenarios will be considered (see figure C.1):
• No film of the α phase forms at the βγ interface as the system returns to
equilibrium.
• A thin layer of the α film forms by retrieving small amounts of that phase
from the neighboring phases β and γ.
In the former case the Helmholtz free energy of the system is given by
F = ψβVβ + ψγVγ + σβγA+
∑
i
µi[Ni − ρβi Vβ − ργi Vγ ], (C.1)
where ψβ , ψγ and Vβ , Vγ are the free energy density and volume of the β and γ
phases; µi is the chemical potential of the component i; ρβi , ρ
γ
i are densities of
the component i in the β and γ phases, Ni the total number of particles of the
component i, and A is the interfacial area separating β and γ phases. Vβ and Vγ
arise as the Gibbs dividing surface is placed somewhere in the interfacial layer.
Alternatively, one could imagine a situation in which a thin layer of the α phase
is re-established by retrieving material from β and γ phases. Since the system
under consideration is an open system at equilibrium, one can assume that the free
energy densities, ψβ and ψγ , remain at their original values. The Helmholtz free
energy, F ′, of the re-equilibrated system is given by
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Figure C.1: The Davis gedanken experiment in the T ,µ,V ensemble.
F ′ = ψαV ′α + ψβV
′
β + ψγV
′
γ + (σαβ + σαγ)A
+
∑
i
µi[Ni − ραi V ′α − ρβi V ′β − ργi V ′γ ]. (C.2)
where V ′α, V ′β and V ′γ , are volumes of the re-equilibrated α, β, and γ phases.
It should be noted that the phase α is a non-autonomous phase: its properties
are defined as differences between the properties of the entire system and those
pertaining to the two bulk phases, β and γ.
The Helmholtz free energy is an appropriate thermodynamic function to use
in the framework of the (petit) canonical ensemble. In the present case it is more
convenient to work with the grand canonical ensemble for which the appropriate
potential is Ω defined as
Ω = F −
∑
i
Niµi. (C.3)
For the system without a thin film of phase α the grand potential is
Ω ≡ ψβVβ + ψγVγ + σβγA−
∑
i
ρβi µiVβ −
∑
i
ργi µiVγ . (C.4)
Alternatively, when a thin layer of the α phase is present at the βγ interface, the
grand potential is
Ω′ = ψαV ′α + ψβV
′
β + ψγV
′
γ + (σαβ + σαγ)A
−
∑
i
ραi µiV
′
α −
∑
i
ρβi µiV
′
β −
∑
i
ργi µiV
′
γ , (C.5)
where ρji denotes the density of component i in phase j.
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At equilibrium, the intensive variables, temperature T , pressure p, and the
chemical potential of each component, µi, are the same in each phase and in the
reservoir. Since ∑
i
ρjiµi = ψj + p, (C.6)
where j = α, β, γ and i = 1, ..., c, and
V =
∑
i
Vi =
∑
j
V ′j , (C.7)
it follows that
δΩ ≡ Ω′ − Ω = (σαγ + σαβ − σβγ)A. (C.8)
The three interfacial tensions can be interrelated in two different ways:
• Each of the three interfacial tensions is less than the sum of the other two,
e.g., σαβ < σαγ + σβγ .
• The largest of the three tensions exceeds the sum of the two smaller: σβγ >
σαβ + σαγ .
In the former case, δΩ > 0. Consequently, no film of α phase will appear at
the βγ interface: this would lead to a replacement of the lower free energy per unit
area associated with the βγ interface by the higher sum of the free energies per
unit area of the αγ and αβ interfaces. Instead, the phases will meet in a line of
three-phase contact with the interfacial tensions related to each other as the sides
of a triangle (Neumann’s triangle).
In the second case, δΩ < 0, the three-phase contact disappears (Neumann’s tri-
angle deforms to a straight line) and a thin layer of phase α appears spontaneously
completely coating the βγ interface reducing the free energy of the system. As-
suming that σβγ is the largest of the three tensions, one can determine its magnitude
from the sum rule:
σβγ = σαβ + σαγ . (C.9)
Thus, the sum rule is consistent with a description of the equilibrium structure
of the high-tension βγ interface as that containing a thin layer of the bulk α phase.
This was pointed out already by Gibbs [cf. Gibbs, 1928, p. 258].
The deduction procedure described above is not valid in the case of closed
systems which are unable to exchange molecules with external reservoirs.
More specifically, consider a three-phase system of an infinite extent with c
chemical components. It consists of phases β and γ coexisting at temperature
T and µ1, µ2,...,µc, including the α phase chemical components. The interface
separating β and γ phases is assumed to be planar.
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Suppose now that samples of phases β and γ have been taken from their re-
spective (infinite) reservoirs and placed in a direct contact in a closed system. The
βγ interface in the closed system is assumed to remain planar. During the subse-
quent re-equilibration some material will move from walls and from bulk β and γ
phases to the βγ interface and vice versa. Consequently, the bulk concentrations,
ρβ and ργ , change. Moreover, the chemical potentials, µi, (i = 1..c), also change.
The resulting adjustment of the interfacial tension, σβγ , can be estimated from the
Gibbs adsorption equation, [cf. Jaycock and Parfitt, 1981, p. 31]
dσβγ +
∑
i
Γidµi = 0, (C.10)
where Γi is the surface excess of the component i measured relative to some divid-
ing surface.
More specifically, let us assume that after re-equilibration the modified chem-
ical potentials are µ˜1,...,µ˜c. The readjusted interfacial tension between β and γ
phases can again be found from the Gibbs adsorption equation,
˜σβγ = σβγ −
∑
i
∫ µ˜i
µi
Γidµi. (C.11)
Let us assume now that the experimental error involved in the interfacial ten-
sion measurement is ². Thus, ˜σβγ is approximately equal to σβγ , provided that
for given area of the interfacial contact, the samples of β are sufficiently large to
ensure that ∣∣∣∣∣∑
i
∫ µ˜i
µi
Γidµi
∣∣∣∣∣ < ², (C.12)
where µ˜i stands for the modified chemical potential of the component i due to
redistribution of that component caused by re-equilibration. The left side of the
above inequality can be interpreted as the spreading pressure, which is equal to the
diminution of the interfacial tension of the βγ interface caused by the monolayer
film of α molecules separating the bulk β and γ phases [cf. Adam, 1968].
The above considerations remain valid in the case where the interface separat-
ing β and γ phases is curved rather than planar. In this case, the modified chemical
potentials are controlled not only by the material redistribution between βγ in-
terface and the adjoining bulk phases, but also by the pressure jump across that
interface.
