In this paper we give a randomness-efficient sampler for matrix -valued [4, 20, 22] : given a group of size n, find O(log n) elements which generate it as an expander. This implies a second application -efficiently constructing a randomness-optimal homomorphism tester, significantly improving the previous result of Shpilka and Wigderson [29]. A third application, which derandomizes a generalization of the set cover problem, is deferred to the full version of this paper.
Introduction

Background
The Chernoff bound [8] and its variants are among the most useful mathematical results, and in particular are extremely useful in theoretical computer science. Roughly stated, it says that if we wish to estimate the mean of a bounded real function on some domain V , the average of the values at k independent samples deviates from the true * Partially supported by NSF grant CCR-0324906 † Supported by an NDSEG fellowship sponsored by the Department of Defense and an Upton fellowship. mean (by a small additive constant) only with error probability bounded by 2
−Ω(k) . Note that if every sample requires r random bits, this sampling procedure requires a total of rk random bits to achieve error 2
−Ω(k) . A remarkable construction and analysis of Ajtai, Komlos and Szemeredi [2] suggested a way of achieving essentially the same error using only r + O(k) bits. The idea is to impose a good constant degree expander graph G on the vertex set V , and select k (highly dependent) samples by taking a random path of length k in this graph. The analysis of this sampler due to Gillman [11] , which is the first to consider sampling any bounded real function (see also [18, 21] ), shows that the error is bounded by 2
−Ω(εk) , where ε is the spectral gap of the random walk on the expander G. The fact that explicit families of constant degree expanders with constant spectral gap are known [10, 24, 23, 27] show that such a randomness-efficient sampler can be efficiently implemented.
This sampler has become a paramount tool in theoretical computer science. Indeed, it has found a large number of applications in a variety of areas such as deterministic amplification [9, 17] , security amplification in cryptography [14] , hardness of approximation [5, 3] , extractor construction (e.g. see surveys [26, 13, 28] ), construction of efficient error-correcting codes [30, 7] , construction of ε-biased spaces [25] and much more. In algorithmic applications, including some of the ones above, often both r and k are O(log n) where n = |V | is the input size of the problem, so derandomizing simply (i.e. enumerating all possible values of the random bits) the independent sampling requires quasi-polynomial time, while the AKS-sampler can be derandomized in polynomial time.
Recently, a Chernoff-like bound was introduced by Ahlswede and Winter [1] for matrix-valued random variables. Here we seek to estimate the average of a function from V to d × d complex Hermitian 1 matrices of bounded norm. The [1] generalization of the Chernoff bound states that the average of k independent points deviates signifi-cantly in norm from the mean with probability bounded by d2
−Ω(k) . Note the linear dependence on d.
Like the Chernoff bound, this generalization has quickly found applications. Many of them are in quantum information theory (and private quantum channels) [1, 16] , where such matrices arise naturally. A notably different one is to a new proof [20, 22] of the Alon-Roichman theorem [4] , showing that for every finite group of size n, choosing O(log n) random generators gives an expanding Cayley graph with high probability.
Our results
In this paper we show that the AKS-sampler works as well as independent sampling even for matrix valued functions. If one samples k points on a walk of an expander of spectral gap ε, the error probability is bounded by d2
−Ω(εk) , "derandomizing" [1] in complete analogy to the way [2, 11] derandomized Chernoff in the real (1-dimensional) case.
Let G = (V, E) be an expander graph with spectral gap ε. Define Y i (0 ≤ i ≤ k) to be the i'th vertex visited in a random walk on G that starts from Y 0 which is uniformly distributed in V . Let W = (Y 1 , . . . , Y k ) be the random variable representing the sequence of vertices encountered on a random walk.
Let f be any function on V taking values in d× d Hermitian matrices such that the matrix norm f (v) ≤ 1 for all v ∈ V , and let E[f ] be the mean value of f uniformly over all vertices. Define f (W ) = k i=1 f (Y i ) to be the value of the random walk.
Our main theorem states the following. 
The dependence on d is linear, just as in the independent case of [1] .
Note that for ε = 1 (i.e. a complete graph) this bound is just independent sampling and thus the Chernoff bound of [1] (we state this in Theorem 2.15). For d = 1 it is just the 1-dimensional AKS sampler of [11, 2, 21, 18] . For ε = d = 1 it is just the classical Chernoff bound. Thus our work essentially generalizes all of these (up to constant factors in the exponent).
Our proof uses perturbation theory, generalizing the proofs of [11, 21] . In the full version of this paper we also have a simpler analysis using basic linear algebra of a slightly weaker bound 3 where the dependence on ε in the exponent is close to cubic instead of linear.
A simple extension of the theorem above gives rise to a randomness-efficient sampler for weighted averages of matrix-valued functions, which is useful for some of our applications.
Applications
Our main application is a complete derandomization of the Alon-Roichman theorem (which was our motivation to begin with). [4] showed that given any group H if we choose S ⊆ H of size O(log |H|) at random then with high probability the induced Cayley graph is a good expander. We note that derandomizing independent sampling gave only a quasi-polynomial algorithm, and that the best previous polynomial time algorithm [29] 
This will immediately imply the following optimal solution to a problem of [29] (see also [15] ), significantly improving their results. More details appear in Section 4.2.
Corollary 1.3. Given an arbitrary group H, one can construct in time |H|
O(1) a homomorphism tester for functions on H which uses only log |H| + log log |H| + O(1) random bits.
We also derandomize a natural problem arising in [1] that generalizes set cover. Unfortunately for lack of space we omit this application in the proceedings.
Organization of the paper
The remainder of the paper is organized as follows. In Section 2 we define the background material needed to prove our main theorem. In Section 3 we prove the main technical result, Theorem 1.1. In Section 4 we derive some applications of this sampler.
Preliminaries
Expander graphs
Given a connected undirected d-regular graph G = (V, E) on n vertices, we define its normalized adjacency matrix A, A ij = e ij /d where e ij is the number of edges between vertices i and j (we allow self-loops and multiple edges). It is easy to see that A is real and symmetric, hence Hermitian.
It is well-known that the set of eigenvalues (called the spectrum) of A is of the form 1 = λ 1 > λ 2 ≥ . . . ≥ λ n . The spectrum of G is the spectrum of A. Note that 1 is an eigenvalue of multiplicity 1. We will frequently refer to the unit eigenvector of eigenvalue 1 as
where T denotes the matrix transpose of a matrix (or vector). The spectral gap of A is defined as 1 − λ 2 . A family of graphs {G i } i≥1 is said to be an expander family if the spectral gap of each G i is strictly greater than some fixed ε > 0. Recall that explicit such families with constant degree exist: we can construct arbitrarily large graphs with fixed degree such that given a node in the graph we can compute its neighbors in time poly log in the size of the graph. An explicit example is the following. Cayley graphs are graphs defined on groups:
Definition 2.2. Let H be a finite group and let T be a multiset with elements in H. Let S = T T −1 denote the multiset containing all elements T and their inverses with appropriate multiplicity. Then we can define the Cayley graph X(H; S) = (V, E) where V = H and {h, hs} ∈ E for all h ∈ H, s ∈ S, again with appropriate multiplicities.
We will also use matrix tensor products, which give us a simple language to work with block matrices. Recall that if A is a n × m matrix and B is a p × q matrix, then A ⊗ B, the matrix tensor product, is the np × mq matrix given by
Perturbation Theory
The proof of Lemma 3.4, the heart of our proof of the main theorem, relies on many facts from perturbation theory. We state some of the results that we will require. We use Baumgärtel [6] (see also Kato [19] ) as our guide. We will not state the theorems in full generality for simplicity's sake.
An analytic perturbation (of a matrix A 0 ) is a matrixvalued power series A(t) = ∞ i=0 t i A i in the variable t with matrix coefficients (A i ) i≥0 . Note that A(0) = A 0 . We will only be concerned here with the case that A 0 is Hermitian and all coefficients A i have norm at most 1.
Perturbation theory studies various matrix parameters of A(t) (such as eigenvalues, eigenspaces etc.) as a function of t. More specifically, we'd like them to be convergent power series in t for some radius around t = 0, and perturbation theory tells us how these power series behave, as well as the dependence of the convergence radius on the coefficients of the perturbation A(t).
[6] states that an eigenvalue λ of A 0 of multiplicity m may split into as many as m distinct eigenvalues
, where the λ (i) (t) are continuous at t = 0 and furthermore λ =
The "stability" of the perturbation of λ primarily depends on the separation of λ from the other eigenvalues of A 0 (again, we assume that all A i have norm ≤ 1, otherwise this stability depends on these norms as well). The radius of convergence also depends on this separation, which we define below.
Definition 2.3. We call
the separation of λ from the other eigenvalues of A 0 .
5
We will work with the projection onto the eigenspace of all the eigenvalues splitting from λ.
Theorem 2.4 ([6, pp. 116-117, p. 326]). Consider a perturbation A(t).
Let λ be an eigenvalue of multiplicity m of the unperturbed operator A(0) = A 0 . Consider the space Λ(t) spanned by the eigenvectors of the eigenvalues λ
(1) (t), . . . , λ (m) (t) splitting from λ. Λ(t) is a space of dimension m. For each t there is an operator P (t) that projects onto Λ(t), and for all t ≤ ε/3 the function P (t) is analytic in t: there exist matrices P i (themselves not necessarily projections) such that
projects onto Λ(t). Here, P (0) = P 0 is the projection onto the eigenspace of eigenvalue λ of A 0 .
We will also need a few additional facts from perturbation theory. Proof. Lemma 3 of [6, p. 115] tells us that we only need to verify that
for all t ≤ ε/3. This is easily done by calculation using the fact that 
Proof. Let the eigenvalues of
Since S 0 is the pseudo-inverse of λI − A 0 , the eigenvalues of S 0 are 0 and
It is easy to see that S 0 is Hermitian, so it follows that S 0 equals its eigenvalue largest in absolute value, which is exactly
The definition of the reduced resolvent is applied in the following identity.
Theorem 2.8 ([6, p. 156]). If A(t), P (t) are defined as above, then
where
is shorthand, where S
0 is the projection P (0) = P 0 , and for σ ≥ 1 we define S
σ , where S 0 is the reduced resolvent of A with respect to the eigenvalue λ. This series is convergent for t ≤ ε/3. Remark 2.9. For a full discussion of this expression see [6] . The curious reader will note that in our statement there is no constant term in the series
. This is because A(t) is diagonalizable and so the constant term 6 is zero. He or she will also note that the summation in the definition of Z (i) is over σ j ≥ 0, which is different from the statement in [6] . This also follows from the fact that A(t) is diagonalizable.
We will write I to be the identity, or I d when the dimension d is not clear. 
is defined as all Hermitian X such that A ≤ X ≤ B. Note one can test whether A ≥ B in polynomial-time by finding all the eigenvalues of A − B.
Remark 2.10. For real γ, saying A ∈ [−γI, γI] is equivalent to saying A ≤ γ. Note that this means the probability bounded in Theorem 1.1 is exactly the probability Pr[
[1] develops a theory of probability inequalities for Hermitian matrices, including analogues of the traditional Markov, Chebyshev, and Chernoff inequalities. We state some of the theorems from [1] here without proof. 
Lemma 2.11 (Markov's inequality [1] ). Let
We will apply Bernstein's trick (taking the exponential generating function and then applying Markov) on this lemma to get an exponential bound. This uses the matrix exponential:
This series is convergent for all A. Also, if X is Hermitian then so is exp(X), and exp(X) ≥ 0 for any Hermitian X. In general exp(A + B) is not necessarily equal to exp(A) exp(B). However, the Golden-Thompson inequality gives a relationship between the traces of exp(A + B) and exp(A) exp(B): We can use the definition of matrix exponential to apply Bernstein's trick to Lemma 2.11 and get the following.
Lemma 2.14 ([1]). If Y is a matrix-valued random variable and B is a constant matrix, both taking value in the Hermitian matrices of the same dimension, then for every
[1] uses this and Theorem 2.13 to get a Chernoff bound, similar to Theorem 1.1 but with true independent samples. We state only a special case of their bound. 
The constant is better than what we are able to achieve in Theorem 3.1 but qualitatively the bound achieves the same effect.
Randomness-efficient sampling of matrixvalued functions
In Section 3.1 we prove Theorem 1.1 and finally in Section 3.2 we derive the randomness-efficient and derandomized samplers.
Expander walks for Matrix-Valued Random Variables
In this section we prove the main theorem. The main technical challenge of this section is applying perturbation theory akin to that of [11, 21] The d-dimensional case is delicate for several reasons. First, because matrices do not necessarily commute, the matrix exponential does not behave as the real exponential, which is why we need Theorem 2.13. Second, [11, 21] study the perturbation of the largest eigenvalue of the normalized adjacency matrix A of the graph, which has multiplicity 1. Although we also study a similar eigenvalue, it will have multiplicity d instead of 1. Because of this, the techniques of [11, 21] do not apply in the obvious way.
Recall the setting of the main theorem. We have a random walk W = (Y 1 , . . . , Y k ) on an expander G = (V, E), where Y i is the i'th vertex visited in the walk. The spectral gap of G is ε. For simplicity of notation in the proof we will only prove Theorem 3.1 below. For any f such that f (v) ≤ 1 for all v, we can simply shift and scale f to fit the hypotheses of Theorem 3.1, changing only constants in the bound. Thus our Main Theorem 1.1 follows immediately from Theorem 3.1 and Remark 2.10.
Proof of Theorem 3.1. Note that the lower bound follows immediately from the upper bound by replacing f with −f , thus we only prove the first inequality. We reduce the problem of computing the probability bound to bounding the largest eigenvalue of a perturbation matrix. Then in the proof of the Main Lemma 3.4, we use perturbation theory to bound the norm of this perturbed operator, which in turn implies the theorem.
First apply Lemma 2.14 to the expression, then bring out γI:
Applying Theorem 2.13 and the fact that trace and expectation commute, we can write that this is at most
It is important to note here that the exp(tf (Y i )) do not commute so the product notation means the product in the order
Let A be the normalized adjacency matrix of G and let A = I d ⊗ A. One can visualize this as A but where each entry is A i,j I d instead of just A i,j . Define,D t , which is the dn × dn block diagonal matrix with d × d blocks where the i'th diagonal block is exp(tf (i)). Defineũ to be the
T is the unit uniform column vector. This is in some sense a "unit eigenvector of the eigenvalue 1 ofÃ". Proof of Claim 3.2. The expectation on the LHS is taken over all walks on G. Let w = (y 1 , . . . , y k ) be a walk, y i the i'th vertex visited of the walk, and p w be the probability of w. Then
Claim 3.2. We have that E
We interpret the expression on the RHS as follows. We initialize the value of the walk to I, then take a random walk starting from a random start vertex, and at each vertex y i we encounter, we multiply the value of the walk on the left by exp(tf (y i )). Thus a calculation yields that the RHS is
The final inequality follows from applying Cauchy-Schwarz, since e i ⊗ u = 1.
Thus we have
The proof requires a bound on (D tÃ ) k .
Definition 3.3.Ã(t) =D t/2ÃDt/2
Note thatÃ(0) =Ã andD tÃ is similarÃ(t) . We will apply perturbation theory toÃ(t) to get the Main Lemma: Lemma 3.4 (Main Lemma). Ã (t) ≤ 1 + (7.5/ε)t 2 for all t ≤ ε/15.
The intuition behind the Main Lemma is thatÃ(t) is close toÃ for small t. In particular, the spectral gap ofÃ is large so the largest eigenvalue ofÃ(t) is close to the largest eigenvalue 1 ofÃ. Note interestingly that d, the dimension of the blocks in the matrices we work with, does not appear at all in the above lemma. Intuitively, this is because the spectral behavior ofÃ depends only on its spectral gap between 1 and λ 2 , not its size, even though 1 and λ 2 are of multiplicity d.
Before we prove the Main Lemma, we use it to derive Theorem 3.1. We will fix t = γε/15 later. Thus, since D t/2 ≤ e t/2 and D −t/2 ≤ e t/2 , we have
k which is at most e t+(7.5k/ε)t 2 by the fact that 1 + α ≤ e α for all α ∈ R. So from Equation 3.1 we have
We fix t = γε/15, which along with the fact that k ≥ 4 γ
gives us that
Now we turn to the proof of the Main Lemma: Here∆ is the block diagonal matrix diag(f (i)). This claim is easily derived by direct calculation using the Taylor expansion ofD t/2 . SinceÃ and∆ are Hermitian it follows thatÃ(t) is Hermitian for all t, so its eigenvalues are real and the largest eigenvalueλ(t) = Ã (t) . Furthermore Theorem 2.4 applies toÃ(t) and its perturbed eigenvaluẽ λ(t), becauseÃ(0) =Ã is Hermitian and one can calculate from Claim 3.5 that Ã i ≤ 1 for all i.
Proof of Lemma 3.4.Ã(t) =D
We want to find the largest eigenvalue ofÃ(t). It is easy to verify using Claim 3.5 that Ã i ≤ 1/2 i−1 for all i ≥ 1. In addition t ≤ ε/15, so we can apply Lemma 2.5, which tells us that all the eigenvalues ofÃ(t) in the range [1 − ε/2, 1 + ε/2] split from 1. In particular, the trivial bound Ã (t) ≤ e t tells us that Ã (t) < 1 + ε/2 for t ≤ ε/15, and therefore the largest eigenvalue ofÃ(t) splits from 1.
By Theorem 2.4 there is an analytic projection-valued functionP (t) with matrix coefficientsP i that projects onto the eigenspace of all the eigenvalues splitting from the eigenvalue 1 ofÃ. Recall thatP (0) =P 0 is the projection onto the space spanned by the eigenvectors of the eigenvalue 1 ofÃ.
We noted earlier that the eigenvalue 1 ofÃ may split into d distinct eigenvalues upon perturbation byD t because it is of multiplicity d. Fortunately we are simply interested in the largest one that splits from 1, which is still in the space thatP (t) projects onto.
We thus have that Ã (t) = Ã (t)P (t) . We remark for comparison here that the techniques of Gillman and Lezaud [11, 21] fail at this point because the assumption that 1 is an eigenvalue of multiplicity 1 is essential to their analyses.
Continuing onwards, we wish to boundλ(t) = Ã (t)P (t) . For intuition, consider thatP (t) is a projection onto eigenspaces ofÃ(t), so we have thatÃ(t)P (t) = P (t)Ã(t)P (t). By calculating the power series expansion ofP (t)Ã(t)P (t) one can see that the linear term is 0, and the rest are O(t 2 ) for small enough t. This is why one expects thatλ(t) ≤ 1 + O(t 2 ). However we use a different approach to actually prove the lemma.
Formalizing this intuition, we wish to bound λ(t) = Ã (t)P (t) = P (t) + (Ã(t) − I)P (t)
(Ã(t) − I)P (t) is a power series, which is given by Theorem 2.8. We will show shortly that the constant and linear coefficients of this series are 0 and whose i'th coefficient for i ≥ 2 has norm ≤ ( 5 ε ) i−1 . Therefore the norm of the entire series is bounded as in the claim below: Claim 3.6. (Ã(t)−I)P (t) ≤ (7.5/ε)t 2 for all t ≤ ε/15.
Since our choice of t = γε/15 in the proof of Theorem 3.1 satisfies t ≤ ε/15, we can apply this claim to Equation 3.2 to finally getλ(t) ≤ 1 + (7.5/ε)t 2 .
Thus it only remains to prove Claim 3.6.
Proof of Claim 3.6. We apply Theorem 2.8 to our perturba-
wherẽ
andS 0 is the reduced resolvent ofÃ for the eigenvalue 1.
We see that
and we claim that this last expression is actually 0. For anỹ x ∈ C dn , we havẽ
We use two facts in the above. First,P 0 is the projection onto the space
The other fact, used in the last line, is that f (i) = nE[f ] = 0.
For i ≥ 2 we use Lemma 2.7 and the fact that the spectral gap is the separation of 1 from the other eigenvalues to see that S 0 = 1 ε . Also, it is evident that P 0 = 1 since it is a projection, and we have already remarked that Ã i ≤
and by Stirling's formula we have
Thus the number of terms is at most
We obtain the last inequality by recognizing a binomial ex-
Therefore
we have that the RHS of Equation 3.3 is at most
it is clear that this is at most (7.5/ε)t 2 .
A randomness-efficient sampler for matrixvalued functions
Here we use Theorem 3.1 to derive a randomnessefficient sampler for matrix-valued functions over arbitrary distributions. We then derandomize this sampler to get deterministic samples in polynomial time. 
Proof of Proposition 3.7. Our strategy is to construct in time polynomial in n a constant-degree expander graph G = (V, E) and a map ϕ : V → [n]. Our sampler σ will map a walk on the expander of length k (which can clearly be encoded using r = log |V | + O(k) bits) to [n] k , namely all the vertices it visits on the walk.
Recall we can construct Ramanujan graphs efficiently from Theorem 2.1, so let us pick the degree such that the spectral gap is at least 0.95. Fix such a graph of size ≥ 40n γ .
Call this graph G = (V, E).
We define the function ϕ : V → [n] such that for each value y ∈ [n] we map any p(y) · |V | vertices in G to y, where the brackets · denote rounding either up or down, so that in the end all the vertices V are mapped to [n]. Thus G, ϕ give an altered distribution p G , which is
We first use this claim to prove the proposition. Let f (v) = 
where the inequality on the first line is obtained by adding −E pG [f ] and scaling by 40 40+γ to both sides of the event and then applying Claim 3.8 and the fact that γ ≤ 1.
We can encode each walk by r = log|V | + O(k) bits, which by our choice of |V | is exactly r = log n + O(k) + O( 1 γ ). Thus σ is the map that for any walk w = (v 1 , . . . , v k ) outputs (ϕ(v 1 ), . . . , ϕ(v k )). We can plug σ into the above calculations to derive the bounds of Proposition 3.7.
Proof of Claim 3.8. The only thing remaining is to show that the G = (V, E) we chose is large enough to satisfy
where we use the fact that E p [f (y)] = 0. Note that since f (y) ≤ 1 for all y, it suffices to show that
The numerator is at most 1, so after summing we get
≤ n/|V |, and thus it suffices to take |V | ≥ γ .
An easy corollary of the proposition states that for short enough walks we can completely derandomize the procedure. 
Proof. Take the smallest integer k > 
Remark 3.10. We note that the f in Proposition 3.7 and Corollary 3.9 is not identical to the one in Theorem 1.1. This is unimportant as we may apply these results to any bounded function f by shifting and scaling f ; this only changes the resulting bounds by constant factors.
Applications
In Section 4.1 we apply Theorem 1.1 to prove Theorem 1.2 and in Section 4.2 we apply this to affine homomorphism testing to get Corollary 1.3.
A Derandomization of the Alon-Roichman Theorem
In this section we prove Theorem 1.2, which gives a deterministic polynomial time algorithm for the AlonRoichman theorem. We first give a simple version of the proof of the Alon-Roichman Theorem due to [20, 22] that does not use representation theory. We note that better constants in the final size of S may be achieved using the proof based on representation theory given in [20, 22] . 
Proof. Pick a generating multi-set set T uniformly at random from H and take its symmetric closure S = T T −1 (i.e. if a is in T i times and in T −1 j times then a is in S i + j times). Define the homomorphism R such that for each h ∈ H, R(h) is the |H| × |H| (real-valued) permutation matrix associated with the action of h on H. Define
where J is the matrix with 1 in all entries. It is easy to observe that f (h) is symmetric (and thus Hermitian), and E[f ] = 0. If we let P be the projection onto the space orthogonal to u the uniform vector, then a calculation shows
, and looking at f (h) it is also clear that
Finally, a simple calculation shows that
h∈T f (h) = P A where P is the projection mentioned above and A is the adjacency matrix of X(G; S). Therefore we have λ 2 (X(H; S)) = Proof of Theorem 1.2. We wish to apply Corollary 3.9. We identify H with [|H|] and let p be the uniform distribution over [|H|] . We apply Corollary 3.9 to get a sample T of size O(
h∈T f (h) ≤ β and hence λ 2 (X(H; T T −1 )) ≤ β. 7 Here we may take q = 1 − 1/poly(n), but constant suffices for our purposes.
Improved Affine Homomorphism Testers
Theorem 1.2 answers a question about the derandomization of homomorphism testers posed in [29] . In this section we will use Theorem 1.2 to prove Corollary 1.3.
Recall that an affine homomorphism between two groups H, H is a map f : H → H such that f −1 (0)f is a homomorphism. An (δ, η)-test for affine homomorphisms is a tester that accepts any affine homomorphism surely and rejects with probability 1 − δ any f : H → H which is η far from being an affine homomorphism. Here distance is measured by the normalized Hamming distance: d(f, g) = Pr[f (x) = g(x)].
[29] showed how to efficiently construct a tester T H×S where λ 2 (X(H; S)) < λ: simply pick a random element x R ← H and a random element of y R ← S and check to see that f (0)f (x) −1 f (xy) = f (y). It is clear this accepts f surely if f is an affine homomorphism. [29] shows that if 12δ < 1 − λ then this rejects with probability 1 − δ any f that is 4δ 1−λ -far from being an affine homomorphism.
Theorem 4.2 ([29])
. For all groups H, H and S ⊆ H an expanding generating set such that λ 2 (X(H; S)) < λ, we can construct a tester T H×S that surely accepts any affine homomorphism f : H → H and rejects with probability at least 1 − δ any f : H → H which is 4δ/(1 − λ) far from being an affine homomorphism, given that In [29] the deterministic construction of S gave a set of size |H| ε for arbitrary ε > 0. The explicit construction given in [29] requires that T H×S use (1 + ε) log |H| random bits and asks whether it is possible to improve this dependency on randomness. Theorem 1.2 allows us indeed to improve this dependency to the following.
Recall Corollary 1.3:
Corollary 1.3 (Restated). Given an arbitrary group H, one can construct in time |H|
This follows easily from Theorem 1.2:
Proof of Corollary 1.3. Theorem 4.2 says we can construct a homomorphism tester that only uses randomness to pick an element of H and an element of an expanding generating set of H. Theorem 1.2 implies this only requires log |H| + log log |H| + O(1) random bits since we can deterministically construct an expanding generating set of size log |H| in polynomial time.
Note that Corollary 1.3 is essentially optimal for "Cayley testers" of the above form, i.e. testers that pick one element at random and a second from an expanding generating set. This is because the tester requires that S be an expanding generating set of H and there are groups (for example, Z n 2 ) for which Ω(log |H|) generators are necessary for the Cayley graph to expand. However, note that [15] prove the existence of testers for homomorphisms H → H where |H | = O(1) that use only log |H| + O(1) bits of randomness. Finding explicit such constructions remains an interesting open problem.
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