The purpose of this work is to prove global wellposedness and large time behavior results of strong solutions for the compressible Oldroyd-B model derived by Barrett, Lu, Süli (2017) . Exploiting the Harmonic analysis tools (especially Littlewood-Paley theory), we first study the global well-posedness of the model with small initial data in spaces with minor regularity. Then, assuming the low frequency part of the initial data have negative regularity, we also obtain the optical decay rates of the solutions. Compared with the result by Wang and Wen [43] , the polymer number density and the stress tensor can be not near nonzero equilibrium here.
Introduction and the main results
In this paper, we mainly consider the Cauchy problem of the following compressible Oldroyd-B model:
for (t, x) ∈ R + × R n (n = 2, 3). Here ρ = ρ(t, x) ∈ R + is the density function of the fluid, u = u(t, x) ∈ R n is the velocity. The symmetric matrix function τ = (τ i,j ), 1 ≤ i, j ≤ n is the Email Addresses: zhaixp@szu.edu.cn (X. Zhai). extra stress tensor and η = η(t, x) ∈ R + represents the polymer number density defined as the integral of a probability density function ψ with respect to the conformation vector, which is a microscopic variable in the modeling of dilute polymer chains, i.e.
Here ψ is governed by the Fokker-Plank equation.
The viscosities constant µ and λ are supposed to satisfy µ > 0 and 3λ + 2µ ≥ 0. In particular, the parameters κ, L, ζ, α, A 0 , λ 1 are all positive numbers, whereas ζ ≥ 0 and L ≥ 0 with ζ + L = 0. The term κLη + ζη 2 in the momentum equation (1.1) can be seen as the polymer pressure, compared to the fluid pressure P(ρ). System (1.1) is supplemented with the initial data (ρ, u, η, τ)| t=0 = (ρ 0 (x), u 0 (x), η 0 (x), τ 0 (x)), x ∈ R n , (1.2) and with far field behaviors
Micro-macro models of dilute polymeric fluids that arise from statistical physics are based on coupling the Navier-Stokes system to the Fokker-Planck equation. In these models polymer molecules are idealized as chains of massless beads, linearly connected with inextensible rods or elastic springs. The model we consider here was first derived by Barrett, Lu, and Süli [3] via micro-macro analysis of the compressible Navier-Stokes-Fokker-Planck system studied in a series of papers by Barrett and Süli [2] - [7] . Barrett and Süli in [3] obtained the global-in-time finite-energy weak solutions with large initial data in R 2 .
However, the uniqueness of the global weak solution is still open. Later, Lu and Zhang [34] proved the local wellposedness, weak-strong uniqueness and a refined blow-up criterion involving only the upper bound of the fluid density. Wang and Wen in [43] obtained the global wellposedness of (1.1) as well as associated time-decay estimates in Sobolev space, if the initial data is near a nonzero equillbrium state. Most recently, the author of the present paper justify the low Mach number convergence to the incompressible Oldoryd-B model for viscous compressible Oldoryd-B model in the ill-prepared data case. When neglecting the stress diffusion in (1.1) and assuming further the extra stress tensor is a scalar matrix, Lu and Pokorný [33] obtained the global weak solutions with large data, Zhai [47] obtained the global strong solutions with small initial data.
It is interesting to note that the model (1.1) with η = 0 is related to the following compressible Oldoryd-B model, i.e., (1.4) where D(u) is the symmetric part of ∇u, and Ω(u) is the skew-symmetric part of ∇u, [25] , [26] , [37] , [39] and references therein. Let ρ be constant, the system (1.4) reduces to be the incompressible Oldroyd-B model, which has made rather rich results, see [11] , [19] , [21] , [22] , [30] , [40] .
Let us give now more details on the form of the solutions that we are going to consider.
For convenience, to make the whole paper seem net, we assume all the coefficient appeared in the (1.1) equal to one. Letρ = 1 in (1.3) and define ρ = 1 + a, we can reformulate the system (1.1) into the following form:
The first main result of the paper is stated as follows. 
for some fixed integer j 0 ≥ 1 (the value of which follows from the proof of the main theorems). The corresponding truncated semi-norms are defined as follows: The second main result of the paper is stated as follows.
Theorem 1.4. (Global wellposedness) Let n = 2, 3 and 2 ≤ p ≤ min(4, 2n/(n − 2)) and, additionally, p = 4 if n = 2.
For any
then the system (1.6) has a unique global solution (a, u, τ) so that for any T > 0
Moreover, there exists some constant C such that
Remark 1.5. Compared with the result by Wang and Wen [43] , the polymer number density and the stress tensor can be not near nonzero equilibrium here.
With the global solutions constructed above, next, a natural problem is what is the large time asymptotic behavior of this solutions. The study of the large-time behavior of solutions to the partial different equations is also an old subject. We refer for instance to [18] , [44] for the compressible Navier-Stokes equations and [37] , [43] , [45] for Oldroyd-B model.
One can now state the third result of the present paper.
Theorem 1.6. (Optical decay) Let (a, u, η, τ) be the global small solutions addressed by Theorem
Remark 1.7. Let p = 2, one can deduce from above decay estimate that
which coincides with the heat flows, thus our decay rate is optimal in some sense.
The paper is organized as follows. In Section 2, we recall the Littlewood-Paley theory and give some useful lemmas about product laws, commutators estimates in Besov spaces.
In Section 3, we complete the proof of Theorem 1.1. In Section 4, we use three subsections to prove Theorem 1.4. In Section 5, we shall prove the decay rate of Theorem 1.6. In the Appendix, we give some product laws in Besov spaces.
Let us complete this section by describing the notations which will be used in the sequel.
Notations:
For two operators A and B, we denote [A, B] = AB − BA, the commutator between A and B. The letter C stands for a generic constant whose meaning is clear from the context. We write a b instead of a ≤ Cb. Given a Banach space X, we shall denote
For X a Banach space and I an interval of R, we denote by C(I; X) the set of continuous functions on I with values in X, and by C b (I; X) the subset of bounded functions of C(I; X).
For q ∈ [1, +∞], L q (I; X) stands for the set of measurable functions on I with values in X, such that t → f (t) X belongs to L q (I). For short, we write L q T (X) instead of L q ((0, T); X). We always let (d j ) j∈Z be a generic element of ℓ 1 (Z) so that ∑ j∈Z d j = 1.
Preliminaries
For readers' convenience, in this section, we list some basic knowledge on Littlewood-Paley theory. The Littlewood-Paley decomposition plays a central role in our analysis. To define it, fix some smooth radial non increasing function χ supported in the ball B(0, 4 3 ) of R n , and with value 1 on, say, B(0, 3 4 
The homogeneous dyadic blocks∆ j are defined on tempered distributions bẏ
Let us remark that, for any homogeneous function A of order 0 smooth outside 0, we have
Definition 2.1. Let p, r be in [1, +∞] and s in R, u ∈ S ′ (R n ). We define the Besov norm by
We then define the spacesḂ s
When employing parabolic estimates in Besov spaces, it is somehow natural to take the time-Lebesgue norm before performing the summation for computing the Besov norm. So we next introduce the following Besov-Chemin-Lerner space L q T (Ḃ s p,r ) (see [1] ):
The index T will be omitted if T = +∞ and we shall denote by
By the Minkowski inequality, we have the following inclusions between the Chemin-
The following Bernstein's lemma will be repeatedly used throughout this paper. 
Next we recall a few nonlinear estimates in Besov spaces which may be obtained by means of paradifferential calculus. Here, we recall the decomposition in the homogeneous context:
The paraproductṪ and the remainderṘ operators satisfy the following continuous properties.
Lemma 2.4 ([1]
). For all s ∈ R, σ ≥ 0, and 1 ≤ p, p 1 , p 2 ≤ ∞, the paraproductṪ is a bilinear, continuous operator fromḂ −σ p 1 ,1 ×Ḃ s p 2 ,1 toḂ s−σ p,1 with 1 p = 1 p 1 + 1 p 2 . The remainderṘ is bilinear continuous fromḂ
. Lemma 2.6. Let n ≥ 2 and 2 ≤ p ≤ min(4, 2n/(n − 2)) and, additionally,p = 4 if n = 2.
(2.7)
Proof. We first use the Bony's decomposition to writė
Applying Lemma 2.4, we obtain
,
(2.9) By Lemma 6.1 in [17] , we have
Thus, the combination of (2.8)-(2.10) shows the validity of (2.7).
Finally, we recall a composition result the parabolic regularity estimate for the heat equation to end this section. 
hold true for s > 0, 1 ≤ p, q ≤ ∞ and a valued in a bounded interval J ⊂ I.
Then there holds the following a priori estimate
The proof of Theorem 1.1
In order to prove the existence part of Theorem 1.1, we use a scheme similar to the case of barotropic Navier-Stokes equations, see [16] , [12] , [24] for example. More precisely, let
and τ F be the solution to the linear system
We use a standard scheme for proving the existence of the solutions • We smooth out the data and get a sequence of smooth solutions (a n ,ū n ,η n ,τ n ) of an approximated system of (3.3), on a bounded interval [0; T n ] which may depend on n.
• We exhibit a positive lower bound T for T n , and prove uniform estimates on a n ,ū n ,η n , τ n .
• We use compactness to prove that the sequence (a n ,ū n ,η n ,τ n ) converges, up to extraction, to a solution of (3.3).
As the above processes are rather standard, we refer for instance to [12] , [17] , [24] . Moreover, we can get the uniqueness in the same way as [16] , [12] , [24] . Here, we omit the details for brevity.
The proof of Theorem 1.4
In this section, we shall use three subsections to prove Theorem 1.4.
The estimates in the low frequencies
In this subsection, we give the estimates of the solutions in the low frequencies. Applyinġ ∆ j to the second equation of (1.6), then taking the L 2 inner product with∆ j η, we have
in which we have used the following Bernstein's inequality: there exists a positive constant
Using the Hölder inequality to the inequality (4.1), integrating the resultant inequality from 0 to t, and multiplying by 2 j( n 2 −2) , we can get by summing up about j ≤ j 0 that
Applying Lemma 2.6, one has
which together with (4.2) gives
Along the same derivation of (4.4) we can deduce from the third equation of (1.6) that
Applying Lemma 2.6 once again, we have
).
(4.6)
Inserting the above estimate into (4.5) gives
The Applying∆ j to the (4.8) and taking the L 2 inner product of the resulting equation witḣ ∆ j Pu, applying the Hölder inequality and integrating the resultant inequality over [0, t], then multiplying the inequality by 2 ( n 2 −1)j and taking summation for j ≤ j 0 , we arrive at
.
(4.10)
For the equations in (4.9), an energy estimates for the barotropic linearized equations (see [1] , Prop. 10.23, or [15] ) thus give
ds.
Summing up the above two estimates implies that
. (4.11)
Next, we estimate nonlinear terms on the right hand side of the above inequality.
Firstly, thanks to Lemma 2.5, one has u · ∇u ℓḂ
). (4.12) Similarly, there hold the following three estimates:
Along the same lines, one can deal with the rest two terms in G(a, u, η, τ) , thus, collecting all the above estimates, we can deduce from (4.11) that
). (4.14) Multiplying by a suitable large constant on both sides of (4.7) and then pulsing (4.4), we can finally get by combining the resulting inequality with (4.13) that (a ℓ , u ℓ )
The estimates in the high frequencies
In this subsection, we are concerned with the estimates in the high frequencies part. By a standard energy estimates, we can get from (4.8) that
Pu h
. (4.16)
By the product law Lemma 2.5, we have
(4.17)
The first two terms of G(a, u, η, τ) can be estimated in the same way. To estimate the third term of G(a, u, η, τ) , we use Lemmas 2.5, 2.12 and interpolation inequality to get
). (4.18) Similarly, 20) with N 1 (t) defined in (4.14) .
Similarly, from the second equation of (1.6), we have 21) and from the third equation of (1.6), we have
), (4.24) hence, we get by summing up (4.21) and (4.22) that
To estimate the high frequencies part of (a, Qu), we follow the method used in [13] , [24] to introduce a new quantity Γ def = Qu − ∆ −1 ∇a, from which and the second equation of (4.9), we have QG(a, u, η, τ) . (4.26) We get by a standard energy argument that
ds. (4.27)
Plugging Qu = Γ + ∆ −1 ∇a into the first equation in (4.9) gives
which further implies that 
The other nonlinear terms on the right hand side of (4.27), (4.29) can be estimates similarly to (4.17), (4.18), (4.23), (4.24), thus, the combination of (4.27) and (4.29) implies that
with N 1 (t) defined in (4.14) .
Combining with (4.20), (4.25) and (4.31) and using Qu = Γ + ∆ −1 ∇a, we have
with N 1 (t) defined in (4.14).
Complete the proof of Theorem 1.4
Now, we can complete the proof of our main Theorem 1.4 by the continuous arguments.
Denote
, and
Combining with (4.15) and (4.32), we can get
Under the setting of initial data in Theorem1.4, there exists a positive constant C 0 such that X 0 ≤ C 0 ε. Due to the local existence result which has been achieved by Theorem 1.1, there exists a positive time T such that
Let T * be the largest possible time of T for what (4.34) holds. Now, we only need to show T * = ∞. By the estimate of (4.33), we can use a standard continuation argument to show that T * = ∞ provided that ε is small enough. We omit the details here. Hence, we finish the proof of Theorem 1.4.
The proof of Theorem 1.6
In this section, we shall follow the method used in [23] and [44] to get the decay rate of the solutions constructed in the previous section. From the proof of Theorem 1.4, we can get the following inequality (see the derivation of (4.15) and (4.32) for more details): 
(5.1)
By Theorem 1.4, the following estimate holds: 
, then there exists a constant C 0 > 0 depends on the norm of the initial data such that for all t ≥ 0,
Proof. To simplify the process of proof, we first define the nonlinear terms in (1.6) as:
From the first equation and four equation of (1.6), we get by a similar derivation of
From the second and the third equation of (1.6), we get by using Lemma 2.13 in the low frequencies that
and τ ℓḂ
Multiplying by a suitable large constant on both sides of (5.9) and then pulsing (5.10), we can finally get by combining the resulting inequality with (5.8) that
To estimate the nonlinear terms in f 1 , f 2 , f 3 , f 4 , we claim the following important estimates, which we shall postpone its proof in the Appendix: E ∞ (t)E 1 (t). (5.14) Combining (5.13) and (5.14) with the identity div (au) = u · ∇a ℓ + adivu ℓ + u · ∇a h + adivu h , gives
Along the same lines, we have
. (5.16) To bound the terms in f 3 , we use the decomposition u = u ℓ + u h , andτ = τ ℓ + τ h to get
). (5.17) It follows from the third estimate in (5.12) that
can be bounded the same as (5.17), (5.18), thus we can get 
from which we get
Similarly,
Thanks to our's claim (5.12) again, we have
In all, collecting the above estimates, we obtain that 
Thus, one can employ nonlinear generalisations of the Gronwall's inequality to get (a, u)(t, ·) ℓḂ
for all t ≥ 0, where C 0 > 0 depends on the norm of the initial data.
Consequently, we complete the proof of Proposition 5.1.
For any n 2 − 2n p ≤ σ < n 2 − 1, it follows from interpolation inequality that (a, u) ℓḂ
Similarly, denote 1 p + 1 p * = 1 2 , the second term in (A.1) can be estimated as follows
Using the fact that σ + n p ≥ 0, we can deal with the last term in (A.1) as
The combination of (A.2)-(A.4) gives the first estimate in (5.12) . Now, we are in a position to prove the second estimate in (5.12) . We also use Bony's decomposition to write f g ℓ =Ṫ f g ℓ +Ṫ g ℓ f +Ṙ( f , g ℓ ). It follows from the Hölder inequality and the Bernstein inequality to get
Along the same lines, one has
2,∞ . (A.6)
As σ + 2n p − n 2 > 0, we can deal with the the remainder term as follows:
Summing up (A.5), (A.6) and (A.7), we can arrive at the second estimate in (5.12) .
Finally, we are concerned with the third estimate in (5.12) . Thanks to Bony's decomposition again f g h =Ṫ f g h +Ṫ g h f +Ṙ( f , g h ).
(A.8)
By virtue of the Hölder inequality, Bernstein's inequality and the fact σ < n 2 − 1, one deduce that
(A.9)
The term ∆ j R( f , g h ) L 2 can be dealt in a similar manner,
(A.10)
It follows from Bernstein's inequality that
