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Abstract
A contingency table summarizes the conditional frequencies of two attributes and
shows how these two attributes are dependent on each other. Thus, this table is a
fundamental tool for pattern discovery with conditional probabilities, such as rule
discovery. In this paper, a contingency table is interpreted from the viewpoint of
granular computing. The rst important observation is that a contingency table
compares two attributes with respect to the number of equivalence classes. The
second important observation is that matrix algebra is a key point of analysis of
this table. Especially, the degree of independence, rank plays a very important role
in extracting a probabilistic model from a given contingency table.
Key words: Statistical independence, linear independence,
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1 Introduction
Independence (dependence) is a very important concept in data mining, es-
pecially for feature selection. In rough sets[4], if two attribute-value pairs,
say [c = 0] and [d = 0] are independent, their supporting sets, denoted by C
and D do not have a overlapping region (C \D = ), which means that one
attribute independent to a given target concept may not appear in the clas-
sication rule for the concept. This idea is also frequently used in other rule
discovery methods: let us consider deterministic rules, described as if-then
rules, which can be viewed as classic propositions (C ! D). From the set-
theoretical point of view, a set of examples supporting the conditional part of
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a deterministic rule, denoted by C, is a subset of a set whose examples belong
to the consequence part, denoted by D. That is, the relation C  D holds and
deterministic rules are supported only by positive examples in a dataset[8].
When such a subset relation is not satised, indeterministic rules can
be dened as if-then rules with probabilistic information[7]. From the set-
theoretical point of view, C is not a subset, but closely overlapped with D.
That is, the relations C \D 6=  and jC \Dj=jCj  Æ will hold in this case.
3
Thus, probabilistic rules are supported by a large number of positive examples
and a small number of negative examples.
On the other hand, in a probabilistic context, independence of two at-
tributes means that one attribute (a
1
) will not inuence the occurrence of the
other attribute (a
2
), which is formulated as p(a
2
ja
1
) = p(a
2
).
Although independence is a very important concept, it has not been fully
and formally inv estigated as a relation between two attributes.
In this paper, a contingency table of categorical attributes is focused on
from the viewpoint of granular computing. The rst important observation
is that a contingency table compares two attributes with respect to informa-
tion granularity. Since the n umber of values of a given categorical attribute
corresponds to the number of equivalence classes, a given contingency table
compares the characteristics of information granules: n  n table compares
two attributes with the same granularity, while a m  n(m  n) table can
be viewed as comparison of two partitions, which hav em and n equivalence
classes.
The second important observation is that matrix algebra is a k ey point
of analysis of this table. A contingency table can be viewed as a matrix
and several operations and ideas of matrix theory are introduced in to the
analysis of the contingency table. Especially, The degree of independence,
rank plays a very important role in extracting a probabilistic model from a
given contingency table. When the rank of the giv entable is equal to 1.0,
one attribute in the table are statistically independent of the other attributes.
When the rank is equal to n, which is the number of values of at least one
attribute, then two attributes are dependent. Otherwise, the ro wor columns
of contingency table are partially independent, which gives very in teresting
statistical models of these two attributes.
The paper is organized as follo ws: Section 2 discusses the characteristics
of contingency tables. Section 3 shows the denitions of statistical measures
used for contingency tables and their assumptions. Section 4 discusses the
rank of the corresponding matrix of a contingency table when the given table
is two way. Section 5 extends the abov e idea into a multi-way contingency
table. Finally, Section 6 concludes this paper.
This paper is a preliminary study on the concept of independence in sta-
3
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tistical analysis, and the following discussions are v ery intuitive. Also, for
simplicity of discussion, it is assumed that a contingency table gives a square
matrix (nn).
2 Contingency Table from Rough Sets
2.1 Accuracy and Coverage
In the subsequent sections, the following notations is adopted, which is intro-
duced in [6 ]. Let U denote a nonempty, nite set called the universe and A
denote a nonempty, nite set of attributes, i.e., a : U ! V
a
for a 2 A, where
V
a
is called the domain of a, respectively. Then, a decision table is dened as
an information system, A = (U;A[fDg), where fDg is a set of given decision
attributes. The atomic formulas ov erB  A [ fDg and V are expressions of
the form [a = v], called descriptors ov erB, where a 2 B and v 2 V
a
. The
set F (B; V ) of form ulas ov erB is the least set containing all atomic formulas
over B and closed with respect to disjunction, conjunction and negation. F or
each f 2 F (B; V ), f
A
denote the meaning of f in A, i.e., the set of all objects
in U with property f , dened inductively as follows.
(i) If f is of the form [a = v] then, f
A
= fs 2 U ja(s) = vg
(ii) (f ^ g)
A
= f
A
\ g
A
; (f _ g)
A
= f
A
_ g
A
; (:f)
A
= U   f
a
By using this framework, classication accuracy and cov erage, or true positive
rate is dened as follows.
Denition 2.1
Let R and D denote a formula in F (B; V ) and a set of objects whose decision
attribute is given as d, respectively. Classication accuracy and cov erage(true
positive rate) for R! D is dened as:

R
(D) =
jR
A
\Dj
jR
A
j
(= P (DjR)); and 
R
(D) =
jR
A
\Dj
jDj
(= P (RjD));
where jAj denotes the cardinality of a set A, 
R
(D) denotes a classication
accuracy of R as to classication of D, and 
R
(D) denotes a co v erage,or a
true positive rate of R to D, respectively .
2.2 Two-way Contingency Table
From the viewpoint of information systems, a contingency table summarizes
the relation between two attributes with respect to frequencies. This viewpoint
has already been discussed in [9,10]. However, this study focuses on more
statistical interpretation of this table.
Denition 2.2 Let R
1
and R
2
denote binary attributes in an attribute space
A. A contingency table is a table of a set of the meaning of the follo wing
formulas: j[R
1
= 0]
A
j,j[R
1
= 1]
A
j, j[R
2
= 0]
A
j,j[R
1
= 1]
A
j, j[R
1
= 0 ^ R
2
=
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0]
A
j,j[R
1
= 0 ^ R
2
= 1]
A
j, j[R
1
= 1 ^ R
2
= 0]
A
j,j[R
1
= 1 ^ R
2
= 1]
A
j,
j[R
1
= 0 _ R
1
= 1]
A
j(= jU j). This table is arranged into the form shown in
Table 1, where: j[R
1
= 0]
A
j = x
11
+ x
21
= x
1
, j[R
1
= 1]
A
j = x
12
+ x
22
= x
2
,
j[R
2
= 0]
A
j = x
11
+ x
12
= x
1
, j[R
2
= 1]
A
j = x
21
+ x
22
= x
2
, j[R
1
= 0 ^ R
2
=
0]
A
j = x
11
, j[R
1
= 0 ^ R
2
= 1]
A
j = x
21
, j[R
1
= 1 ^ R
2
= 0]
A
j = x
12
,
j[R
1
= 1 ^ R
2
= 1]
A
j = x
22
, j[R
1
= 0 _R
1
= 1]
A
j = x
1
+ x
2
= x

(= jU j).
Table 1
Two way Contingency Table
R
1
= 0 R
1
= 1
R
2
= 0 x
11
x
12
x
1
R
2
= 1 x
21
x
22
x
2
x
1
x
2
x

(= jU j = N)
F rom this table, accuracy and coverage for [R
1
= 0]! [R
2
= 0] are dened
as:

[R
1
=0]
([R
2
= 0])=
j[R
1
= 0 ^ R
2
= 0]
A
j
j[R
1
= 0]
A
j
=
x
11
x
1
;
and

[R
1
=0]
([R
2
= 0])=
j[R
1
= 0 ^ R
2
= 0]
A
j
j[R
2
= 0]
A
j
=
x
11
x
1
:
Example.
Let us consider an information table shown in T able2. The relationship
Table 2
A Small Dataset
a b c d e
1 0 0 0 1
0 0 1 1 1
0 1 2 2 0
1 1 1 2 1
0 0 2 1 0
between b and e can be examined by using the corresponding contingency table
as follows. First, the frequencies of four elementary relations are counted,
called marginal distributions: [b = 0], [b = 1], [e = 0], and [e = 1]. Then,
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the frequencies of four kinds of conjunction are counted: [b = 0] ^ [e = 0]
, [b = 0] ^ [e = 1] , [b = 1] ^ [e = 0] , and [b = 1] ^ [e = 1]. Then, the
follo wingcontingency table is obtained (Table 3). F romthis table, accuracy
Table 3
Corresponding Contingency Table
b=0 b=1
e=0 1 1 2
e=1 2 1 3
3 2 5
and cov erage for [b = 0] ! [e = 0] are obtained as 1=(1 + 2) = 1=3 and
1=(1 + 1) = 1=2.
One of the important observations from granular computing is that a con-
tingency table shows the relations between two attributes with respect to
intersection of their supporting sets. F orexample, in Table 3, both b and e
hav e two dierent partitions of the universe and the table gives the relation
between b and e with respect to the intersection of supporting sets. It is easy
to see that this idea can be extended into n  way contingency tables, which
can be viewed as n n-matrix.
2.3 Multi-way Contingency Table
Two-way contingency table can be extended into a contingency table for multi-
nominal attributes.
Denition 2.3 Let R
1
and R
2
denote multinominal attributes in an attribute
space A which hav em and n values. A contingency tables is a table of a set
of the meaning of the following formulas: j[R
1
= A
j
]
A
j, j[R
2
= B
i
]
A
j, j[R
1
=
A
j
^ R
2
= B
i
]
A
j, j[R
1
= A
1
^ R
1
= A
2
^    ^ R
1
= A
m
]
A
j, j[R
2
= B
1
^ R
2
=
A
2
^    ^R
2
= A
n
]
A
j and jU j (i = 1; 2; 3;    ; n and j = 1; 2; 3;    ; m). This
table is arranged in to the form shown in Table 1, where: j[R
1
= A
j
]
A
j =
P
m
i=1
x
1i
= x
j
, j[R
2
= B
i
]
A
j =
P
n
j=1
x
ji
= x
i
, j[R
1
= A
j
^ R
2
= B
i
]
A
j = x
ij
,
jU j = N = x

(i = 1; 2; 3;    ; n and j = 1; 2; 3;    ; m).
3 Chi-square Test
One of the most important tests which check the independence of two at-
tributes is chi-square test. Although it is frequently used, the fundamental
issue of this test has never fully examined from the viewpoint of granular
computing and data mining. Here, the meaning of this test from this view
will be reinterpreted.
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Table 4
Contingency Table (nm)
A
1
A
2
   A
n
Sum
B
1
x
11
x
12
   x
1n
x
1
B
2
x
21
x
22
   x
2n
x
2
                 
B
m
x
m1
x
m2
   x
mn
x
m
Sum x
1
x
2
   x
n
x

= jU j = N
Especially, it is notable that this test statistic measures the square distance
between joint probabilities of given two attributes a
1
and a
2
, p(a
1
; a
2
) and
product sum of both probabilities p(a
1
)p(a
2
): (p(a
1
; a
2
)  p(a
1
)p(a
2
))
2
.
3.1 Denitions
The chi-square test is based on the following theorem[5].
Theorem 3.1 In a general case, when a contingency table shown in Table 4
is given, the test statistic:

2
=
n;m
X
i;j=1
(x
ij
  x
i
x
j
=N)
2
x
i
x
j
=N
(1)
follows chi-square distribution with the freedomof (n  1)(m  1).
In the case of binary attributes shown in Table 1, this test statistic can
be transformed into the following simple formula and it follows the chi-square
distribution with the freedom of one.

2
=
N(x
11
x
22
  x
12
x
21
)
2
x
1
x
2
x
1
x
2
(2)
One of the core ideas of the chi-square test is that the test statistic measures
the square of dierence between the real value and the expected value of one
column. In the example shown in Table 4, (x
11
  x
1
x
1
=N)
2
measures the
dierence between x
11
and the expected value of this column x
1
 x
1
=N
where x
1
=N is a marginal distribution of B
1
.
Another core idea is that x
1
x
1
=N is equivalent to the variance of marginal
distributions if they follow multinominal distributions.
4
Thus, the chi-square
test statistic is equivalent to tthe otal sumof the ratio of the square distance
s
2
to the corresponding variance 
2
. Actually, the theorem abov e comes from
4
If the probabilities p and q come from the multinominal distribution, Npq is equal to
variance.
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more general theorem as a corollary if a given multinominal distribution con-
verges into a normal distribution.
Theorem 3.2 If x
1
,x
2
,   , x
n
are randomly selected from the population fol-
lowing a normal distribution N(m; 
2
), the formula
y =
1

2
n
X
i=1
(x
i
 m)
2
follows the 
2
distribution with the freedom of (n  1).
In the subsequent sections, it is assumed that all these abov e statistical
assumptions will hold.
3.2 Chi-square Test and Statistical Independence
Since x
ij
=N, a
i
=N and b
j
=N are equal to p(A
i
; B
j
), p(A
i
) and p(B
j
), the
equation 1 will become:

2
=
n;m
X
i;j=1
(p(A
i
; B
j
)  p(A
i
)p(B
j
))
2
p(A
i
)p(B
j
)
(3)
Therefore, a chi-square test statistic exactly checks the degree of statistical
independence. When all the combinations of i and m satisfy p(A
i
; B
j
) =
p(A
i
)p(B
j
), that is, when 
2
is equal to 0, two attributes A and B are com-
pletely statistical independent. If 
2
is strongly deviated from 0, this test
statistic suggests that two attributes are strongly dependent.
It is notable that (ad  bc)
2
appears on the nominator in the equation (2).
This factor, ad  bc exactly corresponds to the determinant of a matrix when
the contingency table(Fig. 1) is regarded as a matrix. According to the matrix
theory, if ad   bc is equal to 1.0, then the rank of a giv enmatrix is equal to
1.0. Thus, this observation suggests that the rank can be used to check the
independence of two attributes. F or example, in Table 1, b and e are dependent
because ad  bc = 1 1  1 2 =  1 < 0.
4 Rank of Contingency Table (two-way)
4.1 Preliminaries
Denition 4.1 A corresponding matrix C
T
a;b
is dened as a matrix the ele-
ment of which are equal to the value of the corresponding contingency table
T
a;b
of two attributes a and b, except for marginal values.
Denition 4.2 The rank of a table is dened as the rank of its corresponding
matrix. The maximum value of the rank is equal to the size of (square) matrix,
denoted b yr.
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Example.
Let the table given in Table 3 be dened as T
b;e
. Then, C
T
b;e
is:
0
@
1 1
2 1
1
A
Since the determinant of C
T
b;e
det(C
T
b;e
) is not equal to 0, the rank of C
T
b;e
is equal to 2. It is the maximum value (r = 2), so b and e are statistically
dependent.
4.2 Independence when the table is two-way
From the results in linear algebra, sev eralresults are obtained. (The proofs
is omitted.) First, it is assumed that a contingency table is given as Table 1.
Then the corresponding matrix (C
T
R
1
;R
2
) is given as:
0
@
x
11
x
12
x
21
x
22
1
A
;
Proposition 4.3 The determinant of det(C
T
R
1
;R
2
) is e qual tojx
11
x
22
 x
12
x
21
j.
Proposition 4.4 The rank will be:
rank =
(
2; if det(C
T
R
1
;R
2
) 6= 0
1; if det(C
T
R
1
;R
2
) = 0
If the rank of det(C
T
b;e
) is equal to 1, according to the theorems of the
linear algebra, it is obtained that one ro w or column will be represented b y
the other column. That is,
Proposition 4.5 L etr
1
and r
2
denote the rows of the corresponding matrix
of a given two-way table, C
T
b;e
. That is,
r
1
= (x
11
; x
12
); r
2
= (x
21
; x
22
)
Then, r
1
can be represented by r
2
:
r
1
= kr
2
;
where k is given as:
k =
x
11
x
21
=
x
12
x
22
=
x
1
x
2
What is the meaning of Proposition 4.5? Since x
11
=x

, x
21
=x

, x
1=x


and
x
2=x


are equal to p([R
1
= 0; R
2
= 0]), p([R
1
= 0; R
2
= 1]), p([R
2
= 0]) and
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p([R
2
= 1]), respectively,
k =
p([R
1
= 0; R
2
= 0])
p([R
1
= 0; R
2
= 1])
=
p([R
2
= 0])
p([R
2
= 1])
After several steps of computation, nally the follo wing relation is obtained:
p([R
1
= 0]; [R
2
= 0]) = p([R
1
= 0])p([R
2
= 0]);
which is equivalent to statistical independence. That is,
Theorem 4.6 If the rank of the corr esponding matrix is 1, then two attributes
in a given contingency table ar estatistically independent. Thus,
rank =
(
2; dependent
1; statistical independent
4.3 Other Characteristics
Since the meanings of attributes are very clear in binary cases, the following
result is obtained.
Theorem 4.7 The distribution of cells in a given contingency table will be
roughly evaluated by the determinant of the corresponding matrix. That is,
(
det(C
T
R
1
;R
2
) > 0 : x
11
and x
22
ar edominant;
det(C
T
R
1
;R
2
) < 0 : x
12
and x
21
ar edominant.
5 Rank of Contingency Table (Multi-way)
In the case of a general square matrix, the results in the two-way contin-
gency table can be extended. Especially, it is v ery important to observe that
conventional statistical independence is only supported when the rank of the
corresponding is equal to 1. Let us consider the contingency table of c and d
in Table 2, which is obtained as follows. Thus, the corresponding matrix of
Table 5
Contingency Table for c and d
c=0 c=1 c=2
d=0 1 0 0 1
d=1 0 1 1 2
d=2 0 1 1 2
1 2 2 5
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this table is:
0
B
B
B
@
1 0 0
0 1 1
0 1 1
1
C
C
C
A
;
whose determinant is equal to 0. It is clear that its rank is 2. It is in teresting to
see that if the case of [d = 0] is removed, then the rank of the corresponding
matrix is equal to 1 and two ro ws are equal. Thus, if the value space of
d into f1; 2g is restricted, then c and d are statistically independent. This
relation is called contextual independence[1 ], which is related with conditional
independence.
However, another type of weak independence is observed: let us consider
the contingency table of a and c. The table is obtained as Table 6:
Table 6
Contingency Table for a and c
a=0 a=1
c=0 0 1 1
c=1 1 1 2
c=2 2 0 2
3 2 5
Its corresponding matrix is:
0
B
B
B
@
0 1
1 1
2 0
1
C
C
C
A
;
Since the corresponding matrix is not square, the determinant is not dened.
But it is easy to see that the rank of this matrix is two. In this case, even
any attribute-value pair removed from the table will not generate statistical
independence.
However, in teresting relations can be found. Let r
1
, r
2
and r
3
denote the
rst, second and third row, respectively. That is, r
1
= (0; 1), r
2
= (1; 1) and
r
3
= (2; 0).
Then, it is easy to see that r
3
= 2(r
2
  r
1
), which can be viewed as:
p([c = 2]) = 2(p([c = 1])  p([c = 0]));
which gives a probabilistic model between attribute-value pairs. According to
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linear algebra, when we have a mn(m  n) or nm corresponding matrix,
the rank of the corresponding matrix is less than n. Thus:
Theorem 5.1 If the corresp onding matrix ofa given contingency table is not
square and of the form mn(m  n) , then its rank is less than n. Especially,
the row r
n+1
; r
n+2
;    ; r
m
can be represented by:
r
k
=
r
X
i=1
k
i
r
i
(n+ 1  k  m);
where k
i
and r denote the constant and the rank of the corresponding matrix,
respectively. This can be interpreted as:
p([R
1
= A
k
]) =
r
X
i=1
k
i
p([R
1
= A
i
])
Finally, the relation between rank and independence in a multi-way con-
tingency table is obtained.
Theorem 5.2 L et the corresp ondingmatrix of a given contingency table be
a square n  n matrix. If the rank of the corresponding matrix is 1, then
two attributes in a given contingency table ar e statistically independent. If
the rank of the corresp ondingmatrix is n , then two attributes in a given
contingency table ar edependent. Otherwise, two attributes are contextual de-
pendent, which means that several conditional prob abilitiescan be represented
by a linear combination of conditional pr ob abilities.Thus,
rank =
8
>
<
>
:
n dependent
2;    ; n  1 contextual independent
1 statistical independent
6 Conclusion
In this paper, a contingency table is interpreted from the viewpoint of granular
computing and statistical independence. From the correspondence between
contingency table and matrix, the following observations are obtained: in the
case of statistical independence, the rank of the corresponding matrix of a
given contingency table is equal to 1. That is, all the rows of contingency
table can be described b y one ro w with the coeÆcient given b y a marginal
distribution. If the rank is maximum, then two attributes are dependent.
Otherwise, some probabilistic structure can be found within attribute -value
pairs in a given attribute. Thus, matrix algebra is a key point of the analysis
of a contingency table and the degree of independence, rank plays a very
important role in extracting a probabilistic model.
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This paper is a preliminary study on the formal studies on contingency
tables, and the discussions are very intuitive, not mathematically rigor. More
formal analysis will appear in the future work.
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