Electric and thermal transport properties of a ν = 2/3 fractional quantum Hall junction are analyzed. We investigate the evolution of the electric and thermal two-terminal conductances, G and G Q , with system size L and temperature T . This is done both for the case of strong interaction between the 1 and 1/ 3 modes (when the low-temperature physics of the interacting segment of the device is controlled by the vicinity of the strong-disorder Kane-Fisher-Polchinski fixed point) and for relatively weak interaction, for which the disorder is irrelevant at T = 0 in the renormalization-group sense. The transport properties in both cases are similar in several respects. In particular, G(L) is close to 4/3 (in units of e 2 /h) and G Q to 2 (in units of πT/6 ) for small L, independently of the interaction strength. For large L the system is in an incoherent regime, with G given by 2/3 and G Q showing the Ohmic scaling, G Q ∝ 1/L, again for any interaction strength. The hallmark of the strong-disorder fixed point is the emergence of an intermediate range of L, in which the electric conductance shows strong mesoscopic fluctuations and the thermal conductance is G Q = 1. The analysis is extended also to a device with floating 1/3 mode, as studied in a recent experiment [A. Grivnin et al, Phys. Rev. Lett. 113, 266803 (2014)].
Introduction
It is well understood that remarkable properties of 2D electron gas in the integer quantum Hall effect [1] are related to Anderson localization of electrons in the bulk of the system when the Fermi energy is away from the center of a Landau level. The only delocalized excitations at the Fermi energy are then edge states [2] . Related physics occurs in the fractional quantum Hall effect (FQHE) [3] , albeit in a more complex setting. In this case, bulk excitations are fractionally charged quasiparticles [4] [5] [6] that again become localized by disorder. As a result, the only low energy excitations that can contribute to transport are edge modes. It was shown research directions.
Formulation of the problem

Preliminaries
We consider the ν = 2/3 FQHE edge consisting of a left-moving mode 1 and a right-moving mode 1/3. In the absence of both tunneling and interaction between these modes, the real-time action is given by [7, 16] :
The imaginary-time (Euclidean) version of this action reads
Calculating from this action fields canonically conjugated to φ 1 and φ 1/3 , one finds the commutation relations
It is easy to see that φ 1 and φ 1/3 are a left-moving and a right-moving fields, respectively. The physical electric charge density is given by
The operator for the intermode tunneling induced by disorder is given by S dis = dxdτλ(x) exp iφ 1 + 3iφ 1/3 + h.c.
Here the operator e iφ 1 creates an electron in the (left-moving) mode 1, while e iφ 1/3 annihilate a quasiparticle of charge 1/3 in the right-moving mode 1/3. The linear combination entering the exponent in Eq. (6) is dictated by charge conservation.
The electrostatic interaction between the modes 1 and 1/3 is described by the term proportional to the product of corresponding densities,
where u is the intermode interaction strength. It is convenient to characterize the latter by a dimensionless parameter [16] c = 2u
4 with c > 0 corresponding to the repulsive interaction. The condition of stability of the system amounts to |c| < 1. It is further useful to define [16] a related dimensionless parameter ∆ (which determines the scaling dimension of the tunneling operator) given by
The case of non-interacting 1 and 1/3 modes (c = 0) corresponds to ∆ = 2. In the presence of interaction u, the bare modes 1 and 1/3 cease to be the eigenmodes of the problem. The new eigenmodes, which are linear combinations of φ 1 and φ 1/3 can be straightforwardly obtained by a Bogoliubov transformation. For a particular interaction strength c = √ 3/2 (i.e., ∆ = 1) they take the form
The modes φ ρ and φ σ play a central role for the problem under consideration. Indeed, φ ρ is nothing but a total charge mode, as is clear from the comparison of Eq. (10) with Eq. (5) . On the other hand, φ σ is a neutral mode, i.e., it does not carry electric charge.
In the sequel, it will be convenient to normalize the field φ 1/3 differently, in order to get rid of the factor 1/3 in the commutation relation (4) . We thus define the fields
and corresponding densities
They satisfy the standard commutation relations
where η = +1 for the right-moving mode φ R and −1 for the left-moving mode φ L . With these notations, the Hamiltonian in the absence of interaction and tunneling between the φ L and φ R modes takes the standard form
The modes φ ρ and φ σ , with the corresponding densities defined by Eq. (12) , satisfy the same commutation relations (14) , with η = +1 for the right-moving mode φ σ and −1 for the leftmoving mode φ ρ . The two basis sets (φ R , φ L ) and (φ σ , φ ρ ) are related by a U(1,1) rotation
where the coefficients R and T are given by R = 1/ √ 3; T = 2/3; x Figure 1 : Model of the ν = 2/3 FQHE edge as studied in this work. In the middle region, −L/2 < x < L/2, the (φ R , φ L ) modes are coupled by both interaction and disorder while the leads are clean and non-interacting.
Model and conductances
We are now ready to formulate the problem to be studied in this paper. We consider portion of ν = 2/3 FQHE edge of a length L with certain interaction strength and disorder. This middle region of the setup is connected at points x = ±L/2 to "leads", which are modelled as noninteracting (φ R , φ L ) edges, see Fig. 1 . Our goal will be to calculate the electric and thermal dc conductances of this device. More accurately, the two-terminal conductance is defined in a FQHE system that contains two such edges, see Fig. 2 . We will also explore a related setup of Fig. 3 where only the mode 1 is contacted while the 1/3 is floating.
The single ν = 2/3 FQHE edge shown in Fig. 1 is characterized by a 2×2 conductance matrix G i j defined by I i = j (e 2 /h)G i j V j , where V 1 and V 2 are voltages characterizing the incoming 1 and 1/3 modes (i.e., eV 1 and eV 2 are electrochemical potentials of the reservoirs from which these modes emanate), while I 1 and I 2 are currents in outgoing 1 and 1/3 modes, respectively. This matrix is subject to the following constraints:
The first two constraints, Eqs. (19) and (20) , follow from the standard condition in the theory of integer [43, 44] and fractional [7, 32, 45] quantum-Hall edge states that the incident currents emanating from the reservoirs are completely determined by the potentials V 1 and V 2 of the corresponding reservoirs. Specifically, the current incident from the reservoir V 1 in the 1 mode is (e 2 /h)V 1 , while the current incident from the reservoir V 2 in the 1/3 mode is (e 2 /3h)V 2 . The last condition, Eqs. (21) , is the requirement that no current should flow between the 1 and 1/3 edge modes in equilibrium. Thus the conductance matrix of the edge is fully defined by a single parameter G 12 
The two-terminal conductance G of the whole ν = 2/3 sample, as defined by Fig. 2 , is given by
where G (t) 12 and G (b) 12 are the off-diagonal elements of the matricesĜ, Eq. (22) , characterizing the top and the bottom edges, respectively. Each of these matrix elements satisfies [41] . This setup is analyzed in Sec. 6 of the present work.
Here the first inequality follows from the fact that G
12 +G (b) 12 is the conductance between the 1 and 1/3 modes and thus should be non-negative. (Note that G (t) 12 and G (b) 12 can be varied independently.) The second inequality is a consequence of the requirement that the matrix of conductances in a system with four different potentials applied in left and right parts of the system to 1 and 1/3 modes, see Let us consider a system shown in Fig. 4 . We denote by V 1 , V 2 , V 3 , and V 4 , the potential of the left reservoir of the mode 1, left reservoir of the mode 1/3, right reservoir of the mode 1, and the right reservoir of the mode 1/3, respectively. Let I j with j = 1, 2, 3, 4 be the total currents
Figure 4: Setup with four terminals that can in general have distinct voltages V 1 , V 2 , V 3 , and V 4 . It is characterized by a 4 × 4 conductance matrix G i j , see Eqs. (25-(28) . The eigenvalues of the symmetric part of this conductance matrix are given by Eq. (30) .
flowing out of the respective reservoirs. We find, denoting G (α) 12 by g α ,
This yields a 4 × 4 conductance matrix G i j . The dissipated energy is
and is thus determined by the symmetrized conductance matrix (G i j + G ji )/2. Diagonalizing this matrix, we find the eigenvalues
The requirement P ≥ 0 implies that the symmetric part of the matrixĜ is positive semi-definite, i.e., all its eigenvalues are non-negative. Applying this condition to the eigenvalues (30), we find the constraint 0 ≤ g b + g t ≤ 1. Since g b and g t can be varied independently, we get 0 ≤ g α ≤ 1/2, which is the condition (24) . For zero temperature, the inequality (24) can be also obtained by analyzing the energy currents [32, 39] . The proof that we have presented above is valid also for a non-zero temperature. Equation (24) implies that the two-terminal conductance G satisfies
Below we show, employing a microscopic approach (cf. Ref. [36] ), that both limits of the inequality, Eq. (25), can be achieved in reality. 8 Σ Ρ Figure 5 : Model of the ν = 2/3 FQHE edge with interaction strength c = √ 3/2 (∆ = 1): representation in terms of (φ σ , φ ρ ) modes. In the middle region of the edge, −L/2 < x < L/2, the interaction establishes eigenmodes (φ σ , φ ρ ), while the non-interacting leads are characterized by (φ R , φ L ) modes. The disorder is present only in the middle part of the device and affects the φ σ (but not the φ ρ ) mode. In the leads, there is interaction between the φ σ and φ ρ modes.
3. Zero-temperature electric conductance of a ∆ = 1 system
In this section we study the zero-temperature conductance for the case when the interaction in the middle part of the edge is fine tuned to the value c = √ 3/2 corresponding to ∆ = 1. In this situation the modes φ σ and φ ρ in the middle part of the device are completely decoupled. The reason for considering such a situation lies in the fact that ∆ = 1 is an attractive infrared fixed point for a broad interval of bare interaction values. The analysis of this section will thus serve as a starting point for the study of the dependence of the conductance on temperature, length and interaction strength in Sec. 4.
Boundary between interacting and non-interacting sections
In order to evaluate the conductance of the system, we consider first the boundary between the noninteracting, i.e., (φ R , φ L ), and the interacting, i.e., (φ σ , φ ρ ), parts of the system. We will consider this boundary as sharp, which means that the value of the interaction jumps abruptly at the boundary. This assumption is always justified in the considered dc limit ω → 0, since, independently of the specific profile of the interaction varying from c = 0 to c = √ 3/2, this variation is sharp on the length scale set by frequency, L ω ∝ 1/ω → ∞.
Assuming that the (φ R , φ L ) region is at x < 0 and (φ σ , φ ρ ) at x > 0, we obtain the following Hamiltonian of the non-uniform edge, cf. Eq. (17):
where The Hamiltonian (32) is quadratic in the bosonic fields. Its eigenstates are one-boson scattering states. Solving the equations of motion,
we obtain the in-scattering states corresponding to an incoming φ R wave:
as illustrated in the top left panel of Fig. 6 . Here, ǫ denotes the energy of the scattering state. Similarly, the in-scattering states corresponding to an incoming Φ ρ wave are (see the top right panel in Fig. 6 )
The coefficients T and R defined in Eq. (18) have ths the meaning of the transmission and reflection amplitudes at the boundary between the (R, L) and the (ρ, σ) regions. The scattering states for the case where the (R, L) region is to the right and the (ρ, σ) region is to the left of the boundary are obtained in full analogy, cf. the bottom panels of Fig. 6 .
In the next subsection, Sec. 3.2, we will study the effect of disorder in the middle part of the setup. After this, we will be able to study the whole device by combining the analysis of the middle region with that of two boundaries.
Middle segment: interaction and disorder
The Hamiltonian in the middle part of the system can be expressed as a sum of Hamiltonians for the charge mode and the neutral mode. The latter is given by
where the second term accounts for disorder, cf. Eq. (6) . Here a is the ultraviolet cutoff with dimension of length, and λ(x) has dimension of energy. The field φ σ (x) is a chiral boson field with compactification radius 1/ √ 2 and the mode expansion (see Appendix A)
We shall now employ the bosonic language and demonstrate that the disorder can be "gauged out". Here, we will do so by considering the Hamitonian (37) on the entire x axis (with disorder restricted to the region −L/2 < x < L/2); in the next subsection, Sec. 3.3, we will generalize this analysis to a system with leads hosting R and L eigenmodes. The theory defined by Eq. (37) is a chiral version of the random sine-Gordon theory. In the case of non-random λ(x) such a theory was considered also in other related contexts, including bilayer quantum Hall systems [36] and reconstructed quantum Hall edges in the presence of Umklapp scattering [35] . Our analysis in this section employs the methods of Ref. [36] . The difference with Ref. [36] is in the randomness of λ(x) as well as in the presence of leads, see also Refs. [38, 40] .
To proceed, we introduce the operators
The commutation relations for the Fourier components of the operators J a (x) (with a = x, y, z) read (see Appendix B)
which is the level-1 su(2) Kac-Moody algebra. In the real space representation, the commutation relations take the form
In order to gauge out the disorder, we will use the fact that the algebra of the operators J a is invariant under transformations 
Indeed, we have
which proves the invariance stated above. In terms of the operators J a (x), the Hamiltonian (37) can be expressed as follows (see Appendix B):
where
We now look for a transformation of the operators J a that would remove the linear-in-J term in Eq. (46) or at least would make it as simple as possible. The transformation has a form [see Eq. (43)]
where h a S is related to the matrix S by Eq. (44). The transformed Hamiltonian reads
The condition for the cancelation of the linear terms in the transformed Hamiltonian yields the equation
Using the definition of h S , Eq. (44), we find the equation for the rotation matrix S :
or, equivalently, Since U λ is a real antisymmetric matrix, this equation is consistent with the orthogonality of the matrix S . The explicit solution can be written in terms of the path-ordered exponent:
with a constant matrix S (−∞). As it will be clear in Sec. 3.3, in a system with leads, where the neutral and charge modes interact, it is important to restrict the possible gauge transformations S (x) to those not modifying the operator ∂ x φ σ ∼ J z outside the middle part of the system, −L/2 < x < L/2. Equivalently, S (x) should rotate around z axis for all |x| > L/2. To construct such a gauge transformation, let us assume that the disorder λ(x) is non-zero only in the region −L/2 < x < x 0 = L/2 − dl, where dl is a small interval width that will be later sent to zero, see Fig. 7 . For a given realisation of disorder, we compute now the path-ordered exponent
and establish its decomposition in terms of Euler angles
As the last equality indicates, we denote the two rotation around the z axis by S + and S − and the x-axis rotation by eω,
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We chose S (x) according to
where S λ (x) is given by Eq. (52) with S (−∞) = S − . The corresponding Ω S and h S are given by
and
Using Eq. (48), we find the vector functionλ a (x) representing the disorder in the transformed Hamiltonian:λ
Substituting here ω from Eq. (55), we thus obtain the Hamiltonian expressed in terms of transformed operators,
or, in the limit dl → 0,
Equation (61) represents the main result of this subsection. It shows that the effect of disorder can be accumulated in a single point x 0 . It is easy to show by generalizing the above derivation that the role of x 0 can be played by any point, also by one inside the disordered region. In a certain sense, this is similar to the Aharonov-Bohm effect, where, depending on a choice of a gauge, the effect of magnetic flux amounts to a phase jump that can be shifted to an arbitrary point on the contour. We note that sophisticated choice of the gauge transformation S (x), Eq. (56), allows us to prevent the appearance of J z (0) and J y (0) terms in the transformed Hamiltonian. Let us emphasize that the transformation we have used satisfies the boundary conditions
with two non-trivial (but constant) matrices S + and S − . Thus, generally this transformation modifies the operators even outside the disordered region. Moreover, for S − S + this modification is different at x < −L/2 and x > L/2. However, due to our requirement that S + and S − are rotations around the z axis, the operator ∂ x φ σ is not affected by these rotations. This will be of key importance for the analysis of the whole system in the next subsection, Sec. We are now ready to study the whole system consisting of a disordered middle section whose eigenmodes are neutral and charge (2/3) and of clean leads with eigenmodes R and L. The Hamiltonian of the total system has the form
(63) Splitting off the Hamiltonian of an infinite σ-ρ system, we rewrite H as follows:
or, expressing everything through the φ ρ and φ σ fields (cf. Sec. 3.1),
Now we apply to this Hamiltonian the transformation S (x) (which acts on the φ σ field only) defined in Sec. 3.2. The key point here is that this transformation acts trivially on the ∂ x φ σ outside the interval (−L/2, L/2) and thus does not affect the last line in Eq. (65). Therefore, as in Sec. 3.2, we can gauge out the disorder-collecting its effect onto a single point x 0 = 0-without affecting the form of the Hamiltonian in the leads. Choosing for definiteness x 0 = 0 and omitting the tilde in the symbols for transformed fields, we get the Hamiltonian
or, equivalently, with h = θ/6π, . This RG will describe renormalization of this disorder-induced term by interaction between the φ ρ and φ σ modes in the leads. From symmetry considerations, it is clear that the points θ = 0 and θ = π are fixed points of the RG. We first consider the problem near the clean fixed point θ = 0. We begin by integrating out all the degrees of freedom apart from φ σ (x = 0, t) ≡ φ(t). This is done in a standard way by introducing a Lagrange multiplier ξ(t), after which the intergral over φ(t) becomes Gaussian:
where D σσ is the Green function of the field φ σ ,
Integrating now out the ξ-field, we get the action for the field φ(t) at the position of the "impurity" (x = 0):
Evaluating the propagator entering Eq. (71), we obtain
where τ = L/v is the mean flight time through the middle part of the system, withv
σ )/2. Equation (72) stems from the expansion of the field φ σ (0, t) in terms of the incoming right and left fields (see Fig. 6 ),
and the Green functions of the incoming fields,
Indeed, it follows from Eq. (73) that
Performing the Fourier transformation, using Eq. (74), and substituting the result in Eq. (71), we obtain Eq. (73). The function K(ω) has the asymptotic behavior (we recall that R = 1/ √ 3)
the crossover between them takes place at frequencies ω ∼ 1/τ determined by the flight time through the middle part of the device. 16 The RG equation that describes the flow of h with the frequency ω reads
where L = ln(1/ω). Equivalently, one can view Eq. (77) as describing the flow of h with the length L 0 of the leads. For this purpose, the frequency ω in Eq. (75) should be understood as a running energy scale corresponding to the running length L 0 of the leads. It can be checked that the non-trivial renormalization of h comes from the fluctuations of the bosonic filed in the 1/3 lead. Thus, the relevant velocity is that of the 1/3 mode, i.e., ω ∼ v L /L 0 . The flow becomes non-trivial when K(ω) differs essentially from unity, which is the case for ω 1/τ, or, in terms of the length scale, for
Below we will drop for brevity the dimensionless ratio of velocities in this condition, writing it simply as L 0 L. In this regime 1 − K is negative, so that h decreases under the RG flow. Thus, the clean (h = 0) fixed point is stable (attractive).
Renormalization group near θ = π
Let us now describe the RG near the second fixed point of the Hamiltonian (66), (67), θ = π (or, equivalently, h = 1/6). When θ is exactly equal to π, the factor R x (θ) in Eq. (54) is a rotation by angle π around the x axis. Such a rotation transforms the z axis into −z. In this situation, we can gauge out the disorder completely by using the transformation generated by S λ (x) and still have a quadratic Hamiltonian. The resulting fixed-point Hamiltonian reads:
Equation (79) is obtained from Eq. (17) by a transformation R → −R associated with the sign change ∂ x φ σ → −∂ x φ σ generated by S λ (+∞). A small deviation from this fixed point,θ = π − θ ≪ 1, will generate a perturbation of the Hamiltonian (78) by a cosine term analogous to the last term in Eq. (66) with a prefactor given byθ. Proceeding in full analogy with the analysis in Sec. 3.3.2, we can derive an RG equation
The resulting expression forK(ω) can be obtained from that for
with asymptotic valuesK
SinceK(0) < 1, this fixed point is unstable (repulsive). Thus, the infrared RG flow is directed from the θ = π fixed point towards the θ = 0 fixed point.
Conductance at the fixed points
It remains to calculate the value of the (two-terminal) conductance at the fixed points with θ = 0 and θ = π. We consider a quantum Hall sample with two opposite edges, see Fig. 2 . In the top-edge "leads" the mode 1 propagates to the left and the mode 1/3 to the right, as shown in Fig. 6 . In the bottom edge the situation is opposite. We bias the incoming modes in the left leads (which are the 1/3 mode in the top edge and the 1 mode in the bottom edge) by a small voltage V as compared to the incoming modes in the right leads. The two-terminal conductance G is defined as G = I/V where I is the resulting current from left to right, see Sec. 2.2. According to Eq. (23), the two-terminal conductance is determined by the parameters G 12 for each of two saddle points is presented in Appendix C; here we present a brief sketch of the argument and the result.
For the case when each of two edges is characterized by the trivial (θ = 0) fixed point, the zero-frequency transmission amplitudes for both the 1/3 and the 1 incoming modes are equal to unity, which yields the conductance (in units of e 2 /h)
In terms of the notations introduced in Sec. 2.2, this corresponds to G
12 = 0 (no backscattering between the two channels). This situation realizes the largest possible value of the twoterminal conductance G, see Eq. (25) .
If each of the edges is characterized by the nontrivial fixed point (θ = π), the transmission amplitudes of both incoming modes are equal to
where we have take into account that R = 1/ √ 3 and T = √ 2/3. In terms of the fieldsφ R andφ L the physical charge density reads
Thus, the fieldφ R carries charge of −1/3, and the conductance is equal to
In terms of the notations of Sec. 2.2, this corresponds to G
. This situation realizes the lowest possible value of the two-terminal conductance G, see Eq. (25) . The value G 12 = 1/2 corresponds to the limit of the strongest local scatterer as found in Ref. [34] . The emergence of this value in the context of line junction between counterpropagating 1 and 1/3 modes was also pointed out in Refs. [37, 40] .
When the renormalization discussed in Sections 3.3.2 and 3.3.3 is inefficient (i.e., the leads are relatively short, or else, the frequency is sufficiently high), the two-terminal conductance of the junction can take any value between 1/3 and 4/3, depending on the specific configuration of disorder (regime of mesoscopic fluctuations, see Sec. 4). When the infrared cutoff is lowered (i.e., the length of the leads is increased or the frequency is lowered), the renormalization yields a flow of the conductance towards the value 4/3. 18
4. Dependence of conductance on system size, temperature, and bare interaction strength
The above arguments predict that for the case of relatively short leads, L 0 ≪ L, the twoterminal conductance of a ν = 2/3 FQHE junction can take any value between 1/3 and 4/3 (in units of e 2 /h). When the leads are long, an additional renormalization takes place, and the conductance is renormalized towards G = 4/3 for almost any realization of disorder.
Clearly, the model considered above contains a number of assumptions that are idealizations as compared to a realistic experimental situation. Specifically, we have assumed (i) "ideal contacts": the segments of the edge to which the bias voltage is applied can be modelled as decoupled 1 and 1/3 modes, and the modes leaving the reservoir are in equilibrium with this reservoir; (ii) that the interaction in the central region of the device is fine-tuned to the value c = √ 3/2 for which the neutral and 2/3 modes are the eigenmodes; (iii) zero temperature, T = 0.
The importance of the assumption (i) in the context of transport through FQHE devices has been analysed in the literature [34, 46] and we will not discuss it here. In the analysis of the length and temperature dependence of the conductance below we will follow the ideal-contact assumption (i).
Let us now discuss the implications of relaxing the remaining two assumptions, which is crucial for understanding the dependence of the conductance on temperature and on the size of the device, as studied experimentally.
Zero temperature, strong interaction
Imagine first that the assumption (ii) is relaxed [but (iii) still holds: the temperature is T = 0]. For a broad range of bare values of the interaction and disorder, the theory will be in the basin of attraction of the "neutral plus 2/3" fixed-point theory, cf. Ref. [16] . Under these conditions, the above results should retain their validity, up to small corrections. (We assume, of course, that the size L of the central region is much larger than the ultraviolet scale a.) In other words, at zero temperature the assumption (ii) can be substantially weakened: it is sufficient that the initial parameters are in the above basin of attraction, which is rather broad [16] . For weak bare disorder, the requirement is that the parameter ∆ is in the range 1 < ∆ < 3/2, which means that the repulsive interaction between the 1 and 1/3 modes is neither too weak nor extremely strong, 0.34 < c < 0.98.
Zero temperature, weak interaction
What happens if the interaction is weaker, ∆ > 3/2, i.e., c < 0.34? The weak disorder is then RG-irrelevant (i.e., it renormalizes to zero in the infrared), and the renormalization of ∆ is not particularly important. The infrared limit of the theory is then on a line of fixed points with ∆ > 3/2 and no disorder, which is characteristic for the Berezinskii-Kosterlitz-Thouless transition. The zero-temperature conductance will be then essentially the same (up to small corrections) as that of a clean system. Clearly, for a clean system we have G 
It is worth emphasizing that this value is independent of the interaction strength (i.e., on ∆).
Thus, there is an important difference between the T = 0 value of the conductance in the cases of strong interaction (disordered fixed point with ∆ = 1) and weak interaction (clean fixed point with ∆ > 3/2). In the first case the conductance G shows strong mesoscopic fluctuations bounded between 1/3 and 4/3 if the leads are not too long, L 0 L, and renormalizes to 4/3 in the limit L 0 ≫ L. In the second case the conductance is equal to 4/3, independently of the relation between L 0 and L. The existence of strong mesoscopic fluctuations is thus a hallmark of the ∆ = 1 fixed point, i.e., essentially of the neutral-mode physics. As we discuss below, the difference between the strong-interaction and weak-interaction regimes shows up also in the limit of long leads, L 0 → ∞, as one considers the conductance either as function of temperature or as function of the length of the interacting segment of the edge.
Finite temperature
Finally, let us relax the assumption (iii), i.e., consider the problem at hand at finite temperature T . As for the zero-T limit above, we consider separately the two cases of strong and weak interaction between the 1 and 1/3 modes.
Strong interaction: ∆ < 3/2
We assume that the bare value of the interaction between the 1 and 1/3 modes is sufficiently strong (∆ 0 < 3/2), so that the system flows under RG towards the "neutral plus 2/3" fixed point (∆ = 1) in the infrared. For lowest temperatures (and at given system size L) this flow is cut off by L. In this situation, the temperature is of no particular importance and can be safely set to zero-which is the case considered above. In the opposite situation, it is the temperature that stops the RG flow of interaction and disorder at the corresponding thermal length scale
The system thus does not reach the fixed point characterized by the neutral and 2/3 modes: the eigenmodes remain slightly different. As a result, tunneling couples these counterpropagating eigenmodes, establishing a length L in (T ) of backscattering between them. It is important that this scattering is a genuine inelastic process. In view of this, we expect that the scattering establishes equilibration between the counterpropagating modes at scales L ≫ L in (T ). As is clear from the above discussion, the length L in (T ) diverges in the limit T → 0. An explicit estimate of this equilibration length L in (T ) (as well as of other characteristic scales for the finitetemperature behavior of transport characteristics) is presented in Appendix D where we closely follow Ref. [16] . The result is [see Eq.
where ℓ is the length of disorder-induced mixing between the bare modes, Eq. (D.1). Equation (88) is valid at sufficiently low temperature, when L T ℓ, so that the RG flow has taken the system to the strong-disorder regime and the renormalized ∆ is close to unity. In this lowtemperature regime the hierarchy of scales is ℓ ≪ L T ≪ L in (T ). In the opposite case of higher temperatures, L T ℓ, the equilibration length is given by
see Eq. (D.12). Thus, the temperature scaling of L in changes from T −(2∆ 0 −2) (with 0 < 2∆ 0 −2 < 1) at higher temperatures to T −2 at lower temperatures, see Fig. 8 . The crossover temperature is determined by the condition L T ∼ ℓ and thus depends on disorder strength. 20
Figure 8: Schematic plot (on the log-log scale) of the temperature dependence of the inelastic equilibration length L in for the case of strong interaction, ∆ 0 < 3/2. The equilibration length is given by Eqs. (88) and (89) Let us consider the evolution of the conductance G with increasing system size L at a given (non-zero) temperature T and given length of the leads L 0 . The physics is particularly rich in the case of low temperatures, L T ≫ ℓ. In view of the characteristic length scales identified above, we can then distinguish between the following four transport regimes:
(i) Almost decoupled bare modes: L ≪ ℓ. In this situation the disorder is of no influence at all. In particular, the conductance is given by Eq. (87), up to small corrections.
(ii) Nearly decoupled neutral and 2/3 modes with renormalization by leads:
The interacting part of our device is now described in terms of decoupled neutral and 2/3 modes, with the former subject to strong disorder. However, the renormalization of the conductance by the leads again yields the result (87), see Secs. 3.3 and 4.1.
. Now the renormalization by leads becomes inefficient, and the conductance shows mesoscopic fluctuations between the limiting values 1/3 and 4/3, see Secs. 3.3 and 4.1.
12 characterizing each of the two edges (top and bottom) is equal to 1/3, and the two-terminal conductance is
up to corrections that are exponentially small in L in (T )/L ≪ 1. This result for the conductance in the incoherent regime was obtained in Refs. [16, 39, 40, 47] . We present a brief analysis of the transport in the incoherent regime with a derivation of Eq. (87) 
Weak bare interaction: ∆ > 3/2
Now we turn to the case of weak interaction, ∆ 0 > 3/2, when the disorder is RG-irrelevant and the renormalization of interaction is inessential. In this regime of weak interaction, the only length scale where the character of transport changes is the inelastic equilibration length L in given by [see Eq. (D.14) in Appendix D]
Now there are only two different transport regimes:
, which is fully analogous to the regime (i) of the strong-interaction case, Sec. 4.3.1. Disorder is of no importance, and the conductance is given by Eq. (87), up to small corrections.
(ii) Incoherent regime: L ≫ L in (T ), which is analogous to the regime (iv) of the stronginteraction case, Sec. 4.3.1. The parameter G
12 characterizing each of the two edges is equal to 1/3, and the two-terminal conductance is given by Eq. (90).
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, the renormalized tunneling between the eigenmodes is weak, and the conductance is G = 4/3. For L ≫ L in (T ) the system is in the incoherent regime with G = 2/3.
These results are illustrated in Fig. 10 . It is instructive to compare the behavior for the case of weak interaction shown ( Fig. 10) with that for the strong-interaction case (Fig. 9) . The behavior for small L (where G = 4/3) and for large L (incoherent regime with G = 2/3) is similar in both cases. The difference is, however, in the scaling of the borders of these regimes with temperature. Another difference, which is arguably the most dramatic one, is in the emergence of the mesoscopic regime in the case of strong interaction, for min(
, with the conductance showing strong mesoscopic fluctuations within the range 1/3 < G < 4/3.
Incoherent transport, L ≫ L in
Here we present an analysis of the incoherent regime, L ≫ L in , the key results for which were already stated in Sec. 4.3.2. To do this, we rewrite the conductance matrix (22) of an interacting disordered edge in terms of a transfer matrix expressing currents to the left (in the outgoing 1 channel and incoming 1/3 channel) in terms of those to the right (incoming 1 channel and outgoing 1/3 channel):
where we used again the notation g = G 12 . In the incoherent regime such transfer-matrices for adjacent segments of the wire will be simply multiplied. It is easy to check that multiplication of two matrices of the type (92) with the reflection coefficients g 1 and g 2 yields a matrix of the same type with the reflection coefficient g given by
Setting here g 1 = g 2 = g, we obtain the equation
which has an attractive fixed point g = 1/3. This is the limiting value of g(L) at L/L in → ∞.
In order to see how this value is approached with increasing L, we consider attaching a segment of the wire of length ∼ L in to a wire of a length L ≫ L in . Using Eq. (93), we get the evolution equation for g(L) (more precisely, for its typical value):
where y ∼ L/L in . The solution g(y) of Eq. (95) with the initial condition g(0) = 0 is
which shows that the incoherent limiting value g = 1/3 is approached exponentially fast, δ(y) ≡ g(y) − 1/3 ∼ e −2y , in agreement with Refs. [39, 40, 47] . It is easy to check that this conclusion is not essentially modified by fluctuations. Indeed, using Eq. (93) for small δ i = g i − 1/3, we get δ 12 = − 9 2 δ 1 δ 2 , which implies that ln δ is a Gaussian-distributed quantity, with the average ln δ = −2y and fluctuations var(ln δ) ∼ y.
Substituting Eq. (96) into Eq. (23), we find for the two-terminal conductance in the incoherent regime
Thus, the limiting incoherent value of the two-terminal conductance at L/L in → ∞ is 2/3; a correction at finite (but large) L/L in is exponentially small and positive. Let us emphasize that these results for the incoherent regime apply equally to the cases of strong and weak interactions discussed in Sections 4.3.1 and 4.3.2, respectively. The only difference is in the value of the equilibration length L in (T ), which is given by Eqs. (88) and (89) in the first case and by Eq. (91) in the second case.
Thermal transport
In this Section we discuss the thermal transport through the ν = 2/3 FQH edge states.
General consideration
Similarly to the above study of the charge transport, we consider the four-terminal setup of Fig. 4 , where now the electrodes are kept at zero potential but have slightly different temperatures T i = T + ∆T i , with i = 1, 2, 3, 4. Within the linear response approximation, the system is characterized by the matrix of thermal conductances, G 
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Here, we measure the thermal conductance in units of the thermal-conductance quantum πT/6 ; the sum of the matrix elements in each column (unity) reflects the fact that the 1 and 1/3 modes are indistinguishable from the point of view of thermal transport, and the thermal current emanating via each of the incoming modes from the corresponding reservoir is given by I Q,in i = πT ∆T i /6 . Constructing now the matrix G Q i j [cf. Eqs. (25)- (28)] and analysing the eigenvalues of its symmetric part, one readily finds that thermodynamics dictates the inequality
For the two-terminal thermal conductance of the ν = 2/3 sample as measured in the setup of Fig. (2) (with voltage bias replaced by temperature bias),
the inequality (99) implies
Thus, in contrast to the the case of electric transport, thermodynamics does not guarantee ballistic transport of energy in the system. As is shown below, thermal transport remains nevertheless ballistic in the coherent regime, L < L in (T ), and crosses over to diffusion -which implies the standard Ohmic behavior of thermal conductance,
Coherent regime
In this section we analyse the thermal transport in the coherent regime when the length of the system is smaller then the inelastic scattering length, L < L in (T ), with the later given by Eq. (88) and Eq. (91) for the cases of strong (∆ < 3/2) and weak (∆ > 3/2) interaction respectively. For the clarity of presentation we assume that the length L 0 of the leads exceeds all other length scales of the problem.
Weak interaction
In the case of weak interaction (∆ 0 > 3/2) and for L < L in (T ), the effect of impurities on the system can be fully neglected. One deals then with a system of 1 and 1/3 modes non-interacting for |x| > L/2 and with interaction c (non-universal, not renormalized by impurities up to small corrections) in the middle part of the wire, |x| < L/2. Such a structure is characterized by an (energy-dependent) transmission amplitude
Here,R andT = 1 −R 2 are the bosonic reflection and transmission amplitudes at the boundary of the interacting part given byR
andτ is the mean flight time through the interacting region determined by its length and by the velocitiesṽ R andṽ L of the local eigenmodes, 
The integration in Eq. (105) goes over a dimensionless variable Ω = ω/T . The value of G Q 12 depends on the relation between the temperature T and the characteristic flight timeτ proportional to the system size L. For low temperatures, Tτ ≪ 1, the transmission coefficient is given, up to small corrections, by T tot (ω = 0) = 1, which leads to G Q 12 =0. Thus, in this regime the two-terminal thermal conductance attains a universal value (again up to small corrections),
On the other hand, for higher temperatures, 
When the interaction c is varied, G Q 12 can in principle take arbitrary values between 0 and 1, corresponding to the two-terminal conductance taking values in the range 0 ≤ G Q ≤ 2. However, if we restrict ourselves to relatively weak repulsive interactions satisfying the condition ∆ > 3/2, i.e., to the interval 0 < c < 0.34, we find a much narrower range 0 ≤ G Q 12 ≤ 0.06, and thus
We thus conclude that the thermal conductance shows a crossover from the universal value, G Q = 2, to a non-universal regime as the length of the system exceeds L T =ṽ LṽR /T (ṽ L +ṽ R ). By contrast, the electric conductance discussed in Sec. 4 retains its universal value G = 4/3 up to the scale L in (T ). The difference can be traced back to the fact that thermal conductance is determined by bosonic excitations within energy window of the order of temperature, ω ∼ T , while the electric transport (in the dc limit) is solely due to bosons with zero energy.
Strong interaction
Let us now consider the case of strong interaction in the middle part of the edge (∆ 0 < 3/2), still under the assumption of a coherent regime, L < L in (T ), with the inelastic length given by Eq. (88). At the same time, let us assume that the length of the system, L, is much larger than the (temperature-independent) length ℓ of the disorder-induced mixing between the bare modes, Eq. (D.1). The interacting part of the edge is then at the Kane-Fisher-Polchinski fixed point. In this situation, the neutral and charge modes are decoupled and, generally, the former is subject to strong disorder. However, at lowest temperatures, L T = v σ /T ≫ L, the disorder in the neutral mode is renormalized to zero by the leads. At such temperatures the bosonic transmission amplitude T tot (ω) is approximately equal to unity for all ω T , cf. Eq. (102). Thus, in this regime G Q 12 = 0, yielding the two-terminal thermal conductance
26 Figure 11 : Two-terminal thermal conductance of a ν = 2/3 FQH sample for the case of strong (∆ < 3/2, left panel) and weak (∆ > 3/2, right panel) interaction between 1 and 1/3 modes in the middle part of the edges. In both cases, the conductance at low temperatures (such that
, the system crosses over to the incoherent regime with Ohmic scaling of thermal conductance. In this regime, the difference between the weakly interacting and the strongly interacting situations manifests itself in the different scaling of L in (T ) with temperature. Specifically, while L in (T ) scales according to Eq. (91) for ∆ > 3/2, its behavior for ∆ < 3/2 is given by Eqs. (88) and (89) with a crossover at L T ∼ ℓ . In the intermediate temperature range, L T < L < L in , a system with ∆ < 3/2 is characterized by universal thermal conductance G Q = 1, while a system with ∆ > 3/2 develops an interaction-dependent value of the thermal conductance.
up to small corrections.
At higher temperatures, L T < L, the disorder manifest in the neutral mode survives the renormalization by the leads, giving rise to strong mesoscopic fluctuations of the electric conductance discussed in Sec. 4. These fluctuations originate from the dependence of the electric conductance on the parameter θ that characterizes the disorder configuration and make take any value in the range between 0 and π. We argue now that, in contrast to the electric conductance, the thermal conductance of the edge remains insensitive to disorder in this regime due to thermal averaging. Indeed, for the two exactly solvable cases of θ = 0 and θ = π, the edge is characterized by the transmission amplitude [cf. Eq. (102)]
where R = 1/ √ 3; the plus and minus signs in the denominator correspond to θ = π and θ = 0, respectively. Substituting Eq. (110) 
in both cases of θ = 0 and θ = π. This yields the two-terminal conductance
While we have proven this only for the limiting cases of the weakest (θ = 0) and strongest (θ = π) disorder, we expect that the analogous thermal averaging washes out the disorder in the neutral mode for arbitrary value of θ. If this conjecture is correct, the thermal conductance assumes the universal value (112), which is a half of the maximal thermal conductance [which is found for the lowest temperatures, see Eq. (109)]. This universal behavior, along with mesoscopic fluctuations 27 of electric conductance in the same temperature range, is then a hallmark of the proximity of the system to the Kane-Fisher-Polchinski fixed point. This analysis of the case of strong interaction assumed that the temperature remains sufficiently low, L T ≫ ℓ, so that the interaction is renormalized by disorder from an initial value 1 < ∆ 0 < 3/2 to a vicinity of the Kane-Fisher-Polchinski fixed point, ∆ = 1. In the opposite case of higher temperatures, L T ≪ ℓ, the analysis is similar to that in the case of weak interaction (Sec. 5. 
where we used a shorthand notation g Q ≡ G 
The iterative scheme (115) has a stable fixed point g Q = 1. Indeed, it can be equivalently be rewritten as g
The parameter g characterizing a segment of length L ≫ L in (T ) thus satisfies
where the angular brackets denotes the average with respect to disorder and C is a numerical constant of order unity,
It follows from Eq. (117) that in the incoherent regime
28 so that the two-terminal thermal conductance shows Ohmic scaling with the system size,
in agreement with Ref. [47] . As follows from Eq. (116), the mesoscopic fluctuations of G Q scale in this regime as
In the time domain the 1/L scaling of the thermal conductance in the incoherent regime, Eq. (120), corresponds to diffusive propagation of energy along the edge found in Ref. [48] . This should be contrasted to ballistic propagation of charge. The 2/3 edge with random tunneling is thus, for L > L int , a system with a strong charge-energy separation. In fact, this separation would become even more dramatic if the dominant disorder would be not the random tunneling but rather a random interaction between the modes. In this case, the heat transport would be suppressed still stronger due to Anderson localization of bosonic modes, see a discussion in Sec. 7. Let us emphasize once more that Eq. (120) describes thermal transport in the incoherent regime independently of the strength of the interaction. The only dependence on the latter is in the value of the equilibration length L in (T ), which is given by Eqs. (88) and (89) in the case ∆ < 3/2 and by Eq. (91) in the case ∆ > 3/2. The dependence of the thermal conductance on temperature is summarized in Fig. 11 .
It is worth mentioning that we have discarded a contribution to thermal conductivity which originates from transport via localized quasiparticle states in the 2D bulk of the quantum-Hall system due to long-range Coulomb interaction [49] . The corresponding 2D heat conductivity was found to scale as T 3 at low temperatures [49] , i.e., as T 2 when measured in units of the thermal conducance quantum πT/6 . Thus, the contribution of the bulk thermal transport is small in comparison with the edge contribution in the regime of coherent edge transport, when G Q is of order unity. On the other hand, the situation becomes more intricate for larger systems (or higher temperatures), when the edge transport is in the incoherent regime (which, as we discuss in Sec. 7, is the case for the majority of experiments). Indeed, the edge thermal conductance then decreases with increasing system size as 1/L. On the other hand, the two-terminal conductance via the 2D bulk scales with the distance L between the terminals only logarithmically, G Q bulk ∝ 1/ ln(L/b), where b is the size of the contact. Therefore, with increasing L, the bulk contribution will become progressively more sizeable in comparison with the edge one, and for large enough L the bulk thermal transport will dominate.
Transport properties of a device with floating 1/3 mode
In the previous Sections, we have analysed in detail transport properties of a ν = 2/3 FQH sample where both 1 and 1/3 channels are contacted by external electrodes, see Figs. 2 and 4. In those setups the coherence between the top and bottom edges of the sample was fully broken by the ohmic contacts, irrespectively of temperature or system size. This has allowed us to describe the properties of the system in terms of two parameters, g t and g b , characterizing the top and bottom edges separately. In the present Section we explore a setup of different kind-the one with the "floating" 1/3 mode, i.e., not connected to any metallic contact, see Fig. 3 . The charge transport in such a device was recently studied experimentally in Ref. [41] . Throughout this Section we will denote the two-terminal electric and thermal conductances of this device by G and G Q , respectively.
Incoherent regime, L > L in (T )
In the incoherent regime, when the length L of the interacting parts of the edges exceeds the inelastic length L in (T ) [given by Eq. (88), (89), or Eq. (91) depending on the value of ∆], the setup of Fig. 3 is equivalent to the four-terminal setup, Fig. 4 , where now the voltages V 3 and V 4 are adjusted such that the currents flowing from reservoirs 3 and 4 vanish, I 3 = I 4 = 0. This gives us for the two-terminal conductance of the device
Using the asymptotic behavior (96) 
Thus, the two-terminal conductance of the device with a floating 1/3 mode has exactly the same asymptotic behavior in the incoherent regime (the limiting value 2/3, with a positive exponentially small correction) as in a system where both 1 and 1/3 modes are contacted, see Eq. (97). An analogous consideration yields the ohmic scaling of thermal conductance in the incoherent regime:
In the last equality we have used the asymptotic behavior (119) of g Q (L).
Coherent regime, L < L in (T )
Upon lowering the temperature, the system goes over into the coherent regime, L < L in (T ), and the equivalence to the four-terminal setup breaks down. To study the transport properties under these conditions, it is convenient to present the setup with the floating mode in the equivalent form shown in Fig. 12 . Here we have extended the top and bottom 1/3 modes to ±∞ but simultaneously added interaction between them for |x| > L A /2 with 2L A being the length of the 1/3 loop in Fig. 3 . We take the interaction between 1/3 modes at |x| > L A /2 to be infinitely strong such that the bosonic reflection coefficient r at the junction points x = ±L A /2 is equal to unity. The quadratic part of the Hamiltonian density of our system then reads [cf. Eq. (32); see also Fig. 12 for notations]
(125) Here t = √ 1 − r 2 , and r is eventually sent to unity. Further,R andT = 1 −R 2 are the bosonic reflection and transmission coefficients at the boundary between the interacting and noninteracting parts of the 2/3 edge. In the case of weak interaction, ∆ > 3/2, the coefficientR is determined by the interaction in the middle part of the edge, Eq. (103), while for ∆ < 3/2 (and for sufficiently low temperatures, such that L T ≫ ℓ) we haveR = R ≡ 1/ √ 3 due to renormalization of interaction by disorder.
Weak interaction, ∆ > 3/2
In the weak interaction regime and for L < L in (T ) the disorder can be neglected and the system is fully characterized by the bosonic scattering matrix. The latter can be reconstructed from the transfer matrixT
whereT 1 ,T 2 ,T 3 , andT 4 describe the bosonic scattering at Fig. 12 . The elementary transfer-matrices have the form (we set
A straightforward algebra leads now to the transmission amplitude for the 1 modes (in the limit r → 1)
It follows from Eq. (130) that the electrical conductance of the system, determined by the transmission amplitude at zero frequency, equals unity in the coherent regime for any ∆ > 3/2 (cf. Sec. 4.3.2). On the other hand, the thermal conductance in the considered setup with a floating 1/3 mode is given by
At lowest temperatures, T < min(1/τ 1 , 1/τ 2 ), the thermal conductance G Q is universal and equals unity. At higher temperatures, (but still in the coherent regime), G Q crosses over to a non-universal interaction-dependent value, cf. Sec. 5.2.1 where a similar behavior was found for the case of setup with both 1 and 1/3 modes contacted. For the repulsive interaction that is sufficiently weak that the system is outside the basin of attraction of the Kane-Fisher-Polchinski fixed point, 0 < c < 0.34, the thermal conductance G Q is then found to be in a numerically narrow range 0.97
Note that if an attractive interaction (c < 0, which corresponds to ∆ > 2) between the 1 and 1/3 modes is allowed, the thermal conductance can take in the coherent regime with RG-irrelevant disorder an arbitrary value from the interval 0 < G Q < 1.
Strong interaction, ∆ < 3/2
Let us now turn to the case of strong interaction when ∆ < 3/2 in the middle part of the edges. It is clear that the gauge transformation used in Sec. 3 to collect the effect of disorder onto a single point can be applied to the bottom and top edges in Fig. 12 independently. The system is then characterized-in analogy with a setup with both 1 and 1/3 modes coupled to reservoirs, see Sec. 3.4-by two parameters 0 < θ t , θ b < π describing the disorder in the top and bottom edges, respectively. At lowest temperatures, when the length of the interacting parts of the edge is much smaller then the temperature length, L ≪ L T , the resulting disorder is further renormalized down by the leads. As a result, we end up with the quadratic Hamiltonian (125) where nowR = R = 1/ √ 3. Accordingly, the electric and thermal conductances are both equal to unity.
As the temperature becomes higher, the thermal length L T drops below the length L. In this situation, the renormalization of disorder by the leads is absent and the system enters the regime of mesoscopic fluctuations (cf. Sec. 4.3.1). To understand the boundaries for the fluctuations, we study the exactly solvable limits when θ t and θ b are equal to 0 or π.
In the case θ t = θ b = 0 the bosonic transmission coefficient is given by Eq. (130) and the electrical conductance obviously equals unity. As we are now at relatively high temperatures, L > L T , the thermal conductance of the device is however no longer determined by the zerofrequency transmission coefficient but rather by its average value, see Eq. (131). Assuming that the times τ 1 and τ 2 are incommensurate, we get
Suppose now that the configuration of disorder is characterized by θ t = π and θ b = 0. Inspecting the action of the gauge transformation of Sec. 3.3.3 on the Hamiltonian (125), we find that in this situation the transfer-matricesT 1 andT 2 in Eq. (126) are given by [cf. Eq. (127)] 
The electrical conductance is G = 1 and the thermal conductance in this situation is
Finally, an analogous consideration for the case when both edges realise the case of the strongest possible impurity, θ t = θ b = π yields
The electric conductance in this case equals 0 while the thermal conductance is given by Eq. (133), G Q ≃ 0.63. We thus conclude that in the case of strong interaction, ∆ < 3/2, the electric conductance of the system experiences in the intermediate temperature range, L T < L < L in (T ), strong mesocopic fluctuations within the (maximally wide) interval 0 < G < 1. Under the same conditions, the thermal conductance of the device, G Q , also shows mesoscopic fluctuations. The above solution of the limiting cases implies that all values satisfying 0.63 < G Q < 0.75 are allowed; it is plausible that this is exactly the interval of fluctuations.
In this analysis of the case of strong interaction, we have assumed that the temperature remains sufficiently low, L T ≫ ℓ, so that the interaction is renormalized by disorder from an initial value 1 < ∆ 0 < 3/2 to a vicinity of the Kane-Fisher-Polchinski fixed point, ∆ = 1. In the opposite case of higher temperatures, L T ≪ ℓ, the same analysis as in the case of weak interaction applies, see the analogous comment in the end of Sec. 4.3.1 and 5.2.2. The thermal conductance is then given by Eqs. (130), (131), and (103) with unrenormalized value of the interaction, 0.34
The electric conductance remains equal unity, G ≃ 1, in this regime. Figure 13 summarises our findings on the length dependence of the electric and thermal conductances of a setup with floating 1/3 mode, Fig. 3 , including both cases of weak and strong interaction.
33 ℓ, the behavior is qualitatively the same as for weak interactions, panels a) and c).
Summary and outlook
To summarize, we have studied electric and thermal transport properties of a ν = 2/3 FQHE junction. We have assumed that the ν = 2/3 edge in the middle part of the device is described by counterpropagating 1 and 1/3 modes coupled by interaction and random tunneling, while the leads (coupled to external reservoirs) are characterized by non-interacting 1 and 1/3 modes, without tunneling between them, see Figs. 1, 2. Our central goal was to explore the dependence of the electric and thermal two-terminal conductances, G and G Q on the system size L and temperature T . We have performed this analysis both for the case of strong interaction between the 1 and 1/ 3 modes (when the low-temperature physics of the interacting segment of the device is controlled by a vicinity of the strong-disorder Kane-Fisher-Polchinski fixed point) and for relatively weak interaction, for which disorder is irrelevant at T = 0 in the renormalization-group sense. This has allowed us to compare the transport properties in both cases and to understand the similarities and the differences between them. The main results of this analysis are as follows (see Figs. 9, 10, 11):
1. For a sufficiently small system size L, the electric conductance G(L) is close to 4/3 (in units of e 2 /h), while the thermal conductance G Q is close to 2 (in units of πT/6 ), independently of the interaction strength. Below we expand upon a comparison of these results to experimental observations and discuss further possible extensions of our work.
Comparison to experiment
Let us compare our results with existing experimental findings. Almost all measurements of the electric two-point conductance have yielded the value 2/3, see, e.g., Refs. [22, 50] . A comparison with the theoretical results indicate that these samples were in the incoherent regime, L > L in (T ). The system sizes in these experiments were L ≥ 30 µm. We thus conclude that the inelastic length L in (T ) was shorter in these devices at temperatures used in the experiment. Let us emphasize that the value 2/3 is characteristic for the incoherent regime both in the case of strong interaction (basin of attraction of Kane-Fisher-Polchinski fixed point) and relatively weak interaction. Therefore, these measurements do not allow one to distinguish between these two scenarios.
The only experiment where values of the electric conductance essentially different from the incoherent value 2/3 were measured, is, to our knowledge, Ref. [41] . Devices studied in that work had only the mode 1 contacted, which is the geometry studied in Sec. 6 above. It was found that for system size L = 40 µm the conductance takes its incoherent value 2/3 at temperature T ≃ 35 mK. On the other hand, samples with L = 4 µm and L = 0.4 µm showed a very different behavior, with conductance values 0.73 and 0.93, respectively. Such a departure from the value 2/3 for small systems, L L in (T ) , is exactly what is expected in the theory. This suggests that the equilibration length was in the interval between 4 and 40 µm, so that the samples of length L = 4 µm and L = 0.4 µm were in the coherent regime. (The sample with L = 4 µm might also be in the crossover.) Unfortunately, the experimental measurements are insufficient to distinguish between three scenarios (see Fig. 13 ):
(S1) strong interaction, ∆ < 3/2, and low temperature, L T ≫ ℓ, (S2) strong interaction, ∆ < 3/2, and higher temperature, L T ℓ, (S3) weak interaction, ∆ > 3/2.
In a very recent preprint [42] , the thermal two-point conductance was measured for several 91), is in the range between 1 and 2]. Thus, the experimentally observed value of p points out to the regime S2, in which p = 2∆ 0 − 2, see Eq. (89), can take any value between the 0 and 1, depending on ∆ 0 . We thus conclude that the bare value of the interaction strength corresponds to ∆ 0 = 1.15 − 1.2, so that the theory would flow in the Kane-Fisher-Polchinski fixed point at sufficiently low temperature. On the other hand, the temperatures in the experiment [42] were apparently not low enough from this point of view: the system was in the regime L T ℓ.
The above conclusion on the value of the interaction strength, ∆ 0 = 1.15 − 1.2, demonstrates that the very interesting physics of the mesoscopic regime associated with the Kane-FisherPolchinski fixed point can be within experimental reach. On the other hand, this remains a highly challenging experimental task, since very low temperatures (below 10 mK) are needed, at least for samples with the same strength of random tunneling (i.e., with the same value of the length ℓ) as in Ref. [42] . Alternatively, samples with stronger disorder (i.e., smaller ℓ) would be favorable for reaching the mesoscopic regime. More generally, a systematic experimental study of the length and temperature dependence of the electric and thermal conductances-which would permit also a more systematic comparison of the experiment to the theory-would be of great interest.
What about localization effects?
It is worth mentioning that we have discarded any localization-type effects in our above analysis. In conventional (non-chiral) one-dimensional disordered systems the Anderson localization plays a major role, and its interplay with the interaction-induced dephasing governs the temperature-dependence of conductivity [51] . It is therefore natural to ask what are possible implications of Anderson localization for the problem of transport in FQHE edges. As shown in Sec. 2.2 on the basis of standard relations between the current emanating from reservoirs to their electrochemical potentials, the electric conductance is bounded from below, see Eq. (31) . This implies that the charge transport is necessarily ballistic, so that a strong localization of charge is strictly excluded. It remains to be seen whether quantum-interference corrections of the weak-localization type may be detectable in any of the regimes studied in our work. 36 parameter space of clean fixed points. The analysis performed in our work can be naturally extended to the ν = 3/5 systems in basins of attractions of these different fixed points:
(i) When the bare interactions are such that the theory flows into the SU(3)-symmetric fixed point, the results will be very similar to those for a ν = 2/3 system with ∆ 0 < 3/2 (i.e. flowing into the SU(2) fixed point).
(ii) The behavior of the ν = 3/5 system with no relevant disorder will be similar to that of the ν = 2/3 system in the analogous regime ∆ > 3/2. (iii) In the intermediate situation of a ν = 3/5 system corresponding to a line of fixed points with only one disorder operator being relevant, the behavior will combine features of two regimes found in the case of ν = 2/3. Specifically, the electric conductance is expected to show a behavior analogous to that shown in Fig. 9 , with a regime of strong mesoscopic fluctuations that is a hallmark of the coherent transport at exactly solvable strong-disorder fixed points. On the other hand, the thermal conductance is expected to show in this mesoscopic regime a plateau with a non-universal value depending on the position on the fixed-point line (in analogy with the right panel of Fig. 11 corresponding to the case of a line of clean fixed points of a ν = 2/3 system). In view of the mixed character of this type of fixed points, the equilibration in this case is expected to be characterized by two lengths, analogous to those of Eq. (88) and (91).
The behavior in the incoherent (fully equilibrated) regime is again fully universal, i.e., it does not depend on which of the above three fixed-point types is realized. Specifically, the electric two-terminal conductance is equal to ν = 3/5, with exponentially small corrections, as in Eq. (97). The thermal conductance is given asymptotically by the absolute value of the difference between the number of left-moving and right-moving modes, which is 2 − 1 = 1. The approach to this value with increasing L (or temperature) is exponential, in full analogy with the electric conductance.
Fractions with n > 2 modes and with counterpropagating neutral modes show even more complex fixed-point structure [20] , including mutliple isolated fixed points with non-equivalent properties (in addition to fixed-point lines, planes, etc.). It would be interesting to extend our analysis of the L and T dependences of the electric and thermal conductances to these situations.
Finally, it is worth reminding the reader that we have focused in this paper on the "minimal model" of the ν = 2/3 edge, i.e., on that with a minimal number of modes, n = 2. As has been mentioned in Sec. 1, for a smooth confining potential additional pair(s) of counterpropagating 1/3 modes may emerge [13] [14] [15] . It may be interesting to extend our analysis to such models as well. This comment applies also to other filling fractions: the numbers n of modes quoted above refer to corresponding "minimal models".
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We thank I. Gornyi The fields φ R and φ L are chiral bosonic fields that correspond to 1/3 and 1 modes, respectively, and satisfy standard commutation relations, see Eqs. (12)- (15) . In this Appendix, we present the mode expansion for these fields in a system with periodic boundary conditions. The mode expansion for the field φ R reads
Here the operators b † q , b q are creation and annihilation operators for modes with non-zero momenta q = 2πn/L (where n is integer); they satisfy the standard bosonic commutation relations,
The fields N R and χ R correspond to the zero mode and satisfy the commutation relation
In other words, the operator e iχ R raises N R (the number of 1/3-quasiparticles) by 1. In view of periodic boundary conditions and since N R is integer, the field φ R is defined up to an integer multiple of 2π/ √ 3. One thus says that φ R has 1/ √ 3 "compactification radius". This corresponds to the fact that a "good" tunneling operator is e ±i √ 3φ r . Similarly, the mode expansion of the left-moving field φ L reads
The corresponding commutation relations have the same form as for the right-moving field,
The compactification radius is 1. According to Eq. (16), the neutral mode has the mode expansion with 1/ √ 2 compactification radius, .4) with
Appendix B. Current algebra
In this Appendix we elaborate on the hidden symmetry of the neutral mode and show that the operators
satisfy the su(2) 1 Kac-Moody algebra, Eqs. (41), (42) . We also demonstrate the identity To compute the commutator of J ± we use first the equal-time Green's function of the field φ σ , 5) to get the normal-ordered form of the currents J ± (x): Thus,
(B.8)
The expression in brackets in the right-hand side of Eq. (B.8) vanishes in the limit a → 0 unless x = x ′ . This allows us to expand the normal-ordered exponent in powers of x − x ′ up to first order:
:
Taking now into account that
which is Eq. (42) . Let us now demonstrate that Eq. (B.3) holds. Obviously, the only non-trivial part is to
We start by considering the object
Using Eqs. (B.6) and (B.5), we find
(B.14) 40
In the limit x → x ′ , it is sufficient to expand the normal-ordered exponents up to the second order in
It follows now from Eqs. (B.13), (B.14) and (B.15) that, in the limit a → 0,
which is Eq. (B.3).
Appendix C. Kubo formula and conductance
In this Appendix we derive the results for the parameter G 12 of an edge in the two fixed points characterized by θ = 0 and θ = π, see Sec. 3.4. The two-terminal conductance G is determined by the values of G (µ) 12 of both edges according to Eq. (23). We consider first an edge of our sample with θ = 0 and and compute the currents induced in response to a potential V(x, t) We assume the applied potential to be constant inside the leads,
The physical charge density ρ(x) and the correction to the Hamiltonian δH due to the coupling of the system to the external field are given by
We will be interested in the current in the right lead, x > L/2 as defined from the continuity equationĵ
The last term in the expression for current is the manifestation of the chiral anomaly. The Kubo formula gives 
Further, the current j(x, ω) in the right lead (x > L/2) is given bŷ j(x, ω) = 1 2π 
(C.9)
In the limit x ≫ L the integral (C.4) is dominated by the pole ω ′ = ω, with the last term in the current operator (C.8) not contributing. Evaluating the integral in the limit ωτ ≪ 1 we get 
(C.14) Equation (C.14) shows that an edge with θ = π is characterized by G 12 = 1/2.
Appendix D. Length scales
For completeness, we present in this Appendix (largely following Ref. [16] ) the derivation of disorder-induced length scales that determine borders of various transport regimes. We consider separately the cases of strong (∆ < 3/2) and weak (∆ < 3/2) interaction between the 1 and 1/3 modes. 42 
Appendix D.1. Strong interaction (∆ < 3/2)
If the bare interaction is sufficiently strong, ∆ 0 < 3/2, the disorder is RG-relevant and the theory flows towards a disordered fixed point with ∆ = 1. Let W 0 ≪ 1 be the bare dimensionless strength of disorder (i.e., the bare disorder-induced scattering rate 1/τ 0 in units of the ultraviolet energy cutoff).
For simplicity, let us exclude the case when the bare value ∆ 0 is in a close vicinity of 3/2. Then, the renormalization of interaction is not particularly important at the initial state of RG, and the disorder increases according to The physical meaning of ℓ is as follows. At distances L smaller than ℓ the disorder is of no importance, and the system is described in terms of two decoupled bosonic modes determined by the bare interaction strength (characterized by the parameter ∆ 0 ). On the other hand, for L ≫ ℓ, these modes are strongly mixed by disorder, and the RG flow drives the system towards ∆ = 1 [16] . Exactly at ∆ = 1 the eigenmodes of the system are the 2/3 and the neutral modes, which are completely decoupled, and thus do not equilibrate. On the other hand, when the temperature is nonzero (and the initial value ∆ 0 is different from unity), the RG flow towards ∆ = 1 is stopped by temperature in the vicinity of the point ∆ = 1. Thus, the eigenmodes remain weakly coupled by disorder, which leads to an inelastic scattering, establishing the equilibration between them at a length scale L in (T ). The derivation of the length L in in this regime that is presented below 43 closely follows Ref. [16] . The coupling between the neutral and the 2/3 modes is described by a perturbation of the action of the ∆ = 1 theory:
where u(x) = trU(x)σ z U −1(x) originates from the random SU(2) rotation U(x) that is needed to gauge out the disorder, see Sec. 
The length scale at which the renormalized value W in (L) reaches unity is the inelastic scattering (equilibration) length L in (T ), i.e., W in (L in (T )) ∼ 1. Using Eqs. (D.7) and (D.8), we get
(D. 8) as was found in Ref. [16] . As is clear from the above analysis, the result (D.8) holds when the temperature is sufficiently low, so that L T ℓ. In the opposite case of higher temperatures, L T ≪ ℓ, the renormalization (D.1) is stopped at the scale L T (rather than at the scale ℓ),
This yields the initial value of the dimensionless inelastic scattering rate W 
Equating this expression for W in (L) to unity, we get the equilibration length in agreement with Ref. [16] .
