University of Windsor

Scholarship at UWindsor
Electronic Theses and Dissertations

Theses, Dissertations, and Major Papers

2-1-2022

Quantitative Magnetic Resonance Imaging Methodology
Development
Layale Bazzi
University of Windsor

Follow this and additional works at: https://scholar.uwindsor.ca/etd
Part of the Physics Commons

Recommended Citation
Bazzi, Layale, "Quantitative Magnetic Resonance Imaging Methodology Development" (2022). Electronic
Theses and Dissertations. 8789.
https://scholar.uwindsor.ca/etd/8789

This online database contains the full-text of PhD dissertations and Masters’ theses of University of Windsor
students from 1954 forward. These documents are made available for personal study and research purposes only,
in accordance with the Canadian Copyright Act and the Creative Commons license—CC BY-NC-ND (Attribution,
Non-Commercial, No Derivative Works). Under this license, works must always be attributed to the copyright holder
(original author), cannot be used for any commercial purposes, and may not be altered. Any other use would
require the permission of the copyright holder. Students may inquire about withdrawing their dissertation and/or
thesis from this database. For additional inquiries, please contact the repository administrator via email
(scholarship@uwindsor.ca) or by telephone at 519-253-3000ext. 3208.

Quantitative Magnetic Resonance Imaging Methodology Development
By
Layale Bazzi

A Thesis
Submitted to the Faculty of Graduate Studies
through the Department of Physics
in Partial Fulfillment of the Requirements for
the Degree of Master of Science
at the University of Windsor

Windsor, Ontario, Canada
2022
© 2022 Layale Bazzi

Quantitative Magnetic Resonance Imaging Methodology Development
by
Layale Bazzi

APPROVED BY:

__________________________________________________
D. Marquardt
Department of Chemistry and Biochemistry

__________________________________________________
S. J. Rehse
Department of Physics

__________________________________________________
D. Xiao, Advisor
Department of Physics

January 14, 2022

Declaration of Originality
I hereby certify that I am the sole author of this thesis and that no part of this thesis has been
published or submitted for publication.
I certify that, to the best of my knowledge, my thesis does not infringe upon anyone’s
copyright nor violate any proprietary rights and that any ideas, techniques, quotations, or any
other material from the work of other people included in my thesis, published or otherwise,
are fully acknowledged in accordance with the standard referencing practices. Furthermore,
to the extent that I have included copyrighted material that surpasses the bounds of fair
dealing within the meaning of the Canada Copyright Act, I certify that I have obtained a
written permission from the copyright owner(s) to include such material(s) in my thesis and
have included copies of such copyright clearances to my appendix.
I declare that this is a true copy of my thesis, including any final revisions, as approved by
my thesis committee and the Graduate Studies office and that this thesis has not been
submitted for a higher degree to any other University or Institution.

iii

Abstract
Magnetic Resonance Imaging (MRI) is a non-invasive medical imaging modality that
provides excellent soft tissue contrast and resolution. Objects with high magnetic
susceptibility distort the magnetic field, leading to severe artifacts in conventional MRI. It is
very challenging to image around metal implants. Novel strategies may exploit the field
distortion for spatial encoding. The magnetic field map is required in the development of
these methods. A robust field map can also be employed to quantify high susceptibility
particles that play a major role in cell tracking studies and hyperthermic treatment of cancers.
Pure phase encoding (PPE) techniques with short encoding times are largely immune
to magnetic field inhomogeneity artifacts. Artifact-free MR images around titanium were
acquired with PPE techniques, from which the magnetic field distribution was derived. The
approach was extended to quantify iron microparticles and was compared with conventional
MRI to demonstrate its superiority.
PPE methods generally require high gradient amplitude and long scan time. The
hybrid-SPRITE technique significantly reduced the gradient duty cycle and data acquisition
time at the expense of some T2* blurring. A novel algorithm was developed in this work to
simultaneously acquire the unblurred image and quantitative 1D T2* map from the hybridSPRITE data. The method can be extended to map the magnetic field with only a fraction of
the data required in the PPE technique.
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Chapter 1
Introduction
1.1 Overview of Work
Magnetic Resonance Imaging (MRI) is a non-invasive imaging modality commonly
used in clinical medicine as it provides excellent soft tissue contrast and resolution. However,
conventional MRI has limited imaging ability around objects that significantly distort the
magnetic field. One challenge is imaging around surgical metal implants, where severe field
distortion causes large voids and also distorts the surrounding tissue.
Novel MRI strategies attempt to exploit the field distortion for spatial encoding [1].
The magnetic field map is required in the development of these methods. The field variation
can be quantitatively measured only with artifact-free imaging. Artifact-free imaging around
metal has been a research subject for many years. A review of all current methods is
presented in Chapter 3, with an original contribution using pure phase encoding (PPE) MRI.
PPE MRI is mostly immune to metal-induced artifacts and is capable of mapping the
magnetic field distortion, as demonstrated in Chapter 3.
The magnetic field mapping is extended to quantify high susceptibility particles.
Superparamagnetic nanoparticles induce magnetic field distortions that enable cell tracking
for functional and metabolic imaging [2]. The quantification of cells is hindered by the fact
that the number of particles within each cell can vary significantly. Evaluating the number of
particles within a cluster will enable quantification of the migrating cells. The particle
quantification can also enable the dose evaluation in hyperthermic cancer treatment. A proof-
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of-concept experiment to quantify cluster mass by mapping the magnetic field disturbance is
demonstrated in Chapter 4.
The PPE approach has its limitations in long scan time and hardware requirements. A
previously proposed method addressed these limitations by undersampling the data, at the
expense of some image blurring. A novel nonlinear algorithm is developed in Chapter 5 to
process the undersampled data. Signal lifetime, in addition to the higher quality image, can
be acquired. Magnetic field mapping can potentially be incorporated at a reduced cost.

1.2 Summary of Master’s Work
During the course of my master’s, I programmed, tested, and debugged pulse
sequences on the 1 T Aspect M2 small animal scanner via a MATLAB interface. The
sequences relevant to my thesis include the 1D and 3D SPRITE experiments and the 3D
Gradient Echo (GRE) experiment. I programmed other pulse sequences used in our lab, such
as the 2D GRE, 2D Multi-Echo Spin Echo, 3D Magnetic Resonance Spectroscopy, and spin
echo-based and stimulated echo-based T2-Diffusion experiments. I also wrote a script that
generates custom gradient tables for a variety of 3D k-space trajectories in MATLAB.
All of the simulations and data processing were performed in MATLAB using code
that I wrote. I created all the phantoms in my experiments and I developed the cost function
in Chapter 5. Some simulation work I did in Python in the summer of 2020 was included in a
collaborative article published in the Journal of Magnetic Resonance [3]. This work was not
included in this manuscript. My thesis work was presented at various conferences, including
the Imaging Network of Ontario meetings of 2020 and 2021, the Windsor Cancer Research
Group (WCRG) conference in 2020 and the Canadian Association of Physicists (CAP)
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Congress in 2021. I won the 2nd place in a Rapid-Fire Oral presentation at the WCRG
conference and the 1st place in the Division of Physics in Medicine and Biology at the CAP
Congress.

1.3 Thesis Outline
This master’s thesis is comprised of six chapters. The first chapter is the introduction.
Chapter 2 describes a general overview of magnetic resonance imaging physics and
theory.
Chapter 3 presents work performed for imaging around metal and establishes the field
mapping protocol used in Chapter 4. Phantom measurements are presented to demonstrate
the superiority of PPE imaging and field mapping around metallic objects.
Chapter 4 describes a novel procedure of quantifying high susceptibility particles
using PPE-based field mapping. Particle mass quantification is performed by analyzing the
magnetic field distortion data.
Chapter 5 develops a novel data processing method for SPRITE acceleration.
Nonlinear reconstruction produces both a 1D proton density image and a 1D quantitative
spatial T2* map. The work was inspired by the hybrid-SPRITE [4] paper where significant
undersampling was achieved for acceleration. This technique can be extended for
accelerating the protocols described in Chapter 3 and Chapter 4 for significant reduction in
scan time and hardware demands.
Chapter 6 summarizes the novel methodology developments in this work and
provides future research directions.
3
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Chapter 2
Magnetic Resonance Imaging
2.1 Nuclear Magnetic Resonance
The discussion in this chapter follows mostly from references [1]–[3] and will focus
exclusively on non-interacting 1H nuclei.
In the presence of a static external magnetic field B0, the magnetic moments of 1H
nuclei at thermal equilibrium sum to a net bulk magnetization M. This bulk magnetization is
a vector, with a transverse component Mxy and a longitudinal component Mz, that precesses
about the static field direction z. At thermal equilibrium, Mxy=0 and Mz=M0. Pictorially, this
can be represented as M rotating in place much like a figure skater. The precession frequency
of M is the Larmor frequency ω0 , which is proportional to the magnetic field amplitude B0
and the gyromagnetic ratio γ, as in Eqn. (2.1).
ω0 = γB0

(2.1)

γ

For 1H, 2π = 42.57 MHz/T. The 1H signal is often used in clinical MRI due to its
massive abundance in the human body and presence in all tissues. Eqn. (2.1) is the most
important equation for all NMR processes, as it provides a direct relation between the
precession frequency of magnetization and the magnetic field strength.
A pulsed magnetic field oscillating at the Larmor frequency, typically in the range of
radiofrequencies (RF), creates Mxy from Mz. This is termed signal excitation. It can be
represented pictorially as the “tipping” of M into the x-y plane. The degree of tipping
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depends on the flip angle α, which is calculated by integrating the waveform of the RF pulse
(B1) over time as in Eqn. (2.2).
t′

(2.2)

α = γ ∫ dt B1 (t)
0

Immediately after excitation, Mxy (0) = M0 sin α, and Mz (0) = M0 cos α. Over time,
Mxy decays to zero and Mz recovers to M0. The recovery of Mz is described by the
longitudinal relaxation time T1 as in Eqn. (2.3).

Mz (t) = M0 − (M0 − Mz0 )e

−

t
T1

(2.3)

If a series of RF pulses, with identical repetition time TR and flip angle α, are applied to M
in succession, the longitudinal magnetization reaches a steady state, where Mz0 is smaller than
M0. The longitudinal magnetization amplitude at the steady state is

M0 sin α (1 − e
Mz0 =
1 − cos α e

−

−

TR
T1 )

TR
T1

.

(2.4)

The decay of Mxy is described by the transverse relaxation time T2 as.

Mxy (t) = Mxy (0)e

t
−
T2

(2.5)

The relaxation times are related to structural and molecular properties of examined
systems. Liquid water, for example, typically has T1 and T2 values on the order of seconds,
whereas tissues like fat have relaxation times on the order of tens to hundreds of
milliseconds.
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The precession of Mxy generates a signal in nearby receiver coils via electromagnetic
induction. Magnetizations that precess at the same frequency are called an isochromat. The
signal is the summation of all contributing isochromats weighted by T2,
∞

S(t) = sin α ∫ dω

t
−iωt −T2
ρ(ω)e
e ,

(2.6)

−∞

where ρ(ω) is the frequency distribution of proton magnetization density. Eqn. (2.6)
describes the signal evolution after the RF pulse, which is referred to as the Free Induction
Decay (FID). The FID signal decays faster than the rate of 1/T2, because the frequency
distribution leads to phase incoherence. If ρ(ω) is a Lorentzian function, S(t) is an
exponential decay and can be written as

S(t) = S0 sin α e

t
− ∗
T2 ,

(2.7)

∞

where S0 = ∫−∞ dω ρ(ω). Magnetic field inhomogeneities and frequency distributions may
be microscopic or macroscopic in scale. The main static field B0 is assumed to be uniform in
free space, but this is no longer true once a sample is placed in the field. Magnetic properties
of the materials affect the field distortions (see Appendix C). Macroscopic magnetic field
inhomogeneities can originate from severe distortions caused by objects with very high
magnetic susceptibilities, discussed more in Chapters 3 and 4. The T2* decay can be reversed
using refocusing RF pulses, where the signal decays at a rate of 1/T2.
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2.2 Magnetic Resonance Imaging
2.2.1 Spatial Encoding
Based on Eqn. (2.1), there is a one-to-one correspondence of frequency to magnetic
field amplitude. The application of a magnetic field gradient G allows one to manipulate the
frequencies such that they correlate with position as
ω(𝐫) = γ(𝐁𝟎 + 𝐫 ∙ 𝐆).

(2.8)

It is important to note that the vector direction of the additional magnetic field is the
same as B0, but the gradient can be along any direction. In the rotating frame, where the
precession due to B0 is now stationary, the phase term of Eqn. (2.6) can be substituted with a
modified form of Eqn. (2.8) as
∞

S(t) = ∫ d𝐫 ρ(𝐫)e−iγ𝐫∙𝐆t ,

(2.9)

−∞

where the relaxation term is ignored for simplicity. A new variable is defined

𝐤=

γ t ′
∫ dt 𝐆.
2π to

(2.10)

This leads to the MRI signal equation
∞

S(𝐤) = ∫ d𝐫 ρ(𝐫)e−i2π𝐫∙𝐤 .

(2.11)

−∞

The acquired signal S(k) is a simple Fourier transform of the image ρ(𝐫). The image
reconstruction can be performed by an Inverse Fourier Transform (IFT). Under certain data
sampling conditions, the desired image resolution, and Field of View (FOV) can be achieved.
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2.2.2 Resolution and SNR
Resolution is a measure of detail present in the image. It is an important factor of
image quality. Images with low resolution appear blurry, and images with high resolution
give rise to more details. The signal-to-noise ratio (SNR) is the measure of graininess in an
image. The lower the SNR, the grainier the image appears. The image resolution and SNR
are mostly defined by experimental parameters.
In MRI, the data is acquired in the Fourier domain, which is called the k-space. The
variable k has a unit of cm-1. The modern MRI scanner samples discrete points in a limited
range, and the maximum amplitude of the k value is labelled Kmax. This leads to a discretized
image after the inverse Fourier transform.
Kmax

ρ(m) =

∆k S(k n )e−i2πmkn ,

∑
kn =−Kmax

(2.12)

where ∆k is the sampling interval in k-space and the resulting image ρ(m) is
compartmentalized with voxels. The word “voxel” is a portmanteau of volume-pixels. The
size of the voxel represents apparent resolution in an MR image, which is defined by.

∆r =

1

(2.13)

2K max

The image FOV is defined by

FOV =

1
∆k

(2.14)

The 1D version is shown for simplicity, and generalization to higher dimensional imaging is
straightforward as the Fourier transform is separable in multiple dimensions.
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The true image resolution differs from the apparent resolution. Due to signal
relaxation, the acquired data has extra weightings that are not uniform in k-space, which is
called the Modulation Transfer Function (MTF). The MTF is a filter in the Fourier domain.
From the convolution theorem, the IFT reconstructed image is the true image convolved with
the Point Spread Function (PSF), which is the IFT of the MTF. If the MTF has high
amplitude around the k-space origin and low amplitude in the k-space periphery, it is a lowpass filter, and the image is blurred. If the modulation is reversed, it results in a high-pass
filter and the image resolution is enhanced. The MTF is determined by the k-space sampling
strategy.
There are two limiting factors to increasing resolution. First, higher resolution may
lead to longer acquisition times. The data acquisition window is limited by signal lifetimes.
More importantly, higher resolution leads to lower SNR, as the voxel volume is reduced.
The SNR depends on the number of acquired data points (Nx) and the noise level on
each point. The noise level is defined by the receiver bandwidth (BW) which is inversely
proportional to dwell time (DW). Therefore, SNR depends on the square root of data
acquisition duration ACQ = Nx × DW. SNR can be compensated by signal averaging, i.e.,
repeating the experiment N times and averaging the data, which is equivalent to increasing
the acquisition duration. Signal averaging boosts the SNR by a factor of √N. Note that this is
only true for uncorrelated noise.
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2.2.3 K-space Trajectory
Gradients can be applied in three spatial directions to sample k-space sequentially,
centrally, or via interesting trajectories such as spiral and radial schemes. There are two main
types of gradients: frequency encoding (FE) and phase encoding (PE). Most frequency
encoding gradients are defined to be constant in amplitude but with a duration determined by
the ACQ window. The FE gradient enforces position-dependent frequency on the object
while signal is acquired. This corresponds to a line filled in k-space. Phase encoding
gradients are applied before the data acquisition. The PE gradient introduces a positiondependent phase, and this corresponds to a point in k-space. Most PE gradients are
programmed to be fixed in duration but variable in amplitude.
Acquiring lines in k-space using FE in one direction and PE in the other direction is
referred to as spin warp imaging, while pure PE based point-by-point acquisition is known as
Single Point Imaging (SPI). In this work, the time between the RF pulse and an arbitrary
point in k-space is referred to as the Encoding Time Tp or the time of phase evolution. The
time at which the k=0 point is acquired is referred to as the Time to Echo (TE) or echo time.
The image contrast is defined by the contrast at the k-space origin.
The trajectory by which k-space is filled determines the MTF and the true image
resolution. In a simple FID-based experiment, the signal begins to decay after the RF
excitation at a time constant of T2*. If the k-space origin is first sampled, followed by the kspace periphery, a low-pass filter results. On the contrary, if the k-space periphery is sampled
before the k-space origin, the T2* attenuation leads to a high-pass filter.
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2.3 MRI Pulse Sequences
An MRI pulse sequence indicates the sequence of a series of events, including the RF
pulses, the magnetic field gradient pulses, and the data acquisition window. Parameters, such
as Tp, TE, and TR, can be identified in the pulse sequence. The TR is the time between
excitation pulses. The techniques discussed in this work require multiple excitation pulses to
fully cover the k-space.

2.3.1 Gradient Echo Sequence
The 3D Gradient Echo (GRE) pulse sequence uses frequency encoding gradient in
one direction and phase encoding gradients in the other two dimensions, as in Figure 2-1.
The PE gradients, in y and z, select a point in the two-dimensional phase encoding plane. The
PE gradients have different amplitudes in each TR but remain constant in duration. A line is
traced in the x dimension with the FE gradient. The image is reconstructed with a 3D IFT. In
GRE experiments, T1 recovery and T2* decay must be considered in the signal expression,
which is Eqn. (2.4) with additional T2* weighting.
When a gradient is on, phase accumulation occurs over time. The x gradient-induced
phase accumulation is reversed by switching the gradient polarity. An echo, called gradient
echo, is generated at time TE, where k=0 based on Eqn. (2.10). Generally, the signal
amplitude is highest at the k-space center since phase coherence is achieved. The minimum
TE is limited by the gradient amplitude and rate of switching, as Kmax must be sampled for a
certain image resolution. The dephasing from magnetic field inhomogeneities cannot be
refocused with gradient echo. GRE is not robust for imaging in regions with high magnetic
field inhomogeneity.
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Figure 2-1: 3D Gradient Echo pulse sequence diagram. The
x direction is selected to be the frequency encoding
direction. y and z are the phase encoding directions. The
echo signal occurs at time TE after the RF pulse.

2.3.2 Spin Echo Sequence
The Spin Echo (SE) pulse sequence employs two RF pulses per TR, as in Figure 2-2.
An excitation RF pulse (α = π/2) is followed by a refocusing RF pulse (α = π). In SE
experiments, the signals are subjected to T1 recovery and T2 decay. All the signal phases,
including gradient induced and magnetic field inhomogeneity induced, are reversed by the
refocusing RF pulse. The refocusing RF pulse changes the k value to -k. A spin echo is
generated at time TE, where k=0, with a T2 weighting, instead of a T2∗ weighting. The SE
sequence is more robust against magnetic field inhomogeneities.
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Figure 2-2: 3D Spin Echo pulse sequence diagram. The x
direction is the frequency encoding direction. y and z are
the phase encoding directions. The echo signal occurs at
time TE after the first RF pulse.

2.3.3 Pure Phase Encoding Sequences
Pure phase encoding (PPE) sequences employ solely PE gradients. They are SPI
techniques, since only one point in k-space is acquired per TR. An example is shown in
Figure 2-3. No traditional gradient echoes are formed in this FID-based example. The time
between the RF pulse and the signal acquisition is termed the Encoding Time (Tp). In some
literature, Tp is referred to as “echo time” since it is the phase evolution time when the kspace center data is acquired.
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Figure 2-3: An example of a Single Point Imaging pulse
sequence diagram. One point is acquired at the encoding
time Tp after the RF pulse.

The T1 recovery and T2* decay must be considered in the signal expression, similar to
GRE. Since the time between the excitation and the acquisition may be as short as the probe
deadtime (on the order of microseconds), signals with very short T2* can be detected. This
includes some rock cores, lithium-ion batteries and other materials that cannot be imaged by
clinical MRI [4]–[7]. PPE techniques with short encoding times are also immune to rapid
intravoxel dephasing artifacts, which is further discussed in Chapters 3 and 4.
One disadvantage of the pulse sequence in Figure 2-3 is the rapid gradient switching,
where gradients are switched on and off in between RF excitations. The gradient switching in
SPI is far more abrupt than the GRE and SE pulse sequences when high amplitude gradients
are employed for short encoding times.
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The magnetic field gradient is produced by current through coil windings. Currentcarrying wires experience a Lorentz force proportional to the static magnetic field and the
current. When the current changes abruptly, the large change in the Lorentz force causes the
gradient coil to vibrate. Severe gradient vibrations result in loud acoustic noise and may also
damage the hardware. Balcom et al [8] developed a ramped version of the SPI technique,
SPRITE (Single Point Ramped Imaging with T1 Enhancement), to minimize the gradient
switching, as in Figure 2-4. Many experiments performed in this work are extensions of the
technique.

Figure 2-4: SPRITE pulse sequence diagram. Each gradient
step is accompanied by an RF pulse and a point in k-space is
acquired at time Tp (not shown).
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The term “T1 enhancement” in the name of the pulse sequence arises from the
underlying MTF in k-space dependent on the sample T1 relaxation. With a centric trajectory,
where the k-space center is acquired before the periphery, the signals are attenuated more in
the high frequency region. This MTF is a low-pass filter, leading to blurring in the
reconstructed image. A 1D example is shown in Figure 2-5 in red. The PSF width is related
to the sample T1, RF flip angle, and TR. To remove the blurring, a number of RF pulses can
be applied with the same experimental parameters to bring the magnetization to longitudinal
steady state before data acquisition. The dummy cycles lead to a uniform MTF, where the
PSF is a delta function. Alternatively, the data sampling may begin at the k-space periphery,
where higher attenuation around the k-space center results in a high-pass filter.

Figure 2-5: (a) MTF in k-space and (b) the corresponding PSF, for centric scan (─)
and centric with dummy cycles (─) These correspond to low-pass and identical
filters, respectively. 1D is shown for easy visualization.
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Chapter 3
Magnetic Field Mapping Using Pure Phase Encoding MRI
3.1 Introduction
High susceptibility materials, such as metal, induce large magnetic field distortions
that manifest as artifacts in conventional MRI images. It is very challenging to image patients
with metal implants. However, the field distortion may be exploited for novel nonlinear
spatial encoding methods [1]. Quantifying the magnetic field distribution is the first step in
developing these novel methods. The conventional GRE based B0 field mapping is limited
where large susceptibility is present. In this work, we explore mapping the field around metal
using a pure phase encoding (PPE) MRI approach. PPE is a Single Point Imaging (SPI)
technique, where only one point in k-space is acquired per RF excitation. The same
principles are applied in Chapter 4.
To obtain a spatially resolved magnetic field distortion, multiple images are acquired
at different signal encoding times, where the image phase evolution is proportional to the
magnetic field amplitude [2]. Around objects of high magnetic susceptibility, the signal
excitation may be limited by the RF bandwidth. In GRE, the excited magnetization can be
completely attenuated before the echo time due to rapid intravoxel dephasing. 2D and 3D
gradient echo images experience severe artifacts in the form of massive signal voids around
the object [3]. The shadow extends beyond the object’s size and obscures the surrounding
regions. To acquire a field map close to the object, reduction of the void artifact must be
achieved first.
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Eliminating the metal-induced void artifact has been an active field of research for
many years [4]. The simplest approach to reducing the metal artifact is to minimize the GRE
echo time TE by increasing the gradient amplitude. In clinical applications, the slew rate (rate
of change of the amplitude) is limited by patient comfort due to peripheral nerve stimulation
(PNS). The achievable minimum TE is on the order of milliseconds, not sufficient to remove
the artifacts.
Some variations of the GRE, such as the class of Ultrashort Echo Time (UTE)
sequences, have very short encoding times that permit the signal to be encoded prior to full
dephasing. This technique requires high gradient fidelity in the radial k-space sampling. The
finite response of the gradient amplifier, self-inductance of the gradient coils, and eddy
currents lead to delay and distortion of the gradient outputs, which must be characterized and
corrected for proper image reconstruction. The frequency encoding method is prone to spatial
misregistration artifacts. In addition, the rapid dephasing during the signal acquisition
adversely affects the image quality. This is effectively a low-pass MTF over the acquired kspace, leading to a large linewidth in the image domain, i.e., severe T2* blurring.
The spin echo (SE) sequence can refocus the static field inhomogeneity induced
dephasing at the echo time [5]. However, the blurring due to rapid signal dephasing within
the acquisition window still limits the image quality. The SE and its multiple refocusing
variation the fast spin echo (FSE) have been modified to accommodate the large magnetic
field distortion around metal in the signal excitation and/or spatial encoding [6]–[8]. In 2D, a
through-plane magnetic field gradient is usually employed to correct the spatial
misregistration across slices. Spectral information can be acquired by repeating the
experiments at various frequencies, but the spectral resolution is limited by the number of
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bins [9]–[11]. Spectral selection has also been combined with UTE for imaging around metal
[12].
Fully phase encoded UTE with broadband excitation (UTE-FPE) [13] has been
proposed as an artifact-free image acquisition method. The broadband pulse enables
excitation of signal closer to the metal when compared with bandwidths used in conventional
imaging. This technique is very similar to general SPI techniques, such as SPRITE [14], but
uses a ramped approach to employ clinically feasible RF and gradient parameters [15].
PPE sequences with short encoding times have the benefit of being largely immune to
the rapid intravoxel dephasing and spatial misregistration artifacts. Multiple temporal points
can be acquired within each repetition time. In contrast to frequency encoding, where these
points are combined in one k-space data set, multiple PPE images with different encoding
times can be reconstructed. This allows one to map the phase evolution over time, thereby
constructing a B0 map. In this work, a multiple-point SPRITE (mSPRITE) sequence is
employed [14][15]. This technique can provide more accurate and precise field maps, not
subject to the spectral resolution constraint. As of writing, no attempt has been made to use
mSPRITE sequences in field mapping. The proposed method requires long scan times which
is not feasible in a clinical setting [18]. In Chapter 5, undersampling schemes are discussed to
accelerate the technique.

3.2 Theory
3.2.1 Metal-Induced Distortions in MRI
MRI is performed under the assumption that the static magnetic field B0 is
homogeneous. In practice, the magnetic field homogeneity reduces when an object is present.
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As discussed in Chapter 2, the inhomogeneity of the static magnetic field is one source of the
T2* decay.
Severe heterogeneity of the field can be induced from objects with high magnetic
susceptibility, such as metallic objects. The frequency offset is defined by
ω′r = γ∆Br

(3.1)

The metal-induced distortion creates a region of steep frequency variation around the
object across neighbouring voxels. The phase offset is
φ(r) = −γΔBr Tp ,

(3.2)

where Tp is the signal evolution time. When a large phase distribution (> 2) exists within a
voxel, a void feature occurs. The rapid intravoxel dephasing leads to a short T2*. If the phase
variation is insignificant within each voxel, only intervoxel phase difference needs to be
considered. The signal equation is
M
−1
2

S ′ (k n , Tp ) = ∑ ∆r ρ(m)e−i2πmkn e−iγΔBr Tp ,

(3.3)

M
m=−
2

where ρ(m) includes the relaxation terms and represents the total signal amplitude.

3.2.2 Magnetic Field Mapping
Intravoxel dephasing artifacts can be minimized by reducing the encoding time Tp, as
in Eqn. (3.2). Short encoding times on the order of microseconds can be achieved with
mSPRITE techniques. This enables artifact-free imaging which is a necessity for phase
mapping and therefore field mapping. Since the encoding time is constant in an mSPRITE
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sequence, the phase accrued from the static magnetic field is constant for all k-space points
of an image. In contrast, with a frequency encoding approach, the accrued phase changes
among different points in k-space.
In SPI techniques, only one point in k-space is acquired per RF excitation. In practice,
multiple time domain points can be collected after each RF pulse at no extra cost. Multiple
SPRITE images are acquired simultaneously with varying Tp and T2* weighting. This is
termed “mSPRITE”. The phase evolution for each voxel can be analyzed to construct a
magnetic field map.
ρ̂(𝐫, Tp ) = ρ(𝐫)e−iγ∆Br Tp

(3.4)

A gel phantom with a metal object was imaged with the mSPRITE method. Real
image components at different encoding times are shown in Figure 3-1. The intensity
variation among frames has a spatial distribution, indicating magnetic field inhomogeneities.

Figure 3-1: A phantom was imaged with mSPRITE. 5
points were acquired after each RF pulse α, corresponding
to 5 images of different encoding times. The real
components are shown.
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3.2.3 Adjusting the Field of View
The Fast Fourier Transform reconstructs the image from fully sampled equally spaced
k-space data. The image FOV is determined by the spacing of acquired points in k-space

FOV =

1
1
=
,
∆k γ∆GTp

(3.5)

where Gn = n∆G for mSPRITE. Within every TR, to ensure gradient stabilization and
shorten the encoding time, the gradient is turned on to a pre-determined amplitude prior to
the RF pulse and left on until the last time domain point is acquired, then ramped to the next
value. The image FOV is dependent on Tp , and must be corrected before evaluating the
voxel-wise phase evolution. The first temporal image has the shortest Tp and largest FOV.
The large voxel may be interpolated to increase the nominal resolution and match the long Tp
image resolution. Errors occur due to the interpolation. Alternatively, voxels of higher
resolution images can be collapsed to match the first temporal image. This can be performed
in k-space with higher flexibility, where the adjustment is not limited to an integer number of
voxels. It is equivalent to discarding some periphery k-space data. The image SNR is
reduced. Since the Fourier Transform is linear and separable, three 1D operations can be
performed on the 3D data.

3.3 Methods
3D images of a titanium nut suspended in a CuSO4 doped agar gel phantom were
acquired with a 1 T Aspect M2 Pre-Clinical animal scanner. The T1 of the gel was
approximately 200 ms. An mSPRITE sequence was used to acquire the pure phase encoded
image with a TR of 3 ms. A hard pulse with a flip angle of 5° and 10 µs duration was used.
The field map was calculated using the mSPRITE data by collecting 10 temporal points
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along the FID with a dwell time of 10 µs. The shortest signal encoding time was 200 µs. All
image FOVs were scaled with respect to the first encoding time image. A Gaussian filter
with a FWHM of 4.93 cm-1 was applied to the k-space data before image reconstruction. The
image SNR was 17. Image SNR was calculated as the mean of the highest signal intensity
region divided by the standard deviation of the background noise.
3D Gradient Echo (TR = 20 ms) images were acquired for comparison. 10
acquisitions of the 3D Gradient Echo were collected, with TE from 1.8 ms to 1.89 ms, spaced
by 0.01 ms. A rectangular pulse with a flip angle of 30° and duration 200 µs was used. The
image SNR was 45.
In both experiments, the FOV was 64 mm in each dimension with an isotropic voxel
size of 1 mm3 and a matrix size of 64x64x64. The maximum gradient amplitude was 5.3
G/cm in mSPRITE and 9.5 G/cm in GRE. The scan time for each sequence was
approximately 14 minutes. Frequency calibration was performed in between acquisitions to
minimize effects from field drifting.
Experimental results were compared
with an analytical approximation to the system
based on a 2D coaxial cylinder [19] (Figure 32). The magnetic susceptibilities used for the
simulation were χTi = 182 ppm for titanium and
χH2O = -9 ppm for water (Appendix C). The outer
diameter (rb) was 11 mm and inner diameter (ra)
was 5 mm. The diameter of the vial was 27 mm.
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Figure 3-2: Illustration of the system
examined in the experiment. A
hexagonal-shaped titanium nut is
suspended in a doped agar gel.

3.4 Results
The images in Figure 3-3 demonstrate the success of producing artifact-free images
using SPI techniques. B0 is vertical in all images. mSPRITE (Figure 3-3a) vastly
outperformed the GRE (Figure 3-3b) with its ability to acquire signal close to the titanium
nut, revealing its hexagonal shape. The 3D Gradient Echo image contained a large signal
void that extended past the diameter of the metal object, indicating signal loss due to the field
distortion. Additionally, signals piled up because of the spatial misregistration, highlighted
by green arrows. The location of the signal pileup depended on the direction of the magnetic
field distortion (see Figure 3-6). In regions of positive field distortion, the signal pileup
occurred towards the left side of the image. In regions of negative field distortion, the signal
pileup was directed towards the right side of the image.

Figure 3-3: A gel phantom with a suspended titanium nut imaged with (a) mSPRITE
and (b) GRE. A slice is shown. The hexagonal shape is clearly visible in the mSPRITE
image, while severe distortion is observed in the GRE image where the nut shape is not
discernible. Spatial misregistration artifacts in GRE are highlighted with green
arrows. The point highlighted in yellow was fully dephased. The phase evolution of the
red and blue points in (a) are plotted in Figure 3-5.
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With a very large magnetic field value and/or a large range of encoding times, the
phase evolution may exceed (-π, +π]. Phase unwrapping must be performed before
evaluating the magnetic field, shown in Figure 3-4. The phase difference between adjacent
time points was calculated. 2π was subtracted if the phase difference was greater than π, and
2π was added where the phase difference was smaller than -π. The dwell time was
sufficiently small so that a 4π phase change was not possible. The temporal phase
unwrapping was more reliable than the spatial phase unwrapping algorithm because it only
required operations in 1D. The spatial phase unwrapping was not necessary, as the magnetic
field was defined only by the phase evolution and not the absolute phase.

Figure 3-4: (a) The image phase and (b) magnitude of a chosen slice of the 3D titanium
phantom mSPRITE image. The wrapped (black) and unwrapped (green) phase evolution
of the green point in (b) is shown in (c). The phase unwrapping was performed in the
temporal domain as a 1D operation.
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The phase evolution of two points in Figure3-3a are plotted in Figure 3-5. At a large
distance from the surface of the metal, the phase was virtually constant over time, indicating
that the magnetic field was not disturbed. The slope of the phase evolution curve represents
the magnetic field offset value. Close to the metal, a large slope was observed at 21 rad/ms,
corresponding to a magnetic field of 79 µT.

Figure 3-5: Evolution of unwrapped phase for points near (blue) and far
(red) from the surface of the titanium nut. The slopes (black) are
magnetic field offset values in the voxel locations.
The magnetic field map acquired with the mSPRITE technique is compared with the
theoretical field map in Figure 3-6. The dipole shape in the simulation result is apparent in
the mSPRITE field map. Excellent agreement was observed between the experimental and
simulated field maps. The GRE was unable to produce a field map as the region of interest
was completely voided.
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Figure 3-6: Magnetic field maps acquired from (a) mSPRITE experiments and (b)
theoretical calculation. The slice from Figure 3-3 is shown. Excellent agreement in the
shape and magnitude of the distortion was achieved. The yellow point in (a) was fully
dephased in Figure 3-3b, while a magnetic field value was obtained at this voxel in the
mSPRITE experiment.

3.5 Discussion
The mSPRITE sequence is shown to be vastly superior in terms of producing artifactfree images compared to the GRE as in Figure 3-3. The GRE had poor immunity to the field
distortion, with little magnetic field mapping capability around metal (results not shown).
The very short encoding times enabled mSPRITE to image and map the magnetic field
closely around the metal, as in Figure 3-6. There is an excellent agreement between the
simulated and experimental field maps, where the dipole shape characteristic of metalinduced field inhomogeneity is clearly visible in both maps. The measured field map did not
extend as far in space as in the simulation, which may be due to the simplified infinite
coaxial cylinder geometry. The major axis was not perfectly perpendicular to B0 in the
experiments.
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In the mSPRITE image in Figure 3-3a, signal enhancement in the close vicinity of the
nut was observed that could be mistaken for signal pileup artifacts. Spatial misregistration
artifacts, such as those highlighted in the GRE image of Figure 3-3b, occur when the signal
with gradient-induced frequency variation at some position is mapped to a wrong position
due to the modified precession frequency from the magnetic field distortion. This results in
regions where the signal appears brighter and regions where the signal appears darker. The
locations of this effect change based on the static magnetic field offset and the polarity and
amplitude of the frequency encoding gradient. Notably, this only occurs in the frequency
encoding direction since the k-space points are acquired at different phase evolution times.
Spatial misregistration artifacts do not occur in SPI techniques such as mSPRITE, because no
frequency encoding gradients are employed. This signal enhancement in Figure 3-3a was
caused by the RF enhancement of the titanium structure [20]. Using a transformer model, the
titanium nut acted as a secondary to the scanner RF coil. Eddy currents on the surface of the
nut were generated as a result of the coupling, which in turn produced local magnetic fields
that influenced both the excitation and reception B1 amplitudes. The image intensity was
therefore increased.
There was a signal void in the centre of the titanium nut where signal from the agar
gel should be expected. The titanium nut acted as a Faraday cage shielding the B1 field
propagating radially towards the centre of the phantom, leading to a negligible signal
intensity.
Noise affected the mapping accuracy, especially when the phase evolution in Figure
3-5 is gradual. A larger interval in encoding times is advantageous to minimize the noise
influence. However, this may lead to severe phase wrapping for voxels with large field
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offset. Phase unwrapping was not possible when a 4 phase evolution occurred between
adjacent temporal frames. The range in the mSPRITE encoding times was also limited by the
difference in image FOVs, which was related to ratios of encoding times. To avoid blurring
as a result of image series FOV adjustments, the first time point was used as the reference at
the cost of higher gradient amplitude and reduced SNR. The operation is not possible when
the image is aliased to overlap itself. This limits the shortest Tp.
The transmission bandwidth of the RF pulse determines the range of frequencies
excited in experiment. The off-resonance frequencies can be from the spatial encoding
gradients or metal induced B0 inhomogeneity. The transmission bandwidth is related to the
pulse duration by reciprocity, i.e., shorter pulses have broader excitation bandwidths.
mSPRITE required a short duration RF pulse as the spatial encoding gradients was on during
the signal excitation. This also ensured the magnetization in close vicinity of the metal was
properly excited, though a higher RF power was required. In GRE, intravoxel dephasing was
the dominating factor in signal cancellation, due to the long encoding times. The voxel
highlighted in Figure 3-3b and Figure 3-6a was dark in GRE, while the measured magnetic
field was 34 µT, corresponding to 1.4 KHz. This was within the RF excitation bandwidth,
confirming that the zero GRE image intensity was from intravoxel dephasing instead of
insufficient signal excitation. Generally, the distortion field gradient increases with the field
amplitude, so more severe dephasing is expected at voxels with larger magnetic field offsets.
The RF excitation bandwidth was therefore not maximized, so that the larger flip angle
pulses were executed with moderate power.
The intravoxel dephasing can be mitigated by reducing the voxel size, so that phase
distribution per voxel is narrower and signals closer to the metal surface can be preserved.
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This requires higher image resolution, which is limited by SNR and available gradient
amplitude. Increasing encoding time to improve image resolution defeats the purpose of
reducing intravoxel dephasing. Small voxel leads to low SNR images and errors in the field
evaluation, since the phase SNR is related to amplitude SNR [21].
The intravoxel dephasing is proportional to the strength of the static magnetic field
B0. The metal artifacts are less severe in low field MRI. Longer encoding times are possible,
which require lower amplitude gradients for the same resolution. However, the SNR also
reduces at low B0. Signal averaging can be used to compensate the low SNR at the cost of
lengthy scan times.
Applying this technique to clinically relevant field strengths (1.5 T, 3 T) depends
strongly on the available gradient amplitude required to overcome intravoxel dephasing.
Short encoding times are achieved with higher gradient amplitude. For the experiment
performed in this work at 1 T, a Tp of 200 μs was used and required a gradient amplitude of
5.3 G/cm. There are limitations on the use of gradient amplitude in humans due to PNS and
RF bandwidth requirements. Higher gradients require broader RF bandwidths, achieved with
shorter pulse durations. This will lead to higher RF power deposition, limiting its use in
humans. For pre-clinical applications on mouse models, these restrictions are relaxed.
The mSPRITE k-space trajectory also affected the resolution and SNR balance. In
centric scans, where the k-space center is acquired first, the longitudinal magnetization
attenuates strongly at the periphery of k-space. The T1-dependent MTF is a low-pass filter
resulting in blurring in the image, although the image SNR is high since the k-space origin
has the highest signal intensity. Optimal resolution was pursued in this work, so dummy
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scans were employed to achieve longitudinal steady state prior to the start of each
acquisition, at the expense of reduced SNR.
Pure phase encoding is not limited to B0 mapping. The image contrast depends on T1
and T2*, therefore T2* maps can be acquired by considering relaxation effects in the signal
equation [22]. T1 and T2 mapping are also possible by preparing the magnetization prior to a
SPRITE acquisition using inversion recovery or saturation for T1 and spin echo preparation
module for T2 [16]. In Chapter 5, the subject of T2* mapping is explored in more depth.

3.6 Conclusion
In this chapter, a versatile technique has been presented to map the B0 field around
objects with high magnetic susceptibility, such as metal for MR safe implants. The method
can be used for B0 quantification to aid in the development of novel nonlinear spatial
encoding techniques that exploit the magnetic field distortions [1]. The development of these
methods can enable imaging around MR safe implants with a reduction of gradient usage.
mSPRITE was compared with a conventional 3D Gradient Echo sequence. Its ability to
image and measure the magnetic field close to the source of inhomogeneities was
demonstrated. Excellent agreement with theoretical calculations was observed.
Future work includes examining undersampling schemes or novel trajectories for
acceleration [23] as well as the potential for nonlinear spatial encoding [24]. Chapter 4
demonstrates the application of this technique on iron particle quantification and Chapter 5
discusses an undersampling scheme for accelerating the technique. Undersampling in general
will decrease the scan time and lead to lower gradient duty cycle and RF power deposition,
which are important factors for potential clinical applications.
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Chapter 4
Quantifying Iron Particle Clusters In Vitro Using Pure Phase
Encoding MRI
4.1 Introduction
MRI cell tracking is used to monitor cell migration in various immunotherapies and
in stem cell therapy [1]–[3]. SuperParamagnetic Iron Oxide Nanoparticles (SPIONs) are
frequently used in cell tracking MRI as they provide excellent contrast due to voids arising
from sharp field disturbances [4]. Injected cells are labelled with SPIONs and counted over a
duration of time to study the migration of the cells and the effectiveness of a particular
treatment. Gradient echo (GRE) sequences are frequently used for cell tracking where a void
is observed at the SPION location. For a certain particle size, the void contrast relates to the
number of SPIONs. However, it is not possible to quantify the number of cells as the number
of SPIONs within each cell can vary significantly. Evaluating the number of particles within
a cluster will enable quantitative analysis of the migration of cells.
Another application of SPIONs is related to the hyperthermic treatment of cancers by
SPION heating [5]. Localized heating can be achieved with SPIONs at the affected area by
applying alternating magnetic fields [6]. The heating is related to the quantity of SPIONs.
Quantification of SPIONs is therefore required to evaluate the proper dose to destroy the
tumour without harming the patient [7][8].
The phase difference in two 2D GRE images was employed [9] to examine a single
mass of iron oxide particles in different subject orientations, although the 2D experiment was
subject to slice selection errors due to the SPION-induced field distortion.
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Many methods have been proposed to process the GRE data to quantify SPIONs,
including Quantitative Susceptibility Mapping (QSM) [10], Phase Gradient Mapping (PGM)
[11]–[13], Susceptibility Gradient Mapping (SGM) [14][15], and the finite perturber method
[16]. These techniques mostly require 3D spatial phase unwrapping and may be prone to
other system errors such as eddy currents. The data acquisition of these methods is subjected
to all the GRE limitations discussed in Chapter 3.
Ultrashort TE (UTE) pulse sequences have been employed for SPION quantification
[17]. The image intensity, instead of image phase, was used in the UTE method, which is
impacted heavily by intravoxel dephasing, spatial misregistration and blurring artifacts.
Various forms of relaxometry mapping have been proposed for SPION quantification,
such as T1 relaxometry [18]–[20], T2 relaxometry [21][22] and T2* analysis [21][23]. All
forms of signal lifetime analysis are only applicable for low concentrations of SPIONs. At
high concentration, the intravoxel dephasing reduces the signal amplitude such that analysis
is impossible. Furthermore, the image amplitude, instead of the image phase, is used in data
processing which is subject to high errors as discussed in the previous paragraph.
Image phase based SPIONs mass quantification has been performed by evaluating the
distance where the phase varied by a certain value, i.e. π, using susceptibility-weighted 3D
GRE imaging [24]. The single parameter evaluation was less robust compared to mapping
the magnetic field in a large region.
Pure phase encoding sequences provide high quality quantitative images that are
largely immune to field inhomogeneities and spatial misregistration artifacts. For in vitro
experiments, with a proper resolution and SNR, the field distortion can be mapped with
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multiple-point SPRITE (mSPRITE) [25][26] as in Chapter 3. Phase evaluation in this method
is less challenging since the unwrapping can be performed in the temporal domain as a 1D
operation. Intravoxel dephasing can be minimized by reducing the encoding times. This
provides a reliable method to quantify the particles within a cluster of SPIONs.

4.2 Theory
The resulting magnetic field of a sphere placed in an external field is solved
analytically in Appendix A and is verified with the solution from [27]
3μ1 B0
𝐳̂,
2μ2 + μ1
𝐁=
3μ2
R3 (x 2 + y 2 − 2z 2 )
)
B0 𝐳̂ − B0 (1 −
𝐳̂,
2μ2 + μ1
r5
{

r<R
,

(4.1)

r>R

where B0 is the amplitude of the static magnetic field in 𝐳̂. R is the radius of the sphere. μ1
and μ2 are the magnetic permeability of the sphere and the immersive medium, respectively.
The magnetic field distortion ∆𝐁 outside the sphere is

∆𝐁(𝐫) = 𝐁 − 𝐁𝟎 =

4π
m
𝐂(𝐫)R3 = 𝐂(𝐫) ,
3
ρ0

where C includes all terms multiplied with R3 in Eqn. (4.1), and m and ρ0 are the mass and
density of the sphere, respectively. For a certain material, the amplitude of magnetic field
distortion is proportional to the sphere mass.
Under the condition that the presence of one spherical particle does not significantly
influence the induced magnetic field from another particle, the interactions between particles
in an ensemble can be neglected. One example is when the induced field is negligibly small
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compared to the static magnetic field strength. The induced magnetic fields of individual
particles can be superimposed as per the superposition principle. Each particle independently
contributes to the overall field distortion. The field disturbance of a cluster of particles is
N

∆𝐁𝐓 (𝐫) = ∑(𝐂(𝐫)mi ) = mT ∆𝐁𝐦 (𝐫),

(4.2)

i=1

where N is the number of particles. mi is the mass of each particle and mT is the total mass.
∆𝐁𝐦 (𝐫) is the magnetic field distortion per unit mass. Note that Eqn. (4.2) holds under the
assumption of spherical particles concentrated at one point. Irregular particles can be
approximated as spheres at a large distance r ≫ R. The error due to the finite spread is
investigated in the discussion.
Short encoding times enable imaging close to the metal. Image phase evolution, at
different encoding times, is defined by the induced static magnetic field. There is a linear
relationship between the measured phase shift φ and the quantity of particles. The simple
relationship is
φ = −γmT ∆Bm (r)Tp .

(4.3)

In this work, the mass of the cluster is quantified instead of the number of particles, and the
particles are not required to be identical.

4.3 Methods
Superfine iron powder, as in Figure 4-1, was used in this work. A small quantity (< 1
mg) was deposited into a CuSO4-doped agar gel phantom with a T1 of approximately 200 ms.
The mass of the powder was measured using a Mettler Toledo AX205 DeltaRange®
Analytical Balance with an accuracy of ±0.01 mg. The grains were collected to a single point
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using a small magnet. The powder was measured
on a plastic tray, then gelled on the tray. A small
volume containing the powder was cut and
deposited into a large gel. Five phantoms were
prepared with iron powder masses of 0.12 mg, 0.23
mg, 0.32 mg, 0.41 mg and 0.51 mg.
3D Gradient Echo (GRE) and mSPRITE
images were performed with an identical isotropic
resolution of 1 mm3 on a 1 T Aspect M2 Pre-

Figure 4-1: Optical microscope view
of the iron powder in a plastic tray,
at 100x magnification. The average
grain size is 45 μm.

Clinical animal scanner. GRE images with TR = 20
ms, α = 30° and 10 TEs of 1.80 to 1.89 ms, at an increment of 0.01 ms, were acquired with a
total scan time of 14 minutes for each phantom. The maximum gradient amplitude was 9.5
G/cm. A 10-point centric mSPRITE sequence with TR = 3 ms, RF pulse duration of 10 μs,
and α = 5° was employed. The first encoding time was 100 μs and the dwell time was 10 μs.
The maximum gradient amplitude was 10.6 G/cm. The scan time duration was 14 minutes. A
Gaussian filter with a FWHM of 4.15 cm-1 was applied to the k-space data before image
reconstruction. Phase unwrapping and subsequent field mapping were performed on both
datasets. The mSPRITE image SNR of the first point was 38 and the GRE image SNR was
41.

4.4 Results
Figure 4-2 shows 2D slices of the 3D mSPRITE and GRE images of a phantom
containing 0.12 mg of iron powder. 2D cross-sections are shown for easy visualization for all
figures. The MRI image magnitude, image phase, and the magnetic field distributions are
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shown in columns for the two experiments. The first time point of the magnitude and phase
images are shown. The void in the GRE images was much larger than the mSPRITE images
due to the longer TE. More severe spatial phase wrapping is present in the GRE image. The
phase unwrapping was performed in the temporal dimension. Least squares fitting was
employed to yield the field maps Figure 4-2c and f. Constant offset and linear field variation
were removed from the field maps. The magnetic field was only evaluated in regions with
significant image amplitude, above 30% of the maximum value. This also ensures the
success of phase unwrapping. Note the large difference in colourbar ranges in the two field
maps. The mSPRITE had a larger range as the field closer to the cluster site was successfully
evaluated.

Figure 4-2: 2D cross-sections of mSPRITE (1st row) and GRE images (2nd row) of the
phantom with 0.12 mg iron powder. The columns are image magnitude, phase, and
magnetic field maps. In mSPRITE images, the void is minimized, and field variation is
observed closer to the cluster site. Severe image artifacts and phase wrapping are
observed in the GRE image, and field measurement was only possible at a larger
distance from the cluster site.
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Experiments were repeated on phantoms with iron contents of 0.23 mg, 0.32 mg, 0.41
mg and 0.51 mg. Figure 4-3 shows 2D slices of the 3D mSPRITE and GRE images of the
phantom containing 0.51 mg iron powder. With more iron, the void was larger in both
images, compared to Figure 4-2. However, the void size was not linearly related to the iron
content. The measured field values are comparable to Figure 4-2, although the field was only
obtained at a larger distance from the cluster site. The high iron content led to more dramatic
phase variation and increased field distortion but did not significantly degrade the mSPRITE
image quality. In contrast, the GRE yielded a much larger void with severe distortions. Only
a fraction of the voxels can be used to evaluate the magnetic field.

Figure 4-3: 2D cross-sections of mSPRITE (1st row) and GRE (2nd row) images of the
phantom with 0.51 mg iron powder. The columns are image magnitude, phase, and
magnetic field maps. In the mSPRITE images, the void is minimized, and field variation
is observed closer to the cluster site. Severe image artifacts and phase wrapping are
observed in the GRE image.
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The measured magnetic field distribution was compared with a simulated magnetic
field of a small particle. In the far region relative to the particle size, the magnetic field
amplitude is proportional to the particle mass. Least-squares fitting was performed to
evaluate the ratio of the measured field map with the simulated field map. Figure 4-4
summarizes the normalized field map ratios from all five phantoms shown as ∆Br . The two
experiments were normalized separately for easy visualization. The error bars in x represent
the uncertainty in the mass measurement. The error bars in y, representing the residual error
in the fit, were not visible as they were too small. The mSPRITE had an R2 of 0.998. GRE
yielded a ratio approximately 2 times less than mSPRITE at 0.12 mg mass, and poorer
linearity was observed with an R2 of 0.926 with a slope largely deviated from the simulation.

Figure 4-4: Normalized induced magnetic field amplitude with different iron
powder mass. mSPRITE (●, R2=0.998), GRE (●, R2=0.926) and simulated (─)
are shown.
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The good linear correlation in mSPRITE results can be employed to predict iron content
based on the field map. This further demonstrated the superiority of mSPRITE over the GRE
for quantification.

4.5 Discussion
In this proof-of-concept work, the content of iron particles, including size and
quantity, was larger than the SPIONs in pre-clinical applications. Additionally, pure iron
powder was used instead of the commercial magnetite compound wrapped in a carboxyl
polymer. Iron powder is a soft ferromagnetic material. The small quantity iron powder in this
work can be treated as an ensemble of non-interacting high susceptibility particles as it is in
the saturation range at 1 T [28] where the induced magnetization is defined by mass.
The high magnetic susceptibility iron created a larger void and distortion area than
SPIONs. This compensated for the static magnetic field 1 T in this work since most preclinical applications are performed at higher field strengths (7 T or higher) and field
distortion is proportional to B0 as in Eqn. (4.1). It is more challenging with larger field
distortion. For less severe field distortion, a longer encoding time can be used, which is
advantageous in reducing the gradient amplitude and/or increasing the image resolution.
The advantage of a pure phase encoding approach such as mSPRITE versus a GRE
approach is two-fold. Firstly, as discussed in Chapter 3, the minimum achievable encoding
time of the GRE is much longer than the mSPRITE acquisition. At the TE time, the GRE
image suffers more from intravoxel dephasing, compared with the minimal Tp of the
mSPRITE images. This results in larger void sizes, while the voids are much smaller in
mSPRITE and allow for quantification closer to the cluster, as shown in Figure 4-2 and
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Figure 4-3. Much higher errors in GRE were expected at the larger cluster masses, leading to
the poor linearity result in Figure 4-4. Note that the RF excitation bandwidths in both
experiments were much larger than the measured field distortion ranges, confirming that the
void sizes were defined by intravoxel dephasing. The increased intravoxel dephasing in the
GRE field maps also contributed to the lower field map ratios than mSPRITE, as the noise
influence was greater in the regions with gradual phase evolution.
Secondly, all temporal data were acquired within the same mSPRITE acquisition. To
achieve similar temporal information as an mSPRITE acquisition, GRE data at different
encoding times were acquired separately as the sequence allowed only one TE per
acquisition. The field may drift in between acquisitions due to temperature fluctuations,
causing linear and quadratic variations in the magnetic field spatial distribution. This led to
large errors in the GRE field maps. By acquiring temporal domain points within a single
acquisition, all the image frames shared the same field fluctuation. This negligibly affected
the voxel phase evolution and static field evaluation.
The linear relationship between the particle mass and field distortion was based on
the assumption that the particles were all spherical and concentrated at one point. In practice,
the particle shapes were irregular, but this did not affect the far field distribution at a large
distance compared to the particle size, where the particle could be considered a point mass.
At high cluster masses (> 0.3 mg), the “one point” assumption was not valid as the powder
spread into an ellipsoid shape larger than an image voxel. The resulting magnetic field
deviated from the ideal distribution, especially at the near field. A many-point (N = 10000)
simulation of the field distortion was performed in MATLAB, based on the optically
observed particle spread. In the near-field region, defined as less than five times the cluster
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radius (<5R), the error was high, with up to 12% deviation compared to the magnetic field
from the ideal particle configuration. In the far-field region (>5R), the error was below 1%.
The proposed method only evaluated the far field, so the error due to particle spread was not
significant.
There was a slow chemical reaction in the phantom since the gel was doped with
CuSO4:
Fe + CuSO4 → FeSO4 + Cu
The effects were noticeable on the time scale of hours, where the initial void size reduced
due to the iron displacing the copper. The Fe2+ has a much lower magnetic susceptibility than
Fe. The experiment duration per phantom was twenty-eight minutes, in which this chemical
reaction was negligible.
Short encoding time is important for reducing the void size due to intravoxel
dephasing. Alternatively, voxel size reduction can be used to mitigate void size at the
expense of lower SNR and higher gradient. By reducing voxel size, the phase distribution
within the voxel is narrower, leading to less signal cancellation. However, the decrease in
SNR may drastically affect the field map. Phase unwrapping is challenging with poor SNR.
The least-squares fitting of the voxel phase is negatively affected by large noise. It is for this
reason the experimental data were compared with an ideal simulation to minimize the noise
influence in particle quantification.
The method can be applied to in vivo study, but it is limited by the relatively long
measurement time. An improved scheme with faster data acquisition will be presented in
next chapter, which can potentially map the magnetic field.
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4.6 Conclusion
Quantification of iron cluster mass was enabled by the PPE high quality magnetic
field mapping. A linear relationship between the magnetic field amplitude and the cluster
mass was established with the mSPRITE protocol. Simultaneous acquisition of temporal
images improved robustness against background field fluctuation. Unwrapping the phase in
the temporal dimension provided a more reliable alternative to the complicated phase
unwrapping in 3D. The technique can be applied to systems with lower susceptibilities.
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Chapter 5
T2* Mapping Using 1D Hybrid-SPRITE MRI
5.1 Introduction
T2* analysis has been widely adopted in clinical and industrial applications. The
technique provides information on the unique microscopic field inhomogeneity when the
subject/sample is placed in a static magnetic field. Clinical applications include quantifying
iron content in the human body, detecting cancer, characterizing veins and iron in the brain
and tumour hypoxia [1]. Industrial applications include geological analysis of rock cores,
analysis of frozen and dried concrete and mortar samples, and characterization of lithium-ion
batteries [2]–[6].
The T2* mapping is commonly performed with a gradient echo (GRE) technique, and
the minimum quantifiable T2* is limited by the TE. UTE-T2* mapping has shown promise in
the clinical setting [7], but the radial sampling is subjected to errors in the k-space trajectory.
As a frequency encoding method, the T2* is a resolution factor in addition to a contrast
parameter, so the image quality is limited for short T2* systems.
SPRITE techniques have been successfully used in industrial settings to quantify
spatially resolved T2* [8]. Despite the great advantages they offer for artifact-free imaging
and phase mapping around metal, high gradient amplitude requirements, high RF power
deposition and long scan times render a clinical application virtually impossible.
Xiao and Balcom proposed the hybrid-SPRITE [9] technique which restricted the
pure phase encoding to the central k-space region. The time domain points were used as a
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frequency encoding substitution for the k-space periphery. They were successful in
producing high quality 1D and 2D images with reduced gradient duty cycle and acquisition
time.
We extended the work described in [9] by including T2* in the signal modelling. In
hybrid-SPRITE, T2* was a contrast and blurring factor. By explicitly expressing it in the
signal equation, the unblurred proton density weighted image and spatially resolved T2* can
be recovered with a nonlinear approach.
A fully sampled MRI image is reconstructed with Fast Fourier Transform (FFT). The
FFT reconstruction is fast and easy but does not apply to this work where a novel signal
modelling is combined with non-uniform k-space sampling.
Model-based iterative reconstruction (MBIR) allows one to solve a customized signal
equation. Although it may be time consuming, advances in algorithm design and computer
hardware development have enabled broad applications, including accelerated protocols with
multiple receiver coils [10], image reconstruction with undersampled k-space data [11], as
well as simultaneous extraction of field inhomogeneity maps with image reconstruction [12].
There are many mathematical models for MRI data processing [13].
This work aims to acquire both the proton density weighted image and the T2* map
from the hybrid-SPRITE data with MBIR. The goal is to acquire equivalent information as in
conventional SPRITE with reduced system demand.

5.2 Theory
The multiple-point SPRITE (mSPRITE) experiment has been described in previous
chapters, where multiple k-space points are sampled after each RF pulse. The multiple
54

temporal points correspond to images of different encoding times. In the hybrid-SPRITE
experiment, the temporal points are combined in one k-space dataset as in the frequency
encoding, so that only a few RF excitations are required with significantly reduced gradient
duty cycle and scan time. The data redundancy is further exploited in this work by including
T2* in the signal expression.
M
−1
2

S(k n , Tp ) = ∑ ∆r
m=−
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−i2πmkn −T∗2 (m)
ρ(m)e
e
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The system can be formulated as an optimization problem by solving the equation
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− S(k n , Tp )‖ + α‖DρR ‖1 + β‖DρI ‖1 + δ‖DT2∗ ‖1
(5.2)

2

s. t. T2∗ ≥ 0,
where S(k n , Tp ) is the acquired k-space dataset, S ∈ ℂNxL . N is the number of phase
encoding lines. L is the number of temporal points. ρR and ρI are the real and imaginary
components of the proton density ρ, respectively. T2* is the real positive T2* map. Fn are the
Fourier matrices for each phase encode line and D is the finite difference operator that acts
on ρR , ρI , and T2*.
The first part of the equation is the data consistency term. σn is a vector that contains
the weightings for the k-space points data consistency. This ensures a solution that agrees
with the measured dataset. Utilizing only the data consistency term represents an ill-posed
problem where an infinite number of solutions exist, even in the absence of noise [14]. The
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k-space point weightings in σn were adjusted based on the reconstruction priority e.g., higher
weighting on the peripheries to prioritize resolution recovery. The latter three regularization
terms are included to pick a unique solution in Eqn. (5.2). The chosen regularization is the
Total Variation (TV). It acts as a denoiser by minimizing the ℓ1 -norm of the gradient of the
solution and preserves the edges of the image while retaining piecewise image smoothness
[13]. α, β and δ are regularization parameters to balance the contributions of the latter three
terms compared to the data consistency term.
A multi-objective gradient descent method with modified Hessian approach was
employed using the fgoalattain function in the Optimization Toolbox of MATLAB 2020
[15]. Some initial values must be provided for the optimization. A nonuniform IDFT
(NUIDFT) was used to construct an estimated ρ
ρ = (F † F)−1 F † R ,

(5.3)

where R is the hybrid data including some frequency encoding points, and F is the Fourier
matrix on a non-uniform k-space grid. The guess for proton density from Eqn. (5.3) is subject
to T2* weighting and T2* blurring. The guess for T2* is calculated from the k=0 point as a
uniform guess across the sample.

5.3 Methods
All simulations were performed on a computer with 2.90 GHz CPU and 16 GB RAM
in MATLAB. The k-space data were simulated based on Eqn. (5.1). Seven phase encoding
steps, three on each side of the origin, were used in the reconstruction for a 64-point profile.
48 points along the temporal dimension were simulated with the first encoding time at 50 μs
and a dwell time (DW) of 10 μs. The start time was chosen to match the experimental probe
56

deadtime of 40 μs. Unless otherwise noted, the TV terms were weighted 10% to 30% that of
the data consistency terms. The computation times to solve Eqn. (5.2) ranged from 6 seconds
to 6 minutes based on the complexity and SNR of the profiles.
1D profiles of a cylindrical rubber phantom (50 mm in length and 37 mm in diameter,
T1 = 100 ms and T2* = 450 μs) were acquired with a 1 T Aspect M2 Pre-Clinical animal
scanner. A 1D mSPRITE Double-Half K-space (DHK) acquisition [16], with flip angle of 5o
and pulse duration of 10 μs, was employed. Dummy scans were applied. 150 points along the
FID were used with a DW of 10 μs, a 1st Tp of 200 μs and a TR of 5 ms. The voxel size was
2.34 mm with an image FOV of 150 mm. The image had an SNR of 350. The experiment
duration was 8 seconds. The maximum gradient amplitude was 2.51 G/cm. 64 phase
encoding lines were acquired. Nine phase encode steps were used in the reconstruction. The
computation time was 5 seconds.

5.4 Results
5.4.1 Simulation Results
1D 64-point profiles were simulated as in Figure 5-1. Three cases were examined
including a uniform proton density and T2* (Figure 5-1a), a uniform proton density and a
smoothed three-stepped T2* (Figure 5-1b), and a random proton density and T2* (Figure 51c). Noise was not included in the simulated k-space data and the proton density profile was
real. T2* values at low proton density points were irrelevant and set to 0.
In Figure 5-1a, the T2* was 100 μs, uniform across the sample, and the initial guess
from FID fitting returned the accurate T2* profile. The signal fully decayed within the
acquisition window due to the short T2*. This MTF resulted in significant blurring in the
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NUIDFT profile. The NUIDFT profile intensity was corrected with the estimated T2* and
used as the initial ρ in MBIR. The true image resolution was recovered with MBIR. The
optimization was effectively a deblurring procedure.

Figure 5-1: Simulated (●) proton density (left) and T2* (right) profiles. The initial
guesses (blue) were obtained with NUIDFT for 𝛒 and FID single exponential fitting for
T2*. The MBIR yielded perfect solutions (red) for (a) a uniform 𝛒 and T2*, (b) a
uniform 𝛒 and smoothed three-stepped T2*, and (c) a randomly varying 𝛒 and T2*. The
T2* values were set to 0 where the proton density values were insignificant.
In Figure 5-1b, the T2* was a smoothed step function ranging from 200 μs to 400 μs,
with a constant proton density profile. The initial guess for T2* was a uniform average value,
which did not accurately represent the true T2* profile. The NUIDFT ρ profile had some T2*
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contrast, leading to an intensity variation. The solver recovered the true contrast-free proton
density and T2* profiles simultaneously. This is a significant improvement over the previous
method with NUIDFT. In addition to resolution enhancement, the proton density and T2*
contributions in a profile were separated to enable accurate quantifications.
In Figure 5-1c, a random-shaped T2* profile with an irregular ρ profile was simulated.
The T2* values ranged between 100 to 300 μs. As in Figure 5-1b, the T2* guess acquired from
exponential fitting of the FID signal was a uniform average across the FOV. The NUIDFT ρ
guess differed from the original shape, due to T2* weighting and T2* blurring. The solver was
able to extract the true ρ and T2* profiles with high accuracy, improving upon the initial
guesses. These results demonstrate the versatility and flexibility of the method to correct
distorted images, restore the resolution and simultaneously extract the T2* profile.
Compared to the fully sampled mSPRITE acquisition, seven phase encoding steps
lead to a nine-fold undersampling acceleration. The gradient duty cycle is reduced by a factor
of 780, which is especially important for high resolution and/or short encoding time
acquisitions. The nonlinear approach provided superior results, compared to the previous
NUIDFT method. It is effective in correcting signal attenuation and blurring due to short T2*.
There is a fundamental limit in the range of T2* solvable by the nonlinear algorithm.
A T2* value equal to or less than the shortest encoding time, usually restricted by the probe
deadtime, has at most only 37% of detectable signal at the beginning of the acquisition
window and quickly decays to 0. The information is contained in the non-zero k-space
points. The solver cannot recover the profiles if information was not acquired in the first
place. The solver can recover both the T2* and the original image resolution only if at least

59

30% of signal is detected with good SNR. If acquisition begins at 50 μs from the end of the
excitation pulse, as in the simulations, the smallest detectable T2* is approximately 40 μs.
The performance is also largely affected by the complexity of the profiles when limited
information is available. This can be compensated by increasing the number of phase
encoding lines.
The solver is useful for restoring the proton density weighted image resolution when
the NUIDFT solution is heavily blurred. The degree of blurring is dependent on the ratio
Tp/T2*, as the T2* weighting on the k-space periphery results in the blurring. For long T2*, the
blurring is not significant, and the solver generates solutions almost identical to the NUIDFT
method. This is demonstrated in Figure 5-2, where uniform T2* profiles of 40 μs, 200 μs and
1000 μs were simulated to investigate the improvement over NUIDFT. No noise was
included. 40 μs was the lower T2* limit for the MBIR, where most significant correction of
the ρ profile was observed. As the T2* increased, the merit of MBIR decreased, since the
NUIDFT profile did not have substantial quality degradation. MBIR is most effective in a
range of T2*, where reliable and valuable improvement is provided.

Figure 5-2: MBIR 𝛒 solutions (blue) for a uniform T2* profile with three T2* values (a)
40 μs, (b) 200 μs and (c) 1000 μs. Noise was not included. The initial NUIDFT 𝛒 guesses
(red) are plotted with the true profile (●). At very long T2*, the MBIR and NUIDFT
solutions are nearly identical.
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Another fundamental limitation is the SNR level of the acquired signal. Sufficient
SNR is required for good performance. In this work, SNR is defined as the averaged highest
image voxel intensity divided by the standard deviation of the noise. Noise is evaluated in the
background region outside the object. The simulation was conducted with different levels of
SNR and different T2* values to investigate the nonlinear solver’s limitations. The proton
density profile signals were all in the real channel and Gaussian noise was added to the real
and imaginary channels of the k-space data.
In Figure 5-3, uniform ρ profiles with uniform T2* were recovered at SNRs of 500
and 100. The T2* was 300 μs for both profiles, with the same simulation parameters as in
Figure 5-1a. The periphery of k-space was weighted more than the central k-space data to
prioritize resolution recovery. For the shortest encoding time of 50 μs, the signal decayed to
85% of its original amplitude. In both cases, the proper T2* profile was recovered due to the
good initial guess. An ideal ρ profile was acquired at 500 SNR. At 100 SNR, the algorithm
yielded a ρ profile that had a higher SNR than the NUIDFT and simulated noisy profiles. In
addition to the resolution enhancement, MBIR denoised the profile due to the TV
regularization. Note that this again required sufficient T2*.

Figure 5-3: MBIR 𝛒 solutions (blue) for a uniform T2* profile, with (a) 500 SNR and
(b) 100 SNR. T2* = 300 μs. The NUIDFT 𝛒 initial guesses (red) are compared with the
noisy (green) and noiseless (●) profiles. The MBIR denoised the profile at low SNR.
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A more complex nonuniform T2* profile was simulated, as in Figure 5-4c. k-space
data were simulated with image SNRs of 2000 and 500. The NUIDFT and MBIR results are
shown in Figure 5-4. Due to the varying T2* distribution, the NUIDFT guess had a shape that
deviated from the true proton density profile with additional blurring. The T2* profile was
correctly calculated for both SNRs. The MBIR ρ profile was almost identical to the true
profile with 2000 SNR. In Figure 5-4b, the intensity variation in ρ was properly correctly
based on the good T2* profile. However, some fluctuations appeared where the T2* values
were low.

Figure 5-4: MBIR 𝛒 solution (blue) for a (c) nonuniform T2* profile with (a) 2000 SNR
and (b) 500 SNR. The NUIDFT 𝛒 initial guesses (red) are compared with the noisy
(green) and noiseless (●) profiles. The T2* profile solution was identical for both SNRs
and is shown in (c). Generally, low SNR and short T2* were challenging for the solver.

The simulations conducted were in the absence of phase, which is not always the case
in MRI. In some experiments, the phase may be constant over the object where a constant
phase correction is sufficient to bring all the signals to the real channel. Phase may also
increase linearly or quadratically over the length of the object which is not easily corrected.
The solver incorporates the real and imaginary components of the image, therefore it
recovers both the phase and the T2* map.
Although not investigated in this work, incorporating the image phase into the model
allows for simultaneous magnetic field mapping as was done in Chapter 3 and Chapter 4.
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Combining the T2* mapping with the field mapping while also correcting for blurring in the
initial image guess gives very detailed insight into magnetic field homogeneity in the sample,
which is affected by sample porosity and susceptibility differences. This extension of the
model is the subject of future work.

5.4.2 Experimental Results
A 1D mSPRITE experiment was performed on a rubber phantom and the k-space data
was retrospectively undersampled to acquire the hybrid-SPRITE dataset. MBIR solution is
compared with the NUIDFT and SPRITE profile in Figure 5-5. The image SNR was 350.
The proton density and T2* profiles were successfully recovered by the solver. The NUIDFT
appeared to have a lower amplitude than the SPRITE profile, because of a quadratic phase
variation across the object which decreased the overall amplitude of the hybrid-SPRITE
reconstruction. The solver was able to account for this and return an amplitude close to the
SPRITE profile.

Figure 5-5: A 1D mSPRITE experiment was performed on a rubber phantom and the
k-space data was retrospectively undersampled to acquire the hybrid-SPRITE dataset.
MBIR solution (blue) is compared with the NUIDFT 𝛒 initial guess (red) and SPRITE
(●) profile in (a). The solver was able to recover a 𝛒 profile close to the SPRITE image
with 250 SNR. (b) shows the T2* profiles.
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Note that a 200 μs first encoding time was used in the experiment. The 450 μs sample
T2* was equivalent to a 110 μs T2* in the simulation. Nine phase encoding steps were
employed to increase the algorithms performance. This corresponded to a 7-fold
undersampling when compared with a traditional SPRITE experiment with 64 phase
encoding steps.

5.5 Discussion
The hybrid-SPRITE k-space data are essentially the low-resolution version of
mSPRITE. The recovery of T2* map is possible because the low resolution T2* profile is
contained in the dataset. The task of the nonlinear algorithm is to estimate the high frequency
components which are not fully acquired in the experiment. Deconvolution is essentially an
extrapolation. It is not a well-posed problem, so additional constraints are required. The
model and constraints are based on prior knowledge of the solution, such as single
exponential T2* decay and a piecewise smooth profile. It is reasonable that good performance
is achieved when the model is accurate. A piecewise smooth profile does not have significant
high frequency component, leading to simpler extrapolation, and is favourable with the TV
regularizer. On the contrary, a rapidly varying profile is more challenging for the solver.
However, if such a profile is expected, the prior information may be incorporated into the
model to improve its performance.
The TV regularizer, defined as the ℓ1 -norm on the gradient of the solution, promotes
sparsity in the image gradient. The TV regularizer was chosen over the commonly used
Tikhonov penalty, which is the ℓ2 -norm squared on the solution, because the TV denoises
the image while retaining the resolution. Tikhonov regularization uses a quadratic penalty,
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which biases the reconstruction towards a globally smooth image [13]. This is useful for
noise reduction but has the unintended effect of blurring.
In the proposed method, the data consistency term was applied on k-space data,
instead of the low-resolution images, so that the image domain FOV scaling was not
required. As discussed in Chapter 3 and Chapter 4, the image may be aliased onto itself when
the FOV is too small. Based on the simulation parameters, the low-resolution image
corresponding to the last time domain point had a FOV approximately 10 times smaller than
the first encoding time image. This means majority of the data must be discarded in the
image domain. The nonlinear solver yields optimal results when the profiles satisfy the
conditions specified by the signal equations. Other prior information can be incorporated by
additional terms in Eqn. (5.1).
The minimization of Eqn. (5.1) was achieved via a gradient-based method. The
algorithm calculates the gradient of the cost function and attempts to locate the global
minimum by finding the roots of the cost function gradient. The solver may converge to a
local minimum if the optimization is a convex problem. The solver may also end prematurely
if it does not converge to a solution in the given number of iterations.
Real ρ profiles were shown in the simulation results for simplicity. Similar
performance was achieved for complex ρ with smooth phase because the model incorporated
the real and imaginary components of the image. MRI image phase may contain important
information, such as demonstrated in Chapter 3 and Chapter 4. Voxel phase evolution with
time will be incorporated in the signal model to map the magnetic field with the hybridSPRITE data.
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The proton density profile blurring is dependent on the ratio of the encoding time Tp
to the T2*. For long T2* relative to the encoding time, i.e., Tp/T2* << 1, the blurring on the
profile is negligible limiting the usefulness of the solver. In the experiment, a 200 μs Tp was
used to create non-negligible blurring and highlight the solver’s ability to recover the image
resolution.
A DHK acquisition was used to reduce the residual magnetization that negatively
affected the image quality. The proposed method requires much lower gradient amplitude
and therefore is more immune to this effect. In addition, the RF bandwidth required to cover
the gradient bandwidth is reduced substantially. The RF pulse duration can therefore be
lengthened which drastically reduces the RF power deposition. By reducing both the gradient
and RF power requirements, the technique can be suitable for use in a clinical setting.
There was an intensity variation in the experimental ρ profile, although the phantom
had a cylindrical shape. B1 inhomogeneity of the RF probe was the major cause, which was
particularly important for low flip angles. There was also a slight intravoxel dephasing due to
the extremely large voxel volume, which was chosen for optimal SNR. This field
inhomogeneity may also lead to a slight variation of T2* in the phantom, too small to be
detected by the solver.
The MBIR-based 1D hybrid-SPRITE T2* mapping technique developed in this work
is most useful to study systems with short T2*, good SNR and varied T2* contrast. The MBIR
algorithm is capable of returning deblurred, T2* contrast-free solutions, when SNR permits.
This technique can be applied to investigate porous materials [8], such as analysis of flooded
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rock cores, rubber samples, and potentially lithium-ion batteries. Rapid diagnostics of
industrial materials is especially of use in the field of non-destructive testing.
As in the original hybrid-SPRITE paper, this technique may be extended to two
dimensions, although the computational requirements will increase substantially. In this
work, a 7x48 matrix was employed to solve for a 64-point profile of ρ and T2*. The nonlinear
reconstruction time was seconds to minutes. The number of iterations required for the
algorithm to converge depended on the complexity of profiles. For a 2D extension, this
scales up dramatically as now a 64x64 point image for both the rho and T2* must be
determined. This may easily exceed memory limitations on most modern computers. An
efficient algorithm must be developed for the higher dimensional problems.

5.6 Conclusion
Exploiting the redundancies in the 1D hybrid-SPRITE measurement enables the
reconstruction of both the proton density and T2* profiles. The NUIDFT result provided a
good starting point for the nonlinear solver, and MBIR improved the profile resolution. The
quantitative results were acquired with substantially reduced gradient amplitude, RF power
deposition and scan time, compared to the mSPRITE measurement. This was demonstrated
with simulation and experimental results.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
The overall theme of this thesis was to explore the field of quantitative magnetic
resonance imaging using pure phase encoding methods. Magnetic field mapping and T2*
mapping were studied.
Magnetic field mapping is challenging around objects with high magnetic
susceptibility because of the severe magnetic field distortion. Rapid intravoxel signal
dephasing leads to signal cancellation in GRE due to the relatively long TE (on the order of
milliseconds). The frequency encoding method is also prone to other artifacts such as spatial
misregistration. Pure phase encoding sequences with short encoding times (on the order of
microseconds) are an ideal candidate for field mapping around metal due to their robustness
against magnetic field inhomogeneities. The superior performance of pure phase encoding
sequences was demonstrated by successfully mapping the magnetic field around titanium and
quantifying iron microparticles. Field maps around metal will assist in the development of
novel spatial encoding that could advance the field of MRI around surgical implants.
Microparticle/nanoparticle quantification can be employed in cell tracking studies and
hyperthermic treatment of cancers.
The hybrid-SPRITE method addressed the long data acquisition and high gradient
duty cycle limitations in PPE, at the expense of some T2* blurring. A novel algorithm was
developed in this work to simultaneously acquire unblurred and contrast-free images and
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quantitative 1D T2* maps from the hybrid-SPRITE data. The method can be extended to map
the magnetic field with only a fraction of the data required in the PPE technique.

6.2 Future Work
The magnetic field mapping around metal was motivated by the idea of novel spatial
encoding methods exploiting the field distortion of high susceptibility objects. A natural
extension of the work is to develop such schemes, including signal encoding and image
reconstruction. This could be applied to eventually develop distortion-free imaging around
metallic implants that utilize the field inhomogeneity as part of the signal equation and image
reconstruction.
In Chapter 5, T2* mapping was performed as an extension to the 1D hybrid-SPRITE
technique. Further extension to the work could incorporate 1D magnetic field mapping as
performed in Chapter 3 and Chapter 4. Incorporating higher dimensionality in the technique
is also a possible avenue for future work since the current scheme is applicable only to onedimensional profiles. The transition from 1D to 2D is nontrivial, as it requires long
computation times. Efficient algorithms must be developed to overcome the computational
limitations. There is currently no 3D hybrid-SPRITE, which can be the subject of future
work.
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APPENDIX
APPENDIX A: 3D Magnetostatics for a Sphere
In this appendix, the analytical solution for a 3D sphere placed in a static magnetic
field is calculated [1][2].

A.1 Laplace’s Equation
In a system with zero free currents and net charges for an object placed in a static
magnetic field, Maxwell’s equations are reduced to the absence of divergence for the B-field
(A.1) and the irrotational H-field (A.2).
∇⋅𝐁 =0

(A.1)

∇×𝐇 =0

(A.2)

We can write an irrotational H-field in terms of the negative gradient of a magnetic
scalar potential, ϕ, as in Eqn. (A.3). We also know that the H-field is defined as the B-field
divided by the magnetic permeability distribution (μ), subtracted with the magnetization of
the object Eqn. (A.4).
𝐇 = −∇ϕ

(A.3)

1
𝐇= 𝐁−𝐌
μ

(A.4)

We take the divergence of Eqn. (A.4) and assume that μ is piecewise constant:

∇⋅𝐇 =

1
∇⋅𝐁− ∇⋅𝐌
μ
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For a sphere placed in a static magnetic field, where B is linearly proportional to H,
the divergence of M is zero everywhere except at the surface of the sphere. Then, using Eqn.
(A.1) and Eqn. (A.3), we can approximate the result as Eqn. (A.5):
∇ ⋅ (−∇ϕ) = 0
∇2 ϕ = 0

(A.5)

Eqn. (A.5) is Laplace’s equation, which is a second order partial differential equation
that requires boundary conditions to solve. Note that this only holds for regions not on the
surface of the sphere. On the surface of the sphere, the divergence of M is no longer zero and
Laplace’s equation does not hold.

A.2 Boundary Conditions
To solve Eqn. (A.5), we require boundary conditions for a magnetostatic system in
the absence of free currents and charges. First, it is important to define the region in which
the equation is being solved (Figure A-1). Region 1 is the solid sphere with radius R and
region 2 is the immersive medium. The background magnetic field B0 is pointing in the z
direction.

Figure A-1: 2D view of magnetized
sphere in a uniform magnetic field
B0. Region 1 corresponds to the
sphere and region 2 corresponds to
the immersive medium.
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The potential is guaranteed to be continuous due to the gradient theorem from Eqn.
(A.3), or the fundamental theorem of calculus. At the interface, the behaviour of the B-field
(A.6) and H-field (A.7) are defined below.
𝐧 ⋅ (𝐁𝟐 − 𝐁𝟏 ) = 0

(A.6)

𝐧 × (𝐇𝟐 − 𝐇𝟏 ) = 0

(A.7)

In Eqn. (A.6), the normal components of the B-field are continuous at the boundary.
Similarly, the tangential components of the H-field from Eqn. (A.7) are continuous at the
interface. Finally, we examine the far-field behaviour away from the sphere such that the
field relaxes to the background value of B0 (A.8).

𝐇𝟐 =

1
𝐁
μ2 𝟎

(A.8)

Since we are solving Laplace’s equation, we must rewrite the boundary conditions in terms
of the potential, given below.

∇ϕ1n =

μ2
∇ϕ2n
μ1

(A.9)

∇ϕ1t = ∇ϕ2t

(A.10)

zB0
μ2

(A.11)

ϕ2 = −

The continuity of the potential at the interface is also imposed, which is simply:
ϕ1 (R) = ϕ2 (R)
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(A.12)

A.3 Solution to Laplace’s Equation for a Sphere in a Static Magnetic Field
For a sphere, which has axial symmetry, the potential can be written in terms of the
spherical harmonics reduced to the Legendre polynomials (A.13). Here, An and Bn are the
constant coefficients that must be determined using the boundary conditions. The region 1
corresponds to r < R and the region 2 corresponds to r > R.

ϕ(r, θ) = {
−

∑ An r n Pn (cos θ) ,

r<R

1
Bn
B0 r cos θ + ∑ n+1 Pn (cos θ) ,
μ2
r

r>R

(A.13)

Using (A.12):

−

1
Bn
B0 R cos θ + ∑ n+1 Pn (cos θ) = ∑ An Rn Pn (cos θ)
μ2
R

(A.14)

Eqn. (A.9) can be written using a vector identity that relates the gradient of the
normal of a function with the normal derivative as in Eqn. (A.15). Since the radial vector is
always normal to the surface of a sphere, we can make the substitution where the derivative
is taken with respect to the radial vector.
∂
μ2 ∂
ϕ1 =
ϕ
∂r
μ1 ∂r 2

(A.15)

Then, applying (A.15) to (A.13) evaluated at R,
μ1
1
Bn
∑ nAn Rn−1 Pn (cos θ) = − B0 cos θ − ∑(n + 1) n+2 Pn (cos θ)
μ2
μ2
R
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(A.16)

For n=1, plugging into Eqns. (A.14) and (A.16) and using the first Legendre polynomial:

−

1
B1
B0 + 3 − A1 = 0
μ2
R

1
2B1 μ1
B0 + 3 + A1 = 0
μ2
R
μ2
Solving for A1 and B1, we find:

A1 = −
B1 = R3 B0 (

3B0
2μ2 + μ1

1
3
)
−
μ2 2μ2 + μ1

For all n≠1, close to the surface of the sphere from Eqn. (A.15) we have that
Bn = An R2n+1
Plugging this result into Eqn. (A.16), again close to the surface of the sphere:
An R2n+1 μ1
(n + 1)
+ nAn Rn−1 = 0
Rn+2
μ2
And then rearranging the equation:

(n + 1 +

μ1
n)An Rn−1 = 0
μ2

We can see here that the only solution is for An≠1 to be equal to 0.
We can now rewrite our potential as
3B0
r cos θ ,
2μ2 + μ1
ϕ(r, θ) =
B0
B0
1
3
),
− r cos θ + R3 2 cos θ ( −
{ μ2
r
μ2 2μ2 + μ1
−

76

r<R
(A.17)
r>R

The quantity of interest is B, which is determined for linear materials from B = μH.
The negative gradient of equation (A.17) produces H. Using Eqn. (A.3), and the gradient in
spherical coordinates (Appendix B):

𝐇r<R (r, θ) =

3B0
̂)
(cos θ 𝐫̂ − sin θ 𝛉
2μ2 + μ1

B0
R3 B0 1
3
̂
̂)
) ( 2 cos θ 𝐫̂ + sin θ 𝛉
𝐇r>R (r, θ) =
(cos θ 𝐫̂ − sin θ 𝛉) + 3 ( −
μ2
r
μ2 2μ2 + μ1
Rewriting into B:

𝐁r<R (r, θ) =

3μ1 B0
̂)
(cos θ 𝐫̂ − sin θ 𝛉
2μ2 + μ1

𝐁r>R (r, θ) =

μ2 B0
μ R3 B0 1
3
̂) + 2
̂)
(
) ( 2 cos θ 𝐫̂ + sin θ 𝛉
(cos θ 𝐫̂ − sin θ 𝛉
−
μ2
r3
μ2 2μ2 + μ1

To convert to Cartesian coordinates, the unit vectors can be transformed, and the
second half of the outer field is multiplied by one (1 = r 2 /r 2 ).

𝐁r<R =

3μ1 B0
𝐳̂
2μ2 + μ1

𝐁r>R = B0 𝐳̂ + (

1
3
μ2 R3 B0
)
−
( 3zx 𝐱̂ + 3zy 𝐲̂ + (3z 2 − r 2 )𝐳̂)
μ2 2μ2 + μ1
r5

Since the background field is in the 𝐳̂ direction, the 𝐱̂ and 𝐲̂ terms are negligible (4.1)(A.18).
3μ1
𝐳̂,
2μ2 + μ1
𝐁=
3μ2
R3 (x 2 + y 2 − 2z 2 )
(1
)
B0 𝐳̂ − B0 −
𝐳̂,
2μ2 + μ1
r5
{
B0

77

r<R
(A.18)
r>R

APPENDIX B: Spherical Coordinates
Coordinates:

x=
y=
z=

r sin θ cos ϕ
r sin θ sin ϕ
r cos θ

r=
θ=
ϕ=

√x 2 + y 2 + z 2
tan−1(√x 2 + y 2 /z 2 )
tan−1(y/x)

Unit vectors:
𝐱̂ =
𝐲̂ =
𝐳̂ =

̂ − sin ϕ
sin θ cos ϕ 𝐫̂ + sin θ cos ϕ 𝛉
̂ + cos ϕ
sin θ sin ϕ 𝐫̂ + cos θ sin ϕ 𝛉
̂
cos θ 𝐫̂ − sin θ 𝛉

𝐫̂ =
̂=
𝛉
̂=
𝛟

sin θ cos ϕ 𝐱̂ + sin θ sin ϕ 𝐲̂ + cos θ 𝐳̂
cos θ cos ϕ 𝐱̂ + cos θ sin ϕ 𝐲̂ − sin θ 𝐳̂
− sin ϕ 𝐱̂ + cos ϕ 𝐲̂

Gradient:

∇ψ =

∂
1 ∂
1
∂
̂+
̂
ψ 𝐫̂ +
ψ𝛉
ψ𝛟
∂r
r ∂θ
r sin θ ∂ϕ
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̂
𝛟
̂
𝛟

APPENDIX C: Magnetic Susceptibilities
When an object is placed in an external magnetic field B0 , due to the induced
magnetization, the resulting magnetic field deviates from B0 , by
B′ = χB0 ,

(A.19)

where χ is the magnetic susceptibility. In principle, there are three main types of magnetism:
diamagnetism (χ < 0), paramagnetism (χ > 0) and ferromagnetism (χ ≫ 1).
When placed in an external magnetic field, diamagnetic materials slightly reduce the
field. Paramagnetic objects slightly increase the field. Ferromagnetism is a stronger form of
paramagnetism where the induced field is many orders of magnitude higher.
The relative permeability and the magnetic susceptibility are unitless quantities
related by μr = 1 + χ. The absolute permeability is calculated as μ = μ0 μr , where μ0 is the
permeability of vacuum. Table A-1 summarizes the relative permeabilities and magnetic
susceptibilities of common materials [3]–[5].

Material
Air
Water
Copper
Titanium
Gold
Pure Iron

Relative
Permeability 𝛍𝐫
(unitless)
1.000000
0.999991
0.999991
1.000182
1.000507
105

Magnetic
Susceptibility
𝛘 (𝐩𝐩𝐦)
0.00
-9.05
-9.63
182
507
1011

Magnetic
Classification
Nonmagnetic
Diamagnetic
Diamagnetic
Paramagnetic
Paramagnetic
Ferromagnetic

Table A-1: Relative magnetic permeabilities, magnetic susceptibilities (ppm) and
magnetic classifications of common materials. Air is actually slightly paramagnetic due
to the presence of molecular oxygen but is approximated as nonmagnetic in this table.

79

APPENDIX: References
[1]

D. J. Griffiths, Introduction to Electrodynamics, 4th ed. Upper Saddle River, N.J.:
Prentice Hall, 1999.

[2]

J. Jackson, Classical Electrodynamics, 3rd ed. New York, N.Y.: Wiley, 1999.

[3]

J. F. Schenck, “The role of magnetic susceptibility in magnetic resonance imaging:
MRI magnetic compatibility of the first and second kinds,” Med. Phys., vol. 23, no. 6,
pp. 815–850, 1996, doi: 10.1118/1.597854.

[4]

D. T. Grob, N. Wise, O. Oduwole, and S. Sheard, “Magnetic susceptibility
characterisation of superparamagnetic microspheres,” J. Magn. Magn. Mater., vol.
452, pp. 134–140, 2018, doi: 10.1016/j.jmmm.2017.12.007.

[5]

R. Dupree and C. J. Ford, “Magnetic Susceptibility of the Noble Metals around Their
Melting Points,” Phys. Rev. B, vol. 8, no. 4, pp. 1780–1782, Aug. 1973, doi:
10.1103/PhysRevB.8.1780.

80

VITA AUCTORIS

NAME:

Layale Bazzi

PLACE OF BIRTH:

Windsor, ON

YEAR OF BIRTH:

1997

EDUCATION:

Ecole secondaire catholique E. J. Lajeunesse
Windsor, ON, 2015

B.Sc. Honours Physics with Thesis
University of Windsor
Windsor, ON, 2019

M.Sc. Physics
University of Windsor
Windsor, ON, 2022

81

