Process mining seeks the confrontation between modeled behavior and observed behavior. In recent years, process mining techniques managed to bridge the gap between traditional model-based process analysis (e.g., simulation and other business process management techniques) and data-centric analysis techniques such as machine learning and data mining. Process mining is used by many data-driven organizations as a means to improve performance or to ensure compliance. Traditionally, the focus was on the discovery of process models from event logs describing real process executions. However, process mining is not limited to process discovery and also includes conformance checking. Process models (discovered or hand-made) may deviate from reality. Therefore, we need powerful means to analyze discrepancies between models and logs. These are provided by conformance checking techniques that first align modeled and observed behavior, and then compare both. The resulting alignments are also used to enrich process models with performance related information extracted from the event log. This tutorial paper focuses on the control-flow perspective and describes a range of process discovery and conformance checking techniques. The goal of the paper is to show the algorithmic challenges in process mining. We will show that process mining provides a wealth of opportunities for people doing research on Petri nets and related models of concurrency.
Introduction to Process Mining
This tutorial paper is based on a tutorial given at Petri Nets 2017 in Zaragoza (Spain) on Tuesday, June 27th, 2017 and a tutorial given at Petri Nets 2018 in Bratislava (Slovakia) on Tuesday, June 26th, 2018. The goal of these two tutorials was to introduce the topic of process mining for people with a Petri nets background and to show the exciting algorithmic challenges provided by the various process mining tasks. Although process mining is widely used in Van der Aalst, W. [et al.] . A tour in process mining: from practice to algorithmic challenges. "Transactions on petri nets and other models of concurrency", 1 Novembre 2019, vol. 14, p. 1-35. The final authenticated version is available online at https://doi.org/10.1007/978-3-662-60651-3_1 Table 1 . Fragment of an event log with 16218 events related to 1266 cases. order number used to enrich or repair process models. It is also possible to predict performance or compliance. See [1] for a more complete overview of process discovery. The book [2] focuses on conformance checking.
Control Flow as the Backbone of Any Process
In this paper, we focus on control flow. This means that we ignore most of the attributes in Table 1 . Initially, we are only interested in the ordering of activities within a case (i.e., process instance). To illustrate this, consider a particular order, e.g., order 889. There are six activity instances in Table 1 related to this order. Each activity instance corresponds to two events: start and complete. Suppose we focus on the start events. This means that order 889 is described by six events (rather than twelve). Table 2 shows these six events. Note that we only show the first three columns. Table 2 describes a sequence of activities for one case, namely: place order , send invoice, pay, prepare delivery, make delivery, confirm payment . Note that the timestamps are only used to order the events. Each of the 1266 cases in Table 1 can be described as such a trace. There are 503 cases that correspond to the trace place order , send invoice, pay, prepare delivery, make delivery, confirm payment (including order 889). Table 3 shows the frequency of each observed trace. As we will see later, the control-flow aspect of an event log Table 3 can be formally represented as a mulsetti-set of activity sequences.
Clearly, Table 3 contains only a fraction of the information in the original event log (compare with the fragment in Table 1 ). However, this information is sufficient to construct a control-flow model, e.g., a Petri net. To further simplify things, assume that we abstract from activity sr = send reminder , i.e., we create a new log without this activity and feed it to various discovery algorithms. Figure 1 shows a few discovered process models that will be discussed later.
Control-flow models such as the ones shown in Figure 1 are just the starting point for process mining. By replaying the event log on the discovered model, one can show bottlenecks, etc. Actually, the control-flow model may be extended with additional perspectives: the organizational perspective ("What are the organizational roles and which resources are performing particular activities?"), the case Table 3 . Event log represented as a multi-set of traces using the short names po = place order , si = send invoice, py = pay, pd = prepare delivery, md = make delivery, cp = confirm payment, co = cancel order , sr = send reminder . perspective ("Which characteristics of a case influence a particular decision?"), and the time perspective ("Where are the bottlenecks in my process?"). These additional perspectives are very important from a practical point of view. Analysts applying process mining are interested in questions such as:
-What is the main bottleneck in the process and is this caused by particular resources? -What do the incompliant cases have in common? Do they lead to higher costs? -Will we be able to handle 95% of the cases in two hours in the coming days? -Does the workload have an effect on the durations of activities?
For all of these questions, we first need to have a control-flow model. Moreover, we need to be able to link events in the log to activities in the process model in order to discuss bottlenecks, deviations, decisions, etc. Transitional machine learning, data mining, and optimization techniques can be used once the controlflow model is in place and the event log is aligned with the model. However, these techniques cannot be used to handle the control-flow perspective. Therefore, this paper focuses on control-flow.
Process Discovery = Synthesis
Data science techniques need to deal with uncertainty and incompleteness [3] . Suppose that we learn a decision tree that adequately predicts that one is less likely to claim insurance when being middle-aged and female and that one is more likely to claim insurance when being young and male. However, even a properly constructed decision tree will not be able to classify things correctly and we accept that there will be young males not claiming insurance or middleaged females that do claim insurance. Moreover, we do not expect to see all combinations in our input data. For example, when customers are described by 10 different attributes age, gender, income, region, brand, etc., we cannot (a) Process model discovered using the inductive miner.
(b) Petri net discovered using the inductive miner.
(c) Petri net discovered using state-based regions.
(e) Process model discovered using Celonis. (d) Process model discovered using Disco.
(f) BPMN model discovered using Celonis. expect to see all combinations in our training data. Despite these limitations, the decision tree still provides valuable insights. When performing process discovery, we are facing similar challenges. The event log is just a sample and the fact that something happens in the logs once does not imply that the model should allow for it. Consider for example the 1266 cases in Table 3 . Some traces are very frequent, e.g., po, si , py, pd , md , cp occurred 503 times. Other traces are very infrequent, e.g., po, py, si , pd , cp, md happened only twice. Traces in an event log typically follow a Pareto distribution, i.e., some are frequent, but many may be infrequent (for example, 80% of the log is described by 20% of the trace variants). When using a larger process model with many activities, one often witnesses that many traces in the event log are unique. Taking a different sample of the same process will lead to different unique variants. For example, if we take only the first 500 cases from the log shown in Table 3 , we may not see po, py, si , pd , cp, md . Moreover, if we observe the same process for a longer time, we will see cases that are not in Table 3 (e.g., new trace variants with three or more reminders). We may also be just interested in the dominant behavior. For example, to resolve a bottleneck, we may want to focus on the most frequent behavior. However, when investigating fraud we may be most interested in the least frequent behavior.
Researchers working on formal methods and concurrency theory often have problems dealing with uncertainty and incompleteness. Most synthesis approaches assume that the input provides a full and unambiguous description of all possible behavior [4] . When performing process mining in reality such assumptions are very unrealistic. To reason about the correctness of process mining results one needs to use a data science approach (e.g., cross-validation using test and training data) and apply notions such as precision and recall to assess the quality.
Industrial Uptake of Process Mining and Commercial Software
Around 2002, only simple stand-alone process mining tools were available (e.g., MiMo, EMiT, Little Thumb, and InWolvE ) [1] . This triggered the development of the ProM framework. In 2004, the first fully functional version of the ProM framework was released. Since then, ProM has been the de facto standard for process mining research. ProM provides a "plug-able" open-source platform where developers can contribute new analysis techniques in the form of plug-ins. Currently, there are over 1500 plug-ins. ProM served as an example for a "wave" of commercial process mining tools.
Reports by Gartner [5] and Forrester [6] report on the uptake of process mining in industry. There are more than 25 commercial tools supporting process mining. Examples include: Disco (Fluxicon), Celonis Process Mining (Celonis), ProcessGold Enterprise Platform (ProcessGold), QPR ProcessAnalyzer (QPR), SNP Business Process Analysis (SNP AG), minit (Gradient ECM), myInvenio (Cognitive Technology), Everflow (Accelera Labs), ProDiscovery (Puzzeldata), PAFnow (Process Analytics Factory), Stereologic (Stereologic), ARIS Process Mining (Software AG), Mehrwerk Process Mining (Mehrwerk), Logpickr Process Explorer (Logpickr), and Lana Process Mining (Lanalabs) [1] . See the website of the IEEE Task Force on Process Mining for examples of successful case studies [7] . For example, within Siemens there are currently over 2,500 active users of Celonis Process Mining. Siemens reported savings of "double-digit millions euros" as a result of the worldwide application of process mining [8] . Celonis is a process mining start-up founded in 2011 that is now valued over one billion dollar. The many tools available and the widespread adoption illustrate the relevance of process mining. However, at the same time, there are many challenges, as demonstrated in this paper.
As described in Gartner [5] , there is an increasing need for process mining capabilities that go beyond process discovery. Initially, commercial tools focused on process discovery and often discovery capabilities were limited to the socalled directly-follows graph. In such a graph, nodes represent activities and arcs represent a simplistic view on causality. Activities a and b are connected if a is frequently followed by b. In the event log used before, po = place order is directly followed by si = send invoice 1258 times, and po = place order is directly followed by py = pay only 8 times. Depending on the threshold set, an arc connecting place order to pay is added to the directly-follows graph. Figure 1 shows six process models discovered based on the event log described in tables 1 and 3 (without activity send reminder ). Figure 1 (a) shows a screenshot of ProM's visual inductive miner [9] . This model can be converted into a Petri net as shown in Figure 1 (b) . Note that the model allows for the trace where pay is followed by cancel order , i.e., the model is "underfitting" and allowing for unseen behavior (in the event log there are no orders for which both pay and cancel order occurred). Figure 1 (c) shows a model generated by ProM based on state-based regions. This Petri net does not allow for the unseen behavior mentioned before (there is an exclusive choice between pay and cancel order ). Figure 1 (d) shows a directly-follows graph generated using Disco, the software from Fluxicon. The directly-follows graph is annotated with the frequencies. Using two sliders, it is possible to remove infrequent arcs and activities. Figure 1 (e) shows a similar directly-follows graph generated using Celonis. Celonis also supports the basic inductive mining algorithm [1, 10] . The result is presented as a BPMN model as shown in Figure 1 (f). Note that models (a), (b), and (f) are semantically equivalent, but use different notations. Each of the models in Figure 1 defines a language, i.e., the (possibly infinite) set of traces accepted by the model. Ideally, the model accepts most of the traces in the event log (but not necessarily all, e.g., outlier behavior may not be accepted) and does not accept behavior that is unlikely given the event log. Later, these notions will be defined more precisely.
Although the initial focus of commercial tools was on discovery, vendors started to add functionality related to conformance checking (i.e., monitoring deviations by comparing model and log), social network/organizational mining, root-cause analysis using machine learning, and case prediction. For example, it is possible to find possible causes for bottlenecks and compliance problems and generate statements like "The extreme waiting times are caused by unnec-essary rework involving an external party and under-staffing of the backoffice on Fridays" and "Most of the compliance violations were caused by this new manager that approved requests without the necessary checks". Note that these more advanced questions have been researched for over more than a decade [1] . All of the analysis features that can be found in today's commercial tools, had been implemented in ProM years before. Note that, currently, ProM provides over 1500 plug-ins providing a wide range of analysis techniques.
In this paper, we focus on conformance checking and limit the scope to control-flow [1, 2] . Given a trace σ 1 = po, si , pd , py, md , cp and a process model like Figure 1 (c), we would like to decide if the trace fits the model and if not, diagnose the difference(s). In σ 1 , pd = prepare delivery is performed before the py = pay which is impossible according to the Petri net in Figure 1 (c). In σ 2 = po, py, si , py, pd , md , cp , the order is paid twice. In σ 3 = po, py, si , md , cp , the order was delivered without the mandatory preparation step. Given an event log with possibly millions of events, conformance checking techniques need to provide aggregate diagnostics (e.g., the activity was skipped 1500 times).
Killer App for Petri Nets
The process mining discipline is highly relevant (see the uptake of commercial process mining tools and activities) and provide interesting scientific challenges. Progress in this young scientific discipline has been remarkable and this resulted in powerful techniques that are highly scalable. However, many of the problems identified (process discovery, conformance checking, etc.) are notoriously difficult and have not been solved satisfactorily. Process mining provides a great opportunity for Petri net researchers. When studying real-life processes, concurrency should be a starting point for analysis and not added as an afterthought (locality of actions). Many other modeling approaches start from a sequential view on the world and then add special operators to introduce concurrency. Petri nets are inherently concurrent. Although Petri nets are often seen as a procedural language, in essence, Petri nets are declarative. A Petri net without any places and a non-empty set of transitions allows for any behavior involving the activities represented by these transitions. Adding a place is like introducing a constraint. The idea that transitions (modeling activities or actions) are independent (i.e., concurrent) unless specified otherwise is foundational ( [11] ).
Most data science approaches do not consider behavioral aspects and when they do, they typically use sequential models (e.g., sequential patterns, Markov models, etc.). As the evolution of the process mining discipline shows, the combination of event data and Petri nets is very powerful. Therefore, we encourage Petri-net researchers to tackle the open problems identified in this paper. However, as Section 1.3 describes this is not "business as usual": One needs to approach the problem from a data-science perspective.
Outline
The remainder of this paper is organized as follows. Section 2 introduces preliminaries, including basic notations, event logs, and Petri nets. Section 3 discusses the challenges related to process discovery and presents inductive and regionbased discovery techniques. Section 4 is devoted to conformance checking. The focus here is on alignment-based techniques. Alignments relate seen behavior to modeled behavior even when there are deviations. Such alignments are used for a range of analyses (bottleneck analysis, predictions, etc.). Section 5 focuses on the quality of a process model in the context of a given event log. Notions such as fitness, precision, generalization, and simplicity are discussed. Section 6 concludes the paper.
Preliminaries

Mathematical Notation
A multi-set is like a set in which each element may occur multiple times. For example, [a, b 2 , c 3 , d 2 , e] is the multi-set with nine elements: one a, two b's, three c's, two d's, and one e. The following three multi-sets are identical:
Formally, IB(A) = A → N is the set of multisets (bags) over a finite domain A, i.e., X ∈ IB(A) is a multi-set, where for each a ∈ A, X(a) denotes the number of times a is included in the multi-set. For example, if X = [a, b 2 , c 3 ], then X(b) = 2 and X(e) = 0.
The sum of two multi-sets (X Y ), the difference (X \ Y ), the presence of an element in a multi-set (x ∈ X), and the notion of subset (X ≤ Y ) are defined as usual.
For a given set A, A * is the set of all finite sequences over A. A finite sequence over A of length n is a mapping σ ∈ {1, . . . , n} → A. Such a sequence is represented by a string, i.e., σ = a 1 , a 2 , . . . , a n where a i = σ(i) for 1 ≤ i ≤ n. |σ| denotes the length of the sequence, i.e. |σ| = n. σ ⊕ a = a 1 , . . . , a n , a is the sequence with element a appended at the end. Similarly, σ 1 ⊕ σ 2 appends sequence σ 2 to σ 1 resulting a sequence of length |σ 1 | + |σ 2 |.
hd k (σ) = a 1 , a 2 , . . . , a k min n , i.e., the "head" of the sequence consisting of the first k elements (if possible). Note that hd 0 (σ) is the empty sequence and for k ≥ n:
tl k (σ) = a (n−k+1) max 1 , a k+2 , . . . , a n , i.e., the "tail" of the sequence composed of the last k elements (if possible). Note that tl 0 (σ) is the empty sequence and for k ≥ n: tl k (σ) = σ.
σ ↑ X is the projection of σ onto some subset X ⊆ A, e.g., a, b, c, a, b, c, d ↑ {a, b} = a, b, a, b and d, a, a, a, a, a, a, d ↑ {d} = d, d .
For any sequence σ = a 1 , a 2 , . . . , a n over A, {a ∈ σ} = {a 1 , a 2 , . . . , a n } and [a ∈ σ] = [a 1 , a 2 , . . . , a n ], e.g., if σ = d, a, a, a, a, a, a, d , then {a ∈ σ} = {a, d} and [a ∈ σ] = [a 6 , d 2 ].
Process Models as Petri Nets
is the final marking, Σ is an alphabet of actions and λ : T → Σ ∪ {τ } labels every transition by an action, or as a silent action denoted by the symbol τ .
A marking M ∈ IB(P ) is an assignment of a non-negative integer to each place. If k is assigned to place p by marking M (denoted M (p) = k), we say that p is marked with k tokens. Given a node x ∈ P ∪ T , its pre-set and post-set are denoted by • x and x • respectively.
A transition t is enabled in a marking M when all places in • t are marked. When a transition t is enabled, it can fire by removing a token from each place in • t and putting a token to each place in t
if no reachable marking assigns more than k tokens to any place. A Petri net is bounded if there exist a k for which it is k-bounded. A Petri net is safe if it is 1-bounded. A bounded Petri net has an executable loop if it has a reachable marking M and sequences of transitions
Process Event Data
Processes are crucial to manage the operations in organizations. Often, processes are complex, due to many reasons: they can comprise a large number of activities, can have many decision points, there can be many participants working jointly on a case, etcetera. Also, there can be many work streams running in parallel, possibly with the support of multiple information systems and also external suppliers. Regardless of their complexity, processes in organizations have a common element: They generate data. We call the event data generated in a process event logs.
The collection and analysis of event logs opens various opportunities for improving the underlying process. Table 4 shows a simple event log, which contains information about the underlying process, including data in the form of event attributes. The event log underlying traces are { a, b, c, d , c, d, a, b , b, a, d, c , d, c, b, a } and they correspond to 'case IDs' 1, 2, 3, and 4, respectively. We assume that the set of attributes is fixed and the function attr maps pairs of events and attributes to the corresponding values. For each event e the log contains the case ID case(e), the activity name act(e), and the set of attributes defined for e, e.g., attr(e, timestamp). For instance, for the event log in Table 4 , case(e 7 ) = 2, act(e 7 ) = a, attr(e 7 , timestamp) = "10-04-2015 10:28pm", and attr(e 7 , cost) = 19. For the sake of understandability, in this paper we will focus on the data corresponding to the temporal relation of activities, i.e., the control-flow perspective of a process. The reader can find in the literature references to also explore process mining techniques that go beyond this perspective.
Formally, an event log is a collection of traces, where a trace may appear more than once. Formally:
The event log in Figure 2 
Discovering Process Models
This section focuses on process discovery and introduces various techniques. The goal is not to be complete, but to provide valuable insights into the different solution approaches.
Definition of Discovery
The input for process discovery is an event log L ∈ IB(Σ * ). As mentioned before, we focus on control flow and leave out other perspectives (time, costs, data, etc.).
Process discovery algorithms take an event log as input and aim to output a process model that satisfies certain properties. To judge the quality of the discovered model the following four quality dimensions of process mining [1] are used:
fitness (also called recall ): the discovered model should allow for the behavior seen in the event log (avoiding "non-fitting" behavior), precision: the discovered model should not allow for behavior completely unrelated to what was seen in the event log (avoiding "underfitting"), generalization: the discovered model should generalize the example behavior seen in the event log (avoiding "overfitting"), and simplicity: the discovered model should not be unnecessarily complex.
The simplicity dimension refers to Occam's Razor: "one should not increase, beyond what is necessary, the number of entities required to explain anything". In the context of process mining, this is often operationalized by quantifying the complexity of the model (number of nodes, number of arcs, understandability, etc.). The other three dimensions typically abstract from the representation. This means that an event log L ∈ IB(Σ * ) is a multiset of traces and a model M ⊆ Σ * is simply seen as a set of traces (a language). Is this paper M corresponds to the language of a labeled accepting Petri net N = P, T, F, M 0 , M f , Σ, λ , i.e., M = L(N ).
Many conformance measures have been proposed throughout the years. There seems to be consensus on the four quality dimensions, but these can be operationalized in many different ways. In [13] , 21 so-called conformance propositions were defined to discuss desirable properties of existing measures for recall, precision, and generalization. It has been shown that seemingly obvious conformance propositions are violated by existing approaches. Furthermore, [13] also shows the importance of probabilistic conformance measures that also take into account trace likelihoods in process models. However, to date, very few conformance measures exist that can actually support probabilistic process models.
Another approach to get handle on the problem of evaluating a process model in the context of an event log is to assume the existence of an underlying system S ⊆ Σ * that generated the event log L. (Note that we assume S to be a language just like M.). Process mining techniques aim at extracting a process model L(N ) = M from a log L with the goal to elicit the process underlying system S. By relating the behaviors of L, M and S, particular concepts can be defined [14] .
As shown in [1, 13] , the above line of thinking is rather naive when it comes to real-life problems. The following properties make process discovery and the evaluation of process discovery results particulary challenging.
-In reality one will never know the underlying system S. This is only possible in a simulation setting. -If one observes a system for a longer time, one can see new behaviors. This may be due to the large number of possible variants, the low probability of some variants, or concept drift (the underlying system changes over time). Hence, Murphy's law for process mining states that "anything is possible if one waits long enough". Therefore, one cannot assume the existence of a system oracle that acts as a binary classifier, and therefore it is vital to take frequencies, incompleteness, and probabilities into account to get the full picture [13] .
The above challenges explain why a range of discovery approaches have been developed over time. In the remainder of this section we aim to provide insights into a few representative examples.
Process Discovery Using Inductive Mining
Process models discovered from event logs describe possible life-cycles of cases (i.e., process instances). Such models have a start and end. In terms of Petri nets, we are interested in models that have an initial marking M 0 ∈ IB(P ) and a final marking M f ∈ IB(P ). All accepted traces correspond to paths from M 0 to M f . However, Petri nets may be deadlocking or livelocking. It may even be the case that there is no accepting trace (i.e., M f is not reachable from M 0 ). The notion of soundness was first introduced in the context of workflow nets [15] , but can be relaxed and generalized to accepting Petri nets. Soundness cannot be decided locally, yet process discovery techniques may need to make local decisions. Therefore, most process discovery techniques may generate unsound models. One way to ensure soundness is to only consider block-structured process models. Inductive process discovery, as presented in [9, 10, 16, 17] , uses process trees to ensure soundness. Moreover, the hierarchical nature of a process tree also enables a divide-and-conquer approach. Rather than using a single pass through the event log, it is also possible to try and break the problem into smaller problems. Inductive process discovery approaches split the event log recursively into smaller sublogs. For example, if one group of activities is preceded by another group of activities, but never the other way around, then we may deduce that these two groups are in a sequence relation. Subsequently, the event log is decomposed based on the two groups of activities. Next to the sequence relation, it is also possible to detect choices, concurrency, and loops, and split the log accordingly. This divide-and-conquer approach is repeated until each sublog refers to single activity. Leemans et al. developed a family of inductive mining techniques [9, 10, 16, 17] . Some of these techniques are tailored to dealing with huge event logs and process models, other techniques address challenges such as infrequent behavior and incompleteness of logs. In this section, we only consider the basic algorithm also described in [1] . Figure 2 shows a process tree. This process tree was discovered using the event log introduced in Section 1. Next to the visual tree representation, process trees also have a textual description →(po, ∧(×(τ, py), si ), ×(co, →(pd , ∧(md , cp)))). The root node is of type → meaning that the three subtrees po, ∧(×(τ, py), si ), ∧(md , cp) ))) discovered for the event log described in tables 1 and 3 (without activity sr = send reminder ). The process tree corresponds to models (a), (b), and (f) in Figure 1 .
and ×(co, →(pd , ∧(md , cp))) are executed in sequence. The subtree in the middle ∧(×(τ, py), si ) is of type ∧ meaning that its two parts are executed concurrently. The subtree on the left ×(co, →(pd , ∧(md , cp))) is of type × meaning that there is an exclusive choice between its two children.
Next to → (sequential composition), × (exclusive choice), and ∧ (parallel composition), there is also the (redo loop) operator. The redo loop operator has at least two children. The first child is the "do" part and the other children are alternative "redo" parts. Process tree (a, b, c) allows for traces { a , a, b, a , a, c, a , a, b, a, b, a , a, c, a, c, a , a, c, a, b, a , a, b, a, c, a , . . .}. Activity a is executed at least once and the process always starts and ends with a. The "do" part alternates with the "redo" parts b or c. When looping back either b or c is executed. The redo loop operator is often used in conjunction with silent activity τ . For example, (τ, a, b, c, . . . , z) allows for any trace (including the empty one) involving activities a, b, c, . . . , z.
The same activity may appear multiple times in the same process tree. For example, process tree →(a, a, a) models a sequence of three a activities. From a behavioral point of view →(a, a, a) and ∧(a, a, a) are indistinguishable. Both allow for one possible trace: a, a, a .
Definition 3 (Process tree). Let A ⊆ Σ be a finite set of activities with τ ∈ Σ.
= {→, ×, ∧, } is the set of process tree operators. Process trees are defined inductively:
if a ∈ A ∪ {τ }, then Q = a is a process tree, if n ≥ 1, Q 1 , Q 2 , . . . , Q n are process trees, and ⊕ ∈ {→, ×, ∧}, then Q = ⊕(Q 1 , Q 2 , . . . Q n ) is a process tree, and if n ≥ 2 and Q 1 , Q 2 , . . . , Q n are process trees, then Q = (Q 1 , Q 2 , . . . Q n ) is a process tree. L(Q) is the language of a process tree Q. Formal definitions are provided in [1, 9, 10, 16, 17] . Here we only provide a mapping to Petri nets and some examples. Figure 3 shows the semantics of each operator in terms of Petri nets.
The following examples further illustrate the process tree operators and their semantics: { a , a, a , a, a, a , a, c, a , a, a, c, a , a, c, a, c, a , . . .}.
Consider process tree Q = →(po, ∧(×(τ, py), si ), ×(co, →(pd , ∧(md , cp)))), i.e., the process tree shown in Figure 2 . L(Q) = { po, si , py, co , po, si , py, pd , md , cp , po, si , py, pd , cp, md , po, py, si , co , po, py, si , pd , md , cp , po, py, si , pd , cp, md , po, si , co , po, si , pd , md , cp , po, si , pd , cp, md }.
Given an event log L ∈ IB(Σ * ) we would like to discover a process tree Q L . For example, for event log L = [ a, b, c, e 85 , a, c, b, e 56 , a, d, e 34 ] we would like to discover Q = →(a, ×(∧(b, c), d), e). For event log L = [ a, b, d 33 , a, b, c, b, d 25 ,  a, b, c, b, c, b, d 12 , a, b, c, b, c, b, c, b, d 6 , a, b, c, b, c, b, c, b , c, b, d 2 ] we would like to discover Q = → (a, (b, c), d) . The general idea of the inductive mining approach is to build a directly-follows graph and decompose the event log based on a particular cut of the directly-follows graph. The decomposition partitions the set of activities, i.e., sublogs are created in such a way that each event appears in precisely one of the sublogs. This is repeated until each sublog refers to only one activity. Note that each of the four operators, i.e., → (sequential composition), × (exclusive choice), ∧ (parallel composition), and (redo loops), corresponds to a particular type of cut and decomposes the event log accordingly.
To be able to define cuts, we first formalize the notion of a directly-follows graph.
Definition 4 (Directly-Follows Graph). Let L be an event log, i.e., L ∈ IB(Σ * ). The directly-follows graph of L is G
The Inductive Mining (IM ) algorithm iteratively splits the initial event log into smaller sublogs. For any sublog L we can create a directly-follows graph G(L). a → L b if a was directly followed by b somewhere in L. a → L b if a was never directly followed by b. → + L is the transitive closure of → L . a → + L b if there is a non-empty path from a to b in G(L), i.e., there exists a sequence of activities a 1 , a 2 , . . . , a k such that k ≥ 2, a 1 = a and a k = b and a i → L a i+1 for i ∈ {1, . . . , k − 1}. a → + L b if there is no path from a to b in the directly-follows graph.
Note that a → L b if a was directly followed by b only once in L. It is also possible to set thresholds to filter out infrequent behavior [16] .
Definition 5 (Cut). Let L be an event log with corresponding directly-follows graph G(L) = (A L , → L , A start L , A end L ). Let n ≥ 1. An n-ary cut of G(L) is a partition of A L into pairwise disjoint sets A 1 , A 2 , . . . A n :
For each type of operator (→, ×, ∧, and ) specific conditions apply:
Definition 6 (Projection). Let L be an event log and (⊕, A 1 , A 2 , . . . A n ) a cut with ⊕ ∈ {→, ×, ∧, } based on the directly-follows graph G(L) (n ≥ 2). L is split into sublogs L 1 , L 2 , . . . , L n such that each event ends up in precisely one log and ∪ σ∈Li {a ∈ σ} = A i for any 1 ≤ i ≤ n.
The precise way in which the event log is split depends on the operator The IM algorithm works as follows [1] . IM is a function that converts an event log into a process tree. Given a log or sublog L, Q = IM (L) is the corresponding (sub)tree. Given an event log, the directly-follows graph is constructed. If there is a non-trivial exclusive-choice cut, then a maximal exclusive-choice cut is applied, splitting the event log into smaller event logs. If there is no non-trivial exclusivechoice cut, but there is a non-trivial sequence cut, then a maximal sequence cut is applied splitting the event log into smaller event logs. If there are no non-trivial exclusive-choice and sequence cuts, but there is a non-trivial parallel cut, then a maximal parallel cut is applied splitting the event log into smaller event logs. If there are no non-trivial exclusive-choice, sequence and parallel cuts, but there is a redo-loop cut, then a maximal redo-loop cut is applied splitting the event log into smaller event logs. After splitting the event log into sublogs the procedure is repeated until a base case (sublog with only one activity) is reached.
How the event log is split into sublogs, depends on the operator (see before). Empty traces are handled in a dedicated manner (based on the operator) and may result in the insertion of τ activities. If there are no non-trivial cuts meeting the requirements in Definition 5, a fall-through is selected. The part that cannot be split is presented by a so-called flower model ("anything can happen"). Note that such a model can be easily represented as process tree (τ, a, b, . . .) allowing for any trace involving the activities in the different redo parts. The fall-through serves as a last resort ensuring fitness, but possibly resulting in lower precision.
In the base case, the sublog contains only events corresponding to a particular activity, say a. If the sublog is of the form L = [ a k ] with k ≥ 1 (i.e., a occurs once in each trace), then the subtree a is returned. If the sublog is of the form L = [ k , a l ] with k, l ≥ 1, then the subtree ×(a, τ ) is returned because a is sometimes skipped. If a is executed at least once in each trace in the sublog and sometimes multiple times (e.g., L = [ a 9 , a, a 2 , a, a, a ]), then the subtree (a, τ ) is returned. In all other cases (e.g., L = [ 3 , a 4 , a, a, a ]), the subtree (τ, a) is returned because a is executed zero or more times in the traces of sublog L.
First, we show a larger worked out example showing the iterative process of splitting the event logs into sublogs based on cuts. -After splitting the event log to reach the base cases, we can construct the overall tree:
→(e, f )), d) represents the overall process tree for the whole event log.
To illustrate the handling of base cases we show a few smaller examples:
-If L = [ a, a 12 , a, a, a 6 ], then IM (L) = (a, τ ). (c, τ ) ).
- If L = [ a, c 2 , a, b, c 3 , a, b, b, c 2 , a, b, b, b, c 2 , a, b, b, b, b, b, b , c ], then IM (L) = →(a, (τ, b) , c).
In this section, we only described the basic IM algorithm [1, 10] . This algorithm provides many guarantees. The discovered models are always sound and are guaranteed to be able to replay the whole event log. Moreover, for large subclasses of process trees, rediscoverability is guaranteed (i.e., a sufficiently large event log obtained by simulating a model is sufficient to reconstruct a behaviorally equivalent model). However, the basic algorithm presented here cannot abstract from infrequent behavior and does not handle incompleteness well. The log is assumed to be directly-follows complete and frequencies are not taken into account. Fortunately, the inductive mining framework is quite flexible. Using the basic ideas presented in this section, a family of inductive mining techniques has been developed [1, 9, 10, 16, 17] . All use a divide-and-conquer approach in combination with process trees that are sound by construction. As demonstrated in [9, 17] the approach can be made highly scalable and can be applied to huge event logs.
Process Discovery Using Region-Based Approaches
In contrast to inductive mining, which is able to guarantee a sound workflow model, the existing approaches that rely on the notion of region theory [18] search for a process model that is both fitting and precise [19] . This section shows two branches of region-based approaches for process discovery: state and language-based approaches.
State-based Region Approach for Process Discovery State-based region approaches for process discovery need to convert the event log into a statebased representation, that will be used to discover the Petri net. The techniques described in [20] present many variants for solving this first step. The basic idea to incorporate state information is to look at the pre/post history of a subtrace in the event log. Figures 4(a)-(b) show an example, where states are decided by looking at the set of common prefixes.
A transition system (TS) is a tuple (S, Σ, A, s in ), where S is a set of states, Σ is an alphabet of activities, A ⊆ S × Σ × S is a set of (labeled) arcs, and s in ∈ S is the initial state. We will use s e → s as a shortcut for (s, e, s ) ∈ A, and the transitive closure of this relation will be denoted by * →. Figure 4(b) presents an example of a transition system.
A region 6 in a transition system is a set of states that satisfy an homogeneous relation with respect to the set of arcs. In the simplest case, this relation can A set of states r ⊆ S is a region if for each event e ∈ E, exactly one of the three predicates (enters, exits or does not cross) holds for each of its arcs. An example of region is presented in Figure 5 on the TS of our running example. In the highlighted region, r enters the region, s and em exit the region, and the rest of labels do not cross the region.
A region corresponds to a place in the Petri net, and the role of the arcs determine the Petri net flow relation: when an event e enters the region, there is an arc from the corresponding transition for e to the place, and when e exits the region, there is an arc from the region to the transition for e. Events satisfying the do not cross relation are not connected to the corresponding place. For instance, the region shown in Figure 5 (a) corresponds to the shadowed place in Figure 5(b) , where event r belongs to the set of input transitions of the place whereas events em and s belong to the set of output transitions. Hence, the algorithm for Petri net derivation from a transition system consists in finding regions and constructing the Petri net as illustrated with the previous example. In [21] it was shown that only a minimal set of regions was necessary, whereas further relaxations to this restriction can be found in [19] . The Petri net obtained by this method is guaranteed to accept the language of the transition system, and satisfy the minimal language containment property, which implies that if all the minimal regions are used, the Petri net derived is the one whose language difference with respect to the log is minimal, hence being the most precise Petri net for the set of transitions considered.
In any case, the algorithm that searches for regions in a transition system must explore the lattice of sets (or multisets, in the case for k-bounded regions), thus having a high complexity: for a transition system with n states, the lattice for k-bounded regions is of size O(k n ). For instance, the lattice of sets of states for the toy TS used in this article (which has 22 states) has 2 22 possibles sets to check for the region conditions. Although many simplification properties, efficient data structures and algorithms, and heuristics are used to prune this search space [19] , they only help to alleviate the problem. Decomposition alternatives, which for instance use partitions of the state space to guide the search for regions, significantly alleviate the complexity of the state-based region algorithm, at the expense of not guaranteeing the derivation of precise models [22] . Other statebased region approaches for discovery have been proposed, which complement the approach described in this section [23] [24] [25] .
Language-based Region Approach for Process Discovery In Languagebased region theory [26] [27] [28] [29] [30] [31] the goal is to construct the smallest Petri net such that the beharviour of the net is equal to the given input language (or minimally larger). [32] provides an overview for language-based region theory for different classes of languages: step languages, regular languages, and (infinite) partial languages.
More formally, let L ∈ IB(Σ * ) be an event log, then language based region theory constructs a Petri net with the set of transitions equals to Σ and in which all traces of L are a firing sequence. The Petri net should have only minimal firing sequences not in the language L (and all prefixes in L). This is achieved by adding places to the Petri net that restrict unobserved behavior, while allowing for observed behavior. The theory of regions provides a method to identify these places, using language regions. Definition 7 (Prefix Closure). Let L ∈ IB(Σ * ) be an event log. The prefix closed language L ⊆ Σ * of L is defined as:
The prefix closure of a log is simply the set of all prefixes in the log (including the empty prefix). Fig. 6 . Region for a language over four activities [33] .
Definition 8 (Language Region). Let Σ be a set of activities. A region of a prefix-closed language L ∈ Σ * is a triple (x, y, c) with x, y ∈ {0, 1} Σ and c ∈ {0, 1}, such that for each non-empty sequence w = w • a ∈ L, w ∈ L, a ∈ Σ:
This can be rewritten into the inequation system:
The set of all regions of a language is denoted by (L) and the region (0, 0, 0) is called the trivial region.
Intuitively, vectors x, y denote the set of incoming and outgoing arcs of the place corresponding to the region, respectively, and c sets if it is initially marked. Figure 6 shows a region for a language over four activities, i.e. each solution (x, y, c) of the inequation system can be regarded in the context of a Petri net, where the region corresponds to a feasible place with preset {t|t ∈ T, x(t) = 1} and postset {t|t ∈ T, y(t) = 1}, and initially marked with c tokens. Note that we do not assume arc-weights here, while the authors of [26] [27] [28] 34] do.
Since the place represented by a region is a place which can be added to a Petri net, without disturbing the fact that the net can reproduce the language under consideration, such a place is called a feasible place. In general, there are many feasible places for any given event log (when considering arc-weights in the discovered Petri net, there are even infinitely many). Several methods exist for selecting an appropriate subset of these places. The authors of [28, 34] present two ways of finitely representing these places, namely a basis representation and a separating representation. Both representations maximize precision, i.e. they select a set of places such that the behavior of the model outside of the log is minimal.
In contrast, the authors of [33, [35] [36] [37] focus on those feasible places that express some causal dependency observed in the event log, and/or ensure that the entire model is a connected workflow net. They do so by introducing various cost functions favouring one solution of the equation system over another and then selecting the top candidates.
Process Discovery vs. Region Theory The goal of region theory is to find a Petri net that perfectly describes the observed behavior (where this behavior is specified in terms of a language or a statespace). As a result the Petri nets are perfectly fitting and maximally precise.
As a consequence, the assumption on the input is that it provides a full behavioral specification, i.e. that the input is complete and noise free. Furthermore, the assumption on the output is that it is a compact, exact representation of the input behavior.
When applying region theory in the context of process mining, it is therefore very important to perform any generalization before calling region theory algorithms. For state-based regions, the challenges are in the construction of the statespace from the event log and in language based regions in the selection of the appropriate prefixes to include in the final prefix-closed language in order to ensure some level of generalization.
Conformance Checking and the Challenge of Alignments
Conformance checking is a crucial dimension in process mining: by relating modelled and observed behavior, process models that have either been discovered or manually created, can be confronted with event data [2] . On its core, conformance checking relies on the fundamental problem of identifying, among the set of runs of a process model (which can be infinite), the run that mostly resembles an observed trace. In this section we overview the problem of computing alignments, and provide applications to be build on top of alignments.
Formal Definition of Alignments
An alignment of an observed trace and a process model relates events of the observed trace to elements of the model and vice versa. Such an alignment reveals how the given trace can be replayed on the process model. The classical notion of aligning an event log and process model was introduced by [38] . To achieve an alignment, we need to relate moves in the observed trace to moves in the model. It may be the case that some of the moves in the observed trace can not be mimicked by the model and vice versa. For instance, consider the model N 1 in Figure 7 , with the following labels, λ(t 1 ) = a 1 , λ(t 2 ) = a 2 , λ(t 3 ) = a 3 and λ(t 4 ) = a 4 , and the trace σ = a 1 , a 1 , a 4 , a 2 ; four possible alignments are: Fig. 7 . Process model N1.
The moves are represented in tabular form, where moves by the trace are at the top, and moves by the model are at the bottom of the table. For example the first move in α 2 is (a 1 , ⊥) and it means that the observed trace moves a 1 , while the model does not make any move. Formally, an alignment is defined as follows:
Definition 10 (Alignment). Given a labeled Petri net N and an alphabet of events Σ, Let A M and A L be the alphabet of transitions in the model and events in the log, respectively, and ⊥ denote the empty set, then:
The set of all legal moves is denoted as A LM and given an alignment α ∈ A * LM , the projection of the first element (ignoring ⊥), α ↑ A L , results in the observed trace σ, and projecting the second element (ignoring ⊥), α ↑ A M , results in the model trace.
For the previous example, α 1 ↑ A M = t 1 t 3 t 4 and α 1 ↑ A L = a 1 a 1 a 4 a 2 .
Costs can be associated to the different types of moves in Def. 10. Traditionally, the approaches in the literature use a cost function that assigns higher costs to asynchronous moves (move in model/log) than to synchronous moves, and the model trace that minimizes the cost (hence, minimizing the number of asynchronous moves) is computed. When a cost function is in place, then one can consider optimality: an optimal alignment is an alignment with minimal cost. The most simple cost function that satisfies this requirement is the standard cost function, which assigns cost 1 to asynchronous moves, and cost 0 to synchronous moves. In this paper we will assume the standard cost function, which will for instance assign cost 3 to the alignments α 1 − α 4 shown before. According to the standard cost function, all four alignments are optimal.
Techniques for the Computation of Alignments
In this section we report some of the existing alternatives to compute alignments. First we describe the reference technique nowadays for alignment computation. Then, we provide pointers to other techniques so that the reader gets an overall impression on the vivid field of alignment computation.
A * Technique over the Synchronous Product Net The reference technique for alignment computation was presented in the context of Arya Adriansyah's PhD thesis [38] . It is based on the notion of synchronous product net (SPN, for short), which we define informally now with the help of an example. Figure 8 (Top) describes a process model. Now let us assume that it should be aligned with the trace σ = a 1 , a 4 , a 2 , a 11 . The idea underlying the method from [38] is to first create an SPN, that encompasses the joint behavior between the process model and σ. This SPN is described in Figure 8 Accordingly, transitions in the SPN will be assigned a cost 7 : transitions in the top of the SPN, and in the bottom of the SPN, will receive cost one. Transitions in the middle, will receive cost 0. Informally, this cost assignment penalizes the process model or the log independent executions, and in contrast favours synchronous executions, that are executed without cost. Then, a search for the cost-minimal path between initial and final marking of the state space of the created SPN is computed.
The cost-minimal path search can be done either once the full state-space is computed, or more intelligently by applying a A * strategy to avoid, whenever possible, the full exploration of the state-space. This can be achieved by using heuristics that at each state reached, estimate the minimal cost to reach the final marking, and prune the exploration for successor states that are not promising. Several heuristics can be applied, that include the use of the marking equation of Petri nets [12] to estimate the remaining distance by solving an (integer) linear program that provides a lower bound to the real distance.
Other Techniques Alternatives to A * have appeared very recently: in the approach presented in [39] , the alignment problem is mapped as an automated planning instance. Unlike the A * , the aforementioned work is only able to produce one optimal alignment (not all optimal), but it is expected to consume considerably less memory. Automata-based techniques have also appeared [40, 41] . In particular, the technique in [40] can compute all optimal alignments. The technique in [40] relies on state space exploration and determinization of automata, whilst the technique in [41] is based on computing several subsets of activities and projecting the alignment instances accordingly.
The work in [42] presented the notion of approximate alignment to alleviate the computational demands of the current challenge by proposing a recursive paradigm on the basis of structural theory of Petri nets. In spite of resource efficiency, the solution is not guaranteed to be executable. A follow-up work of [42] is presented in [43] , which proposes a trade-off between complexity and optimality of solutions, and guarantees executable properties of results. The technique in [44] presents a framework to reduce a process model and the event log accordingly, with the goal to alleviate the computation of alignments. The obtained alignment, called macro-alignment since some of the positions are highlevel elements, is expanded based on the information gathered during the initial reduction. Decompositional techniques have been presented [45, 46] that, instead of computing optimal alignments, they focus on the decisional problem of whereas a given trace fits or not a process model.
Recently, two different approaches by the same authors have appeared: the work in [47] proposes using binary decision diagrams to alleviate the computation of alignments. The work in [48] , which has the goal of maximizing the synchronous moves of the computed alignments, uses a pre-processing step on the model.
Alignments Applications
In this section we overview different use cases of alignments. The reader can find a complete and detailed presentation in [2] .
Model Enhancement Alignments open the door to incorporate information from the event log to the process model. More concretely, from an alignment α, one can transfer the information from the log trace α ↑ A L to the model activities in α ↑ A M corresponding to the synchronous moves. This information is contained in the events attributes. For instance, after aligning the complete log, one can realize that in reality a given model transition is only performed by a limited set of persons or roles, or the cost of executing it is within certain margins.
Alignments can also be used to animate the process model. This has already illustrated early in the paper (see for instance the annotations in Figure 1 (a) ). This helps to understand better the visualization of real traces through the process model, and is one of the most interesting features of several existing process mining tools.
Furthermore, more elaborated information can be projected on top of the process model, with the help of a tailored analysis. One possibility is performance analysis, in order to display performance information like activity durations, waiting times and routing probabilities. For instance, in the left-most decision of Figure 1 (a) , one can see that 11.1% (141 out of 1266) of the cases the activity pay is skipped.
Alternatively, the event log attributes can be used to explain decision in process models, once alignments are obtained. This is known as decision point analysis. Decision point analysis is based on building prediction models next to each decision point, using the data available. Often, the data used to feed these models can be obtained from the events corresponding to the prefixes of traces that lead to the decision point. Examples of data attributes that can be used for the previous example are product, resource, prod-price, quantity and address in Table 1 . Continuing with the previous example, one can for instance infer that the explanation on why the activity pay is sometimes skipped is due to products orders placed which both contain more than one item and the item price is less than 500.
Model and Log Repair Another interesting application of using alignments is the possibility to repair the model or the log, so that they are more aligned. Model repair can be performed by selecting and resolving particular asynchronous moves in an alignment [49] . Intuitively, to resolve model moves one need to insert routing logic that allows to skip certain activities to be executed. Symmetrically, to resolve log moves one should extend the process model so that new behavior is possible in particular situations.
On the other hand, log repair considers that models contain the truth and whenever deviations are found, they should be corrected at the log level. Correcting deviations at log level is straightforward: model moves amounts to insert events in the observed trace, whilst log moves imply to remove events in the observed trace. For instance, the log repair of the alignment α 1 for trace σ = a 1 , a 1 , a 4 , a 2 , and the model shown in Figure 7 , derives the new trace σ = a 1 , a 3 , a 4 .
Evidence-based Quality Metrics for Process Models
With the aim of quantifying the relation between observed and modeled behavior, conformance checking techniques consider four quality dimensions: fitness, precision, generalization and simplicity [50] . In section 3.1 we already described the intuition behind these dimensions. In this section we do a step further, and present ways to measure them.
When alignments are available, most of the quality dimensions can be defined on top [2] . In a way, alignments are optimistic: although observed behavior may deviate significantly from modeled behavior, it is always assumed that the least deviations are the best explanation (from the model's perspective) for the observed behavior. For the first three dimensions, the alignment between a process model and an event log is of paramount importance, since it allows relating modelled and observed behavior.
Fitness
Fitness evaluates to which extent the observed behavior is possible according to the modelled behavior. Intuitively (and abusing a bit the notation), if L is also considered the language of the log, then the fitness of L with respect to a process model N can be computed by the following formula: f itness = |L ∩ L(N )| |L| Alternatively, a refined metric for fitness can be measured through alignments. The way alignments are constructed, i.e. by looking for a shortest path through the state space of the SPN, is not necessarily deterministic. There may be more than one shortest path. However, the final cost of the alignment is minimal and therefore deterministic. On the basis of this cost, alignment-based fitness is defined as: f itness a = 1 − cost of the optimal alignment cost of worst-case alignment Again, for any log L we have:
f itness l a = 1 − σ∈L cost of the optimal alignment for σ σ∈L cost of worst-case alignment for σ For alignment-based fitness, two costs are of interest, namely the cost of the optimal alignment and the cost of the worst-case alignment. The former is obtained by the alignment algorithm defined in section 4.2. The latter is simply defined as the cost of aligning the empty trace in the model plus the cost of treating all events as log moves.
Precision
One important metric in conformance checking is to assess the precision of the model with respect to the observed executions, i.e., characterize the ability of the model to produce behavior unrelated to the one observed. Therefore, precision can be measured by the following formula: precision = |L ∩ L(N )| |L(N )|
The formula above poses a problem for measuring precision in practice: since in general a model can have an infinite language, the formula on its limit tends to 0. Below we provide a couple of alternatives to fight this problem, thus coining metrics for estimating the precision dimension.
Escaping Arcs Precision can be approximated by exploring the behavior of the process model using as a reference the traces of the log, and stopping the exploration each time modelled behavior deviates from recorded behavior [51] . The following formula would then be used to estimate precision: precision ea (L, N ) = σ∈L,e∈σ enabled L (e) σ∈L,e∈σ enabled N (e) where enabled L (e) provides the activities that are possible in L after the same prefix that contains the event e has been observed, and enabled N (e) denotes the number of tasks that can be executed in the state right before executing the task corresponding to e. In the formula above, we assume fitting models, i.e., enabled L (e) ⊆ enabled N (e). This assumption can be lifted with the help of the alignments [52] .
Anti-Alignments. The idea of anti-alignments [53] is to seek in the language of a model N , what are the runs which differ considerably with all the observed traces. Hence, this is the opposite of the notion of alignment. Anti-alignments can be used to measure precision [53, 54] . The intuition behind the metric based on anti-alignments is as follows. A very precise process model allows for exactly the traces to be executed and not more. Hence, if one trace σ is removed from the log, this trace becomes the anti-alignment for the remaining log, as it is the only execution of the model that is not in the log. This idea would lead to a trace-based precision metric grounded in anti-alignments, that penalizes the model precision for traces σ in the log that are very deviating from the anti-alignment obtained when removing σ in the log. Alternatively, a log-based precision metric can also be defined, if not per trace but instead a single anti-alignment with respect to the whole log is used.
Generalization
In process mining, the challenge is not to discover the correct process model for a given log, but to discover the process model that provides the most insights into the process from which the log originated. This is comparable to the area of process modelling, where a model is made of a process in order to describe that process in a meaningful way [55] . In process modelling, there are essentially two fundamental concepts that describe a lot of behavior using only a limited number of modelling elements, namely parallelism and loops. Both constructs have in common that they allow for many traces to be executed, while at the same time the number of states a process model can be in remains limited. In order to generalize from a set of observed sequences, process mining techniques make use of the inference of concurrency and loops. All process discovery techniques presented in Section 3 do so, however the way they decide is different.
Another fundamental property of correctly modelling processes is abstraction, i.e. one should only include parts of a model if they are relevant enough. By making models too detailed, an end-user can no longer see the important parts of the process.
Generalization is a quality dimension that tries to measure whether the inference of parallelism and loops and abstraction are done properly. For generalization, only few metrics exist [14, 53, 56] . The approach in [14] considers frequency of use, where models are assumed to generalize if all parts of the model are used equally frequently when reproducing the event log, i.e. this metric focusses entirely on proper abstraction of the observed data. The metric in [56] uses artificial negative events, i.e. events that were not observed at a particular point in the trace and uses a confidence in these events to measure generalization. Finally, in [53] a metric based on anti-alignments is presented which focusses entirely on the relation between the number of states and the number of traces in the model.
Simplicity
When a process model is discovered, one crucial metric for its evaluation is simplicity: is the derived process model the most simple explanation of the underlying process? This metric refers to the Occam's Razor principle. One method for measuring simplicity is by analysing the complexity of the underlying graph. In [57] some examples of such complexity metrics (e.g., size, diameter, connectivity) can be found. Alternatively, process model related metrics can also be defined, such as sequentiality, structuredness, among others.
Concluding Remarks
Process mining is a discipline which already impacts organizations in the present, but promises to impact them even more in the near future. In this paper we have overviewed the area, focusing on the fundamental algorihtmic challenges that need to be confronted, to make these promises to become realities soon. Behind these challenges lie traditional theory that has been there several decades already: Petri net theory, data science methods, optimization, business process management, to cite the most important ones. We believe research in these areas would contribute to the development of the process mining field as well, a phenomena that we have already observed in the last decade.
