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Abstract—Learning adaptable policies is crucial for robots
to operate autonomously in our complex and quickly changing
world. In this work, we present a new meta-learning method
that allows robots to quickly adapt to changes in dynamics.
In contrast to gradient-based meta-learning algorithms that
rely on second-order gradient estimation, we introduce a more
noise-tolerant Batch Hill-Climbing adaptation operator and
combine it with meta-learning based on evolutionary strategies.
Our method significantly improves adaptation to changes in
dynamics in high noise settings, which are common in robotics
applications. We validate our approach on a quadruped robot
that learns to walk while subject to changes in dynamics.
We observe that our method significantly outperforms prior
gradient-based approaches, enabling the robot to adapt its
policy to changes based on less than 3 minutes of real data.
I. INTRODUCTION
Deep reinforcement learning (RL) holds the promise of
automatically acquiring locomotion controllers for legged
robots [14, 17, 43, 47]. Typically, these methods train a
control policy in a computationally efficient simulation en-
vironment and then deploy the learned policy to hardware
(i.e. sim-to-real). However, the policies learned with deep RL
often only work well in environments highly similar to those
they were trained on. Any mismatch or non-trivial changes
to the environment can require re-training from scratch. For
robots to operate autonomously in our complex and ever-
changing world, it is crucial that they can adapt their control
policies quickly to accommodate these changes. For example,
a legged robot may need to change its locomotion gait if its
battery level is low, if a motor is broken, or if it is carrying
a heavy load.
Meta-learning leverages previous experience to explicitly
train a policy to be adaptable, by training across many
different tasks or environment conditions. One such approach
specifically designed to make policies adaptable is model
agnostic meta-learning (MAML) [9]; MAML performs adap-
tation via gradient updates on policy parameters using a small
amount of data, optimizing so that such updates are fast
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Fig. 1: Our algorithm quickly adapts a legged robot’s policy
to dynamics changes. In this example, the battery voltage
dropped from 16.8V to 10V which reduced motor power, and
a 500g mass was also placed on the robot’s side, causing it
to turn rather than walk straight. Based on only 50 episodes
(150s) of real world data, our method adapted the policy to
significantly improve performance.
and efficient. Since then, numerous works have improved
upon this paradigm [41, 48], usually using simulators such as
MuJoCo [45] and PyBullet [4] for evaluating and comparing
algorithms.
However, applying these techniques to real robots is chal-
lenging due to the noise present in real world environments.
Even with the same control policy, the trajectories of different
runs can quickly diverge and lead to significantly different
reward signals. This stochasticity renders gradient estimates
unreliable during adaptation, unless we dramatically increase
the amount of data collected. Different initial conditions,
hardware wear-and-tear, observation noise, and action noise
make exact repetition of trials difficult. This problem is
especially evident for legged locomotion for which contact
events are frequent and a small difference in contacts can
generate significantly different trajectories.
The primary motivation for this work is: How we can en-
sure effective adaptation in highly noisy environments? When
using the class of policy gradient algorithms [42, 38, 37]
which require an action distribution, we may at first glance
wish to decrease the entropy of this distribution as the
high-noise problem might be exacerbated by the additional
randomness from the policy’s actions. However, we may
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also wish to increase this entropy as well, as the policy
needs random actions for exploration to determine the type
of environment to adapt to. These two competing objectives,
which seek to both decrease and increase action entropy, may
cause complications when using policy gradients, as noted in
[39, 23].
The class of evolutionary strategies (ES) [36, 25] algo-
rithms are attractive approaches to rectify these problems.
ES leverages parameter-space search, which allows it to
learn deterministic policies that are particularly conducive to
adaptation. In this work, we combine ES with meta-learning,
adopting the ES-MAML framework [41]. This framework
allows us to explore a more powerful and non-differential
adaptation process. To combat stochasticity in noisy real-
world environments, we introduce a noise-tolerant and data-
efficient adaptation operator based on Batch Hill-Climbing
(BHC). Since this operator is not differentiable, it is difficult
to integrate with the state-of-the-art policy-gradient-based
MAML paradigms (PG-MAML) [9]. Hence, we use ES-
MAML, and show that ES-MAML with BHC is not only
empirically more effective than MAML, but also theoretically
justifiable under conditions with strong noise.
Furthermore, ES-MAML allows adaptation using compact
linear policies, which have been shown to qualitatively pro-
duce more stable behaviors [25, 32]. While policy gradients
are also able to train linear policies [32], effective adaptation
with PG-MAML relies on flexible representational capacity
[8]; thus, linear policies and meta-learning may not combine
well for policy gradients.
We validate our approach on the Minitaur, a quadruped
robot platform. We demonstrate that a policy trained purely
in simulation using our method can not only overcome
the sim-to-real gap, but also adapts successfully to two
difficult new real-world environments: 1) a low battery level
with extra payload and 2) a slippery walking surface. We
further compare our method with PG-MAML approaches and
conduct ablation studies on various design choices of our
method. We show that our method adapts faster and achieves
high rewards post-adaptation, even in environments that are
out of distribution from training. We also show that our
BHC method is more noise tolerant than other Hill-Climbing
methods, which is essential for real-world experiments. In
summary, the contributions of this paper include:
1) We introduce and integrate BHC, a non-differentiable,
highly-efficient and noise-tolerant adaptation operator,
into ES-MAML to learn adaptable locomotion policies
for legged robots.
2) We successfully demonstrate fast adaptation on a
quadruped robot. It requires only 50 episodes totalling
150 seconds of robot data, to adapt the control policies
in two drastically different environments.
3) We provide a thorough evaluation of ES-MAML with
BHC both in simulation and on a real robot, which
demonstrates its advantage over gradient-based meta-
learning techniques.
II. RELATED WORK
A. Learning Locomotion
Reinforcement learning is becoming a popular method
to develop locomotion controllers for legged robots [44,
21, 47, 40, 20, 19, 43, 17]. Learning can be performed
in simulation and followed by a sim-to-real transfer phase
[43, 17] or carried out directly on real hardware [14, 13].
Since legged robots can walk in diverse environments, the
ability to change their learned policies to fit new environ-
ments is important. Prior work has investigated online system
identification [49], action transformation [15], precomputed
behavior-performance map [5], strategy optimization [50, 51]
and meta-learning [29] for quick adaptation of locomotion
controllers.
B. Policy Transfer
Transferring a learned policy to different dynamics has
been a long-standing problem in reinforcement learning. Do-
main Randomization (DR) trains the policy with experiences
collected from multiple dynamics, so that the learned policy
can remain robust across a number of environments [43,
31, 35]. More recently, advanced ways of domain random-
ization have been proposed such as hierarchical domain
randomization [28], curriculum sampling [26], and inverse
dynamics [3]. Although DR may work effectively for sim-
to-real transfer, it trades optimality for robustness and makes
the learning problem much harder.
Another class of approaches augment the state space with
a latent vector, which represents the environment changes.
The latent vector can be based on actual physics param-
eters [49, 50] or based on a learned embedding of the
trajectory [33]. During adaptation, the algorithm either infers
the latent representation of the environment through system
identification [49], or directly optimizes the latent variable
for optimal performance [51, 50]. While this approach has
demonstrated adaptation in several real-robot scenarios [50,
51], choosing the parameters of the latent representation
requires careful tuning.
C. Meta-Learning
More relevant to our work, meta-learning [9] has been
used for policy transfer in reinforcement learning where the
problem was defined as finding a meta-policy that can be
adapted to a new task in a few gradient steps. The original
Model-Agnostic Meta-Learning (MAML) algorithm [9] uses
policy gradient methods as the policy adaptation operator,
which we refer to as PG-MAML. Several improvements of
PG-MAML have been proposed: stochastic gradient adap-
tation [10], improving estimation of the Hessian [24, 34],
or replacing second derivatives with multiple gradient steps
(Reptile, [30]). Adaptation can be performed explicitly on
a latent space [12, 1, 52], or learned via RNN-based meth-
ods [6, 46, 27]. However, most of these methods are so far
only tested in basic simulated environments.
In order to leverage MAML for dynamics adaptation in real
world environments, [29] combines model-based methods
with MAML, and presents results on a small hexpod robot.
Arndt et al. [1] is one of the few works to date that has
applied the model-free PG-MAML to train a robotic arm to
hit a hockey puck. In contrast, our locomotion environment is
significantly noisier [43] due to frequent and discrete contact
events inherent to locomotion, as well as high uncertainties
about the robot’s dynamics due to cheap hardware.
III. PRELIMINARIES
A. Problem Setup
We formulate the meta reinforcement learning problem as
an optimization over a distribution of tasks: Ti ∈ P (T ),
where each task is a Markov Decision Process (MDP). In our
setting, all tasks share the same state space S, the same action
space A, and most importantly the same reward function r :
S × A → R. However, given a fixed state st, each task can
have a different transition distribution p(st+1|st, at) which
corresponds to different dynamics. We parameterize a policy
pi : S → A as a neural network with parameters θ ∈ Θ,
denoted as piθ.
We seek to find a policy that can adapt to different
tasks efficiently. Formally, given an adaptation procedure
U : Θ × T → Θ, we optimize for a meta-policy piθmeta
that maximizes the expected return of the adapted policies:
θmeta = argmax
θ
ET∼P(T )
[
fT (U(θ, T ))
]
(1)
where fT (θ) = E(s0:H ,a1:H)∼piθ,T
[∑H
t=1 r(st, at)
]
is the
expected total sum of rewards using policy piθ over the
dynamics corresponding to task T . In the MAML algo-
rithm [10], the update operator U corresponds to one or
a few steps of gradient descent, and maximization of the
objective in Eq. 1 is performed with gradient-based optimiza-
tion. We define the adaptation gap between the meta-policy
θmeta and the adapted policy U(θmeta, T ) as the difference
fT (U(θmeta, T ))−fT (θmeta), or also its expectation across
P(T ) when multiple tasks are involved, depending on con-
text.
B. Meta-Learning with Evolutionary Strategies
Previous works [7, 16] replace some components of the
MAML algorithm such as the outer-loop with evolutionary
methods, but still rely on policy gradients to train differen-
tiable stochastic policies. ES-MAML [41] is an algorithm
under the meta-learning paradigm which uses techniques for
optimizing blackbox objectives.
In our setting, we use a low variance antithetic estima-
tor [25] for the outer loop of the ES-MAML algorithm
[41]. This estimates the gradient ∇θEg∼N (0,I)[F (θ+σg)] =
1
2σE[f(θ+σg)−f(θ−σg)] of the Gaussian-smoothed version
of the outer loop objective F (θ) = ET∼P(T )[fT (U(θ, T ))].
We present this algorithm formally in Algorithm 1.
We use the iterative Hill-Climbing (HC) operator UHC in
[41], which has been shown to be a strong adaptation operator
for classic MAML benchmarks. HC has multiple benefits:
for example in the deterministic case, it enforces monotonic
Algorithm 1 ES-MAML (Antithetic Variant) using general
adaptation operator U(·, T ).
Data: randomly initialized meta-policy θmeta, meta step size
β
while not done do
Sample n tasks T1, . . . , Tn ∼ P(T ) and i.i.d. vectors
g1, . . . ,gn ∼ N (0, I) foreach (Ti,gi) do
v+i ← fTi(U(θmeta + σgi, Ti))
v−i ← fTi(U(θmeta − σgi, Ti))
vi ← 12 (v+i − v−i )
end
Update θmeta ← θmeta + βσn
∑n
i=1 vigi
end
improvement in the objective. More formally, given an adap-
tation rate α and a query number (Q) for number of rollouts
allowed during finetuning, the Hill-Climbing step is defined
as simply θ(q+1) = argmaxθ∈{θ(q),θ(q)+αg} f(θ), for which
we apply iteratively θmeta → θ(1) → ...→ θ(Q) to produce a
Hill-Climbing operator UHC(θmeta) = θ(Q). Note that UHC
is a non-differentiable operator which cannot be replicated in
the PG case, as the Hill-Climbing operator uses argmax.
IV. EVOLUTIONARY META-LEARNING IN NOISY
ENVIRONMENTS
In Subsection IV-A, we first give a description of the
noise model as well as an overview of our modifications to
the HC operator. We then provide detailed analysis of these
modifications and their comparisons in Subsection IV-B. In
the following Section V, we describe how this method can
be used for training adaptable policies for legged robots.
A. Overview
Our goal is to apply evolutionary meta-learning on legged
robots in the real world. One bottleneck that we must address
in real world settings is the abundance of noise, which may
affect the trajectory of the Hill-Climbing adaptation. As a
reasonable and general abstraction, we choose to model the
noise ε additively in our evaluation of f as f˜(θ, ε) = f(θ)+ε
and discuss its assumptions in Subsec. IV-B. In Table I, we
generalize the original (termed "Sequential") Hill-Climbing
method from [41]. We modify the 1-step update rule θ(q) →
θ(q+1) to allow multiple (P > 1) parallel evaluations. We
derived two variants, Average and Batch, for dealing with
noisy evaluations.
Sequential θ(q+1) = argmax
θ∈{θ(q),θ(q)+αg}
f(θ)
Average θ(q+1) = argmax
θ∈{θ(q),θ(q)+αg}
1
P
∑P
i=1 f˜(θ, εi)
Batch θ(q+1) = argmax
θ∈{θ(q),θ(q)+αg1,...,θ(q)+αgP }
f˜(θ, ε)
TABLE I: We present the 3 Hill-Climbing steps for compar-
ison: Sequential, Average, and Batch.
B. Adaptation Mechanisms
Average: A straightforward way to handle noise is to
average noisy evaluations. We use empirical averages f̂(θ) =
1
P
∑P
i=1 f˜(θ, εi) when evaluating a fixed parameter θ. How-
ever, this method has two limitations: (1) Low sample effi-
ciency and (2) Restrictive noise assumptions.
Low sample efficiency. Real robot experiments are expen-
sive. Assuming a fixed budget (Q · P ) of total objective
evaluations allowed during the adaptation, this averaging
method sacrifices exploration for accuracy by lowering Q (the
number of new parameters sampled) and increasing P (the
number of parallel objective evaluations). Since it is often
infeasible to measure the noise level in the real world, it is
difficult to find a right balance between P and Q in practice.
Restrictive noise assumptions. This method inherently
assumes the existence of a true expected objective
Eε∼D[f˜(θ, ε)] which can be approximated by f̂(θ), under
a strict assumption that errors ε are i.i.d. sampled from
a zero-mean distribution D. The i.i.d. assumption can be
unrealistic when experimenting in the real world where noise
can easily be correlated (see Subsection VI-C for a detailed
description in the Minitaur case). The zero-mean assumption
is also unrealistic, as [2], which also touches on the Minitaur
case, assumes the objective can be corrupted with unbounded
magnitude adversarially, under bounds of the frequency of
such corruptions. The adversarial assumption, which we will
also use, avoids overly specific and complex modelling of
the error by covering a variety of noise types using general
worst-case theoretical guarantees. While [2] approaches this
problem by estimating a biased gradient using regression,
we must use an alternative method, as the Hill-Climbing
method inherently does not estimate gradients. This leads
to the following simple, yet effective adaptation step:
Batch: In order to maintain sample efficiency and re-
duce strong assumptions on noise, we propose the "Batch"
Hill-Climbing method by modifying the adaptation operator
to sample a batch of perturbations before performing the
argmax, shown in Table I. Our batch method still maintains
a diverse population of (Q ·P ) new parameters. Note that it
takes the argmax based on noisy evaluations of the objective
from P candidate parameters θ(q) +αgi, ∀i ∈ {1, 2, ..., P}.
This exact variant (termed Gradientless Descent) originates
from [11], and was proven to possess convergence properties
(for the convex/concave objective case) and is also indepen-
dent to monotonic transformations of the reward (such as
scaling) which can be useful in new test domains, when the
model of the noise is generated by a bounded deterministic
function ε = h(θ) of the input.
The noise in our real-robot setting exceeds even these
assumptions, since the noise is non-deterministic and there
can also be non-independent catastrophic failures. However,
it turns out that Batch Hill-Climbing is robust even to this
extreme level of noise. We assume that the reward estimates
f(·) for all candidate permutations {θ(q) + αg1, . . . , θ(q) +
αgP } may be corrupted with additive error || ≤ Λ, and
that up to W rewards may be corrupted with unbounded
negative errors. If the number of candidates P is sufficiently
large relative to W , then the average regret of the Batch
Hill-Climbing algorithm can be bounded, up to irreducible
error from Λ. That is, with high probability, we have
1
Q
∑Q
q=0
[
f(θopt)− f(θ(q))] ≤ c1√
Q
+ c2, where c1, c2 are
constants depending on the concavity of the reward f , the
size of the domain, and the level of noise Λ. We prove this
novel claim formally in the Appendix.
V. APPLICATION TO LEGGED ROBOTS
We use the Minitaur quadruped robot from Ghost Robotics
[18] as our hardware platform.The Minitaur is actuated by 8
direct-drive motors, two for each leg. The robot is equipped
with an IMU sensor to measure the orientation and the
angular velocity of the robot’s base, and motor encoders to
measure its joint angles. In addition, we attach motion capture
markers on the base of the robot. During the adaptation phase,
we use a motion capture system to track the position of the
robot to calculate the reward signal. We tethered the robot
with a workstation, which runs the control loop at 166Hz. To
validate our algorithm on the real robot, we first train a meta-
policy in simulation, and then adapt the policy to two real-
world tasks where the dynamics have changed significantly.
A. Training in Simulation
Since training in the real world is costly, we train our
meta-policy in simulation and rely on our method to adapt
the learned policy to various real world environments. The
observation space includes the roll and pitch angle of the
robot base, as well as all 8 motor angles, and a phase variable
[22]. The action space consists of the desired swing and
extension of each leg [43]. The reward function is
r(t) = min(v, vmax)dt− 0.005
8∑
i=1
τiωidt
where v, vmax is the current and maximum forward velocity
of the robot, τi, ωi is the torque and angular velocity of each
motor. The reward encourages the robot to walk at maximum
speed, while penalizing energy expenditure. vmax starts at 0
when t = 0, increases linearly to 1.3m/s at 0.6s, and remains
constant afterwards.
We leverage a physics simulation of the robot using
PyBullet [4]. During training, each task samples a physics
parameter from Table II. All tasks are trained with a max-
imum horizon of 500 steps (3 seconds). To prevent unsafe
behaviors, we terminate an episode early if the center height
drops below 13cm, or if the robot orientation deviates too
Parameter Lower Bound Upper Bound
Base Mass 75% 150%
Leg Mass 75% 150%
Battery Voltage 14.8V 16.8V
Motor Viscous Damping 0.0 0.02
Motor Strength 70% 100%
Contact Friction 0.75 1.5
Control Latency 0s 0.05s
TABLE II: Range of parameters randomized.
Fig. 2: Illustration of two real robot tasks, each with a red
circle covering the physical modification, as well as depicting
the battery voltages used.
far from the upright position. For ES-MAML, we use 300
workers for perturbations, and the same hyperparameters as
found in [41]. For PG-MAML, we use the same implementa-
tion as [9] and tuned hyperparameters using gridsearch. For
all experiments, our error bars are plotted with 1 standard
deviation from the mean.
In order to pretrain our policy to effectively use a noise-
reduction adaptation operator when applied to real-world
tasks, we inject observation noise sampled from a unit
Gaussian distribution in the simulated training environment,
and also randomize the Minitaur’s initialization.
B. Adaptation Tasks in the Real World
On the real robot, we test the adaptation of our method on
two difficult tasks. Note that the changes between training
and test environments are not only due to sim-to-real inac-
curacies, but also include additional changes in battery level,
center of mass, or foot friction.
Mass-Voltage Task (Fig. 2, Left): In this task, we reduced
the voltage of the power supply from 16.8V to 10V and added
a mass of 500 grams on the right side of the robot (about
8% of robot mass). Note that although we randomized the
battery voltage and base mass during training, the test voltage
(10V) is far outside the training range (14.8V-16.8V) and the
position of center-of-mass is not randomized.
Friction Task (Fig. 2, Right): To create a slippery contact,
we replaced all rubber feet of the Minitaur robot with tennis
balls, which significantly reduced the friction coefficient of
contact.
C. Real Robot Results
For the Mass-Voltage Task, the added weight tilts the robot
to the right, which together with the reduced motor voltage,
turns the robot towards right when we ran the meta-policy
on the robot. Our method adapts the policy effectively within
50 real-world rollouts (150 seconds of data), improving the
return by 100% (Fig. 3a, Left). The adaptation corrects the
tilt, and returns the robot to a balanced roll angle (Fig. 3a,
Right). As a result, the robot is able to walk farther and more
straight as shown in Fig. 1 from Section I.
For the Friction Task, when applying the meta-policy, the
extremely low friction causes the robot to slip constantly and
leads to the chaotic trajectory distribution (Fig. 3, Left). The
fine-tuned policy is still able to significantly increase forward
walking distance, highlighting the superior performance of
our method in noisy environments.
(a) Real robot result for Mass-Voltage Task. (Left): ES-MAML
increases its performance as we use more rollouts during adapta-
tion, outperforming domain randomization (DR) and PG-MAML.
(Right): Roll Angle (deviation of Minitaur body from z-axis, to
measure turning) is displayed for each of meta-policy and adapted
policy from ES-MAML. Adaptation stabilizes the roll angle to ≈ 0,
reducing turning.
(b) Real robot result for Friction Task. (Left): ES-MAML once
again improves performance throughout Batch Hill-Climbing, while
PG-MAML actually performs worse after 2 gradient steps of
adaptation. (Right): Sample rollouts are displayed from both the
meta-policy and adapted policy from ES-MAML, and shows that
adaptation allows longer trajectories.
Fig. 3: Real robot results showing raw rewards and met-
rics collected from rollouts using our method (Batch Hill-
Climbing) from both the meta-policy and adapted policy. For
each task, we allow 50 rollouts for adaptation and set Batch
Hill-Climbing to use (Q,P ) = (5, 10).
As a comparison, we trained the policy with Domain
Randomization (DR) using ES. When using our method,
although the meta policy achieves a similar performance
as DR, the adapted policy significantly outperforms the DR
policy. We also attempted adaptation with PG-MAML on the
real robot using the same number of 50 rollouts (2 gradient
step and 25 rollouts for each). For both tasks, although the
meta policy performs similarly to that of ES-MAML, the
policy does not improve after adaptation (Fig. 3a), and even
performs worse in the Friction Task (Fig. 3b).
VI. SIMULATION ANALYSIS AND DISCUSSION
To further demonstrate the effectiveness of our method,
we perform additional ablation studies over several key
components of our method in simulation. We aim to answer
the following questions in our analysis:
• Does adaptation happen using our method? Qualita-
tively, how does the adaptation improve the perfor-
mance?
• Can our method adapt more effectively and efficiently
than PG-MAML?
(a) Adaptation corrects falling down, due to changes in horizon
length, or unstable environment dynamics.
(b) Adaptation corrects turning, due to changes in environment
variables such as battery voltages and motor strengths.
Fig. 4: Examples of ES-MAML adaptation in the Minitaur
simulation environment. (a): HC corrects the robot from
falling, leading to longer and more stable walking behavior.
Falling behavior can be caused by overfitting to horizon
length (e.g. stopping halfway at time=3s), or unstable dy-
namics. (b): HC corrects the robot from curving to the left
or right, by straightening the walking trajectory.
• How does stochasticity in the environment affect train-
ing, and how does our Batch Hill-Climbing adaptation
algorithm perform in noisy environments?
For a thorough evaluation, we performed a large amount
of experiments in simulation to answer the above three
questions.
A. Learned Adaptation Behaviors
To demonstrate that our algorithm can adapt policies
to changes in dynamics, we use disjoint sets of random
seeds for the training and testing environment populations,
which generate environment parameters found in Table II.
Furthermore, we increase the episode length of testing to
1000 steps from 500 used in training because we find that
training can overfit to the episode length: the robot fails soon
after 500 steps (Figure 4a, Left).
In new test environments, the meta-policy can fail in
various ways depending on the environment parameters. For
example, the robot falls before the episode ends, or veers off
to the left or right (Figure 4b). Our method adapts effectively
in the new environments; by using only 50 rollouts, by
keeping the robot balanced while walking straight. Figure
5 shows that for a large variety of new environments, as
the number of ES-MAML iterations increases, the adaption
becomes more effective and achieves greater performance
gains.
B. Comparison with PG-MAML
We perform comparisons between our method and PG-
MAML across two different adaptation tasks, with more dis-
Fig. 5: Scatterplot showing adaptation gaps for 50 test
tasks while training with ES-MAML. The same colored dots
correspond to the same test task. Percentiles are plotted to
display distribution of gaps.
Name Train Task Test Task
Uniform Test Entire range Entire range
Extreme Test Entire range {min,max} of range
TABLE III: Test setup for PG-MAML Comparison. All
environment parameters were sampled uniformly.
tribution difference between training and testing (Table III).
In the Uniform Test setting, the training and testing environ-
ments sample different physical parameters within the same
range. In the Extreme Test setting, the testing environment
only samples physical parameters from the extremities of the
range. As an extra baseline, we also train robust policies
using Domain Randomization (DR) [43]. For a fair compar-
ison, we use the same amount of experience (50 rollouts)
for adaptation between ES-MAML and PG-MAML, where
ES-MAML uses these for Hill-Climbing, while PG-MAML
performs two gradient steps.
In both adaptation tasks, our method’s adapted policy
improves performance: The blue curve is always above the
brown curve in Figure 6 and 7. As expected, the performance
of the meta-policy decreases significantly in the Extreme Test
(Fig. 7). Even on this more difficult environment, our method
Fig. 6: Uniform Test for ES and PG. We see that ES-
MAML’s adaptation performance is the highest, outperform-
ing its meta-policy and domain randomization with ES. On
the other hand, the trend is reversed for PG-MAML, which
possesses a negative adaptation gap and a very strong domain
randomized policy.
Fig. 7: Extreme Test for ES and PG. The extreme test
environment increases the adaptation gap for ES-MAML,
while PG-MAML produces lower gains everywhere, with its
domain randomization performance remaining the strongest.
still adapts significantly and brings the adapted policy to a
similar performance as Uniform Test.
In contrast for PG-MAML, the adaptation fails to perform
any improvement in both cases. This is likely caused by
noisy gradient estimation from policy gradient methods. This
observation is consistent with poor adaptation performance
on the real robot in Section V-B. While PG-MAML is well
known for adapting to reward changes [48], its failure in this
setting is potentially due to dynamics changes.
C. Adaptation in the Presence of Noise
We further compare our Hill-Climbing variants (“Average”
and “Batch”) in the stochastic Minitaur simulator (Fig. 8a). In
the real robot experiments, we found that the sources of noise
may include different initializations, drift of dynamics over
time (e.g. due to motor overheating and battery level drop-
ping), sensor noise, and environmental perturbations (e.g.
ground with nonuniform textures and friction). To mimic real
world scenarios, we further increase the stochasticity of our
simulation. On top of observation noise and random initial-
ization that are mentioned in Subsection V-A, we perturbed
the robot with random forces so that the variance in rewards
across multiple runs for the same policy is comparable to that
observed on the real robot. In this highly noisy environment,
we found that although the final performances are compara-
ble, “Batch” Hill-Climbing generally produces more obvious
adaptations than its “Average” counterpart. Increasing P
generally improved adaptation, with “Batch” producing larger
adaptation gains than “Average” when P > 5.
To demonstrate the generality of our method, we per-
formed the same comparison in a different noisy envi-
ronment. We created a noisy version of the widely-used
Nav-2D environment from [9]. We added Gaussian noises
(0.0 mean, 1.0 std.) to the observations while keeping all
other setups unchanged. In Fig. 8b, “Batch” Hill-Climbing
significantly improves final performance after adaptation, and
the performance gain scales with P .
VII. CONCLUSION
Legged robots need to quickly adapt their locomotion
skills to move in different dynamic environments. In this
paper, we present an evolutionary meta-learning algorithm
(a) In Minitaur-Noisy, Batch produces a higher adaptation gap
than Average, especially when increasing P , while still maintaining
approximately same level of adaptation performance.
(b) In Obs-Noise Nav-2D, Batch outperforms Averaging when mea-
suring mean adaptation performance across entire test distribution
after training convergence.
Fig. 8: Comparison between Batch and Average Hill-
Climbing on the Obs-Noise Nav-2D and Minitaur-Noisy
environments. X-Axis: Parallel evaluations used during a
Hill-Climbing adaptation step. Y-Axis: Total Reward.
that enables locomotion policies to quickly adapt in noisy
real world scenarios. The core idea is to develop an efficient
and noise-tolerant adaptation operator, and integrate it into
meta-learning frameworks. We have shown that this Batch
Hill-Climbing operator works better in handling noise than
simply averaging rewards over multiple runs. Our algorithm
has achieved greater adaptation performance than the state-
of-the-art MAML algorithms that are based on policy gradi-
ent. Finally, we validate our method on a real quadruped
robot. Trained in simulation, the locomotion policies can
successfully adapt to two real-world robot environments,
whose dynamics have been drastically changed.
In the future, we plan to extend our method in several
ways. First, we believe that we can replace the Gaussian
perturbations in the evolutionary algorithm with non-isotropic
samples to further improve the sample efficiency during
adaptation. With less robot data required for adaptation, we
plan to develop a lifelong learning system, in which the
robot can continuously collect data and quickly adjust its
policy to learn new skills and to operate optimally in new
environments.
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VIII. APPENDIX
In this section we prove our main theoretical result re-
garding P -batch Hill-Climbing method. For ease of reading,
we reset all notation from the main body of this paper,
and formally re-define all terms. In particular, we use T
to denote the iteration length of our algorithm rather than
for the notation for a task, and rather than also using the
query number Q. Similarly, we use θt rather than θ(q), and
also σ rather than the adaptation step-size α for scaling on
Gaussians.
To begin, we need a definition of (µ, ρ)-strong concavity
that we give below:
Definition VIII.1 ((µ, ρ)-strong concavity). We say that
differentiable concave function f : Rd → R is (µ, ρ)-strongly
concave for some 0 < µ < ρ in the open subset B ⊆ Rd if
the following holds for every x,y ∈ B:
f(y) ≤ f(x) +∇f(x)>(y − x)− µ
2
‖y − x‖2 (2)
and
f(y) ≥ f(x) +∇f(x)>(y − x)− ρ
2
‖y − x‖2 (3)
Below we restate our result for the reader’s convenience.
We assume that sampled Gaussian directions gi are normal-
ized so that they all have norm
√
d (in the unnormalized
case the expected squared norm is d). Analogous result can
be proven in the unnormalized setting, yet the proof is more
technical.
Theorem VIII.2. Assume that f : Rd → R is a (µ, ρ)-strong
concave function in compact domain Ω ⊆ Rd of interest for
some 0 < µ < ρ and that θ → ∇f(θ) is continuous in
Ω. Assume furthermore that diam(Ω) ≤ D and that our
algorithm, for an input θ, observes noisy objective f˜(θ, ε) =
f(θ) + ε, where ε is an external noise variable from the
environment, which can be adversarial. Take Hill-Climbing
Algorithm consisting of T steps and with parallel batch P
evaluations on f˜ . Assume that in every iteration, at most
W (W < P ) perturbations are characterized by unbounded
negative error ε and for remaining P −W we have: |ε| ≤ Λ.
Assume that supθ∈Ω ‖∇f(θ)‖2 ≤ L for some L > 0. Take
φ > 0 such that: φ > 4(ρ−µ)
√
Tdσ
7 +
16Λ
√
T
7σ
√
d
. Denote by
θopt the optimal solution (maximizing f(θ)) and by θ0, θ1, ...
a sequence of points found by the algorithm. Then for any
s > 0, if P ≥ W + e3sd log(d)
√
T and σ ≤ 4
√
Λ
7
√
d
, the
following holds with probability p ≥ 1− Te−s:∑T−1
t=0 (f(θ
opt)− f(θt))
T
≤
1√
T
(
D2
2
+ (L+
4L2√
T
)2 + 8DL2) +Dφ
(4)
or |f(θopt)− f(θi)| ≤ Dφ for some θi.
We see that if σ  Λ, then the algorithm converges to or
visits the solution close to optimal θ∗ (in terms of the value
of f ) for small enough Λ.
Remark VIII.3. Note that in practice one can reduce the
number of samples P in the batch needed by performing
non-isotropic sampling, where next samples are obtained
with higher probabilities from these regions, where previous
samples led to high rewards. In practice we observed that
such a mechanism is not needed and good quality solution
can be still found with relatively small batch-sizes.
Below we prove Theorem VIII.2.
Proof: Denote: Tφ = {θ ∈ Ω : ‖∇f(θ)‖2 ≤ φ} ⊆ Ω.
Note that Tφ is compact. If θi ∈ Tφ for some i then, since
diam(Ω) ≤ D, we get: |f(θ∗) − f(θi)| ≤ Dφ and thus we
are done. Denote: Wφ = {θ ∈ Ω : ‖∇f(θ)‖2 ≥ φ} ⊆ Ω. Fix
a particular step t of the Hill-Climbing procedure. Denote
by g∗t the Gaussian vector associated with the perturbation
σg∗t that was chosen during Hill-Climbing in that particular
step. Denote by {g1t , ...,gPt } the set of all random vectors
used to create all perturbations in that step, by S its subset
consisting of those of them for which the corresponding noisy
evaluations are within distance Λ from the exact value and
by θt ∈ Rd vectorized policy in step t. By the definition of
g∗t we have:
f(θt + σg
∗
t ) ≥ max
i∈{1,...,P}
f(θt + σg
i
t)− 2Λ (5)
Denote by Ai,tφ an event that angle(git,vt) ≤ φ, where
vt = ∇f(θt) and angle(x,y) stands between an angle
between x and y. Note that since each git is sampled from
isotropic probabilistic distribution on Rd, we conclude that:
cos(angle(git,vt)) ∼
g(1)√∑d
i=1 g(i)
2
(6)
where g(1), ..., g(d) ∼ N (0, 1). Furthermore, random vari-
ables cos(angle(git,vt)) for i = 1, 2, ...,, t = 1, 2, ... are
independent (since perturbations are chosen independently).
Denote by Atφ an event that Ai,tφ holds for at least one i
such that git ∈ S (e.g. the corresponding noisy evaluation is
within distance Λ from the exact value).
Take some 0 < φ0 < pi4 . Denote by Btφ0 an event that
angle(g∗t ,vt) > 2φ0.
Our first goal is to understand what upper bound on the
length of the gradient ‖vt‖2 is implied by the condition that
Btφ0 ∩ Atφ0 holds.
So assume that P[Btφ0 ∩ Atφ0 ] > 0. Note that if Atφ0
holds then one of the events Ai,tφ0 holds for such i that the
corresponding noisy evaluation is within distance Λ from the
exact value. Take that i and call it i∗. From (µ, ρ)-strong
concavity, by the definition of i∗ and from the fact that Btφ0
holds, we have:
f(θt + σg
∗
t ) ≤ f(θt) + ‖vt‖2σ‖g∗‖2 cos(β1)−
µ
2
σ2‖g∗‖22
(7)
and
f(θt +σg
i∗
t ) ≥ f(θt) + ‖vt‖2σ‖gi
∗‖2 cos(β2)− ρ
2
σ2‖gi∗‖22
(8)
for some 0 < β1, β2 < pi2 such that β1 > 2φ0 and β2 < φ0.
Thus, by Eq. 5, we have:
‖vt‖2σ‖g∗‖2 cos(β1)− µ
2
σ2‖g∗‖22 ≥
‖vt‖2σ‖gi∗‖2 cos(β2)− ρ
2
σ2‖gi∗‖22 + 2Λ
(9)
Therefore we get:
σ‖vt‖2(‖gi∗‖2 cos(β2)− ‖g∗‖2 cos(β1)) ≤
ρ
2
σ2‖gi∗‖22 −
µ
2
σ2‖g∗‖22 + 2Λ
(10)
Now we can use the fact that vectors git are normalized, and
we get:
‖vt‖2 ≤ ρ− µ
2τ
√
dσ +
2Λ
στ
√
d
(11)
where τ = cos(φ0)− cos(2φ0). To summarize, we conclude
that:
Remark VIII.4. If Btφ0 ∩ Atφ0 holds then:
‖vt‖2 ≤ ρ− µ
2τ
√
dσ +
2Λ
στ
√
d
(12)
where τ = cos(φ0)− cos(2φ0).
Denote by θ∗ an optimal solution in Wφ. Fix a sequence
of positive numbers {ηt}t=0,1,..., Now let us rewrite σgi∗t as:
σgi
∗
t = ηtĝ, where ĝt =
σgi
∗
t
ηt
. Note that we have:
‖θt+1 − θ∗‖2 = ‖θt + σgi∗t − θ∗‖2 =
‖θt − θ∗‖22 + σ2‖gi
∗
t ‖22 − 2σgi
∗
t (θ
∗ − θt) =
‖θt − θ∗‖22 + η2t ‖ĝt‖22 − 2ηtĝt(θ∗ − θt)
(13)
Denote by At > 0 some upper bound on ‖ĝt − vt‖2. We
thus have:
‖ĝt − vt‖2 ≤ At (14)
From the triangle inequality we have:
‖ĝt‖22 ≤ (‖v‖2 +At)2 (15)
Note that from Cauchy-Schwartz inequality, we have:
sup
θ∈Ω
|(θ − θt)>ĝt − (θ − θt)>vt| ≤ DAt (16)
where D is a diameter of Ω. From Equality 13 we get:
2ηtĝt(θ
∗−θt) = ‖θt−θ∗‖22−‖θt+1−θ∗‖2 +η2t ‖ĝt‖22. (17)
Therefore, from the above and by Eq. 15, we get:
2ĝt(θ
∗−θt) ≤ ‖θt − θ
∗‖22 − ‖θt+1 − θ∗‖2
ηt
+ηt(‖v‖2+At)2
(18)
Therefore, by Eq. 16, we get:
2v>t (θ
∗ − θt) ≤ ‖θt − θ
∗‖22 − ‖θt+1 − θ∗‖2
ηt
+
ηt(‖v‖2 +At)2 + 2DAt
(19)
From concavity of f , we obtain:
f(θ∗)− f(θt) ≤ v>t (θ∗ − θt) (20)
Combined together, the last two inequalities give us:
2(f(θ∗)− f(θt)) ≤ ‖θt − θ
∗‖22 − ‖θt+1 − θ∗‖2
ηt
+
ηt(‖v‖2 +At)2 + 2DAt
(21)
Therefore we obtain:
2
T−1∑
t=0
(f(θ∗)− f(θt)) ≤
T−1∑
t=0
‖θt − θ∗‖22 − ‖θt+1 − θ∗‖2
ηt
+
T−1∑
t=0
(ηt(‖v‖2 +At)2 + 2DAt) =
T−1∑
t=0
‖θt − θ∗‖22(
1
ηt
− 1
ηt−1
) +
T−1∑
t=0
(ηt(L+At)
2 + 2DAt)
(22)
where L stands for the upper bound on ‖∇f(θ)‖2 in the
domain Ω and we take η−1 =∞.
We are ready to complete the proof. Now denote: Bφ0 =⋃T
t=1 Btφ0 and take Gφ0 to be the complement of Bφ0 . By the
union bound, we get:
P[Gφ0 ] ≥ 1−
T∑
t=1
P[Btφ0 ] (23)
Let us assume now that Gφ0 holds. From our analysis so far
we can conclude that with probability p∗ ≥ 1−∑Tt=1 P[Btφ0 ]
the following event E holds:∑T−1
t=0 (f(θ
∗)− f(θt))
T
≤ 1
2T
T−1∑
t=0
‖θt − θ∗‖22(
1
ηt
− 1
ηt−1
)+
1
2T
T−1∑
t=0
(ηt(L+At)
2 + 2DAt)
(24)
Notice that:
p ≥ 1−
T∑
t=1
(P[Btφ0 ∩ Atφ0 ] + P[Btφ0 ∩ ¬Atφ0 ]) (25)
where ¬H stands for the complement of an event H. Now,
if φ satisfies:
φ >
ρ− µ
2τ
√
dσ +
2Λ
στ
√
d
, (26)
then by Remark VIII.4, we have: P[Btφ0 ∩ Atφ0 ∩ {θt ∈Wφ}] = 0 for every t. Therefore we can conclude that if
Inequality 26 holds then with probability:
p ≥ 1−
T∑
t=1
P[Btφ0 ∩ ¬Atφ0 ] ≥ 1−
T∑
t=1
P[¬Atφ0 ] (27)
event E ∪ F holds, where F is an event that for some i we
have: |f(θopt)− f(θi)| ≤ Dφ.
Now let us take an event ¬Atφ0 . By the definition of Atφ0 ,
we have:
P[¬Atφ0 ] =
P−W∏
i=1
P[¬Ai,tφ0 ] (28)
where W stands for the number of those perturbations for
which noisy evaluation is not within distance Λ from the
exact value (without loss of generality we assume that these
are the last W perturbations).
Using the well-known inequalities estimating tail of Gaus-
sian distribution: ( 1x − 1x3 ) e
− x2
2√
2pi
≤ P[g > x] ≤ 1x e
− x2
2√
2pi
,
where g ∼ N (0, 1) we conclude that for every x > 0 and
i ≤ P −W we have:
P[Ai,tφ0 ] ≥ 2(
1
s
− 1
s3
)
e−
s2
2√
2pi
(1− 2
x
e−
x2
2√
2pi
d) (29)
where s =
√
d
1−cos2(φ0)x.
We conclude that for every x > 0, if φ > ρ−µ2τ
√
dσ+ 2Λ
στ
√
d
,
where τ = cos(φ0) − cos(2φ0), then with probability p ≥
1−T (1−2( 1s − 1s3 ) e
− s2
2√
2pi
(1− 2x e
− x2
2√
2pi
d))P−W , Inequality 24
holds, where At is such that: ‖ĝt − vt‖2 ≤ At or event F
holds (or both).
Now, if we take: ηt =
‖σgi∗t ‖2
‖vt‖2 , then (from the Law of
Cosines), we can take any At such that:
At ≥ 2‖vt‖22(1− cos(2φ0)) (30)
Since ‖vt‖2 ≤ L for t = 0, 1, ... and 1− cos(θ) ≤ θ22 (from
Taylor expansion), we conclude that we can take:
At = 4L
2φ20 (31)
Note that, by our definition of ηt, if σ satisfies the inequality
from the statement of the theorem and ‖vt‖2 > φ, then ηt ≤
1√
T
(notice that ‖gi∗t ‖2 =
√
d).
Take φ0 = 1
T
1
4
. Notice that since τ = cos(φ0)−cos(2φ0),
from Taylor expansion we get:
τ ≥ 3
2
φ20 −
5
8
φ40 =
3
2
1√
T
− 5
8
1
T
(32)
We conclude that with probability p ≥ 1 − T (1 −
2( 1s − 1s3 ) e
− s2
2√
2pi
(1 − 2x e
− x2
2√
2pi
d))P−W we have: F holds or
the following is true:∑T−1
t=0 (f(θ
∗)− f(θt))
T
≤ 1√
T
(
D2
2
+ (L+
4L2√
T
)2 + 8DL2)
(33)
or both (as long as inequalities from the statement of the
theorem are satisfied).
Finally, notice that we clearly have: ∇f(θ∗) = φ and
therefore: ‖f(θ∗) − f(θopt)‖ ≤ Dφ. The equality comes
from the fact that f is concave, Wφ is compact and ∇f
is continuous.
Now, we can take x =
√
2 log(d) and we get: s ≤√
48d log(d)
√
T
11 . Consequently, we have: p ≥ 1 − Te−s for
P −W ≥ e3sd log(d)
√
T . The last inequality follows from the
fact that function h(x) = (1 − 1x )x is increasing for x > 0
and with limit (in infinity) e−1. That completes the proof.
