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Zusammenfassung
Wir betrachten Carleson-Masse fu¨r gewichtete Bergman-Ra¨umeApv und Hardy-Ra¨ume
Hp auf dem oﬀenen Einheitsball UN in CN . Das sind endliche positive Borel-Masse µ
auf UN (bzw. UN fu¨r Hardy-Ra¨ume), fu¨r welche bei gegebenem 0<q<∞ der Raum
Apv (bzw. H
p) stetig in Lq(µ) einbettet. Erste Resultate u¨ber Carleson-Masse fu¨r
Hardy-Ra¨ume gehen auf Carleson ([Car58], [Car62]) zuru¨ck. Fu¨r Bergman-Ra¨ume
mit Standardgewichten v(z)= (1−‖z‖2)α (α>−1) und N =1 wurden solche Mas-
se bereits von V.L. Oleinik und B.S. Pavlov [OP74], W.W. Hastings [Has75] und
D. Luecking [Lue83], [Lue93] untersucht. Wir verallgemeinern die bekannten Re-
sultate auf Gewichte v, welche eine allgemeinere Bedingung erfu¨llen und beliebige
Dimensionen N und erga¨nzen diese um Charakterisierungen von Kompaktheit, Ord-







1.1. Banach-Ra¨ume und Operatoren 1
1.2. Ordnungsbeschra¨nktheit 8
2. Analytische Funktionen und Geometrie von UN 11
2.1. Analytische Funktionen auf UN 11
2.2. Metriken auf UN 14
2.3. Separierte Folgen 19
2.4. Spezielle Mengen 20
3. Ra¨ume von analytischen Funktionen 25
3.1. Gewichtete Bergman-Ra¨ume 25
3.2. Spezielle Gewichtsfunktionen 26
3.3. Dualita¨t 31
3.4. Hardy-Ra¨ume 42
3.5. Atomare Zerlegung 44
4. Carleson-Masse 55
4.1. Grundbegriﬀe 55
4.2. Carleson-Einbettungen fu¨r Bergman-Ra¨ume 61
4.3. Folgerungen 67













6. Ordnungsbeschra¨nkte und summierende Carleson-Einbettungen 99
6.1. Ordnungsbeschra¨nktheit 99





Seien (X,Ω) ein messbarer Raum auf einer Menge X( 6= ∅) und F ein Vektorraum
von Ω-messbaren Funktionen X→C. Ein positives endliches Mass µ auf Ω heisst
(F,q)-Carleson-Mass oder q-Carleson-Mass fu¨r F , falls F ⊂Lq(µ) gilt und die forma-
le Identita¨t I :F→Lq(µ) stetig ist. In dieser Situation nennen wir I eine Carleson-
Einbettung. Beispiele fu¨r Carleson-Einbettungen liefern spezielle Klassen von Opera-
toren. Der Multiplikationsoperator Mh zu einer messbaren Funktion h :X→C wird
durch die Abbildungsvorschrift f 7→ fh gegeben. Genau dann deﬁniert Mh einen be-
schra¨nkten Operator F→Lq(µ), wenn |h|qdµ ein (F,q)-Carleson-Mass ist. Sei weiter
ϕ :X→X eine messbare Funktion. Genau dann existiert der Kompositionsoperator
Cϕ :X→Lq(µ) : f 7→ f ◦ϕ als beschra¨nkter Operator, wenn das Bildmass µ◦ϕ−1 ein
(F,q)-Carleson-Mass ist.
Carleson-Masse kennt man insbesondere aus der Theorie der Ra¨ume von analytischen
Funktionen, zum Beispiel den klassischen Hardy-Ra¨umen Hp auf dem oﬀenen Ein-
heitsball U1 in C. In [Car58] hat Carleson das folgende Interpolationsproblem gelo¨st:
Fu¨r welche Folgen (zn)n im Einheitskreis in C existiert zu jeder Zahlenfolge (an)n ∈ l∞
eine Funktion f aus H∞ mit f(zn)= an fu¨r alle n. Carleson zeigt, dass diese Folgen
(zn)n genau die gleichma¨ssig separierten Folgen sind. Dabei heisst ein Folge (zn)n in





≥ δ fu¨r alle







n=1(1−|zn|2)δzn ist ein (H1,1)-Carleson-Mass. In [SS61] zeigen Shapiro
und Shields, dass in dieser Situation µ auch fu¨r 1≤ p<∞ ein (Hp,p)-Carleson-Mass
ist. Die Erweiterung auf 0<p< 1 wurde danach von Kaba˘ıla [Kab63] gegeben.
Ein weiteres klassisches Beispiel in diesem Umfeld liefert eine Folgerung einer Un-
gleichung von Hardy, welche besagt, dass fu¨r jede analytische Funktion f aus dem





gilt (vgl. [Vuk03]). Dies bedeutet, dass das normalisierte Lebesgue-Mass σ auf dem
Einheitskreis ein (Hp,2p)-Carleson-Mass ist.
Von a¨hnlichem Typ ist auch die Feje´r-Riesz-Ungleichung (vgl. [Dur70], Seite 46): fu¨r




≤ c ‖f‖Hp .
Das Lebesque-Mass auf [−1,1] ist also ein (Hp,p)-Carleson-Mass. In [Pow85] wird
eine analoge Ungleichung auch fu¨r Funktionen von zwei Variablen hergeleitet.
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Ein weiteres Beispiel ﬁndet man bei Zhu [Zhu05], 5.14. Eine analytische Funktion f
hat genau dann beschra¨nkte mittlere Oszillation, wenn (1−‖z‖2)‖∇f(z)‖2dσ(z) ein
(H1,1)-Carleson-Mass ist. Vgl. fu¨r den Fall N =1 auch Sarason [Sar78] und die dort
erwa¨hnten Referenzen.
In der Literatur sind Carleson-Masse zuna¨chst auf dem Einheitskreis in C fu¨r klassi-
sche Hardy-Ra¨ume Hp und danach fu¨r die entsprechenden Bergman-Ra¨ume Apα mit
Radialgewichten vα : z 7→ (1−|z|2)α (α>−1) bezu¨glich des normalisierten Lebesgue-
Masses untersucht worden (vgl. [Car58], [Car62], [Dur70], [Has75]). In der Folge ha-
ben vor allem Be´kolle´ [Bek82] und Luecking [Lue85a], [Lue85b], [Lue86], [Lue93] fu¨r
allgemeinere Gewichte z 7→ v(z) Teile der klassischen Resultate auf die entsprechen-
den gewichteten Bergman-Ra¨ume Apv von analytischen Funktionen auf dem oﬀenen
euklidischen Einheitsball UN in CN (fu¨r N ≥ 1) ausdehnen ko¨nnen.
Auch in dieser Arbeit bleiben wir bei Ra¨umen von analytischen Funktionen. Im Zen-
trum stehen Carleson-Masse fu¨r allgemeine gewichtete Bergman- und Hardy-Ra¨ume,
welche auf dem Einheitsball UN (N ∈N) deﬁniert sind. In erster Linie geht es dar-
um, funktionalanalytische Eigenschaften von Carleson-Einbettungen in Beziehung zu
geometrischen Eigenschaften der zugeho¨rigen Carleson-Masse zu setzen.
In Kapitel 1 werden im Wesentlichen einige Aussagen aus der Funktionalanalysis, ins-
besondere solche u¨ber Operatorenideale, rekapituliert, die in den folgenden Kapiteln
beno¨tigt werden.
In der ganzen Arbeit spielen geometrische U¨berlegungen betreﬀend spezielle Teilmen-
gen von UN eine fundamentale Rolle. Die Geometrie wird dabei durch die Bergman-
Metrik β auf UN gegeben. Nur zum Teil ﬁndet man die einschla¨gigen Resultate in
Lehrbu¨chern wie Rudin [Rud80]. Weitere sind zwar bekannt, aber nur mit Mu¨he
in der Literatur auszumachen. Im Kapitel 2 pra¨sentieren wir daher im Detail (mit
Beweisen) die in der Folge beno¨tigten Aussagen.
Wir beno¨tigen neben einer befriedigenden Dualita¨tstheorie fu¨r die Bergman-Ra¨ume
Apv vor allem die Existenz der sogenannten ”
atomaren Zerlegung“: Apv soll zum ent-
sprechenden Folgenraum lp isomorph sein. Wa¨hrend fu¨r p< q stets Aqv in A
p
v einbettet,
gibt es dann auch eine stetige Einbettung Apv →֒Aqv. Sowohl fu¨r die Dualita¨tstheorie
als auch die Existenz der atomaren Zerlegung mu¨ssen zusa¨tzliche Bedingungen an
die Gewichte erfu¨llt sein. Solche wurden bereits von Bekolle´ und Luecking angege-
ben; diese funktionieren indessen nur fu¨r den Fall 1<p<∞. Wir werden in Kapitel
3 zeigen, dass eine nur wenig sta¨rkere Bedingung an v genu¨gt, um sogar alle Ra¨ume
Apv, 0<p<∞, einzubeziehen. Es versteht sich, dass durch solche Bedingungen auch
die Standardgewichte vα : (z1, . . . ,zN ) 7→ (1−‖(z1, . . . ,zN )‖2)α, α>−1, erfasst werden.
Die Kapitel 4 bis 6 bilden den Kern dieser Arbeit. Wie schon erwa¨hnt, steht das Zu-
sammenspiel von Eigenschaften eines Carleson-Masses µ auf UN und von Eigenschaf-
ten der formalen Identita¨t Apv→Lq(µ) im Vordergrund: hierbei ko¨nnen p,q beliebig
aus ]0,∞[ gewa¨hlt werden. Sogar fu¨r den klassischen Fall (Gewichte vα= (1−‖z‖2)α,
α>−1) sind unsere Ergebnisse erst teilweise bekannt.
Nicht nur im Zusammenhang mit der atomaren Zerlegung spielen bei unserem Thema
reproduzierende Kerne eine fundamentale Rolle. Sie erlauben es auch, oftmals den Fall
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der Hardy-Ra¨ume Hp (=Hp(UN )) fu¨r analog deﬁnierte Carleson-Masse auf UN als
Grenzfall α=−1 der klassischen Bergman-Ra¨ume Apvα zu interpretieren.
Im einzelnen werden wir in Kapitel 4 sehen, dass sich die Fa¨lle p≤ q und p> q bei
der Charakterisierung von q-Carleson-Massen fu¨r Bergman-Ra¨ume Apv fu¨r unsere Ge-





massgebend: hierbei ist Br(z) die oﬀene Kugel vom Radius r und Mittelpunkt z
bezu¨glich der Bergman-Metrik β.
Die Frage nach der Kompaktheit der Carleson-Einbettungen Apv→Lq(µ) beantworten
wir in Kapitel 5. Wiederum sind die Fa¨lle p≤ q und p> q zu unterscheiden. Nur im
ersten Fall besta¨tigt sich aber die naheliegende Vermutung, dass eine O-Bedingung fu¨r
die Stetigkeit einfach durch die entsprechende o-Bedingung zu ersetzen ist. Im Falle
p> q ist dagegen mindestens jede Carleson-Einbettung und oft sogar jeder Operator
kompakt. Neben einfachen funktionalanalytischen Beweisen pra¨sentieren wir zusa¨tz-
lich aber ein davon unabha¨ngiges Argument, welches auf funktionentheoretischen
U¨berlegungen beruht.
Im letzten Kapitel verwenden wir die Verbandsstruktur der Ra¨ume Lq(µ), um zu-
na¨chst die Frage nach der Ordnungsbeschra¨nktheit von Carleson-Einbettungen Apv→
Lq(µ) zu beantworten. Wir werden sehen, dass dies eine kanonische Faktorisierung
u¨ber einen Raum vom Bloch-Typ bedeutet, dessen Parameter einzig durch v und p
bestimmt werden. Von besonderer Bedeutung ist dabei, dass in vielen Fa¨llen (insbe-
sondere im Fall klassischer Gewichte) die Carleson-Einbettung I :Apv→Lq(µ) genau
dann ordnungsbeschra¨nkt ist, wenn fu¨r eine modiﬁzierte Gewichtsfunktion v′ die for-
male Identita¨t A2v′→L2(µ) ein Hilbert-Schmidt-Operator ist.
Ordnungsbeschra¨nkte Operatoren verbessern gewisse Summierbarkeitseigenschaften
von Folgen: es bestehen somit enge Beziehungen zu absolutsummierenden und damit
verwandten Operatoren. Entsprechend untersuchen wir, wann Carleson-Einbettungen
z.B. (p,q)-summierend, fast-summierend, q-integral, . . . sind. Auf diese Weise verall-
gemeinern wir Resultate, die bis anhin nur fu¨r Kompositionsoperatoren im FalleN =1
bekannt waren (vgl. [Dom97]).
Fu¨r den Fall N =1 und Standardgewichte vα wurden Teile der hier pra¨sentierten
Resultate bereits in [JK03] vero¨ﬀentlicht.
Ich bedanke mich an dieser Stelle bei Herrn Prof. Dr. Jarchow fu¨r seine Unterstu¨tzung,
die Diskussionen und die Ratschla¨ge, welche erst diese Arbeit ermo¨glicht haben.
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1. Grundlagen
In diesem Kapitel fu¨hren wir zuna¨chst die wichtigsten der fu¨r diese Arbeit relevanten
Begriﬀe ein. Zuerst wenden wir uns der Funktionalanalysis zu, wobei wir uns im We-
sentlichen an [Rud91] und [KPR84] halten. Danach repetieren wir kurz die beno¨tigten
Teile der Theorie u¨ber Operatorenideale gema¨ss [Pie80] und [DJT95].
Mit N, R und C bezeichnen wir wie u¨blich die Mengen der natu¨rlichen, der reellen
und der komplexen Zahlen. Weiter sei N0 :=N∪{0}.
1.1. Banach-Ra¨ume und Operatoren
Fu¨r die folgenden Betrachtungen seien X,Y,Z Vektorra¨ume u¨ber C.
Wir werden uns vorwiegend mit Ra¨umen von analytischen Funktionen bescha¨ftigen,
deren topologische Struktur von einer sogenannten p-Norm erzeugt wird. Diese ist
nicht immer eine Norm, weshalb wir eingangs einige einschla¨gige Grundlagen repetie-
ren. Eine Quasinorm auf einem Vektorraum X ist eine Abbildung ‖·‖ :X→ [0,∞[,
welche mit einer Konstanten c≥ 0 die folgenden Bedingungen erfu¨llt:
(Q1) ‖x‖=0⇔ x=0,
(Q2) ‖αx‖= |α|‖x‖ fu¨r alle α∈C und alle x∈X,
(Q3) ‖x+y‖≤ c(‖x‖+‖y‖) fu¨r alle x,y ∈X.
EineNorm liegt vor, wenn c=1 mo¨glich ist. Haben wir anstelle von (Q3) fu¨r 0<p≤ 1
sogar
(S3) ‖x+y‖p≤‖x‖p+‖y‖p fu¨r alle x,y ∈X,
so heisst ‖·‖ p-Norm. In diesem Fall gilt (Q3) mit c=2(1/p)−1. Der Satz von Aoki-
Rolewicz besagt, dass zu jeder Quasinorm eine a¨quivalente p-Norm existiert (vgl.
[Rol72]). Wir beschra¨nken uns deshalb auf p-Normen ‖·‖.
Das Paar [X,‖·‖] nennt man einen p-normierten Raum. Ist dieser unter der in-
duzierten Metrik d(x,y) := ‖x−y‖p vollsta¨ndig, so heisst er p-Banach-Raum. Im
Fall p=1 spricht man von einem normierten Raum bzw. einem Banach-Raum.
Mit BX := {x∈X : ‖x‖≤ 1} bezeichnen wir den abgeschlossenen Einheitsball ei-
nes p-normierten Raumes X. Ist aus dem Zusammenhang klar, mit welcher p-Norm
X versehen ist, schreiben wir auch X = [X,‖·‖].
Unter einem Teilraum eines p-Banach-Raumes soll stets ein abgeschlossener linearer
Unterraum verstanden werden.
Eine Teilmenge A eines Vektorraumes X heisst absolut r-konvex (0<r≤ 1), falls
λA+ µA ⊂ A
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fu¨r alle λ,µ∈K mit |λ|r+ |µ|r≤ 1 gilt. Die absolut r-konvexe Hu¨lle einer Menge












Es handelt sich um die kleinste absolut r-konvexe Obermenge von B. Ist X quasi-
normiert, so bezeichnen wir mit
acxrB
den Abschluss von acxrB. In jedem p-normierten Raum X ist der Einheitsball BX
absolut p-konvex.
Wichtige Beispiele fu¨r (p-)Banach-Ra¨ume stammen aus der Mass- und Integrations-
theorie.
• Fu¨r 0<p<∞ besteht Lp(Ω,A,µ), kurz Lp(µ), aus den µ-fast u¨berall A¨qui-








ist Lp(µ) ein Banach-Raum (1≤ p<∞) bzw. ein p-Banach-Raum (0<p< 1).
• L∞(µ) bezeichnet den Vektorraum der A¨quivalenzklassen messbarer Funktio-








essentielle Supremum“ ‖·‖µ,∞ deﬁniert auf L∞(µ) eine Banach-Raum-
Norm.
• Ist speziell µ das Za¨hlmass auf der Potenzmenge P(Ω) einer Menge Ω, so schrei-
ben wir lp(Ω) :=Lp(Ω,P(Ω),µ) fu¨r 0<p≤∞. Im Falle 0<p<∞ geho¨rt eine







endlich ist. Bezeichnen wir fu¨r ω ∈Ω mit eω die charakteristische Funktion









l∞(Ω) ist der u¨bliche Banach-Raum der beschra¨nkten Funktionen auf Ω.
Speziell besteht l∞ := l∞(N) aus allen beschra¨nkten Zahlenfolgen, und fu¨r
0<p<∞ ist lp := lp(N) der Raum aller Zahlenfolgen (ζn)n∈N mit∑
n∈N
|ζn|p <∞.
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• Sei A eine σ-Algebra von Teilmengen einer Menge Ω. Den Raum der komplexen
Masse auf A bezeichnen wir mit
M(A).
Unter der Variationsnorm ‖µ‖= |µ|(Ω) ist das ein Banach-Raum. Dabei be-
zeichnet |µ| die totale Variation von µ. Weiter setzen wir Lp(µ) :=Lp(|µ|).
Seien A eine σ-Algebra auf einer Menge Ω und µ ein positives Mass auf A. Mit L0(µ)
bezeichnen wir den Raum der messbaren Funktionen f : Ω→C, wobei wir Funktionen,
welche µ-fast u¨berall u¨bereinstimmen, miteinander identiﬁzieren. Fu¨r ein endliches





1 + |f(ω)− g(ω)|dµ(ω) (f, g ∈ L
0(µ))
eine vollsta¨ndige Metrik auf L0(µ) deﬁniert. Diese Metrik erzeugt die lineare Topo-
logie der Konvergenz im Mass; diese ist jedoch nur in trivialen Fa¨llen durch eine
Familie von p-Seminormen gegeben.
Seien X ein p-normierter, Y ein q-normierter Raum und u :X→ Y eine lineare Ab-
bildung,
• u heisst beschra¨nkt, falls eine Konstante c> 0 mit ‖ux‖≤ c‖x‖ fu¨r alle x∈X
existiert. Dies ist genau dann der Fall, wenn u stetig ist. Mit
L(X, Y )
bezeichnen wir den Vektorraum der beschra¨nkten Operatoren u :X→ Y . Durch
‖u‖ := sup‖x‖≤1‖ux‖ wird auf L(X,Y ) eine q-Norm deﬁniert. Falls Y vollsta¨ndig
ist, so gilt dies auch fu¨r L(X,Y ).




Im Allgemeinen gilt K(X,Y )&L(X,Y ). In wichtigen Fa¨llen hat man jedoch Gleich-
heit:
Satz 1.1.1 (Satz von Pitt). Fu¨r 0<q<p<∞ gilt
L(lp, lq) = K(lp, lq).
Dies stammt fu¨r q≥ 1 von H.R. Pitt [Pit36]. Das allgemeinere Resultat ﬁndet man
zum Beispiel bei E. Oja [Oja]. In [Ros69] zeigte H.P. Rosenthal folgende Erweiterung:
Satz 1.1.2. In folgenden Fa¨llen ist jeder Operator u :Lp(µ)→Lq(ν) kompakt:
(i) 1≤ q <∞, max{2,q}<p<∞, µ ein atomares und ν ein beliebiges Mass.
(ii) 1≤ p<∞, q <min{2,p}, µ ein beliebiges und ν ein atomares Mass.
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Sind X und Y quasinormierte Ra¨ume, so schreiben wir
Y →֒ X,
falls Y ⊂X und die Einbettung stetig ist. Die Schreibweise
X ≃ Y bzw. X ∼= Y
soll bedeuten, dass X und Y isomorph bzw. isometrisch isomorph sind.
Wir beschra¨nken uns jetzt auf Operatoren zwischen Banach-Ra¨umen.
Ein (quasi-)Banach-Ideal [A,α] ist eine Vorschrift, die jedem Paar von Banach-
Ra¨umen (X,Y ) einen (quasi-)Banach-Raum [A(X,Y ),α] von Operatoren aus L(X,Y )
zuordnet, so dass A(X,Y ) die Operatoren endlichen Ranges entha¨lt, α(〈x∗, · 〉y)=
‖x∗‖‖y‖ fu¨r x∗ ∈X∗ und y∈Y gilt und zusa¨tzlich die
”
Idealeigenschaft“ erfu¨llt ist: fu¨r
beliebige Banach-Ra¨ume X,Y,Z und w∈L(W,X), v ∈A(X,Y ), u∈L(Y,Z) gelten
uvw∈A(W,Z) und α(uvw)≤‖u‖α(v)‖w‖.
Seien [A,α] und [B,β] zwei Banach-Ideale. Wir schreiben
A ⊂ B,
falls A(X,Y )⊂B(X,Y ) fu¨r alle Banach-Ra¨ume X und Y erfu¨llt ist. In diesem Fall
existiert eine Konstante c> 0, so dass α(u)≤ cβ(u) fu¨r alle u∈A(X,Y ) und alle
Banach-Ra¨ume X,Y gilt ([Pie80] 6.1.6, vgl. auch [DJT95] Proposition 6.5). Wir
schreiben dann einfach α≤ c ·β. Ist sogar c=1 mo¨glich, so verwenden wir die Schreib-
weise
[A, α] ⊂ [B, β].
Neben [L,‖·‖] und [K,‖·‖] za¨hlt das Ideal [W,‖·‖] der schwach kompakten Ope-
ratoren zu den klassischen Beispielen von Banach-Idealen. Schwache Kompaktheit
eines Banach-Raum-Operators u :X→ Y bedeutet, dass u(BX)⊂Y relativ schwach
kompakt ist. Ein Satz von Gantmacher besagt, dass dies genau dann der Fall ist,
wenn u∗ :Y ∗→X∗ relativ schwach kompakt ist, und das ist weiter zu u∗∗(X∗∗)⊂Y
a¨quivalent. Wie u¨blich haben wir dabei Y in kanonischer Weise mit einem Teilraum
von Y ∗∗ identiﬁziert.
Bildet ein Banach-Raum-Operator u :X→ Y schwach kompakte Mengen auf norm-
kompakte Mengen ab, so heisst er vollstetig. Vollstetig sind genau die Operatoren,
welche schwache Nullfolgen auf Norm-Nullfolgen abbilden. Sie bilden ein weiteres
Banach-Ideal [V,‖·‖]. Dieses Ideal entha¨lt alle kompakten Operatoren. Die Inklusion
ist echt, wie zum Beispiel die Identita¨t von l1 zeigt (l1-Satz von Schur, vgl. [Die84]
Seite 85). Ist aber X ein reﬂexiver Banach-Raum, so ist jeder vollstetige Operator
u :X→ Y kompakt.
Zu den wichtigsten Banach-Idealen mit einer von der Operatorennorm verschiedenen
Norm geho¨ren Ideale von Operatoren, welche die Summierbarkeitseigenschaften von
Folgen vera¨ndern oder verbessern.
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: x∗ ∈ BX∗
}
<∞.
Prototypen fu¨r schwache lp-Folgen liefern die Standard-Einheitsvektoren en (n∈N)
in lp
∗
(1<p<∞) bzw. in c0 (p=1): jede schwache lp-Folge in einem Banach-Raum X
ist das Bild (uen)n von (en)n mit einem geeigneten Operator u : l
p∗→X (u : c0→X,
falls p=1). Dabei bezeichnet p∗ den zu p konjugierten Exponenten (1/p+1/p∗=1).
Beschra¨nkte Operatoren fu¨hren starke lp-Folgen in starke lp-Folgen u¨ber und schwache
lp-Folgen in schwache lp-Folgen. Weiter ist jede starke lp-Folge natu¨rlich auch eine
schwache lp-Folge.
Bildet ein Operator u :X→ Y dagegen schwache lp-Folgen aus X ab in starke lq-
Folgen von Y (0<p,q <∞), so heisst er (q,p)-summierend. Im Falle q < p hat
einzig der Nulloperator diese Eigenschaft; deshalb wird immer stillschweigend p≤ q
vorausgesetzt. Genau dann ist u :X→ Y (q,p)-summierend, wenn eine Konstante









: x∗ ∈ BX∗
}
(1.1)
erfu¨llt ist. Sei πq,p(u) die kleinste derartige Konstante c. Die (q,p)-summierenden
Operatoren u :X→ Y bilden ein r-Banach-Ideal
[Πq,p, πq,p],
wobei r=min{p,1}, fu¨r p≥ 1 also sogar ein Banach-Ideal. Leicht sieht man, dass
u :X→ Y genau dann (q,p)-summierend ist, wenn dies fu¨r u∗∗ :X∗∗→ Y ∗∗ richtig ist
und dass dann sogar πq,p(u
∗∗)= πq,p(u) gilt. Fu¨r 1≤ pj ≤ qj <∞ (j=1,2) mit p1≤ p2,
q1≤ q2 und 1/p1−1/q1≤ 1/p2−1/q2 haben wir
[Πq1,p1, πq1,p1] ⊂ [Πq2,p2, πq2,p2]. (1.2)
Im Falle p= q setzt man
[Πp, πp] := [Πp,p, πp,p]
und spricht vom Ideal der p-summierenden Operatoren. Aus (1.2) erhalten wir
[Πp1, πp1 ] ⊂ [Πp2, πp2]
fu¨r p1≤ p2.
Im Allgemeinen haben wir Πp(X,Y )&L(X,Y ); es gibt jedoch wichtige Ausnahmen.
Grundlegend fu¨r die Theorie der p-summierenden Operatoren sind zum Beispiel die
folgenden beiden Resultate von Grothendieck ([Gro56], vgl. auch [DJT95] 1.13). Seien
µ und ν beliebige Masse.
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Satz 1.1.3. Jeder stetige Operator u :L1(µ)→L2(ν) ist 1-summierend, und mit einer
universellen Konstante κG gilt ‖u‖≤π1(u)≤κG‖u‖.
κG ist die sogenannte Grothendieck-Konstante; deren genauer Wert ist nicht bekannt.
Satz 1.1.4. Seien X =L∞(µ) und Y ein Teilraum von Lq(ν).
(i) Falls 1≤ q < 2, so gilt L(X,Y )=Π2(X,Y ).
(ii) Fu¨r 2≤ q < r<∞ haben wir L(X,Y )=Πq,2(X,Y )=Πr(X,Y ).
Wiederum sind die Normen a¨quivalent.
Jeder Banach-Raum X kann als Teilraum von l∞(K) aufgefasst werden, wobei K
eine normierende Teilmenge von BX∗ ist. Fu¨r jede solche Menge ist
iX : X → l∞(K) : x∗ 7→ 〈x∗, · 〉
eine isometrische Einbettung. Ist K =BX∗ (oder eine normierende schwach∗-abge-
schlossene Teilmenge von BX∗), versehen mit der schwach∗-Topologie, so induziert
iX eine isometrische Einbettung X→C(K); diese bezeichnen wir ebenfalls mit iX .
Fu¨r das Ideal der p-summierenden Operatoren gilt der Faktorisierungssatz von
Pietsch ([Pie67], vgl. auch [DJT95] 2.13):
Satz 1.1.5. Seien 1≤ p<∞ und X, Y Banach-Ra¨ume und K eine normierende
schwach*-abgeschlossene Teilmenge von BX∗ . Genau dann ist ein Operator u :X→ Y
p-summierend, wenn ein regula¨res Wahrscheinlichkeitsmass µ auf K und ein Operator










Dabei ist Xp= iX(X)
Lp(µ)
, und jXp : iX(X)→Xp bezeichnet die Einschra¨nkung der
kanonischen Einbettung jp :C(K) →֒Lp(µ). Man kann ‖uˆ‖= πp(u) erreichen.
Eine Faktorisierung durch den ganzen Operator jp :C(K)→Lp(µ) ist allgemein nur
im Fall p=2 mo¨glich. Diese sta¨rkere Eigenschaft fu¨hrt zu einem weiteren Banach-
Ideal. Eine lineare Abbildung u :X→ Y zwischen Banach-Ra¨umen heisst p-integral
(1≤ p<∞), falls ein Wahrscheinlichkeitsmass µ und beschra¨nkte stetige Operatoren
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Hierbei ist kY :Y → Y ∗∗ : y→〈·,y〉 die kanonische Einbettung. Die Menge der p-inte-
gralen Operatoren u :X→ Y wird mit
Ip(X, Y )
bezeichnet. Wir schreiben
ιp(u) := inf ‖a‖ ‖b‖,
wobei das Inﬁmum u¨ber alle Masse µ und Operatoren a und b wie oben genommen
wird. Wir erhalten ein weiteres Banach-Ideal
[Ip, ιp].
Jeder p-integrale Operator u :X→ Y ist p-summierend (1≤ p<∞), aber nicht um-
gekehrt.
Dass mit Y ∗∗ und nicht mit Y gearbeitet wird, hat seine Gru¨nde unter anderem
in befriedigenderen Dualita¨tsbeziehungen zwischen p-summierenden und p-integralen
Operatoren, die in dieser Arbeit aber kaum eine Rolle spielen werden.
Fu¨r ein verwandtes Banach-Ideal beno¨tigen wir die Rademacher-Funktionen
rn : [0, 1]→ R : t 7→ sign sin(2nπt) (n ∈ N). (1.3)
Wir erga¨nzen dies durch r0(t) := 1 ∀t∈ [0,1]. Die zentrale Aussage ist
Satz 1.1.6 (Khinchin-Ungleichung). Zu jedem 0<p<∞ existieren positive Konstan-
ten Ap und Bp, so dass fu¨r jede skalare Folge (an)
N

























Ein Operator u :X→ Y wird fast-summierend genannt, wenn ein c> 0 existiert,















fu¨r jede Wahl von endlich vielen Vektoren x1, . . . ,xN aus X erfu¨llt ist. Die Menge der
fast-summierenden Operatoren u :X→ Y ist ein linearer Unterraum von L(X,Y ),
den wir mit
Πas(X, Y )
bezeichnen. Eine vollsta¨ndige Norm πas( ·) auf Πas(X,Y ) erhalten wir, wenn wir
πas(u) als die kleinste der in (1.4) mo¨glichen Konstanten wa¨hlen: Erneut entsteht
so ein Banach-Ideal
[Πas, πas].
Mit 1.1.6 ﬁndet man Πp⊂Πas fu¨r 0<p<∞; die Inklusion ist echt.
Es ist wieder leicht zu sehen, dass ein Operator u :X→ Y genau dann fast-summie-
rend ist, wenn u∗∗ :X∗∗→ Y ∗∗ diese Eigenschaft hat, und dass dann πas(u∗∗)= πas(u)
gilt.
Weder fu¨r p-summierende, noch fu¨r p-integrale, noch fu¨r fast-summierende Operato-
ren gilt eine zum Satz von Schauder analoge Aussage. Immerhin haben wir aber
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Satz 1.1.7. Seien X ein Banach-Raum und H ein Hilbert-Raum. Hat ein Operator
u∈L(X,H) eine fast-summierende Adjungierte u∗, so ist u 1-summierend.
Diese Aussage geht auf Kwapien´ zuru¨ck, vgl. dazu auch [DJT95] Theorem 2.21 und
Seite 255. Die Umkehrung ist falsch, wie jede Surjektion l1→ l2 zeigt.
Wir fu¨gen einige Resultate fu¨r den Spezialfall der Hilbert-Ra¨ume an. Seien H und K
Hilbert-Ra¨ume. Dann besteht K(H,K) genau aus den Operatoren u :H→K, welche




λn〈 · , en〉fn. (1.5)
besitzen. Dabei sind (en)n und (fn)n Orthonormalfolgen in H bzw. K und (λn)n ∈ c0.
Fu¨r 0<p<∞ besteht die Schatten-Klasse Sp(H,K) aus allen u∈L(H,K), fu¨r







ist dann von der Darstellung unabha¨ngig und macht Sp(H,K) zu einem min{p,1}-
Banach-Raum. Die Operatoren in S2(H,K) sind dieHilbert-Schmidt-Operatoren,
und S1(H,K) ist die sogenannte Spurklasse.
Die Schatten-Klassen stehen in enger Beziehung zu den eingefu¨hrten Banach-Idealen.
Es gelten:
• [Πq,p(H,H),πq,p]≃ [Sr(H,H),σr] fu¨r 1/r= (1/q)− (1/p)+(1/2)> 0.
• [Πq,2(H,K),πq,2]∼= [Sq(H,K),σq] fu¨r 2≤ q <∞.
• [Πp(H,K),πp]≃ [S2(H,K),σ2] fu¨r 1≤ p<∞.
• [Πas(H,K),πas]≃ [S2(H,K),σ2].
• [I1(H,K), ι1]∼= [S1(H,K),σ1].
1.2. Ordnungsbeschra¨nktheit
Ein (reeller) Banach-Verband ist ein reeller Banach-RaumM mit einer Ordnungs-
relation ≤, welche fu¨r x,y,z ∈M und λ≥ 0 folgende Bedingungen erfu¨llt:
(V1) x≤ y⇒ x+z≤ y+z,λ,x≤λy,
(V2) Es existiert x∧y := inf{x,y},
(V3) |x| ≤ |y|⇒ ‖x‖≤‖y‖.
Dabei ist |x| := sup{x,−x}.
Ein komplexer Banach-Verband L hat die Form M ×M , wobei M ein reeller
Banach-Verband ist. Die Addition ist koordinatenweise deﬁniert, und die Multiplika-
tion mit komplexen Zahlen ist durch
(α + iβ)(x, y) := (αx− βy, αy + βx)
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gegeben. Fu¨r (x,y)∈L existiert
|(x, y)| := sup{(cos γ)x+ (sin γ)y : 0 ≤ γ ≤ 2π}
in M , und L wird ein Banach-Raum unter der Norm
‖(x, y)‖L := ‖ |(x, y)| ‖M .
IstM ein reeller Raum Lp(µ) bzw. C(K), so ist L gerade der entsprechende komplexe
Banach-Raum. Fu¨r diese und weitere Eigenschaften von Banach-Verba¨nden verweisen
wir auf [MN91] und [Sch84].
Ein Operator u :X→L von einem Banach-Raum X in einen Banach-Verband L
heisst ordnungsbeschra¨nkt, falls ein 0≤h∈L mit |ux| ≤h fu¨r jedes x∈BX exis-
tiert. Ordnungsbeschra¨nkte Operatoren haben nur die Linksideal-Eigenschaft: sind
u∈L(Y,Z), w∈L(W,X) und v :X→ Y ordnungsbeschra¨nkt, so ist zwar in jedem
Fall vw ordnungsbeschra¨nkt, aber u¨ber uv kann in dieser Beziehung keine Aussage
gemacht werden. Jedoch stehen sie mit den zuvor eingefu¨hrten Banach-Idealen in
enger Beziehung. Vgl. dazu [DJT95] 5.18, 5.21.
Satz 1.2.1. Seien X ein Banach-Raum, µ ein Mass und 1≤ p<∞. Jeder ordnungs-
beschra¨nkte Operator u :X→Lp(µ) ist p-integral und damit auch p-summierend sowie
vollstetig. Ist andererseits u∗ p-summierend, so ist u ordnungsbeschra¨nkt.
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2. Analytische Funktionen und Geometrie von UN
Wir repetieren zuna¨chst Grundtatsachen u¨ber analytische Funktionen in mehreren
Variablen, speziell fu¨r solche, die auf dem oﬀenen euklidischen Einheitsball UN in
CN deﬁniert sind. Wir folgen dabei im Wesentlichen den Ausfu¨hrungen in [Rud80].
Anschliessend behandeln wir im Zusammenhang mit der Bergman-Metrik einige fu¨r
das Weitere grundlegende geometrische Konzepte.
In den folgenden Kapiteln werden Konstanten allgemein mit c bezeichnet. Der Wert
von c kann bei jedem Auftreten wechseln, sogar innerhalb von Ungleichungsketten.
Wollen wir die Abha¨ngigkeit von Parametern γ1, . . . ,γn betonen, schreiben wir cγ1,...,γn.
Dieses Vorgehen ist insbesondere dadurch gerechtfertig, dass wir nur an der Existenz
der jeweiligen Konstanten interessiert sind, und nicht an deren Wert.
2.1. Analytische Funktionen auf UN
Sei N eine natu¨rliche Zahl. CN sei der Vektorraum der N -Tupel von komplexen
Zahlen. Wir versehen ihn mit dem Skalarprodukt (w |z) :=∑Nk=1wkzk und der davon
induzierten Norm ‖z‖ :=√(z |z).
Sei G eine oﬀene Teilmenge von CN . Eine Funktion f :G→C heisst holomorph






mit festen komplexen Zahlen cα hat. Dabei setzen wir (z−a)α :=
∏N
j=1(zj−aj)αj .
Den Vektorraum der auf G holomorphen Funktionen bezeichnen wir mit
H(G).
Versehen mit der Topologie der gleichma¨ssigen Konvergenz auf Kompakta ist H(G)
ein Fre´chet-Raum, d.h. ein vollsta¨ndiger, metrisierbarer, lokalkonvexer Vektorraum.
Eine Abbildung f = (f1 . . . ,fM) :G→CM (M∈N) heisst analytisch, falls fj :G→C
fu¨r jedes 1≤ j≤M im obigen Sinne analytisch ist. Fu¨r a= (a1, . . .aN ) und 1≤ j≤N
ist Gj,a := {z ∈C : (a1, . . . ,aj−1,z,aj+1, . . . ,aN)∈G} oﬀen. Fu¨r eine Funktion f :G→C
sei fj,a die fu¨r a∈G und 1≤j≤N auf Gj,a durch fj,a(z):=f(a1, . . . ,aj−1,z,aj+1, . . . ,aN )
deﬁnierte Funktion.
Satz 2.1.1 (Satz von Hartogs). Genau dann ist f auf G analytisch, wenn fj,a fu¨r
jede Wahl von a∈G und 1≤ j≤N auf Gj,a analytisch ist.
Wir verweisen zum Beispiel auf [Nar71] und [Rud80].
Fu¨r eine analytische Funktion f :G→CM bezeichnen wir mit
f ′(z)
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die Ableitung von f an der Stelle z ∈G, d.h. die eindeutig bestimmte, C-lineare
Abbildung L :CN→CM mit
lim
‖h‖→0
‖f(z + h)− f(z)− Lh‖
‖h‖ = 0.
f ′(z) hat bezu¨glich der Standardbasen von CN bzw. CM eine Matrixdarstellung
A(z)= (aj,k(z))j,k. Es ist
aj,k(z) = (Dkfj)(z) (1 ≤ j ≤M, 1 ≤ k ≤ N),
wobei Dk die Ableitung nach der k-ten Koordinate bezeichnet. Fu¨r M =N ist
Jf(z) := detA(z)
die (komplexe) Funktionaldeterminante von f an der Stelle z. Fassen wir f als Abbil-
dung R2N ⊃G→R2N auf, so ist diese reell diﬀerenzierbar, und fu¨r die dazugeho¨rige
reelle Funktionaldeterminante JRf(z) gilt
JRf(z) = |Jf(z)|2.
Als Konsequenz ko¨nnen wir Volumina von Bildern unter f mit der komplexen Funk-
tionaldeterminante bestimmen. Aus dem reellen Transformationssatz folgt na¨mlich
sogar
Satz 2.1.2. Seien G⊂CN offen und ϕ :G→CN analytisch und injektiv. Fu¨r jede





(f ◦ ϕ) |Jϕ|2dλN .
Weiter ist eine messbare Funktion f :ϕ(G)→C genau dann integrierbar, wenn f ◦ϕ
integrierbar ist.
Dabei beziehen wir uns auf das 2N -dimensionale Lebesgue-Mass λN auf CN =R2N .
Wie im Reellen gilt der Satz u¨ber die Umkehrfunktion.
Satz 2.1.3. Seien G⊂CN offen, f :G→CN analytisch. Sei z ∈G, und sei f ′(z)
invertierbar. Dann existieren Umgebungen V von z und W von f(z), so dass f eine
bijektive Abbildung f˜ :V →W induziert. Fu¨r die Funktionaldeterminante gilt
|Jf˜−1(f(z))|−1 = |Jf(z)| ∀z ∈ V.
Wir sind speziell am oﬀenen Einheitsball
UN := {z ∈ CN : ‖z‖ < 1}
in CN interessiert. Sei
SN := {z ∈ CN : ‖z‖ = 1}
dessen Rand.
UN ist einfach zusammenha¨ngend. Dies erlaubt uns, aus nullstellenfreien analytischen
Funktionen Wurzeln zu ziehen. Es gilt na¨mlich
Satz 2.1.4. Ist G⊂CN offen und einfach zusammenha¨ngend und f :G→C nullstel-
lenfrei, so existiert eine analytische Funktion g :G→C mit f = eg.
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Vgl. zum Beispiel [Nar71]. Wa¨hlen wir fu¨r eine nullstellenfreie analytische Funktion
f :UN→C eine analytische Funktion g :UN→C wie im vorangehenden Satz, so ist
fu¨r 0<r<∞ auch h := erg analytisch und erfu¨llt
|h|1/r = |erg|1/r = (eRe(rg))1/r = eRe g = |f |.
Wir werden anstelle von h auch f r schreiben, selbst wenn diese Funktion nicht ein-
deutig deﬁniert ist. Entsprechend verwenden wir f−r := (f r)−1= h−1.
Ein Automorphismus von UN ist eine analytische Bijektion Φ :UN→UN . Diese
Automorphismen bilden unter Komposition eine Gruppe, welche wir mit
Aut(UN )
bezeichnen. Fu¨r a∈CN sei
Pa
die Orthogonalprojektion auf den von a erzeugten linearen Unterraum [a] von CN .
Qa = Id − Pa
ist dann die Projektion auf das orthogonale Komplement von [a] in CN . Es gilt P0=0;
fu¨r a 6=0 und z ∈CN ist
Paz =
(z | a)
(a | a) a.
Durch
Φa(z) :=
a− Paz − (1− ‖a‖2)1/2Qaz
1− (z | a)
wird ein Automorphismus Φa von UN deﬁniert. Dieser vertauscht 0 und a und ist
selbstinvers. Fu¨r N =1 erhalten wir die u¨blichen Mo¨bius-Transformationen z 7→ a−z
1−az
.
Φa(z) ist auch fu¨r z ∈SN deﬁniert und liefert eine Bijektion von SN auf sich.
Satz 2.1.5. Sei ψ∈Aut(UN ), und sei a :=ψ−1(0). Dann existiert genau ein unita¨rer
Operator U auf CN , so dass
ψ = UΦa. (2.1)
Weiter gilt fu¨r alle z,w∈UN
1− (ψ(z) |ψ(w)) = (1− ‖a‖
2)(1− (z |w))
(1− (z | a))(1− (a |w)).
Hiermit erhalten wir zum Beispiel fu¨r alle a,z ∈UN die folgende nu¨tzliche Transfor-
mationsformel:
1− ‖a‖2
|1− (z | a)|2 =
1− ‖Φa(z)‖2
1− ‖z‖2 . (2.2)
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2.2. Metriken auf UN
Wu¨rden wir uns allein auf die euklidische Metrik von UN abstu¨tzen, so wu¨rden uns
deren fehlende Invarianzeigenschaft gegenu¨ber Automorphismen Probleme bereiten.
Einen Ausweg bietet die Verwendung nichteuklidscher Metriken. Wir beschra¨nken
uns auf die pseudohyperbolische Metrik und die Bergman-Metrik. Fu¨r eine vertiefte
Behandlung dieser (und anderer) sogenannt invarianter Metriken verweisen wir auf
[Kra82].
Der pseudohyperbolische Abstand von z,w ∈UN wird durch
ρ(w, z) := ‖Φz(w)‖
deﬁniert. Er liefert auf UN eine Metrik (vgl. [Gar81] S. 4). Beachte weiter, dass stets
ρ(z,0)= ‖z‖ gilt. Mit
B˜r(a) := {w ∈ UN : ρ(a, w) < r}
bezeichnen wir den bezu¨glich ρ oﬀenen Ball mit Radius 0<r< 1 und Mittelpunkt
a∈UN . Es ist
B˜r(a) = Φa(rUN).








erfu¨llen; hier ist c := 1−r
2
1−r2‖a‖2
a und ρ := 1−‖a‖
2
1−r2‖a‖2
. Somit ist B˜r(a) ein euklidisches El-
lipsoid mit Mittelpunkt c. Die Schnittpunkte von B˜r(a) mit [a] bilden einen Kreis
mit dem Radius rρ. Schneidet man B˜r(a) mit dem (2N −2)-dimensionalen (reellen)
Raum, der in c senkrecht auf [a] steht, so erhalten wir dagegen einen Ball mit dem Ra-
dius r
√
ρ. Somit erzeugen die pseudohyperbolische Metrik und die euklidische Metrik
dieselbe Topologie. Insbesondere gilt B˜r(0)= rUN fu¨r 0<r< 1.
Aus dem Lemma von Schwarz (vgl. [Rud80] 8.1.4) folgt:
Satz 2.2.1. Sei ϕ :UN→UN analytisch. Fu¨r alle z,w in UN gilt
ρ(ϕ(z), ϕ(w)) ≤ ρ(z, w). (2.3)
Insbesondere haben wir fu¨r jeden Automorphismus ϕ∈Aut(UN)
ρ(ϕ(z), ϕ(w)) = ρ(z, w). (2.4)
Die pseudohyperbolische Metrik ist also invariant (unter den Automorphismen von
UN). Fu¨r N =1 charakterisiert (2.4) genau die Automorphismen von U1.
Von zentraler Bedeutung sind die folgenden Abscha¨tzungen.
Satz 2.2.2. Sei 0<r< 1.
(i) Mit einer Konstanten cr> 0 gilt
1
cr
(1− ‖z‖2) ≤ 1− ‖w‖2 ≤ cr(1− ‖z‖2)
fu¨r alle z,w ∈UN mit ρ(z,w)<r.
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(ii) Es existiert ein cr> 0, so dass
1
cr
|1− (z |w)| ≤ 1− ‖w‖2 ≤ cr|1− (z |w)|
fu¨r alle z,w ∈UN mit ρ(z,w)<r gilt.
(iii) Sei 0<r<R<∞. Dann existiert fu¨r jede reelle Zahl b eine Konstante cR,b> 0,
so dass ∣∣∣∣(1− (w | z1))b(1− (w | z2))b − 1
∣∣∣∣ ≤ cR,b ρ(z1, z2)
fu¨r alle w,z1,z2 ∈UN mit ρ(z1,z2)<r gilt.




|1− (z1 |w)| ≤
1
|1− (z2 |w)| ≤ cr
1
|1− (z1 |w)|
fu¨r alle w,z1,z2 ∈UN mit ρ(z1,z2)<r gilt.








(1− ‖z‖2) ≤ (1− ‖ϕ(z)‖2) ≤ cϕ(1− ‖z‖2)
fu¨r jedes z ∈UN und fu¨r jedes ϕ∈Aut(UN).
Die Potenzen in 2.2.2(iii) werden mit dem Hauptzweig des Logarithmus deﬁniert.
Dies ist mo¨glich, weil 1− (z |w) fu¨r z,w ∈U1 seine Werte in UN\]−1,0] annimmt.
Man ﬁndet Beweise dieser Aussagen zum Teil in [Lue85a], [Zhu05] und fu¨r N =1 auch
in [Dom97]. Der Vollsta¨ndigkeit halber fu¨hren wir die Details aus.
Beweis. (i): Fu¨r z ∈UN und w∈ B˜r(z) ist w˜ :=Φz(w)∈ B˜r(0)= rUN . Somit gilt
1− r2 ≤ 1− ‖w˜‖2 ≤ 1. (2.5)
Die Ungleichung von Cauchy-Schwarz liefert
|1− (w˜ | z)| ≤ 1 + ‖w˜‖‖z‖ ≤ 2 (2.6)
und
|1− (w˜ | z)| ≥ 1− ‖w˜‖‖z‖ ≥ 1− ‖w˜‖ ≥ 1− r. (2.7)
Mit 2.1.5 erhalten wir
1− ‖w‖2 = 1− ‖Φz(w˜)‖2 = (1− (z | z))(1− (w˜ | w˜))
(1− (w˜ | z))(1− (z | w˜)) =
(1− ‖z‖2)(1− ‖w˜‖2)
|1− (w˜ | z)|2 .
Mit (2.5) und (2.7) ergibt sich
1− ‖w‖2 ≤ 1− ‖z‖
2
(1− r)2 .
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Analog schliesst man aus (2.5) und (2.6) auf




womit (i) bewiesen ist.
(ii): Sei cr die Konstante aus (i). Mit (2.2) folgt
1− ‖w‖2














wobei die rechte Seite wegen der Voraussetzung von Null wegbeschra¨nkt ist. Die
andere Abscha¨tzung in (ii) ergibt sich analog.
(iii): Setze w′ :=Φz1(w) und z
′
2 :=Φz1(z2). Nach Voraussetzung ist ‖z′2‖= ρ(0,z′2)=
ρ(z1,z2)<r. Mit 2.1.5 folgen
1− (w | z1) = 1− (Φz1(w′) |Φz1(0)) =
1− ‖z1‖2
1− (w′ | z1)
und
1− (w | z2) = 1− (Φz1(w′) |Φz1(z′2)) =
(1− ‖z1‖2)(1− (w′ | z′2))
(1− (w′ | z1))(1− (z1 | z′2))
.
Also gilt fu¨r b∈R∣∣∣∣(1− (w | z1))b(1− (w | z2))b − 1
∣∣∣∣ = ∣∣∣∣ (1− (z1 | z′2))b(1− (w′ | z′2))b − 1
∣∣∣∣ = ∣∣∣∣(1− (z1 | z′2))b − (1− (w′ | z′2))b(1− (w′ | z′2))b
∣∣∣∣ .




b|1−t(z1 |z′2)−(1−t)(w′ |z′2)|b−1|(z1 |z′2)−(w′ |z′2)|
≤cr,b|(z1 |z′2)−(w′ |z′2)|≤cr,b‖z′2‖=cr,bρ(z1,z2).
Weiter haben wir fu¨r den Ausdruck im Nenner
2 > |1− (w′ | z′2)| ≥ 1− ‖w′‖ ‖z′2‖ ≥ 1− r.
Aus den zwei vorangehenden Ungleichung folgt direkt die Behauptung.
(iv): Die Invarianz von ρ liefert
ρ(Φw(z1),Φw(z2)) = ρ(z1, z2).
Somit folgt aus (2.2) und (i)
1− ‖w‖2
|1− (z1 |w)|2 =
1− ‖Φw(z1)‖2
1− ‖z1‖2 ≤ cr
1− ‖Φw(z2)‖2
1− ‖z2‖2 = cr
1− ‖w‖2
|1− (z2 |w)|2 .
Durch Vertauschen der Rollen von z1 und z2 erhalten wir die untere Abscha¨tzung.
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(v): Nach Satz 2.1.5 gilt fu¨r z,w ∈UN
|1− (ϕ(z) |ϕ(w))| = (1− ‖a‖
2)|1− (z |w)|
|1− (z | a)| |1− (a |w)| ,
mit a=ϕ−1(0). Die Behauptung ergibt sich mit cϕ=
1+‖a‖
1−‖a‖
aus der fu¨r alle z ∈UN
gu¨ltigen Beziehung
1− ‖a‖ ≤ |1− (z | a)| ≤ 1 + ‖a‖.







1 + ρ(z, w)
1− ρ(z, w) .
Es ist also







Lemma 2.2.3. β(·, ·) ist eine Metrik. Sie ist invariant, d.h. sie erfu¨llt
β(z, w) = β(ϕ(z), ϕ(w)) ∀z, w ∈ UN , ∀ϕ ∈ Aut(UN).
Beweis. Die zweite Aussage ist selbstversta¨ndlich, und bei der ersten ergibt sich
einzig die Dreiecksungleichung nicht sofort aus der Deﬁnition. Wegen der Invarianz


















1 + ρ(z, w)





Elementare Umformungen reduzieren dies zu
ρ(z, w) ≤ ‖z‖ + ‖w‖
1 + ‖z‖‖w‖ .
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β ist die sogenannte Bergman-Metrik. Ihre oﬀenen Ba¨lle, also die Mengen
Br(z) := {w ∈ UN : β(z, w) < r},
erfu¨llen Br(z)= B˜s(z) mit s := (e
r−1)/(er+1). Insbesondere bleiben alle bisherigen
Aussagen dieses Kapitels auch fu¨r die Bergman-Metrik richtig: ρ( · , ·) und β( · , ·)
erzeugen dieselben uniformen Strukturen. Wir bevorzugen die Bergman-Metrik, da
deren Unbeschra¨nktheit einige technische Vorteile bietet.





gegeben, wobei λN weiterhin das Lebesgue-Mass auf CN =R2N bezeichnet ([Rud80]
1.4.9). Weiter sei
mN





spielen. Es ist unter den Automorphismen von UN invariant, d.h. es gilt
ΛN(B) = ΛN(ϕ(B))
fu¨r jede Borel-Menge B in UN und jeden Automorphismus ϕ∈Aut(UN ) (vgl. [Rud80]
2.2.6). Insbesondere haben wir wegen der Invarianz der Bergman-Metrik
ΛN(Br(z)) = ΛN(Br(0)),
fu¨r jedes z ∈UN und jedes 0<r<∞.
Wir machen von jetzt an von folgender Notation Gebrauch: Sind f(z) und g(z) zwei
reelle Funktionen auf einer Menge Z, so schreiben wir
f(z) ≃ g(z),
falls eine Konstante c> 0 existiert, so dass
1
c
g(z) ≤ f(z) ≤ cg(z)




Existiert eine Konstante c> 0, so dass
f(z) ≤ cg(z)






In diesem Sinne gelten
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|1− (z |w)|N+1+t+ddσN (w).
• Im Fall d< 0 sind Id und Jd,t beschra¨nkt.
• Falls d> 0, so gilt
Id(z)
d≃ (1− ‖z‖2)−d d,t≃ Jd,t(z).
• Weiter haben wir
I0(z) ≃ log 1
1− ‖z‖2
t≃ J0,t(z).
Fu¨r den Beweis verweisen wir auf [Rud80] 1.4.10., fu¨r den Fall N =1 siehe auch
[HKZ00] und [Zhu90].
2.3. Separierte Folgen
Sei δ > 0. Eine Folge (zn)n in UN wird δ-separiert genannt, falls β(zi,zj)≥ δ fu¨r jedes
i 6= j gilt. Wir sagen, dass die Folge (zn)n separiert ist, falls sie δ-separiert ist fu¨r ein
δ > 0.
Die folgenden Lemmata garantieren die Existenz spezieller separierter Folgen. Wir
verallgemeinern hier Argumente aus [Lue93], wo der Fall N =1 behandelt wird.
Lemma 2.3.1. Seien 0<δ≤ r <∞ gegeben. Dann existiert eine positive Konstante
L :=L(δ,r), so dass fu¨r jede δ-separierte Folge (zn)n jedes z ∈UN in ho¨chstens L der
Ba¨lle Br(zn) liegt.
Gilt fu¨r ein R> 0 zusa¨tzlich 0<δ< r<R, so kann L als Funktion von R und r/δ
gewa¨hlt werden.
Beweis. Seien (zn)n eine δ-separierte Folge und z ∈UN . Wegen der Invarianz von
β(·, ·) genu¨gt es, den Fall z=0 zu betrachten. Wir mu¨ssen zeigen, dass Br(0) nur end-
lich viele der zn entha¨lt und dass deren Anzahl durch eine nur von r und δ abha¨ngige
Zahl nach oben beschra¨nkt ist. Seien nun L Punkte aus der Folge (zn)n ausgewa¨hlt,
die in Br(0) liegen. Da (zn)n δ-separiert ist, sind die Ba¨lle Bδ/2(zn) paarweise disjunkt.
Sie haben alle das Mass ΛN(Bδ/2(0)). Fu¨r zn ∈Br(0) und z ∈Bδ/2(zn) gilt
β(0, z) ≤ β(0, zn) + β(zn, z) ≤ r + δ/2
und daher Bδ/2(zn)⊂Br+δ/2(0). Somit haben wir
LΛN(Bδ/2(0)) ≤ ΛN(Br+δ/2(0)).
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woraus direkt die Zusatzbehauptung folgt. 




Beweis. Wa¨hle z1,z2 ∈UN mit β(z1,0)= δ/2 und β(z1,z2)= δ. Fu¨r n≥ 2 seien
z1, . . . ,zn ∈UN bereits bestimmt. Wa¨hle zn+1 ∈UN \
⋃n
k=1Bδ(zk) so, dass β(z1,zn+1)
minimal ist. Insbesondere gilt β(zn+1,0)≥ δ/2.
Rekursiv erhalten wir so eine δ-separierte Folge (zn)n in UN mit infn‖zn‖> 0. Falls
ein z ∈UN \
⋃∞
n=1Bδ(zn) existiert, so gilt β(z1,zn)≤β(z1,z) nach Wahl der zn. Wenn
wir r= β(z1,z) setzen, so ist z1 also in den unendlich vielen Ba¨llen Br(zn) enthalten,
was 2.3.1 widerspricht. 





(ii) Br/2(zn)∩Br/2(zm)= ∅ falls n 6=m,
(iii) Jeder Punkt aus UN geho¨rt zu ho¨chstens κ Ba¨llen B2r(zn).
Eine Folge (zn)n, welche diesen Bedingungen genu¨gt, heisst r-Netz. Die kleinste Zahl
κ, welche (iii) erfu¨llt, ist die U¨berdeckungskonstante des r-Netzes (zn)n.
Aus der Bedingung (ii) folgt inbesondere limn→∞‖zn‖=1.
Wegen des Zusatzes in 2.3.1 kann bei gegebenem R> 0 in (iii) dieselbe Konstante κ
fu¨r alle 0<r<R gewa¨hlt werden.
2.4. Spezielle Mengen
Neben den Bergman-Ba¨llen werden eine ganze Reihe von weiteren speziellen Teilmen-
gen von UN wichtig werden. Am Ende des Abschnittes skizzieren wir diese im Fall
N =1. Fu¨r z ∈UN deﬁnieren wir zuna¨chst ”die z gegenu¨berliegende Halbkugel“
Hz := {w ∈ UN : Re(w | z) ≤ 0}.
Damit bilden wir das Carleson-Gebiet
S(z) := Φz(Hz).
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Oﬀensichtlich existieren Radien r1,r2> 0 und zu jedem z ∈UN ein w˜z ∈UN , so dass
Br1(w˜z)⊂Hz ∩Br2(0). Wendet man darauf Φz an, so erha¨lt man mit wz =Φz(w˜z):
Lemma 2.4.1. Es existieren r1,r2> 0, so dass es fu¨r jedes z ∈UN ein wz ∈UN mit
Br1(wz)⊂S(z)∩Br2(z) gibt.
Fu¨r die Mengen S(z) erhalten wir a¨hnliche Abscha¨tzungen wie fu¨r die Bergman-Ba¨lle.
Satz 2.4.2. (i) Fu¨r jedes z ∈UN und jedes w∈S(z) ist ‖z‖≤‖w‖.





|1− (w | z)| ≤ c
erfu¨llt ist.




|1− (w | z)| ≤
1
|1− (v | z)| ≤ c
1
|1− (w | z)| .
(iv) Fu¨r jede Wahl von z,w ∈UN und jedes v∈S(z) haben wir
1
|1− (w | z)| ≤
2
|1− (w | v)| .
Beweis. Fu¨r v∈Hz ist zuna¨chst
2 ≥ |1− (v | z)| ≥ Re(1− (v | z)) = 1− Re(v | z) ≥ 1. (2.8)
Wie im Beweis von 2.2.2(i) erhalten wir damit fu¨r jedes w∈S(z)
1− ‖w‖2 = (1− ‖z‖
2)(1− ‖Φz(w)‖2)
|1− (Φz(w) | z)|2 ≤ 1− ‖z‖
2,
also (i).
(ii): Fu¨r w∈S(z) erhalten wir wegen Φz =Φ−1z und Φz(0)= z ebenfalls mit 2.1.5
1− ‖z‖2
|1− (w | z)| = (1− ‖z‖
2) ·
∣∣∣∣(1− (Φz(w) | z))(1− (z | 0))(1− (z | z))(1− (Φz(w) | 0))
∣∣∣∣ = |1− (Φz(w) | z)|.
Wegen (2.8) sind wir fertig.
Die Ausage (iii) folgt sofort aus (ii).
Auch (iv) ergibt sich mit 2.1.5. Zuna¨chst gilt
1
2
≤ |1− (z |w)||1− (w | v)|
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Fu¨r z, w∈UN setzen wir als na¨chstes
d(z, w) := |1− (z |w)|1/2.
Es ist bekannt, dass d die Dreiecksungleichung erfu¨llt und auf SN sogar eine Metrik
deﬁniert (vgl. [Rud80] 5.1.2).
Mit Hilfe von d fu¨hren wir weitere Teilmengen von UN bzw. UN ein, welche in der
Literatur mitunter anstelle der Carleson-Gebiete verwendet werden. Gebiete der Form
S(z, h) := {w ∈ UN : d(z, w)2 < h} (z ∈ UN , 0 < h <∞)
erfu¨llen nach [Lue85a] fu¨r z ∈UN , h=1−‖z‖, ζ = z/‖z‖ die Beziehung
S(ζ, h) ⊂ S(z) ⊂ S(ζ, 2h). (2.9)
Die Verwendung der S(z) gestattet durch die Transformation auf Halbkugeln Hz eine
Reihe von beweistechnischen Vereinfachungen. Wir haben bereits in den Beweisen von
2.4.1 und 2.4.2 davon Gebrauch gemacht.
Fu¨r die spa¨teren Charakterisierungen von Carleson-Einbettungen fu¨r Hardy-Ra¨ume
fu¨hren wir fu¨r z ∈UN und 0<h<∞ weiter die Mengen
Q(z, h) := {ζ ∈ SN : d(ζ, z)2 < h}
und
S˜(z, h) := {w ∈ UN : d(w, z)2 < h} = S(w, h) ∪Q(w, h)
ein.
Wir stellen bereits hier einige technische Aussagen u¨ber Mengen dieses Typs zusam-
men:
Lemma 2.4.3. (i) Fu¨r w∈UN und z 6∈S(w,4(1−‖w‖2)) mit ‖z‖≥‖w‖ gilt
Q(w, (1− ‖w‖2)) ∩Q(z, (1− ‖z‖2)) = ∅.
(ii) Fu¨r jedes w∈UN gilt
S(w, 4(1− ‖w‖2)) ⊂ S
( w





Beweis. (i): Wir nehmen an, es gebe ein w˜∈Q(w,(1−‖w‖2))∩Q(z,(1−‖z‖2)).
Fu¨r dieses gilt aufgrund der Dreiecksungleichung
d(z, w) ≤ (1− ‖z‖2)1/2 + (1− ‖w‖2)1/2 ≤ 2(1− ‖w‖2)1/2,
d.h. z ∈S(w,4(1−‖w‖2)): Widerspruch.
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Elementare Rechnungen (vgl. [Rud80] 5.1.4) zeigen ferner, dass
mN (Q(ζ, h)) ≃ hN (2.10)
gilt.
Im Zusammenhang mit Carleson-Massen werden weitere Teilmengen von UN eine
Rolle spielen.
• Das Carleson-Rechteck zu ζ ∈SN und 0<h< 1 ist
W (ζ, h) :=
{
z ∈ UN : 1− ‖z‖ < h, z‖z‖ ∈ Q(ζ, h)
}
.
• Das Approximationsgebiet fu¨r ζ ∈SN und γ > 1 ist durch
Dγ(ζ) :=
{




Es ist einfach zu sehen, dass








fu¨r jedes w∈UN gilt.
• Im Falle N =1 beno¨tigen wir ausserdem die Stolz-Gebiete Γ(θ) (0≤ θ≤ 2π).
Diese sind als die konvexe Hu¨lle von {eiθ}∪{z : |z|<√1/2} deﬁniert. Sie ko¨n-
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3. Ra¨ume von analytischen Funktionen
Wir diskutieren in diesem Kapitel vorwiegend gewichtete Bergman-Ra¨ume Apv auf
UN , wobei wir wesentlich allgemeinere Gewichte als die bekannten Standardgewichte
zulassen. Im Vordergrund stehen Dualita¨tsprobleme und das Problem der Existenz
atomarer Zerlegungen fu¨r diese Ra¨ume unter mo¨glichst schwachen Zusatzbedingun-
gen an die Gewichte v. Im Fall p> 1 ist ein Teil der in der Folge abgeleiteten Resultate
bereits bekannt; siehe insbesondere [Lue85a]. Fu¨r den klassischen Fall der Standard-
gewichte verweisen wir auf [Axl88], [Zhu90], [HKZ00], [DS04] und [Zhu05].
3.1. Gewichtete Bergman-Ra¨ume
Unter einem Mass µ auf UN verstehen wir von jetzt an ein positives, endliches Mass
auf den Borel-Mengen von UN , sofern nichts anderes erwa¨hnt wird. Weiter bezeichnen
wir Borel-messbare Funktionen kurz als messbar. Um gewissen technischen Kompli-
kationen aus dem Weg zu gehen, wollen wir in diesem Kapitel zusa¨tzlich annehmen,
dass µ(O)> 0 fu¨r jede nichtleere oﬀene Menge O⊂UN gilt. Dies ist a¨quivalent da-














bezeichnen wir den Bergman-Raum zum Mass µ und zum Exponenten 0<p<∞.
Fu¨r 1≤ p<∞ ist das ein normierter Raum; fu¨r 0<p< 1 deﬁniert ‖f‖µ,p nur eine
p-Norm. Im Fall p=2 erhalten wir einen Pra¨-Hilbert-Raum, dessen Skalarprodukt
durch





Wir zeigen als erstes, dass die Polynome in den Ra¨umen Apµ dicht liegen. Fu¨r eine
Funktion f ∈H(UN ) und 0<r< 1 schreiben wir dazu wie u¨blich
fr(z) := f(rz) (z ∈ UN ).
Satz 3.1.1. Sei µ ein Mass auf UN .
(i) Fu¨r jedes f ∈H(UN ) gilt limr→1− ‖fr−f‖µ,p=0.
(ii) Die Polynome liegen dicht in Apµ.
Beweis. (i) Seien f ∈Apµ und 0<r< 1. Als beschra¨nkte analytische Funktion
geho¨rt auch fr zu A
p
µ. Also existiert zu jedem ε> 0 ein δ > 0, so dass∫
UN\δUN
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Auf δUN ist |fr−f |p beschra¨nkt, also in L1(µ). Weil weiter fu¨r jedes z ∈ δUN
lim
r→1−
|fr(z)− f(z)|p = 0





|fr(z)− f(z)|pdµ(z) = 0.
Also existiert ein 0<r0< 1, so dass∫
δUN
|fr(z)− f(z)|pdµ(z) ≤ ε
p
2

















‖fr − f‖µ,p ≤ ε.
(ii) Sei f ∈Apµ. Nach (i) existiert zu jedem ε> 0 ein 0<r< 1, so dass




Da fr sogar auf UN deﬁniert ist, folgt aus dem Approximationssatz von Weierstrass
die Existenz eines Polynoms P mit
sup
z∈UN




‖fr − P‖µ,p =
(∫
UN









‖f − P‖µ,p ≤ ε,
womit die Behauptung bewiesen ist. 
Insbesondere sind die Bergman-Ra¨ume Apµ fu¨r 0<p<∞ also separabel.
3.2. Spezielle Gewichtsfunktionen
Speziell interessieren uns Masse der Form
dσv := vdΛN ,
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(f | g)v := (f | g)σv
fu¨r f,g ∈A2v. Gilt zusa¨tzlich ∫
UN
vdΛN = 1,
so heisst v Gewichtsfunktion. Unsere Wahl der Dichten bezu¨glich des invarian-
ten Masses ΛN statt, wie in der Literatur u¨blich, bezu¨glich σN fu¨hrt zu eleganteren
Formulierungen verschiedener Aussagen.
Die wichtigsten Beispiele fu¨r Gewichtsfunktionen sind die Standardgewichte
vα(z) := cα(1− ‖z‖2)α+N+1.
Dabei ist α>−1, und cα> 0 ist so gewa¨hlt, dass σvα(UN)= 1. Fu¨r die entsprechenden
Masse schreiben wir kurz
σα := σvα .






Allgemeiner setzen wir fu¨r eine positive, messbare Funktion v
dσα,v := vdσα






In dieser Allgemeinheit sind allerdings nur wenige tiefergehende Aussagen zu erwar-
ten. Deshalb werden wir nach und nach strengere Bedingungen an die Gewichte stellen
und uns mit den daraus ergebenden Konsequenzen befassen.






Weiter setzen wir fu¨r s>N
vp,s(z) := v(z)
−p∗/p(1− ‖z‖2)p∗s, z ∈ UN .
Oﬀenbar gilt
(vp,s)p∗,s = v.
Fu¨r p=1 erga¨nzen wir die vorangehende Deﬁnition durch
v1,s(z) := v(z)
−1(1− ‖z‖2)s.
Die Bergman-Metrik spielt bei den im Folgenden eingefu¨hrten Bedingungen eine zen-
trale Rolle.
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Seien 1<p<∞ und 0<r<∞. Wie in [Lue85a] sagen wir, die Gewichtsfunktion v
erfu¨lle die Bedingung Cp(r), falls ein cr,p> 0 existiert, so dass
σv(Br(z))
1/pσvp(Br(z))
1/p∗ ≤ cr,p (Cp(r))
fu¨r alle z ∈UN gilt. Solche Gewichtsfunktionen nennen wir auch
Cp(r)-Gewichte.
Analoge Sprechweisen werden wir auch bei Gewichten verwenden, welche spa¨ter ein-
gefu¨hrt werden.
Mit der Ho¨lder-Ungleichung sieht man, dass fu¨r Cp(r)-Gewichte sogar
1 ≤ σv(Br(z))1/pσvp(Br(z))1/p
∗ ≤ cr,p ∀z ∈ UN
erreicht werden kann. Weiter gilt wegen 2.2.2 fu¨r ein beliebiges t >N und jedes z ∈UN
1
cr,p
(1− ‖z‖2)t ≤ σv(Br(z))1/pσvp,t(Br(z))1/p
∗ ≤ cr,p(1− ‖z‖2)t. (3.1)
Aus 2.2.2(i) folgt, dass die Standardgewichte vα die Bedingung Cp(r) fu¨r alle 0<r<∞
und jedes 1<p<∞ erfu¨llen.
Die Bedingung Cp(r) scheint von der Wahl von r > 0 abzuha¨ngen. Dass dies aber
nicht so ist, zeigt folgendes Resultat aus [Lue85a]:
Lemma 3.2.1. (i) Genu¨gt v der Bedingung Cq(r) fu¨r 0<r<∞ und 1<q<∞,
so existiert fu¨r jede Wahl von 0<r1<r2<∞ ein cr1,r2 > 0, so dass
σv(Br2(a)) ≤ cr1,r2σv(Br1(a))
fu¨r jedes a∈UN gilt.
(ii) Cq(r) ist von r unabha¨ngig, d.h. erfu¨llt v die Bedingung Cq(r) fu¨r ein 0<r<∞,
so auch fu¨r jedes andere.
Wir werden deshalb gelegentlich auch von Cq-Gewichten sprechen.





fu¨r alle z ∈UN und alle r > 0 mit z+rUN ⊂UN gilt. Fu¨r eine analytische Funktion
f :UN→C sind zum Beispiel log |f | und |f |c fu¨r jedes c> 0 subharmonisch ([Rud80]
1.5.4). Insbesondere erhalten wir:





fu¨r jede analytische Funktion f :UN→C, jedes 0<p<∞ und jedes a∈UN erfu¨llt ist.
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Eine a¨hnliche Ungleichung gilt sogar fu¨r Masse mit Gewichten, welche Cq(r) erfu¨llen.
Satz 3.2.3. Sei v ein Cq(r)-Gewicht (0<r<∞ und 1<q<∞). Dann existiert ein






fu¨r jedes a∈UN , jedes 0<p<∞ und jede analytische Funktion f :UN→C gilt.




















Im letzten Schritt haben wir verwendet, dass v der Bedingung Cq(r) genu¨gt. 






Aus 3.2.3 folgt insbesondere, dass die Auswertungsfunktionale
δa : A
p
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Wir beno¨tigen eine Modiﬁkation von 3.2.3:
Satz 3.2.4. Seien 0<p<∞ und v ein Cq(r)-Gewicht fu¨r 0<r<∞ und 1<q<∞.






fu¨r alle w1,w2 ∈UN mit β(w1,w2)≤ r/2 und jede analytische Funktion f :UN→C
erfu¨llt ist.
Beweis. Fu¨r w1,w2 ∈UN mit β(w1,w2)≤ r/2 gilt Br/2(w1)⊂Br(w2)⊂B2r(w1).
Somit ﬁnden wir wegen 3.2.1 eine von w1 und w2 unabha¨ngige Konstante cr> 0, so












Aus 3.2.3 folgt weiter
Korollar 3.2.5. Seien v ein Cq(r)-Gewicht (0<r<∞, 1<q<∞) und 0<p<∞.
Dann existiert zu jeder kompakten Menge K ⊂UN eine Konstante cK,r,q> 0, so dass
sup
z∈K
|f(z)| ≤ cK,r,q ‖f‖v,p
fu¨r jedes f ∈Apv gilt.
Apv bettet also stetig in H(UN ) ein. Damit ko¨nnen wir jetzt zeigen, dass die Bergman-
Ra¨ume mit Cq-Gewichten fu¨r 1≤ p≤∞ Banach-Ra¨ume und fu¨r 0<p< 1 p-Banach-
Ra¨ume sind.
Korollar 3.2.6. Falls v ein Cq(r)-Geqwicht ist (0<r<∞, 1<q<∞) , so ist Apv in
Lp(σv) abgeschlossen und somit ein min{p,1}-Banach-Raum (0<p<∞).
Beweis. Sei (fn)n eine Folge in A
p
v mit Grenzwert f ∈Lp(σv). Wegen 3.2.5 kon-
vergiert (fn)n sogar gleichma¨ssig auf Kompakta gegen f . Also ist f analytisch und
geho¨rt somit zu Apv. 
Im Hilbert-Raum-Fall p=2 existiert wegen (3.3) zu jedem a∈UN eine Funktion
Kv(a, ·)∈A2v mit
δa(f) = (f |Kv(a, · ))v
fu¨r alle f ∈A2v. Kv( · , ·) ist der reproduzierende Kern von A2v. Man veriﬁziert
leicht, dass fu¨r die Standardgewichte vα
Kvα(a, w) =
1
(1− (w | a))α+N+1 ∀a, w ∈ UN
gilt ([Rud80] 7.1.1). Ein nicht ganzzahliger Exponent α+N +1 in diesem Ausdruck
macht wie schon zuvor keine Probleme.
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3.3. Dualita¨t
Die Darstellung der Dualra¨ume der Bergman-Ra¨ume Apv gelingt, wenn weitere Ein-
schra¨nkungen an die Gewichte v gemacht werden. Nachfolgende Resultate gehen fu¨r
1<p<∞ auf [Lue85a] und zum Teil bereits auf [Bek82] zuru¨ck.
Sei s>N . Wir sagen, v erfu¨lle die Bedingung B˜p(s), falls ein c> 0 existiert, so dass
fu¨r alle z ∈UN gilt
σv(S(z))
1/pσvp,s(S(z))
1/p∗ ≤ c(1− ‖z‖2)s. (B˜p(s))
Mit S(z) bezeichnen wir weiterhin die in 2.4 eingefu¨hrten Carleson-Gebiete.
Eine verwandte Bedingung ﬁndet sich bei [Lue85a]. v erfu¨llt Bp(α) fu¨r α>−1, falls
ein c> 0 existiert, so dass fu¨r jedes z ∈UN
σα,v(S(z))
1/pσα,vp(S(z))
1/p∗ ≤ c σα(S(z)) (Bp(α))
erfu¨llt ist.
v erfu¨llt B˜p(s) genau dann, wenn v(·)(1−‖·‖2)−s der Bedingung Bp(s−N −1) genu¨gt.
Die Bedingung Bp(0) wurde urspru¨nglich in [Bek82] eingefu¨hrt. Jedes Gewicht, wel-
ches B˜p(s) erfu¨llt, genu¨gt auch der Bedingung Cp(r) fu¨r ein (und dann jedes) 0<r<∞
([Lue85a]). Wir werden spa¨ter sehen, dass die Umkehrung nicht immer richtig ist.












die Orthogonalprojektion Ps von L
2(vs−N−1) auf A
2
s−N−1 gegeben wird. Wir wollen
daraus zuna¨chst auch fu¨r 1<p<∞ Projektionen von Lp(σv) auf Apv gewinnen. Das
folgende Resultat aus [Bek82] zeigt die Signiﬁkanz der Bedingung B˜p(s).
Lemma 3.3.1. Seien s>N und 1<p<∞. Genau dann definiert Ps eine stetige
Projektion in Lp(σv), wenn v die Bedingung B˜p(s) erfu¨llt. Das Bild der Projektion
ist dann Apv.
Apv ist mit anderen Worten ein komplementierter Teilraum von L
p(σv). Fu¨r die Stan-
dardgewichte erhalten wir speziell
Korollar 3.3.2. Sei 1<p<∞. Genau dann definiert Pβ+N+1 eine stetige Projektion
von Lp(σα) auf A
p
α, wenn (β+1)<p(α+1).
Vergleiche dazu auch [Rud80] Kapitel 7, [FR74] und fu¨r den Fall N =1 [HKZ00]
Theorem 1.10.
Auf 3.3.1 beruht schliesslich der folgende Satz (vgl. [Lue85a]):
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Die Identifikation wird durch den (konjugiert linearen) Isomorphismus
Φ : Ap
∗
vp,s → (Apv)∗ : g 7→
[






Um den Fall p=1 einschliessen zu ko¨nnen, schra¨nken wir die zula¨ssigen Gewichte
nochmals ein. Sei weiterhin s>N . Wir sagen, eine Gewichtsfunktion v erfu¨lle die








|1− (z |w)|sdΛN(w) ≤ c
v(z)
(1− ‖z‖2)s (D(s))
fu¨r alle z ∈UN gilt. Fu¨r N =1 geht diese Bedingung auf [Dom97] zuru¨ck. Wegen
2.2.2(ii) und (v) erfu¨llt v genau dann D(s) wenn v ◦ϕ dieser Bedingung fu¨r ein und
dann alle ϕ∈Aut(UN ) genu¨gt. Wir werden unten sehen, dass B˜p(s) aus D(s) fu¨r
jedes 1<p<∞ folgt.
Erfu¨llt v die Bedingung D(s) fu¨r ein s>N , so sagen wir, v genu¨ge der Bedingung
D.






so erfu¨llt v die Bedingung D0(s). Die Bedingung D0 ist dadurch deﬁniert, dass
v der Bedingung D0(s) fu¨r ein s>N genu¨gt.
Aus 2.2.4 folgt, dass die Standardgewichte vα fu¨r alle s>α+N +1 die Bedingung
D0(s) erfu¨llen.
D-Gewichte u¨bernehmen von den Standardgewichten eine Reihe von Eigenschaften:
Satz 3.3.4. Sei v eine Gewichtsfunktion, welche D(s) fu¨r ein s>N erfu¨llt.




v(z1) ≤ v(z2) ≤ crv(z1).
(ii) Zu jedem 0<r<∞ existiert ein cr > 0, so dass fu¨r jedes z ∈UN gilt:
1
cr
σv(Br(z)) ≤ v(z) ≤ crσv(Br(z)).
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Die andere Abscha¨tzung erhalten wir durch Vertauschen der Rollen von z1 und z2.
Die zweite Behauptung ergibt sich mit der Invarianzeigenschaft von ΛN durch Inte-
gration der ersten Ungleichung u¨ber Br(z). 
Korollar 3.3.5. Erfu¨llt eine Gewichtsfunktion v die Bedingung D, so ist 1/v lokal-
beschra¨nkt, d.h. beschra¨nkt auf jeder kompakten Teilmenge von UN .
Beweis. Seien K⊂UN kompakt und 0<r<∞ beliebig. Wa¨hle z1, . . . ,zn ∈UN
mitK⊂⋃nk=1Br(zk) und setze c :=max1≤k≤n1/v(zk). Zu z∈UN existiert ein 1≤ k≤N









Ein zu 3.3.4 analoges Resultat erhalten wir fu¨r Carleson-Gebiete S(z).
Satz 3.3.6. Falls die Gewichtsfunktion v fu¨r ein s>N die Bedingung D(s) erfu¨llt,







fu¨r alle z ∈UN , d.h. es gilt
v(z)
cs
≤ σv(S(z)) ≤ csv(z).














Dabei haben wir 2.4.2 und die Deﬁnition von D(s) verwendet. Fu¨r die linke Unglei-













Folgendes Lemma erlaubt es, uns auf stetige D-Gewichte zu beschra¨nken.
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Lemma 3.3.7. Seien r > 0 und v eine Gewichtsfunktion. Dann ist die Funktion
v˜r : UN → R : z 7→ σv(Br(z))
stetig.
Beweis. Sei (zn)n ein Folge in UN , welche bezu¨glich der Bergman-Metrik gegen












fu¨r ΛN -fast alle w∈UN zeigen ko¨nnen, sind wir wegen des Satzes u¨ber die majorisierte
Konvergenz fertig.
Fu¨r w∈Br(z) setzen wir s := β(z,w). Dann existiert ein n0 ∈N, so dass β(zn,z)<
r−s fu¨r jedes n≥n0 gilt. Fu¨r diese n haben wir β(zn,w)≤β(zn,z)+β(z,w)<r.
Also ist w∈Br(zn)∩Br(z) und somit 1Br(zn)∆Br(z)(w)= 0 fu¨r jedes n≥n0.
Sei andererseits w∈UN \Br(z), also t := β(z,w)>r. Wa¨hle n0 ∈N so, dass β(z,zn)<
t−r fu¨r jedes n≥n0. Damit ist
β(w, zn) ≥ β(w, z)− β(z, zn) ≥ t− (t− r) = r.
Somit ist w∈UN \Br(zn) und 1Br(zn)∆Br(z)(w)= 0 fu¨r jedes n≥n0. Weil Br(z)\Br(z)
eine ΛN -Nullmenge ist, sind wir fertig. 
Gema¨ss 3.3.4 gilt fu¨r r > 0
v˜r(z) = σv(Br(z))
r≃ v(z) (z ∈ UN ).
falls v ein D-Gewicht ist. v und v˜r erzeugen in diesem Fall denselben Bergman-Raum
mit a¨quivalenten Normen. Oﬀensichtlich hat auch v˜r die Eigenschaft D. Somit ko¨nnen
wir Gewichte mit D immer stillschweigend als stetig voraussetzen.
Korollar 3.3.8. Falls v die Bedingung D(s) fu¨r ein s>N erfu¨llt, so existiert eine




(1− ‖z‖)s ≤ cs
v(z˜)
(1− ‖z˜‖2)s ∀z ∈ UN , z˜ ∈ S(z).

























Dies ergibt die linke Ungleichung. Fu¨r die rechte Ungleichung seien r1> 0 und wz zu

































Dabei geht im letzten Schritt die Deﬁnition von D(s) ein. 
Man rechnet nun leicht nach, dass Apv unter den Voraussetzungen von Korollar 3.3.8
stetig in Aps−N−1 einbettet. Wir werden in 5.2.1 sehen, dass diese Einbettung sogar
kompakt ist, falls v die Bedingung D0(s) erfu¨llt.
Wir zeigen nun, dass D(s) sta¨rker ist als B˜p(s). Es gilt etwas allgemeiner
Satz 3.3.9. Falls v fu¨r ein s>N die Bedingung D(s) erfu¨llt, so genu¨gt vq fu¨r jedes
1<p<∞ und 0<q≤ 1 der Bedingung B˜p(s).



























p− 1 > N
und da vs((p−q)/(p−1))−N−1 fu¨r t > s(p−q)/(p−1) die Bedingung D(t) erfu¨llt, gilt wei-
ter mit 3.3.6∫
S(z)







(1− ‖z‖2)p∗s−qp∗s/p = c v(z)−qp∗/p(1− ‖z‖2)p∗s.
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Insgesamt ergibt sich wie behauptet
σvq(S(z))
1/pσ(vq)p,s(S(z))
1/p∗ ≤ c v(z)q/pv(z)−q/p(1− ‖z‖2)s = c (1− ‖z‖2)s.

Satz 3.3.10. Seien α>−1, 1<p<∞ und s>N . Genau dann erfu¨llt vα die Bedin-
gung B˜p(s), wenn s> (α+1)/p+N .
Beweis. Sei zuerst s> (α+1)/p+N . Dann ist s˜ := p∗(s− (α+N +1)/p)>N .
Fu¨r t > s˜ erfu¨llt
(vα)p,s(z) = (1− ‖z‖2)p
∗(s−(α+N+1)/p) = (1− ‖z‖2)es = ves−N−1
die Bedingung D(t). Also gilt mit 3.3.6







vα erfu¨llt also B˜p(s).





























Weil das letzte Integral divergiert, kann vα nicht B˜p(s) erfu¨llen. 
Fu¨r (α+1)/p+N <s<α+N+1 erfu¨llt vα zwar B˜p(s), nicht aber D(s). Also ist
D(s) echt sta¨rker als B˜p(s). Weiter kann auch aus Cp(r) nicht ohne weiteres auf
B˜p(s) geschlossen werden, denn vα erfu¨llt Cq(r) fu¨r jedes α>−1, wa¨hrend fu¨r B˜p(s)
zusa¨tzlich α<p(s−N)−1 gefordert wird.
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Fu¨r das Weitere beno¨tigen wir spezielle Funktionen. Fu¨r eine Gewichtsfunktion v,
s>N , 0<p<∞, und w,z ∈UN deﬁnieren wir
kv,s,p,z(w) :=
(1− ‖z‖2)s/p
v(z)1/p(1− (w | z))s/p .






(1− (w | z))2
)(α+N+1)/p
.
Dabei bezeichnet cα die Konstante von Seite 27. Direkt aus der Deﬁnition folgt
kα,p,z = kβ,q,z


















gilt fu¨r jedes z ∈UN
‖kα,p,z‖α,p = 1.
Die kα,p,z sind also die in A
p
α normalisierten reproduzierenden Kerne von A
2
α.
Fu¨r D(s)-Gewichte v bilden die Funktionen kv,s,p,z lediglich eine beschra¨nkte Menge
in Apv:
Lemma 3.3.11. Sei v eine Gewichtsfunkion, die D(s) fu¨r ein s>N erfu¨llt. Fu¨r























Die letzte Abscha¨tzung ergibt sich wieder aus der Deﬁnition von D(s). 
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Wir verallgemeinern jetzt U¨berlegungen aus [Dom97] und bestimmen den Dualraum
von A1v fu¨r D-Gewichte v. Dazu beno¨tigen wir Ra¨ume vom Bloch-Typ, welche in
gewisser Weise als L∞-Versionen der Bergman-Ra¨ume betrachtet werden ko¨nnen. Es
handelt sich dabei um Kopien des Raumes L∞(ΛN) und dessen Teilraum C0(UN) :=
{f :UN→C stetig : lim‖z‖→1 |f(z)|=0}.
Sei v eine Gewichtsfunktion. Wir deﬁnieren
X̂v := {f :UN→C messbar, ‖f‖v,∞ := sup
z∈UN
|f(z)|v(z)<∞},
Xv := X̂v∩H(UN ),
X̂0
v





:= X̂0v ∩H(UN ).
Unter ‖·‖v,∞ ist X̂v ein Banach-Raum, und X̂0v ist ein Teilraum von X̂v. Der Multipli-
kationsoperator f→ f ·v vermittelt einen isometrischen Isomorphismus von X̂v auf
L∞(ΛN) und fu¨r stetige Gewichte v von X̂
0
v auf C0(UN). Falls 1/v lokalbeschra¨nkt ist,
so sind auch Xv und X
0
v vollsta¨ndig. In dieser Situation gelten X̂
0
v ⊂ X̂v und X0v ⊂Xv.
Nach 3.3.5 ist dies insbesondere richtig fu¨r D-Gewichte v.
Es kann passieren, dass der Raum X̂v trivial ist. Zum Beispiel folgt aus dem Maxi-
mumprinzip, dass Xv = {0} fu¨r Gewichte v mit lim‖z‖→1 1/|v(z)|=0 gilt.




|f(z)|pdσv(z) ≤ cr ‖f‖pv,p ∀a ∈ UN , 0 < r <∞, (3.4)
dass Apv⊂Xv1/p fu¨r jedes 0<p<∞ gilt und die Einbettung stetig ist. Fu¨r stetige
Gewichte, die lim‖z‖→1v(z)= 0 erfu¨llen, ko¨nnen wir etwas mehr zeigen.
Satz 3.3.12. Fu¨r ein stetiges Cq(r)-Gewicht v mit lim‖z‖→1 v(z)= 0 gilt A
p
v⊂X0v1/p .
Beweis. Seien f ∈Apv, ε> 0 und cr die Konstante aus 3.4. Nach Voraussetzung
existiert L := supz∈UN v(z)
1/p. Wegen 3.1.1 existiert ein 0<r0< 1, so dass




Da fr0 :UN→CN stetig ist, existiert einM > 0 mit |fr0(z)| ≤M fu¨r alle z ∈UN . Weiter
existiert nach Voraussetzung ein 0<r1< 1 mit v(z)
1/p≤ ε/(2M) fu¨r ‖z‖≥ r1. Fu¨r




was die Behauptung beweist. 
Fu¨r a∈UN ist weiter |f(a)| ≤ cr 1v(a)‖f‖v,∞, so dass auch das Auswertungsfunktional
δa : Xv → C : f 7→ f(a)
beschra¨nkt ist.
Wenn v der Bedingung D genu¨gt, ko¨nnen wir mehr zeigen. Fu¨r a∈UN und z ∈Br(a)
existiert eine von a und z unabha¨ngige Konstante cr > 0 mit
|f(z)| ≤ cr 1
v(z)
‖f‖v,∞ ≤ cr 1
v(a)
‖f‖v,∞.




Die Einbettung Xv→H(UN) ist also beschra¨nkt.
Lemma 3.3.13. Sei v eine Gewichtsfunktion mit D(s) (s>N). Fu¨r f ∈A1v und
g ∈Xv1,s ist f ·g ∈A1s−N−1 mit
‖f · g‖s−N−1,1 ≤ ‖f‖v,1 ‖g‖v1,s,∞.
Insbesondere gelten Xv1,s →֒A1s−N−1 und A1v →֒A1s−N−1 mit Norm 1.
Beweis. Die erste Behauptung folgt sofort aus der Deﬁnition von v1,s (vgl. Seite
27) und∫
UN
|f · g|dσs−N−1 =
∫
UN
|f(z)|v(z)|g(z)|v(z)−1(1− ‖z‖2)sdΛN(z) ≤ ‖f‖v,1 ‖g‖v1,s,∞.
Die Zusa¨tze ergeben sich, weil f ≡ 1 zu A1v und g≡ 1 zu Xv1,s geho¨ren (vgl. 3.3.8). 
Als na¨chstes untersuchen wir die auf Seite 31 eingefu¨hrten Projektionen Ps auf den
Ra¨umen L1(σv) und L
∞(ΛN)=L
∞(σv).




mit Bild A1v. Weiter ist
Ps,v : L




(1− (· |w))sdσv(w) (3.6)
wohldefiniert und beschra¨nkt.
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Somit existiert Ps(f)(z) fu¨r fast alle z ∈UN , und es gilt ‖Ps(f)‖v,1≤‖f‖v,1.
Sei jetzt f ∈L∞(ΛN). Oﬀensichtlich ist Ps,vf analytisch. Mit einer Konstanten c> 0













Daher ist Ps,vf ∈Xv1,s mit ‖Ps,vf‖v1,s,∞≤ c‖f‖∞. 
Fu¨r D-Gewichte ko¨nnen wir schliesslich auch den Dualraum von A1v bestimmen.
Satz 3.3.15. Fu¨r jede Gewichtsfunktion v mit D(s) (s>N) gilt
(A1v)
∗ ≃ Xv1,s .
Die Identifikation wird durch den (konjugiert linearen) Isomorphismus
Φ : Xv1,s → (A1v)∗ : g 7→
[
















Beweis. Wegen 3.3.13 gilt fu¨r f ∈A1v und g ∈Xv1,s
|〈f, g〉s| ≤ ‖f‖v,1 ‖g‖v1,s,∞.
Fu¨r jedes g ∈Xv1,s ist also
Φg := 〈·, g〉s ∈ (A1v)∗
wohldeﬁniert und beschra¨nkt mit ‖Φg‖≤‖g‖v1,s,∞, und
Φ : Xv1,s → (A1v)∗ : g 7→ Φg
existiert als beschra¨nkter, konjugiert linearer Operator.
Sei jetzt ϕ∈ (A1v)∗ gegeben. Zu ϕ◦Ps ∈ (L1(σv))∗ existiert ein gϕ ∈L∞(σv)=L∞(ΛN)
mit






























Da Ps,v(gϕ) in Xv1,s liegt, ist Φ also surjektiv. Φ ist auch injektiv, denn falls Φg =0











(1− (w | z))sdΛN(w) = g(z). 
Die im Folgenden eingefu¨hrte Berezin-Transformation u¨bernimmt fu¨r Bergman-Ra¨u-
me die Rolle, welche die Poisson-Transformation bei Hardy-Ra¨umen spielt.
Seien µ ein komplexes (Borel-)Mass auf UN , v eine Gewichtsfunktion, welche D(s)





v(w)q/p|1− (z |w)|sq/pdµ(z) = ‖kv,s,p,w‖
q
µ,q .
Bp,q,sv µ ist die Berezin-Transformierte von µ zu den Daten (v,p,q,s). Zum Beispiel



















|µ|(UN) ≤ 2sq/p ‖µ‖
fu¨r alle w∈UN geho¨rt Bp,q,sv µ zu X̂vq/p mit ‖Bp,q,sv µ‖vq/p,∞≤ 2sq/p‖µ‖. Also wird durch
Bp,q,sv : M(UN)→ X̂vq/p : µ 7→ Bp,q,sv µ
ein beschra¨nkter, linearer Operator deﬁniert, die Berezin-Transformation zu un-
seren Daten.
Ist v sogar eine stetige Gewichtsfunktion, so sieht man wegen der Stetigkeit von
Parameterintegralen, dass auch die Berezin-Transformierte Bp,q,sv µ stetig ist.
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3.4. Hardy-Ra¨ume
Wir fu¨hren an dieser Stelle die Hardy-Ra¨ume auf UN ein, weil sie in verschiedener Hin-
sicht als Grenzfall α=−1 der klassisch gewichteten Bergman-Ra¨ume betrachtet wer-
den ko¨nnen. Wir stellen einige bekannte Resultate zusammen, die wir spa¨ter beno¨ti-
gen werden. Fu¨r eine umfassende Behandlung verweisen wir auf [Dur70] (N =1),
[Rud80] und [Zhu05].
Fu¨r 0<p<∞ besteht der Hardy-Raum
Hp








‖·‖Hp deﬁniert eine vollsta¨ndige min{1,p}-Norm auf Hp. Der Raum
H∞




ist das ein Banach-Raum.
Jede Funktion f ∈Hp (0<p≤∞) kann durch die fu¨r 0<r< 1 auf UN deﬁnierten
Funktionen
fr(z) := f(rz) z ∈ UN
approximiert werden. Genauer haben wir limr→1‖f −fr‖Hp =0.
Ein bekanntes Resultat von Fatou besagt, dass fu¨r jede Funktion f ∈Hp (0<p<∞)
f ∗(ζ) := lim
r→1
f(rζ)
fu¨r mN -fast alle ζ ∈SN existiert, und es gilt
‖f ∗‖p,mN = ‖f‖Hp .
Durch f 7→ f ∗ wird Hp also isometrisch isomorph zu einem Teilraum von Lp(mN).
Wir bezeichnen das Bild mit Hp(SN).
Wie bei den Bergman-Ra¨umen sind die Auswertungsfunktionale
δz : H
p → C : f 7→ f(z)
fu¨r jedes z ∈UN beschra¨nkt. Dies folgt sofort aus der Ungleichung
|f(z)| ≤ 2
N/p
(1− ‖z‖2)N/p ‖f‖Hp , (3.7)
welche fu¨r jedes f ∈Hp und jedes z ∈UN gilt. Bis auf die Konstanten ist dies die
Formel (3.2) mit α=−1. Weil uns dieses Pha¨nomen noch mehrmals begegnen wird,





Wie bei den Bergman-Ra¨umen existiert im Fall p=2 ein reproduzierender Kern, d.h.
eine Funktion K−1( · , ·) auf UN ×SN , so dass K−1(z, ·)∈H2(SN ) fu¨r z ∈UN und
f(z) = δz(f) = (f |K−1(z, · )).
K−1( · , ·) ist der Cauchy-Szego¨-Kern und wird gegeben durch
K−1(z, ζ) =
1
(1− (ζ | z))N .
In Analogie zum Bergman-Raum-Fall deﬁnieren wir fu¨r 0<p<∞ und z ∈UN
k−1,p,z(w) :=
(1− ‖z‖2)N/p
(1− (w | z))2N/p (w ∈ UN ).
Als beschra¨nkte analytische Funktion geho¨rt k−1,p,z fu¨r jedes z ∈UN zuHp. Es handelt












Fu¨r jede kompakte Menge K ⊂UN existiert eine Konstante cK,p> 0, so dass
sup
z∈K
|f(z)| ≤ cK,p ‖f‖Hp ∀f ∈ Hp 0 < p <∞;
Hp bettet also stetig in H(UN ) ein. Aus (3.7) ergibt sich sogar, dass H
p stetig nach
Xv mit v= (1−‖·‖2)N/p einbettet. Wir ko¨nnen etwas mehr zeigen.
Satz 3.4.1. Sei 0<p<∞. Fu¨r v= (1−‖·‖2)N/p gilt Hp⊂X0v . Die Einbettung ist
stetig.
Beweis. Seien f ∈Hp und ε> 0. Wa¨hle 0<r0< 1 so, dass
‖f − fr0‖Hp ≤
ε
2 · 2N/p .
Da fr0 :UN→C stetig ist, existiert ein M > 0 mit
|fr0(z)| ≤M fu¨r alle z ∈ UN .




und dies beweist die Behauptung. 
Fu¨r die Zugeho¨rigkeit einer Funktion zu einem Hardy-Raum sind insbesondere die
Funktionswerte in der Na¨he des Randes entscheidend. Eine Mo¨glichkeit, diese zu
erfassen, bieten Maximalfunktionen. Fu¨r eine stetige Funktion f :UN→C und δ > 0
ist die Maximalfunktion Mδf durch
Mδf(ζ) := sup
z∈Dδ(ζ)
|f(z)| (ζ ∈ SN) (3.9)
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deﬁniert. Fu¨r die Deﬁnition der Approximationsgebiete Dδ(ζ) vgl. (2.11). Es existiert




≤ c ‖f‖Hp . (3.10)





atomare Zerlegung“ von Bergman-Ra¨umen mit D-
Gewichten beruht im Wesentlichen auf Ideen aus [CR80]. Der Fall N =1 wurde fu¨r
v0 bereits in [LP71] erledigt. Fu¨r Bergman-Ra¨ume mit Standardgewichten vergleiche
auch [Zhu05].
Da gewisse Voru¨berlegungen unter allgemeineren Voraussetzungen gelten und wir die-
se spa¨ter nutzbringend verwenden ko¨nnen, holen wir etwas aus. Wir ﬁxieren zuna¨chst
fu¨r ein 0<r<∞ ein r-Netz (zn)n in UN ; sei κ dessen U¨berdeckungskonstante, und
sei 0<p<∞. Weiter sei v eine Gewichtsfunktion, die Cq(r) fu¨r ein 1<q<∞ erfu¨llt.















v → lp : f 7→ (f(zn)σv(Br(zn))1/p)n
ein wohldeﬁnierter und stetiger Operator ist. Falls v fu¨r ein 1<p<∞ der Bedingung
B˜p(s) (s>N) genu¨gt, so erfu¨llt vp,s die Bedingung B˜p∗(s) und damit ebenfalls die
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(1− (· | zn))s .













Fu¨r (an)n ∈ lp ist somit auch ( (1−‖zn‖)sv(zn)1/pσvp,s (Br(zn))1/p∗ an)n ∈ l




































Wir haben gezeigt, dass
T (p)v,s : l





v(zn)1/p(1− (· | zn))s
wohldeﬁniert ist. Oﬀenbar handelt es sich um einen linearen und stetigen Operator.
Betrachten wir fu¨r p=1 eine Gewichtsfunktion v, fu¨r welche v1,s die Bedingung D(s)
fu¨r s>N erfu¨llt, so erhalten wir ebenso einen beschra¨nkten Operator
T (∞)v,s : l





v(zn)1/p(1− (· | zn))s .
Seien nun 0<p≤ 1 und v eine Gewichtsfunktion mit der Eigenschaft D(s) fu¨r ein







|1− (z | a)|sdΛN(z) ≤ c
v(a)
(1− ‖a‖2)s .
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Auch in diesem Fall wird durch
T (p)v,s : l





v(zn)1/p(1− (· | zn))s/p
also ein beschra¨nkter linearer Operator deﬁniert. Zusammen haben wir gezeigt:









v(zn)1/p(1− (· | zn))t
einen beschra¨nkten Operator, falls
(i) 0<p≤ 1, Z =Apv, v die Bedingung D(s) erfu¨llt und t= s/p ist,
oder falls
(ii) 1<p<∞, Z =Apv, v die Bedingungen B˜p(s) und D erfu¨llt und t= s gilt,
oder falls
(iii) p=∞, Z =Xv, v1,s die Bedingung D(s) erfu¨llt und t= s gilt.
Das Ziel ist es nun zu zeigen, dass bei geeignet gewa¨hltem r-Netz der Operator T
(p)
v,t
sogar surjektiv ist. Genauer wollen wir folgenden Satz beweisen.
Satz 3.5.2. Seien 0<p≤∞, v, s und t wie in 3.5.1. Dann existiert ein Operator
Rv :A
p
v→ lp, so dass ∥∥∥T (p)v,t Rv − IdApv∥∥∥ < 1. (3.11)
Somit ist unter diesen Voraussetzungen Apv isomorph zu einem Quotienten von l
p.








σv(Br(zn))1/p(1− ( · | zn))s ,
so gilt fu¨r den Fall 1<p<∞ eine zu 3.5.1(ii) analoge Aussage fu¨r beliebige B˜p(s)-
Gewichte v. Ebenso bleibt unter diesen Bedingungen 3.5.2 richtig. Der Beweis dafu¨r
ergibt sich durch leichte Modifkationen der folgenden Ausfu¨hrungen.
Das folgende zentrale Resultat u¨ber die atomare Zerlegung zeigt, dass mehr mo¨glich
ist.
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Satz 3.5.4. Seien 0<p≤∞, v, s wie in 3.5.1. Dann gelten Xv≃ l∞ sowie Apv ≃ lp
fu¨r 0<p<∞.











v,t gesetzt haben. Also ist P :=RvT0 eine Projektion in l
p. Sofort
rechnet man nach, dass das Bild von P mit dem Bild von Rv zusammenfa¨llt. Dass
daher das Bild von Rv isomorph zu l
p ist, folgt fu¨r 1≤ p≤∞ aus [Pe l60] (vgl. auch
[LT73]) und fu¨r 0<p< 1 aus [Sti72]. 
Fu¨r N =1 und 0<p< 1 vgl. auch [KT82].
Fu¨r den Beweis von 3.5.2 beno¨tigen wir als erstes eine passende Zerlegung des Ein-
heitsballes.
Seien R> 0 fest gewa¨hlt und (wn)n ein R-Netz in UN . Fu¨r 0<r<R sei (zn)n ein
weiteres r-Netz in UN . Wir konstruieren eine spezielle Abza¨hlung der zn. Seien z1,l
(1≤ l≤ l1) diejenigen Folgenglieder, welche in BR(w1), aber nicht in BR/2(wk) fu¨r
k≥ 2 liegen. Weiter seien z2,l (1≤ l≤ l2) die zn aus BR(w2), welche wir noch nicht
gewa¨hlt haben, und die fu¨r kein k≥ 3 in BR/2(wk) liegen. So fortfahrend erhalten wir
eine Abza¨hlung (zk,l)k,l (1≤ k <∞, 1≤ l≤ lk) von (zn)n, so dass jedes zk,l in BR(wk)
liegt und jedes zn in BR/2(zk) unter den zk,l auftritt.
Als na¨chstes konstruieren wir mithilfe des r-Verbandes (zk,l)k,l eine disjunkte U¨ber-
deckung von UN . Wir bilden




und weiter fu¨r 2≤ l≤ l1









Fu¨r k≥ 2 setzen wir








und fu¨r 1≤ l≤ lk












Aus [Lue85b] u¨bernehmen wir
Lemma 3.5.5. Seien 0<R<∞ und 0<p<∞. Dann existiert eine Konstante cR> 0,
so dass




fu¨r jedes f ∈H(UN) und z ∈UN gilt.
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Seien 0<p<∞, v, t und s wie in 3.5.1 gewa¨hlt und

























ein beschra¨nkter Operator. In der Folge unterdru¨cken wir zur Vereinfachung der
Notation die Abha¨ngigkeit von den gewa¨hlten Parametern. Wir sind am Operator
S=T
(p)






(1− ( · | zk,l))t
fu¨r f ∈Apv gegeben. Die Hauptarbeit steckt in folgender Abscha¨tzung.
Lemma 3.5.6. Fu¨r jedes 0<p<∞ und jede D-Gewichtsfunktion v existiert eine
Konstante cR, so dass









fu¨r jedes f ∈Apv gilt.
Beweis. Da die Polynome dicht in Apv liegen, ko¨nnen wir ohne Einschra¨nkung
































∣∣∣∣ f(z)− f(zk,l)(1− (w | zk,l))t
∣∣∣∣ dσβ(z)


















∣∣∣∣(1−(w |zk,l))t(1−(w |z))t −1
∣∣∣∣dσβ(z).
Wir scha¨tzen zuerst I(w) ab. Aus dem Mittelwertsatz folgt fu¨r jedes f ∈H(UN ) und
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Andererseits haben wir fu¨r 1≤ k <∞ und 1≤ l≤ lk∫
Dk,l
|f(z)|















































Aus (3.12), (3.13) und (3.14) folgt die Behauptung. 
Beweis von 3.5.2. Wir u¨bernehmen die Bezeichnungen aus dem Beweis von




































Fu¨r genu¨gend kleine r ist
∥∥∥IdApv−T (p)v,t Rv∥∥∥< 1.




(1− ‖zk,l‖)t ≤ ‖f‖v,∞ supk,l
σβ(Br(zk,l))
(1− ‖zk,l‖)t ≤ cr ‖f‖v,∞
durch







ein beschra¨nkter Operator deﬁniert. Wegen
T
(∞)
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sind wir fertig. 
Wir fu¨gen einige Folgerungen fu¨r den Fall der Standardgewichte vα an.
In [Sha76] wird gezeigt, dass fu¨r N =1 die Mackey-Topologie von Apα (−1<α<∞,
0<p< 1) durch die Norm von A1σ mit σ= (α+2)/p−2 induziert wird. Dabei ist
die Mackey-Topologie die feinste lokalkonvexe Topologie auf Apα, welche denselben
Dualraum wie [Apα,‖·‖α,p] liefert. Mit Hilfe von 3.5.2 ko¨nnen wir das leicht auch fu¨r
beliebige N ≥ 1 beweisen. Konkret haben wir
Satz 3.5.7. Seien α>−1, 0<p< 1 und σ= (α+N +1)/p−N −1. Dann haben wir
Apα⊂A1σ, und die Mackey-Topologie von Apα wird durch die Norm von A1σ induziert.
Beweis. Wie wir spa¨ter sehen werden, bettet Apα stetig in A
1
σ ein. Wie in [Sha76],
Beweis von Theorem 3, bleibt zu zeigen, dass eine beschra¨nkte Menge A⊂Apα exis-
tiert, so dass jedes f ∈Apα mit ‖f‖σ,1≤ 1 im Apα-Abschluss der absolutkonvexen Hu¨lle
von A liegt. Sei also ein f ∈Apα mit ‖f‖σ,1≤ 1 gewa¨hlt. Wegen 3.5.2 existieren eine









gilt. Die Folge der Partialsummen liegt in der absolutkonvexen Hu¨lle der in Apα be-
schra¨nkten Menge A= {ckα,p,z : z ∈UN}. Sie konvergiert punktweise gegen f und ist
in Apα beschra¨nkt. Mit dem Satz u¨ber die majorisierte Konvergenz folgt, dass die
Reihe auch in Apα konvergiert, und wir sind fertig. 
Aus 3.5.2 folgt sofort
Korollar 3.5.8. (i) Fu¨r jedes α>−1 und jedes 0<p≤ 1 existiert eine Folge (zn)n






(1− (w | zn))2(α+N+1)/p
mit einer Folge (an)n ∈ lp besitzt.
(ii) Fu¨r jedes α>−1 und 1<p<∞ existiert eine Folge (zn)n in UN , so dass jedes






(1− (w | zn))α+N+1
mit einer Folge (an)n ∈ lp besitzt.
Dieses Resultat erlaubt es, in gewissen Fa¨llen die Bergman-Ra¨ume Apv durch Teilra¨u-
me zu ersetzen, die isomorph zu einem Quotienten von lp sind. Fu¨r den Spezialfall
N =1 vergleiche [DJR99].
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Nach 3.5.8(i) ist T
(p)
vα,2(α+N+1)





akkα,p,zn(w) (w ∈ UN), (3.16)
mit Folgen (zn)n in UN und (an)n ∈ lp.




der Funktionen f ∈Apα, welche eine Darstellung (3.16) mit Folgen (an)n in lr und
(zn)n in UN zulassen.
3.5.8(i) besagt nun fu¨r α>−1, dass
A
p
α ≃ A(p,p)α (0 < p ≤ 1) (3.17)
gilt.








|an|r)1/r : (3.16) gilt
}
ein min{r,1}-normierter Raum ist. Weiter ist die Abbildung




surjektiv und stetig mit Norm 1. Somit istA
(p,r)
α isometrisch isomorph zum Quotienten
lr(UN )/u
−1(0). Insbesondere haben wir es mit einem min{r,1}-Banach-Raum zu tun.





β (0 < r ≤ p, q <∞)
falls (α+N +1)/p= (β+N +1)/q.
Satz 3.5.9. Fu¨r r≤min{1,p} bettet A(p,r)α stetig mit Norm 1 in Apα ein.
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In beiden Fa¨llen ergibt sich die Behauptung, wenn wir das Inﬁmum u¨ber alle Dar-
stellungen (3.16) von f bilden. 
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4. Carleson-Masse
4.1. Grundbegriffe
Wir u¨bernehmen die Bezeichnungen aus dem vorigen Kapitel. Alle Masse µ auf UN
sind weiterhin positive endliche Borel-Masse. Wir lassen aber die Forderung fallen,
dass µ(O)> 0 fu¨r alle nichtleeren oﬀenen Teilmengen O⊂UN gelten soll.
Seien v eine Gewichtsfunktion und 0<p,q <∞. Ein Mass µ auf UN heisst (v,p,q)-
Carleson-Mass oder q-Carleson-Mass fu¨r Ap
v
, falls durch f 7→ f ein beschra¨nkter
Operator
I : Apv → Lq(µ)
deﬁniert wird. Es soll also eine Konstante c> 0 existieren, so dass
‖f‖q,µ ≤ c ‖f‖v,p (4.1)
fu¨r alle f ∈Apv gilt. Obwohl I im Allgemeinen nicht injektiv ist, sprechen wir im
Folgenden von Carleson-Einbettungen. Zur Abku¨rzung schreiben wir oft auch
I ∈ L(Apv, Lq(µ)),
falls µ ein (v,p,q)-Carleson-Mass ist.
Im Fall v= vα (α>−1) verwenden wir auch die Bezeichnung (α,p,q)-Carleson-
Mass. Unter einem (−1,p,q)-Carleson-Mass verstehen wir ein positives Mass µ
auf UN , so dass
I : Hp → Lq(µ) : f 7→ f
als beschra¨nkter Operator existiert.
Fu¨r ein Mass µ auf UN sei
µ = µs + fdΛN ,
seine Lebesgue-Zerlegung, wobei µs zu ΛN singula¨r und f ∈L1(ΛN) sind. Weiter seien





















fu¨r alle g ∈Apv, so dass mit µ auch µs und fdΛN (v,p,q)-Carleson-Masse sind. Um-





















Unter den singula¨ren Massen spielen die diskreten Carleson-Masse eine spezielle Rolle.
Sei µ ein solches Mass auf UN . Dann existieren eine endliche oder unendliche Folge
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z= (zn)n in UN und eine Folge a= (an)n in l









v → lq : f 7→ (a1/qn f(zn))n
wohldeﬁniert und beschra¨nkt ist.
Absolutstetige Carleson-Masse geho¨ren zu Multiplikationsoperatoren. Ist na¨mlich
µ = hdΛN (0 ≤ h ∈ L1(ΛN))
ein bezu¨glich ΛN absolutstetiges Mass, so ist
Mh1/q : H(UN )→ L0(ΛN) : f 7→ h1/q · f
wohldeﬁniert und linear. Genau dann ist µ ein (v,p,q)-Carleson-Mass, wenn Mh1/q





Kompositionsoperatoren liefern eine weitere Klasse von Carleson-Massen. Fu¨r eine
analytische Funktion ϕ :UN→UN ist der Kompositionsoperator (zum Symbol ϕ)
Cϕ : H(UN )→ H(UN ) : f 7→ f ◦ ϕ
linear und stetig. Fu¨r ein Mass µ auf UN deﬁnieren wir das Mass
µϕ := µ ◦ ϕ−1.
Wegen ∫
UN




ist fu¨r 0<p,q <∞ der Kompositionsoperator
Cϕ : A
p
v → Aqµ : f 7→ f ◦ ϕ
genau dann wohldeﬁniert und beschra¨nkt, wenn µϕ ein (v,p,q)-Carleson-Mass ist.
Wir sind speziell am Fall µ=wσN fu¨r eine Gewichtsfunktion w interessiert. Fu¨r kon-
stante ϕ ist σw,ϕ ein diskretes Mass. Andererseits sind Masse σw,ϕ zu nicht konstanten
Symbolen ϕ bezu¨glich σN absolutstetig. Wir verwenden ein klassisches Argument. Fu¨r
eine nichtkonstante, analytische Funktion ϕ :UN→UN ist
Z := {z ∈ UN : ϕ′(z) = 0}
abza¨hlbar, also eine σN -Nullmenge, und G :=UN \Z ist oﬀen in UN . Fu¨r jedes z ∈G











wobei wir zur Vereinfachung der Notation Bn :=Brzn (zn) setzen. Wir bilden rekursiv
Ω1 :=B1 und weiter Ωn+1 :=Bn+1 \
⋃n
k=1Ωk fu¨r n∈N sowie damit Ω :=
⋃∞
n=1Ωn. Die
Ωn sind paarweise disjunkt, und es gilt σN(UN \Ω)= 0. Fu¨r jede messbare Menge
























































wobei (zj)j die endliche oder unendliche Folge der Punkte in ϕ
−1(z) mit Jϕ(zj) 6=0





im Bergman-Raum-Fall ist das Mass σw,ϕ also absolutstetig bezu¨glich σN , und Wϕ,w
ist seine Dichte. In diesem Fall
”
sind“ Kompositionsoperatoren also auch Multiplika-
tionsoperatoren. Da es aber im Allgemeinen schwierig ist, die Dichten Wϕ,w zu einem
Symbol ϕ eﬀektiv zu berechnen, ist dieses Resultat nur von beschra¨nktem Nutzen.
Deshalb werden wir im Folgenden Kompositionsoperatoren gesondert behandeln.
Kompositionsoperatoren und Multiplikationsoperatoren sind Spezialfa¨lle von gewich-
teten Kompositionsoperatoren, d.h von Operatoren der Form
uCϕ : H(UN )→ L0(ΛN) : f 7→ u · (f ◦ ϕ)
mit einer messbaren Funktion u:UN→C und einer analytischen Funktion ϕ:UN→UN .
Oﬀensichtlich ist uCϕ wohldeﬁniert und linear. Mit u=1 erhalten wir die Komposi-
tionsoperatoren, mit ϕ= idUN die Multiplikationsoperatoren. Eine leichte Rechnung
zeigt, dass uCϕ :A
p
v→Lq(µ) genau dann wohldeﬁniert ist, wenn (|h|qdµ)◦ϕ−1 ein
(v,p,q)-Carleson-Mass ist.
Gewichtete Kompositionsoperatoren erscheinen in natu¨rlicher Weise bei der Untersu-
chung von Kompositionsoperatoren auf Gebieten G⊂CN , die konform a¨quivalent
zu UN sind, d.h. es soll eine biholomorphe Abbildung τ :UN→G existieren. Fu¨r N =1
handelt es sich genau um die einfach zusammenha¨ngenden Gebiete G C. Dies ist
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falsch fu¨r N ≥ 2. Zum Beispiel existiert keine analytische Bijektion vom Einheitsball
UN auf das Produkt U
N
1 (Polydisc). Andererseits existieren solche Abbildungen fu¨r
Gebiete G⊂CN mit C2-Rand, welche eine transitive Automorphismengruppe besit-
zen, ferner fu¨r strikt pseudokonvexe Gebiete G⊂CN mit nichtkompakter Automor-
phismengruppe. Vgl. dazu [Kra82] 10.2.18.1/10.2.18.2.
Wir skizzieren im Folgenden, wie Fragestellungen u¨ber Kompositionsoperatoren auf
zu UN konform a¨quivalenten Gebieten auf solche u¨ber gewichtete Kompositionsope-
ratoren auf UN zuru¨ckgefu¨hrt werden ko¨nnen. Vergleiche dazu fu¨r N =1 [SS03].
Fu¨r a¨hnliche U¨berlegungen im Zusammenhang mit Multiplikationsoperatoren vgl.
[Vuk99]. Sei Ap(G)= {f ∈Lp(σG) : f analytisch}. Dabei bezeichnet σG die Einschra¨n-
kung des normalisierten Lebesgue-Masses (σN (UN )= 1) auf die Borel-Mengen von G.
Mit dem Transformationssatz 2.1.2 sieht man, dass durch
Vp : A
p(G)→ Ap0 : f 7→ (Jτ)2/p · f ◦ τ
ein isometrischer Isomorphismus mit der Inversen
V −1p : A
p
0 → Ap(G) : f 7→
1
((Jτ) ◦ τ−1)2/p f ◦ τ
−1
deﬁniert wird.
Sei ϕ :G→G eine analytische Abbildung. Falls fu¨r 0<p,q <∞
Cϕ : A
p(G)→ Aq(G) : f 7→ f ◦ ϕ











((Jτ) ◦ τ−1 ◦ ϕ ◦ τ)2/p (Jτ)
2/q · (f ◦ τ−1 ◦ ϕ ◦ τ).
Dies ist ein gewichteter Kompositionsoperator uCψ mit
u =
1
((Jτ) ◦ τ−1 ◦ ϕ ◦ τ)2/p (Jτ)
2/q, ψ = τ−1 ◦ ϕ ◦ τ.
Fu¨r Fragen u¨ber Carleson-Masse auf zu UN konform a¨quivalenten Gebieten G modi-
ﬁzieren wir diese U¨berlegungen. Die Gruppe
Aut(G)




erhalten wir ein positives Mass auf G, das unter Aut(G) invariant ist und das nicht
von der Wahl von τ abha¨ngt. Die Bergman-Metrik auf G ist durch
βG(w, z) := β(τ
−1(w), τ−1(z)) w, z ∈ G
deﬁniert (vgl. [Pom92] fu¨r N =1). Auch diese ist von τ unabha¨ngig. Fu¨r z ∈G und
r > 0 bezeichnen wir mit
BGr (z) := {w ∈ G : βG(w, z) < r}
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die oﬀenen Ba¨lle bezu¨glich der Bergman-Metrik auf G.
Fu¨r ein Mass µ auf G wird durch
µτ (A) := µ(τ
−1(A))
ein Mass auf UN deﬁniert. Dieses ha¨ngt zwar von der Wahl der analytischen Bijektion
τ ab, was aber fu¨r unsere Zwecke unerheblich ist. Ist na¨mlich τ0 :UN→G eine weitere
analytische Bijektion, so wird fu¨r 0<p<∞ durch
Lp(µτ )→ Lp(µτ0) : f 7→ f ◦ τ−1 ◦ τ0
ein isometrischer Isomorphismus deﬁniert. Leicht veriﬁzert man
f ∈ Lp(µ)⇔ f ◦ τ ∈ Lp(µτ ).
Ist v :G→]0,∞[ eine messbare Funktion, so deﬁnieren wir durch
dσGv := vdΛG




Analog zur Situation beim Einheitsball deﬁnieren wir den Bergman-Raum zum Mass
µ auf G durch
A
p
µ(G) := {f : G→ C analytisch, f ∈ Lp(µ)}






Mit diesen Bezeichnungen haben wir










Insbesondere ist Apµ(G) bzw. A
p
v(G) genau dann ein (p-)Banach-Raum, wenn A
p
µτ
bzw. Apvτ vollsta¨ndig ist.
Die obigen Identiﬁkationen erlauben es uns, Resultate u¨ber Carleson-Masse auf UN
auch fu¨r Masse auf G anzuwenden. Seien v :G→C eine messbare Funktion mit
v(z)> 0 fu¨r jedes z ∈G und 0<p,q <∞. Ein Mass µ auf G heisst (v,p,q)-Carleson-
Mass, falls
I : Apv(G)→ Lq(µ) : f 7→ f (4.6)
wohldeﬁniert und beschra¨nkt ist. In diesem Fall gilt
Sτ ◦ I ◦ Ŝ−1τ f = f,
so dass auch die Einbettung
I˜ : Apvτ → Lq(µτ ) : f → f (4.7)
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wohldeﬁniert und beschra¨nkt ist. Wird andererseits durch (4.7) ein beschra¨nkter Ope-
rator deﬁniert, so sieht man analog, dass auch der Operator (4.6) wohldeﬁniert und
beschra¨nkt ist.
Die auf UN zuru¨ckgezogenen Gewichte vτ erfu¨llen im Allgemeinen keine der in Ka-
pitel 2 eingefu¨hrten Bedingungen. In wichtigen Fa¨llen existieren aber eine injekti-
ve, analytische Funktion ϕ :UN→C ohne Nullstellen und eine D-Gewichtsfunktion
v˜ :UN→R, so dass gilt
vτ = v ◦ τ = |ϕ|v˜. (4.8)
Fu¨r ein Mass µ auf UN deﬁnieren wir in dieser Situation das Mass µ
ϕ := |ϕ|dµ be-
ziehungsweise die Gewichtsfunktionen v˜ϕ := v˜|ϕ|. Oﬀensichtlich gilt (σev)ϕ= σevϕ . Fu¨r





|f |p|ϕ|dµ = ‖f‖pµϕ,p .
Durch
Mϕ1/p : L
p(µϕ)→ Lp(µ) : f 7→ f · ϕ1/p
wird also ein isometrischer Isomorphismus deﬁniert. Der inverse Operator ist Mϕ−1/p.





Insbesondere ist Apevϕ genau dann ein Banach-Raum, wenn dies fu¨r A
p
ev gilt.
Seien µ, v˜, ϕ, p, q so gewa¨hlt, dass die Carleson-Einbettung
Î : Apev → Lq(µψ) : f 7→ f (4.9)
mit ψ=ϕ−q/p existiert. Wegen
Mψ1/q Î M̂ϕ1/pf = f ∀f ∈ Apevϕ
ist dann auch
I : Apevϕ → Lq(µ) (4.10)
wohldeﬁniert und beschra¨nkt. Sind andererseits die Parameter so gewa¨hlt, dass (4.10)






dass auch der Operator in (4.9) wohldeﬁniert und beschra¨nkt ist.
Neben den Bergman-Ra¨umen mit Gewichten bezu¨glich des invarianten Masses ΛN
sind wir auch an Bergman-Ra¨umen mit Gewichten bezu¨glich des normalisierten Le-
besgue-Masses σN interessiert. Mit dem Transformationssatz 2.1.2 erhalten wir fu¨r
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Das normalisierte Lebesgue-Mass σN ist also bezu¨glich des invarianten Masses abso-
lutstetig, und es gilt
dσN = |Jτ−1( · )|−2(1− ‖τ−1( · )‖2)N+1dΛG.




(vdσN)τ besitzt also bezu¨glich ΛN eine Dichte der Form (4.8) mit ϕ= |Jτ |2 und
v˜= (v ◦ τ)(1−‖·‖2)N+1.
Eine mo¨gliche Verallgemeinerung der Standardgewichte auf zu UN konform a¨quiva-
lente Gebiete bilden die fu¨r α>−1 deﬁnierten Gewichte
vGα (z) := dist(z, ∂G)
α.
Dabei bezeichnet fu¨r ein z ∈CN und A⊂CN
dist(z, A) := inf{‖z − w‖ : w ∈ A}
wie u¨blich den Abstand von z zu A. Oﬀensichtlich ist vGα (z)> 0 fu¨r jedes z ∈G.
Bemerkung 4.1.2. Fu¨r N =1 und einfach zusammenha¨ngendes G C ko¨nnen die
auf U1 zuru¨ckgezogenen Gewichte mit den Standardgewichten auf U1 verglichen wer-




(1− |z|2)|τ ′(z)| ≤ dist(τ(z), ∂τ(U1)) ≤ (1− |z|2)|τ ′(z)|
gilt. (vGα )τ =dist(τ(z),∂τ(U1))
α erzeugt also den gleichen Bergman-Raum wie vα|τ ′|.
Diese Gewichte sind wiederum von der Form (4.8). Wir ko¨nnen also unsere Resultate
auch in dieser Situation anwenden.
4.2. Carleson-Einbettungen fu¨r Bergman-Ra¨ume
Wir betrachten in diesem Kapitel q-Carleson-Masse fu¨r gewichtete Bergman-Ra¨ume
Apv (0<p,q <∞). Dabei beschra¨nken wir uns auf D-Gewichte v. Die Resultate fu¨r




Fu¨r den Spezialfall der Standardgewichte σα sind die nachfolgenden Resultate mehr-
heitlich bekannt. In [OP74] wird der Fall N =1 und p≤ q behandelt. Hastings [Has75]
(fu¨r α=0, p≤ q) und [CW82] (α=0, p= q=2) verallgemeinern diese Resultate auf
den Fall mehrerer Variablen. Der folgende Beweis fu¨r die Charakterisierung der
Carleson-Masse fu¨r D-Gewichte geht zuru¨ck auf Ideen aus [Lue83], wo allerdings
nur der Fall der Standardgewichte behandelt wird.
Satz 4.2.1. Seien s>N , v eine Gewichtsfunktion mit der Eigenschaft D, µ ein Mass


































Hier ist Bp,q,sv µ die in 3.3 eingefu¨hrte Berezin-Transformierte von µ.
Wegen 3.3.4 kann in allen Aussagen der Ausdruck σv(Br(zn))
1/p durch v(zn)
1/p ersetzt
werden. Wir werden in der Folge ha¨uﬁg davon Gebrauch machen.
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(iv)⇒(ii)⇒(iii) sind trivial. Fu¨r den Beweis von (iii)⇒(i) sei (zn)n ein r-Verband, der





















































Bemerkung 4.2.2. Eine Analyse des Beweises zeigt, dass in Satz 4.2.1 auf die End-
lichkeit von µ verzichtet werden kann und sogar beliebige regula¨re Borel-Masse µ auf
UN zugelassen werden ko¨nnen.
Bemerkung 4.2.3. Die Schritte (i)⇒(v)⇒(iv)⇒(ii)⇒(iii) gelten ohne Einschra¨nkung
fu¨r alle 0<p,q <∞.
Wir werden in 4.6.5 sehen, dass fu¨r Standardgewichte vα die Bergman-Ba¨lle Br(z)
durch Carleson-Gebiete S(z) ersetzt werden ko¨nnen. Genauer gilt:
Satz 4.2.4. Fu¨r α>−1 und 0<p≤ q <∞ ist µ genau dann ein (α,p,q)-Carleson-






Wie bereits erwa¨hnt, unterscheiden sich die Resultate fu¨r diesen Fall wesentlich von
den vorangehenden.
Satz 4.2.5. Seien v ein D-Gewicht, µ ein Mass auf UN und 0<q<p<∞. Setze
weiter u := p/(p−q). Die folgenden Aussagen sind a¨quivalent:
(i) I :Apv→Lq(µ) ist wohldefiniert und beschra¨nkt.
























Wie schon vorher, erlaubt es 3.3.4 σv(Br(z)) durch v(z) zu ersetzen.
Fu¨r den Fall N =1 und Standardgewichte hat Luecking zwei Beweise gegeben. Die
Ideen aus [Lue86] wurden spa¨ter in [KC91] aufgegriﬀen. Wir verallgemeinern bei
unserem Beweis die Strategie aus [Lue93].
Beweis. (i)⇒(ii): Seien (an)n in lp und (zn)n ein beliebiger r-Verband mit der

































Dabei haben wir t wie in 3.5.1 gewa¨hlt.
Seien rn die Rademacher-Funktionen (vgl. (1.3)). Ersetzen wir in der vorangehenden
Formel (an)n durch (rn(s)an)n und integrieren nach s∈ [0,1], so erhalten wir unter
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Hierbei ist Aq die Konstante aus der Khinchin-Ungleichung. Fu¨r 2≤ q ergibt die






















































































































































































































































Aus dem Beweis von 4.2.5 ergibt sich fu¨r p> q nicht direkt eine Charakterisierung mit
der Berezin-Transformierten Bp,q,sv µ von µ. In Erga¨nzung zu 4.2.5 haben wir jedoch
Satz 4.2.6. Seien v eine Gewichtsfunktion, welche D(s) fu¨r ein s>N erfu¨llt, µ
ein Mass auf UN , 0<q<p<∞. Falls Bp,q,sv µ∈Lp/(p−q)(ΛN), so ist I :Apv→Lq(µ)
wohldefiniert und beschra¨nkt.
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= c (Bp,q,sv µ)
1/q(w),
wobei c eine von w unabha¨ngige Konstante ist. Aus 4.2.5 folgt die Behauptung. 
Bemerkung 4.2.7. Aus den Beweisen von 4.2.1 und 4.2.5 entnimmt man: Seien µ
ein Mass auf UN und r > 0. Fu¨r jedes 0<p,q <∞ und jede Gewichtsfunktion mit D

















‖Bp,q,sv µ‖∞ ≤ ‖I : Apv → Lq(µ)‖q ≤ c ‖Bp,q,sv µ‖∞ (4.13)












































Korollar 4.2.8. Seien v eine D-Gewichtsfunktion, µ ein Mass auf UN , r > 0 und
0<p,q <∞.
(i) Fu¨r 0<p≤ q <∞ gilt I ∈L(Apv,Lq(µ)) genau dann, wenn Hv,p,q,µ∈L∞(ΛN).
(ii) Fu¨r 0<q<p<∞ gilt I ∈L(Apv,Lq(µ)) genau dann, wenn Hv,p,q,µ ein Element
von Lpq/(p−q)(ΛN) ist.
4.3. Folgerungen
Wir befassen uns zuerst mit einigen Folgerungen, die sich direkt aus den vorangehen-
den Aussagen ergeben. In den folgenden Korollaren bezeichnet µ wie bis anhin ein
endliches positives Borel-Mass auf UN .
Aus 4.2.1 und 4.2.5 erha¨lt man
Korollar 4.3.1. Seien v eine D-Gewichtsfunktion, 0<p,q <∞ und 0< t<∞. Dann
sind folgende Aussagen a¨quivalent:
(i) I ∈L(Apv,Lq(µ)).
(ii) I ∈L(Atpv ,Ltq(µ)).
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Fu¨r die Beschra¨nkheit ist also nur der Quotient p/q massgebend.
Weiter ko¨nnen wir die Stetigkeit von Einbettungen von Bergman-Ra¨umen mit ver-
schiedenen Gewichten miteinander in Beziehung setzen.
Korollar 4.3.2. Seien s,s′>N , v, v˜ D-Gewichte, 0<p≤ r <∞ und 0<q≤ t <∞.











Korollar 4.3.3. Seien 0<p,p′≤ q,r,r′> 0 und v eine Gewichtsfunktion, so dass vr
und vr
′
die Bedingung D erfu¨llen. Falls r/p= r′/p′, so sind a¨quivalent:




Wa¨hlt man v=1−‖·‖2 und r=α+N +1, r′=α′+N +1, so erha¨lt man
Korollar 4.3.4. Seien −1<α,α′<∞, 0<p≤ q <∞ und 0<p′≤ q′<∞. Falls
q · (α+N +1)/p= q′ · (α′+N +1)/p′, dann sind a¨quivalent:
(i) I ∈L(Apα,Lq(µ)).
(ii) I ∈L(Ap′α′ ,Lq(µ)).
Fu¨r p≤ q ist also q · (α+N +1)/p der relevante Parameter.
Insbesondere erlaubt uns 4.2.8, Bedingungen fu¨r die Existenz von Inklusionen zwi-
schen Bergman-Ra¨umen anzugeben.
Korollar 4.3.5. Seien s,s′>N , v,v′ D-Gewichtsfunktionen, und 0<p,q <∞.
(i) Falls p≤ q, so gilt Apv →֒Aqv′ genau dann, wenn ein c> 0 mit v′(z)1/q/v(z)1/p≤ c
fu¨r alle z ∈UN existiert.
(ii) Falls q < p, so gilt Apv →֒Aqv′ genau dann, wenn v′1/q/v1/p ∈Lpq/(p−q)(ΛN).
Fu¨r p= q rechnet man dies leicht direkt nach.
Setzt man nun v(z)= (1−‖z‖2)α+N+1 und v′(z)= (1−‖z‖2)β+N+1, so erha¨lt man ein
fu¨r N =1 wohlbekanntes Resultat (vgl. [Hor74]).
Korollar 4.3.6. Sei −1<α,β <∞ und 0<p,q <∞.
(i) Falls p≤ q, so gilt Apα →֒Aqβ genau dann, wenn (α+N +1)/p≤ (β+N +1)/q.
(ii) Falls q < p, so gilt Apα →֒Aqβ genau dann, wenn (α+1)/p< (β+1)/q.
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Hervorzuheben ist, dass die Bedingung (ii) von der Dimension N unabha¨ngig ist.
Weiter ist in vielen Fa¨llen eine Reduktion auf Hilbert-Ra¨ume mo¨glich.
Korollar 4.3.7. Seien −1<α,α′<∞.
(i) Falls 0<p≤ q <∞ und α′+N +1= q(α+N +1)/p, so gilt I ∈L(Apα,Lq(µ))
genau dann, wenn I ∈L(A2β,L2(µ)).
(ii) Falls 0<q<p<∞ und p′/2= 2/q′= p/q, so gilt I ∈L(Apα,Lq(µ)) genau dann,
wenn I ∈L(A2α,Lq′(µ)) bzw. I ∈L(Ap′α ,L2(µ)).
4.4. Carleson-Einbettungen fu¨r A
(p,r)
α
Die Resultate u¨ber die atomare Zerlegung legen es nahe, dass mindestens teilweise
die Bergman-Ra¨ume Apα durch die Ra¨ume A
(p,r)
α ersetzt werden ko¨nnen. Jedenfalls fu¨r
p≤ q ist die Vermutung richtig. Betrachtet man fu¨r v= vα den Ausdruck in 4.2.1(v)





















(w ∈ UN )
weiterhin die in Apα normalisierten reproduzierenden Kerne. Ob µ ein (α,p,q)-Carle-
son-Mass ist, wird allein durch die Normen von kα,p,z in L
q(µ) bestimmt. Die Ra¨ume
A
(p,r)
α erlauben eine Pra¨zisierung dieser Beobachtungen.
Wir beginnen mit einer Charakterisierung der Existenz und Beschra¨nktheit der for-
malen Identita¨t I :A
(p,r)
α →Lq(µ).
Satz 4.4.1. Seien 0<p,q <∞ und r≤min{1,q}. Dann sind a¨quivalent:
(i) I ∈L(A(p,r)α ,Lq(µ)).
(ii) supz∈UN ‖kα,p,z‖qq,µ<∞.
Beweis. (i)⇒(ii) folgt sofort, da ‖kα,p,z‖α,p,r≤ 1 fu¨r alle z ∈UN gilt.

















































In beiden Fa¨llen folgt die Behauptung durch U¨bergang zum Inﬁmum u¨ber alle Dar-
stellungen (4.15) von f . 
Es ergibt sich direkt das folgende Korollar.
Korollar 4.4.2. Seien 0<p,q <∞, 0<r,s≤min{1,q} und t≥ r/q. Dann sind a¨qui-
valent:
(i) I ∈L(A(p,r)α ,Lq(µ)).
(ii) I ∈L(A(tp,r)α ,Ltq(µ)).
(iii) I ∈L(A(p,s)α ,Lq(µ)).
Im Bezug auf die klassischen gewichteten Bergman-Ra¨ume haben wir:
Satz 4.4.3. Seien 0<p≤ q<∞ und r≤min{1,q}. Dann sind a¨quivalent:
(i) I ∈L(Apα,Lq(µ)).
(ii) I ∈L(A(p,r)α ,Lq(µ)).
Beweis. (i)⇒(ii): Fu¨r p≥ r folgt die Behauptung sofort aus 3.5.9. Sei jetzt p< r.
Aus 4.3.1 und (3.17) folgt, dass I :Arα=A
(r,r)
α →Lqr/p(µ) stetig ist. Fu¨r s= p/r gilt
s≥ p/q= r/(rq/p), und 4.4.2 liefert die Existenz und Stetigkeit von I :A(p,r)α →Lq(µ).
(ii)⇒(i): Fu¨r s= r/p gilt s≥ r/q, und wegen 4.4.2 und (3.17) existiert die Einbettung
I :Arα=A
(r,r)
α →Lqr/p(µ) und ist beschra¨nkt. Mit 4.3.1 folgt (i). 
Fu¨r p≤ q ko¨nnen wir also vom Bergman-Raum Apα auf den im Allgemeinen kleineren
Raum A
(p,r)
α wechseln. Im Gegensatz zu den Bergman-Ra¨umen gelten aber hierfu¨r die
gleichen Charakterisierungen auch im Fall p> q.
Eine weitere interessante Erga¨nzung von 4.2.8 beinhaltet das folgende Korollar.
Korollar 4.4.4. Fu¨r 1≤ q < p<∞ und α>−1 mit Np/q−N −1<α gilt
Hvα,p,q,µ ∈ Lpq/(p−q)(ΛN)⇒ Hvα,p,q,µ ∈ L∞(ΛN).
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Die Umkehrung gilt nicht allgemein, wie folgendes Beispiel zeigt:
Beispiel 4.4.5. Sei N =1, und seien α, p, q wie in Korollar 4.4.4 gewa¨hlt. Weiter
seien (an)n eine Folge in l
∞ \ lp/(p−q) und (zn)n ein r-Netz in U1. Wir betrachten das
Mass µ=
∑
n bnδzn wobei (bn)n ∈ l1 durch bn= |an|(1−|zn|2)q(α+2)/p deﬁniert ist. Eine
leichte Rechnung zeigt, dass Hvα,p,q,µ in L
∞(Λ1), aber nicht in L
pq/(p−q)(Λ1) ist.
4.5. Spezialfa¨lle
Die Resultate in diesem Kapitel haben natu¨rlich Konsequenzen fu¨r Multiplikations-,
Kompositions- und Restriktionsoperatoren. Insbesondere lassen sich die Abha¨ngig-
keiten von den Indizes mehr oder weniger direkt u¨bertragen. Wir streben keine
Vollsta¨ndigkeit an und beschra¨nken uns auf einige wichtige Fa¨lle.
Das durch einen Multiplikationsoperator bzw. einen Kompositionsoperator induzierte
Mass ist nicht immer handlich und sagt wenig u¨ber das zugeho¨rige Symbol aus. Das
a¨ndert sich, wenn wir analytische Symbole betrachten.
Multiplikationsoperatoren
Fu¨r allgemeine Multiplikationsoperatoren erwa¨hnen wir nur ein ganz einfaches spe-
zielles Resultat. Sei µ weiterhin ein positives endliches Borel-Mass auf UN .
Satz 4.5.1. Fu¨r eine messbare Funktion h :CN→C und t > 0 sind a¨quivalent:
(i) Mh :A
p
v→Lq(µ) existiert als beschra¨nkter Operator.
(ii) M|h| :A
p
v→Lq(µ) existiert als beschra¨nkter Operator.
(iii) M|h|1/t :A
tp
v →Ltq(µ) existiert als beschra¨nkter Operator.
Fu¨r Multiplikationsoperatoren mit analytischen Symbolen spielen die in 3.3 eingefu¨hr-
ten Ra¨ume





Satz 4.5.2. Seien h :UN→C analytisch und v, v˜ D-Gewichte.




Genau dann ist Mh :A
p
v→Aqev wohldefiniert und beschra¨nkt, wenn h∈Xw.





Genau dann ist Mh :A
p
v→Aqev wohldefiniert und beschra¨nkt, wenn h∈Apq/(p−q)ew .
Fu¨r N =1 und v= vα und v˜= vβ wurde dieses Resultat in [Zha04] bewiesen. Zuvor
ist bereits der Fall α= β=0 in [Att82] erledigt worden.
Beweis. (i): Setze dµh := |h|qdσev. Nach 4.2.1 ist Mh :Apv→Aqev genau dann wohl-














|h(w)|qdσev(w) ≥ cr v˜(z)
v(z)q/p
|h(z)|q ∀z ∈ UN .
Falls also Mh wohldeﬁniert und beschra¨nkt ist, gilt
sup
z∈UN



























also mit (4.16) die Behauptung.
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(ii): Sei zuerst Mh :A
p
v→Aqev wohldeﬁniert und beschra¨nkt. Gema¨ss 3.2.3 und 3.3.4
























h ∈ Apq/(p−q)ew . (4.17)

















wie behauptet ist Mh wohldeﬁniert und beschra¨nkt. 
Hervorzuheben sind die Fa¨lle, in denen Xw= {0} gilt, d.h. in denen ausser dem tri-
vialen Multiplikationsoperator zum Symbol h=0 keine weiteren existieren. Dies ist
wegen des Maximumprinzips zum Beispiel dann der Fall, wenn lim‖z‖→1w(z)= 0 gilt.
Kompositionsoperatoren
Bei Kompositionsoperatoren ist das Bild wesentlich komplizierter. Im Fall N =1 folgt
aus dem Subordinationssatz von Littlewood (vgl. [CM95] Theorem 2.22), dass fu¨r alle
−1≤α<∞, 0<p<∞ und jede analytische Funktion ϕ :U1→U1 der Kompositions-
operator Cϕ :A
p
α→Apα wohldeﬁniert und beschra¨nkt ist. Fu¨r N ≥ 2 pra¨sentiert sich
die Situation vo¨llig anders. In [MM95] Corollary 69, wird gezeigt:
Satz 4.5.3. Fu¨r jedes N ≥ 2, 0<p<∞ und α>−1 existiert eine analytische Funk-
tion ϕ :UN→UN , so dass Cϕ keinen beschra¨nkten Operator Apα→Apα definiert.
Weitere Beispiele fu¨r solche Symbole ﬁnden sich in [MS86].
Fu¨r Kompositionsoperatoren, deren Symbole Automorphismen sind, ist indessen eine
U¨bertragung der vom Eindimensionalen her bekannten Sa¨tze mo¨glich.
Satz 4.5.4. Seien ϕ :UN→UN analytisch und v, v˜ D-Gewichte.







Ist ϕ∈Aut(UN), so gilt auch die Umkehrung.
(ii) Seien 0<q<p<∞ und ϕ∈Aut(UN). Genau dann ist der Kompositionsopera-
tor Cϕ :A
p




Beweis. (i): Sei w∈ϕ(UN ). Fu¨r jedes z ∈ϕ−1(w) gilt Br(z)⊂ϕ−1(Br(w)) wegen








































Dies liefert die erste Behauptung fu¨r beliebige Symbole ϕ.
Ist sogar ϕ∈Aut(UN ), so gilt ϕ−1(Br(z))=Br(ϕ−1(z)), und wir haben wie vorhin










Da σev ◦ϕ−1 das zum Kompositionsoperator Cϕ :Apv→Aqev geho¨rende Mass ist, sind
wir mit (i) nach 4.2.1 fertig.























Mit 2.2.2 erhalten wir fu¨r die Standardgewichte:
Korollar 4.5.5. Seien α,β >−1 und ϕ∈Aut(UN).
(i) Fu¨r 0<p≤ q <∞ gilt Cϕ ∈L(Apα,Aqβ) genau dann, wenn (α+N +1)/p≤ (β+
N +1)/q.
(ii) Fu¨r 0<q<p<∞ ist Cϕ ∈L(Apα,Aqβ) genau dann, wenn (α+1)/p≤ (β+1)/q.
Wir bekommen also dieselben Bedingungen wie fu¨r Carleson-Einbettungen.
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Restriktionsoperatoren
Fu¨r gewichtete Restriktionsoperatoren (vgl. Seite 56) haben wir zuna¨chst folgendes
Resultat:
Satz 4.5.6. Seien w= (wn)n eine separierte Folge in UN , a= (an)n eine Folge posi-
tiver Zahlen und v eine Gewichtsfunktion, welche D erfu¨llt.
(a) Fu¨r 0<p≤ q <∞ sind a¨quivalent:






(b) Fu¨r 0<q<p<∞ sind a¨quivalent:






Beweis. (a) Aus den U¨berlegungen auf Seite 56 und 4.2.1 folgt, dassRqa,w :A
p
v→lq











setzen. Sei (wn)n δ-separiert. Die Ba¨lle Bδ/2(z) enthalten ho¨chstens ein Folgenglied







falls w∈Br(wn0) (n0 ∈N)
0 falls w 6∈⋃∞n=1Br(wn)
Gema¨ss 3.3.4 sind (4.18) und (a) a¨quivalent.
(b) Wir verwenden die Bezeichnungen aus dem Beweis von (a). Wegen 4.2.5 ist der
Operator Rqa,w :A
p
























































Dieses Resultat gilt oﬀensichtlich auch fu¨r Folgen (wn)n, welche sich als endliche
Vereinigung von separierten Folgen darstellen lassen.
Wir betrachten nun speziell Gewichte der Form (an)n= (v(wn))n, wobei v eine Ge-
wichtsfunktion und (wn)n eine Folge in UN ist. Zur Vorbereitung beweisen wir fol-
gendes Lemma.
Lemma 4.5.7. Genau dann ist eine Folge (wn)n in UN die Vereinigung von endlich
vielen separierten Folgen, wenn ein r > 0 existiert mit
Kr := sup
z∈UN
|Br(z) ∩ {wn : n ∈ N}| <∞.
Beweis. Sei zuerst (wn)n die Vereinigung von endlich vielen δ-separierten Folgen
(wk,n)n (1≤ k≤M), δ > 0. Falls ein z0 ∈UN mit
∣∣Bδ/2(z0)∩{wn :n∈N}∣∣>M exis-
tiert, ﬁnden wir fu¨r ein 1≤ k0≤M Folgenglieder wk0,l und wk0,m in Bδ/2(z), l 6=m.
Fu¨r diese gilt
β(wk0,l, wk0,m) ≤ β(wk0,l, z0) + β(z0, wk0,m) ≤ δ.
Dies steht im Widerspruch zur δ-Separiertheit von (wk0,n)n.
Sei nun die Bedingung erfu¨llt. Br(w1) entha¨lt nach Voraussetzung l1≤Kr Glieder
z1, . . . ,zl1 der Folge (wn)n. Sei Γ
1
k := {zk} fu¨r jedes 1≤ k≤ l1. Fu¨r das erste Element wn1
aus der Folge (wn)n, das noch nicht zugeordnet wurde, gilt β(wn1,w1)≥ r. Gilt w1 ∈Γ1j
(1≤ j≤ l1), so setze Γ2j =Γ1j ∪{wn1}, l2= l1 und Γ2k=Γ1k fu¨r 1≤ k≤ l1, k 6= j. Seien
nun nach m Schritten Mengen Γm1 , . . . ,Γ
m
lm
(lm≤Kr) so konstruiert, dass β(z,w)≥ r
fu¨r z,w∈Γmk (1≤ k≤ lm) und sei w∗ das erste Element der Folge (wn)n, das noch nicht
zugeordnet ist. Nach Voraussetzung entha¨lt Br(w
∗) Elemente w∗1, . . . ,w
∗
k (k≤Kr−1)
der Folge (wn)n, die bereits zugeordnet wurden.
Falls ein 1≤ j≤ lm existiert mit w∗i 6∈Γmj fu¨r alle 1≤ i≤ k, so setzte lm+1= lm, Γm+1j =
Γmj ∪{w∗} und Γm+1i =Γmi fu¨r 1≤ i≤ lm, i 6= j. Dies ist zum Beispiel immer der Fall,
wenn lm=Kr.




i fu¨r 1≤ i≤ lm und
Γmlm+1 = {w∗}.
In beiden Fa¨llen haben wir lm+1≤Kr Mengen Γm+11 , . . . ,Γm+1lm+1 mit β(z,w)≥ r fu¨r
z,w ∈Γm+1i (1≤ i≤ lm+1). Rekursiv erhalten wir Mengen Γ1, . . . ,Γl (1≤ l≤Kr) mit
β(z,w)≥ r fu¨r z,w ∈Γi (1≤ i≤ l) und damit die gesuchten Folgen. 
Korollar 4.5.8. Seien v eine D-Gewichtsfunktion, 0<p≤ q <∞, (wn)n eine beliebi-
ge Folge in UN und an= v(wn)
q/p (n∈N). Genau dann ist Rqa,w :Apv→ lq wohldefiniert
und beschra¨nkt, wenn (wn)n die Vereinigung von endlich vielen separierten Folgen ist.
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Beweis. Genau dann ist Rqa,w :A
p



























Wegen 3.3.4 ist dies a¨quivalent zu
sup
z∈UN








Mit 4.5.7 folgt die Behauptung. 
4.6. Hardy-Ra¨ume
Fu¨r Kompositionsoperatoren auf Hardy-Ra¨umen ist es erforderlich, Masse auf UN zu
betrachten: vgl. [BJar] fu¨r den FallN =1. Wir behandeln hier den mehrdimensionalen
Fall. Wie in Kapitel 3.4 bezeichnen wir fu¨r ein f ∈Hp mit f ∗ dessen fast u¨berall
deﬁnierte Randfunktion.
Wir wissen schon, dass f 7→ f ∗ einen isometrischen Isomorphismus von Hp auf einen
Teilraum von Lp(mN ) deﬁniert, dessen Bild wir mit H
p(SN) bezeichnen. In gewissen
Situationen ist es von Vorteil, die isometrische Einbettung Hp→Hp⊕∞Hp(SN) :
f 7→ (f,f ∗) zu betrachten. Mit f • bezeichnen wir sowohl das Paar (f,f ∗) als auch
jede messbare Funktion F :UN→C, welche F |UN = f und F (ζ)= f ∗(ζ) fu¨r mN -fast
alle ζ ∈SN erfu¨llt.
Seien 0<p,q <∞. Ein Mass µ auf UN heisst (p,q)-Carleson-Mass, falls f 7→ f •
einen beschra¨nkten linearen Operator
J : Hp → Lq(µ)
deﬁniert.
Solche Masse treten insbesondere bei Kompositionsoperatoren zwischen Hardy-Ra¨u-
men auf. In diesem Fall existieren Randfunktionen, die wir ebenfalls in Betracht
ziehen mu¨ssen.
Sei ϕ eine analytische Funktion ϕ :UN→UN und ϕ∗ dessen fast u¨berall deﬁnierte
Randfunktion. Durch
mϕ(B) := mN ((ϕ
∗)−1(B))
fu¨r Borel-Mengen B⊂UN wird ein Mass mϕ auf UN gegeben. Es gilt
Satz 4.6.1. Genau dann definiert Cϕ :H
p→Hq einen beschra¨nkten Operator, wenn
mϕ ein (p,q)-Carleson-Mass ist.
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|(f ◦ ϕ)∗|qdmN =
∫
UN
|f • ◦ ϕ∗|qdmN =
∫
UN
|f •|mϕ = ‖f •‖qq,mϕ
und der Tatsache, dass A(UN) in H
p dicht ist. 
Fu¨r direkte Charakterisierungen durch Eigenschaften von ϕ sind wie bei den Berg-
man-Ra¨umen die Fa¨lle p≤ q und p> q zu unterscheiden. Wir betrachten zuerst den
Fall p≤ q. Wir gehen in zwei Schritten vor und untersuchen zuna¨chst Carleson-Masse,
die nur auf UN deﬁniert sind. Anschliessend erweitern wir die Resultate auf UN .
Wir verallgemeinern im Folgenden ein Resultat von S.C. Power ([Pow85]). Zuna¨chst
zitieren wir ein Resultat aus dieser Arbeit:
Lemma 4.6.2. Es existiert ein c> 0, so dass fu¨r jedes w∈UN
mN (Q(
w
‖w‖ , (1 + 2
√
2)2(1− ‖w‖))) ≤ c mN(Q(w, 1− ‖w‖2)).
Folgende Zerlegung von UN spielt eine zentrale Rolle:
Lemma 4.6.3. Seien g :UN→C stetig, 0<r< 1 und a> 0. Falls ein w∈UN \ rUN
mit |g(w)| ≥ a existiert, gibt es eine (eventuell endliche) Folge (wn)n in UN \ rUN mit
(i) |g(wn)| ≥ a fu¨r jedes n∈N.
(ii) {w : |g(w)| ≥ a}∩ (UN \ rUN)⊂
⋃
nS(wn,4(1−‖wn‖2)).
(iii) Die Mengen Q(wn,(1−‖wn‖2)) sind paarweise disjunkt.
Beweis. Wa¨hle w1 ∈UN \ rUN so, dass |g(w1)| ≥ a gilt und ‖w1‖ minimal ist.
Sind fu¨r ein n∈N w1, . . . ,wn mit wl 6∈S(wk,4(1−‖wk‖2)) fu¨r k 6= l, 1≤ k,l≤n und
|g(wl)| ≥ a fu¨r 1≤ l≤n bereits gewa¨hlt. Wir wa¨hlen wn+1∈UN \ rUN mit wn+1 6∈
S(wk,4(1−‖wk‖2)) fu¨r 1≤ k≤n und |g(wn+1)| ≥ a, und zwar so, dass ‖wn+1‖minimal
ist. Falls kein solches wn+1 existiert, brechen wir ab; sonst fahren wir rekursiv weiter.
Die so erhaltene Folge erfu¨llt nach Konstruktion die Bedingung (i). Ist (wn)n eine end-
liche Folge, so ist (ii) oﬀensichtlich. Fu¨r den Fall einer unendlichen Folge nehmen wir
an, es existiere ein w0 ∈{w : |g(w)| ≥ a}∩UN \ rUN mit w0 6∈ ∪nS(wn,4(1−‖wn‖2)).
Nach Konstruktion gilt ‖w0‖≥‖wn‖ fu¨r jedes n∈N. Somit ist (wn)n vom Rand ∂UN
wegbeschra¨nkt und besitzt einen Ha¨ufungspunkt z ∈UN . Fu¨r n1,n2 mit ‖wn1−wn2‖≤
3(1−‖w0‖2) haben wir
|1−(wn1 |wn2)| ≤ 1−‖wn1‖2+‖wn1 − wn2‖ ≤ 1−‖wn1‖2+3(1−‖w0‖2) ≤ 4(1−‖wn1‖2).
wn2 geho¨rt zu S(wn1,4(1−‖wn1‖2)), was der Konstruktion widerspricht. (iii) folgt
aus 2.4.3, denn nach Konstruktion ist ‖wk‖≤‖wl‖ und wl 6∈Q(wk,4(1−‖wk‖2)) fu¨r
k < l. 
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Satz 4.6.4. Seien 0<p≤ q <∞ und µ ein Mass auf UN . Folgende Aussagen sind
a¨quivalent:
(i) I ∈L(Hp,Lq(µ)).


















Einen Beweis fu¨r den Fall N =1 ﬁndet man in [Dur70] Theorem 9.4. In [CM95]
Theorem 2.37, wird ein Beweis fu¨r N ≥ 1 und p= q gegeben, der auf Ho¨rmander
zuru¨ckgeht.




|1− (w | z)|2
)qN/p
dµ(w) = ‖k−1,p,z‖qq,µ ≤ ‖I‖q ‖k−1,p,z‖qHp ≤ c ‖I‖q .
















(iii)⇒(ii): Seien ζ ∈SN und 0<h< 1. Fu¨r z := (1−h)ζ gilt z/‖z‖= ζ und 1−‖z‖= h.





(ii)⇒(i): Seien µ1 und µ2 die Einschra¨nkungen von µ auf die Borel-Mengen von



















≤ c ‖f‖Hp (4.19)
mit einer Konstanten c= c(N)> 0.
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Die Abscha¨tzungen fu¨r µ2 sind schwieriger. Wa¨hle dazu f ∈Hp und a> 0. Im Falle
{|f | ≥ a}∩ (UN \ (1/2)UN)= ∅, ist µ2({|f | ≥ a})≤mN({M2f ≥ a})q/p natu¨rlich trivi-
al. Im Falle {|f | ≥ a}∩ (UN \ (1/2)UN) 6= ∅ wa¨hle eine Folge (wn)n gema¨ss 4.6.3. Fu¨r
jedes ζ ∈Q(wn,1−‖wn‖) ist dann wn im Approximationsgebiet D2(ζ). Nach 4.6.3(i)
ist |f(wn)| ≥ a. Also haben wir M2f(ζ)≥ |f(wn)| ≥ a. Wir haben gezeigt:⋃
n
Q(wn, (1− ‖wn‖)) ⊂ {M2f ≥ a}.
Dabei ist M2f die Maximalfunktion von (3.9). Da nach Wahl der Folge (wn)n die
Mengen Q(wn,(1−‖wn‖)) paarweise disjunkt sind, folgt∑
n
mN(Q(wn, (1−‖wn‖))) = mN (
⋃
n
Q(wn, (1−‖wn‖))) ≤ mN ({M2f ≥a}). (4.20)





























Wegen der fu¨r t > 0 gu¨ltigen Ungleichung


















































Aus (4.19) und (4.21) folgt die Behauptung. 
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Ein Vergleich mit dem entsprechenden Resultat fu¨r Carleson-Masse fu¨r Bergman-
Ra¨ume zeigt, dass wir die eben bewiesene Charakterisierung erhalten, indem wir in
4.2.1 formal v= v−1 setzen.
Aus der A¨quivalenz der Aussagen (iii) und (iv) des vorangehenden Satzes erha¨lt man
sofort












|1− (w | z)|2
)s
dµ(w) <∞.
Wir haben dies bereits in 4.2.4 verwendet.
Mit 4.6.4 ko¨nnen wir folgendes Resultat u¨ber Einbettungen von Hardy-Ra¨umen in
Bergman-Ra¨ume beweisen.
Korollar 4.6.6. Seien 0<p≤ q <∞ und −1<α<∞. Genau dann gilt Hp →֒Aqα,
wenn N/p≤ (α+N +1)/q.
Beweis. Nach 3.3.6 ist σα
α≃ (1−‖z‖2)α+N+1, also folgt die Behauptung sofort
aus 4.6.4. 
Erneut ist dies der Grenzfall α=−1 aus 4.3.4.
Ist µ ein Mass auf UN , so bezeichnen wir mit µSN und µUN die Einschra¨nkungen von
µ auf die Borel-Mengen in SN beziehungsweise in UN .
Unser Ziel ist der Beweis des folgenden Satzes.
Satz 4.6.7. Seien 0<p≤ q<∞ und µ ein Mass auf UN .
(i) Im Fall p= q ist µ genau dann ein (p,p)-Carleson-Mass auf UN , wenn µUN
ein (−1,p,p)-Carleson-Mass auf UN ist und µSN =FdmN mit einem positiven
F ∈L∞(ΛN) gilt.
(ii) Falls p< q, so ist µ genau dann ein (p,q)-Carleson-Mass auf UN , wenn µUN
ein (−1,p,q)-Carleson-Mass auf UN ist und µSN =0 gilt.
Zur Vorbereitung zeigen wir
Lemma 4.6.8. Seien 0<p≤ q <∞ und µ ein (p,q)-Carleson-Mass auf UN . Dann
existiert ein positives F ∈L∞(mN) mit µSN =FdmN . Fu¨r p< q gilt F =0.
Wir verallgemeinern ein Argument fu¨r den Fall p= q aus [Mac85].
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Beweis. Seien ζ ∈SN und 0<h< 1. Mit w := (1−h)ζ gilt fu¨r jedes z ∈Q(ζ,h)























WegenmN (Q(ζ,h))≃hN (vgl. (2.10)) ist die MaximalfunktionMµSN , deﬁniert durch





beschra¨nkt. Nach [Rud80] 5.2.7 existiert ein F ∈L1(mN ) mit µSN =FdmN . Mit einer
Variante des Diﬀerentiationssatzes von Lebesgue (vgl. [Rud80] 5.3.1) folgt fu¨r fast
alle ζ ∈SN















und damit ergibt sich die Behauptung. 





|f •|qdµ fu¨r f ∈Hp ist µUN ein (−1,p,q)-Carleson-Mass. Aus 4.6.8
ergibt sich F ∈L∞(ΛN) fu¨r (i) und (ii).









|f ∗|pFdmN ≤ (c+ ‖F‖∞) ‖f‖pHp .





|f |qdµUN ≤ c ‖f‖qHp
und sind wiederum fertig. 
Wir kommen jetzt zum Fall p> q. Zuna¨chst betrachten wir Masse auf UN .










Fu¨r N =1 geht dieses Resultat auf [Vid88] zuru¨ck.
Beweis der Notwendigkeit. Sei die Bedingung erfu¨llt. Dann gilt wegen 4.6.2

































































Also ist µ ein (−1,p,q)-Carleson-Mass. 
Um zu beweisen, dass die Bedingung auch hinreichend ist, mu¨ssen wir etwas ausholen.
Wie beim Beweis der analogen Aussage fu¨r Bergman-Ra¨ume werden wir die Khinchin-
Ungleichung verwenden. Eine zentrale Rolle spielen die sogenannten T-Ra¨ume (
”
tent
spaces“), die wir als erstes deﬁnieren. Fu¨r Details und Beweise der nachfolgend auf-
gefu¨hrten Ergebnisse verweisen wir insbesondere auf [CO97].






, ζ ∈ SN .
Fu¨r r=∞ setzen wir
A∞,ν(f)(ζ) := ν- ess-supz∈Dδ(ζ) |f(z)|, ζ ∈ SN .
• Fu¨r β > 0 und eine Menge A⊂SN sei das ”Zelt“ (tent) u¨ber A durch





• Der T-Raum T s
r
(ν) besteht aus ν-A¨quivalenzklassen von messbaren Funktio-
nen f :UN→C, welche die Bedingung
Ar,ν(f) ∈ Ls(mN)
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erfu¨llen. Die min{s,1}-Norm fu¨r ein f ∈T sr (ν) wird durch
‖f‖T sr (ν) = ‖Ar,ν(f)‖Ls(mN )
gegeben. Ist ν =
∑∞
k=1 δzk mit einer separierten Folge (zk)k in UN , so schreiben
wir auch T sr (zk) anstelle von T
s
r (ν), und eine Funktion g ∈T sr (zk) notieren wir
als Folge (ck)k mit ck = g(zk).
Satz 4.6.10 ([CO97], Lemma 3.1). Seien λ∈N und 0<p<∞. Im Falle p> 2 sei
zusa¨tzlich N +λ+1> 2N/p erfu¨llt. Ist (zk)k eine separierte Folge in UN , so ist
Ψλ : T
p





(1− (z | zk))N+λ+1
ein wohldefinierter und beschra¨nkter Operator.
Aus [CO97] u¨bernehmen wir ferner






|1− (z | zk)|2(N+λ+1) ck
)q/2
dµ(z) ≤ ‖(ck)k‖qT p2 (zk) (4.23)
fu¨r alle Folgen (ck)k in T
p





µ(T β(Q(z0, δ(1− ‖z‖))))
(1− ‖z‖2)N
)p/(p−q)
dmN (ζ) <∞. (4.24)
Satz 4.6.12. Seien 2≤ q < p. Erfu¨llt ein Mass µ≥ 0 auf UN die Bedingung (4.24),








Damit verfu¨gen wir u¨ber alle Hilfsmittel, um den Beweis von 4.6.9 zu beenden.
Abschluss des Beweises von 4.6.9. Seien zuerst p>q≥ 2 und µ ein (−1,p,q)-
































Setzt man ck = rk(t) (Rademacher-Funktionen), integriert nach t und wendet den Satz





































Dies ist (4.23) aus 4.6.11. Somit erfu¨llt µ auch (4.25) und wir sind mit 4.6.12 fu¨r q≥ 2
fertig.
Fu¨r den allgemeinen Fall p> q wa¨hle ein n∈Nmit nq≥ 2. Weil np/(np−nq)=p/(p−q)
ist, sind wir fertig, wenn wir zeigen ko¨nnen, dass jedes (−1,p,q)-Carleson-Mass auch
ein (−1,np,nq)-Carleson-Mass ist. Dies ist aber einfach. Sei f ∈Hnp. Weil fn ∈Hp














Nachdem wir ausfu¨hrlich u¨ber die Charakterisierungen von Carleson-Einbettungen
gesprochen haben, wenden wir uns der Frage der Zugeho¨rigkeit dieser Einbettungen
zu weiteren Banach-Idealen zu. Wir legen zuerst einige allgemeinen Notationen fest.
Sei dazu A ein (Links-)Banach-Ideal. Weiter seien v ein D-Gewicht und 1≤ p,q <∞.
Falls ein Mass µ auf UN ein (v,p,q)-Carleson-Mass ist und zusa¨tzlich der Operator
I :Apv→Lq(µ) zu A(Apv,Lq(µ)) geho¨rt, schreiben wir in der Folge I ∈A(Apv,Lq(µ)).
5.2. Kompaktheit
Wir formulieren und beweisen zuna¨chst Charakterisierungen der Kompaktheit der
Carleson-Einbettungen. Die Idee, dass man dafu¨r einfach die O-Bedingungen fu¨r die
Stetigkeit durch die entsprechenden o-Bedingungen zu ersetzen hat, kann nur in be-
schra¨nktem Umfang und unter zusa¨tzlichen Voraussetzungen besta¨tigt werden. Wir
beginnen mit dem einfacheren Fall p≤ q.
Der Fall p≤ q
Satz 5.2.1. Sei v eine Gewichtsfunktion, die D0 erfu¨llt, 0<p≤ q <∞ und r > 0.
Dann sind fu¨r ein (v,p,q)-Carleson-Mass µ folgende Aussagen a¨quivalent:
(i) I :Apv→Lq(µ) ist kompakt.





















Beweis. (i)⇒(v): Sei (zn)n ein Folge in UN mit limn→∞‖zn‖=1. Dann konver-
giert (kv,s,p,zn)n in L
q(µ) gegen 0. Andernfalls existiert na¨mlich ein ε> 0 und ei-
ne Teilfolge (znk)k mit
∥∥kv,s,p,znk∥∥q,µ≥ ε fu¨r jedes k ∈N. Da I kompakt ist, besitzt
(kv,s,p,znk )k eine in L
q(µ) konvergente Teilfolge. Deren Grenzwert ist Null, da kv,s,p,znk
punktweise gegen Null konvergiert: Widerspruch. Die Behauptung (v) ergibt sich aus
|(Bp,q,sv µ)(znk)|=
∥∥kv,s,p,znk∥∥qq,µ fu¨r jedes k ∈N.
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≤ cr |(Bp,q,sv µ)(z)| ,
was in 4.2.1 gezeigt wurde.
(iv)⇒(ii) und (ii)⇒(iii) sind oﬀensichtlich.
(iii)⇒(i): Sei (zn)n der r-Verband aus (iii), und sei κ dessen U¨berdeckungskonstante.
Wegen Korollar 3.2.5 ist jede Folge in BApv auch in H(UN ) beschra¨nkt und besitzt
daher eine Teilfolge (fnk)k, die gleichma¨ssig auf kompakten Mengen gegen ein f aus
H(UN ) konvergiert (normale Familie). Aus dem Lemma von Fatou folgt, dass f wieder
in BApv liegt. Wir setzen gk := fnk−f . Nach Voraussetzung existiert zu jedem ε> 0








































mit c := cr,q,pκ2






gilt, denn (gk)k konvergiert gleichma¨ssig auf Kompakta gegen die Nullfunktion. Fu¨r


















Also ist (gk)k eine Nullfolge in L
p(µ), und wir sind fertig. 
Der Fall p> q
Hierfu¨r sieht die Situation ganz anders aus.
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Satz 5.2.2. Seien 0<q<p<∞ und v eine Gewichtsfunktion, die D erfu¨llt. Dann
ist jedes (v,p,q)-Carleson-Mass µ kompakt.




wobei u := p/(p−q). Sei (fn)n eine Folge in BApv . Wie in 5.2.1 ko¨nnen wir ohne Ein-
schra¨nkung annehmen, (fn)n konvergiere gleichma¨ssig auf Kompakta gegen Null. Mit
















































dσv(z) ≤ (ε/2)u. (5.3)
(fn)n konvergiert gleichma¨ssig auf rεUN gegen Null. Weiter ﬁnden wir eine natu¨rliche
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Aus (5.2), (5.5) und (5.6) ergibt sich fu¨r n≥n0∫
UN
|fn|qdµ ≤ crε,
und wir sind fertig. 
Mindestens Teile von 5.2.2 ko¨nnen leichter mit funtionalanalytischen Mitteln bewie-
sen werden. Wir skizzieren drei Beispiele:
• Seien v ein D-Gewicht, 1≤ q≤ 2<p<∞ und µ ein beliebiges Mass. Dann ist
jeder Operator u :Apv→Lq(µ) kompakt.
Ein Satz von Kwapien´ (vgl. [Kwa70] oder [DJT95] 12.19) garantiert die
Existenz einer Faktorisierung u :Apv
w→ l2 v→Lq(µ). Mit atomarer Zerlegung und
dem Satz von Pitt sehen wir, dass w und somit auch u kompakt sind.
• Seien v ein D-Gewicht, 1≤ q, max{2,q}<p und µ ein beliebiges Mass. Dann
ist jeder Operator u :Apv→Lq(µ) kompakt.
Dies folgt sofort aus Rosenthals Erweiterung des Satzes von Pitt (vgl. 1.1.2)
und atomarer Zerlegung.
• Seien v eine Gewichtsfunktion, welche D erfu¨llt, 1<p<∞ und µ ein (v,p,q)-
Carleson-Mass. Dann ist I :Apv→L1(µ) kompakt.
Da Apv reﬂexiv ist, genu¨gt es, die Vollstetigkeit von I zu zeigen (vgl. Seite
4). Sei dazu (fn)n eine schwache Nullfolge in A
p
α. Dann konvergiert (fn(z))n
fu¨r jedes z ∈UN gegen 0. Nach dem Satz von Dunford-Pettis (vgl. z.B. [Die84]
Seite 93) ist (fn)n als schwache Nullfolge in L
1(µ) gleichgradig integrierbar, d.h.
(fn)n ist in L
1(µ) beschra¨nkt, und fu¨r jedes ε> 0 existiert ein δ > 0, sodass fu¨r




Mit dem Satz von Egoroﬀ (vgl. [Rud87] Seite 73) existiert eine messbare Menge
E⊂UN mit µ(UN \E)<δ, so dass (fn)n aufE gleichma¨ssig gegen 0 konvergiert.










Wir haben also limn→∞‖fn‖1,µ=0.
Weitere Fa¨lle ko¨nnen durch reelle Interpolation fu¨r Operatoren zwischen (Quasi-)-
Banach-Ra¨umen abgedeckt werden. Dabei ist zu beachten, dass Kompaktheit erhal-
ten bleibt, wenn einer der Operatoren kompakt ist, mit denen wir die Interpolation
starten.
5.3. Folgerungen
Wie im Falle der Stetigkeit ko¨nnen wir nun die Kompaktheit von Carleson-Einbet-
tungen mit verschiedenen Gewichten miteinander in Beziehung setzen.
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Korollar 5.3.1. Seien s,s′>N , v,v′ Gewichte die D0 erfu¨llen, 0<p≤ r <∞ und





existiert, so sind folgende Aussagen a¨quivalent:
(i) I ∈K(Apv,Lr(µ)).
(ii) I ∈K(Aqv′ ,Lt(µ)).
Insbesondere haben wir fu¨r v= v′:
Korollar 5.3.2. Sei v eine Gewichtsfunktion mit D0, 0<p≤ q <∞ und 0< t<∞.
Dann gilt I ∈K(Apv,Lq(µ)) genau dann, wenn I ∈K(Atpv ,Ltq(µ)).
Ebenso gilt
Korollar 5.3.3. Seien s,s′>N ,r,r′> 0, v eine Gewichtsfunktion, so dass vr und vr
′
die Bedingung D0 erfu¨llen. Falls qr/p= q′r′/p′, so sind a¨quivalent:






Die Resultate fu¨r die Standardgewichte erhalten wir durch die Wahl v=1−‖·‖2 und
r=α+N +1, r′=α′+N +1.
Korollar 5.3.4. Seien −1<α,α′<∞, 0<p≤ p′<∞ und 0<q≤ q′<∞. Gilt weiter
q(α+N +1)/p= q′(α′+N +1)/p′, so sind a¨quivalent:
(i) I ∈K(Apα,Lq(µ)).
(ii) I ∈K(Ap′α′ ,Lq
′
(µ)).
Wie bei der Stetigkeit ist q(α+N +1)/p der relevante Parameter.
Fu¨r Inklusionen zwischen Bergman-Ra¨umen erhalten wir zuna¨chst
Korollar 5.3.5. Seien v,v′ D0-Gewichtsfunktionen, und 0<p≤ q <∞. Genau dann
ist I :Apv →֒Aqv′ kompakt, wenn lim‖z‖→1v′(z)1/q/v(z)1/p=0.
Weiter gilt dann speziell fu¨r die Standardgewichte:
Korollar 5.3.6. Seien 0<p≤ q <∞, α,β >−1. Genau dann gilt I ∈K(Apα,Aqβ),
wenn (α+N +1)/p< (β+N +1)/q.
L1(µ) besitzt die Dunford-Pettis-Eigenschaft: schwach kompakte Banach-Raum-Ope-
ratoren L1(µ)→X sind vollstetig. Fu¨r Carleson-Einbettungen erhalten wir sogar:
Satz 5.3.7. Seien v ein D-Gewichtsfunktion und µ ein Mass auf UN . Existiert der
Operator I :A1v→L1(µ) und ist schwach kompakt, so ist er sogar kompakt.
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Beweis. Sei (fn)n eine Folge in BA1v . Dann existiert eine Teilfolge (fnk)k, welche
gleichma¨ssig auf Kompakta gegen ein ein f ∈A1v konvergiert. Setze gk := fnk−f . Nach
Voraussetzung ist {I(gk)}k in L1(µ) relativ schwach kompakt und damit gleichgradig
integrierbar. Zu ε> 0 existiert deshalb ein δ > 0, so dass fu¨r jede messbare Menge
A⊂UN mit µ(A)<δ und jedes k∈N gilt∫
A
|gk|dµ ≤ ε/2.
Da µ regula¨r ist, existiert eine kompakte Menge K ⊂UN mit µ(UN \K)≤ δ. Wei-
ter existiert ein k0∈N, so dass |gk(z)| ≤ ε/2µ(K) fu¨r jedes z ∈K und jedes k≥ k0.









|gk|dµ≤ ε. (gk)k kon-
vergiert also in L1(µ) gegen 0. Damit ist I kompakt. 
5.4. Kompakte Carleson-Masse fu¨r A
(p,r)
α
Genau wie bei der Stetigkeit ko¨nnen wir schliesslich die Ra¨ume A
(p,r)
α mit einbeziehen.
Dazu zwei vorbereitende Lemmata.
Lemma 5.4.1. Seien 0<r≤ p≤ 1, A 6= ∅ eine beliebige Menge und X ein p-Banach-
raum. Genau dann ist ein beschra¨nkter Operator T : lr(A)→X kompakt, wenn die
Menge AT := {Tex : x∈A} in X relativkompakt ist.
Beweis. Fu¨r kompakte T ist AT oﬀensichtlich relativkompakt. Fu¨r die andere
Richtung verwenden wir Blr(A)=acxr{ex : x∈M}. Mit der Stetigkeit folgt
T (Ulr(A)) = T (acxr{ex : x ∈ A}) ⊂ T (acxr {ex : x ∈ A}) = acxr AT ⊂ acxpAT ,
und das ist relativkompakt (vgl. [Jar81] 6.7.1). 
Lemma 5.4.2. Seien −1<α<∞ und 0<p,q <∞. Falls lim‖z‖→1‖kα,p,z‖q,µ=0, so
ist A := {kα,p,z : z ∈UN} relativkompakt in Lq(µ).
Beweis. Sei (zn)n eine Folge in UN . Falls eine Teilfolge (znk) mit limk→∞‖znk‖=1
existiert, so hat (kα,p,zn)n wegen der Voraussetzung die Nullfunktion als Ha¨ufungs-
punkt. Falls dies fu¨r keine Teilfolge gilt, existiert ein 0<R< 1 mit ‖zn‖≤R fu¨r jedes
n∈N, und (zn)n besitzt eine gegen z ∈UN konvergente Teilfolge. Ohne Einschra¨nkung
sei diese Teilfolge (zn)n selbst. Man sieht direkt, dass kα,p,zn punktweise gegen kα,p,z






Aus dem Satz u¨ber die majorisierte Konvergenz folgt, dass die kα,p,zn sogar in L
q(µ)
gegen kα,p,z konvergieren, und das wollten wir zeigen. 
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Satz 5.4.3. Seien 0<p,q <∞ und r≤min{1,q}. Genau dann gilt I∈K(A(p,r)α ,Lq(µ)),
wenn lim‖z‖→1‖kα,p,z‖q,µ=0.
Beweis. Wir nehmen zuerst an, I˜ :Apα→Lq(µ) sei nicht kompakt. Dann existie-
ren ein ε> 0 und eine Folge (zn)n in UN mit ‖kα,p,z‖q,µ≥ ε fu¨r alle n∈N. Da (kα,p,zn)n
in A
(p,r)
α beschra¨nkt und I kompakt ist, existiert eine Teilfolge (znk)k von (zn)n, so
dass (kα,p,znk )k gegen ein f ∈Lq(µ) konvergiert. Aber (kα,p,znk )k strebt punktweise
gegen die Nullfunktion, so dass f =0 sein muss: Widerspruch.
Fu¨r die andere Richtung sei Q : lr(UN)→A(p,r)α die durch Qez = kα,p,z gegebene Sur-
jektion. Weiter sei T := IQ. Wegen Lemma 5.4.2 ist {Tez : z ∈UN} relativkompakt.
Mit Lemma 5.4.1 ko¨nnen wir auf die Kompaktheit von T schliessen. Somit ist auch
I :A
(p,r)
α →Lq(µ) kompakt. 
Daraus ergeben sich die folgenden beiden Korollare.




α →Lq(µ) ist kompakt.
(ii) I :A
(tp,r)
α →Ltq(µ) ist kompakt.
(iii) I :A
(p,s)
α →Lq(µ) ist kompakt.
Korollar 5.4.5. Seien 0<p,q <∞ und r,s≤min{1,q}. Dann sind a¨quivalent:
(i) I :A
(p,r)
α →Lq(µ) ist kompakt.
(ii) I :A
(p,s)
α →Lq(µ) ist komapkt.
Wie bei der Stetigkeit beweist man
Satz 5.4.6. Seien 0<p≤ q<∞ und r≤min{1,q}. Dann sind a¨quivalent:
(i) I :Apα→Lq(µ) ist kompakt.
(ii) I :A
(p,r)
α →Lq(µ) ist kompakt.
Beweis. (i)⇒(ii) Die Behauptung fu¨r p≥ r folgt sofort aus 3.5.9. Im Fall p< r
folgt aus Korollar 5.3.2 und (3.17) die Kompaktheit von I :Arα=A
(r,r)
α →Lqr/p(µ). Ist
s= p/r, so gilt s≥ p/q= r/(rq/p). Mit Korollar 5.4.4 schliessen wir auf die Kompakt-
keit von I :A
(p,r)
α →Lq(µ).
(ii)⇒(i) Fu¨r s= r/p gilt s≥ r/q. Wegen Korollar 5.4.4 und (3.17) ist die Einbettung
I :Arα=A
(r,r)
α →Lqr/p(µ) kompakt. Aus Korollar 5.3.2 folgt sofort (i). 
Anwendungen
Mit den Methoden, welche analog zu denjenigen sind, die wir in den Beweisen zur
Charakterisierung von stetigen Multiplikationsoperatoren verwendet haben (vgl. Seite
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71 ﬀ.), erhalten wir die folgenden Resultate. Dabei verwenden wir wieder die bereits
eingefu¨hrten Banach-Ra¨ume
X0v := {f : UN → C analytisch, : lim
‖z‖→1
|f(z)|v(z) = 0}
Satz 5.4.7. Seien h :UN→C analytisch, v und v˜ Gewichtsfunktionen, welche D0








v→Aqev ist wohldefiniert und kompakt.
(ii) h∈X0w.
Satz 5.4.8. Es sind a¨quivalent:
(i) Mh :A
p
v→Lq(µ) existiert als kompakter Operator.
(ii) M|h| :A
p
v→Lq(µ) existiert als kompakter Operator.
(iii) M|h|1/t :A
tp
v →Ltq(µ) existiert als kompakter Operator.
Wie schon bei der Stetigkeit ist fu¨r Kompositionsoperatoren auch bei der Kompakt-
heit die U¨bertragung der aus dem Fall einer Vera¨nderlichen bekannten Resultate nicht
ohne weiteres mo¨glich.
Seien N =1 und ϕ :U1→U1 eine analytische Funktion. Falls der Kompositionsope-
rator Cϕ :A
p
α→Apα fu¨r eine Wahl der Parameter α>−1 und 0<p<∞ kompakt ist,
so gilt dies auch fu¨r jede andere Wahl. Dies wird mit Hilfe einer Charakterisierung
der Kompaktheit durch die Winkelableitung gezeigt. Im Fall N ≥ 2 ist das falsch: fu¨r
verschiedene Werte von α>−1 ha¨ngen die Klassen von kompakten Kompositions-
operatoren Cϕ :A
p
α→Apα von α>−1 ab. Wir verweisen fu¨r Details auf [MS86].
Fu¨r Symbole ϕ∈Aut(UN ) u¨bertragen sich jedoch wiederum die von N =1 her be-
kannten Resultate. Eine oﬀensichtliche Modiﬁkation von 4.5.4 ergibt
Satz 5.4.9. Seien ϕ∈Aut(UN ), und v, v˜ Gewichtsfunktionen, welche D0 erfu¨llen und
0<p≤ q <∞. Dann sind a¨quivalent:
(i) Cϕ :A
p






Fu¨r die Standardgewichte bedeutet dies:
Korollar 5.4.10. Seien α,β > 0 und ϕ∈Aut(UN ) und 0<p≤ q <∞. Genau dann
gilt Cϕ ∈K(Apα,Aqβ), wenn (α+N +1)/p< (β+N +1)/q.
Auch die Charakterisierung kompakter Restriktionsoperatoren liefert im Fall p≤ q
keine U¨berraschung.
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Korollar 5.4.11. Seien w= (wn)n die endliche Vereinigung von separierten Folgen
in UN , a= (an)n eine Zahlenfolge und v eine Gewichtsfunktion, welche D
0 erfu¨llt.
Fu¨r 0<p≤ q <∞ sind a¨quivalent:
(i) Rqa,w :A
p







Wie bei der Stetigkeit gehen wir in zwei Schritten vor. Wir beweisen zuerst die Resul-
tate fu¨r Mass µ auf UN und erweitern diese anschliessend auf Masse auf UN . Fu¨r ein
(−1,p,q)-Carleson-Mass µ (0<p≤ q <∞) auf UN wird sich zeigen, dass das Rand-
mass µSN verschwindet, falls die Carleson-Einbettung kompakt ist.
Fu¨r Masse auf UN erhalten wir
Satz 5.5.1. Sei p≤ q und µ ein Mass auf UN . Dann sind a¨quivalent:
(i) I :Hp→Lq(µ) existiert und ist kompakt.


















Formal ist dies wieder der Fall α=−1 in 5.2.1.
Wir verwenden im Beweis ohne spezielle Referenz die in 4.6.4 hergeleiteten Abscha¨t-
zungen.
Beweis. (i)⇒(iv): Sei (zn)n eine Folge in UN mit limn→∞‖zn‖=1. Wie im Beweis








(iv)⇒(iii): Dies folgt sofort aus
µ(S(z))




|1− (w | z)|2Nq/pdµ(w).
(iii)⇒(ii): Wir wa¨hlen z ∈UN zu gegebenem ζ ∈SN und 0<h< 1 wie in 4.6.4. Lassen
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mit einer von ζ unabha¨ngigen Konstanten c> 0.
(ii)⇒(i): Sei (fn)n eine in Hp beschra¨nkte Folge. Dann existiert eine Teilfolge, die
gleichma¨ssig auf Kompakta gegen eine analytische Funktion f konvergiert. Sei ohne
Einschra¨nkung (fn)n selbst diese Teilfolge. Mit dem Lemma von Fatou sieht man,
dass f ∈Hp ist. Wir ko¨nnen also f =0 annehmen.




0<h≤h0 und alle ζ ∈SN . Setze r0 := 1−h0/(1+2
√
2)2. Sei µ1 die Einschra¨nkung
von µ auf die Borel-Mengen von UN \ r0UN . Da (fn)n gleichma¨ssig auf r0UN gegen
Null konvergiert, existiert ein n0 ∈N mit
∫
r0UN
|fn|qdµ≤ ε fu¨r jedes n≥n0. Sei nun
n≥n0 und a> 0 fest gewa¨hlt. Wir behaupten, dass
µ1({|fn| ≥ a}) ≤ c εmN({M2fn ≥ a})q/p. (5.7)
gilt. Dies ist klar, falls {|fn| ≥ a}∩ (UN \ r0UN )= ∅. Falls {|fn| ≥ a}∩ (UN \ r0UN ) 6= ∅
wa¨hle eine Folge (wn)n wie in 4.6.3. Nach Wahl von h0 und r0 haben wir
(1 + 2
√
2)2(1− ‖wk‖) ≤ (1 + 2
√
2)2(1− r0) = h0,
also
µ1(S(wk/‖wk‖, (1 + 2
√
2)2(1− ‖wk‖)) < ε((1 + 2
√
2)2(1− ‖wk‖))Nq/p.
Eine oﬀensichtliche Modiﬁkationen des Beweises von 4.6.4 ergibt (5.7). Daraus folgt
wie in 4.6.4 ∫
UN
|fn|qdµ1 ≤ c ε ‖fn‖qHp









|fn|qdµ ≤ (1 + c)ε
(fn)n konvergiert in L
q(µ) gegen 0. Also ist I :Hp→Lq(µ) kompakt. 
Satz 5.5.2. Seien µ ein Mass auf UN und 0<p≤ q <∞. Genau dann ist µ ein
kompaktes (p,q)-Carleson-Mass auf UN , wenn µUN ein kompaktes (−1,p,q)-Carleson-
Mass auf UN ist und µSN =0 gilt.
Beweis. Oﬀensichtlich ist µ ein kompaktes (p,q)-Carleson-Mass auf UN , falls µUN
ein kompaktes (−1,p,q)-Carleson-Mass auf UN ist und µSN =0 gilt.
Sei also µ ein kompaktes (p,q)-Carleson-Mass auf UN . Fu¨r eine beschra¨nkte Folge
(fn)n in H
p existieren also eine Teilfolge (fnk)k und eine Funktion f ∈Lq(µ) mit
limk→∞
∥∥f •nk−f∥∥q,µ=0. Wegen ‖fnk−f‖q,µUN ≤∥∥f •nk−f∥∥q,µ ist µUN ein (−1,p,q)-
Carleson-Mass.
Seien ζ ∈SN und (hn)n eine Folge in [0,1] mit limn→∞hn=1. Setze wn= (1−hn)ζ .
Da {k−1,p,wn :n∈N} in Hp beschra¨nkt ist, ko¨nnen wir wegen der Kompaktheit von




≤ 2Nq/phN(q/p−1)n ‖k−1,p,wn‖q,µ .
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Ist µSN =FdmN (vgl. 4.6.8), so gilt fu¨r fast alle ζ ∈SN mit dem Diﬀerentiationssatz
von Lebesgue (vgl. die U¨berlegungen auf Seite 82)






98 5. KOMPAKTE CARLESON-EINBETTUNGEN
6. Ordnungsbeschra¨nkte und summierende
Carleson-Einbettungen
6.1. Ordnungsbeschra¨nktheit
Wir wenden uns nun den ordnungsbeschra¨nkten Carleson-Einbettungen I :Apv→Lq(µ)
fu¨r D-Gewichte zu. Der Fall N =1 wurde fu¨r Standardgewichte schon in [Dom97] und
[Dom98] behandelt.
Satz 6.1.1. Seien v eine D-Gewichtsfunktion, µ ein Mass auf UN und 0<p,q <∞.
Dann sind a¨quivalent:




(iii) I : X̂v1/p →Lq(µ) existiert als ordnungsbeschra¨nkter Operator.
(iv) I : X̂v1/p →Lq(µ) existiert als beschra¨nkter Operator.
(v) I :Xv1/p →Lq(µ) existiert als ordnungsbeschra¨nkter Operator.
Beweis. (i)⇒(ii): Lemma 3.3.11 garantiert die Existenz einer Konstanten c> 0
mit kv,s,p,z ∈ cBApv fu¨r jedes z ∈UN . Wegen der Voraussetzung ﬁnden wir eine Funk-
tion 0≤ g∈Lq(µ), so dass |f(w)| ≤ g(w) fu¨r jedes f ∈ cBApv und jedes w∈UN gilt.
Insbesondere haben wir |kv,s,p,z(w)| ≤ g(w) fu¨r alle z,w ∈UN . Fu¨r z=w erhalten wir








|f(w)| = |f(w)|v(w)1/pv(w)−1/p ≤ 1
v(w)1/p
∀f ∈ U bXv ,
folgt mit unserer Voraussetzung, dass I : X̂v→Lq(µ) ordnungsbeschra¨nkt ist.
(iii)⇒(iv) ist trivial.




dµ = ‖f‖qq,µ ≤ ‖I‖q <∞.
Also ist v−1/p ∈Lq(µ). (iii)⇒(v)⇒(i) ergeben sich aus Apv →֒Xv1/p →֒ X̂v1/p . 
Inbesondere haben wir im beschriebenen Fall eine Faktorisierung
A
p
v →֒ Xv1/p →֒ X̂v1/p →֒ Lq(µ).
Wieder ko¨nnen auch die Ra¨ume A
(p,r)
α mit einbezogen werden.
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Korollar 6.1.2. Seien −1≤α<∞, r≤ p<∞ und 0<q<∞. Genau dann ist die
Einbettung I :A
(p,r)
α →Lq(µ) ordnungsbeschra¨nkt, wenn
1
(1− ‖z‖2)(α+N+1)/p ∈ L
q(µ). (6.1)
Beweis. Gilt (6.1), so ist wegen 6.1.1 und A
(p,r)
α ⊂Apα die formale Idendita¨t
I :A
(p,r)
α →Lq(µ) ordnungsbeschra¨nkt. Umgekehrt erhalten wir (6.1) aus der Ord-
nungsbeschra¨nktheit von I :A
(p,r)
α →Lq(µ) wie im Schritt (i)⇒(ii) des Beweises von
6.1.1. 
Ersetzt man im Beweis von 6.1.1 kv,s,p,z durch k−1,p,z, so erha¨lt man direkt das ent-
sprechende Resultat fu¨r Hardy-Ra¨ume:
Satz 6.1.3. Seien 0<p,q <∞, 0<r<min{1,q} und v(z) := (1−‖z‖2)N . Dann sind
a¨quivalent:
(i) I :Hp→Lq(µ) existiert als ordnungbeschra¨nkter Operator.
(ii) I :A
(p,r)




(iv) I : X̂v1/p →Lq(µ) existiert als ordnungsbeschra¨nkter Operator.
(v) I : X̂v1/p →Lq(µ) existiert als beschra¨nkter Operator.
(vi) I :Xv1/p →Lq(µ) existiert als ordnungsbeschra¨nkter Operator.
Dies ist also erneut gerade der Grenzfall α=−1.
Betrachten wir Masse auf UN , so erhalten wir
Satz 6.1.4. Seien 0<p,q <∞ und µ ein Mass auf UN . Genau dann ist µ ein ord-
nungsbeschra¨nktes (p,q)-Carleson-Mass auf UN , wenn µUN ein ordnungsbeschra¨nktes
(−1,p,q)-Carleson-Mass auf UN ist und µSN =0 gilt.
Beweis. Falls µ ein ordnungsbeschra¨nktes Carleson-Mass auf UN ist, so erhalten
wir wie in 6.1.1, dass ein g ∈Lq(µ) existiert mit 1/(1−‖z‖2)N ≤ g(z) fu¨r jedes z ∈UN .
Dies gilt insbesondere fu¨r z ∈UN . Da g|UN ∈Lq(µUN ) gilt, folgt direkt aus 6.1.1, dass
µUN ein ordnungsbeschra¨nktes (p,q)-Carleson-Mass auf UN ist.
Sei nun ζ ∈SN . Fu¨r jedes z ∈D2(ζ) haben wir
g(ζ) ≥ |k−1,p,z(ζ)| =
∣∣∣∣ 1(1− (ζ | z))N
∣∣∣∣ ≥ 1(1− ‖z‖2)N .
Lassen wir z in D2(ζ) gegen ζ konvergieren, so erhalten wir g(ζ)=∞. Nur fu¨r µSN =0
kann g ∈Lq(µSN ) gelten.
Sei umgekehrt µUN ein ordnungbeschra¨nktes (−1,p,q)-Carleson-Mass auf UN und
µSN =0. Dann existiert ein g ∈Lq(µUN ), so dass |f(z)| ≤ g(z) fu¨r alle z ∈UN . Setzen
wir g durch g(ζ)=∞ auf SN fort, so gilt g ∈Lq(µ). Fu¨r jedes f ∈Hp haben wir
|f •| ≤ g und sind fertig. 
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Die ordnungsbeschra¨nkten Operatoren bilden kein Operatorenideal, was die Anwen-
dung der Resultate u¨ber die kanonischen Einbettungen auf gewichtete Kompositions-
operatoren auszuschliessen scheint. Mit einem zusa¨tzlichen Argument sehen wir aber,
dass die Resultate sich dennoch u¨bertragen lassen.
Satz 6.1.5. Seien v eine Gewichtsfunktion mit D, µ ein Mass auf UN , 0<p,q <∞,
ϕ :UN→UN analytisch und h :UN→CN messbar. Fu¨r ν = |h|1/q(dµϕ−1) sind a¨qui-
valent:
(i) Der gewichtete Kompositionsoperator hCϕ :A
p
v→Lq(µ) existiert und ist ord-
nungsbeschra¨nkt.
(ii) I :Apv→Lq(ν) existiert als ordnungsbeschra¨nkter Operator.
Beweis. (i)⇒(ii): Wegen 3.3.11 existiert ein c> 0 mit kv,s,p,z ∈ cUApv fu¨r jedes
z ∈UN . Da hCϕ ordnungsbeschra¨nkt ist, existiert ein 0≤ g ∈Lq(µ), so dass fu¨r jedes
z,w ∈UN∣∣∣∣h(w) (1− ‖ϕ(z)‖2)s/pv(ϕ(z))1/p(1− (ϕ(w) |ϕ(z)))s/p
∣∣∣∣ = |(hCϕkv,s,p,ϕ(z))(w)| ≤ g(w).
Inbesondere haben wir∣∣∣∣ h(w)v(w)1/p
∣∣∣∣ = ∣∣∣∣h(w) (1− ‖ϕ(w)‖2)s/pv(ϕ(w))1/p(1− ‖ϕ(w)‖2)s/p
∣∣∣∣ ≤ g(w),
was zu (ii) a¨quivalent ist.










v→Lq(µ) existiert daher als ordnungsbeschra¨nkter Operator. 
Folgende Aussagen ergeben sich direkt aus 6.1.1.
Korollar 6.1.6. Seien v und v′ Gewichtsfunktionen, die D erfu¨llen, 0<p,q <∞ und






≤ c fu¨r alle z ∈ UN
existiert, sind folgende Aussagen a¨quivalent:
(i) I :Apv→Lr(µ) existiert als ordnungsbeschra¨nkter Operator.
(ii) I :Aqv′→Lt(µ) existiert als ordnungsbeschra¨nkter Operator.
Speziell fu¨r v= v′ erhalten wir
Korollar 6.1.7. Seien v ein D-Gewicht, 0<p,q <∞, und 0< t<∞. Dann sind
folgende Aussagen a¨quivalent:
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(i) I :Apv→Lq(µ) ist definiert und ordnungsbeschra¨nkt.
(ii) I :Atpv →Ltq(µ) ist definiert und ordnungsbeschra¨nkt.
Damit erhalten wir nun unmittelbar, dass jedes ordnungsbeschra¨nkte (v,p,q)-Carle-
son-Mass µ auf UN kompakt ist (0<p,q <∞). Wegen 5.3.2 und 6.1.7 ko¨nnen wir
ohne Einschra¨nkung p=2 annehmen. Wegen der Reﬂexivita¨t von A2v mu¨ssen wir nur
zeigen, dass I :Apv→Lq(µ) vollstetig ist. Dies gilt aber nach 1.2.1.
Weiter folgt
Korollar 6.1.8. Seien r,r′> 0, v eine Gewichtsfunktion, so dass vr und vr
′
die Be-
dingung D erfu¨llen. Falls r/p= r′/p′, dann sind a¨quivalent:




→Lq(µ) existiert als ordnungsbeschra¨nkter Operator.
Fu¨r die Standardgewichte bedeutet dies
Korollar 6.1.9. Seien −1<α,α′<∞ und 0<p,p′,q,q′<∞. Falls q(α+N +1)/p=
q′(α′+N +1)/p′, dann sind a¨quivalent:





(µ) ist wohldefiniert und ordnungsbeschra¨nkt.
Insbesondere ko¨nnen wir in vielen Fa¨llen eine Reduktion auf Hilbert-Ra¨ume durch-
fu¨hren.
Korollar 6.1.10. Seien 0<p,q <∞, v ein D-Gewicht und µ ein Mass.
(i) Sei zusa¨tzlich dν := v1−(q/p)dµ ein endliches Mass. Genau dann ist die Einbet-
tung I :Apv→Lq(µ) definiert und ordnungsbeschra¨nkt, wenn I :A2v→Lq(ν) als
Hilbert-Schmidt-Operator existiert.
(ii) Falls vq/p ein D-Gewicht ist, so existiert I :Apv→Lq(µ) genau dann als ord-

































Die zweite Aussage vereinfacht sich fu¨r Standardgewichte vα zu
Korollar 6.1.11. Seien 0<p,q <∞ und −1<α<∞. Falls α′ := q(α+N +1)/p−
N −1>−1, so ist I :Apα→Lq(µ) genau dann wohldefiniert und ordnungsbeschra¨nkt,
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wenn dies fu¨r I :A2α′→L2(µ) gilt, d.h wenn I :A2α′→L2(µ) ein Hilbert-Schmidt-
Operator ist.
Bemerkung 6.1.12. Die Voraussetzung in 6.1.10(i) ist im Fall p≤ q fu¨r alle (v,p,q)-
Carleson-Masse µ erfu¨llt. Setzen wir allgemeiner dν := v(q
′/p′)−(q/p)dµ fu¨r p≤ q, p′≤ q′,










































ν ist ein (v,p′,q′)-Carleson-Mass und somit endlich (vgl. 4.2.1).
Weitere Konsequenzen ergeben sich fu¨r Einbettungen zwischen Bergman-Ra¨umen.
Dabei nennen wir I :Apv →֒Aqv′ ordnungsbeschra¨nkt, falls Apv →֒Aqv′ ⊂Lq(σv′) ord-
nungbeschra¨nkt ist.
Korollar 6.1.13. Seien v und v′ D-Gewichtsfunktionen. Fu¨r 0<p,q <∞ existiert
I :Apv →֒Aqv′ genau dann und ist ordnungsbeschra¨nkt, wenn v1/p/(v′)1/q zu Lp(ΛN)
geho¨rt.
Speziell fu¨r die Standardgewichte liefert das
Korollar 6.1.14. Seien −1<α,β <∞ und 0<p,q <∞. Dann sind a¨quivalent:
(i) I :Apα →֒Aqβ ist wohldefiniert und ordnungsbeschra¨nkt.
(ii) (α+N +1)/p< (β+1)/q
Man sieht leicht, dass die Aussage auch fu¨r Hardy-Ra¨ume richtig ist, wenn man wieder
α=−1 setzt.
Die Komposition uv eines ordnungsbeschra¨nkten Operators v mit einem beschra¨nkten
Operator u ist im Allgemeinen nicht ordnungsbeschra¨nkt: die ordnungsbeschra¨nkten
Operatoren bilden nur ein Linksideal. Fu¨r die formalen Identita¨ten erhalten wir trotz-
dem
Satz 6.1.15. Seien v und v′ D-Gewichtsfunktionen, und seien 0<p1,p2,q <∞. Seien
weiter I1 :A
p1
v′ →֒Ap2v ⊂Lp2(σv) und I2 :Ap2v →Lq(µ) Carleson-Einbettungen. Mit I1
ist auch I :Ap1v′ →Lq(µ) ordnungsbeschra¨nkt.
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Beweis. Wir behandeln zuerst den Fall p2≤ q. Sei (zn)n ein r-Verband mit U¨ber-



































































Dies ist wegen Korollar 6.1.13 endlich. Die Behauptung folgt nun aus 6.1.1.











































































und dies ist wegen Korollar 6.1.13 beschra¨nkt. Aus 6.1.1 folgt die Behauptung. 
Wir halten noch eine Konsequenz von 6.1.1 fu¨r Kompositionsoperatoren fest:
Korollar 6.1.16. Seien ϕ :UN→UN analytisch, v und v˜ D-Gewichtsfunktionen und
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Fu¨r die Standardgewichte erhalten wir also
Korollar 6.1.17. Seien ϕ :UN→UN analytisch und −1<α,β <∞. Cϕ :Apα→Aqβ ist
genau dann ordnungsbeschra¨nkt, wenn (1−|ϕ|2)−1 ∈L(α+N+1)p/q(σβ).
6.2. Summierende Operatoren
In [Dom98] werden Summierbarkeitseigenschaften von Kompositionsoperatoren fu¨r
den Fall N =1 untersucht. Diese Resultate verallgemeinern wir fu¨r beliebige Dimen-
sionen N ≥ 1. Sie gelten sogar fu¨r Carleson-Einbettungen.
Wir beginnen mit einer einfachen Konsequenz aus der Existenz atomarer Zerlegungen.
Wiederum bezeichen wir mit A1−1 den Hardy-Raum H
1.
Satz 6.2.1. Seien α, β >−1 und 1≤ p,q <∞ beziehungsweise α=−1 und p=1. Gilt













falls q < 2,
dann existieren γ, δ >−1, so dass I :Apα→Aqβ wohldefiniert ist und gema¨ss
I : Apα →֒ A1γ →֒ A2δ →֒ Aqβ
faktorisiert. Im Falle p=1, q≥ 2 und α>−1 ist dies auch noch richtig, wenn (β+
N +1)/q=α+N +1.
Insbesondere ist in diesen Fa¨llen I :Apα→Aqβ 1-summierend.
Beweis. Nach Voraussetzung ko¨nnen wir γ, δ >−1 mit γ+N +1= (δ+N +1)/2
so wa¨hlen, dass
(α+1)/p+N < (δ+N +1)/2= (β+N +1)/q falls p> 1, q≥ 2,
(α+1)/p+N < (δ+N +1)/2< (β+1)/q+N/2 falls p> 1, q < 2,
α+N +1≤ (δ+N +1)/2= (β+N +1)/q falls p=1, q≥ 2, α>−1,
α+N +1< (δ+N +1)/2= (β+N +1)/q falls p=1, q≥ 2, α=−1,
α+N +1< (δ+N +1)/2< (β+1)/q+N/2 falls p=1, q < 2.
4.3.6 garantiert fu¨r α>−1 die Existenz der behaupteten Faktorisierung, fu¨r α=−1
verwenden wir 4.6.6. Der Zusatz ergibt sich mit atomarer Zerlegung 3.5 aus dem Satz
von Grothendieck 1.1.3. 
Mit Hilfe der Operatoren
T (p)v,s : l





v(zn)1/p(1− (· | zn))s
aus 3.5.1 ko¨nnen wir spezielle schwache lp
∗
-Folgen in Apv ﬁnden, falls v die Bedin-
gung D(s) fu¨r ein s>N erfu¨llt. Mit der Standardbasis (en)n in l
p ist na¨mlich auch
(T
(p)
v,s (en))n eine schwache l
p∗-Folge. Wir haben also
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Lemma 6.2.2. Sei 1<p<∞. Falls v die Bedingung D(s) fu¨r ein s>N erfu¨llt, so
ist fu¨r jeden r-Verband (zn)n (
(1− ‖zn‖2)s






Aus 1.2.1 wissen wir, dass ordnungsbeschra¨nkte Operatoren mit Bild in einem Raum
Lq(µ) q-integral und damit auch (q,p∗)-summierend fu¨r jedes 1≤ p∗≤ q sind. Fu¨r
allgemeine Banach-Raum-Operatoren gelten die Umkehrungen im Allgemeinen nicht.
Fu¨r unsere Carleson-Einbettungen I haben wir jedoch:
Satz 6.2.3. Sei v eine Gewichtsfunktion, die D(s) erfu¨llt, 1<p∗≤ q <∞. Dann sind
a¨quivalent:
(i) I :Apv→Lq(µ) ist ordnungsbeschra¨nkt.
(ii) I :Apv→Lq(µ) ist q-integral.
(iii) I :Apv→Lq(µ) ist q-summierend.
(iv) I :Apv→Lq(µ) ist (q,p∗)-summierend.
Beweis. Nur fu¨r (iv)⇒(i) ist ein Argument erforderlich. Wegen 6.2.2 gilt fu¨r jede









































Dabei haben wir 2.4.2 und 3.3.4 verwendet. Somit geho¨rt v−1/p zu Lq(µ), und wir
sind wegen 6.1.1 fertig. 
q-summierende Operatoren sind fast-summierend. Wieder ist die Umkehrung im All-
gemeinen falsch. Fu¨r Carleson-Einbettungen haben wir indessen
Satz 6.2.4. Seien 1≤ q <∞, 2≤ p<∞, s,s′>N , v ein D-Gewicht, fu¨r welches auch
v2/p der Bedingung D genu¨gt. Fu¨r ein (v,p,q)-Carleson-Mass µ sind a¨quivalent:
(i) I :Apv→Lq(µ) ist ordnungsbeschra¨nkt.
(ii) I :Apv→Lq(µ) ist ist q-integral.
(iii) I :Apv→Lq(µ) ist q-summierend.
(iv) I :Apv→Lq(µ) ist fast-summierend.
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Beweis. Es ist nur (iv)⇒(i) zu zeigen. Wegen 4.3.5 ist I˜ :A2
v2/p
→Apv beschra¨nkt.
Mit I ist II˜ und folglich auch (II˜)∗∗ fast-summierend. Da wegen 1.1.7 damit (II˜)∗
1-summierend ist, folgt aus 1.2.1 die Behauptung. 
6.2.4 erlaubt uns, mindestens fu¨r die Standardgewichte vα und q≥ 1, den Aussagen
in 6.1.1 eine weitere hinzuzufu¨gen, na¨mlich
Satz 6.2.5. Seien µ ein Mass auf UN , 0<p<∞, 1≤ q <∞ und −1<α<∞. Genau
dann existiert I :Apα→Lq(µ) als ordnungsbeschra¨nkter Operator, wenn X(α+N+1)/p
stetig in Lq(µ) einbettet.
Beweis. I∈L(X(α+N+1)/p,Lq(µ)) folgt aus 6.1.1(v). Sei nun I :X(α+N+1)/p→Lq(µ)
beschra¨nkt. Weil X(α+N+1)/p zu l
∞ isomorph ist (vgl. 3.5.4), ist die formale Iden-
tita¨t X(α+N+1)/p →֒Lq(µ) r-summierend fu¨r ein r≥ 2 (vgl. 1.1.4) und damit fast-





α′ →֒ X(α+N+1)/p → Lq(µ) α′ = p′(α +N + 1)/p−N − 1.
Nach 6.2.4 sind I :Ap
′
α′→Lq(µ) und damit auch I :Apα→Lq(µ) ordnungsbeschra¨nkt.

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