Abstract-This paper considers the performance of subsea intervention tasks from an unmanned untethered submersible while using acoustic communications. It is argued that the low bandwidth and high delay imposed by acoustic modems makes it unwise to adopt conventional teleoperation techniques and a system is presented which permits subsea teleoperative tasks to be carried out using such limited communication resources.
Abstract-This paper considers the performance of subsea intervention tasks from an unmanned untethered submersible while using acoustic communications. It is argued that the low bandwidth and high delay imposed by acoustic modems makes it unwise to adopt conventional teleoperation techniques and a system is presented which permits subsea teleoperative tasks to be carried out using such limited communication resources.
The described implementation employs active techniques to assist the operator both in performing actions and in recovering from those problems which will inevitably occur during realworld interaction. It provides the operator with both simulated and real visual imagery and is designed to adapt dynamically to changing bandwidth and computational resources. Experiments are described in which an operator in Philadelphia, PA, controlled a robot manipulator mounted on the JASON underwater vehicle submerged off the Massachusetts coast. All communication over this 500-km distance was via a combination of internet and a simulated acoustic link. Analysis of the bandwidth requirements showed them to be consistent with those from acoustic subsea networks.
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I. INTRODUCTION
T HE AIM of this research is to develop the capability to perform subsea manipulative tasks under remote operator control using acoustic communication links. The specific motivating application is the control of a remote manipulator located on an unmanned untethered submersible by a human operator located ashore. Communication between the two is via a combination of conventional terrestrial communication and acoustic subsea modems (see Fig. 1 ).
In this paper, we concentrate on two aspects of this application: the teleoperative control of the remote manipulator and the control and transmission of pictures from cameras at the remote site. In Section II, we provide a brief introduction to teleoperation, discuss the applicability of existing techniques to systems employing acoustic communications, and describe the teleprogramming paradigm. Section III summarizes those characteristics of modern acoustic modems which impact the teleprogramming system. Section IV discusses some of the compromises which are necessary in order to match the control of remote manipulators and cameras to the characteristics of the communications link. In Section V, we describe the experimental implementation of these concepts and present results from tests conducted in November 1994. In those trials, an operator in Philadelphia, PA, performed subsea retrieval tasks using a manipulator mounted on a vehicle submerged on the sea floor at Woods Hole, MA.
II. TELEOPERATION AND ACOUSTIC COMMUNICATION
Teleoperation [1] allows an operator at one location to perform a task at some other, perhaps quite distant, location. A combination of mechanical and electrical means are used to extend the reach of the operator. Early systems, developed for use in handling radioactive materials, extended the operator's reach into a hot cell, later systems extended the operator's reach into the deep ocean. Typically, the master arm (which the operator held) and remote arm (which mimicked the operator's actions) were connected via a closed control loop. Forces sensed at the slave site were fed back to the master arm.
In commercial subsea teleoperation using remotely operated vehicles (ROV's), there is often no force feedback. The operator controls the remote manipulators using joysticks or pushbuttons while observing live images from subsea 0364-9059/98$10.00 © 1998 IEEE cameras. Contact can be detected by watching for changes in the velocity of objects. Experienced operators obtain depth information by knowing how large objects should appear and by observing shadows and occlusions. Such systems are suitable for those tasks for which do not require fine control.
We could attempt to control a manipulator on an untethered submersible by using a similar system to that described for tethered ROVs; simply replacing the tethered communications link with an acoustic connection. We believe, however, that such a system would be both risky and inefficient.
It is risky because of the time lag between something going wrong at the remote site and any possible operator reaction. This lag is due to the speed of sound in water and thus may not be overcome by advances in modem technology. For our application we expect round-trip time delays on the order of 10 s.
This time delay also causes the system to be inefficient. Experiments with land-based teleoperation provide convincing evidence that, when faced with delayed communications, human operators will tend to adopt "move and wait" strategies [2] . That is, they will perform a small motion and wait to see that it has executed correctly before performing the next motion.
Therefore, even if advances in acoustic modems permit the transmission of live video signals, the communications time delay makes it unlikely that such systems will be effective. More sophisticated approaches are needed.
A recent advance in teleoperation has been the development of systems which attempt to avoid the "move and wait" strategy. All utilize the same idea: insulate the operator from the communications delay by providing immediate (but simulated or predictive) feedback at the operator station. The simpler examples merely show where the slave arm will move [3] , [4] . More complex systems consider either kinematic [5] , [6] or dynamic models [7] of the remote environment.
In addition, and particularly for subsea applications, we must also provide some level of autonomy at the slave site to enable the system to react immediately to both expected and unexpected sensory input. The result is an implementation where the global high-bandwidth feedback available with a wired tether is replaced by local high-bandwidth and global low-bandwidth connections. This approach falls under the broad category of supervisory control [4] . Our implementation is an extension of the teleprogramming paradigm [8] - [10] . Similar systems have been tested for space robotics under the name telesensoryprogramming [11] .
The teleprogramming system presents the operator with a simulation of the remote environment which may provide both visual and kinesthetic feedback. The operator's interaction within the simulation is observed and continuously translated into a sequence of robot program instructions for transmission to, and execution by, the remote slave robot. Encoded within each command are force, velocity, and positional guards. If the slave robot exceeds those guards it pauses, enters a stable control state, and sends a signal to the operator station. At this point, it is up to the operator to diagnose the error and take corrective action, generating new commands for transmission to the remote site.
To make efficient use of the acoustic communications link while teleprogramming, we must consider more than just the communications delay. In particular, the nature of the teleprogramming telemetry must be altered to conform to the communications channel while supporting operations in unpredictable real-world environments. This requires an understanding of the acoustic connection.
III. ACOUSTIC MODEMS
The salient features of acoustic modems become most apparent when contrasted with conventional wired terrestrial communication.
• The time delay is much greater. Delays due to internet communication are typically less than 1 s while roundtrip acoustic delays can be on the order of 10 s for an AUV at a distance of 7 km from a surface transponder.
• The available bandwidth is much lower. The system must operate reliably with bandwidths on the order of only 10 kb/s [12] .
• Acoustic communications is inherently unreliable. The system must cope gracefully with arbitrarily large and unexpected breaks in transmission.
• The sending and receiving ends of the acoustic channel differ greatly in complexity. When transmitting one need only generate the acoustic signal. When receiving one must interpret a signal which is a complex function of the communications channel. Thus, while transmitting requires little computation, receiving may require as much as 10 floating point operations for each decoded bit [13] .
To keep the remote vehicle simple, the implementation should therefore strive to minimize peak data rates to the remote site.
• Since the acoustic modems may be powered down when not needed, there is an advantage in sending as little information as possible even in cases where larger bandwidths may be available on the channel. To minimize power consumption, the implementation should therefore strive to minimize average data rates from the remote site.
IV. THE ART OF COMPROMISE
In developing a teleprogramming system for use in a real subsea environment and, in particular, a system capable of working via an acoustic communications link, a number of tradeoffs were necessary. This section discusses these compromises.
A. Active Operator Aids
In conventional teleoperation, the operator has the luxury of immediate feedback. This makes the system very forgiving. If the operator makes a mistake then he or she has the opportunity to quickly recognize and correct the problem, often with little impact on the task completion time. However, when performing teleoperation via an acoustic link, the additional communications delay magnifies the cost of any error. Thus, it becomes important to preempt possible problems at the time commands are generated. Fortunately, since the operator station incorporates some knowledge of both the task and remote site, it is possible to actively assist the operator in ways not feasible in more conventional systems. In attempting to aid the operator, we must compromise between providing too much assistance when none is desired and too little when much is needed. Synthetic fixtures [14] provide one means to achieve this.
Fixtures provide active force and visual clues to assist the operator. The visual clues aid him or her in deciding what to do next while the force clues guide operator motions. The intention is not to simulate the forces that the slave arm will feel when it performs the same actions in the real world. Instead, the idea is to provide the operator with those clues which can best assist him or her in performing the task. The magnitude of the force clues is strong enough that the operator can feel and interact with them but not so strong as to prevent the operator from performing any alternative motion. In this way, the fixtures guide, but never completely constrain, the operator. For example, Fig. 2 shows the use of linear and command fixtures to assist in performing a grasping maneuver.
In cases where force-feedback is unavailable, the fixtures operate in an analogous manor to the "snap" commands used in computer graphics applications [15] . The system takes the operator's imprecise motion and combines it with a little task knowledge to provide a "perfect" input.
Fixtures provide an additional channel of communication between human and machine. They aid the operator in determining which commands the system can, and will, generate while simultaneously reducing the system's uncertainty as to which command the operator wishes generated. The idea is to guide the operator toward making deliberate nonambiguous actions from which it is much easier for the system to determine intent while at the same time providing feedback so the operator is aware of the system's assumptions and limitations.
B. Command Size and Frequency
In generating commands, one option would be to send a large number of very small commands. This approaches conventional teleoperation where joint information may be transmitted at rates between 100 and 1000 messages per second. An alternative would be to send messages very infrequently, perhaps as few as one per hour. This approaches fully autonomous operation where there is theoretically no required communication during task performance. In practice, neither of these extremes is desirable or possible.
Sending many small commands is inefficient for acoustic links since there is a fixed overhead (around 100 ms in our current modems) associated with each transmitted packet. Sending few large commands is also undesirable. As command frequency is reduced, the duration of execution described by each command must increase. This hampers command generation by requiring increasingly higher levels of representation and complicates command execution by requiring the slave to operate autonomously for increasingly long periods of time.
We compromise by sending commands at variable rates-on average one or two commands each second. This allows each command to be small enough that it is simple to generate and execute while still maintaining a relatively low command transmission rate.
The acoustic communications link imposes further constraints on the generated commands. The time delay makes it undesirable to have the generation of the current command dependent on the result of executing any previous command. This poses a problem since the operator station must generate commands without knowing what may occur during the delay between command generation at the operator station and execution at the slave. This is handled in three ways.
The first method is to allow actions to be specified which are functions of previously measured sensory data. For example, the system assigns symbolic labels to features in the environment. Subsequent motions may then be specified relative to those symbolic locations. At the operator station, the modeled slave manipulator is moved relative to the expected location of those features while at the slave site the real robot executes motions relative to the actual measured feature locations.
In rare cases, there are a small number of expected slave states and the desired final result of execution in each state is the same. In this situation, the operator station may send several parallel execution streams (one for each possible state) to the slave site and allow the system to switch between those streams during execution depending on its sensed state.
The final method is to detect cases where execution does not match that anticipated by the operator station. Expected sensory readings are encoded within the transmitted commands and the slave may compare those expectations against real measured data to detect cases where reality departs significantly from the operator station model. In such situations, the Fig. 3 . Reply messages from slave to master before, and immediately after, an error is detected. In this stylized example, a single reply, describing the measured state of the remote site, is generated at the completion of each of commands 6, 7, and 8. During command 9, an error occurs and the system sends a description of the error followed by a detailed history of the previous few seconds of motion (commands 9, 8, and 7). This is sent in reverse time order so that the most recent, and presumably most useful, information arrives at the operator station first.
slave pauses, advises the operator station of the error, and attempts to remain stationary while waiting for the human operator to diagnose and correct the problem.
In addition, the possibility for unexpected and arbitrarily large breaks in signal transmission influences the command language design. Generated commands are broken into discrete units, where each unit describes a desired action, expected sensory readings, desired sensing actions and error procedures. Each unit is numbered (so the slave can detect any missing commands) and unambiguously delineated. The slave will not begin to execute any new unit until it has been entirely received. Thus, it "knows" what to expect and what to do if an action fails, before it ever begins to execute that action.
C. Reply Size and Frequency
As the slave performs each commanded action it records joint and sensor information at relatively high rates (it is conceivable that rates in excess of 1000 Hz could be achieved). Sending all this recorded data back to the operator station is impractical due to bandwidth restrictions and unwise since much of it will never be used by the operator.
Thus, the current implementation adopts a multiphase process. It compromises between the cost of sending information to the master station and the indirect cost of attempting to diagnose errors with insufficient information.
As the slave completes each commanded action, it sends a single, relatively simple reply to the operator station. This message encodes an identifier for the command just completed along with the current slave state. These messages are used to create informational displays for the operator (for example, the master station displays an estimate of the delay throughout the system derived from the difference between the time each command was generated and the time a reply was received). They are also cached at the operator station. This cache contains a coarse record of past slave states which may be used to create approximate simulations of prior slave actions.
When the slave detects an error it sends a series of messages to the operator station. These begin with a description of the error and the current slave state. This is followed by a historical record of recorded slave motion for several seconds prior to the error. This additional data fills in the gaps between the relatively coarse state information previously transmitted in the command replies. Since the amount of data may be large, it is sent in reverse time order. Thus, the most recent (and presumably most useful) data is sent first. The operator may view simulations of prior slave actions as soon as the error message begins to arrive and those simulations become more detailed and cover a longer time history as the following messages are received.
D. Image Size and Frequency
Real images from cameras at the remote site provide the operator with a powerful and very natural tool for diagnosing execution errors. However, acoustic telemetry imposes two significant constraints. First, the communications delay means that on-line manual operator control of cameras or compression parameters is undesirable. Any change made by the operator will not be visible in the received imagery until one whole round-trip communications delay later. Second, the very low bandwidth means that conventional compression techniques are insufficient. For example, using two remote cameras, each with a resolution of 720 480 8-bit pixels, generates 5400 kbit of data each time images are taken. Even if we were to optimistically assume the availability of a 100 : 1 compression scheme, this still only allows an update rate of 1 set of images every 5 s using a 10-kbit/s link.
Since sending every pixel from every image is not feasible, the system must choose some fragment of the available imagery for compression and transmission back to the operator station. This is achieved using intelligent fragmentation [16] . As the operator station translates each operator action into a command it attempts to predict which fragment of the available imagery would best aid the operator if an error were to occur. To do this, it first selects those features in the world model which are relevant to the commanded action. Then it projects those features into the image plane of each remote site camera and uses those projected points to select appropriate windowing and subsampling parameters. Finally, it assigns a score to each camera based on the predicted utility of its view. This information is encoded within the transmitted commands. As the slave executes each commanded action it may use that encoding to select single image fragments from a single camera for compression and transmission back to the operator station. The received fragments are displayed for the operator and recorded along with the command replies. If an error occurs, the system may assist in diagnosis by replaying images from this historical record alongside simulations of expected and measured slave motion.
A further reduction in bandwidth may be achieved by varying the rate at which images are taken. This is achieved using an intelligent frame rate [12] . The idea is that the utility of each new image depends on what has happened at the remote site in the time since the last image was taken. If little has occurred (for example, if the remote manipulator were stationary), then there is less need for new imagery. This tradeoff is currently implemented by varying the frame rate based on the rate of command execution (which approximates the rate of task performance).
E. Command Execution Rate
There will be cases where the desired imaging frequency exceeds that which the imaging subsystem can support given available bandwidth and computational constraints. In such situations it is desirable to have a bidirectional coupling between the manipulation and imaging systems. Not only should the cameras react to manipulator actions but the manipulator should react to dynamic changes in available imaging capabilities. The idea is to balance the risk of having insufficient information to diagnose an error with the cost of slowing down the slave motion. This implies the assumption that the probability of an error occurring is dependent on the speed at which the task is performed.
In the current implementation, the execution speed is modulated based on the ability of the imaging system using a simple ad hoc mechanism. As the minimum possible time between successive images increases, the system inserts increasingly long delays between the executed commands. (A superior method would be to slow down motion during commands but the current infrastructure does not readily support this option.) Since the imaging subsystem and the teleprogramming command interpreter are both running on the same physical processor, the system is also able to trade off limited computational resources. Causing the interpreter to pause has the desirable effect of making more processor time available to the imaging process.
V. EXPERIMENTAL IMPLEMENTATION
The remote slave robot was attached to the JASON subsea vehicle [17] and for these experiments was submerged on the sea floor in around 7 m of water at Woods Hole, MA. Two black-and-white CCD cameras mounted on the front of the JASON vehicle provided the visual imagery used during task performance. These cameras were calibrated on-line under teleprogramming control by using the remote manipulator as a known reference object. The cameras could then be used to update the operator station model of the remote environment during task performance [16] . The operator station consisted of a Silicon Graphics workstation located in Philadelphia, PA. During earlier in-air tests, a small Puma 250 manipulator was used as the operator interface, providing kinesthetic feedback, but for these tests a simpler approach, using only a mouse, was employed. Fig. 4 shows an example of the operator interface. The operator may view simulated views of future, current, and past slave motions while viewing real imagery from current and prior slave activity.
Communication between the operator and remote sites was via the internet with an additional artificial delay of 5, 10, or 15 s inserted via software to simulate the delay due to an acoustic communications link. Note that this is only a simple approximation of a real acoustic modem link. In particular, it assumes reliable communications. The validity of that assumption will not be known until practical highbandwidth subsea modems become available.
All signals transferred between sites were recorded and timestamped for later use in analyzing bandwidth requirements. To the operator, the remote vehicle appeared to be an untethered submersible operating via a wireless link. However, in reality, the slave site was distributed across several computers linked by optical fiber cable and located both on the surface and within the submerged vehicle (see Fig. 5 ).
During the teleprogramming experiments, weight was added to JASON to make it negatively buoyant (it is normally approximately neutral) and it was piloted to the seabed. Vertical thrusters were then continuously employed to keep the vehicle settled on the bottom while the arm was deployed, calibrated and the teleprogramming experiments performed.
The chosen task was the retrieval of a 250-mm-long flask of diameter 70 mm dropped on the sea floor. Prior to each test trial, the manipulator (under local manual control) was used to remove a flask from a basket on the vehicle and drop it in front of the vehicle. The arm was then moved away from the flask before control was turned over to the remote teleprogramming operator. His/her task was then to locate and retrieve the flask. Once the trial was complete, control was returned to the manual operator and the drop-retrieve cycle was repeated.
The arm used to set up the experiment was the same arm which was used in the experiment. This introduces some bias since it makes it more likely that the object will be favorably orientated. However, this is consistent with the bias which would have been present if the pilot had the opportunity to reposition the vehicle prior to each retrieval trial.
These trials were conducted toward the end of November. Thus the weather conditions were, perhaps somewhat predictably, poor. While the vehicle was 7 m below the surface, it was not immune to surface effects (especially since strong surface winds had a direct effect on the tether). Vertical thrusters were used at 100% continuously in an effort to maintain position and this action, coupled with rough conditions, gave a visibility which was often less than 1 m.
A. A Simple Example of Task Performance
This first example demonstrates a retrieval operation performed with a 15-s transmission time delay. In this case, there were no errors or problems and, while the transmission time delay was the largest employed, the task completion time was among the shortest encountered during testing. The operator began the task by updating the master station model of the capsule. This was achieved by overlaying real images from the subsea cameras on top of the graphical simulation and then dragging/rotating the modeled capsule until its location was consistent with the real imagery. The operator could then begin commanding the manipulator to retrieve the test object. Fig. 6 shows the progress of the task at both the operator and slave stations. Fig. 7 shows a full image from each of the remote site cameras, while Fig. 8 shows the image fragments transmitted from the slave site to the operator station while the slave was in motion.
The bandwidth requirements for commands to the remote vehicle and symbolic replies from it are shown in Fig. 9 . In this example, the complete sequence of actions for moving toward, grasping, and raising the capsule took the operator approximately 45 s and required 28 discrete commands. Even in the worst case, commands sent to the vehicle never required more than 5 kbit/s while replies never required more than 2 kbit/s. Note that the commands and replies are sent at variable rates and that a significant pause in command transmission is evident around the 125-s mark as the operator took time to reposition the view within the virtual world and adjusted the wrist configuration before approaching the capsule. Analysis of the lag between command transmission and reply reception Fig. 6. (a) The image is from a camera mounted on the side of the vehicle looking toward the center of the manipulator workspace, while (b) the image is from a camera mounted above the manipulator looking down and a little forward of the vehicle. The images had their contrast enhanced through software before being compressed, decompressed, and displayed (as shown here) to the operator.
shows that, on average, the slave is maintaining pace with the operator. It falls behind when the operator performs a number of fast motions but eliminates the differential during those occasions where the operator pauses (usually to reposition his or her view).
B. A Complex Example of Error Recovery
This second example shows a situation where many errors occurred yet the task was still ultimately successfully completed. In this case, the operator had considerable difficulty in orienting the gripper with the capsule. The angle of the object, coupled with the lack of a sixth degree of freedom on the manipulator and unexpected vehicle motion made for some awkward positioning and several attempts were required before a successful grasp was completed. During this run there were five errors: two caused by grasp failures being automatically detected, two initiated by the operator following an observed failure in the grasping action, and one caused by a torque limit as the arm contacted the vehicle during the action of raising the flask. Fig. 8 . The sequence of image fragments transmitted from the remote site during performance of the same capsule retrieval operation shown in Fig. 6 . Note how the system pans, zooms, and switches cameras automatically as it attempts to provide the operator with that imagery which would be most helpful if an error were to occur. (Compare with the full images in Fig. 6 ).
Each image is 192 2 160 pixels and has had its contrast enhanced through software before being compressed, decompressed, and displayed (as shown here) to the operator. Fig. 10 shows recordings of command and reply bandwidths along with the delay between the time commands were sent and the time replies were received from the remote site. Comparison with the previous figure demonstrates the large variability between runs. Here, even though the time delay is only 5 s, poor conditions and an unfavorable capsule orientation lead to one of the worst task completion times.
C. Collective Results
This subsection presents aggregate results for trials conducted during two days of testing. An analysis is presented of result categorization, the effects of time delay, and required communication bandwidths.
1) Result Categorization:
The success or failure of task performance may be evaluated by determining whether or not the operator was successful in completing the task and the nature of any errors which occurred (see Fig. 11 ).
There were six trials where no unexpected events occurred and the task was completed successfully on the first attempt. In these cases, task completion was "easy." The operator updated the model, performed the task in the simulated world, and awaited the arrival of imagery from the remote site to confirm that the slave had successfully retrieved the capsule.
There were seven cases where unexpected events occurred which prevented the task from being completed on the first attempt. These were occasionally the result of operator error (attempting to grasp the capsule with the gripper poorly oriented) but more often they were the result of unexpected vehicle and/or flask motion. In every one of these cases, the operator was able to successfully diagnose, and recover from, each unexpected event. These represent situations where a simpler system, which did not allow for operator-mitigated error recovery, is unlikely to have been successful.
During three of the trials, unexpected events occurred which were detected and diagnosed by the operator but which he or she was unable to recover from without the assistance of an operator at the remote site. These instances point to weaknesses in the specific hardware and software employed-given a slightly more sophisticated system (specifically, a system where the remote arm could be reinitialized and recalibrated without the assistance of a local operator) recovery would have been possible entirely under control of the teleprogramming operator.
In addition to those trials where the task was completed, there were five trials where the operator determined task completion to be impossible. This was the result of the object being out of sight (once), out of reach (twice), and excessive vehicle motion (twice). After the two failures due to excessive vehicle motion (the thirteenth and fourteenth trials), a flat plate was removed from the underside of the vehicle. This allowed the vehicle to settle into the sea floor, reducing motion, and allowing the experiments to continue despite worsening weather conditions. Since the system was designed with the assumption that the vehicle would be stationary, it is not surprising that a significant number of errors occurred when it was employed in an environment with significant vehicle motion. What is interesting is not so much the number of errors which occurred, but instead the number of cases where the operator was able to complete the task despite the fact that they were using the system under nonideal conditions.
2) Time Delay: The effects of the communication time delay are evaluated by examining task completion times for trials performed using three different simulated acoustic com- munications delays (5, 10, and 15 s). The total task completion time is defined as the time from when the operator first began to update the world model to that point where the operator was convinced either that the object had been successfully retrieved or that object retrieval was impossible. Readers should be cautious in inferring too much from these figures since the system is currently computationally bound at both master and slave stations. Ideally, the speed of task performance would be limited by either the speed with which the operator could perform the task in the virtual world, the speed with which the slave could perform it in the real world, or the available communication bandwidth. In practice, given the current implementation, it is the available computational hardware which is limiting performance. Faster times could certainly be achieved using more powerful machines.
3) Bandwidth: During testing, the communication bandwidth was monitored by time-stamping and recording each message transferred between sites. The instantaneous bandwidth required during each second of task performance is evaluated by dropping the transmitted messages into 1-s bins.
Figs. 13 and 14 show the frequency with which each bandwidth was required. Note that this is the ideal bandwidth, i.e., it is the bandwidth the system would have used had unlimited communication resources been available.
For the transmitted commands, the desired communications bandwidth depended on the number of commands generated per second. If 0, 1, or 2 commands were generated then a bandwidth of less than 400 bytes/s was common. In a few cases, three or four commands were generated, requiring as much as 800 bytes/s. However, even in the worst case, the required bandwidth is well within that which could be expected from acoustic communications networks. (This is particularly true since the transmitted commands were sent as ASCII and could easily be compressed by a factor of two or three.) The transmitted replies fell into two distinct categories. The standard replies generated at the completion of each command required 0, 50, or 100 bytes/s depending on whether 0, 1, or 2 commands were completed per second. These replies are clearly well within available bandwidths. The second category of reply messages are those generated when an error was detected by the slave site. These messages included a description of the error, the current slave state, and a detailed history of recent slave motion. This historical record is the largest contributor to the communications bandwidth, causing some replies to exceed 7 kbyte. Even with compression, these replies would exceed desired bandwidths. However, the system was designed to cope with this situation (see Section IV-C). Each error reply may be sent over a period of several seconds with little effect on task performance.
The largest bandwidth requirement is for the transmitted image fragments. For the experimental implementation, all transmitted fragments were the same size and the system was limited in the maximum number of images which could be grabbed and compressed per second. Each image fragment required on the order of 3 kbyte (exact numbers vary depend- ing on the efficiency of the compression) and the maximum rate was 1 every 2 s. Thus the imaging bandwidth was 12 kbit/s. This is again consistent with acoustic communication bandwidths. The maximum imaging rate was hardware limited for these experiments, however the intention is that the system should react dynamically to changing bandwidth and computational resources (see Section IV-D) providing images at higher rates when possible.
VI. CONCLUSION
The communications time delay inherent in all acoustic links makes it inadvisable to attempt teleoperation using the same methods currently employed for tethered remotely operated vehicles. Techniques such as teleprogramming provide a means to largely overcome the problems introduced by these delays. In this paper, we have extended the teleprogramming paradigm by adding active operator aids, real-time visual imagery, and by molding the required telemetry to fit the characteristics of acoustic communications links.
Active operator assistance is provided by synthetic fixtures. These assist operators in deciding which action to perform next, aid operators in performing motions, and reduce the ambiguity associated with the autonomous translation of those motions into robot commands. In addition, they provide a means for the system to guide the operator toward operations which are more likely to execute correctly in an uncertain environment.
Real-time, but delayed, visual imagery is provided over very constrained communications links by sending only a fragment of the available imagery while varying both the frame rate and rate of task execution based on available communication and computational resources.
An experimental implementation has been developed and tested in a real subsea environment. This system was used successfully to perform retrieval operations under difficult real-world conditions.
The communications model used in the experiments incorporated delays and bandwidths consistent with those we expect from future acoustic modems. Since practical implementations of such modems do not yet exist, the influence of other effects (for example, signal dropout due to shadowing or excessive noise due to local biological activity) are more difficult to predict and were not included. However, we observe that the system appears robust to large delays and that the communications language has been engineered with consideration for arbitrarily large breaks in transmission.
We ultimately envisage applications where a small AUV, equipped with a manipulator, can be air-dropped along with a radio and acoustic transponder buoy to a target site. Such an implementation will require the development of subsea manipulators capable of operating from battery power, of small AUV's capable of supporting manipulator operations, and of reliable (and relatively high bandwidth) acoustic modems. These areas provide ample ground for new research.
