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Abstract
In this paper we present a new optimization problem and a general class of objective functions for this problem. We show that
optimal solutions to this problem with these objective functions are found with a simple greedy algorithm. Special cases include
matroids, Huffman’s data compression problem, a special class of greedoids, a special class of min cost max ﬂow problems (related
to Monge sequences), a special class of weighted f-factor problems, and some new problems.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
There are a number of combinatorial optimization problems for which a simple greedy algorithm produces an optimal
solution. Examples include matroids (see [27,9,7]) and some generalizations (e.g., polymatroids [6], greedoids [22],
jump systems [3], and vector systems [29]), Huffman’s optimal data compression [16], some special transportation
problems [15], the activity-selection problem [11], and the fractional knapsack problem (see [4]). The purpose of this
paper is to unify and extend parts of this line of research. In particular, we introduce a new optimization problem
and a general class of weight functions for this problem. Our main result is that a simple greedy algorithm solves
this optimization problem with these weight functions. The two most important special cases are Huffman’s data
compression problem and algorithm, and optimization over matroids with the greedy algorithm. Other examples are
optimization over a special class of greedoids (see [22]), a special type of min cost max ﬂow problem, and a special type
of weighted f-factor problem (see [28]). We also present some new examples. Our general class of weight functions
is closely related to the condition for cost functions in the theory of Monge sequences (introduced by Monge [24] in
1781 and elaborated by Hoffman [15] and others; e.g., [2]). Our main result also provides a new proof that Huffman’s
algorithm solves the data compression problem.
The paper is organized as follows. In Section 2 we brieﬂy review Huffman’s approach to optimal data compression
(our new optimization problem and greedy algorithm are closely related to this). In Section 3 we introduce some
basic deﬁnitions, including the S-digraph (which can be viewed as a common generalization of graphs and binary
trees), a class of objects called digraph pairs, a new optimization problem on digraph pairs, and a greedy algorithm
for this problem. In Section 4 we introduce a special type of digraph pair called a digraph system and in Section 5 we
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present examples of digraph systems and weight functions. Section 6 contains an equivalent characterization of digraph
systems. In Section 7 we present a general class of weight functions and show that the greedy algorithm solves the
new optimization problem for digraph systems with these weight functions. We also show that three key examples of
weight functions from Section 5 are special cases of this general class. Finally, we present a generalization of a result
of Hu and Tucker [18] for Huffman’s data compression problem.
2. A review of optimal data compression
This section contains a brief review of Huffman’s approach to optimal data compression. The main concepts,
optimization problem, and algorithm considered in this paper are closely related to those used by Huffman for data
compression; hence this section should serve as a motivation for our approach.
In 1952 Huffman [16] considered the following text or data compression problem: You are given a ﬁnite-length
text (that is, a string of characters). Your goal is to represent each character in the text with a 0–1 sequence or code
(different characters can have different length codes) so that the text resulting from replacing each character with its
0–1 code is as short as possible. An additional condition is that someone who knows the codes for the characters must
be able to decode the message (essentially, this means that no character’s code can be a preﬁx of another character’s
code; such codes are called preﬁx codes). Huffman presented a simple, elegant, efﬁcient, greedy-style algorithm for
solving this problem. His algorithm is widely used in practice and appears in many introductory computer science and
discrete mathematics textbooks (e.g., [4,5,14,17,21]). Let us brieﬂy recall how Huffman formulated this problem as a
graph optimization problem; this is the form our generalization takes. (The reader is referred to [4], for example, for a
detailed treatment.)
Suppose we wish to compress some text that contains only the characters a, b, c, and d, where each character occurs
5, 7, 8, and 5 times, respectively, in the text. Fig. 1 contains two binary trees, each describing a way in which these
characters can be coded. Observe that the square nodes, or leaves, correspond to the characters, the left edge below
each circular node is labeled 0, and the right edge is labeled 1. The 0–1 code for a character is then the sequence of 0–1
labels encountered on the unique path from the topmost node to the character’s node (hence the code for a in the left
tree is 01). Also observe that the binary tree structure implies that these are preﬁx codes.
Next consider the numbers or “weights” inside each node. The weight of each square node is the frequency of the
corresponding character. The weight of each circular node is equal to the sum of the weights of the two nodes below
it. It’s easy to see that the length of the coded text is simply the sum of the weights in the circular nodes for the
corresponding binary tree. In this example, the left tree results in a coded message with 60 digits and the right tree
results in a message with 50 digits. Hence the original problem reduces to ﬁnding a special binary tree with minimum
total weight.
Huffman’s algorithm starts with a set of isolated square nodes corresponding to the characters, and sequencially
builds an optimal binary tree by adding circular nodes, one by one, each connected to two already existing nodes. At
each iteration, the algorithm simply chooses to add a circular node whose weight is a minimum. (In the example, the





















Fig. 1. Two Huffman trees.
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Huffman’s algorithm has been developed in the literature in both practical and theoretical directions. A recent survey
(with over 300 references) may be found in [1]. Highlights include the development of “dynamic Huffman codes” by
Faller [8], Gallager [10], Knuth [20], and Vitter [30]. In this variant, the frequencies of the characters in the text are not
determined ahead of time; instead the coding of the characters changes as their frequencies vary during a single scan of
the text. Algorithms of this type are also widely used. An interesting optimality condition, called the “sibling property,”
was discovered by Gallager [10]. Hu and Tucker found an algorithm for Huffman’s problem when the codes for the
characters must have a prescribed lexicographic order [18]. Karp [19] ﬁrst addressed a weighted variant of Huffman’s
problem where the symbols 0 and 1 used in the coding have unequal weights and a minimum weight data compression
is sought. His approach to the problem used integer programming. Golin and Rote [13] recently discovered a more
efﬁcient dynamic programming approach to this variant. Parker [25] studied a general class of weight functions for
which Huffman’s greedy algorithm still works. Finally, Parker and Ram [26] discovered that Huffman’s problem can
be viewed as a submodular optimization problem over a lattice of binary trees.
3. Basic deﬁnitions
In this section we introduce the basic concepts for the paper. The most important concepts are those of an S-digraph
(which can be thought of as a common generalization of undirected graphs and binary trees), the digraph pair, the
S-digraph optimization problem, and a greedy-style algorithm for ﬁnding solutions to this problem.
We use the term digraph to refer to a ﬁnite directed graph. If x and y are nodes of a digraph, then xy denotes an arc
directed from x to y. We begin by deﬁning the ﬁrst of two key operations.
Merge: Let x1 and x2 be nodes (not necessarily distinct) of a digraph D. Then the merge of x1 and x2 yields the
digraph obtained by adding a new node y to D along with the arcs yx1, yx2.
Let S be a digraph consisting of a nonempty set of isolated nodes. A digraph D is called an S-digraph if it can
be obtained from S by a sequence of merges; that is, D is an S-digraph if there exists a sequence of digraphs S =
D0,D1, . . . , Dm =D such that, for 1 im, Di is obtained from Di−1 by a merge. Note that S itself is considered to
be an S-digraph.
Any node of an S-digraph that is not in S is called an internal node. Any internal node of an S-digraph that has
in-degree 0 is called a top node. The cardinality of an S-digraph D is its number of internal nodes and is denoted |D|.
Clearly, if D is an S-digraph, then D contains no directed cycles, all internal nodes of D have out-degree 2, all nodes
in S have out-degree 0, and, in general, there is no restriction on the in-degree a node can have.
For an S-digraph D, if yx1, yx2 are the arcs out of a node y, then x1 and x2 are called the children of y. Note that we
allow x1 = x2. If there exists a directed path from a node y to a different node x in D, then x is called a descendant of
y. An S-digraph is said to be simple if no two internal nodes have the same pair of children.
Remark 1. Let D denote a simple S-digraph such that every internal node has both of its children in S. Then there is
clearly a 1–1 correspondence between D and an undirected graph (with no parallel edges) on the node set S (where
an internal node of D with identical children corresponds to a loop in the undirected graph). Hence S-digraphs are a
generalization of undirected graphs.
Two S-digraphs D1 and D2 are called S-isomorphic if there exists a 1–1 correspondence between their nodes that
preserves (directed) adjacency and maps every member of S in D1 to the same member of S in D2. If F is a set of
S-digraphs and D is an S-digraph that is S-isomorphic to a digraph in F, then we consider D to be a member of F.
We next introduce the second operation, which is essentially the converse of the merge operation.
Deletion: Let z be a top node of an S-digraph D. Then the deletion of z from D yields the S-digraph obtained by
deleting the node z (and its two incident arcs) from D.
We call (S, F ) a digraph pair if F is a set of simple S-digraphs and, for every D ∈ F , the deletion of any top node
of D yields an S-digraph in F. Hence S is in F. An S-digraph D in F is called maximal in F if no merge on D results
in an S-digraph in F. A weight function on (S, F ) is a function w : F → R; that is, a weight function assigns a real
weight to each digraph in F.
Let us informally present two examples of digraph pairs with weight functions.
Example 1. Let F contain all S-digraphs such that every node has in-degree at most 1 and every internal node has
distinct children. Then (S, F ) is a digraph pair, which we call a Huffman digraph pair. For an example of a weight
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function on (S, F ), assign a nonnegative weight to each node in S and then recursively assign to all other nodes in the
digraphs of F a weight equal to the sum of the weights of its children. The weight of an S-digraph is then the sum of
the weights of its internal nodes.
Example 2. Let G = (S,E) be a simple undirected graph with node set S. For each acyclic subgraph of G, add to F
the corresponding S-digraph (as described above in Remark 1). Then (S, F ) is a digraph pair, which we call a forest
digraph pair. For an example of a weight function on (S, F ), assign a nonnegative weight to each edge in G and let the
weight of each internal node of an S-digraph in F equal the weight of the corresponding edge in G. Then the weight of
an S-digraph in F is the sum of the weights of its internal nodes.
We are concerned in this paper with the following optimization problem.
S-digraph optimization problem: Given a digraph pair (S, F ) with a weight function w, ﬁnd a maximal digraph of
F with minimum weight.
We are interested in characterizing situations when the following simple algorithm solves the above problem.
Greedy algorithm
Input: A digraph pair (S, F ) with a weight function w.
Set T = S.
While T is not maximal:
Find a minimum weight digraph T ′ ∈ F that can be obtained
from T by a merge. Replace T with T ′.
Output T.
It is well known that this greedy algorithm works for the digraph pairs with the weight functions described in
Examples 1 and 2. Although the language used here is different, these are equivalent to the classical results of Huffman
[16] (for optimal data compression) and Kruskal [23] (for ﬁnding minimum weight spanning forests). In the next section
we introduce a special class of digraph pairs, called digraph systems, and in Section 7 we introduce a general class of
weight functions. We show in Section 7 that the greedy algorithm solves the S-digraph optimization problem for these
general classes. Examples 1, 2, and others are shown in Section 5 to be special cases.
4. Digraph systems
In this section we deﬁne “digraph systems,” which are a special type of digraph pairs. In the next section we present a
number of examples of digraph systems together with some examples of weight functions. In order to deﬁne the sets of
digraphs we consider, we need a few deﬁnitions. We begin by deﬁning two key operations. Each operation transforms
an S-digraph into another S-digraph by changing two arcs.
Let D be an S-digraph.
1-node exchange: Let ux and uy be two arcs in D. Consider the operation of deleting ux and uy and adding the arcs
ux′ and uy′ for some nodes x′, y′ in D so that the result is an S-digraph. We call such an operation a 1-node exchange
on u.
2-node exchange: Let ux and vy be two arcs in D, where u = v. Consider the operation of deleting ux and vy and
adding the arcs uy and vx so that the result is an S-digraph. We call such an operation a 2-node exchange on u and v.
Remark 2. In both exchanges the nodes in S retain their labels.
Consider two simple S-digraphs D1 and D2. We write D1 ⊆ D2 if D1 is S-isomorphic to a subdigraph of D2.
Observe that, since D1 and D2 are simple, if D1 is S-isomorphic to a subdigraph of D2, then it is S-isomorphic to a
unique such subdigraph. We deﬁne D1 ∩ D2 to be the maximum cardinality S-digraph such that (D1 ∩ D2) ⊆ D1 and
(D1 ∩D2) ⊆ D2. We deﬁne D1 ∪D2 to be the (unique) minimum cardinality digraph on S such that D1 ⊆ (D1 ∪D2)
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and D2 ⊆ (D1 ∪ D2). If F is a collection of simple S-digraphs, we let ∪F denote the (unique) minimum cardinality
S-digraph such that D ⊆ ∪F , for every D ∈ F . Observe that the ∩ and ∪ operators are well deﬁned because the
S-digraphs are simple.
Two distinct nodes in an S-digraph are called unrelated if neither is a descendant of the other. Suppose u and v are
two unrelated internal nodes in an S-digraph and that ux1, ux2, vy1, vy2 are the four arcs incident out of them. Then
the reverse of the 2-node exchange using ux1 and vy1 is the 2-node exchange using ux2 and vy2.
We say that a digraph pair (S, F ) is symmetric if it satisﬁes the following condition.
Symmetry: For every maximal D ∈ F , if a 2-node exchange on unrelated nodes in D yields an S-digraph in F then
the reverse of this 2-node exchange yields an S-digraph in F.
Observation: Let u and v be two related internal nodes in an S-digraph and let ux1, ux2, vy1, vy2 be the four arcs
incident out of them. Assume, without loss of generality, that x2 is an internal node on a dipath from u to v. Then
deleting ux2 and vy1 and adding uy1 and vx2 does not yield an S-digraph. The same is true for ux2 and vy2. Thus we
limit the deﬁnition of symmetric to 2-node exchanges on unrelated nodes in D.
If D is an S-digraph, then the set of all S-digraphs that can be obtained from D with a single merge operation is called
the frontier of D and is denoted by Fron(D).
A digraph pair (S, F ) is called a digraph system if it satisﬁes the following two conditions.
1. (S, F ) is symmetric.
2. Let D1,D2 ∈ F be maximal. Let D ∈ Fron (D1 ∩ D2) such that D ⊆ D2 and DD1. Then there exists a maximal
D′ ∈ F such that D ⊆ D′ and such that D′ can be obtained from D1 by the application of a single 1-node exchange
or a single 2-node exchange.
Roughly speaking, part 2 of this deﬁnition says that D1 can be incrementally transformed into D2 using a sequence
of 1-node and 2-node exchanges; and, furthermore, this transformation can be made in the “direction” of any S-digraph
D ∈ Fron(D1 ∩ D2), where D ⊆ D2 and DD1.
Remark 3. In the above deﬁnition, if a 1-node exchange is performed on u, then u cannot occur in D1 ∩D2. Similarly,
if a 2-node exchange is performed on u and v, then u and v cannot occur in D1 ∩ D2.
Remark 4. The deﬁnition of a digraph system could be expressed in terms of just the nodes in ∪F and hence as a set
system (as matroids are deﬁned, for example). However, the two exchange operations can change many nodes when
they are applied to a digraph, hence it seems easier to think in terms of a system of digraphs together with two local
exchange operations on the arcs. This also explains why digraph systems are not special cases of greedoids (see [22]
for deﬁnitions).
Remark 5. An immediate consequence of the deﬁnition of a digraph system is that all maximal S-digraphs of a digraph
system have the same cardinality.
5. Examples
In this section we present several examples of weight functions, digraph systems, and operations on digraph systems.
5.1. Weight functions
In this subsection we present two general examples of weight functions. In the next subsection, we introduce two
additional examples of weight functions (for the special cases of matroidal and bipartite 1-layer digraph pairs, also
deﬁned in the next subsection). In Section 7 we introduce a general class of objective functions, which includes three
of the examples in this section as special cases, and show that the greedy algorithm always works for digraph systems
with a weight function from this class.
Let (S, F ) be a digraph pair. We recursively deﬁne two types of weight functions. One is called the max weight
function and the other is called a linear weight function. In both cases we deﬁne an extended weight function w that
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assigns a real number to each node of each S-digraph in F. Then the weight of each D ∈ F , denoted w(D), is deﬁned
to be the sum of the weights of its internal nodes. The functions w are deﬁned recursively as follows for each node x
in an S-digraph of F.
The max weight function: Fix b ∈ R+ (the nonnegative reals). For x ∈ S, set w(x) ∈ R; for x /∈ S, recursively let
w(x) ≡ max{w(x1), w(x2)} + b, where x1 and x2 are the children of x.
The linear weight function: Fix a, b ∈ R (we call a the multiplier and b the constant). Then, for x ∈ S, setw(x) ∈ R+;
for x /∈ S, recursively let w(x) ≡ aw(x1)+ aw(x2)+ b, where x1 and x2 are the children of x. A linear weight function
w is called increasing if a1 and b0.
Both the max and increasing linear weight functions appear in the literature for the special case of Huffman digraph
pairs where it has been shown that the greedy algorithm works (e.g., see [25]).
5.2. Digraph systems
In this subsection we introduce six classes of digraph systems, three operations that produce digraph systems from
digraph systems, and two special weight functions (for the matroidal and bipartite 1-layer digraph pairs).
Degree-restricted digraph systems: Let S be a nonempty set of nodes, let k and p be nonnegative integers and let r(v)
be a nonnegative integer for each v ∈ S. Let F contain every simple S-digraph D such that:
1. |D|k;
2. the in-degree of every node v ∈ S is at most r(v) and
3. the in-degree of every internal node of D is at most p.
Then (S, F ) is called a degree-restricted digraph pair.
Let (S, F ) be a degree-restricted digraph pair with k = |S| − 1, p = 1, and r ≡ 1. Then (S, F ) is a Huffman digraph
pair, as deﬁned in Section 2. In particular, solving our S-digraph optimization problem over these digraph pairs with
linear weight functions, where a = 1 and b = 0, and our greedy algorithm, are precisely the optimization problem
considered by Huffman and his algorithm.
A slight variant of degree-restricted digraph pairs can be obtained as follows.
Let S = Sa ∪ Sb, where Sa and Sb are nonempty, disjoint sets of nodes; let k and p be nonnegative integers and let
r(v) be a nonnegative integer for each v ∈ S. Let F contain every simple S-digraph D such that:
1. |D|k;
2. the in-degree of every node v ∈ S is at most r(v);
3. the in-degree of every internal node of D is at most p and
4. no internal node has both of its children in Sa or both of its children in Sb.
Then (S, F ) is called a bipartite degree-restricted digraph pair.
Proposition 6. Every degree-restricted digraph pair and every bipartite degree-restricted digraph pair is a digraph
system.
Proof. Let (S, F ) be a degree-restricted digraph pair or a bipartite degree-restricted digraph pair with parameters k and
p. Clearly (S, F ) is symmetric. Let D1,D2 ∈ F be maximal and let us assume D1 = D2. Observe that the maximality
implies that |D1| = |D2|. Arbitrarily select D ∈ Fron(D1 ∩ D2) such that D ⊆ D2 and DD1. Assume that D is
obtained from D1 ∩ D2 by merging nodes u and v.
Case 1: Assume that in D1, the in-degrees of u and v are both less than p. Let D′′ ∈ Fron (D1 ∩ D2) such that
D′′ ⊆ D1 and D′′D2. There must be such a D′′ since D1 = D2 and |D1|= |D2|. Let x and y be the nodes of D1 ∩D2
that are merged to give D′′ and let z be the node created by the merge. Let D′ be the digraph obtained from D1 by
performing the 1-node exchange that deletes the arcs zx and zy and adds the arcs zu and zv. Observe that D′ ∈ F , hence
condition 2 of the deﬁnition of a digraph system is satisﬁed.
Case 2: Assume that in D1, the in-degree of u equals p and the in-degree of v is less than p. Since D1 contains no
merge on u and v, and since the in-degree of u in D1 is the maximum possible p , there must be a merge in D1 involving
u that is not in D2. Let us say this merge is on nodes x and u in D1, yielding the node z. Let D′ be the digraph obtained
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from D1 by performing the 1-node exchange that deletes the arcs zx and zu and adds the arcs zu and zv. Observe that
D′ ∈ F , hence condition 2 of the deﬁnition of a digraph system is satisﬁed.
Case 3: Assume that in D1, the in-degrees of u and v are both equal to p. Arguing as in Case 2, there must be a merge
in D1 on nodes u and x, yielding, say, z1, and a merge on v and y, yielding, say, z2, where x = v, y = u, and neither
merge is in D2. Let us assume, without loss of generality, that if z1 and z2 are related, then z1 is a decendent of z2. Let
D′ be the digraph obtained from D1 by performing the 2-node exchange that deletes the arcs z1x and z2v and adds the
arcs z1v and z2x. (Note that if x = y, then this 2-node exchange creates parallel arcs z2x, z2y.) Observe that D′ ∈ F ,
hence condition 2 of the deﬁnition of a digraph system is satisﬁed. 
Layered digraph systems: Let S be a nonemtpy set of nodes; let k1, . . . , kl be positive integers, for l1, and let r(v)
be a nonnegative integer for each v ∈ S. Let F contain every simple S-digraph D with the following properties:
1. the set of nodes of D can be partitioned into nonempty sets S = S0, S1, . . . , Sl ;
2. for i = 1, . . . , l, each node in Si has both of its children in Si−1;
3. for i = 1, . . . , l, |Si |ki and
4. the in-degree of every node v ∈ S is at most r(v).
Then (S, F ) is called an l-layer digraph pair.
A slight variant of the l-layer digraph pair can be obtained by a further partition of S as follows.
Let S be a nonemtpy set of nodes; let k1, . . . , kl be positive integers, for l1, and let r(v) be a nonnegative integer
for each v ∈ S. Let F contain every simple S-digraph D with the following properties:
1. the nodes of D can be partitioned into nonempty sets Sa, Sb, S1, . . . , Sl such that S = Sa ∪ Sb;
2. each node in S1 has one child in Sa and one child in Sb;
3. for i = 2, . . . , l, each node in Si has both of its children in Si−1;
4. for i = 1, . . . , l, |Si |ki and
5. the in-degree of every node v ∈ S is r(v).
Then (S, F ) is called a bipartite l-layer digraph pair.
Proposition 7. Every l-layer digraph pair and every bipartite l-layer digraph pair is a digraph system.
Proof. The idea is simply to proceed as in the proof of Proposition 6, except we make each layer of D1 the same as
the corresponding layer of D2, for i = 1, then 2, and so on. 
Let us consider a special case of the bipartite 1-layer digraph pairs. Let G= (S =Sa ∪Sb,E) be a complete bipartite
graph and let r(v) be a nonnegative integer for each v ∈ S. Let c(e) be a nonnegative cost on each edge e ∈ E. Let
(S, F ) be the bipartite 1-layer digraph pair such that each subgraph of G whose degree at every node v is at most r(v)
has a corresponding member D ∈ F , and let w(D) be the sum of the costs of the corresponding edges in G. It is easy
to see that the S-digraph optimization problem is equivalent to solving a min cost max ﬂow problem on G, where each




v∈Sb r(v); if, in
addition, r ≡ 1, then this is the problem of ﬁnding a minimum weight perfect matching in G.
Consider the following condition on the cost function c. For all sets of four distinct nodes d, e, f, g, where d, e ∈ Sa
and f, g ∈ Sb, we have
min{c(df ), c(eg)} min{c(dg), c(ef )} ⇒ c(df ) + c(eg)c(dg) + c(ef ). (1)
It easily follows from Theorem 12 in Section 7 that if c satisﬁes (1), then the greedy algorithm solves the associated
S-digraph optimization problem. If c satisﬁes (1), then any sequence of the edges in G for which the costs are non-
decreasing is an example of a more general structure called a Monge sequence in the literature. (In general, the edges
in a Monge sequence need not have non-decreasing costs, they need only satisfy (1) whenever df or eg precedes dg and
ef in the sequence. Also, Monge sequences are deﬁned for uncapacitated transportation problems.) Monge sequences
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were introduced in [24] and elaborated in [15,2], and elsewhere (e.g., see the references in [2]). The general condition
we give on weight functions in Section 7 is a generalization of condition (1).
Let us observe that this can be further generalized to 1-layer digraph pairs. Let G= (S,E) be a complete graph and
let r(v) be a nonnegative integer for each v ∈ S, such that ∑v∈Sr(v) is even. Let c(e) be a nonnegative cost on each
edge e ∈ E. Let (S, F ) be the 1-layer digraph pair such that each subgraph of G whose degree at every node v is at
most r(v) has a corresponding member D ∈ F , and let w(D) be the sum of the costs of the corresponding edges in G.
It is easy to see that the S-digraph optimization problem is equivalent to a weighted r-factor problem (see [28]). When
r ≡ 1, this is the problem of ﬁnding a minimum weight perfect matching. Let the cost function c satisfy (1) for all
sets of four distinct nodes d, e, f, g. Then it follows from Theorem 12 that the greedy algorithm solves this S-digraph
optimization problem.
Matroidal digraph systems: Let us begin by brieﬂy recalling the “base-exchange” deﬁnition of a matoid.
Let E be a nonemtpy ﬁnite set and let I be a nonempty collection of subsets of E. Then (E, I) is called an independence
system if A ⊆ B ∈ I ⇒ A ∈ I. An independence system (E, I) is called a matroid if, for every pair A,B ∈ I , where
A and B are maximal, we have:
For all b ∈ B\A, there exists a ∈ A\B such that A\{a} ∪ {b} is a maximal set in I.
Let (E, I) be a matroid. Construct a simple undirected graph G = (V ,E) with edge set E. (Note that V must be
sufﬁciently large to allow G to be simple.) Hence each set in I corresponds to set of edges in G. Let S = V . For each
I ∈ I, let DI be the S -digraph obtained by performing a merge on each pair of nodes x, y, where xy ∈ I . (Note that
the order of the merges does not matter.) Let F = {DI : I ∈ I}. We call (S, F ) a matroidal digraph pair.
Observe that the forest digraph pair (deﬁned in Section 2) is an example of a matroidal digraph pair.
The following result immediately follows from the deﬁnitions. (Only 1-node exchanges are needed.)
Proposition 8. Every matroidal digraph pair is a digraph system.
Finally, let c : E → R+ be a linear cost function on a matroid (E, I) and let (S, F ) be an associated matroidal
digraph pair. For each D ∈ F , let w(D) equal the cost of the associated set in I. Then, applying our greedy algorithm to
(S, F ) proceeds exactly like the matroid greedy algorithm applied to (E, I). Observe that this type of weight function
is strictly more general than the max weight function and the linear weight function, for this class of digraph systems.
The m-truncation operation: Let (S, F ) be a digraph pair and let m be a positive integer. The m-truncation of (S, F )
is deﬁned to be the digraph pair (S, Fm), where Fm is the set of S-digraphs in F with at most m internal nodes. We
prove the following proposition in the next section.
Proposition 9. If (S, F ) is a digraph system, then the m-truncation of (S, F ) is a digraph system.
Special greedoids: Let S be a nonempty set of nodes, let D∗ be an S-digraph, and let F contain all S-digraphs that can
be obtained from D∗ by a sequence of deletions. Then (S, F ) is a digraph system. This is trivially true, since F contains
only one maximal S-digraph. The sets of the internal nodes of the digraphs in F are a special case of the feasible sets
of a structure called a poset antimatroid, which is a special case of a greedoid (see [22]).
The m-truncations of the above digraph systems are a special case of local poset greedoids (see [22]). Although
it follows from Proposition 9 that these m-truncations are digraph systems, it is easy to prove this directly from the
deﬁnition; in fact, only 1-node exchanges are needed.
A simple greedy algorithm (see [22]) is known to optimize a maximization problem on greedoids for a general
class of objective functions (which are non-linear). For the general class of weight functions introduced in Section 7
of this paper together with the digraph systems that deﬁne greedoids as above, the greedy algorithm for greedoids is
equivalent to our greedy algorithm for digraph systems (the maximization version given for greedoids is converted to
a minimization version for digraph systems in the standard fashion). Hence, a broad class of functions w for which the
greedy algorithm works on this class of digraph systems is directly inherited from the functions that work for greedoids
(see [22]).
Intersection operation: Let (S, F ) be a digraph system and let T ∈ F . Let (S, F T ) be the digraph pair such that T ′
is maximal in (S, F T ) if and only if T ′ is maximal in (S, F ) and T ⊆ T ′. Then it easily follows from the deﬁnitions
that (S, F T ) is a digraph system, which we call the intersection of (S, F ) with T.
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Direct sum operation: Let (S1, F1) and (S2, F2) be digraph systems where S1 and S2 are disjoint. The direct sum of
these two systems is (S1 ∪ S2, F ) where F = {D1 ∪ D2 : D1 ∈ F1 and D2 ∈ F2}. It is easy to show that (S1 ∪ S2, F )
is also a digraph system.
6. Another charaterization
In this section we present another characterization of digraph systems. The key is part 3 in the following proposition.
We then show that an m-truncation of a digraph system is a digraph system.
Proposition 10. A digraph pair (S, F ) is a digraph system if and only if it satisﬁes the following properties.
1. (S, F ) is symmetric.
2. All maximal digraphs in F have the same cardinality.
3. Let D1,D2 ∈ F , where |D1| |D2|. Let D ∈ Fron(D1 ∩ D2) such that D ⊆ D2 and DD1. Then there exists
D′ ∈ F such that D ⊆ D′, |D′| |D2| and such that D′ can be obtained from D1 by the application of a single
merge, a single 1-node exchange, or a single 2-node exchange.
Proof. The “if” direction is immediate; simply consider any two distinct maximal digraphs D1,D2 ∈ F . By 2 they
have the same cardinality, hence the operation applied to D1, as guaranteed by 3, cannot be a merge. The result now
follows from the deﬁnition.
“Only if” direction: 1 and 2 are immediate. So we concentrate on 3.
Let D1,D2 ∈ F be arbitrary distinct digraphs, where |D1| |D2|. If D1 ⊆ D2, then the result is immediate, so let
us assume D1D2. Furthermore, if a merge can be applied to D1 to obtain D′ as described in 3, then again we are
done. So let us assume that such a merge does not exist. Apply merges to D1 and D2 to obtain maximal digraphs B1
and B2, respectively, in F. Let D ∈ Fron(D1 ∩ D2) such that D ⊆ D2 and DD1. Then (since we have ruled out the
application of an appropriate single merge to D1), D ∈ Fron (B1 ∩ B2). Thus, by the deﬁnition of a digraph system,
there exists B ′ ∈ F such that D ⊆ B ′ and such that B ′ can be obtained from B1 by the application of a single 1-node
exchange or a single 2-node exchange. If B ′ is obtained by a 1-node exchange and the node is in D1, then we are done
(simply perform the same exchange on this node in D1). If B ′ is obtained by a 2-node exchange on unrelated nodes
and one or both of the nodes is in D1, then again we are done (if one of the nodes is in D1, then we have a 1-node
exchange on D1; otherwise we have a 2-node exchange on D1). If B ′ is obtained bya 2-node exchange on related nodes
and the lower node is in D1, then, similarly, we are done (note that we cannot have such a 2-node exchange with only
the upper node in D1, since the upper node must “build on” the lower node in any digraph that contains it). Suppose
B ′ is obtained by a 1-node exchange, which transforms a node u to a node u′, where u is not in D1. Arbitrarily choose
a top node, say v, of D1 that is not in (D1 ∩ D2) (this can be done since D1D2). Let D′ be the subdigraph of B ′
consisting of the nodes of D1, where v is deleted and u′ is added (as it occurs in B ′). Thus D′ can be obtained from D1
by a 1-node exchange on v, and it satisﬁes condition 3. Suppose B ′ is obtained by a 2-node exchange and both nodes
are not in D1. Then again choose an appropriate top node from D1 and proceed as for the preceding 1-node exchange
case. 
Proof of Proposition 9. Let D1,D2 ∈ F be arbitrary maximal distinct S-digraphs of the m-truncation of (S, F ).
Observe that |D1| = |D2| = m since every digraph in F can be extended by merges to a maximal digraph of F, all of
which have the same cardinality. Apply the previous proposition to D1 and D2. Since they have the same cardinality,
no merge can be used and the result follows. 
7. When greedy works
In the ﬁrst part of this section we introduce a general class of weight functions and show that the greedy algorithm
works for digraph systems with weights from this class. We also discuss the complexity of the greedy algorithm, and
present a generalization to digraph systems of a result of Hu and Tucker for Huffman’s data compression problem. In
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the second part of this section we show that the increasing linear, max, and the Monge-type weight functions (deﬁned
in Section 5), are in this general class of weight functions.
7.1. A general class of weight functions
Let (S, F ) be a digraph pair. We focus our attention in this subsection on a special weight function, which we now
deﬁne. To begin, assign a weight w(v) ∈ R to every node v in ∪F . Next, consider an arbitrary digraph D ∈ F and
an arbitrary node u of D. We deﬁne w(u) to be the weight of the unique node in ∪F that corresponds to u (by the
S-isomorphism of D to a subdigraph of ∪F ); and we deﬁne w(D) to be the sum of the weights of the internal nodes of
D. Such a weight function is called node-based.
Remark 11. It is easy to see that the linear, max, Monge-type, and matroidal weight functions, deﬁned in Section 5,
are node-based. The weight function for the greedoid example in Section 5 need not be node-based (see [22]).
We next introduce four conditions that a node-based weight function might satisfy. Roughly speaking, conditions
2–4 below state that a local improvement in the weight of an S-digraph, via a 1-node or a 2-node exchange, implies a
global improvement.
Four general conditions on a weight function w: Let (S, F ) be a symmetric digraph pair and let w be a node-based
weight function.
1. If x is a decendent of y in D ∈ F , then w(x)w(y).
2. Suppose a maximal D′ ∈ F can be obtained from D ∈ F by a 1-node exchange on node x in D. Let x′ be the node
in D′ that corresponds to x in D. Then
w(x′)w(x) ⇒ w(D′)w(D).
3. Suppose a maximal D′ ∈ F can be obtained from D ∈ F by a 2-node exchange on nodes x and y in D, where x is
a descendant of y. Let x′ be the node in D′ that corresponds to x in D. Then
w(x′)w(x) ⇒ w(D′)w(D).
4. Suppose a maximal D′ ∈ F can be obtained from D ∈ F by a 2-node exchange on nodes x and y in D, where x
and y are unrelated. Let D′R ∈ F be the digraph obtained by the reverse of this 2-node exchange. Let x′, y′ be the
nodes in D′ that correspond to x and y (respectively) in D. Then
min{w(x′), w(y′)} min{w(x),w(y)} ⇒ min{w(D′), w(D′R)}w(D).
Our main result is the following.
Theorem 12. Let (S, F ) be a digraph system and let w be a weight function on (S, F ) that satisﬁes conditions 1–4.
Then the greedy algorithm outputs a minimum weight, maximal S-digraph of F.
Before proving this theorem, we present a useful deﬁnition and a remark.
Deﬁnition 13. Let D be an S-digraph. A sequence v1, . . . , vn of the internal nodes of D is called a merge sequence if,
for 1 in, the children of vi are among {v1, . . . , vi−1} ∪ S.
Remark 14. It follows immediately from the deﬁnitions that every S-digraph has at least one merge sequence.
Proof of Theorem 12. LetDu be the digraph inFproduced by an application of the greedy algorithm and letu1, . . . , un
be the corresponding merge sequence. Let Dv be a maximal digraph in F with minimum weight. If Du = Dv , then we
are done, so let us assume Du = Dv . Let v1, . . . , vn be a merge sequence for Dv constructed as follows.
Rule: Always choose a merge with smallest weight; if there is a tie and a merge can be chosen so that the sequence
to this point is the same as u1, . . . , un to this point, then choose that merge.
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This rule, together with condition 1, yields the following.
Observation: w(v1) · · · w(vn).
If u1 = v1, then set k := 0. Otherwise, let k denote the index such that ui = vi for ik and uk+1 = vk+1. We call k
the size of the intersection of u1, . . . , un and v1, . . . , vn. Clearly, since Du = Dv , k <n. We will produce an optimal
S-digraph with a merge sequence v′1, . . . , v′n whose intersection with u1, . . . , un has size at least k + 1. Repeated
application of this argument proves that Du is optimal.
By the statement of the greedy algorithm, we have that w(uk+1)w(vk+1) and, by our setup, we have that uk+1 is
not a node of Dv (otherwise we would have put uk+1 into position k+1 of the merge sequence for Dv). Let Dk+1u denote
the S-subdigraph of Du constructed by the merges on u1, . . . , uk+1. Observe that Dk+1u ∈ Fron(Du∩Dv). Since (S, F )
is a digraph system, there exists either a 1-node exchange (say on node x) or a 2-node exchange (say on nodes x1 and
x2) that can be performed on Dv to give D′v so that Dk+1u ⊆ D′v . The one or two nodes of Dv involved in this exchange
are contained in {vk+1, . . . , vn}, by Remark 3. Hence (using the above observation), in the case of a 1-node exchange,
we have w(uk+1)w(vk+1)w(x); and in the case of a 2-node exchange, we have w(uk+1)w(vk+1)w(xi), for
i = 1, 2. Thus, in the cases of a 1-node exchange or a 2-node exchange on related nodes, we may apply condition 2 or 3
and conclude that w(D′v)w(Dv). In the case of a 2-node exchange on unrelated nodes, we may apply condition 4 and
conclude that w(D′v)w(Dv) or w(DRv )w(Dv), whereDRv is the reverse of the digraph obtained by the interchange
in Dv on x1 and x2 that yielded D′v . Since Dv is optimal, these inequalities must be equalities. Thus we have produced
a maximal S-digraph, D′v or DRv , with minimum weight and a merge sequence whose intersection with u1, . . . , un has
size at least k + 1. This concludes the proof. 
Corollary 15. Let (S, F ) be a digraph system; let w be a weight function that satisﬁes conditions 1–4; and let D be
an S-digraph occurring in an application of the greedy algorithm. Then w(D)w(D′), for all D′ ∈ F such that
|D′| = |D|.
Proof. Follows immediately from Theorem 12 and Proposition 9. 
The special case of this corollary for Huffman digraph pairs with a linear weight function (with a = 1 and b = 0)
was ﬁrst proved by Hu and Tucker [18]. Their result was generalized by Glassey and Karp [12] in a different way from
Corollary 15. For the special case of matroids (hence matroidal digraph pairs) a stronger result than Corollary 15 was
proved by Gale [9] (sometimes called “Gale optimality” ).
The following remark addresses the complexity of our greedy algorithm for the case of node-based weight functions.
The complexity arises from ﬁnding an ordering of the nodes of ∪F , say v1, . . . , vn, so that, for all i, j , if w(vi)<w(vj )
or if vi is a descendant of vj , then i < j . We can then run the algorithm by considering the nodes in ∪F in this order.
Remark 16. If w is a node-based weight function for a digraph pair (S, F ), then the greedy algorithm can be imple-
mented in worst case time O(| ∪ F | log(| ∪ F |)). (Observe that | ∪ F | is, typically, far smaller than |F |).
7.2. Special weight functions
In this subsection we show that the increasing linear, max, and Monge-type weight functions satisfy conditions 1–4.
First, we have the following.
Remark 17. Immediately from the deﬁnitions, we have that the Monge-type weight functions (deﬁned in condition 1
in Section 5 for the bipartite and non-bipartite 1-layer digraph pairs) satisfy conditions 1–4.
Proposition 18. If w is an increasing linear weight function, then w satisﬁes conditions 1–4.
Proof. The result is immediate for condition 1. The result for conditions 2–4 follows from the following three propo-
sitions (and one lemma). (The result holds under slightly more general assumptions for conditions 2 and 4.) 
Proposition 19. Let (S, F ) be a digraph system with a linear weight function w with multiplier a > 0 and constant
b0. Then w satisﬁes condition 2.
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Proof. Assume the “if” part of condition 2 holds. Let x1, . . . , xm be a merge sequence for D and let xj = x. Let
x′1, . . . , x′m be the corresponding nodes in D′ (hence x′j = x′). Observe that x′1, . . . , x′m is also a merge sequence in D′.
Also observe that w(x′i ) = w(xi) for i = 1, . . . , j − 1 and, by assumption, that w(x′j )w(xj ). So let us inductively
assume w(x′i )w(xi) for ik, for some kj . By deﬁnition, w(xk+1) = a(w(y1) + w(y2)) + b, where y1, y2 are the
children of xk+1. It now follows by inductive hypothesis and our assumptions on w that w(x′i )w(xi) for i=1, . . . , m.
Thus w(D′)w(D). 
Proposition 20. Let (S, F ) be a digraph system with an increasing linear weight function w. Then w satisﬁes
condition 3.
Proof. Assume the “if” part of condition 3 holds. Let xu and yv be the two arcs in D being exchanged. We ﬁrst claim
that if we add the arc xv to D, then the resulting digraph is acyclic (i.e., contains no dicycle). If there were a dicycle,
then it must contain xv and hence could not contain xu or yv. But this implies that D′ contains a dicycle, which is a
contradiction. Thus there must exist an ordering of the nodes of D, say v1, . . . , vn, such that if vivj is an arc in D, then
i > j ; and furthermore x occurs after v in this ordering (this is a well-known property of acyclic digraphs, in general).
Let x1, . . . , xj = x, . . . , xk = y, . . . , xm be the subsequence of v1, . . . , vn that contains just the interior nodes of D
and let x′1, . . . , x′j = x′, . . . , x′k = y′, . . . , x′m be the corresponding nodes in D′. Observe that x1, . . . , xm is a merge
sequence for D and x′1, . . . , x′m is a merge sequence for D′.
It sufﬁces to show that w(x′i )w(xi) for i = 1, . . . , m. Observe that w(x′i ) = w(xi) for i = 1, . . . , j − 1 and that
w(x′j )w(xj ), by assumption. Let w = w(x) − w(x′). Let y, z1, . . . , zp, x be an arbitrary dipath, call it P, from y
to x in D and let y′, z′1, . . . , z′p, x′ be the corresponding dipath in D′ (the paths may contain only one arc). We claim
that w(x′i )w(xi) for i = j + 1, . . . , k − 1 and, in addition, that w(z′i )w(zi) −w. This follows by induction on i
(using the facts that a1 and b0).
We now claim that w(x′k)w(xk). The exchange on y replaces yv with yu, which increases the weight on y by w;
and the exchange causes the weight on z1 (or x if P has no interior nodes) to decrease by at least w. Hence the claim
follows.
Finally, we claim that w(x′i )w(xi) for i = k + 1, . . . , m. But this again follows by induction on i (using the facts
that a1 and b0). The result follows. 
Lemma 21. Let D = (V ,A) be an S-digraph, where |S|2; let s, t ∈ S, where s = t ; and let w be a linear




w(x) + y if x = s,
w(x) − y if x = t,
w(x) if x ∈ S\{s, t}.
Otherwise, ws,ty (x) = aws,ty (x1) + aws,ty (x2) + b where {x1, x2} are the children of x. Then ws,ty (D) = a′y + w(D),
for some a′ ∈ R and for all y ∈ R.
Proof. We show inductively that ws,ty (x) = (x)y + w(x) for all nodes x in D, where  : V → R. The result then







[(x)y + w(x)] = a′y + w(D),
where a′ =∑x∈V \S(x).
To begin, ﬁnd a sequence v1, . . . , vn of the nodes in V which begins with the nodes in S (in any order) and is followed
by a merge sequence. By deﬁnition, for x ∈ S, we have (x) ∈ R so that ws,ty (x)= (x)y +w(x). So let us inductively
assume this holds for v1, . . . , vk , where k |S| and show that it must hold for vk+1. Suppose z1, z2 are the children of
332 D. Hartvigsen / Discrete Optimization 2 (2005) 320–334
vk+1. By the deﬁnition of a linear weight function, the deﬁnition of our ordering, and by inductive hypothesis:
ws,ty (vk+1) = b +
2∑
j=1
aws,ty (zj ) = b +
2∑
j=1











⎭= (vk+1)y + w(vk+1),
where (vk+1) =∑2j=1a(zj ). The result follows. 
Proposition 22. Let (S, F ) be a digraph system with a linear weight function w. Then w satisﬁes condition 4.
Proof. Assume the “if” part of condition 4 holds. (Note that we can assume |S|2 since D contains two unrelated
nodes.) Let x′′, y′′ be the nodes in D′R that correspond to x and y (respectively) in D. By the deﬁnition of a 2-node
exchange, reverse, and since w is linear, we have that w(x′)=w(y′′) and w(x′′)=w(y′) and w(x)+w(y)=w(x′)+
w(y′) = w(x′′) + w(y′′).




 min {w(x),w(y)}. Furthermore, let us assume, without loss of generality,
that w(x)w(y). Hence we have either w(x′) = w(y′′)w(x) or w(y′) = w(x′′)w(x). Since the 2-node exchange
and its reverse are symmetric, let us assume, without loss of generality, that w(x′)w(x).
Observe that w(x′) − w(x) = w(y) − w(y′)0 and w(x′′) − w(x) = w(y) − w(y′′)0.
Let J denote the nodes in D that are descendants of x and/or y. Observe that these nodes also occur in D′ and D′R .
Then, for each node z ∈ J , w(z) has the same value in D, D′, and D′R . So, let us delete the nodes of J from D, D′,
and D′R to obtain E, E′, and E′R , respectively. Let S′ denote the nodes of E, E′, and E′R with outdegree 0; note that
x, y ∈ S′. Let c denote the linear weight function on E, E′, and E′R deﬁned by setting c(x) := w(x), for all nodes x in
these S-digraphs.





c(z) + p if z = x,
c(z) − p if z = y,
c(z) if z ∈ S′\{x, y}.
If we let p1 = w(x′) − w(x), then cx,yp1 (E) = w(D′) −
∑
j∈Jw(j). If we let p2 = w(x′′) − w(x), then cx,yp2 (E) =
w(D′R) −
∑
j∈Jw(j). And if we let p′ = 0, then cx,yp′ (E) = w(D) −
∑
j∈Jw(j). It follows, since p10p2
and cx,yp (E) is linear in p (by Lemma 21), that minp1,p2,p′(cx,yp (E)) is attained by either p1 or p2. The result
follows. 
Proposition 23. If w is the max weight function, then w satisﬁes conditions 1–4.
Proof. Condition 1 follows from the deﬁnition of the max weight function. The proofs of conditions 2 and 3 are
quite similar to the corresponding proofs for the increasing linear function and are left to the reader. The proof of
condition 4, however, seems to be more complex and is given by the following proposition. 
Proposition 24. Let (S, F ) be a digraph system and let w be the max weight function. Then w satisﬁes condition 4.
Proof. Let D ∈ F and let x and y be two distinct, unrelated, internal nodes of D. Let {a, b} and {c, d} be the children
of x and y, respectively. (Note that it is possible that a, b, c, d are not all distinct.) We assume the 2-node exchange on
x and y, using xb and yc, yields a digraph D′ ∈ F and that x′ and y′ are the nodes in D′ that correspond to x and y,
respectively. Assume the reverse of this 2-node exchange, using xa and yd, yields a digraph D′R ∈ F and that x′′ and
y′′ are the nodes in D′R that correspond to x and y, respectively. By the deﬁnition of the max weight function, we have
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Our objective is to show the following:
min{w(x′), w(y′)} min{w(x),w(y)} ⇒ min{w(D′), w(D′R)}w(D). (2)
Observe that if w(b) = w(c), then (2) is satisﬁed. So, let us assume, without loss of generality, that w(b)>w(c).
We consider below the various ways in which w(a),w(b),w(c), w(d) can be ordered (in particular, we enumerate the
ways w(a) and w(d) can be related to w(b) and w(c)). We show that (2) is satisﬁed for each.
Case 1: w(a)w(d)w(b)w(c).
We have w(x) = w(a), w(y) = w(d), w(x′) = w(a), and w(y′) = w(d). Hence the weights of the nodes in D′ are
the same as the corresponding nodes in D, and (2) is satisﬁed.
Case 2: w(d)w(a)w(b)w(c).
Same as for Case 1.
Case 3: w(a)w(b)w(d)w(c).
We have w(x) = w(a), w(y) = w(d), w(x′) = w(a), and w(y′) = w(b). The “if” condition of (2) is satisﬁed if
and only if w(b) = w(d). So, if w(b) = w(d), then the weights of the nodes in D′ are the same as the weights of the
corresponding nodes in D, and (2) is satisﬁed.
Case 4: w(a)w(b)>w(c)w(d).
We have w(x) = w(a), w(y) = w(c), w(x′) = w(a), and w(y′) = w(b). The “if” condition of (2) is not satisﬁed.
Case 5: w(d)w(b)w(a)w(c).
We have w(x)=w(b), w(y)=w(d), w(x′)=w(a), and w(y′)=w(d). With the interchange, the weight of the node
x does not increase and the weight of y remains the same. Hence w(D′)w(D), and (2) is satisﬁed.
Case 6: w(d)w(b)>w(c)w(a).
We have w(x) = w(b), w(y) = w(d), w(x′) = w(c), and w(y′) = w(d). Same as for Case 5.
Case 7: w(b)w(a)w(d)w(c).
We have w(x) = w(b), w(y) = w(d), w(x′) = w(a), and w(y′) = w(b). The “if” condition of (2) is satisﬁed if and
only if w(a) = w(d). If w(a) = w(d), then w(x′′) = w(b) and w(y′′) = w(d). Hence the weights of the nodes in D′′
are the same as the corresponding nodes in D, and (2) is satisﬁed.
Case 8: w(b)w(d)w(a)w(c).
We have w(x) = w(b), w(y) = w(d), w(x′) = w(a), and w(y′) = w(b). Since w(x′′) = w(b) and w(y′′) = w(a),
with the reverse interchange, the weight of the node x remains the same and the weight of y does not increase. Hence
w(D′R)w(D), and (2) is satisﬁed.
Case 9: w(b)w(a)w(c)w(d).
We have w(x) = w(b), w(y) = w(c), w(x′) = w(a), and w(y′) = w(b). The “if” condition of (2) is satisﬁed if and
only if w(a) = w(c). If w(a) = w(c), then w(x′′) = w(b) and w(y′′) = w(a). Hence the weights of the nodes in D′′
are the same as the corresponding nodes in D, and (2) is satisﬁed.
Case 10: w(b)w(d)w(c)w(a).
We have w(x) = w(b), w(y) = w(d), w(x′) = w(c), and w(y′) = w(b). Since w(x′′) = w(b) and w(y′′) = w(c),
with the reverse interchange, the weight of the node x remains the same and the weight of y does not increase. Hence
w(D′R)w(D), and (2) is satisﬁed.
Case 11: w(b)>w(c)w(a)w(d).
We have w(x) = w(b), w(y) = w(c), w(x′) = w(c), and w(y′) = w(b). Since w(x′′) = w(b) and w(y′′) = w(c),
with the reverse interchange, the weights of the nodes in D′′ are the same as the weights of the corresponding nodes in
D, and (2) is satisﬁed.
Case 12: w(b)w(c)w(d)w(a).
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Same as for Case 11.
This concludes the proof. 
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