Abstract: In recent years, the public has been paying ever greater attention to problems related to resilience, since resilience presents the recovery ability to increasing complexity and vulnerability of disturbances. Many researches have been performed to address resilience of networks disruptions in manufacturing. However, a systematic method to model and analyze maintenance scheduling in disturbed production line system is not well developed. This paper considers a resilience-driven maintenance scheduling methodology under maintenance resource constraints for a simplified production line system, which consists of an upstream production machine, a downstream production machine and an intermediate buffer. The machines with degradation quality states represented by multiple decreasing yield levels are modeled as semi-Markov decision processes. A hierarchical and policy-coupled methodology based on reinforcement learning is used to determine maintenance policy of the system. The numerical results show that the application of the methodology to the aforementioned system can minimize the total cost and converge to the approximate optimal solution.
Introduction
The various significant issues stemming from more often and severe disturbances have attracted considerable attention in the past several decades. In particular, the disturbances problems in production systems have become more pressing than ever, and they range from natural events (e.g., earthquake, floods, ice storms), to safety or security accidents (such as fires, transport disruptions, terrorism, resource shortages). The disturbances can affect the system and lead to financial loss. Therefore, dealing with disturbances and paying attention to the potential and unforeseen risks or faults are critical. The ability of the production systems resisting to or recovering from the disturbances is named resilience [1] . Researchers in different areas have been working on resilience [2, 3, 4] , though involving different definitions and techniques, typically have the same goal: dealing with disturbances. The term disturbance is defined as "a foreseeable or unforeseeable event, which directly affects the usual operation and stability of an organization or production system" [5] . Resilience is originally proposed by Holling [6] , who gives the difference between engineering resilience and ecological resilience. It is formally defined by Walker [7] as the capacity of a system to absorb disturbance and to reorganize while undergoing change so as to still retain essentially the same function, structure, identity and feedThis work was supported by National Nature Science Foundation under Grant 60904075. backs. Hollnagel et al. [4] further lay stress on the role of prediction of mishaps of the system as part of the scope of resilience engineering in an extended definition of resilience engineering. In the context of resilience engineering, success is due to the ability of an engineering system to make right adjustments in a timely manner, in particular to anticipate failures before they occur. Failure is due to the absence of that ability-either temporarily when the system performance falls below the safety limit or permanently [8] . In other words, if the configuration is resilient enough, it can absorb the impacts of the disturbances, preserve the functionality of the system, and even recover the desired states of a system that has been disturbed at an acceptable cost.
Although resilience has been studied extensively, a systematic method to quantitatively model and analyze the resilience during disruption and corresponding control policies to achieve quick recovery in production systems is not well developed [9] . Most of the quantitative studies on resilience concentrate on optimal network design [10] . Especially, supply chain networks management responding to disruptions is involved [5] . In addition, the resilience and maintenance problem are rarely jointly considered in production systems. As we know traditional production systems are usually exposed to irregular and unexampled events in practice [11] , which could make the production systems vulnerable to the unforeseen factors. Therefore, it is expected that the production systems can promote adap-tive resilience-driven maintenance policy. Wang [12] considers the shortage of spare parts, which can result in time lag (lead time) and profit loss, and proposes a condition-based replacement and spare provisioning policy for a deteriorating system. Cui [13] provides the optimal allocations between minimal and perfect repairs under some resource constraints such as the number of spares for some components & systems are fixed or the budget for purchasing spare components or systems is fixed. Fan [14] and Chen [15] introduce failure rate models to describe system improvement degree due to the imperfect maintenance action under the condition of constrained resource, and use functions to describe the relation between the improvement factor of failure rate function and the cost due to the imperfect preventive maintenance. These works only consider a single unit or multi-unit maintenance system models, and have ignored the fact that each machine is a part of the whole production line system consisting of upstream machines, down-stream machines and the intermediate buffers. At the same time, the multiple-yield quality failures of the machines have not been considered. However, the contents neglected above have significant interaction with production and maintenance scheduling under resource constraints. This paper presents one perspective of resilience as a way to deal with disturbances, and incorporates the resilience concept into preventive maintenance for a simplified production line system. It aims at both achieving the resilience-driven maintenance scheduling and minimizing the average cost per unit time for the system under resource constraints. This study addresses this need by proposing a two-stage approach. The first stage involves identifying the various internal and external disturbances related to maintenance, and understands the interactions of factors that contribute to resilience. Then we focus on the disturbances of maintenance resource constraints. To further investigate the influences of the disturbance in the simplified production line system a rough system impact factors model is built. The second stage develops a discrete state semi-Markov decision processes (SMDPs) model to describe the system deteriorating processes. Also, the machines with deteriorating quality states are considered. Due to the constrained maintenance resource, the preventive maintenance is imperfect, which is interpreted in terms of how yield function is changed by preventive maintenance actions. Further, the improvement factor of each deterioration mode has some deterministic relation to the degree of resources cooperatively allocated to perform preventive maintenance. Then a hierarchical and policy coupled approach based on model-free average reward reinforcement learning algorithm is used to solve the semi-Markov decision processes model and obtain resource constrained maintenance scheduling in order to minimize the expected long-run average cost per unit time.
System Model

Problem description
We consider a production line system consisting of machine M 1 , M 2 and an intermediate buffer, as roughly depicted in Figure 1 The machine M 1 transfers the part to the buffer and the machine M 2 pulls the part from the buffer, where M 2 represents the assembly line and M 1 represents one of the many parallel operations that directly supply the line. The buffer is to hedge against the uncertainties and ensure the continuous supply of the subsequent production line when M 1 breaks down or undergoes maintenance. The inventory holding cost is not considered. There is a limit K to which the buffer may be filled. As long as this limit is not reached each part is processed in machine M 1 and M 2 with a generally distributed production time. Moreover, the average unit production time t 1 of M 1 is assumed to be less than the average unit production time t 2 of M 2 . When the limit K is reached, the machine M 1 stops production and stays in vacation mode, and resumes production when the inventory level drops to k. The system does not age during its vacation. The parts produced by the machine M 1 and M 2 are inspected immediately by inspection device I 1 and I 2 , without inspection time, inspection cost and inspection error considered. The defects inspected are scrapped, and no downstream capacity is wasted on parts that are scrapped, with the scrapped loss cost c d and c d considered.
For the system mentioned above, the possible disturbances related to maintenance existed in dynamic situation mainly include the following: Resources shortage or shared, limited maintenance resources; Changes in operation, changes in supply or changes in demand; Change in inventory. The disturbances can lead to the changes of the system quality states and move the states from one to another domain. We must specify which system configuration and which disturbances are of interest. Only then can the appropriate decision be taken to increase the maintenance resilience of that configuration. For simplicity, the primary form of disturbances considered in this paper is constrained maintenance resources. In order to study the effects of resource constraints on preventive maintenance policy, the model of the components and impact factors are also presented in Fig.1 . The total expected cost of the system can be constructed as the sum of the corrective maintenance costs, preventive maintenance costs, production costs, scrapped lost cost and idle/lost costs.
Semi-Markov decision processes model
In this paper, the sequential decision making problem for a single machine has underlying probability structures that can not be characterized solely by Markov chains, and the sojourn times of machine quality states that are drawn from general probability distributions, having parameters dependent on both the initial and final sojourn states. Such problem can be formulated as a discrete state semi-Markov decision processes problem, with system state s denoted by (y, y , b), where y ∈ {1, ..., M } and y ∈ {1, ..., N } denote the multiple deteriorating quality states of the machine M 1 and M 2 , respectively, at a time epoch, and b ∈ {0, ..., K} denotes the number of parts in the buffer. The system state space, denoted by s ∈ S, which is all possible combinations of the variables y, y , b. In addition, the deterioration processes of machine M 1 is completely independent of ma- , a preventive maintenance a 1 = 1 may be incurred. Similarly, if the machine M 2 is found to be at state N or between state 1 and state N − 1, a corrective maintenance a 2 = 2 must be performed or a preventive maintenance a 2 = 1 may be incurred. In addition, if at certain decision epoch, the buffer content is b < K and the actions a 1 = 0 and a 2 ∈ {1 , 2 } are selected for the machine M 1 and the machine M 2 , respectively, then the buffer content will be increased until the maximum value K, then the action a 1 = 3 is selected until the inventory drops to k. After that, the action a 1 =0 is started. If the buffer content is b > 0 and the actions a 1 ∈ {1, 2} and a 2 = 0 are selected for the machine M 1 and M 2 , respectively, then the buffer content will reach minimum value 0, then the action a 2 = 3 is selected until the maintenance or repair for the machine M 1 is over. The action a 1 =3 for the machine M 1 may be chosen only when the buffer is full and the action a 2 = 1 or a 2 = 2 is selected for the machine M 2 . Similarly, the action a 2 = 3 for the machine M 2 may be chosen when the buffer is empty and the action a 1 = 1 or a 1 = 2 is selected for the machine M 1 , with idle/lost cost c l incurred. Due to the insufficient resources allocated for preventive maintenance, the preventive maintenance is imperfect, namely, the machine after preventive maintenance will not work as a new machine. For the problem of imperfect preventive maintenance, Zhang and Jardine introduce an effective approach to describe the change of the failure rate due to the maintenance action [16] . Further, the recovery degree of the machines in the system is related to the allocation of maintenance resources. Specially, cooperative strategy to perform maintenance is used. Cooperative preventive maintenance means that there exists no preferential machine to be perfectly maintained, and the imperfect maintenance for all machines aims to minimize the expected average cost rate of the system. The content above means that the yield function is changed by preventive maintenance action, and the yield improvement factor for each failure mode due to maintenance has some deterministic relation to the degree of resources cooperatively allocated to perform preventive maintenance. Therefore, we propose a model for yield function yield i (t) after the ith imperfect preventive maintenance as:
Where T is the length of the interval between successive resource constrained preventive maintenance actions, and u ∈ [0, 1] is improvement factor, the system can be improved by factor u by the preventive maintenance. If the u = 0, then yield i (t) = yield i−1 (t), which means the yield is not disturbed, and the maintenance is equivalent to a minimal repair. If u = 1, then yield i (t) = yield i−1 (t − T ). It implies that preventive maintenance restores the machine to the condition of the previous maintenance period, and thus it is equivalent to a complete renewal. Moreover, the function u = f (p), and it describes the relation between the improvement factor u and the degree p of resources allocated to perform preventive maintenance for one of the machines. Here, some conditions need be satisfied for p and u as: p is between 0 and 1; u is between 0 and 1, f (0) = 0, and f (1) = 1; when p is increasing, u is increasing. Among them, u = f (0) = 0 implies that the preventive maintenance is minimal maintenance, while u = f (1) = 1 means that the preventive maintenance is perfect maintenance. In addition, the last condition shows that more resources should be allocated if we want to improve the machine to a better condition. Correspondingly, the preventive maintenance cost for one of the machines is chosen to be pc m , where cm is the cost of perfect preventive maintenance for the two machines.
Reinforcement Learning Based Resiliencedriven Maintenance
For the semi-Markov decision processes of the system, we present an approach similar to hierarchical reinforcement learning to solve by taking into account the nature of interactions between the sub-SMDPs. Our approach is based on a model-free average reward reinforcement learning algorithm, semi-Markov average reward technique (SMART) for solving each sub-SMDP, and uses a second level "dynamic merging" approach to combine these base policies into a final policy. That is, the small sub-SMDPs are coupled with each other, and the "contacting point" between the sub-SMDPs in this system is the inventory level b [17] . The SMART algorithm is based on the average reward Bellman equation and is implemented by assigning rewards and punishments for their actions based on the temporal feedback obtained during active interactions of the learning agents with dynamic systems, and it basically contains four elements: the environment, the learning agent, a set of actions and the environmental response [18] . The learning agent in our system can incrementally learn an efficient decision policy over a state space by trial-and-error. The task of a single agent is to minimize the expected long-run average cost rate under the preventive maintenance resources constraints. The Q value in the SMART algorithm can be estimated on-line using a temporal difference method, and then the Q value is used to define a policy. For example, let simulation of action a 1 in state (y, b) result in a system transition to state (u, b 1 ) at the subsequent decision epoch, then the value Q 1 (y, b, a 1 ) is updated using the following equation: Where t 1 (y, b, a 1 ) is the actual sojourn time between the decision epochs; α 1 is a learning rate parameter that is decayed over time,
ρ 1 is the cost rate, which is estimated by taking the ration of the total cost earned and the total simulation time. r 1 (y, b, a 1 ) is the immediate cost earned in the transition to state (u, b 1 ) from state (y, b) under the influence of action a1. Similarly, the updating equation of Q 2 (y , b, a 2 ) value is as follows:
The details of the SMART approach to solve the subSMDPs for the machine M 1 are given below, which is similar to the update rule of the machine M 2 :
Step 1: Initialize Q 1 (y, b, a 1 ) to 0 and the visit factors  V 1 (y, b, a 1 ) to 0 for all y ∈ {1, 2, ..., M }, b ∈ {0, 1, . .., K} and a 1 ∈ A. Set the total cost R to zero, the total time T to zero, and the average cost per unit time ρ 1 = 0.
Step 2: Let the initial state be (y, b) and the action a 1 be 0. Let the exploration flag ω = 1 (0: exploration action, 1: greedy action), and the rate of exploration r e =0.1. Start system simulation.
Step 3: Under the influence of action a 1 , the next decisionmaking state (u, b 1 ) is obtained. Also, let t 1 (y, b, a 1 ) be the transition time from state (y, b) to (u, b 1 ) and let r 1 (y, b, a 1 ) be the immediate cost from state (y, b) to (u, b 1 ). If ω == 1, then a greedy action a 1 is incurred, update total cost and total time using the following: y, b, a 1 ) using Eq. (2), and calculate the rate of exploration, r e = 0.99r e .
Step 4 Step 5: If the total time T is bigger than a predefined larger number, then go to step 6. Otherwise, go to step3.
Step 6 
Base-line Case
As illustrations of the hierarchical reinforcement learning algorithm for solving semi-Markov decision processes and obtaining maintenance policy in the multi-agent production system under the preventive maintenance resource constraints, a base-line case is presented, and the results of the example provide further insight to the problem. The characteristics of the example problem are given next. The yield at which the machine is producing conforming parts is assumed to decrease as a function of the states y and y accoriding to:
Moreover, we assume the function u = f (p) = 1 − (1 − p) 2 , and the costs of imperfect preventive maintenance for the machine M 1 and M 2 are ci m = pc m and ci m = (1 − p)c m , respectively. In addition, the types of probability distributions for the example are general and are given below: The production time t p for each product of the machine M 1 has a Gamma(100,0.01) distribution; The production time t p for each product of the machine M 2 has a Gamma(100, 0.015) distribution; The mean time to failure of the machine M 1 has a Gamma(60,1) distribution; The mean time to failure of the machine M 2 has a Gamma(50,1) distribution; The time required for preventive maintenance tm and t m of the machine M 1 and M 2 have a uniform (7, 13) According to the approach in section 3, the average cost per unit time converges to a steady value, and we can obtain the approximate optimal solution, as shown in Figure 2 .
The average cost rate with simulation time
In Table 2 , the critical preventive maintenance states of the two machines for different inventory levels b and degree p of resources allocated to M 1 are presented. We can observe that, for fixed value p, the critical state number y increases as b increases and the critical state number y decreases as b increases, under the condition of the inventory holding costs are not taken into account. This can be explained from the fact that, as b increases, the preventive maintenance time of the machine M 1 is delayed, on the contrary, the machine M 2 is maintained ahead of time, in order to minimize the system average cost per unit time. In Figure 3 , the corresponding graphs of the average cost per unit time as a function of p are presented. In which we can see that they are not monotone functions, and the average cost per unit time changes constantly as p increases, and the value p=0.4 is corresponded to the minimum value 3.195156 for the machine M 1 , and the value p=0.6 is corresponded to the minimum value 3.286376 for the machine M 2 , at this point the total system average cost per unit time is minimized.
Conclusion
In this paper, the concept of resilient is investigated and extended to a simplified production line system. First, the disturbance of prevntive maintenance resource constraints is investigated. In order to obtain the maintenance policy and minimize the average cost rate under the effects of the disturbance event, the impact factors model related to costs are given. Then a semi-Markov decision processes model is constructed to multi-quality states deteriorating process of the system. Further, the relation between the improvement factor of failure rate function and the allocated cost of constrained maintenance resource is developed. The policy coupled approach based on reinforcement learning algorithm is applied in the model to obtain the approximate optimal maintenance policy. The simulation and analysis results can lead to system improvements that provide better resiliency. It reveals that the hierarchical reinforcement learning algorithm can be effectively used to control the scheduling of the multi-agent production line system when disturbances are present.
