Supervised artificial neural networks (ANN) with the rapidity-mass matrix (RMM) inputs were studied using several Monte Carlo event samples for various pp collision processes. The study shows the usability of this approach for general event classification problems. The proposed standardization of the ANN feature space can simplify searches for signatures of new physics at the LHC when using machine learning techniques.
I. INTRODUCTION
Transformations of lists with four-momenta of particles produced in collision events into the rapidity-mass matrices (RMM) [1] that encapsulate information on single-and twoparticle densities of identified particles and jets can lead to a systematic approach for defining input variables for various artificial neural network (ANNs) used in particle physics. By construction, the RMMs are expected to be sensitive to a wide range of popular event signatures in various searches for new physics, therefore, a time-consuming determination of a "feature space" for every physics topics that uses machine learning may not be required.
At the same time, the RMM represents a natural "language" for a large variety of ANNs due to the unambiguous mapping of experimental signatures to the nodes of input ANN layers.
We remind that the diagonal elements of RMM represent transverse momenta of all objects, the upper-right elements are invariant masses of each two-particle combination, while the lower-left cells reflect rapidity differences. Event signatures with missing transverse energies and Lorentz factors are also conveniently included. The usefulness of the RMM formalism has been illustrated in [1] using a simple example of background reduction for charged Higgs searches. In this paper we will show that the standard RMM is a convenient choice for general event classification problems using supervised machine learning.
II. EVENT CLASSIFICATION WITH RMM
In this section we will illustrate that the feature space in the form of the standard RMM can conveniently be applied for event-classification problems for a broad class of pp collision processes simulated with the help of Monte Carlo (MC) event generators. This analysis is based on the Pythia8 MC model [2] for generation of pp-collision events at √ s = 13 TeV centre of mass energy. The NNPDF 2.3 LO [3] parton density function from the LHAPDF library [4] was used. The following five collision processes were simulated:
(1) multijet QCD events, (2) Standard Model (SM) Higgs production, (3) tt production, (4) double-boson production and (5) charged Higgs boson (H + ) process using the diagram bg → H + t for models with two (or more) Higgs doublets [5] . A minimum value of 50 GeV on generated invariant masses of the 2 → 2 system was set. For each event category, all available sub-processes were simulated at leading-order QCD with parton showers and Higgs production (all decays of the Higgs are allowed). The definition of the RMM is given in the text. The RMMs were obtained after averaging over 100k pp collision events generated using Pythia8 after parton showers and hadronization.
hadronization. Stable particles with a lifetime of more than 3·10 −10 seconds were considered, while neutrinos were excluded from consideration. All decays of top quarks, H and vector bosons were allowed. The files with the events were archived in the HepSim repository [6] .
Jets, isolated electrons, muons and photons were reconstructed using the procedure described in [1] . Jets were constructed with the anti-k T algorithm [7] as implemented in the FastJet package [8] using a distance parameter of R = 0.6. The minimum transverse energy of all jets was 40 GeV in the pseudorapidity range of |η| < 2.5. Jets were classified as light-flavor and as b-jets. The latter were found by matching momenta of b− quarks with reconstructed jets, and requiring the total momenta of b-quarks above 50% of the jet energy.
Muons, electrons and photons were reconstructed from Pythia8 truth-level information after applying an isolation criteria [1] . The minimum transverse momentum of all leptons and photons was 20 GeV. The missing transverse energy is recorded above 50 GeV.
To prepare the generated samples for an ANN event classification, the events were transformed to the RMMs with five types (T = 5) of the reconstructed objects: jets (j), b-jets (b), muons (µ), electrons (e) and photons (γ). Up to seven particles per type were considered. This transformation creates the RMMs with a size of 36×36. Only nonzero elements of such sparse matrices (and their indexes) are stored for further processing. Figure 1 shows the RMMs for multijets QCD events and the SM Higgs production after averaging the RMMs over 100k pp simulated collision events. As expected, differences between these two processes seen in Figure 1 are due to the decays of the SM Higgs boson.
We used 20k RMMs of each process for the input of a shallow backpropagation ANN with the sigmoid activation function from the FANN package [9] . The success of the ANN training was evaluated in terms of the purity of identified events at a given value on the ANN output. This purity was defined as a ratio of the number of events passed a cut of 0.8 on the ANN output for a given input, divided by the total number of accepted events (regardless of their origin) above this cut. The purity of events for tt, H + and SM Higgs was close to 90%, while the purity for the reconstruction of the double-boson process was 80%. The dominant contributor to the background in the latter case was the tt process. 
III. QCD DIJET CHALLENGE
A more challenging task is to classify processes that have a mild difference between their final states. As an example of such processes, we will consider the following two event types:
gg → gg and qg → qg. Unlike the processes discussed in the previous section, the final state consists of two jets from the hard LO process and a number of jets from the parton shower followed by hadronization. The event signatures of these two processes are nearly identical in terms of particle composition. Perhaps the best known variable for separation of gluon and quark initiated jets is the number of jet constituents. This number is larger for gluon-initiated jets due to a larger gluon color factor (C A = 3) compared to the quark color factor (C F = 4/3). This can be seen in Fig. 3(a) . Therefore, we will use the number of jet constituents of leading and sub-leading in p T jets for ANN training. Note that jet shape and jet substructure variables can also be used (see, for example, [10] ), but we limit our choice to the number of jet constituents which is outside the standard definition of the RMM.
The presence of an extra gluon in the process gg compared to qg leads to small modifications of some event characteristics. The standard procedure for gg and qg event separation is to handpick variables with expected sensitivity to differences between jets initiated by quarks and gluons. Generally, a guiding principle for defining the feature space in such cases does not exist. In addition to the number of jet constituents for two leading jets, the following five input variables were selected: the total number of jets above the p T = 40 GeV, jet transverse momentum, rapidity and the number of constituents of two leading jets, which also show some sensitivity to the presence of the gluon shown in Fig. 3(b)-(c) . Since the ANN variables need to be defined using some arbitrary criteria, we will call this approach "pick-and-use" (PaU). Thus the final ANN consists of 7 input nodes, 5 hidden nodes and one output node, with zero value for the gg process and one for qg.
In the case of the RMM approach, instead of the five variables from the PaU method, we used the standard RMM discussed in the previous section. Thus the input had the RMM plus the number of jet constituents (scaled to the range [0-1]). This leads to 36×36+2 input nodes. The output contained one node with the value 1 for gg and 0 for qg events.
The ANN training was stopped after using a control sample. The results of the trained ANN is shown in Fig. 4(a) . One can see that gg and qg processes can be separated using a cut at around 0.5 on the ANN output. The separation power for the PaU and RMM is similar but not the same: The separation between gg and qg is for the RMM is better than for the PaU method. The PaU method leads to the purity of 65% for identification of the gg process after accepting events with the output node values larger than 0.5. The selection purity is 68% for the RMM inputs. The main gain of the latter approach is in the fact that the RMMs simplify the usage of machine learning, eliminating both a time-consuming feature-space study, as well as sources of ambiguity in preparing the input variables.
It is important to note that the standard RMM input can bring rather unexpected improvements for event classifications that can easily escape attention in the case of handcrafted input for machine learning. For example, qg has a larger rate of isolated photons radiated of the quark from the hard process (this can be found by analyzing the RMM images). This leads to an additional separation power for the RMM inputs. In contrast, the PaU approach relies on certain expectations. In the case of the complex final states with multiple decay channels considered in the previous section, the identification of appropriate ANN feature space becomes a complex task with the detrimental effects of ambiguity.
It should be pointed out that the choice of the ANN architecture with the RMM is left to the analyzer. As a check, in addition to the backpropogation neural network, we also considered a stochastic gradient boosted decision tree with the PaU and RMM variables.
The boosted decision tree (BDT) was implemented using the FastBDT package [11] . The variables, which are not a part of the standard RMM formalism.
