Randomized benchmarking is an important statistical tool for characterising the performance of high-fidelity quantum gates. Here we study randomized benchmarking in the presence of quasi-static (i.e. low-frequency) errors. We contrast the resulting fidelity with that under the conventional assumption of Markovian errors. We treat these limiting cases analytically by mapping the averaging process to a random walk in "Pauli space". In the quasi-static case, we find a broad, highly skewed distribution of fidelities, while Markovian errors produce a narrow, approximately Gaussian distribution of fidelities. We use the filter-transfer function formalism to reveal the underlying reason for these differences in terms of effective coherent averaging of correlated errors in certain random sequences. Large skew in the distribution towards high-fidelity outcomes -consistent with existing experimental data -highlights potential finite-sampling pitfalls when deploying randomized benchmarking. Moreover, these results demonstrate general challenges in extracting useful single-gate fidelities from randomized benchmarking measurements with correlated errors.
Quantum verification and validation protocols are a vital tool for characterising quantum devices. These take many forms [1] [2] [3] [4] [5] [6] [7] [8] , but one of the most popular due to its efficiency is randomized benchmarking (RB). In this approach, developed originally by Knill et al. [9] , and expanded theoretically by various authors [10] [11] [12] [13] , the average error probability of a quantum gate (e.g. a bit flip) is estimated by implementing a randomly sampled gate sequence from the set of Cliffords, and measuring the difference between the ideal transformation and the actual result. Averaging over many different randomized sequences yields information about the underlying gate fidelity.
RB has become so important in the experimental community [9, [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] that despite the experimental complexity it is now common to simply quote a measured gate error, p RB , resulting from a RB measurement for a particular experimental system, and relate this number to tight bounds such as faulttolerance error thresholds in quantum error correction [24] . Of late, reported values of p RB have compared favorably with these thresholds, and have been used to justify the scalability of particular experimental platforms. Underlying this entire approach is the subtle but central assumption that errors are uncorrelated [9] : an assumption which is generally violated by a wide variety of realistic error processes with long temporal correlations [14, 25, 26] .
In this Letter we examine the impact of violating the Markovian-error assumption by studying its effect on the probability distribution of noise-averaged fidelities, as a function of gate-sequence length J. We consider single-qubit dephasing errors in the Markovian limit (in which gate-errors are uncorrelated), and the quasistatic limit (all gate-errors are identical in a given "run" of a gate sequence). We then calculate the probability density function (PDF), f F (F ), of the measurable fidelities F over all 24 J single-qubit Clifford sequences of length J. Our analytic treatment of dephasing errors, interleaved in sequences of randomly selected Cliffords, maps the statistics of f F (F ) to those of a random walk in three dimensions corresponding to outcomes involving Paulî X,Ŷ ,Ẑ errors. We show that f F (F ) is given by the gamma distribution, whose shape, α, and scale parameters, β, differ between the limiting cases. The analytic results agree closely with Monte-Carlo sampling.
We find that in the Markovian limit f F (F ) takes an approximately Gaussian form, whereas in the quasistatic limit f F (F ) shows large variance and is skewed towards fidelities higher than the mean. We physically describe this phenomenology using filter-transfer functions for the driven control operations at an algorithmic level, beyond their application for individual independent gates, revealing significant variability in the the low-frequency noise susceptibility of Clifford randomizations nominally considered equivalent within the RB protocol. We comment on possible experimental pitfalls in using a single metric to compare experimental systems, and the disconnect between p RB measured in Non-Markovian environments and rigorous bounds such as the fault-tolerance threshold.
A common experimental implementation of RB involves measuring the fidelity of k 24 J random Clifford sequences for a given J, each repeated n times to build an ensemble of measurements sampling the underlying error process. We represent this sample space by the k × n matrix F (J) , in which element F i,j ∈ [0, 1] is the measured fidelity when implementing the i th Clifford sequence η i = {η i,1 , η i,2 , ..., η i,J }, (where η ·,· ∈ {1, ..., 24} indexes a generator of the Clifford group), in the presence of the j th realization of the error process, which is parameterised by a corresponding error vector δ j = {δ j,1 , δ j,2 , ..., δ j,J }. The experimental mean fidelity averaged over both the clifford sequences and the errors is denoted byμ 
is therefore an estimator of the true mean fidelity F η,δ ≡ E[F] J formally obtained as an expectation over all possible fidelity outcomes F defined on the support of the random variables η and δ. In the standard RB procedure, measurements ofμ (J) for increasing J are fitted to an exponential decay from which p RB is extracted.
Implicit in this procedure, however, is the assumption that the set of all Clifford sequences result in fidelity outcomes which represent the underlying error process fairly, and that the total meanμ (J) is reasonably representative of any individual sequence. That is, the distribution of values F
i, · is symmetric aboutμ (J) and has a small relative variance for any random set {η 1 , ..., η k }. As we will show, considerinĝ µ (J) to be an unbiased and effective estimator relies on the assumption of uncorrelated errors.
To understand the impact of violating this assumption, we introduce a physical model compatible with experimental practice and incorporating noise correlations. For a given clifford sequence η, the ideal operation is S η ≡ J i=1Ĉ ηi , whereĈ ηi is the η th i Clifford generator, and the η i are independent and identically distributed (i.i.d.), subject to the technical constraint S η ≡ I.
The noise model we adopt is dephasing, implemented by interleaving S η with a sequence of randomẐ-rotations. The actual, noise-affected operation is theñ
where U j ≡ e −iδjẐ . We assume δ j ∼ N (0, σ) are normallydistributed and wide-sense stationary. Noise correlations are established by introducing appropriate degrees of correlation between the elements of δ. In this paper we treat the two limiting cases: Markovian noise with independent δ j (correlation length 1), and quasi-static noise with all δ j identical (correlation length J), hereafter referred to as the DC regime. While we only present a full treatment of dephasing errors here, we have confirmed that similar results hold for amplitude errors as well.
The noise reduces the fidelity of the identity gate implemented by the ideal sequence S η , quantified using the trace fidelity
2 . This captures the overlap between ideal and noise-affected sequences via the HilbertSchmidt inner product, and provides us with a computational metric corresponding to experimental measurements of F i,j . For a given clifford sequence η, the noise-averaged fidelity is
where · δ,n denotes an ensemble average over n realizations of δ, and we drop the subscripts henceforth.
For what follows, we define K m ≡ m p=1Ĉ ηp . These operators are also Cliffords, and satisfy K † m = K −1 m and K 0 ≡ I. In calculating F δ,n the dominant error terms take the form P m ≡ K † m−1Ẑ K m−1 ; the Clifford group is the normalizer of the Pauli group, so P m is a Pauli, i.e. P m = x mX + y mŶ + z mẐ with x m , y m , z m ∈ {0, ±1} and only one nonzero coefficient for each m. The unit vector, r m ≡ {x m , y m , z m }, therefore points uniformly at random along one of the principle Cartesian axes {±x, ±ŷ, ±ẑ}.
Here we see that whatever axis is selected for the error model (e.g. dephasing,Ẑ, vs amplitude,X orŶ errors), all terms equivalent to P m will take the same form, resulting in equivalent outcomes to first order. Assuming weak noise, so that Jσ 2 1, we expand Eq. (2) in powers of σ, and find
where higher-order terms in F also depend on R.
In this expression R ≡ J j=1 δ jrj ∈ R 3 may be interpreted as a random-walk generated by adding J randomlyoriented steps along the principle Cartesian axes, with step lengths specified by δ. Equation (3) thus relates the statistics of F to that of a random walk in "Pauli space". This geometric interpretation of F enables us to calculate analytic expression for the PDF of F , for different noise correlations. In what follows, we evaluate these PDFs for the Markovian and DC error models.
Fidelity PDF in the Markovian regime: In this limit R corresponds to an unbiased random walk with J steps, with varying step lengths, δ i ∼ N (0, σ). Since these step lengths are symmetrically distributed about zero, the distribution of each component of δ jrj is invariant with respect to the sign of the coefficients x j , y j , z j . Thus
where the superscripts α ∈ {x, y, z} in each δ α j indicate summing only over those δ j for which the coefficients α j are nonzero, as the event that any of these coefficients are zero will simply reduce the effective number of steps taken in that direction. Here n x,y,z counts the total number of nonzero coefficients in the corresponding Cartesian direction.
Hence we may write
z where the random variables ∆ α are normally distributed with zero mean and variance n α σ 2 . Observing the constraint n x + n y + n z = J, the probability of getting any particular combination (n x , n y , n z ) is therefore given by a multinomial distribution which, for J 5, is sufficiently peaked around n x,y,z = J/3 that we ignore fluctuations away from J/3. Under this modest approximation,
Terms O(σ 4 ) are incorporated using appropriate linear transformations, and we find the noiseaveraged fidelity, F , is also gamma distributed, with PDF
where Γ(α) is the gamma function, and the quantities ν(F ), α and β are defined in Table I . Fidelity PDF in the DC regime: Here we set all elements δ i ≡ δ to be identical (maximally correlated) in a given instance, but distributed as δ ∼ N (0, σ 2 ) over separate instances. The term R here corresponds to a J-step unbiased random walk with with fixed step length δ. The noise-and Clifford-dependent contributions now factorize into the product of independent random variables R 2 = δ 2 V 2 where V ≡ J j=1r j−1 . Performing a finite noise-ensemble average over δ 2 and approximating V 2 as the distance square of a continuously-oriented Bernoulli 3D random walk we derive distributions V 2 ∼ Γ n . Thus to first order the PDF for the fidelity is obtained from the product of independent gamma-distributed random variables. The closed-form expression is calculated via direct integration using the standard transformation for product distributions. However for moderate ensemble sizes n 50 it is sufficient to approximate δ 2 n as strongly peaked around its mean, σ 2 . In this case the fidelity distribution reduces to the scaled and shifted gamma distribution associated with V 2 , possessing the same form as Eq. 5 but with different scale and shape parameters (see Table I ).
Comparison of PDFs for the limiting noise regimes: The analytic forms for f F (F ) represent a key contribution of this work and now serve as a tool to analyze the impact of noise 
correlations on randomized benchmarking. The gamma distribution is well known in statistics, and we present the moments of the distribution and the moment-generating functions (see Table I ). The gamma distribution is used for life-testing and engineering failure analysis [27] , which bears some similarity to the notion of error accumulation in RB.
The differences between the PDFs obtained for the Markovian and DC cases are captured in the parameters ν, α, and β. Plotting f F (F ) in Fig. 1 immediately reveals substantial differences in the distribution of outcomes for the two limiting cases treated here; while both distributions give the same mean value (relevant to current RB protocols), the higher order moments differ significantly. The PDF for the DC noise case is skewed towards high-fidelities and possesses a variance significantly larger than that for equivalent-strength Markovian errors, parameterized by σ 2 . Averaging over a large noise ensemble results in the mode converging to the mean in the Markovian regime, but maintaining a fixed higher value of fidelity in the DC regime. Similarly, the variance and skew for Markovian noise diminish with increasing noise averaging, but remain fixed and nonzero in the DC case.
Comparison of analytic expressions to numerical simulations supports the validity of our analytic forms. Normalized histograms of simulated RB experiments, Fig. 1(c,d) , were generated by Monte-Carlo sampling of the U i 's appearing in Eq. 1, and are in good agreement, validating the analytic calculations. The resulting long-tailed distribution peaked near high fidelities in the DC limit reproduces key features observed in recent experiments [17] .
The underlying physical reason for the differences in the two limiting error models is revealed by examining the filtertransfer functions G(ω) for the various Clifford randomizations [28] . The transfer function relates the noise power spectrum, S(ω), to the noise-averaged fidelity in an infinite ensemble, F via
quantifying the susceptibility to error over a given frequency band, and has demonstrated experimental applications [29] . Using techniques outlined in Refs. [28, 30] we calculate G(ω) FIG. 2. Analytic filter functions, G(ω) , for RB sequences, calculated assuming piecewise-constant flat-top pulses with fixed control amplitude. Angular frequency expressed in dimensionless units, normalized to the duration of a bit-flip operation, τπ. Low-frequency noise susceptibility is captured by the vertical offset and slope at values of ω < 1. Inset) Histograms of calculated fidelities for the same {G(ω)} using quasi-DC noise, approximated using S(ω) ∝ δ(ω − 4π × 10 −4 τ −1 π ) and scaled to correspond to σ = 0.015, overlaid with analytic f F (F ).
for 10 3 randomly sampled RB sequences, η, shown in Fig. 2 . In the low-frequency regime we observe variations over several orders-of-magnitude between transfer functions for different η, together with variations slope, indicative of partial error cancellation. This highlights that different RB sequences exhibit substantial variations in susceptibility to correlated errors at the algorithmic level. Numerical calculations of fidelities using filter-transfer functions also produces a distribution showing good agreement with f F (F ) for DC noise.
Considering the low-frequency-noise susceptibility of different sequences gives insight into the skewed statistics of low-frequency noise: at least one valid randomization within the full set of 24 J is a manifestation of the spin-echo, known to perfectly cancel static dephasing errors, and other partially error compensating sequences appear as well. Randomized benchmarking gate sequences also bear resemblance to randomized dynamical decoupling protocols which suppress errors in certain limits of correlated noise [31] , an intuition which has been noted by other authors [32] . That is, there are some RB sequences which effect partial error suppression of low-frequency noise, and others which enhance the effect of such noise. These observations explain the increased variance and skew in f F (F ) towards high fidelities in the DC case; any protocol with some intrinsic error suppression due to the construction of the randomized benchmarking sequence will result in a an "artificially" small measured error 1 − F .
Though the expectations E[ F ] ≡ E[F] J , converge for Markovian and DC noise in the infinite-ensemble limit for all J, the fact that the distributions of fidelities differ substantially highlights the need for caution in implementing RB protocols, to ensure that experimental measurements accurately characterize averaged gate fidelities. Failure to correctly account for low-frequency noise may introduce bias in gate fidelity estimates due to the form of f F (F ). In an experimental setting, using a sample of k instances of η in the presence of lowfrequency noise, the sample estimatorμ (J) can differ from the true expectation [12, 13] over the entire ensemble E[F] J , with general overestimation of fidelity.
The difference |μ (J) − E[F] J | may be formally bounded using the moment-generating functions for the gamma distribution (see Supplemental Material) to provide a bound that is more inclusive than previous approximations [12, 13] . Ensuring thatμ (J) falls within an acceptable confidence interval, say within ±10% of E[F] J (and assuming σ = 0.015, or p
min > 9 randomizations be selected in the Markovian case, but k (DC) min > 443 for DC case. Tightening the upper limit of the confidence interval to 2.5% to reduce the likelihood of underestimating p RB leads to k
> 5851. These sample sizes are much larger than typically employed in experimental settings, but may be partially relaxed when calculating p RB by fitting to measurements performed for multiple values of J.
In the Markovian regime we also find a tradeoff between finite noise sampling (experimentally achieved by repeating a fixed sequence S η and averaging over the resulting projective measurements), and the required k min in order to ensure the sample mean reasonably approximates the true expectation. Moreover, we have observed varying impacts of fixing n for different values of J, suggesting that finite noise sampling may contribute to the appearance of different qualitative regimes ofμ (J) scaling with J in experiment [18, 32, 33] .
Beyond the question of how well measurements performed in strongly correlated environments estimate p RB , there is uncertainty surrounding the breadth of applicability of this single proxy metric as a general quantum verification tool. In environments with strong temporal noise correlations there can be a discrepancy between measured values of p RB and parameters relevant to fault-tolerance [34] or experimental optimization. For instance, the large variance we observe and persistent long-tail in f F (F ) for DC noise demonstrates the importance of considering worst-case errors [35] in the context of fault-tolerance. In addition, the challenges of sampling over k 24 J , and the underlying insensitivity of some RB sequences to correlated errors, also highlight potential shortcomings in performing experimental gate optimization by minimizingμ (J) at fixed J. An operator may adjust an experimental parameter to reduce dominant Markovian errors while simultaneously increasing systematic errors to which the characterization procedure is partially blind. In such settings the RB-optimized conditions may not map successfully to other applications.
We conclude that the interpretation of a measured RB outcome p RB can differ significantly depending on the nature of the underlying errors and measurement parameters if the assumptions underpinning the RB protocol (e.g. Markovian errors) are not consistent with the experimental situation. This challenge can be partially mitigated through presentation of more complete datasets -specifically F i, · for each sequence -in order to assist readers making comparisons between reported results. Our observations also reveal the utility of studying the distribution of fidelity outcomes as a diagnostic for the dynamics of the dominant underlying error source, and suggest useful connections to the engineering literature on failure analysis. Our approach can be extended from the limiting cases we have considered to arbitrary noise-power spectra, leading to a new method to characterise noise and errors based on the RB sampling. Confidence bounds forμ
We have showed, to first order, the noise averaged fidelity F is a random variable specified by
where ν ∼ Γ (α, β) is a gamma-distributed random variable, and the values of the parameters ∆, α and β are dependent on whether the noise is described by the Markovian or DC regime. In particular we have Markovian DC α The true mean fidelity formally obtained as an expectation over all possible fidelity outcomes F defined on the support of the random variables η and δ is given by
These equivalent expressions for the total expectation value are hereafter denotes simply by E[F] J , as in the main text. In the standard RB procedure this expectation value is estimated by the sample mean
The mean gate error p RB is then approximated by the decay constant from an exponential fit for increasing J. It is therefore of interest to quantify the reliability of the estimateμ (J) as a function of the ensemble size. This may be expressed in terms of confidence intervals, treating the measured values F (J)
i, · as random variables sampled from the distribution describing F . The distribution ofμ (J) is therefore specified bŷ
where, since the ν i are i.i.d. random variables we have ν ∼ Γ (kα, β/k). The probability thatμ (J) falls outside the confidence interval [E[F] J − L, E[F] J + U ] is therefore given by
where L, U > 0 specify the lengths of the lower and upper error bars centered on the expectation value E[F] J . Substituting E[F] J = ∆ − αβ and directly integrating the PDF over these confidence bounds we obtain δ(α, β, L, U, k) = 1 − Q kα, k α − U β , k α + L β
where Q(a, z 0 , z 1 ) is the generalized regularized incomplete gamma function. This is defined in non-singular cases by Q(a, z 0 , z 1 ) ≡ Γ(a, z 0 , z 1 ) Γ(a)
where Γ(a, z 0 , z 1 ) ≡ Γ(a, z 0 ) − Γ(a, z 1 ) is the generalized incomplete gamma function, Γ(a, z) is the incomplete gamma
