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Luna, quienes me brindaron apoyo y me trataron como si fuera un miembro más del grupo. A
mi gran maestro, colega y amigo, Diego Hernán Peluffo Ordóñez, a quien le debo la mayorı́a de
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La reducción de dimensión (RD) es una metodologı́a utilizada en muchos campos ligados al pro-
cesamiento de datos, y puede representar una etapa de preproceso o ser un elemento esencial para
la representación y clasificación de datos. El objetivo principal de la RD es obtener una nueva re-
presentación de los datos originales en un espacio de menordimensión, de forma que se produzca
información más depurada, reduzca el tiempo del procesado subsecuente o genere representaciones
visuales inteligibles para el ser humano. Los métodos recientes y más sofisticados de RD exploran
la topologı́a de los datos, entre estos se encuentran los enfques de tipo espectral. Particularmente,
los métodos espectrales son altamente versátiles y han comprobado ser una buena alternativa para
diversas aplicaciones. Estos métodos no permiten manipular directamente sus parámetros, y, por
tanto, el usuario final queda sometido a las representaciones visuales resultantes, que en muchos de
los casos requieren de un experto para su análisis, puesto que no se ajustan a las necesidades y los
requerimiento del usuario. En este sentido, se genera impl´ıcitamente un incremento en tiempo y
trabajo en la inspección visual, realizada como el últimopaso del análisis de datos. Una de las for-
mas de generar representaciones más adecuadas para el usuario y que permiten deducir un mejor
conocimiento es integrar la inteligencia natural del ser humano con la inteligencia de la máquina.
Para esto, es necesario integrar propiedades de la visualización de información (VI), como la inter-
actividad y la controlabilidad, de forma que el usuario tenga la facultad de variar los parámetros de
los métodos de RD hasta obtener una representación que se adapt sus necesidades. Los métodos
espectrales requieren realizar un proceso de descomposición en valores y vectores propios, el cual
suele presentar un costo computacional elevado, y, por tanto, resulta difı́cil la tarea de obtener una
integración usuario-máquina más dinámica e interactiv . Por lo anterior, para el diseño de un sis-
tema interactivo de VI basado en métodos espectrales de RD es nec sario plantear una estrategia
para disminuir el coste computacional requerido en el cálculo de los vectores y valores propios.
En este trabajo de grado de maestrı́a se propone una metodologı́a de RD espectral con bajo costo
computacional para la representación interactiva de datos. Para este fin, se propone utilizar subma-
trices localmente lineales como aproximación de una matriz de afinidad. Además, se propone un
modelo interactivo que permita al usuario obtener una repres ntación visual dinámica de los datos
mediante una mezcla ponderada. Esto permite integrar la inteligencia natural con la computacional
para la representación de datos de forma interactiva, din´mica y a bajo costo computacional.
Palabras clave: (Métodos espectrales de reducción de dimensíon, reduccíon de coste computacional,




Dimensionality reduction (DR) is a methodology used in manyfields linked to data processing,
and may represent a preprocessing stage or be an essential element for the representation and clas-
sification of data. The main objective of DR is to obtain a new rpresentation of the original data
in a space of smaller dimension, such that more refined information is produced, as well as the
time of the subsequent processing is decreased and/or visual representations more intelligible for
human beings are generated. The recent and more sophisticated DR methods are those that ex-
plore the topology of the data, being the spectral approaches. In particular, the spectral methods
are highly versatile and have proven to be a good alternativefor various applications. In terms of
information visualization (IV), DR methods have been widely used to generate visual represen-
tations generated by algorithms that work under pre-establi hed criteria. These methods do not
allow direct manipulation of their parameters, and, therefore, the end user is subject to the resul-
ting visual representations, which in many cases require anxpert for analysis. In this sense, an
increase in time and work is implicitly generated in the visual inspection, in addition to the costs
in the process of determining information useful to the user, which represents the ultimate goal of
data processing. In addition, these representations do notco form to the needs and requirements
of the user. To generate more appropriate representations for the user and that allows us to deduce
a better knowledge is to integrate the natural intelligenceof the human being with the intelligence
of the machine. To this purpose, it is necessary to integrateproperties of IV, such as interactivity
and controllability, so that the user has the ability to varythe parameters of the DE methods until
obtaining a representation that suits its needs.
The spectral DR methods involve the calculation of an eigenvalue and eigenvector decomposition,
which is usually high-computational-cost demanding, and,therefore, the task of obtaining a more
dynamic and interactive user-machine integration is difficult. Therefore, for the design of an inter-
active IV system based on DR spectral methods, it is necessary to p opose a strategy to reduce the
computational cost required in the calculation of eigenvectors and eigenvalues.
In this work, a methodology of spectral dimensionality reduction involving low-computational
cost for the interactive representation of data is proposed. For this purpose, it is proposed to use
locally linear submatrices and spectral embedding. This allows integrating natural intelligence
with computational intelligence for the representation ofdata interactively, dynamically and at
low computational cost. Additionally, an interactive model is proposed that allows the user to
dynamically visualize the data through a weighted mixture.
Keywords: Locally linear landmarks, interactive dimensionality reduction, reduction of computatio-
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(Computo con sus valores conocidosx(i), i = 1, ...,N)
µi El momento centrado en el ordeni-ésimo
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Ĉxy La estimación de la matriz de covarianza
f (x), f (x) Función unidireccional o multivariable del vector aleatorio x
〈y(i) · y( j)〉 Producto escalar entre los dos vectoresy(i) y y( j)
d(y(i), y( j)) Función de distancia entre los dos vectoresy(i) y y( j)
(A menudo una distancia espacial, como la euclidiana)
acortado comody(i, j) o dy cuando el contexto es claro
δ(y(i), y( j)) Distancia geodésica o grafo entrey(i) y y( j)
Acr ónimos
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RD Reducción de dimensión
RDi Reducción de dimensión interactiva
InfoVis Visualización de la información (Information visualization)
LLE Incrustación local lineal (Locally linear embedding)
LE Laplacian eigenmaps
CMDS Escalamiento multidimensional clásico (Classical multidimensional scaling)
PCA Análisis de componentes principales (Principal components analysis)
KPCA Análisis de componentes principales utilizando kernel
MDS Escalamiento multidimensional
RPCA PCA robusto
VI Visualización de información
PPCA PCA probabilı́stico
LDA Análisis discriminante lineal
RLDA LDA robusto
CCA Análisis de correlaciones canónicas
SFA Análisis pausado de caracterı́sticas
LPP Proyecciones de preservación de localidades
EVD Descomposición en valores propios
SNE Incrustación estocástica de vecindarios
t-SNE SNE con distribución t-student
JSE Divergencia de Jensen-Shanon
XXIV Lista de algoritmos
Abreviatura T érmino
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El crecimiento de los datos en los últimos años ha sido exponencial, debido principalmente a
los avances electrónicos e informáticos que han aportadosignificativamente al fenómeno de la
generación de grandes volúmenes de datos [1]. El crecimiento ha sido de tal magnitud que se
consideran desbordantes, además de poseer una naturalezay estructura complejas [2], produciendo
que los datos tengan cada vez más dimensiones exorbitantes[3]. E te crecimiento ha motivado a los
investigadores a desarrollar técnicas mejoradas que permitan extraer y representar la información
realmente útil que se encuentra inmersa en la información[4], generando el campo de analı́tica de
datos. El objetivo principal de dicho campo es examinar los datos en bruto para obtener patrones
ocultos e información desconocida que sirva para apoyar latom de decisiones [5]. Las etapas
comprendidas por el análisis de datos se presentan de formaresumida en la figura1-1.
Figura 1-1.: Etapas de la analı́tica de datos
En áreas del análisis de datos, como el reconocimiento de patrones (pattern recognition) y la mi-
nerı́a de datos (data mining), es común tratar con conjuntos de información de alta dimensión, en-
tendiendo por dimensión a las caracterı́sticas o variaciones que presenta cada objeto de un conjunto
de datos de entrada [3, 5]. Tı́picamente, dicho conjunto de entrada no suele usarse di ectamente
para las etapas de análisis subsecuentes. En efecto, dado que estos conjuntos son susceptibles de
contener información errónea, redundante e irrelevante, se hace necesario realizar una tarea previa
de procesamiento de datos que permita extraer o seleccionarla i formación relevante (comúnmen-
te llamada datos embebidos). En este sentido, la reducciónde dimensión (RD) se convierte en
una herramienta clave. Los enfoques de RD buscan generar unarepresentación en baja dimensión
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de los datos de alta dimensión [4, 6]. Actualmente existe una gran variedad de enfoques entre
los cuales podemos encontrar los métodos espectrales, losmét dos basados en divergencias [7],
los métodos heurı́sticos, los métodos basados ende p learning[8], los métodos basados en redes
neuronales [9], entre otros. Dichos enfoques son diseñados bajo ciertosparámetros preestableci-
dos procurando conservar la topologı́a de los datos y generando espacios embebidos con la menor
pérdida de información. Para esta tesis se trabaja con losmétodos RD espectrales puesto que han
sido ampliamente utilizados en gran cantidad de aplicaciones [10, 11], además, presentan versati-
lidad debido a que son susceptibles de ser representados mediante funciones y matriceskernel. Por
lo anterior, los métodos espectrales aprovechan una de lasv ntajas de las representacionesk rnel
que es el incorporar conocimiento a priori. En dichos métodos, se presenta un costo computacional
elevado debido a la descomposición espectral de una matrizde similitud, entre pares de datos, que
contiene la información del conjunto de entrada [4, 10, 11]. Una medida de proximidad puede ser
vista como una medida de similitud o disimilitud. La similitud permite identificar la semejanza en-
tre dos objetos arrojando valores altos cuando estos son parecidos, su rango de valores suele estar
entre [0, 1]. Por otra parte, la disimilitud permite determinar la diferencia entre objetos, usualmente
a través de la distancia, con valores que varı́an entre [0,∞] y donde los valores pequeños indican
objetos parecidos.
Aunque se han logrado mejorar algunos métodos [4], se hace necesario aprovechar dichas mejoras
para extenderlas a otros enfoques que se utilizan frecuentem , como los métodos espectrales.
Asimismo, es necesario proponer alternativas que brinden resultados de calidad comparables y con
una disminución considerable en el costo computacional. Además, una de las etapas más importan-
tes de la analı́tica de datos es la representación visual del información, comúnmente denominada
visualización de la información (VI). La VI está pensadapara el usuario final, ya que es éste quien
finalmente se encarga de apropiarse de los datos resultantesp ra deducir conocimiento útil y ajus-
tado a sus necesidades [12]. En la VI, se busca representar grandes volúmenes de información de
forma inteligible y dinámica (en una relación rápida entr la interacción y la representación), por
lo cual se requiere de una alta capacidad computacional parala ejecución del algoritmo de pro-
cesamiento para obtener una representación en baja dimensión. La RD permite a la VI mejorar
estos procesos de representación generando un espacio de datos embebidos en una baja dimen-
sión a partir de un conjunto de datos de entrada de una dimensión mayor [13, 14]. Estos datos
embebidos contienen la mayorı́a de la información del espacio de entrada, dicho espacio se podrı́a
reconstruir casi que en su totalidad si se quiere volver a lascaracterı́sticas iniciales. Las formas de
representación visual de información más cercanas a la visión natural humana son los gráficos en
dos o tres dimensiones, pero en algunos casos las representaciones todavı́a son inteligibles. Los
datos embebidos representados en una baja dimensión, cercana a la que puede interpretar el ser
humano, permite que se pueda analizar dicha información, pero es el usuario generalmente quien
debe adaptarse a la representación resultante por lo que deberı́a ser experto en la interpretación. En
general, los métodos RD pueden ser mejorados si los integramos con las propiedades de interac-
ción y control de la VI, de esta forma podemos generar represntaciones más cercanas al usuario,
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que se adapten a sus criterios y en pocas palabras, se obtieneun diseño interactivo entre métodos
RD y usuarios. Por lo tanto, no es el usuario quien debe adaptarse a las representaciones obtenidas,
sino que se generará representaciones que se ajusten a las necesidades del usuario.
1.1. Motivaci ón y planteamiento del problema
Dados los recientes avances tecnológicos entre los cualespodemos encontrar el almacenamiento
en la nube, las redes sociales y los recientes dispositivos electrónicos (celulares, sensores, compu-
tadores, entre otros), se percibe un gran crecimiento en la cantidad de datos que se generan a diario
(3 billones de kilobytes) [15]. Más del noventa por ciento (90 %) de los datos que existen en la
internet han sido creados desde el 2013, estos datos son generados de forma rápida y suelen ser
heterogéneos, es decir, de gran variedad [15, 16]. Debido a esto, desde hace algunos años se ha
despertado un gran interés en el tratamiento de la información por lo que han surgido campos co-
mo la analı́tica de datos y elBig Data [3, 17] siendo entornos muy llamativos de la investigación
actual y futura [18]. La principal finalidad de dichos campos es la generación de conocimiento útil
y comprensible para el humano. La dificultad radica en el presentar los datos de manera compren-
sible, intuitiva y dinámica, principalmente por las diversas fuentes de generación y la estructura
compleja de los datos que hacen que estos estén dispersos, yal ser combinados se podrı́a obtener
un nuevo conjunto de datos con estructuras inconsistentes eimpr decibles [19].
Según lo anterior, se puede apreciar con facilidad que uno de l s problemas más significativos
dentro de la última etapa de la analı́tica de datos, la repres ntación visual de información, es la
alta dimensión. Esto puede solventarse con la RD, pero, losmétodos RD carecen de propiedades
como la interacción y el control puesto que son diseñados bajo parámetros pre-establecidos que
no se pueden modificar sin tener que manipular directamente el algoritmo, esto implica que se
debe tener conocimiento sobre el método para cualquier variación. Además, en los métodos es-
pectrales, se presenta un alto costo computacional en la solución al problema de descomposición
espectral lo que dificulta considerablemente una interacción dinámica de las representaciones con
el usuario. Por esta razón, deben emerger nuevas y novedosas técnicas, que evolucionen en forma
paralela a los datos [20] y que integren los recursos computacionales con técnicascomo la analı́ti-
ca visual [21, 22, 23]. Esto significa una integración entre la inteligencia artificial y la inteligencia
humana con la finalidad de descubrir conocimiento útil [24, 25, 26].
Para lograr representaciones dinámicas de información,se debe incluir dentro del proceso RD a la
controlabilidad e interactividad, propias de la VI. Para esto, la inclusión de un modelo interactivo
dentro del proceso estándar de la RD permite al usuario controlar la obtención de representaciones
que se adapten a sus criterios mediante una reducción de dimensión interactiva (RDi). Es decir,
es el modelo quien realiza un ajuste de parámetros automática ente sobre el algoritmo. Pero, si
la generación de una representación en un espacio embebido no es rápida, como sucede en los
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métodos RD espectrales por su costo computacional, entonces la experiencia del usuario no se
torna tan dinámica afectando directamente la interacción on la máquina. Por lo tanto, también
se vuelve necesario mejorar los métodos RD para que el costomputacional disminuya y ga-
rantice una interacción dinámica. Dada la versatilidad que presentan los métodos RD espectrales
para ser representados mediante funcioneskernel, es posible formular una metodologı́a de RD
espectral generalizada, que permita representar o combinar varios métodos aprovechando las di-
ferentes propiedades que estos presentan y generando representaciones en baja dimensión mucho
más dinámicas. Además, una metodologı́a generalizada permite ampliar el rango de posibles re-
presentaciones debido a la diversidad de mezclas que se puedn obtener pero con un bajo costo




Desarrollar una metodologı́a generalizada de reducción de dimensión enfocada a la representación
interactiva de datos usando métodos espectrales y submatrices localmente lineales.
1.2.2. Objetivos especı́ficos
Proponer un enfoque de bajo costo computacional para la estimación de vectores propios
en una formulación generalizada de reducción de dimensi´on espectral usando submatrices
localmente lineales.
Diseñar un modelo para escoger los parámetros de la reducción de dimensión de datos en un
entorno de uso intuitivo orientado a la representación interactiva de datos.
Integrar un modelo interactivo con una formulación espectral de reducción de dimensión
para implementar una metodologı́a de representación de datos con bajo costo.
1.3. Contribuciones de esta tesis
A continuación se mencionan las contribuciones que esta teis d maestrı́a podrı́a aportar en áreas
relacionadas a el análisis de datos (para reducción de dimnsión y visualización de información),
minerı́a de datos, reconocimiento de patrones y procesamiento d datos.
Extensión a una versión generalizada de RD espectral de bajo costo computacional.
Desarrollo de una alternativa de menor coste computacionalpar el procesamiento de datos
utilizando métodos RD espectrales desde su representaci´o proximada con matriceskernel.
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Integración de la inteligencia natural con la inteligencia de máquina para la aplicación de la
reducción de dimensión interactiva (RDi).
Integración de las propiedades de la VI en los algoritmos RDpara la generación de modelos
interactivos de reducción de dimensión.
Metodologı́a de análisis visual de información mediantemétodos de reducción de dimensión
aplicados a la representación de datos.
1.4. Organizaci ón del documento
El documento está dividido en cinco partes, ası́:I Preliminares,II Métodos,III Experimentos
y resultados,IV Comentarios finales, yV Apéndice. Estas partes contienen los ocho capı́tulos
principales del documento, los cuales están organizados de la siguiente manera:
El capı́tulo2 presenta los trabajos relacionados y los antecedentes. Se da una perspectiva
general de la reducción de dimensión (RD), algunos métodos relevantes y que se utilizarán
en esta tesis, una perspectiva general de la visualizaciónde i formación convencional y, el
enfoque de visualización de información a partir de la integración de la (RD).
La reducción de dimensión espectral se aborda en el capı́tulo3. Se expone y analiza enfoques
de (RD) que serán utilizados en este trabajo, además, se pre nta la representaciónkernelde
estos métodos.
En el capı́tulo4 se aborda un enfoque que reduce el costo computacional en el cálcu o de
los vectores propios en la reducción de dimensión espectral. Para esto se utilizan pequeñas
subconjuntos (máscaras olandmarks) del conjunto de datos original como referente para la
generalización de datos embebidos. En éste capı́tulo, que es el central de este trabajo, se
propone un enfoque generalizado para reducir la dimensión.
La forma visual de representar los datos integrando la reducción de dimensión es presentada
en el capı́tulo5.
La planeación experimental y los resultados de esta tesis smuestran en el capı́tulo6 y en el
capı́tulo7, respectivamente.
Finalmente, en el capı́tulo8 se realizan las conclusiones generadas en este trabajo, se dicta-
minan algunas recomendaciones y se propone un trabajo futur.
2. Trabajos relacionado y antecedentes
2.1. Introducci ón
La alta dimensión es un problema presente en muchos campos de la ciencias computacionales
como enmachine learning, sistemas de visión por computador y reconocimiento de patrones, por
mencionar algunos [27, 28]. En un conjunto de datos, la dimensión se relaciona al número de
mediciones (como caracterı́sticas o atributos) por individuo (u observación o muestra). Dentro de
los sistemas que contemplen en sus etapas internas el procesamiento de información de grandes
volúmenes de datos (high-dimensional data), existe un gran interés en el uso de la RD para mejorar
los procesos de dichos sistemas, como por ejemplo, la clasifiación en el caso del reconocimiento
de patrones o la representación visual de datos en el caso dela VI [20]. En sı́, cuando se tra-
ta con un volumen de información, es común encontrarse coninf rmación irrelevante, errónea o
redundante [29]. Ası́, se puede considerar una caracterı́stica como irrelevante cuando existen mu-
chas dimensiones con variaciones mucho mas pequeñas que lamedida de ruido. De forma similar,
cuando existen muchas dimensiones muy correlacionadas a otras se consideran caracterı́sticas re-
dundantes. Cuando existen caracterı́sticas que no están correla ionadas a otras o que presentan
variaciones mayores a la medida de ruido se consideran caracterı́sti as erróneas. Por tanto, son
muchas las razones, teóricas y prácticas, para reducir dichas medidas a cantidades que se puedan
manipular de forma más sencilla [11]. La RD estudia métodos que permitan representar un espa-
cio original de datos en un espacio de menor dimensión de forma eficiente, evitando información
irrelevante, errónea o redundante que se encuentra inmersa en los conjuntos de datos, reduciendo
el costo computacional en el procesamiento de la informaci´on y evitando sobre ajustar los datos,
logrando ası́ mejorar la calidad en la información.
En este capı́tulo se presenta brevemente una revisión bibliográfica sobre RD (sección2.2) y al-
gunos métodos RD generalizados (sección2.3), se agrupa algunas técnicas de visualización de
información convencionales (sección2.4) y se describe el proceso de representación visual de
datos a partir de la RD (sección2.5).
2.2. Reducci ón de dimensi ón
Dentro de tareas como el procesamiento de datos (data processing) [3], el reconocimiento de
patrones (pattern recognition) [30, 31], el aprendizaje de máquina (machine learning) [32] y la
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minerı́a de datos (data mining) [3], se encuentra ampliamente utilizada la RD. Esto debido a que
dentro de estos campos se puede llegar a trabajar con bases dedatos de volúmenes considerables,
por tanto, es necesario contar con etapas que permitan procesa dicha información de manera
eficaz. Esto permite mejorar los procesos y disminuir errores en el procesamiento [33]. Los datos de
alta dimensión aumentan la complejidad computacional en los algoritmos, disminuyen la calidad
en resultados obtenidos e incluso, contienen informaciónirrelevante, errónea y redundante que
debe ser tratada con precaución. Por tanto, es prudente considerar a la RD para evitar una pérdida
sustancial de la información, mejorar los procesos y generar r sultados menos complejos. La RD
tiene como objetivo incrustar datos de alta dimensión en unespacio de baja dimensión, esto se
realiza considerando que se debe conservar la estructura delos atos y que los datos resultantes
deben ser separables. Generalmente, la (RD) permite:
Disminuir el requerimiento para el almacenamiento de los datos.
Mejorar el desempeño de algoritmos, por ejemplo, el de aprendizaje.
Ayudar en la visualización de los datos, volviendo a estos má cercanos a la naturaleza
humana (dos o tres dimensiones). De esta forma, también se permite una mejor comprensión
de estos.
Identificar y filtrar (o eliminar) errores, redundancia e irrelevancia que pueda presentar la
base de datos.
La Tabla2-1 presenta una descripción general de los métodos RD a trav´es de una agrupación por
tareas que realizan, como selección o extracción de caracterı́sticas; y por el tipo de aprendizaje que
requieren, supervisado o no supervisado. Por una parte, dentro de los métodos RD supervisados,
el análisis discriminante lineal (LDA) es un método que genera una proyección de los datos me-
diante la maximización de un discriminante [34]. Este método es ampliamente utilizado en tareas
de clasificación pero no es efectivo cuando se incumple con criterios relacionados a los centroi-
des y variaciones de la covarianza de las clases. Algunas modificaciones del método utilizan una
selección regresiva secuencial o aplicando métodos de direcciones alternadas de multiplicadores
para la penalización por varianza nula. Por otra parte, dentro de los métodos RD no supervisados
podemos encontrar el análisis de componentes principales(principal component analysis- PCA) y
el escalamiento multidimensional clásico (classical multidimensional scaling- CMDS), los cuales
se basan en criterios de conservación de la varianza (matriz de covariaza) y la distancia (matriz
de Gram), respectivamente [11]. Además, PCA y CMDS utilizan modelos lineales para poder re-
presentar la estructura global de los datos [35]. Dado que estas técnicas suelen ser sensibles al
ruido [36], han surgido algunas mejoras a dichos métodos como PCA robust (RPCA), que utiliza
técnicas robustas de estimación de covarianza para el procesado de información con datos atı́picos
generando resultados comparables a los que se obtienen con PCA aplicado a la misma información
pero sin ruido [37]. Dentro de las extensiones probabilı́sticas de PCA podemos encontrar a PPCA
(PCA probabilı́stico), al análisis extremo de componentes y al análisis leve de componentes, todos
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estos bajo la premisa de modelar la covarianza (generan el mismo sistema de proyección como el
eje principal de la covarianza) [32]. Otro enfoque lineal es LDA, éste método representa los datos
de forma que se obtenga una varianza máxima entre clases, LDA también a recibido modificacio-
nes con técnicas robustas como en RLDA [38]. Algunos métodos RD lineales como el análisis de
correlaciones canónicas (CCA), los factores de máxima autocorrelación (MAF), el análisis pau-
sado de caracterı́sticas (SFA) -con mayores aplicaciones al análisis de vı́deos-, las proyecciones
de preservación de localidades (LPP), son formulados bajofunciones objetivo con restricciones de
matrices ortogonales (como la de la covarianza) [32]. Pero existen otros métodos que no tienen una
función objetivo con restricciones, es el caso de la regresión lineal, PPCA, el análisis de factores,
entre otros.








Buscan extraer nuevas caracterı́sticas a partir de las carac-
terı́sticas originales a través de alguna función. Según l ma-
peo, puede ser lineal o no lineal
No supervisados No requiere un conocimiento a priori para ajustar los
parámetros de los métodos RD
Supervisados Utilizan un conocimiento previo como entrenamiento para
ajustar los parámetros de los métodos RD mediante una se-
lección de caracterı́sticas locales o globales
Recientemente, los métodos de RD se enfocan en criterios orientados a la preservación de la to-
pologı́a de los datos [4]. Normalmente, dicha topologı́a se conserva en una matriz de similitud
(o afinidad) que representa el grado de relación (conexión) entre nodos (puntos en coordenadas
cartesianas que representan los datos) [39]. Es decir, desde un punto de vista de teorı́a de grafos,
los datos pueden representarse a través de un grafo no dirigido y ponderado (grafo con un valor
de peso por cada arista), en el cual los nodos representan lospuntos coordenados y la matriz de
similitud contiene los pesos de cada arista [40, 39]. Entre los métodos pioneros en incluir simi-
litudes se encuentra el mapeo Laplaciano de valores propios(Laplacian eigenmaps- LE)) [41]
y el empotramiento localmente lineal (locally linear embedding- LLE) [42]. Estos métodos son
del tipo espectral no lineal, es decir, realizan transformaciones mediante técnicas no lineales para
llegar al problema de descomposición en valores propios (EVD, eigenvalue decomposition) para
luego usar la información de los valores propios y obtener vectores propios [10].
Métodos más modernos presentan enfoques basados en divergencias, esto se debe a que la matriz
de similitud puede interpretarse como distribuciones de probabilidad [4]. Entre estos métodos po-
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demos encontrar el empotramiento estocástico de vecindarios (stochastic neighbour embedding-
SNE) [43], que bajo una estructura local presenta un mejor desempeño en el empotramiento de
pequeñas vecindades [4]. En general, si se asocia con el espacio original (u observado) una dis-
tribución Pn y al espacio latente (o embebido) una distribuciónQn, el método SNE minimiza la
divergencia de informaciónD entre dichas distribuciones asociadas aln-ésimo punto pero presenta
algunos problemas cuando la dimensiónd del espacio embebido es más pequeña que la dimensión
intrı́nseca de los datos. Ante esto, han surgido algunas variantes y mejoras del método como t-
SNE, que define aQn como una distribuciónt-estudiante [44] o como JSE, que usa la divergencia
de Jensen-Shanon [45]. En [4] se pueden apreciar algunos resultados de los espacios de baja dimen-
sión después de aplicar métodos como los mencionados anteriormente. En este caso, ellos utilizan
un conjunto de datos artificiales que representa un cascarón esferico y buscan conservar la relación
entre puntos vecinos para generar una representación plana de la esfera . Se puede decir que SNE y
sus variantes han demostrado ser adecuados para obtener datos embebidos de alta calidad, ya que
mantienen las similitudes tanto en el espacio de baja como enel de alta dimensión [4]. Aunque
estos métodos han demostrado ser los más efectivos por su relación entre vecinos, se han plantea-
do otras alternativas como la mezcla de divergencias [45] o mezclas con parámetros de regulación,
como en [46] que adiciona aβ como un parámetro de regulación para balancear la precisión. Una
taxonomı́a de métodos de reducción de dimensión es presentada en la Figura2-1. Finalmente, es-
te trabajo se centra en enfoques espectrales, susceptiblesde ser representados naturalmente por
kernels.
Figura 2-1.: Taxonomı́a de métodos de reducción de dimensión más populares
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2.3. Métodos generalizados de reducci ón de dimensi ón
En general, un método generalizado es un enfoque que permite reducir la dimensión mediante la
representación o combinación de varias técnicas que pueden ser supervisadas o no supervisadas.
Cuando el enfoque es supervisado, la RD se realiza bajo un criterio de separabilidad de clases
para lo cual se aprovecha el conocimiento previo de asignació de clases, por ejemplo un sub-
conjunto de datos etiquetados. Cuando el enfoque es no supervisado, la RD se realiza mediante
una exploración natural del conjunto de datos teniendo en cu ta criterios pre-establecidos o reali-
zando búsquedas heurı́sticas. Pero usualmente, aunque los m´ t dos supervisados pueden presentar
un mejor beneficio que los métodos no supervisados, el entrenami nto requiere un conocimiento
previo con un número suficiente de etiquetas que resulta serun trabajo costoso y laborioso.
Por una parte, los enfoques supervisados requieren un conocimiento previo para la asignación de
clases puesto que la RD se basa en la separabilidad de clases.En [47] se predice una variable de
respuesta mediante la formulación de un problema de regresión n un conjunto descriptivo de datos
de entrada a partir de los cuales se obtiene un espacio de menor dimensión que la del conjunto ori-
ginal. Para realizar la regresión, los autores proponen unenfoque generalizado para la estimación
del producto interno basado en el espacio de Hilbert (kernel), por lo que no requiere un método
paramétrico para ser afinado. Otra metodologı́a que involucrakernelspero para obtener una mejor
preservación topológica es la reducción de dimensión mediante el aprendizajemultikernel(MKL-
DR) [48]. Con MKL-DR se identifica, a partir de una combinación lineal dekernelsbase, una
selección automática de loskernelsóptimos [49]. Si la selección de parámetros se realiza de forma
adecuada, la representación del espacio embebido es más precisa, por lo que esta combinación de
kernelspuede ser realizada bajo los criterios del usuario. La ventaja que presenta incluir MKL es
que el usuario no necesita elegir qué tipo dekernelutilizar, sino que más bien MKL podrı́a producir
un nuevokernelque funcione mejor en relación a como lo hace cadakernelde forma individual.
Por otro lado, desde una metodologı́a MKL, en [50] se introduce un modelo RD no lineal en dos
pasos de procesamiento. Esta metodologı́a recibe el nombrede aprendizajemultikernelpara la RD
en dos etapas (TS-MKL), dichas etapas se dividen en:
Determinar pesos ponderados para la construcción de un nuevo kernelbajo algún criterio
apropiado, esto garantiza que la combinación lineal dekernelsconstruyen un nuevokernel
adecuado.
Con el nuevokernel, se aplica un método de análisis discriminatorio delkernel(kernel dis-
criminant analysis method) para realizar una RD supervisada no lineal.
Por otra parte, los enfoques no supervisados buscan determinar un conjunto de caracterı́sticas dis-
criminatorias a falta de información sobre las etiquetas.A diferencia del MKL-DR supervisado,
en [51] se utiliza MKL, pero de forma previa se obtiene un conjunto de caracterı́sticas a través
de un modelo que ellos proponen. También podemos encontraral bien conocido Kernel PCA o
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KPCA, que es una metodologı́a generalizada de RD espectral bas da en PCA pero incluyendo
un kernelcomo una matriz de afinidad entre los puntos del espacio de entrada, además, como lo
menciona [39], se evidencia la relación entre PCA y KPCA. Junto a KPCA, [39] discute sobre
KPCA ponderado, aplicado principalmente a máquinas de vectores de soporte (SVM). Otros tra-
bajos como [52] presentan una metodologı́a generalizada para extraer caracterı́sticas a través de
técnicas basadas en distancia pero desde el punto de vista de la relevancia en las caracterı́sticas,
pero trabajos como [53], [54] y [55] presentan enfoques basados en disimilitudes, basados en da-
tos y basados en grafos, respectivamente. Finalmente, existen también enfoques que se basan en
la proyección de los vectores y valores propios para producir soluciones lineales, dicho enfoque
recibe el nombre de proyecciones con preservación local (LPP) [56].
2.4. Métodos convencionales de visualizaci ón
interactiva de datos
La visualización de información es un proceso natural delser humano mediante el cual podemos
extraer información a partir de representaciones. Dicha visualización deriva de una comunicación
entre un usuario y una máquina (computadora, celular, tablet, TV, pantalla de radio, entre otras),
siendo más relevante la utilidad de la información que cómo ésta se presenta. Durante toda la
formación académica es común encontrarnos con un sinfı́n de ilustraciones como histogramas,
gráficas en dos dimensiones continuas o discretas, diagrams de flujo, diagramas jerárquicos, en-
tre otros. Cuando se realiza una representación se procuraque sea lo más clara posible puesto
que la idea principal es que se pueda extraer información f´acilmente, por lo que se utilizan colo-
res, formas, diferentes tamaños en lı́neas conectadas, u otras alternativas para lograr diseños más
intuitivos. En el área de la visualización, la comprensi´o de la información puede mejorar notable-
mente cuando se tiene una buena cantidad de información mostrada con buena calidad, por lo que
la percepción del usuario juega un papel fundamental. Con el paso del tiempo, y con los recientes
avances tecnológicos, dentro del proceso de descubrimiento d conocimiento en bases de datos
(KDD process), se han desarrollado varias herramientas que utilizan diferentes técnicas de visua-
lización de la información con la única intención de facilitar la obtención de conocimiento útil de
forma visual [57]. Dichas técnicas de visualización se basan en métodos matemáticos, geométri-
cos, estadı́sticos, y topológicos para generar procesos que cada vez se acerquen más a brindar una
noción más natural e inteligible para el usuario [58, 59].
La Tabla2-2 presenta la clasificación de técnicas de visualización que se diseñaron bajo las si-
guientes directrices que algunos autores proponen para unatéc ica estándar de visualización [60]:
Gráficos en 1D, 2D o 3D.
Técnicas iconográficas.
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Técnicas geométricas.
Técnicas orientadas al pixel.
Técnicas basadas en gráficos (como las jerarquı́as).
Tabla 2-2.: Clasificación de las técnicas de visualización


































Gráficos básicos (p. e.: Straight-Line, Polyline, Curved-Line, entre otras)
Gráficos especı́ficos (e. g.: DAG, Symmetric, Cluster, entre o as)
Sistemas (p. e.: Tom, Hy+, SeeNet, Narcisuus, entre otras)
Por otra parte, [61, 62] sugieren algunas técnicas convencionales de visualización de información,
éstas son presentadas en la tabla2-3. Adicionalmente, algunos autores también consideran una
clasificación de técnicas por el método analı́tico. Paraesto clasifican técnicas de comparación con
ejes y sin ejes, técnicas basadas en patrones, basadas en proporciones entre valores o proporcio-
nes globales, técnicas de visualización de conceptos, t´ecnicas basadas en mapas de localización y
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técnicas basadas en visualización de texto.
Tabla 2-3.: Técnicas de visualización convencionales
Técnicas de visualizacíon de información
Patrón de dibujo
Gráfico de barras
Parte de un todo
Gráfico de barras de apilado
Gráfico de barras de apilado Mapa del árbol
Histograma Tabla de pasteles
Barras Multi-set Tabla de donas
Pirámide de población Carta Marimekko
Gráfico de área de pila
Locación
Mapa de burbujas
Tabla de Bubble Mapa de flujo




Parcela de caja Embalaje de vehı́culos
Tabla de matriz de puntos
Conceptos
Diagrama de Venn





Gráfico de área Gráfico de barras
Gráfico de área de pila Gráfico de área de pila
Gráfico de lı́neas Gráfico de lı́neas
Tabla de burbujas Tabla de burbujas
Carta de Roma Nightlingate Parcela de dispersión
Tabla de tiempos Diagrama de árbol, de arco y de
cuerda
Cronograma Carta Marimekko
Finalmente, [63] y [64] han realizado estudios comparativos para herramientas devisualización,
diez (10) comerciales y veintiún (21) no comerciales, respectivamente. Una de las dificultades que
se evidencia en el estudio realizado por [63] es el uso de la versión de prueba de las herramientas,
por lo que no se puede realizar un estudio amplio en herramientas comerciales sin contar con una
licencia. Entre dichas herramientas podemos encontrar a ADVIZOR Solutions, a Visual Analytics,
a Centrifuge y a Visual Mining. Por otro lado, en [64] se realiza un estudio más profundo debido
a que las herramientas sonOpen Source. El objetivo del estudio fue evaluar los tipos de técnicas
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que utilizan y qué herramienta presenta mayor uso de éstas. Algunas técnicas evaluadas fueron los
grafos, los diagramas de árbol, la tabulación de datos y latécnicas de visualización geoespacial y
espacio-temporal. Entre las herramientas evaluadas están Axis, Jfree Chart, JIT, Vis AD, Google
Vis y Proto Vis, siendo estas últimas dos las que cuentan conun mayor número de técnicas de
visualización, trece (13) y diecinueve (19), respectivamente. Dentro de la computación, si se ana-
liza la visualización de datos, es común el uso de interfacs interactivas diseñadas para representar
una serie de datos a un usuario final pero con mı́nima entropı́a visual, por lo que está fuertemente
ligada a los gráficos y la minerı́a de datos [65, 66, 67]. En sı́, la visualización de la información
debe ser interrelacional, presentar datos abstractos a form de información relevante con la mı́nima
pérdida de información y encaminarse a formas intuitivasde representación para los usuarios que
interactúan, transforman e interpretan dicha informaci´on.
2.5. Visualizaci ón basada en reducci ón de dimensi ón
El concepto de reducción de dimensión puede ser abordado desde diferentes puntos de vista. En
el campo del reconocimiento de patrones se suele considerarcomo un proceso de extracción de
caracterı́sticas que transforma los datos de entrada en unarepresentación más compacta y ma-
nejable [27, 68]. Desde el campo de la percepción visual humana, podemos apreci r espacios
tridimensionales de forma natural, pero si este número de dim nsiones aumenta, entonces la tarea
de visualización se convierte en un problema [69]. Por tanto, los humanos estamos limitados a una
percepción visual de tres dimensiones o menos [11]. A medida que el número de observaciones
aumenta, los espacios Euclidianos, de dos o tres dimensiones (2D o 3D), modifican sus propieda-
des en fenómenos complejos y extraños [10, 11]. Debido a esto, reducir la dimensión se convierte
en una etapa crucial, permitiendo generar representaciones adecuadas para el análisis visual y para
entender más fácilmente la esencia de los datos y llegar a reconocer nuevos patrones a partir de re-
presentaciones visuales generadas [70]. Esta tarea no es para nada sencilla, principalmente porque
las propiedades de los espacios en alta dimensión poseen algunas dificultades como “la maldición
de la dimensión” [71, 72] y “el problema del espacio vacı́o” [11].
En general, para el desarrollo de métodos de RD se toma a consideración determinados parámetros
de diseño y criterios de optimización preestablecidos [65]. Dado que estos métodos son diseñados
para ejecutarse como procesos en caja negra, no es posible incluir al usuario en este proceso de
forma dinámica, es decir, los métodos carecen de propiedades tales como la interacción con el
usuario y la capacidad de control. De esta forma, los resultados de las tareas de RD podrı́an ser
abstractos e igualmente, podrı́an llegar a no generar repres ntaciones inteligibles que podrı́an re-
sultar complejas, incluso para un experto. La controlabilidad y la interactividad son caracterı́sticas
propias del campo de la VI, por tanto, integrar estas propiedad s en conjunto con los métodos de
RD permitirı́a generar resultados más cercanos a los esperados por el usuario [73]. La VI pretende
desarrollar formas gráficas de representación de datos para que la información sea más útil y más
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comprensible para el usuario [74], por lo que dichas representaciones suelen ser más cercanas a la
naturaleza humana e inteligibles. Esta estrategia de minerı́a d datos basada en la exploración de
datos visuales se llama minerı́a de datos visual (Visual Data Mining) [74, 75].
La dimensión intrı́nseca de un conjunto de datos de entradaindica la cantidad mı́nima de variables
o parámetros latentes necesarios para describir todo el conjunt [10]. Al utilizar RD, el cálculo de
la dimensión intrı́nseca se convierte en un problema central ya que suele depender de los criterios
considerados tanto de información a priori como de los par´ametros de diseño y de optimización
pre-establecidos [10]. Sin embargo, en la visualización, el objetivo no es reducir el conjunto de
datos a su dimensión intrı́nseca, sino que se permita un an´alisis visual más cercano al usuario (en
2 o 3 dimensiones), conservando la topologı́a de los datos y cn la menor pérdida de información
posible.
La selección de un método especı́fico no es una tarea trivial, pues se debe considerar la naturaleza
intrı́nseca de los datos, ası́ como también su complejidad, el problema a resolver y el objetivo a
lograr. Cuando el analista de datos es idóneo en el tema puede llegar a una selección heurı́stica un
poco más acertada, pero si el usuario no es experto tendrı́aque recurrir a personas expertas o por
otro lado necesitarı́a de representaciones adecuadas a susnecesidades para que este pueda extraer
conocimiento realmente útil. Por tanto, el uso de enfoquesbasados en interfaces no supervisadas
permite una alternativa para realizar la RD de forma agradable para el usuario, incluso, permite
abordar problemas relacionados con datos no etiquetados. Aemás, una forma de aprovechar si-
multáneamente las caracterı́sticas que presentan los diferentes métodos RD es la combinación de
métodos, de esta forma se puede mejorar la calidad del espacio embebido. Según lo anterior, im-
plementar sistemas de visualización basado en RD integrando spectos como el color, la forma, la
textura, el movimiento, entre otros, que se ajusten a las reglas de la percepción humana, permite
obtener un diseño visualmente más significativo para la cogni ión humana. De esta forma se puede
generar una sinapsis entre la inteligencia computacional yla inteligencia humana aprovechando al
máximo el potencial que estas dos puedan presentar.
Parte II.
Métodos
3. Reducci ón de dimensi ón de tipo
espectral
3.1. Introducci ón
En general, la RD es una técnica que tiene por objetivo incrusta un conjunto de datos de entrada
Y ∈ RD×N dentro de una representación de datos embebidos en una dimensión menorX ∈ Rd×N,
cumpliendo con la condición de qued < D. Tanto el espacio observado como el espacio embebi-
do están formados porN observaciones, denotadas poryi ∈ RD y xi ∈ Rd respectivamente, con
i ∈ {1, . . . ,N}. Por otro lado, el espacio de entrada está formado porD variables tales quey(l) ∈ RN
conl ∈ {1, . . . ,D}, mientras que el espacio embebido está formada pord va iables denotadas como









Figura 3-1.: Efecto de la reducción de dimensión de dos variedades (manifolds) en tres dimensio-
nes, representadas en un espacio de dos dimensiones
De acuerdo a lo visto en el capı́tulo2, existen métodos automáticos para reducir la dimensiónde
forma inteligente, procurando preservar la estructura de los datos para que la pérdida de infor-
mación sea casi nula [10, 11]. Los métodos espectrales de reducción de dimensión sonmétodos
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versátiles por la facilidad de trabajar conkernelspermitiendo incluir conocimiento a priori. En
estos métodos, para generar la representación en baja dimensión, se realiza una descomposición
espectral de una matriz simétrica cuadrada que contiene las car cterı́sticas de los datos de entrada.
Esta metodologı́a es la que hace que estos métodos difieran de otros enfoques de aprendizaje múlti-
ple [11]. En la figura3-1se ilustra cómo después de aplicar algún método de RD a unconjunto de
datos de entrada, para este caso un rollo suizo y una esfera entres dimensiones, se logra generar un
espacio embebido en dos dimensiones en el cual se puede apreciar cómo la topologı́a de los datos
se conserva.
Los métodos RD espectrales existentes se diferencian por la construcción de la matriz de carac-
terı́sticas. Tales métodos pueden ser del tipo lineal o no lineal, pero en general todos buscan con-
servar las propiedades del espacio original para finalmenter alizar la descomposición espectral
y generar la representación en baja dimensión. Para obtener dicha representación a partir de la
descomposición espectral, se toman los mayores (o menores, dependiendo el caso) vectores pro-
pios [11]. De esta forma, considerando aA como la matriz de similitud (o afinidad), que se obtiene
a partir de la matriz de datos de entradaY , se debe cumplir con las siguientes condiciones:
1. A es una matriz cuadradaN×N, dondeN es el número de observaciones, objetos o muestras
que tiene el conjnto de datos.
2. Para todoN ∈ N, las entradasi j -ésima y ji -ésima de la matrizA deben ser iguales, esto es
Ai j = A ji , haciendo deA una matriz simétrica.
3. A es una matriz positiva semidefinida que, para cualquierv ∈ RN, cumple convAvT ≥ 0.
De forma general, una vez se obtiene la matriz de afinidadA, se procede a realizar la descom-
posición espectral para encontrar la representación en baja dimensiónX, para esto, definimos la
matriz cuadrada,A, como sigue:
A = V TΛV , (3-1)
donde la matrizV ∈ RD×N contiene en sus columnas los vectores propios y la matrizΛ es una
matriz cuadradaN × N cuya diagonal contiene los valores propios, esto asumiendoqueA cumple
con la primer condición antes mencionada -A es una matriz positiva (semi)definidaN × N-. Por
tanto, una solución del tipo espectral es la que se describeen la siguiente ecuación:
AV T = V TΛ. (3-2)
Históricamente, el principal criterio para reducir la dimensión de los datos ha sido la preservación
de la distancia, pero esto ha generado requerimientos de modlos e datos más complejos presen-
tando dificultades como las muchas formas diferentes para modelar variedades (omanifolds) no
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lineales mientras que se cuenta con unas pocas formas de definir un hiperplano. Desde el punto de
vista de la reducción de la dimensión de forma lineal se tiene por criterio el maximizar la preserva-
ción de la varianza o el minimizar el error en la reconstrucción de los datos [10]. Ahora, considere
una matrizA ∈ RN×N simétrica positiva (semi)definida calculada como una matriz de afinidad, de
similitud o de disimilitud, o como un grafo Laplaciano, entre otras. También considere aB ∈ RN×N
como una matriz que configura la escala de la solución. El generar una representación del espacio
de entradaY ∈ RD×N en un espacio embebido en baja dimensiónX ∈ Rd×N se realiza mediante el




s. a. XBXT = Id,
cuya solución está dada porX = ΛTdB
− 12 . DondeΛd = [λ1, . . . ,λd] son losd valores propios de




2 , y Id es una matriz identidad-dimensional.
En el resto del capı́tulo se abordan los métodos RD espectrales del tipo lineal (sección3.2) y del
tipo no lineal (sección3.3) junto con sus aproximaciones en matricesk rnel(sección3.4), lo que
hace que los métodos RD espectrales sean versátiles. Finalmente, en la sección3.5se presenta el
método generalizado KPCA, el cual aprovecha las propiedades de los métodos RD mencionados
desde sus representaciones en matriceskernelpor lo que se facilita la inclusión de conocimiento a
priori.
3.2. Reducci ón de dimensi ón espectral de tipo lineal
En esta sección se describen dos principales métodos lineales para reducir la dimensión los cuales
asumen que el conjunto de datos de entrada posee una dimensi´on cercada a un subespacio de baja
dimensión [11]. El criterio de cada uno de estos dos métodos es la preservación de la varianza
de los datos, para el análisis de componentes principales (PCA), y la preservación de la distancia,
para el caso del escalamiento multidimensional clásico (CMDS). En general, los métodos espec-
trales lineales buscan proyectar los datos de entrada a un subespacio de baja dimensión mediante
combinaciones lineales a partir de los vectores base del espacio de baja dimensión.
3.2.1. Análisis de componentes principales - PCA
Una de las técnicas lineales de reducción de dimensión m´as utilizadas es el análisis de componentes
principales (PCA, porPrincipal Components Analysis). Desde su introducción, se ha utilizado en
aplicaciones para biologı́a [77, 78], para psicometrı́a [79], para geofı́sica [80], para medicina [81],
ha sido ampliamente utilizado en estadı́stica como en los procesos estocásticos [82, 83], entre otras
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aplicaciones que han impulsado la mejora de este método [84]. El objetivo principal de PCA es ex-
traer caracterı́sticas a partir de combinaciones linealesde las caracterı́sticas del conjunto de datos
original, haciendo que sea el único método RD espectral pael cual la matriz de caracterı́sticas
A no está en términos de lasN observaciones, sino en términos de lasD dimensiones. Es decir,
PCA genera tantos componentes principales comoD dimensiones tenga el espacio de entrada. En
general, PCA encuentra un conjunto base de vectores propiosque contienen los máximos valores
de relación entre las dimensiones originales [85, 86]. La estimación de estos vectores implica un
costo computacional elevado, por lo que el uso de esta técnica on analı́tica visual genera repre-
sentaciones de datos que dinámicamente no son las esperadas.
Ahora, considere aY ∈ RD×N como el espacio de datos de entrada, aX ∈ Rd×N como el espacio
de variables latentes y aV ∈ RD×d como una matriz de rotación ortonormal (V TV = Id) que
se considera como un eje de cambio. TantoY comoX se consideran centradas, aunque no es
una restricción en PCA puesto que de no estarlo basta con remover la media (o valor esperado o
esperanza) como se puede ver en el anexoA.2. Entonces, PCA genera un espacio de representación
en baja dimensión de acuerdo a la transformación lineal dada por:
Y = V X , (3-4)
que optimiza:
mı́n ‖Y − Ŷ ‖22 (3-5)
s. a. V̂ TV̂ = I ,
siendoX = V̂ Y y V̂ = eig(Y TY ). Además, se puede representar en su forma dual como:
máx tr(V̂ TY Y TV̂ ) (3-6)
s. a. V̂ TV̂ = I .










Y TY , (3-7)
se puede generar la siguiente representación espectral:
A = V ΛV T , (3-8)
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cuya solución estará dada por la expresión de la ecuación 3-9. Esta solución representa un subes-
pacio en baja dimensión que preserva la máxima covarianzade los datos rotando ası́ hacia el
subespacio que retiene mayor información.
X̂ = Id×DV
TY . (3-9)
Finalmente, en PCA, la mayor variación deY corresponde al mayor vector propio deA que
deriva en el primer componente principal. De forma similar,el segundo componente principal se
tiene como el segundo mayor vector propio que corresponde a la dimensión con la segunda mayor
variación. Para lasd dimensiones seleccionadas con la mayor varianza se toman los d valores
propios superiores.
Algoritmo 1 Pseudo-código para implementación de PCA
1. Inicialización: Verificar si los datos están centrados (media cero), de estarlo vaya al paso 3.
2. Centrado: Hacer una normalización para que los datos tengan media cero.
3. Matriz de Afinidad: Determinar la matriz de caracteŕısticas A = Y TY .
4. Descomposición espectral: Realizar la descomposición espectral de A = V ΛV T .
5. Representación en baja dimensión: Generar una representación en baja dimensión calculando X̂ =
Id×DV TY .
3.2.2. Escalamiento multidimensional (MDS)
MDS, porMultidimensional scaling, es un método espectral que presenta propiedades muy simi-
lares a las de PCA, la diferencia es que al utilizar PCA se preserva la máxima varianza mientras
que al utilizar MDS se preserva la distancia (o puede ser la similitud) entre pares de puntos en el
espacio de baja dimensión [11]. MDS puede ser del tipo métrico (clásico) o del tipo no métrico,
pero en ambos enfoques se realiza una caracterización de los objetos mediante distancias (disimi-
litudes) o mediante similitudes. Desde la disimilitud, si los objetos son exactamente los mismos se
obtendrá un valor cero, pero de ser diferentes, se obtendr´a un valor que aumenta confirme aumen-
tan las diferencias. Por otra parte, desde la similitud, el valor disminuye para objetos diferentes
y aumenta a medida que los objetos se asemejan. Para el caso Euclidiano, la distancia entre dos
puntosy(i) y y( j) se relaciona a la norma de su diferencia. Para la similitud se podrı́a utilizar el
inverso multiplicativo de dicha distancia.
El enfoque clásico (CMDS) es un método de escalamiento lineal que construye una configuración
de una serie de puntos para proyectarlos en un espacio Euclidiano. Este método permite el análisis
de la similitud o de la disimilitud que presenta un conjunto de datos [87]. Podemos encontrar apli-
caciones en campos como la geofı́sica [88], en psicologı́a, en reconocimiento facial, en calidad de
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educación [89, 90], en transporte [91], entre otras.
El enfoque de MDS que se va a utilizar es el métrico (CMDS) mediante el cual se preservan pro-
ductos escalares (o productos punto) en pares. El modelo de generación del espacio embebido en
baja dimensión es similar a PCA, parte de un cambio de eje ortog nal, como en la ecuación3-4,
bajo las mismas condiciones que PCA (V TV = Id). La diferencia recae en determinar las distan-
cias entre vectores como el producto escalar mediantesy(i, j) = s(y(i),y( j)) = 〈y(i) · y( j)〉 que se
puede escribir como:
S = [sy(i, j)] i≤1, j≤N = Y
TY , (3-10)
si aplicamos la transformación lineal de la ecuación3-4 y consideramos queV TV = Id, podemos
determinar la siguiente igualdad:
S = Y TY =XTX . (3-11)
TantoY comoX, usualmente, son desconocidas y solamente la matriz de productos escalares en
paresS (o matriz de Gram) es conocida. Si realizamos una descomposición de los valores propios
(DVP, ver apéndiceA.3) deS podemos encontrar los valores deX. Esto es:
S = UΛUT = (UΛ1/2)(Λ1/2UT) = (Λ1/2UT)T(Λ1/2UT). (3-12)
Después de ordenar los valores propios de forma descendent, s pueden determinar las variables
representadas en dimensiónd mediante:
X̂ = Id×NΛU
T . (3-13)
Finalmente, la función objetivo de CMDS puede expresarse bajo un criterio similar al de PCA,
como:
ECMDS = ‖S −X
TX‖2, (3-14)

























conD = [d2y(i, j)]1≤i, j≤N como una matriz de tamañoN × N que almacena las distancias en pares.
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Algoritmo 2 Pseudo-código para implementación de CMDS
1. Inicialización: Verificar si los datos están centrados (media cero), de estarlo vaya al paso 3.
2. Centrado: Hacer una normalización para que los datos tengan media cero.
3. Matriz de Afinidad: Determinar la matriz de caracteŕısticas A = Y TY .
4. Verificación: Si los datos son productos escalares vaya al paso 6, sino, si son pares de distancias euclidianas
entonces transfórmelos.
5. Transformación: La transformación puede ser en cuadrado de las distancias o puede ser mediante un doble
centrado.
6. Descomposición espectral: Realizar la descomposición espectral de A = UΛUT .





CMDS es un método simple y robusto. En general, posee las mismas ventajas y desventajas que
PCA, como por ejemplo, la linealidad estricta. CMDS posee diferencias como la flexibilidad, pues-
to que acepta coordenadas como productos escalares o distancia Euclidianas, pero también pre-
senta inconvenientes para almacenar la matriz de Gram deN × N. Este problema no lo presenta
la matriz de covarianza de PCA, de tamañoD × D, por lo que CMDS necesita más memoria que
PCA [10].
Modificaciones al ḿetodo
Dado el desarrollo y la diversidad de aplicaciones en las quese utiliza este método, se han genera-
do una gran cantidad de variantes. Lo que permite diferenciar dichas variaciones es, por ejemplo,
el tipo de geometrı́a que se utiliza para hacer el mapeo de losdat , la función que se utiliza para
realizar el mapeo, el tipo de algoritmo que se aplica para logr r representar los datos en forma ópti-
ma, el tipo de tratamiento que utilizan los modelos para el error stadı́stico o, incluso, la cantidad
de matrices de similitud que se pueden representar al mismo te po [87].
3.3. Reducci ón de dimensi ón espectral de tipo no lineal
Como se mencionó en la sección anterior, los métodos lineales tienen un buen desempeño cuando
los datos se encuentran en un subespacio lineal, o cuando tieen a estarlo. En general, los dife-
rentes conjuntos de datos que se manejan en las diversas disciplinas son complejos, dentro de su
estructura local podrı́a darse el caso que los espacios seanlin les, pero dentro de su estructura
global podrı́an ser altamente no lineales por lo que utilizar técnicas lineales puede generar resul-
tados distorsionados en las proyecciones que se generen [11]. Entonces, los métodos no lineales
buscan subsanar este problema usando un subvariedad y no un subespacio. De esta forma los pun-
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tos que son cercanos en el colector también lo serán en el espacio de baja dimensión. Por otro lado,
el mapeo hace que los puntos que son lejanos en el colector también lo sean en el espacio de baja
dimensión.
De forma general, la matriz de caracterı́sticas de estos métodos se obtiene de grafos para los cuales
los datos de entrada corresponden a los vertices y la relaci´on entre vecindarios (o vecinos) serán
las aristas. Además, se asume, según la teorı́a de grafos yel álgebra lineal, que la matriz adyacente
del grafo y su espectro permiten su reconstrucción. Entre los métodos espectrales no lineales más
populares podemos encontrar aIsomap, que se basa en una versión extendida del escalamiento
multidimensional para manejar colectores no lineales mediante aproximaciones geodésicas para
las distancias entre los puntos de los colectores [11]. La distancia geodésica entre dos puntos se
puede representar comoSi j = φ(yi,y j), siendoφ(·) la medida de la distancia geodésica entreyi y
y j. Al igual que en CMDS, se genera una matriz de Gram y se la descompone en valores propios
y vectores propios. En este caso, los espacios embebidos en baja dimensión mantendrán mas pro-
piedades que las que se mantienen cuando se generan los subespacios lineales [11]. Otros métodos
que se pueden catalogar como espectral y no lineal son los mapas de difusión (diffusion maps) y la
máxima varianza de desdoblamiento (Maximum Variance Unfolding- MVU). En diffusion maps
es un método de extracción de caracterı́sticas que generau a representación del conjunto de datos
de entrada en baja dimensión a través de la descomposición espectral de un operador de difusión.
Dicho operador está relacionado a la ”distancia de difusi´on.entre distribuciones de probabilidad
centradas en los pares de puntos. Por otra parte, en MVU se busca determinar una representación
en baja dimensión generada a partir de desenvolver los datoen alta dimensión. MVU maximiza
Σ
N
i=1‖xi − x j‖
2 sujeto a las siguientes restricciones:






El grafoG es definido comoG = 〈B,E〉, dondeB es el conjunto de los vértices iguales aY y E es
el conjunto de las aristas que contienen la conexión local de los vértices. Por tanto, para determinar
E, se hace necesario calcular losk vecinos más cercanos bajo la regla de losε vecindarios [11].
En general, se puede decir que los tres anteriores métodos mencionados (CMDS,diffusion maps
y MVU), buscan preservar la distancia entre pares de puntos através de diferentes técnicas carac-
terı́sticas de cada método.
Finalmente, los métodos que nos interesan abordar en esta sección son el embebimiento local
lineal (Locally linear embedding- LLE) y los mapas Laplacianos de valores propios (Laplacian
Eigenmaps- LE). Estos métodos buscan preservar la topologı́a de los datos, son más recientes y
serán discutidos a continuación.
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3.3.1. Locally linear embedding (LLE)
Inicialmente debemos entender que el término topologı́a de los datos está ligado a proximidades
relativas, es decir qué tan cercanos o lejanos están los puntos entre sı́. Este método propone rea-
lizar una transformación que preserva ángulos locales, ato se conoce como mapeo ajustado. El
preservar las distancias locales o el preservar los ángulos locales se considera como formas de
preservar el producto escalar local [11]. Para la generación del espacio embebido, y como se dijo
antes, es necesario definir unε vecindario conk vecinos, para esto existen muchas técnicas como
por ejemplo el seleccionar unε vecindario esférico centrado en el datoyi ∈ Y . Además, una matriz
W contiene los pesos de reconstrucción lineal que caracterizan a la geometrı́a local, es decir,W
permite reconstruir cada puntoyi de susk-vecinos más cercanos. Ası́, se tiene la siguiente función












que será minimizada bajo las siguientes restricciones:
1. Wi j = 0, siy j no está en elk vecindario deyi, puesto a que los puntos son reconstruidos




Wi j = 1.
En resumen,W describe la geometrı́a local de los datos hasta un tamaño dado pork. Para la re-
construcción de los datos en el espacio de baja dimensión,en LLE se deben escogerd coordenadas












bajo las siguientes restricciones:
1. Como las salidas estarán centradas,
∑
i x̂i = 0.
2. Para todoi ,
∑
j
Wi j = 1.
En este caso, el error se calcula en el espacio de baja dimensión y las coordenadas en baja dimen-
siónX̂ que mejor reconstruyenY dadoW se obtienen a partir de la anterior minimización. Esta
segunda minimización puede resolverse mediante vectoresy valores propios, para esto se genera
una matriz positiva semidefinidaM , dispersa y simétrica, definida como:
M = (I −W )T(I −W ). (3-18)
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El cálculo de losd + 1 vectores propios de la matriz de caracterı́sticasM genera un empotramiento
óptimo, además, los últimos vectores propios deM son descartados debido a que son vectores de
escala unitaria cuyos componentes son todos iguales.
Algoritmo 3 Pseudo-código para implementación de LLE
1. Calcular: Para cada linea de datos y(i), calcular:
a) Los k vecinos más cercanos de y(i)
b) La matriz regularizada G(i)
c) Los pesos w(i)
Fin
2. Construcción: Si w existen construir:
Matrices dispersas W y M
si no
ir al paso 1.a)
Fin
3. Descomposición en valores propios: Realizar la DVP de M . Tener en cuenta que los vectores propios
asociados con el segundo hasta el (1+ d)-ésimo valor propio más pequeño estiman las coordenadas.
Ventajas y desventajas
LLE es un método simple que cálculo los coeficientes de reconstrucción mediante un vecindario
local sin considerar otros vecindarios. El generar las coordenadas de representación en baja di-
mensión involucra la DVP de una matrizN × N por lo que, computacionalmente hablando, podrı́a
convertirse en un problema intratable si el espacio de entrada es demasiado grande. Debido a la
naturaleza de la matriz, puesto que debe ser dispersa, la carg omputacional se mantiene baja.
Finalmente, dentro del algoritmo de LLE hay que tener especial cu dado en los parametros como
los k (o ǫ, según la aplicación) vecinos, además del factor de regularización∆ puesto que de no
tener una correcta configuración se podrı́a producir una repres ntación totalmente diferente.
3.3.2. Laplacian eigenmaps (LE)
LE es un método basado en descomposición espectral que pertenece a la amplia familia de los
métodos no lineales pero que trata de solventar algunos defectos de los métodos espectrales como
ISOMAP y LLE [10]. LE, de forma similar a LLE, busca la preservación de las propiedades de
una vecindad local para representar un espacio de entrada enun espacio embebido de menor di-
mensión [11] pero, a diferencia de LLE, en LE la solución al problema central de minimización
(ver ecuación3-19) se encuentra aplicando los fundamentos de la teorı́a de grafos espectrales y
la noción de un grafo Laplaciano. Por tanto, LE se basa en la minimización de distancias locales
dadas por las distancias entre puntos de una vecindad. Puesto que esta minimización puede darse
28 3 Reducción de dimensión de tipo espectral
cuando todos los puntos son mapeados a un único punto, todaslas di tancias serán cero (solución






∥∥∥x̂i − x̂ j
∥∥∥2
2
Wi j . (3-19)
El fundamento de LE radica en que el espacio original contiene una cantidad suficiente deN puntos
cercanos a un espaciod dimensional [10] por lo que se puede representar dicho espacio subyacen-
te con buenas precisión mediante un grafoG = (VN,E). De esta manera, los verticesvi de dicho
grafo se asocian con cada conjunto de puntos de referenciayi y los bordes se obtienen mediante
la conexión devi y vj cuando existen puntos correspondientes que son vecinos. Para determinar la
relación de la vecindad se pueden utilizar losk vecindarios, losǫ vecindarios esféricos o cualquier
otro método basado en grafos. Esta relación se codifica en una matriz (dispersa) de adyacencia
y simétricaT con entradas binariasti j ∈ {0, 1} que indican qué puntos alrededor deyi y y j son
vecinos o no y que el grafoG es no dirigido [10].
Ahora, la matrizW está relacionada con la matrizT mediante entradaswi j = 0 para valores de
ti j = 0 y wi j ≥ 0 para valores deti j ≥ 0. Esta matriz de pesos puede ser construida de diferentes
formas pero en [10] se presenta una forma de asignar pesos con decaimiento exponencial mediante
la expresiónwi j = exp(−
∥∥∥xi − x j)
∥∥∥2
2
/σ2 siendoσ un parámetro de escala definido por el tamaño
delkernel. Esta matrizW es quien finalmente se encarga de mantener la relación entrelas propie-
dades topológicas (como la relación entre vecindades), cuando las distancias en el espacio de alta
dimensión son pequeñas se obtienen pesos grandes enW , ası́ los puntos que se juntan entre sı́ enY
serán puntos cercanos enX mediante una proximidad representada por los valores de pesos enW .
La solución al problema de minimización se obtiene mediante DVP considerando la matriz de




s. a. XDXT = Id (3-21)
XL1d, (3-22)
dondeL es una matriz Laplaciana ponderada del grafoG definida porL =D−W conD como la
matriz diagonal de grado con entradasi, j =
∑
j wi j , es decir,D = Diag(W1N). Ası́, el problema
de minimización se soluciona mediante la generalizacióndel problema espectral aλDf = Lf .
Los valores propios más pequeños, excluyendo la solución trivial, me determinan losd vectores
propios deL. Además, dado queL es simétrica y positiva semidefinida, los valores no podrán
ser menores que cero y serán reales. Un enfoque similar que permite obtener una representación
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en baja dimensión consiste en cálculo losd vectores propios más pequeños del Laplaciano pero
normalizandoD−1/2LD−1/2.
Algoritmo 4 Pseudo-código para implementación de LE
1. Verificación 1: Verificar si los datos consisten de distancias en pares, si es aśı saltar al paso 3.
2. Verificación 2: Si los datos consisten de vectores, hacer:
Calcular todas las distancias en pares
Fin
3. Determinar: Escoger para determinar los k vecindarios o los ǫ vecindarios esféricos.
4. Construcción del grafo: Construir el grafo correspondiente y su matriz de proximidad P .
5. Construcción de W : Construir la matriz W aplicando un kernel.
6. Construcción de D: Construir la matriz D sumando todas las columnas de W .
7. Calcular el Laplaciano: Calcular L =D −W .
8. Normalización: Normalizar el Laplaciano como L̂ =D1/2LD1/2.
9. Descomposición en valores propios: Aplicar DVP a el Laplaciano normalizado L̂.
10. Representación en baja dimensión: Realizar
a) Multiplicar los vectores propios por D1/2.
b) Trasponer el resultado.
b) Determinar los valores asociados a los d valores propios más pequeños sin considerar el ultimo valor
propio.
Fin
Ventajas y desventajas del ḿetodo
Una de las ventajas que puede presentar LE es que, ante determinado tipo dekernel, el método
presenta una mayor libertad en la configuración de parámetos diferentes ak o aǫ. En general, los
resultados de LE dependen de la configuración de estos últimos en una gran medida. La ventaja
principal de LE es que permite modificar el tipo dekernelutilizado, por tanto, ésta es la premisa
que se toma como base para proponer una metodologı́a generalizada como la que se discute en
la sección4.2. LE es un método que presenta un mejor desempeño para la agrupación de datos
aunque también es muy utilizado para la RD. La desventaja deLE s que, aunque minimizar las
distancias entre puntos de un vecindario parece idóneo, esto puede degenerar la solución como
en el caso cuando la representación tiene coordenadas idénticas para todos los puntos (solución
trivial).
Variantes
Si realizamos ciertas consideraciones, LE puede ser visto com una variante de LLE, esto se asu-
me debido a que puede existir una relación de la matriz del Laplaciano en LE con la matriz de
Gram en LLE. Algunas técnicas buscan explotar las propiedad s que presenta el método, además,
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buscan también integrarlas con LLE. Dichas técnicas utilizan campos de Markov de forma alea-
toria para determinar una matriz de distancias de desplazamiento con caracterı́sticas similares a
la pseudo-inversa deL. También existen técnicas que relacionan trabajos con redes léctricas de
resistencias. En general, estas técnicas utilizan el enfoque de losk vecinos que se ha desarrollado
en LE. Finalmente, métodos comoLaplacian faceshan sido generados como una variante lineal
de LE buscando preservar la estructura local, este método presenta algunas de las ventajas de PCA
pero bajo una función objetivo diferente.























































fTp (y)Lf p(y) = tr(XLX
T) .
La d-ésima coordenada de cada dato embebido está dada por el vector fp(y) N-dimensional que
resulta ser la transpuesta de lad-ésima fila deX.
3.4. Aproximaci ón de m étodos RD con matrices Kernel
Dentro de campos como el aprendizaje de máquina, se han utilizado métodos basados en kernel
puesto a que se consideran una herramienta poderosa [92, 93]. Por su naturaleza, una matriz kernel
puede ser vista como una matriz de Gram, por lo tanto, existe una metodologı́a denominada “tru-
co kernel” (“ kernel trick”) que consiste en reformular la esencia de algoritmos compactos, como
PCA, en términos de dicha matriz. Por lo tanto, si se sustituye el producto punto por una función
kernelse puede generalizar problemas, como los que encontramos enmétodos lineales como PCA
y CMDS, a problemas no lineales [92]. Debido a la naturaleza cuadrática de los métodos espec-
trales, esto esY TKY , los métodos basados en similitudes son susceptibles de ser naturalmente
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representados a través de aproximaciones kernel versátil s y adecuadas para representar métodos
RD [39]. En efecto, un esquema generalizado de PCA usando matriceskernel es el método co-
nocido como Kernel PCA (KPCA) [39] donde escoger un kernel se convierte en una tarea muy
importante puesto que estos pueden revelar (u ocultar, seg´un el caso) diferentes estructuras en el
espacio de baja dimensión [92]. Uno de los problemas abiertos es la elección de un kernel apro-
piado para un problema dado por lo que es posible desarrollars luciones de mejor rendimiento
adaptando el kernel al problema [94]. Por lo tanto, para escoger un kernel es necesario definir al-
gunas restricciones como las que se presentan a continuaci´o :
1. Debido a que se requiere almacenar los productos internosde vectores en el espacio de
Hilbert, como veremos más adelante en la sección3.5, es necesario que la matriz kernel sea
positiva semidefinida [65].
2. La matriz kernel debe almacenar los productos internos delas caracterı́sticas que están cen-
tradas en el origen, de esta forma los valores propios de la matriz kernel serán una medida
de la varianza a lo largo de los componentes principales en elspacio de caracterı́sticas [92].
3. Se realiza un mapeo entre entradas y caracterı́sticas mediante transformaciones no lineales
que conserven las distancias existentes, por tanto, esta isometrı́a refleja los objetivos de la
RD no lineal [92].
Ahora, si se supone que existe un espacio de representaciónde alta dimensión desconocidoΦ ∈
R
N×Dh tal queDh ≫ D, el cálculo del producto interno deberı́a mejorar la representación y vi-
sualización de una matriz de datos embebidos resultantes econtraste a la matriz que se obtendrı́a
directamente de los datos de entrada. Por tanto, surge la necesidad de determinar el producto punto
en el espacio de alta dimensión desconocido y para esto se utilizan las matriceskernel. Por esta
razón, se considera aφ(·) como una función de mapeo de los datos de la dimensión original a otra
mayor, tal que:
φ(·) : RD → RDh
yi 7→ φ(yi),
donde eli-ésimo vector columna de la matrizΦ está dado porΦi = φ(yi).
Ası́, una funciónkernel k(·, ·) permite estimar el producto puntoφ(yi)⊤φ(y j) = k(yi ,yi) y si or-
ganizamos todos los posibles productos internos en una matriz K = [ki j ] se obtiene una matriz
kernel.
K = Φ⊤Φ, (3-23)
dondeki j = k(yi ,y j).
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3.4.1. Funci ón kernel como una medida de similitud o disimilitud
De la subsección anterior, se puede decir que las funcioneskernel permiten representar las re-
laciones más significativas presentes en el espacio de entradaY permitiendo a los métodos de
aprendizaje utilizar medidas de proximidad a través de dichas funciones. Una medida de similitud
(o disimilitud) puede ser representada por unkernel, como por ejemplo un diseño basado en la
distancia. Como se discute en [94], existen trabajos con medidas generales de similitud orientadas
a producir matrices positivas semidefinidas cuyas funciones pu den verse como unkernel. Entre
algunas medidas de distancia podemos encontrar la distancia Eu lidiana, la distancia Minskowski
(como generalización de la distancia Euclidiana), la distancia Hamming, la distancia Mahalanobis,
entre otras, cuyas propiedades son el ser positivas, simétricas y con una desigualdad triangular.
Dentro de las medidas de similitud binaria tenemos la similitud de coseno, el coeficiente de con-
cordancia simple (Simple Matching Coeficient, SMC), el coeficiente de Jaccard, el coeficiente de
correlación de Pearson, entre otras.
3.4.2. Tipos de funciones kernel
Una funciónkernel permite representar y hacer uso de las similitudes de los datos, por lo que
es un almacenamiento flexible para expresar conocimiento del problema y capturar relaciones
significativas en el espacio de entrada [94]. Ahora, considere un conjunto de datos de entrada
Y = {y1,y2, . . . ,yN} y ak como unkerneldefinido en el espacio observado. Entonces, una matriz
kernelsimétrica positiva semidefinida que representa toda la información contenida enY puede
ser definida comoKN×N = (ki j ), dondeki j = k(yi ,y j). Finalmente, en la Tabla3-1 se presentan
algunas funcioneskernel, las cuales son discutidas con mayor profundidad en [94].
3.4.3. Matriz kernel para los m étodos espectrales CMDS, LLE y LE
Para el desarrollo de este trabajo es muy importante considerar las aproximaciones kernel para tres
enfoques vistos, como se presenta a continuación.
Matriz kernel para CMDS:
Una aproximación para la matriz kernel de CMDS puede definirse como una matriz de distancias









donde la entradai j -ésima de la matrizD esta dada pordi j = ‖yi − y j‖22.
Matriz kernel para LLE:
Para el caso de la matriz kernel de LLE, se puede aproximar en té minos de una matrizW mediante
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formas cuadráticas. Con estos se puede reconstruir óptimamente el espacio observado mientras se
mantienen los coeficientes lineales que suman 1 [39]. Una forma de representar la matriz kernel
para LLE es:
KLLE = λmaxIN −M , (3-25)
dondeM = (IN −W) es una matrizN × N de valores reales yλmax es su mayor valor propio.
Matriz kernel para LE:
La aproximación de la matriz kernel para LE puede ser represntada por la pseudoinversa del grafo
LaplacianoL =D −W , como se presentó en la subsección3.3.2.
En [95] se presenta una descripción más detallada sobre los anteriores kernel.
3.5. Kernel PCA (KPCA)
Como se menciono en la anterior sección, la matrizkernelK = (ki, j) contiene todos los posibles
productos internosΦ⊤Φ organizados, dondeki j = k(yi,y j). KPCA se formula asumiendo que la
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matrizΦ está centrada. Si se modifica algebraicamente el cálculo del producto interno, como se
explica en [39], se puede garantizar esta condición de centrado. Al igualque a proyección de datos
en PCA, se realiza una combinación lineal mediante una matriz de rotación ortonormal dada por
W ∈ RDh×d, tal que:
W = [w(1), . . . ,w(d)], (3-26)
dondeW ⊤W = Id y w(ℓ) ∈ RDh. Entonces, podemos calcular la matriz de datos proyectados
X ∈ Rd×N como:
X =W ⊤Φ. (3-27)
En KPCA, de forma general, los datos son proyectados mediantuna representación de bajo rango
(d < D) de la matriz de rotación. La ecuación3-28presenta la función objetivo de KPCA.
mı́n
W
= ‖Φ − Φ̂‖2F, (3-28)
s. a. W TW = Id, d < D,
X =W TΦ.
Algoritmo 5 Pseudo-código para implementación de KPCA
1. Selección: Seleccione el método kernel a utilizar.
2. Cálculo: Calcular la matriz K aproximada según el kernel deseado.
3. Cálculo: Calcular la matriz Φ =KTK y centrarla.
4. Descomposición espectral: Realizar la descomposición de Φ en valores y vectores propios.
5. Representación en baja dimensión: Generar una representación en baja dimensión calculando X̂ =
Id×DΛ1/2UT .
Por lo tanto, una representación de bajo rango óptima comosolución factible del problema se
obtiene cuando seleccionamosW y X como los vectores propios asociados a losd mayores
valores propios deΦΦT y la matriz kernelK = ΦTΦ.
KX⊤ =X⊤Λ. (3-29)
4. Enfoque propuesto para la
generalizaci ón de RD espectral
4.1. Introducci ón
Como se mencionó en los capı́tulos2 y 3, existe una gran variedad de campos relacionados al
análisis exploratorio de información, principalmente al procesamiento de datos de alta dimensión
mediante la RD. Tales enfoques pueden revelar estructuras pa agilizar las tareas de agrupación
(clustering) o incluso, la RD se puede realizar como tarea de preprocesami nto de los datos para
extracción de caracterı́sticas en baja dimensión. En esencia, los algoritmos de RD espectral utilizan
una matriz simétrica positiva (semi)definida de tamañoN × N, la cual contiene la afinidad entre
pares de datos del espacio originalY ∈ RD×N [76] (ecuación3-3). Las problemáticas que se han
discutido hasta este capitulo han estado ligadas a la descomposición en valores y vectores propios
de las matrices de caracterı́sticas, como la matrizA vista en el capı́tulo3 o una matrizkernel,
puesto que requieren un costo computacional elevado para datos con un valor considerable deN
observaciones [76]. Algunas metodologı́as RD generalizadas como KPCA, utilizan aproximacio-
neskernelpara la generación de espacios de representación embebidos en baja dimensión a partir
de un conjunto de datos de entrada [65], pero KPCA también realiza una solución al problema
espectral [39] e implica un costo elevado que se busca reducir proponiendou a nueva metodologı́a
generalizada para la RD espectral. Para esto, se pretende seguir aprovechando la versatilidad de los
métodos RD espectrales a través de sus aproximacioneskernelpero recurriendo a alternativas de
solución al problema de la descomposición espectral de las matriceskernel. En la sección4.2 se
presenta la metodologı́a RD espectral generalizada que permite la representación en baja dimen-
sión de datos de entrada a partir de la aproximaciónker elde los métodos RD espectrales. Dicha
metodologı́a toma como base el método LE por su funcionamiento natural en el cual la matrizW
resulta ser un tipo dekernelque será reemplazado por las aproximacioneskernelde los métodos
espectrales. Esto permite generalizar LE a una versión quepermite la inclusión de cualquier matriz
kernel.
En la sección4.3, se aplica una alternativa de bajo costo computacional parala solución del proble-
ma espectral mediante submatrices, se discute sobre otras alternativas y se presenta el por qué esta
metodologı́a es mejor. Para esto, se considera un númeroL de submatrices̃Y ∈ RD×L conL ≪ N
que permitan representar localmente un vecindario dentro del espacio original, esta alternativa se
denomina submatrices localmente lineales (LLL) [76]. Esto permite aproximar los datos de forma
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globalmente no lineal, pero localmente lineal alrededor delas submatrices. Debido a que se debe
garantizar que el espacio embebidoX permite la reconstrucción del espacio original con la menor
pérdida de información, se debe restringir la soluciónX a que siga una estructura localmente li-
neal dada por lasL submatrices. Posteriormente se considera un mapeo localmente lineal dado por
una matriz de proyecciónZ ∈ RL×N que satisfaceY = Ỹ Z, modificando el problema espectral y
reduciendo considerablemente el costo de la descomposici´on en vectores y valores propios. Para
la construcción de las matricesA y B se considera el número de submatricesL y el número de ve-
cinoskZ como un nivel de dispersión. LLL también permite resolverel problema espectral cuando
se ingresan nuevos datos, es decir, proporciona un mapeo natural y explı́cito para su proyección.
4.2. LE generalizado - Kernel LE
Uno de los métodos RD espectrales del tipo no lineal es LE, que es un método basado en gra-
fos. Este método se abordó ampliamente en la subsección3.3.2pero, en resumen, LE genera una
representación de un espacio de alta dimensión en un espacio de menor dimensión, procurando
conservar al máximo las relaciones de proximidad entre puntos cercanos. Para tal fin, LE realiza
un mapeo de patrones de entrada cercanos en valores de salidacercanos [96]. La entrada para LE es
una matrizW simétrica positiva (semi)definida de tamañoN × N que contiene la información del
espacio original, pero, como vimos en la subsección3.4.1, este tipo de matrices puede ser reem-
plazada por una aproximaciónkernel. Por tanto, introducimos una metodologı́a de RD espectral,
al cual denominamosKernelLE (KLE). Dicha modificación consiste en determinar el Laplaciano
L que utiliza LE pero en está metodologı́a se cambia la matrizde similitudW por alguna matriz
kernelK, como la de los métodos espectrales de la subsección3.4.3, y modificando la matriz de
gradoD = Diag(W1N) porD = Diag(K1N), por tanto el Laplaciano modificado será:
L =D −K. (4-1)
Figura 4-1.: Metodologı́a para la generalización de RD espectral a partir de LE
La Figura4-1 presenta el diagrama general de la metodologı́a propuesta.El planteamiento de la
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función objetivo del problema de minimización de LE (ver ecuación3-20) no se verá afectado y
dará la misma solución vista en la subsección3.3.2(λDf = Lf ).
4.3. Reducci ón del coste computacional a trav és de
submatrices localmente lineales - KLE + LLL
En [76] se introduce una solución aproximada al problema del costo computacional mediante la
cual se reduce el tiempo en la estimación de los vectores y valores propios que realizan los métodos
espectrales. El método que proponen se denomina submatrices localmente lineales (LLL). Dicho
método consiste en seleccionar un número de submatricesỸD×L tal queL ≪ N, aproximando
linealmente el espacio de entrada de forma local al rededor de las submatrices pero de forma no
lineal desde la representación global. Ahora, considere aZ como una matriz de proyección que
realiza un mapeo localmente lineal, como lo presenta la ecuación 4-2.
Y ≈ Ỹ Z. (4-2)
De esta forma, se puede reducir el costo computacional de la descomposición en vectores y valores
propios sin una pérdida significativa de información puesto que para la construcción de la matriz
de afinidad se considera a todo el espacio de entrada. LLL es una mejora para los métodos RD,
una solución al problema espectral, mas no un nuevo métodoRD. Además, dado que los métodos
RD se diseñan con criterios pre-establecidos, para el casode LE por ejemplo, es necesario fijar
parámetros como el ancho de bandaσ de las afinidades Gaussianas y, en general para la mayorı́a
de métodos RD, el número de vecinosKW como un nivel de dispersión.
Dado que LLL asume que existe una dependencia local entre lospuntos de las submatrices del
espacio de entrada4-2 y del espacio embebido, entonces se puede utilizar la matrizde proyección
Z nuevamente en un mapeo lineal en baja dimensión, ası́:
X ≈ X̃Z. (4-3)
Por lo tanto, se puede redefinir el problema espectral existente de forma aproximada, en relación a




s. a. X̃B̃X̃T = I ,
dondeÃ = ZTAZ, B̃ = ZTBZ ∈ RL×L.
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Finalmente, dado que la solución es aplicada a LE, la matrizde afinidadA es reemplazada por
el LaplacianoL que contiene una relación de la matriz de afinidadW de LE y la matrizB es
reemplazada por la matrizD del mismo método. Entonces, el problema espectral de LLL aplicada




s. a. XDXT = I ,




s. a. X̃D̃X̃T = I ,
siendoL̃ = ZLZT , D̃ = ZDZT ∈ RL×L las matrices en el problema espectral reducido. La
solución del problema aproximado está dada por:
X̃ = ŨTd D̃
− 12 . (4-7)
Es claro que una de las soluciones al problema esL̃1 = 0, dondeλ1 = 0 es la solución trivial y
debe ser descartada.
Como se pudo apreciar en la sección anterior, el reemplazarl matrizW porK no afecta la fun-
ción objetivo ni la solución a ésta. Por tanto, es posibleaplicar LLL en la metodologı́a generalizada





s. a. X̃D̃X̃T = I ,
siendoL̃ = ZLZT y D̃ = ZDZT ∈ RL×L las matrices en el problema espectral reducido, donde
L =D −K y D = Diag(K1L). La solución del problema aproximado está dada por:
X̃ = ŨTd D̃
− 12 . (4-9)
La Figura4-2 presenta la metodologı́a generalizada de reducción de dimnsión del tipo espectral
con bajo costo computacional. Como se puede apreciar, a partir del conjunto de datos de entrada
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se determinan las matriceskernelque ingresan al método KLE propuesto para obtener el Lapla-
ciano modificado. El aplicar LLL al Laplaciano modificado permite obtener un problema espectral
reducido cuya solución implica un menor costo computacional. Finalmente, a partir de la solución
de dicho problema se genera un espacio embebido en baja dimensión. Este espacio embebido es
visualizado mediante un diagrama de dispersión en dos dimensiones, cercano a la visión natural
del ser humano.
Figura 4-2.: Metodologı́a de reducción de dimensión con bajo costo computacional basado en
submatrices localmente lineales
Algoritmo 6 Pseudo-código para implementación de KLE + LLL
1. Verificación 1: Verificar si los datos consisten de distancias en pares, si es aśı saltar al paso 3.
2. Verificación 2: Si los datos consisten de vectores, hacer:
Calcular todas las distancias en pares
Fin
3. Determinar: Escoger para determinar los k vecindarios o los ǫ vecindarios esféricos.
4. Construcción del grafo: Construir el grafo correspondiente y su matriz de proximidad P .
5. Construcción del kernel K: Construir la matriz K mediante algún tipo de kernel, para este caso los
presentados en la subsección 3.4.3.
6. Construcción de D: Construir la matriz D mediante D = Diag(K1N).
7. Calcular el Laplaciano: Calcular L =D −K.
9. Descomposición en valores propios: Aplicar DVP a la matriz del Laplaciano L.
10. Representación en baja dimensión: Realizar
a) Multiplicar los vectores propios por D1/2.
b) Trasponer el resultado.
b) Determinar los valores asociados a los d valores propios más pequeños sin considerar el ultimo valor
propio.
Fin
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4.3.1. Alternativas existentes
Ası́ como LLL utiliza submatrices en la solución de problemas espectrales, existen otras propues-
tas para reducir el costo computacional. Entre éstas destacan el uso de el método de N¨ystrom [97],
submatrices que arrojan afinidades mediante una medida de distancias de desplazamiento [98],
procesos de triangulación [99], uso de la distancia geodésica en vez de la distancia Euclidiana [42]
y una modificación a LLE usando ponderación local de vectors para la construcción de la matriz
Z (MLLE) [ 100]. La ventaja que presenta LLL en relación a todas estas altern tivas es que por una
parte, los enfoques de N¨ystrom tienen en cuenta un número mucho más pequeño de submatrices,
por lo que se podrı́a perder información o incluso, no se lograrı́a una buena reconstrucción del
espacio original, es decir, en estos enfoques se proyecta lasolución obtenida mediante las subma-
trices a puntos que están fuera de éstas. Dado que LLL considera todo el espacio de entrada, el
error en comparación al enfoque de N¨ystrom se reduce [76]. Además, utilizar una medida de dis-
tancia de desplazamiento para determinar la afinidad entre puntos es computacionalmente costosa
al aumentar la dimensión, LLL no define nuevas afinidades pueto que las afinidades entre subma-
trices consideran la información en puntos fuera de ellas [76]. Finalmente, en MLLE se realiza un
mapeo localmente lineal para producir un nuevo problema espectral, en cambio en LLL se utiliza
un mapeo lineal pero para redefinir el problema espectral existente de forma aproximada [76].
5. Visualizaci ón interactiva basada en
reducci ón de dimensi ón
5.1. Introducci ón
Como se explicó en la subsección2.3, la VI presenta dos caracterı́sticas que se van a integrar
con la RD, éstas son la interacción y el control. Al incorporarlas, se logra obtener un modelo
usuario-máquina donde el usuario toma parte de cómo se realiza l representación de datos de
forma interactiva. Por un lado, se realizan procesos de analı́tica de datos mediante la RD para
generar representaciones visuales mediante la VI, ésta esuna tarea que se relaciona al aprendi-
zaje de máquina. Por otro lado, la interactividad y la controlabilidad permiten al usuario generar
resultados adecuados a sus necesidades mediante la modificación automática de parámetros, esto
hace parte de la inteligencia natural humana. En este sentido, la VI basada en RD es una meto-
dologı́a que permite generar un vı́nculo entre la inteligencia atural y la inteligencia de máquina.
Para esto, se hace necesario un modelo que permita dicha integración, por lo tanto, a continuación
se presentan dos modelos interactivos que brindan al usuario la posibilidad de controlar la forma
en como se realiza la representación en baja dimensión de forma interactiva. En la sección5.2 se
presenta la propuesta de dos modelos que integran al usuarioen el proceso de VI y RD mediante
las propiedades de interactividad y controlabilidad.
5.2. Modelos de interacci ón propuestos
En esta sección se presentan dos modelos que brindan a un usuario la posibilidad de controlar la
generación de representaciones en baja dimensión de forma interactiva. Dichos modelos permiten
interactuar con objetos como mapas de localización o figuras geométricas, a las cuales se rela-
cionan las aproximaciones de los métodos de RD espectral. Ası́, es el usuario quien manipula de
forma interactiva la representación en baja dimensión mediante el control de parámetros de una
mezcla ponderada. Además, desde la visualización de datos b sada en RD, dicha mezcla puede
realizarse desde dos enfoques: La mezcla de los espacios embebidos en baja dimensión [66] o la
mezcla de las matriceskernel [65, 101]. En ambos casos la mezcla resulta en una combinación
lineal en donde el modelo interactivo arroja los coeficientes que se asignan a la combinación.
Para este trabajo, se combina de forma ponderada las matriceskern lcorrespondiente a cada méto-
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do, esto es{K (1), . . . ,K (m)}, dondem es el número de métodos. Por lo tanto, al igual que en el






dondeαm es un coeficiente correspondiente al métodom que pertenece al vector de valores de





Figura 5-1.: Diagrama general de funcionamiento de la propuesta interactiva
Finalmente, la Figura5-1 presenta el proceso general de interacción del modelo mediant el cual
el usuario inicia cargando un espacio original del que se obti ne la aproximaciónkernelpara cada
método y, posteriormente, se escogen los coeficientes de ponderación para la mezcla. Esto permite
obtener una matrizkernelK̂ truncada. Finalmente esta matriz ingresa a la metodologı́agenerali-
zada propuesta, la cual permite generar un espacio de representación en 2D a partir de un espacio
original. Dada la reducción del costo computacional de la descomposición en valores y vectores
propios deK̂, es posible generar de forma más dinámica la representació en un gráfico de dis-
persión. El gráfico permite al usuario visualizar la representación de los datos. Si la representación
obtenida no se ajusta al usuario, este puede manipular el modelo para obtener nuevos parámetros
que repiten todo este proceso de forma automática y que generará representaciones hasta ajustar-
se a las necesidades del usuario. De esta forma, existe una integración entre la inteligencia artificial
y la inteligencia natural con aras de obtener conocimiento ´util a partir de los datos.
5.2.1. Modelo geod ésico interactivo
Para la generación de este modelo se parte del sentido de ubicación de las personas en el planeta
tierra, cada persona reconoce que existe un punto de referencia (o punto de partida) y un punto de
llegada. Con esto, la persona también puede inferir que para llegar de un punto a otro debe recorrer
una distancia y que, según la lejanı́a o cercanı́a de los puntos, se tendrá un valor grande o pequeño.
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Ası́, uno de los modelos de interacción propuesto está basdo en el planeta tierra y los puntos de
longitud y latitud. Cada uno de los continentes puede represntar una matrizkernelde un método
RD espectral, a cada matriz se le asocia una ubicación en un conti ente mediante las coordenadas
de latitud y longitud que serán utilizadas para realizar lamezcla. Para este modelo, se utilizan
tres aproximaciones kernel asociadas al continente de las Américas (Suramérica, Norteamérica y
América Central), al continente africano y a Eurasia (contine te Europeo y continente asiático),
tal como lo ilustra la figura5-2. Además, como se puede observar en la figura, se puede extendr
el modelo a más de un método RD espectral, por ejemplo, podrı́amos incluir un cuarto método en
el continente Oceanı́a.
Figura 5-2.: Modelo interactivo basado en el globo terráqueo
Obtención interactiva de coeficientes:
Cuando el usuario selecciona un punto dentro del planeta tierr s obtienen unas coordenadas de
latitud y longitud asociadas a dicho punto. Estas coordenadas se relacionan a cada par de coorde-
nadas de latitud y longitud que poseen las matriceskernely se determina una distancia Euclidiana.
Entre más cercano esté el punto seleccionado a un método,tendrá un mayor peso de ponderación
en la mezcla. De forma similar, si la matrizkerneles lejana al punto, tendrá un peso menor en
la mezcla. Luego, estas distancias se transforman en diámetros {D1, . . . ,Dm} que permiten crear
esferas de volúmenes{V1, . . . ,Vm} dados porVm = π(Dm)3/6. Posteriormente los pesos son nor-
malizados para obtener variaciones entreI = [0, 1]. Además, se puede apreciar que entre más
cercanos sean los puntos tendrán una menor distancia y, porlo tanto, un menor volumen. Dado que
se busca que puntos cercanos reciban mayor peso, se realiza un efecto de inversión restando los
volúmenes obtenidos a 1. Finalmente se realiza un efecto deecualización con la funciónsinc(·) pa-
ra que se otorgue un peso más crı́tico (pero no mayor a 1) al m´etodo más cercano como lo presenta
la siguiente ecuación:










donde los pesos son determinados porαm para cadaK (m) matriz de cadam método.
Diagrama de proceso:
La Figura5-3presenta el diagrama de proceso que se realiza integrando elmod o geodésico. Ası́,
el usuario elige un conjunto de datos como espacio original que permitirá generar las aproxima-
cioneskernel, estas aproximaciones entran a una mezcla ponderada en donde se asignan pesos de
acuerdo al modelo de interacción. Esto permite obtener unamatriz kernel trunca la cual ingresa
a la KLE para generar una representación en baja dimensióny c un bajo costo computacional.
La interactividad de esta interfaz radica en la posibilidade interactuar con los datos de entrada,
con el modelo y con la representación en baja dimensión. Lacontrolabilidad de la interfaz radica
en la posibilidad de realizar mezclas mediante la interacción on el modelo, es decir, el usuario
controla cómo se realiza la mezcla ponderada y, por lo tanto, controla la forma en cómo se realiza
la representación en baja dimensión. De forma similar, sede cribirá un diagrama de proceso para
el modelo basado en un circulo cromático en la siguiente sección.
Figura 5-3.: Diagrama general de funcionamiento del modelo geodésico
5.2.2. Modelo interactivo basado en un cı́rculo crom ático
Para el diseño de este modelo se tiene en cuenta la visión y la perspectiva geométrica de los huma-
nos. La visión a color permite al humano distinguir objetos, la perspectiva geométrica permite ver
la forma de los objetos y sus lı́mites en forma de contorno. Además, el color puede ser representa-
do en tres valores de canales: Rojo (R), verde (G) y azul (B). Por lo tanto, este modelo se basa en
un espacio de colores RGB, donde cada canal representa una aproximaciónkernelde un método
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RD espectral, y una figura geométrica circular, que indica un lı́mite de selección de puntos. De
esta forma, el modelo permite escoger múltiples representaciones de métodos RD reflejados en un
rango de colores de una combinación escogida mediante el movimiento de unas barras deslizables
que se encuentran al interior de la figura geométrica (ver Figura5-4).
Figura 5-4.: Distribución de los métodos dentro del modelo e interactividad para la selección
Ası́, por ejemplo, si el usuario desliza la barra con la esfera azul, obtendrá un peso deαLE = 1
para la aproximaciónkernelde LE. Por otra parte, si el movimiento fuese de las tres barras, se ob-
tendrı́a una mezcla ponderada de los tres métodos RD que se ilustrará mediante un color producto
de la mezcla del color asociado a cada método (ver Figura5-5). Esto indica que el usuario puede
generar diferentesαm para losm métodos RD a través del modelo y generar representacionesen
baja dimensión sin necesidad de conocer qué métodos est´an interviniendo en la mezcla.
  
 
CMDS LLE LE Mezcla
Figura 5-5.: Control de selección o mezcla de las aproximacioneskernelde los métodos RD es-
pectrales mediante el movimiento de las barras deslizables
Diagrama de proceso:
En la Figura5-6 se presenta un diagrama con la integración del modelo basado en el circulo
cromático en el proceso que se realiza. Al igual que en la subsección anterior, este diagrama ilus-
tra el proceso de carga, obtención de aproximacioneskernel, mezcla ponderada y generación de
espacios embebidos en baja dimensión.
46 5 Visualización interactiva basada en reducción de dimensión




En este capı́tulo se describen las bases de datos consideradas para los experimentos (sección6.1),
ası́ como también los métodos y la medida de calidad utilizados (sección6.2 y sección6.4, res-
pectivamente). La sección6.3presenta las caracterı́sticas de la máquina utilizada para re lizar las
pruebas. Finalmente, la sección6.5 presenta la descripción de los experimentos llevados a cabo
para evaluar que la metodologı́a propuesta permite generalizar la RD espectral, con menor costo
computacional y permitiendo integrar al usuario al procesode visualización mediante un modelo
interactivo.


























Figura 6-1.: Base de datos consideradas para los experimentos
Para los experimentos se utilizan bases de datos disponibles públicamente en el repositorio UCI
Machine Learning[102], ası́ como un banco de imágenes de la Universidad de Columbia [103]. De
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ésta forma, se cuenta con un conjunto de datos cuyos elementos son un subconjunto seleccionado
al azar del banco de imágenes MNIST [104]. Dicho banco está formado por 6000 imágenes en
escala de grises correspondientes a dı́gitos entre 0 y 9 (N = 1500 puntos de datos – 150 instancias
para los 10 dı́gitos – yD = 242). Además, se utilizan dos conjuntos de datos del tipo (oy set)
conformados por una cáscara esférica artificial y un rollosuizo artificial, ambos deN = 5000
observaciones y con una dimensiónD = 3. En la Figura6-1se muestran ejemplos de los conjuntos
de datos considerados.
6.2. Métodos utilizados
En el capı́tulo3 se presentaron algunos métodos espectrales, lineales y nolineales, que han si-
do ampliamente utilizados. De estos se seleccionaron tres enfoques que pueden ser representados
mediante una aproximaciónkernel, estos son CMDS, LLE y LE. Por tanto, se van a utilizar es-
tos métodos en su forma convencional y en su forma matricial(aproximaciónkernel) como las
presentadas en la sección3.4.3.
6.3. Caracterı́sticas de la m áquina utilizada
Estas pruebas son ejecutas en un computador con las caracterı́sticas que se presenta en la Tabla
6-1.
Tabla 6-1.: Caracterı́sticas de la máquina utilizada para realizarlas pruebas
Componente Caracterı́sitica
Procesador Inter Core i7 -3537U 2.0GHz
Memoria RAM 6 GB
Tarjeta gr áfica Nvidia Geforce 740M 2Gb
Disco śolido 24 GB
Disco duro 750 GB
La máquina se dedicó exclusivamente a tareas de procesaminto de los algoritmos desarrollados,
no se realizó ninguna tarea adicional en conjunto o de formapar lela.
6.4. Medida de calidad
En [45] se presenta un criterio de calidad de la representación delos datos el cual recibe el nombre
de curvaRNX(k) y cuyos rangos oscilan dentro del intervalo [0, 1]. Este criterio (ecuación6-1)
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utiliza una medida del área bajo la curva (AUC,area under the curve) como un indicador de
rendimiento general. En pocas palabras, el AUC evalúa la calidad de representación de la RD para
todas las escalas dek vecinos con los pesos más apropiados.
RNX(k) =
(N − 1)QNX(k) − k
N − 1− k
. (6-1)
En general, el análisis se realiza bajo el siguiente fundamento matemático: en el espacio de alta
dimensión, el rango deξ j respecto ayi se denota comoyi j = |{k : δik < δi j ◦ (δik = δi j y1 ≤ k <
j ≤ N)}|, donde|A| denota la cardinalidad del conjuntoA. Posteriormente para el espacio de baja
dimensión, un rango dex j respecto ax j es definido comor i j = |{k : dik < di j ◦ (dik = di j y1 ≤ k <
j ≤ N)}|. Por tanto, losk vecinos deyi serán el conjunto definido porvki = { j : 1 ≤ ρi j ≤ k}, y dexi
será el conjuntonki = { j : 1 ≤ ρi j ≤ k}. Ası́ que se puede denotar un primer ı́ndice (ecuación6-2)









Este ı́ndice mide el promedio normalizado entre los espacios de alta y de baja dimensión en re-
lación a losk vecinos correspondientes a dichos espacios. Entonces, se defin una matriz de co-
clasificación comoQ = [qkl]1≤k, j≤N−1 con qkl = |{(i, j) : ρi j = k y r i, j = |l|. Por lo tanto,QNX(k)
cuentak× k bloques deQ, el rango preservado en la diagonal principal y las permutaciones dentro
de los vecinos en cada lado de la diagonal [105]. Finalmente,RNX(K) es determinada en cada valor
de incertidumbre entre 2 yN − 1.
6.5. Descripci ón de los experimentos
6.5.1. Experimentos para evaluar la calidad de la aproximac ión
kernel
Dado que al aplicar los métodos RD espectrales de forma convencional se genera una represen-
tación de un espacio de datos de entrada en un espacio de menor dimensión (ver Figura6-2), el
aplicar una aproximaciónkernelde estos métodos debe realizar aproximadamente la misma ta-
rea con resultados muy similares. Para la metodologı́a propuesta se utilizarán las aproximaciones
kernel, por lo tanto, bajo los mismos criterios, dichas aproximaciones deben responder de forma
cercana a los métodos RD espectrales que representan.
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Figura 6-2.: Uso estándar de los métodos RD
Es muy importante asegurar que las aproximacioneskernelque se van a trabajar generar una re-
presentación en baja dimensión con buena calidad. Es decir, s va a probar la funcionalidad de las
matriceskernelpara CMDS, LLE y LE aplicadas a las mismas bases de datos con las cuales se
generan unas representaciones al aplicar los métodos de forma c nvencional. Tanto los resultados
de las matriceskernelcomo los resultados de los métodos se comparan para demostrar la habilidad
de representación de dichas aproximaciones. Finalmente,cab aclarar que para la evaluación de
las aproximacioneskernelse utilizará el método KPCA de forma convencional, como seexplico
en la sección3.5.
Figura 6-3.: Uso de métodos RD desde su forma matricial (kernel)
6.5.2. Experimentos para evaluar la metodologı́a de RD espe ctral
generalizada
A lo largo del documento se ha venido mencionando el objetivode la RD y la forma conforme se
realiza la RD espectral. También se han mencionado algunosmétodos dentro de los cuales encon-
tramos a LE. En la sección4.2se introdujo una nueva metodologı́a que permite una RD espectral
generalizada para cualquier método que se pueda representar mediante una aproximaciónkernel.
Para evaluar dicha metodologı́a se consideran las tres aproximacioneskernel(KCMDS,K LLE,K LE),
se ingresan a KLE en reemplazo de la matriz de similitudW y, posteriormente, se comparan los
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resultados obtenidos con los resultados de aplicar las mismas matrices pero a la metodologı́a KP-
CA. Es decir, se determina la calidad de la metodologı́a propuesta para la representación de un
espacio original en un espacio embebido en relación al que se obtendrı́a si se aplicara KPCA, para
evaluar la calidad de representación de ambas metodologı́as se utiliza la curvaRNX(k). Además,
se considera también el tiempo de ejecución de la descomposición de valores propios de cada me-
todologı́a, esto debido a que uno de los problemas que presenta KPCA es el costo computacional
elevado que implica dicha descomposición. Finalmente, desde l punto de vista de la visualización,
se pretende determinar por inspección la forma visual en laque ambas metodologı́as representan
los datos en un diagrama de dispersión de 2 dimensiones (2D).
6.5.3. Experimentos para evaluar la reducci ón de costo
computacional
En la sección4.3se propuso implementar la metodologı́a basada en submatrices localmente linea-
les (LLL) introducida en [76]. La evaluación del costo computacional se realiza desde dos frentes.
En el primer frente se evalúa el tiempo de procesamiento de KLE+LLL con respecto al tiempo de
procesamiento de KPCA, esto debido a que KPCA es un método ampliamente utilizado para redu-
cir las dimensiones a partir de matriceskernel. El segundo frente es evaluar el costo computacional
con respecto a KLE, con esto se pretende determinar si el uso de ubmatrices permite reducir de
forma más significativa el costo computacional que el que serequiere al realizar KLE. Además,
dentro de los criterios de evaluación se considera no solo el tiempo de ejecución, también se con-
sideran parámetros como la representación, es decir, desde el punto de vista visual, qué tan buena
resulta la representación del espacio original en el espacio embebido en dos dimensiones. Final-
mente, dado que se debe tener un número suficiente de submatrices para aproximar correctamente
todo el espacio original, se va a determinar el rango de submatrices adecuadas para la reconstruc-
ción que presenten tiempos de computación significativamente mejorados y, que además, permitan
generar una representación visualmente similar a la obtenida con KPCA. También se evaluará la
sensibilidad en el número de submatrices y el tamaño de losvecindarios que van a representar
localmente.
6.5.4. Experimentos para evaluar la representaci ón interactiva de
informaci ón
Para evaluar la representación interactiva de informaci´on se consideran los modelos propuestos en
la sección5.2. Estos modelos permiten obtener los parámetros de ponderación αm de la mezcla
para las matriceskernel. La figura6-4 ilustra un diagrama de proceso de la representación visual
de datos a través de un modelo interactivo donde el actor es el usuario. El modelo permite al actor
interactuar en cómo se realiza la mezcla y de esta forma, cómo se genera la representación de datos
en baja dimensión. De esta forma, lo que se busca evaluar es si m diante los modelos interactivos
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un usuario puede controlar la forma de generar espacios embebidos en dos dimensiones, mediante
la variación de los parámetros de la mezcla lineal de las submatrices.
Figura 6-4.: Metodologı́a interactiva de representación de datos
7. Resultados y discusi ón
En este capı́tulo se discuten los resultados experimentales obt nidos a partir de los experimentos
planteados en el capı́tulo6. En general, cada experimento pretende demostrar la aplicabilidad de la
metodologı́a generalizada propuesta para la representació de un espacio de datos de entrada en un
espacio embebido en un una dimensión menor, pero con bajo cost mputacional. Para criterio de
calidad, se utilizaRNX(k) como un indicador que permite comparar el grado de las repres ntaciones
obtenidas.
7.1. Resultados del experimento 1: Calidad de la
aproximaci ón de los m étodos
En esta sección se presentan los resultados del experimento 1. Dichos resultados van a validar las
matriceskernel como aproximación de los métodos RD espectrales mencionados en la sección
6.2. En resumen, se comparan los resultados obtenidos mediantelos métodos RD en su forma
convencional en relación a los resultados obtenidos a partir de las aproximacioneskernel. También
se utiliza la curvaRNX(k) para determinar que la calidad en la representación es aproximadamente
la misma, permitiendo validar la aproximación de cada método.
7.1.1. Resultados
Como ya se mencionó, los métodos RD espectrales son versátiles debido a que se pueden represen-
tar con matriceskernel. Esto permite que metodologı́as como KPCA y la metodologı́apropuesta
se puedan generalizar, considerando cualquier matrizke nelcomo una matriz de afinidad y a partir
de ella realizar la DVP (ver anexoA.3). En consecuencia, se debe validar que una matrizke nel
puede representar un método RD espectral de forma confiable. Como se podrá apreciar en los
resultados de este experimento, las aproximaciones responden de forma similar al método, gene-
rando representaciones en baja dimensión con una calidad aproximada y visualmente similar. En
las Figuras7-1 y 7-3, se presenta la respuesta de los métodos RD de forma convencional y de sus
aproximacioneskernel. De dichas figuras se logra percibir que ambas metodologı́as, KPCA y la
metodologı́a propuesta, generan una buena representación de una esfera 3D artificial en un espacio
2D que, según la AUC, es aproximadamente igual . Por lo tanto, las aproximaciones responden de
forma similar al método del cual derivan, de modo que se puede validar el criterio planteado.
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Figura 7-1.: Resultados para CMDS vs KPCA +KCMDS, aplicados a la esfera










Espacio embebido con LLE
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Figura 7-2.: Resultados para LLE vs KPCA +K LLE, aplicados a la esfera












Espacio embebido con LE
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Figura 7-3.: Resultados para LE vs KPCA +K LE, aplicados a la esfera
Dado que es importante la calidad en la representación del espacio original en el espacio de baja
dimensión, tanto por el método RD como por su matrizkernel, en la Figura7-4 se puede apreciar
la relación AUC del método respecto a su aproximaciónker elpara cada uno de los tres métodos.

















Figura 7-4.: Comparación entre AUC para cada uno de los tres métodos RD espectrales y sus
respectivas aproximacioneskernel, aplicados a la esfera
De forma similar, de la Figura7-5 a la Figura7-7 se presenta la representación en baja dimensión
para el rollo suizo con cada uno de los tres métodos en comparación a su respectiva aproximación
kernel. Además, la Figura7-8 muestra la curvaRNX(k) para la calidad de la representación en
esta base de datos. Debido a que las representaciones obtenidas son parecidas y presentan curvas
aproximadamente iguales, se valida también que los métodos RD espectrales se pueden aproximar
mediante matriceskernel. Para determinar el error en la calidad de representación se aplica la





dondeAUCm es el valor de AUC para el método convencional yKAUCm es el AUC para la matriz
kerneldel mismo método. Al final de esta subsección se encuentra ua tabla donde se ha relacio-
nado los valores AUC para cada método y su aproximaciónker elen cada una de las bases de
datos.
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Figura 7-5.: Resultados para CMDS vs KPCA +KCMDS, aplicados al rollo suizo
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Figura 7-6.: Resultados para LLE vs KPCA +K LLE, aplicados al rollo suizo








Espacio embebido con LE
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Figura 7-7.: Resultados para LE vs KPCA +K LE, aplicados al rollo suizo



















Figura 7-8.: Comparación entre AUC para cada uno de los tres métodos RD espectrales y sus
respectivas aproximacioneskernel, aplicados al rollo suizo
Finalmente, este proceso de verificación se realiza tambi´en para la base de datos MNIST. Las Figu-
ras7-9a7-11relacionan las representaciones en baja dimensión de cadamétodo y su aproximación
kernel. La Figura7-12presenta la calidad de la representación por cada método.
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Figura 7-9.: Resultados para CMDS vs KPCA +KCMDS, aplicados a MNIST
Figura 7-10.: Resultados para LLE vs KPCA +K LLE, aplicados a MNIST












Espacio embebido con LE
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Figura 7-11.: Resultados para LE vs KPCA +K LE, aplicados a MNIST
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Figura 7-12.: Comparación entre AUC para cada uno de los tres métodos RD espectrales y sus
respectivas aproximacioneskernel, aplicados a MNIST
La Tabla7-1 presenta el porcentaje de error relativo entre el AUC de cadamétodo relacionada a
la AUC de su aproximaciónkernel. Dicho error se determina empleando la ecuación7-1. Como
se puede apreciar, existe una diferencia entre métodos y aproximaciones que indican la calidad
de conservación de la estructura de datos y de su topologı́a. Dicha diferencia no implica que a
mayor porcentaje se obtengan resultados negativos, es decir, un porcentaje de error alto no implica
resultados inadecuados. Para brindar un ejemplo más claro, si se observa los resultados de la esfera
y el rollo para el método LLE y su aproximación, el porcentaje de error es de casi aproximadamente
7,31 y 5,61, pero si observamos el AUC de cada uno, en la esferae obtiene mejor calidad de
la representación en baja dimensión para la aproximación kernel que para el método en sı́. De
igual forma, se puede apreciar que para el rollo suizo LLE presenta mejores resultados que su
aproximaciónkernel. Esto indica claramente que los porcentajes de error no indica que el método
sea bueno o malo, pero si indican que el método tiene diferencias en relación a sus aproximaciones
kernel, esto es lo que hace significativa la medida ya que permite identificar que existe diferencias
importantes, caso que no ocurre con errores bajos debido a que l representación en baja dimensión
es casi que la misma en ambos casos.








AUCm AUCK AUCm AUCK AUCm AUCK
CMDS 47,9 48,1 0,4175 44,4 44,1 0,6757 46,8 47,1 0,641
LLE 45,1 48,4 7,3171 48,1 45,4 5,6133 60 62,9 4,833
LE 49,5 50,9 2,8283 41,8 42,5 1,6746 55 53 3,636
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7.1.2. Discusi ón
Como se pudo apreciar en estos resultados, la matrizkernelpresenta una buena aproximación a los
métodos RD espectrales, esto se puede notar desde dos enfoques, la representación visual de datos
y la AUC. Para el primer enfoque se evidencia que las representacio es visuales generadas por el
método espectral y sus respectivas matriceskernelson semejantes, lo que permite entender que
se puede generar un espacio embebido en baja dimensión parare resentación visual a través de
matriceskernelcon una buena aproximación. Para la segunda perspectiva, el AUC indica que las
aproximaciones tratan de seguir a los métodos en funcionamie to según un númerok de vecinos,
de modo que la calidad de la representación es aproximadamente la misma, esto se puede deducir
debido a que los valores de AUC difieren en un rango de error no mayor al 6 %. Para determi-
nar dicho error se toma en consideración la mayor diferencia de la AUC entre cada método y su
aproximaciónkernel. Finalmente, una medida más discriminante podrı́a obteners si se retira el
valor absoluto y la conversión a porcentaje, de esta forma,si se obtienen errores negativos impli-
carı́a una mejora en la representación por parte de la aproximaciónkernel. De forma contrarı́a, se
podrı́a concluir que errores positivos implican que la calidad de la aproximaciónkernelno supera
al método.
7.2. Resultados del experimento 2: Metodologı́a
generalizada de RD espectral
En está sección se presentan los resultados del experimento 2, los cuales muestran la aplicabili-
dad de generalización de la metodologı́a de RD espectral propuesta. Ası́ pues, se muestra que la
metodologı́a propuesta permite reducir la dimensión a partir de la inclusión de las matriceskernel
de los métodos RD espectrales. Dado que cualquier método RD espectral puede representarse me-
diante una matrizkernel, entonces se puede afirmar que la metodologı́a permite generalizar la RD
espectral. Además, se determina el tiempo de rutina de estametodologı́a como criterio adicional
de comparación en relación a KPCA y, ası́, determinar si lametodologı́a propuesta presenta un
desempeño similar o mejorado. También se evidencia que elmétodo generalizado propuesto per-
mite la mezcla de las aproximacioneskernelcon el fin de aprovechar las propiedades que cada uno
de los métodos presenta.
7.2.1. Resultados
La metodologı́a generalizada de RD espectral propuesta permite generar la representación de un
espacio original en un espacio de dimensión menor a partir de aproximacioneskernel. De los
resultados del experimento 1 se pudo evidenciar que la versatilidad de los métodos RD espectrales
es su facilidad para ser representados por matriceskernel, por lo tanto, dichas matrices pueden
ser consideradas como una matriz de afinidad de los datos. En la Figura7-15 se puede apreciar
cómo la metodologı́a propuesta permite la representación en menor dimensión que la del espacio
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original a partir de una aproximaciónkerneldada para cada método. Además, dicha figura presenta
los espacios generados en baja dimensión para las bases de datos propuestas en la sección6.1.
También se puede apreciar los tiempos de rutina empleados en la DVP de la aproximaciónkernel
mediante la metodologı́a propuesta.
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Figura 7-13.: Resultados obtenidos con el método RD generalizado, aplicado a la esfera artificial
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Figura 7-14.: Resultados obtenidos con el método RD generalizado, aplicado al rollo suizo
artificial
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, runtime: 7.1811 s
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Figura 7-15.: Resultados obtenidos con el método RD generalizado, aplicado a MNIST
Como se puede observar, los tiempos de rutina oscilan entre 7y 8.2 segundos aproximadamente. En
los resultados del experimento 3 podremos apreciar que en KPCA los tiempos de rutina ascienden
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a casi 30 segundos, por lo que esta metodologı́a evidencia una reducción en el costo computacio-
nal de rutina cumpliendo con el objetivo de generar representaciones en baja dimensión adecuadas.
Además, se puede deducir que un tiempo de representación de 7 segundos no permitirı́a una in-
teracción dinámica con los resultados. Por lo tanto, la metodologı́a propuesta permite generalizar
la RD espectral, presenta menor costo computacional, pero es necesario aplicar una solución más
eficiente al problema de la descomposición en valores y vectores propios.
7.2.2. Discusi ón
De estos resultados se puede deducir lo siguiente, la metodologı́a propuesta permite generalizar
la RD a partir de cualquier matrizkernelrelacionada a cada uno de los tres métodos RD espec-
trales propuestos para comparar. Dicha metodologı́a genera una representación de un espacio de
entrada en un espacio embebido en menor dimensión. Dada la naturaleza de los métodos RD
espectrales, estos pueden ser representados mediante aproxim ci neskernel, por lo tanto, la me-
todologı́a permite incluir cualquier aproximaciónkernel del método RD espectral deseado. La
metodologı́a propuesta, como se podrá apreciar en los resultados del experimento 3, presenta me-
nor costo computacional que KPCA pero dicho tiempo no es suficientemente menor para generar
representaciones dinámicas. Para poder integrar la metodologı́a generalizada a un modelo inter-
activo para que el usuario pueda controlar las representacio es, es necesario reducir a un valor
mucho menor de tiempo. En sı́, la metodologı́a cumple con lo propuesto, permite generalizar y
realiza la RD espectral con menor costo que KPCA pero se va a aplic r una solución al problema
de la descomposición en valores y vectores propios mediante aproximaciones con submatrices.
7.3. Experimento 3: Reducci ón del costo computacional
Las pruebas realizadas en esta sección demuestran una mayor reducción del costo computacional
de la metodologı́a RD espectral generalizada propuesta para la representación de datos. Tanto la
metodologı́a propuesta como KPCA permite realizar la representación en un espacio original en
una baja dimensión mediante las matricesk rnel, pero estas metodologı́as demandan un costo
computacional elevado para la representación visual din´mica de datos. Para reducir dicho costo,
se realiza la solución del problema de optimización de la RD espectral mediante la selección de
L submatrices que representan localmente un vecindario de datos e tamañokZ. De este modo,
es posible representar todo el conjunto original bajo un cierto número de submatrices localmente
lineales pero globalmente no lineales. Esto reduce el costocomputacional de la descomposición
espectral ya que no se requiere todo el conjunto de datos parala generación de la matriz de afinidad
de tamañoN×N, sino que ahora se requiere una matriz representativa obtenida considerando todo
el conjunto original pero de tamañoL × L, conL ≪ N.
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7.3.1. Resultados
La RD espectral descompone en valores y vectores propios unamatriz de afinidad entre datos, di-
cha matriz es simétrica y definida (semi)positiva. El descomp ner esa matriz requiere de un costo
computacional elevado que aumenta conforme aumenta el número de observacionesN. Para re-
ducir el costo computacional, se selecciona un númeroL determinado de submatrices localmente
lineales que representen todo el conjunto original, de estaforma, la descomposición no se realiza
a una matriz de tamañoN × N, sino que se realiza a una matriz de tamañoL × L con L ≪ N.
Esto reduce significativamente el costo computacional. Para la validación de resultados, este expe-
rimento se realiza ingresando una matriz ponderada de las aproximacioneskernela la metodologı́a
generalizada propuesta. Dicha matriz truncada también ingresa al método KPCA con la finalidad
de generar las respectivas comparaciones en cuanto a representación, tiempo y calidad se refiere.
Como se pudo apreciar en los resultados del experimento 2, lametodologı́a generalizada presenta
un menor costo computacional en relación a KPCA, pero dichareducción del costo no permite
una representación dinámica de los datos. Por lo tanto, nose puede garantizar una interactividad
dinámica ası́ que al aplicar las submatrices localmente liea es, se obtiene un reducción más sig-
nificativa que permite generar representaciones más dinámicas. De la Figura7-16a la Figura7-18
se puede apreciar la reducción del costo computacional quepresenta la metodologı́a propuesta
después de obtener las submatrices, estos resultados se comparan con KPCA. Además, se puede
apreciar una buena similitud entre las dos representaciones visuales de los datos.






Kernel PCA + Kernel Mix, runtime: 29.3967 s















Figura 7-16.: Comparación del costo computacional para KLE+LLL (con 0.4054 s) vs KPCA (con
29.3967 s) aplicados a la esfera artificial bajo una mezcla ponderada de matrices
kernel(K Mix)
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Kernel PCA + Kernel Mix, runtime: 28.844 s





















Figura 7-17.: Comparación del costo computacional para KLE+LLL (con 0.71949 s) vs KPCA
(con 28.844 s), aplicado al rollo suizo
En la Figura7-16se puede apreciar que KPCA demanda un tiempo mayor a 29 segundos, mientras
que la metodologı́a propuesta presenta un tiempo de casi 400milisegundos. Esto demuestra que
efectivamente existe una reducción considerable en el costo mputacional a casi el 1.37 % del
tiempo que demanda la descomposición espectral en KPCA cuando l base de datos es la esfera
artificial. De esta forma, se obtienen representaciones más dinámicas que permitirán al usuario
controlar la forma como se realizan las representaciones deforma interactiva. Otro resultado para
resaltar es que, para un número de submatricesL = 1100 y dekZ = 3 puntos por vecindario, la re-
presentación visual de los datos y su AUC es aproximadamente la misma para ambas metodologı́as.
De forma similar, en la Figura7-17se presentan tiempos de 28.84 segundos y 719 milisegundos
para KPCA y la metodologı́a propuesta, respectivamente. Para el rollo suizo, el tiempo se redujo
a casi el 2.49 % del tiempo demandado por KPCA para la descomposición espectral. Finalmente,
para MNIST, el tiempo se reduce de 33.4 segundos a 818 milisegundos, lo que equivale a una
reducción de casi el 97 % del tiempo demandado por KPCA (ver Figura7-18).
Finalmente, para la metodologı́a propuesta integrando submatrices, la representación visual y el
costo computacional están fuertemente ligados al númerode submatrices y a la cantidad de puntos
de un vecindario que éstas representan. Si la cantidad de submatrices aumenta, la calidad de la
representación visual aumenta pero el tiempo de rutina también aumenta (ver Figuras7-22a7-24).
Si la cantidad de submatrices disminuye, se generan representaciones no muy similares y con
pequeñas deformidades, el costo computacional disminuyey no se puede reconstruir el espacio
original puesto que existe una pérdida de información. Deforma similar, se debe tener en cuenta el
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Kernel PCA + Kernel Mix, runtime: 33.4008 s
















Figura 7-18.: Comparación del costo computacional para KLE+LLL (con 0.81 s) vs KPCA (con
33.4 s), aplicado a MNIST
Tabla 7-2.: Porcentaje de reducción del costo computacional (PRC) para cada base de datos bajo








KPCA KLE KPCA KLE KPCA KLE
100 29,4 0,21 99,29 28,84 0,21 99,27 33,4 0,45 98,65
400 29,4 0,31 98,95 28,84 0,21 99,27 33,4 0,67 97,99
700 29,4 0,28 99,05 28,84 0,29 98,99 33,4 0,85 97,46
1000 29,4 0,37 98,74 28,84 0,42 98,54 33,4 1,47 95,60
1300 29,4 0,51 98,27 28,84 0,53 98,16 33,4 1,97 94,10
1600 29,4 0,59 97,99 28,84 0,72 97,50 33,4 1,61 95,18
1900 29,4 0,74 97,48 28,84 0,93 96,78 33,4 1,85 94,46
2200 29,4 0,99 96,63 28,84 1,22 95,77 33,4 2,29 93,14
2500 29,4 1,19 95,95 28,84 1,41 95,11 33,4 2,71 91,89
2800 29,4 1,35 95,41 28,84 1,6 94,45 33,4 3,12 90,66
Promedio 97,78 Promedio 97,39 Promedio 94,91
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número de puntos dentro de un vecindario que será representado localmente por las submatrices.
Si este número aumenta, el costo computacional también lohace pero en una forma más dramática
que al aumentar las submatrices (ver figuras7-24a 7-23), incluso, puede llegar a ser mucho más
costoso que KPCA si el númeroN de observaciones no es muy grande.
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Kernel PCA + Kernel Mix, runtime: 29.3967 s





















Kernel PCA + Kernel Mix, runtime: 29.3967 s















Figura 7-19.: Comparación del costo computacional para KLE+LLL vs KPCA, aplicado la esfera
artificial y variando el númeroL de submatrices
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Kernel PCA + Kernel Mix, runtime: 28.844 s





















Figura 7-20.: Comparación del costo computacional para KLE+LLL vs KPCA, aplicado al rollo
suizo y variando el númeroL de submatrices
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Kernel PCA + Kernel Mix, runtime: 33.4008 s
















Figura 7-21.: Comparación del costo computacional para KLE+LLL vs KPCA, aplicado a MNIST
y variando el númeroL de submatrices
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Kernel PCA + Kernel Mix, runtime: 29.3967 s





















Kernel PCA + Kernel Mix, runtime: 29.3967 s















Figura 7-22.: Comparación del costo computacional para KLE+LLL vs KPCA, aplicado la esfera
artificial y variando el númerokZ de puntos del vecindario
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Kernel PCA + Kernel Mix, runtime: 30.3877 s





















Figura 7-23.: Comparación del costo computacional para KLE+LLL vs KPCA, aplicado al rollo
suizo y variando el númerokZ de puntos del vecindario
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Kernel PCA + Kernel Mix, runtime: 33.4008 s
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Kernel PCA + Kernel Mix, runtime: 33.4008 s

















Figura 7-24.: Comparación del costo computacional para KLE+LLL vs KPCA, aplicado a MNIST
y variando el númerokZ de puntos del vecindario
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Por consiguiente, se realiza una selección de valores escogidos paraL y kZ que garantizan un costo
computacional adecuado, con una representación adecuaday con un número suficiente de subma-
trices para poder reconstruir todo el espacio original con una mı́nima pérdida de información. La
Tabla7-3presenta los valores deL submatrices que representan akZ puntos de un vecindario, esto
se determinó para cada matrizkernelde los tres métodos y para la mezcla ponderada de matrices
kernel. En general, los valores deL y kZ son aproximadamente parecidos, por lo que se puede
fijar qué valores adecuados deL que garanticen bajo costo computacional, una buena calidadde
la representación y una reconstrucción del espacio original con pérdida de información casi nula
deberı́an estar entre el 35 % y el 36 % deN para la esfera, entre el 46 % y el 53 % deN para el
rollo suizo y entre el 27 % y el 32 % deN para MNIST.
Tabla 7-3.: Valores determinados para laL submatrices ykZ puntos de vecinos
ESFERA ROLLO SUIZO MNIST
MÉTODO L kZ L kZ L kZ
LE 1050 5 1600 8 800 3
CMDS 1100 8 1400 3 900 5
LLE 1050 3 1400 3 950 3
KMix 1100 3 1600 3 800 3
7.3.2. Discusi ón
Según los resultados obtenidos en este experimento se pueddeducir que el costo computacional
puede ser reducido si no consideramos todo el conjunto de datos e entrada, más bien se deberı́a
considerar un númeroL de submatrices suficientes para aproximar dicho conjunto sipérdida sig-
nificativa de información. Las submatrices efectivamentepermiten agilizar la representación del
espacio de entrada en un espacio de baja dimensión, pero es importante considerar que exista un
número suficiente de submatrices puesto que se debe garantiz la representación global del con-
junto de entrada a partir de la estructura local de las submatrices. De esto también podemos deducir
que no solo basta con especificar un número de submatrices, sino que también debemos definir un
númerokZ de puntos del vecindario para la reconstrucción local y lineal. De los experimentos
realizados se llegó a la conclusión que el número de submatrices para generar una buena repre-
sentación de los datos depende del tipo de datos a tratar, pero en general los valores debe estar
entre el 27 % y el 53 % considerando un número de vecindarios de 3 con un valor máximo de 8.
Además, como se pudo apreciar en las figuras anteriores, el valor dekZ genera un incremento más
significativo en el costo computacional, por lo tanto, este valor no puede ser modificado y se reco-
mienda encontrar el número adecuado de submatrices pre-estableciendo el valorkZ entre el rango
mencionado. De esta forma se garantiza que el costo computacional esté por encima de un valor
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adecuado (normalmente en milisegundos, como lo muestran los resultados). Finalmente, los tiem-
pos obtenidos permiten generar representaciones mucho más dinámicas y de buena calidad, esto
indica que se puede generar una integración usuario-maquin de forma interactiva para el control
de las representaciones en el espacio de baja dimensión.
7.4. Experimento 4 - Representaci ón interactiva de
datos
Uno de los objetivos de esta tesis es poder brindar al usuariola capacidad de controlar cómo
se realiza la representación en baja dimensión, para esto, se vinculan dos propiedades de la VI
llamadas controlabilidad e interactividad. Bajo esta premisa se realizó el diseño de dos modelos
de interacción. El primer modelo fue desarrollado en MatLab y se basa en un globo terráqueo
del planeta tierra, esto puesto que los continentes brindanla idea de ubicación y distancia (cada
continente alberga una matrizkernel). El segundo modelo fue desarrollado en Processing y se basa
en una figura geométrica con tres aristas en su interior (cada arista representa un método RD). Lo
que se busca con este experimento es evaluar cómo, a travésde la interacción con cada modelo, el
usuario puede controlar la generación de las representacio es de los datos en baja dimensión, ya sea
seleccionando un método o realizando una mezcla ponderadade los mismos. Ası́, al interactuar con
los modelos el usuario puede obtener una variedad de valoresde lo pesosαm y realizar diferentes
mezclas hasta lograr una representación que se ajuste a susnecesidades.
7.4.1. Resultados del modelo geod ésico
Para este modelo se diseña una interfaz organizada en bloques donde se puede apreciar un espacio
para la representación de los datos originales, se incluyeel modelo interactivo, se presentan las
curvas de calidad y se grafican los resultados de los datos embebidos en baja dimensión mediante
una representación en un gráfico de dispersión 2D.Ésta interfaz se puede apreciar en la Figura
7-25.
Dicho modelo permite generar unos pesosαm que serán asociados a cadam matriz kernel. Para
esto, el usuario selecciona un punto que determina la distanc a cada uno de los tres métodos y
que se asume como un diámetro. Este diámetro genera una esfer con un volumen que se debe
normalizar, se invierte su valor restándolo a 1 y se realizaun efecto de ecualización. Si el usuario
selecciona un punto exactamente sobre el centro de un continente asociado a una matrizkernel,
solamente se tiene en cuenta dicha matriz y se asignan valores αm = 0 a los métodos que no
entrarán a la mezcla. La Figura7-26 presenta los resultados obtenidos en la esfera artificial a
partir de la manipulación del modelo, donde el primer resultado deriva de la selección de un punto
exactamente en CMDS, el segundo resultado se asocia a LE, el terc r resultado a LLE y el último
resultado se obtiene mediante un punto que genera una mezclaponderada de las matriceskernel.
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Figura 7-25.: Interfaz de usuario utilizando el modelo geodésico
Para este último resultado los valores deαm sonαCMDS = 0,21, αLE = 0,45 y αLLE = 0,34. De
forma similar, la Figura7-27y la Figura7-28 ilustran los resultados obtenidos para el rollo suizo
y para el MNIST. Los valores deαm sonαCMDS = 0,72,αLE = 0,18 yαLLE = 0,10 para la mezcla
en el rollo suizo yαCMDS = 0,11,αLE = 0,13 yαLLE = 0,75.
Figura 7-26.: Representaciones en un espacio de baja dimensión a partir de la esfera artificial
generadas para diferentes pesosα obtenidos con el modelo
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Figura 7-27.: Representaciones en un espacio de baja dimensión a partir del rollo suizo generadas
para diferentes pesosα obtenidos con el modelo
Figura 7-28.: Representaciones en un espacio de baja dimensión a partir de MNIST generadas
para diferentes pesosα obtenidos con el modelo
Finalmente, la Figura7-29 presenta las curvas de calidad que se obtienen de las representacio-
nes de las mezclas anteriores para las tres bases de datos; laesfera artificial, el rollo suizo y el
MNIST. Un vı́deo explicativo con el funcionamiento de la interfaz se puede encontrar en la página
https://sdas-group.com/gallery, o enhttps://youtu.be/aATwkLMpwfU.
Figura 7-29.: Medida de calidad con la curvaRNX(k) para cada una de las mezclas realizadas en
cada uno de las bases de datos
7.4.2. Resultados del modelo cı́rculo crom ático
Para el diseño de este modelo se optó por una forma visualmente más atractiva para el usuario.
Ası́, se diseñó una interfaz interactiva en Processing, el cual es un software que se caracteriza
por realizar presentaciones visuales más atractivas. La interfaz, que se puede apreciar en la Figura
7-30, permite seleccionar una de las bases de datos (Figura7-31) y generar representaciones en un
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espacio de baja dimensión a partir de la manipulación de unmodelo basado en una circunferencia
que contiene en su interior tres barras deslizables.




Figura 7-31.: Forma en como el usuario puede seleccionar la base de datos
El objetivo del modelo es generar unos pesosα que serán asociados a cada matrizkernel. En la
Figura7-32 se puede apreciar que si solo nos desplazamos por una de las arist , se involucrará
solamente una matriz. En la misma figura, de izquierda a derecha, los valores de los pesos para la
mezcla sonα1 = 1, α2 = 0 y α3 = 0, esto indica que solamente se seleccionaKCMDS. De forma
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similar sucede con las dos selecciones restantes, los pesosd la segunda selección sonα1 = 0,
α2 = 1 y α3 = 0 y permiten obtener solamenteKLLE y, finalmente, los pesos de la segunda
selección sonα1 = 0,α2 = 0 y α3 = 1 y permiten obtener solamenteKLE.
  
 
Figura 7-32.: Selección de una aproximaciónkernelde forma individual a través del modelo
En la Figura7-33y la Figura7-34se presentan varias mezclas ponderadas de las matriceskernel
de los tres métodos RD espectrales para dos bases de datos. En estos casos entran en consideración
todas las matrices pero, como se pudo ver en la figura anterior, s posible que solamente se aplique
una matriz de un método.
Figura 7-33.: Representaciones en un espacio de baja dimensión a partir de la esfera artificial
generadas para diferentes pesosα obtenidos con el modelo cromático
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Figura 7-34.: Representaciones en un espacio de baja dimensión a partir del rollo suizo generadas
para diferentes pesosα obtenidos con el modelo cromático
Finalmente, se obtienen las curvas de calidad de las representaciones de las mezclas. La Figura
7-35presenta dichas curvas para las cuatro mezclas anteriores ypara dos bases de datos, la esfera
artificial y el rollo suizo. Un vı́deo explicativo con el funcionamiento de la interfaz se puede encon-



























































Figura 7-35.: Medida de calidad con la curvaRNX(k) para cada una de las mezclas realizadas en
cada uno de las bases de datos
7.4.3. Discusi ón
Como se puede apreciar en estos resultados, los modelos de interacción permiten dotar al usuario
de propiedades como la interactividad y la controlabilidad. La metodologı́a generalizada de RD
espectral propuesta permite generar representaciones dinámicas con bajo costo computacional que
se adaptan a las necesidades del usuario a través de la integración de un modelo interactivo. La
interacción con cada modelo propuesto permite obtener unaserie de pesos asociados a cada matriz
kernel que posteriormente generan una matrizkernel ponderada que puede contener la mezcla
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de dichas matrices o solamente contener una de las matrices.Finalmente, dado que manipular
el modelo permite obtener una gran variedad de representacio es, se concluye también que la
metodologı́a generalizada propuesta cumple con el objetivo de utilizar cualquier matrizkernel
para generar la representación en baja dimensión.
Parte IV.
Comentarios finales
8. Conclusiones y recomendaciones
A continuación se presenta las conclusiones que se generana partir de este trabajo de investigación
(sección8.1), se propone un trabajo futuro (sección8.2) y se brindan algunas recomendaciones
importantes que surgieron (sección8.3).
8.1. Conclusiones
Existen varios enfoques de RD con los cuales se busca preservar la topologı́a de los datos conser-
vando su estructura y generando resultados separables. Dentro d los métodos RD encontramos
los del tipo espectral, que pueden ser lineales o no lineales, pero que en general buscan represen-
tar un espacio de datos original en un espacio embebido de dimens ón menor. Estos métodos son
más versátiles debido a que son susceptibles de ser representados mediante aproximaciones con
matriceskernel. En esta tesis se verificó que las matricesk rnelresponden, de forma muy similar,
al método RD. También se pudo apreciar que uno de los problemas que presentan los métodos RD
espectrales es el cálculo de una matriz de afinidad (que puede ser de similitud, de disimilitud o
una funciónkernel) y posteriormente realizar la descomposición espectral de dicha matriz. Esto
implica que el costo computacional de estos métodos es elevado y que las representaciones genera-
das no son dinámicas para presentarlas mediante la visualización de información, que es la ultima
etapa de la analı́tica de datos.
Se han mencionado métodos espectrales como CMDS, LLE y LE. Como se mencionó, LE es un
método basado en la teorı́a de grafos y se encarga de realizal descomposición espectral a una
matriz del Laplaciano. Dicha matriz radica en una diferencia entre una matriz de similitud y su
matriz de grado. Dada la versatilidad de los métodos RD espectral s para ser representados por
una matrizkernel, se propuso una metodologı́a generalizada de RD espectral,bas da en el méto-
do LE, que permite generar representaciones en baja dimensión a partir de la inclusión de una
matrizkerneldada por un método RD espectral especı́fico o por una mezcla ponderada de méto-
dos espectrales. Si bien, dicha metodologı́a resulta ser demenor costo computacional que KPCA,
la descomposición espectral para el cálculo de los vectors y valores propios aún resulta deman-
dar tiempo de procesamiento considerable. Para solventar esto s realiza una aproximación del
conjunto de datos original mediante la estimación de un número de submatrices y una matriz de
proyección que permite reconstruir los datos. Dado que lassubmatrices representan localmente a
un vecindario, no es necesario procesar todo el conjunto de datos, sino que se procesa un número
suficiente de submatrices y esto reduce dramáticamente el costo omputacional. Los resultados
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permiten evidenciar que si el número de submatrices que repr s ntan un número determinado de
vecindarios es suficiente, entonces la representación obtenida es muy aproximada y de tan buena
calidad, como la que se obtendrı́a con todo el espacio original, pero a menor costo computacional.
Además, dado que uno de los propósitos de la analı́tica de dtos es la extracción de conocimiento
realmente útil mediante la VI. El generar representaciones visuales que sean naturales e inteligi-
bles para el humano no es tarea fácil por problemas como la alta dimensión de los datos, pero esto
puede ser solventado con la RD. La desventaja de la RD es que nogarantiza que la representación
generada pueda ser inteligible para el humano, por lo que se tndrı́a que recurrir a expertos para
extraer realmente conocimiento. Si la RD se integra con las propiedades de controlabilidad e in-
teractividad de la VI, es posible mejorar las representaciones de los datos y, de forma interactiva,
controlar cómo dichas representaciones se realizan hastaque se ajusten a las necesidades de un
usuario particular.
Finalmente, el integrar las propiedades de la VI con la RD permit mejorar los sistemas de re-
presentación de datos, pero si dichas representaciones noson dinámicas se perderı́a el sentido de
interactividad. Por lo tanto, el incluir una metodologı́a RD espectral generalizada no solo permite
convertir estos sistemas en procesos más eficientes y dinámicos, sino que también permiten que
sean versátiles para la inclusión de conocimiento a priori, tal como lo permiten los métodoskernel.
Por lo tanto, se integra la metodologı́a de bajo costo propuesta con un modelo interactivo para
generar un vı́nculo entre la inteligencia computacional y linteligencia natural, de ésta forma es el
usuario quien toma el control en la representación dinámic de información.
8.2. Trabajo futuro
Como se pudo apreciar con este trabajo, los métodos generalizados permiten diversificar la forma
en como se realiza la reducción de dimensión. En este caso,el método generalizado permite apro-
vechar individualmente las propiedades de cada método para generar espacios embebidos con bue-
na calidad en representación y en rendimiento computacionl. Esta metodologı́a también permite
realizar una mezcla de varios métodos RD en su aproximación kernel, por lo que, como trabajo
futuro, se tratará de trabajar con otras aproximacioneskernels. También, dada la naturaleza de los
datos, ciertos métodos presentan mejores resultados que otros, por tanto, como trabajo futuro se
pretende diseñar un modelo que ajuste los valores de ponderación de la mezcla para que reciba un
mayor peso los métodos que mejor responden ante dichos datos.
Por otra parte, el diseño del modelo puede ser extendido a diferentes versiones que permitan la
interactividad y la controlabiliad de la representación,ası́ que se propone, como trabajo futuro,
diseñar un modelo basado en un árbol de decisiones que se ajust cierto tipo de usuario. Con
esto se pretende mejorar la experiencia usuario-máquina.Fi lmente, se busca empezar a procesar
84 8 Conclusiones y recomendaciones
datos reales para determinar qué parámetros se deben reconfigurar, esto debido a qué parámetros
como la cantidad de submatrices localmente lineales resultan muy sensibles y deben concordar con
el número de observaciones. De esta forma, se pretende determinar un rango de valores en porcen-
taje relacionado a las observaciones que posee el espacio deentrada para que el usuario no realice
esta tarea de forma heurı́stica, sino que cuente con un sistema automático de selección de valores
adecuados de submatrices y que garantice la representación de t do el conjunto de datos originales.
También se pretende trabajar en una extensión de las submatrices localmente lineales a los di-
ferentes métodos incluyendo otras metodologı́as generalizad s basadas en matriceskernelcomo
KPCA.
8.3. Recomendaciones
Una de las recomendaciones principales es la de determinar el úm ro de submatrices que pueden
representar todo el espacio original, puesto que este valordepende del tipo de datos y de la cantidad
de observaciones que existan. Para esto se recomienda definir un úmerokZ entre 3 y 8 para
garantizar un costo computacional adecuado, posteriormente s recomienda escoger un númeroL
de submatrices entre el 27 % y el 53 % de lasN observaciones que disponga el espacio original.
Finalmente, se recomienda tener en cuenta que la representación de datos está pensada para el
usuario, es decir, lo más relevante en el análisis visual es cómo se presenta la información más no
la cantidad de información que se muestra.
Parte V.
Apéndice
A. Anexo: Operaciones con matrices
A.1. Centrar una matriz
Considere aY = [y(1), ...,y(n)..., y(N)] como una matriz de datos no centrada. El proceso de
centrar una matriz consiste en remover el valor esperado (o esperanza) dey para cada observación
y(n), como lo presenta la siguiente ecuación.






Además, debido a que los conjuntos de datos no se obtienen deu a única fuente sino que se pro-
vienen de diferentes orı́genes, como en el caso del análisis de datos multivariable [10], es necesario
realizar un proceso adicional de estandarización de las variables. Una forma de estandarizar va-
riables es dividiendo por la desviación estándar [10], pero éste parámetro es de cuidado debido a
que se podrı́a obtener valores afectados por ruidos o incluso, valores de cero para algunos datos.
El método RD debe ser suficiente para poder identificar los datos o ruidos que afectan el conjunto
y descartarlos.
A.2. Descomposici ón en valores singulares
Considere aA como una matriz de tamañoM × N. La descomposición en valores singulares
(singular value decomposition, SVD) deA está dada por la siguiente ecuación:
A = V ΣUT , (A-2)
dondeV es una matriz ortonormal (o unitaria) de tamañoM × M que cumple conV TV = IM×M,
U es una matrizN × N ortonormal (o unitaria) que cumple conUTU = IN×N y Σ es una matriz
M × N pseudodiagonal cuyasM entradasσm son los valores singulares deA.
El rango de la matrizA está determinado por el número de valores singulares diferentes de zero.
Si la matrizA es cuadrada y simétrica, SVD es equivalente a la descomposición en valores propios
(eigenvalue decomposition, EVD) [10].
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A.3. Descomposici ón en valores propios
Considere una matrizB de tamañoM × M. La descomposición en valores propios o descomposi-
ción espectral (EVD) deB está dada por la siguiente ecuación:
BV = V Λ, (A-3)
donde los vectores propios (vectores con norma unitaria) deB son las columnasvm de la matriz
cuadradaV de tamañoM × M y los M valores propiosλm deB están contenidos en la matriz
diagonalΛ de tamañoM × M.
SiB contiene solamente entradas reales y es simétrica, los vectores propios deB serán ortogonales
y normados, por lo tantoV será ortonormal y la EVD se puede reescribir mediante la siguiente
ecuación:
B = V ΛV ⊺, (A-4)
dondeV y Λ pueden ser complejas y todos los valores propios serán números reales. Además, siA
es positiva definida los valores propios serán positivos, si A es positiva (semi)definida los valores
propios serán no negativos [10]. Un ejemplo de matrices positivas semidefinidas es la matriz de
covarianza.
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ca del Norte en el evento denominado “I Jornadas AcadémicasCISIC 2016çon la ponencia titula-
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En proceso de adición. Se adjuntará está sección completa ara la versión final del documento
después de las correcciones. Pido disculpas pero los códigos están disponibles en:
https://www.dropbox.com/s/59wgite3cx9cgmz/Codigo_LLLKvsKPCA.m?dl=0
1
2 % C\ ’ od igo pa ra KLE y su comparac i\ ’ on con KPCA
3
4 c l e a r a l l ;
5 c l c ; c l o s e a l l;
6
7 rng ( 1 ) ;
8
9 % Cargar d a t o s
10 d i s p( ’ S e l e c c i o n e una base de d a t o s. . . \n ’ )
11 d i s p( ’ 1 . E s f e r a ’)
12 d i s p( ’ 2 . Ro l l o s u i z o ’ )
13 d i s p( ’ 3 . MNIST ’ )
14 Opt = i n p u t ( ’ \ n I n g r e s e opc i\ ’ on : ’ ) ;
15
16 s w i t c h Opt
17
18 case 0
19 msgbox ( ’Any S e l e c t i o n ’ ,’Msg ’ ) ;
20
21 case 1 % Sphere
22 c l c ;
23 spd = 3 ;
24 nbr = 1000 ; %3000 ;
25 Y = randn( nbr , 3 ) ;
26 Y = bsx fun ( @rdiv ide , Y, s q r t ( sum(Y. ˆ 2 , 2 ) ) ) ;
27
28 i f spd>3




32 L = 32+64/180∗ a t a n 2(Y( : , 1 ) ,Y( : , 2 ) ) ;
33 K = c e i l ( nb r / 3 ) ;
34 f i g = f i g u r e ( 1 )
35 s u b p l o t 121
36 s c a t t e r 3 (Y( : , 1 ) ,Y( : , 2 ) ,Y ( : , 3 ) , 30 ,L ,’ o ’ , ’ f i l l e d ’ ) ;
37 %view ( 1 5 , 7 5 ) ;
38 colmap = hsv( 6 4 ) ; co lormap( colmap ) ;
39 t = t a l l ( 1 : nb r ) ;
40 % msgbox ( ’ Your S e l e c t i o n I s : A Sphere ’ , ’ Msg ’ ) ;
41
42 case 2 % Swiss Ro l l
43
44 c l c ;
45 s = RandStream (’ mcg16807 ’, ’ Seed ’ , 29 ) ;
46 RandStream . s e t G l o b a l S t r e a m ( s ) ;
47 % load s w i s s r o l l d a t a s e t w i th 3000 p o i n t s
48 N = 1000 ;
49 t = (3∗ p i ∗ ( rand(N, 1 ) . ˆ 0 . 6 5 ) +p i / 2 ) ;
50 h e i g h t = 100∗ rand(N, 1 ) ;
51 Y = [ t . ∗ cos( t ) h e i g h t t .∗ s i n ( t ) ] ;
52 L = t ;
53 f i g = f i g u r e ( 1 )
54 s u b p l o t 121
55 s c a t t e r 3 (Y( : , 1 ) ,Y( : , 2 ) ,Y ( : , 3 ) , 50 ,L ,’ o ’ , ’ f i l l e d ’ )
56 colmap = hsv( 6 4 ) ; co lormap( colmap ) ;
57 % msgbox ( ’ Your S e l e c t i o n I s : A Swiss Rol l ’ , ’Msg ’ ) ;
58
59 case 3 % MNIST d i g i t s
60
61 c l c ;
62 nbr = 1000 ;
63 l oad ’ m n i s t t r a i n 1 . mat ’
64 s e l = randperm(60000 ) ;
65 s e l = s e l ( 1 : nb r ) ;
66 Y = t r a i n X ( se l , : ) ;
67 L = t r a i n l a b e l s ( s e l ) ;
68 K = c e i l ( nb r / 1 0 ) ;
69 colmap = j e t ( 6 4 ) ;
70 colmap = colmap ( 5 : 6 : 6 4 , : ) ;
71 nr = 10 ;
72 nc = 10 ;
73 Ys = Y( 1 : 1 0 0 , : ) ;
74
75 f o r i = 1 :10
76 tmp = Y(L== i , : ) ;
77 Ys ( nc∗ ( i −1) + ( 1 : nc ) , : ) = tmp ( 1 : nc , : ) ;
78 end
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79
80 [ r , c ] = meshgr id( 1 : nr , 1 : nc ) ;
81 f i g = f i g u r e ( 1 )
82 s u b p l o t 121
83 mosaic ( [ c ( : ) , r ( : ) ] , Ys ( 1 : ( n r∗nc ) , : ) , 28 ,28 , nc , nr , t r u e ) ;
84 s c a t t e r ( ( nc + 0 . 5 )∗ones ( nr , 1 ) , ( 1 . 5 : ( nr−2) / ( nr−1) : nr −0 .5 ) ’ , 450 , colmap ,’ o ’
, ’ f i l l e d ’ )
85 a x i s ( [ 0 , nc +1 ,0 , n r ] ) ;
86 co lormap( f l i p d i m ( gray , 1 ) ) ;
87 a x i s e q u a l ;
88 s e t( gca, ’ Fontname ’, ’ Times ’ , ’ F o n t s i z e ’ , 20 )
89 % msgbox ( ’ Your S e l e c t i o n I s : MNIST’ , ’ Msg ’ ) ;
90 knn = 30 ;
91 kop = 1 ;
92 t = L ;
93 N = nbr ;
94 d = 2 ;
95 l = 200 ;
96 end
97
98 %p r i n t ( f i g , ’ − depsc ’ , [ ’ D a t a s e t ’ , num2st r ( Opt ) , ’ . eps ’ ] ) ;
99
100 knn = round( s i z e(Y, 1 ) / 1 0 0 ) ;
101
102
103 %% Uso de m a t r i c e s k e r n e l en vez d e l c\ ’ a l c u l o de a f i n i d a d e s
104 f p r i n t f ( ’ Ca l cu lando k e r n e l . . . ’ ) ;
105 Kernel CMDS ;
106 Kernel LLE ;
107 Kernel LE ;
108
109 %% %LLL con mezcla de k e r n e l
110 f p r i n t f ( ’ \nMezcla de k e r n e l s pa ra KPCA! . . . ’ )
111 we igh ts = rand( 1 , 3 ) ;
112 we igh ts = we igh ts . /sum( we igh ts ) ;
113 i f Opt == 3 | | Opt == 4
114 K = {K CMDS( 1 : l e n g t h( K LLE) ) ,K LLE , K LE } ;
115 e l s e




120 W = 0 ;
121 f o r i = 1 : l e n g t h(K)
122 W = W + we igh ts ( i )∗K{ i } ;
123 end
124
125 W = s p a r s e(W) ;
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126 Wp = (W − f u l l ( min ( min (W) ) ) ) / ( f u l l ( max( max(W) ) )− f u l l ( min ( min (W) ) ) ) ;
127 Wt = (W + 0 . 1 6 5 8 ) / 1 . 4 1 9 9 ;
128
129 Ksum = 0 ;
130 f o r i = 1 : l e n g t h(K)
131 Ksum = Ksum + we igh ts ( i )∗K{ i } ;
132 end
133
134 % KPCA con mezcla de k e r n e l
135 t i c ; [V,D] = e i g (Ksum) ; t 1 = t o c ;
136 f p r i n t f ( ’ %3.2 f seconds\n ’ , t 1 ) ;
137 [D, P ] = s o r t ( d iag(D) , ’ descend ’) ;
138 t h r = f i n d ( cumsum(D) >= 0 .99∗sum(D) ) ;
139 t h r = min ( d , t h r ( 1 ) ) ;
140 Xsum = V( : , P ( 1 : t h r ) ) ;
141
142 %% T o t a l number o f landmarks and number o f landmarks f o r eachpo in t , f o r LLL
143 n l = 0 ; d = 2 ; kZ = 3 ; Lm = 750;
144 %f o r kZ = [ 3 : 5 : 5 8 ]
145 %f o r Lm = [ 8 0 0 : 1 0 0 : 2 4 0 0 ]
146
147 % LLL
148 f p r i n t f ( ’ Computing LLL wi th LE+SDR. . . ’ ) ;
149 t i c ; [X, Y0 , X0 ] = l l l (Y,Wp, d ,Lm, kZ , n l ) ; t 2 = t o c ;
150 f p r i n t f ( ’ %3.2 f seconds\n ’ , t 2 ) ;
151
152 %% Gr\ ’ a f i c a s
153 t = L ;
154 tamano = g e t ( 0 , ’ S c r e e n S i z e ’) ;
155 f i g = f i g u r e ( ’ p o s i t i o n ’ , [ tamano ( 1 ) tamano ( 2 ) tamano ( 3 ) tamano ( 4 ) ] ) ;
156 s u b p l o t 221
157 s c a t t e r (Xsum ( : , 1 ) ,Xsum ( : , 2 ) , 20 , t ) ; d a s p e c t ( [ 1 1 1 ] ) ;
158 colmap = hsv( 6 4 ) ; co lormap( colmap ) ;
159 t i t l e ( [ ’ Kerne l PCA + Kerne l Mix , r un t ime : ’ num2st r( t 1 ) ’ s ’ ] ) ;
160
161 s u b p l o t 223
162 s c a t t e r (X( : , 1 ) ,X ( : , 2 ) , 20 , t ) ; d a s p e c t ( [ 1 1 1 ] ) ;
163 colmap = hsv( 6 4 ) ; co lormap( colmap ) ;
164 t i t l e ( [ ’LLL + LE + Kerne l Mix , r un t ime : ’ num2st r( t 2 ) ’ s , ’ , ’ kZ : ’ num2st r(
kZ ) , ’ , Lm: ’ num2st r(Lm) ] ) ;
165
166 % Curvas de c a l i d a d
167 nbr = 1 ;
168 kop = 1 ;
169
170 i d me th = 1 ;
171 Ya{1 , i d me th} = Xsum ;%. / repmat ( max ( abs (Xsum) ) , s i z e (Xsum , 1 ) , 1 ) ;
172 Ya{2 , i d me th} = ’b ∗ ’ ;
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173 Ya{3 , i d me th} = ’KPCA + KMix ’ ;
174
175 i d me th = 2 ;
176 Ya{1 , i d me th} = X; %. / repmat ( max( abs (X) ) , s i z e (X, 1 ) , 1 ) ;
177 Ya{2 , i d me th} = ’ r ∗ ’ ;
178 Ya{3 , i d me th} = ’LLL + LE + KMix ’ ;
179
180 s u b p l o t 122
181 n x s c o r e s ([− nbr , knn , kop ] ,’ r ’ ,Y, Ya ) ;
182 s e t( gca, ’ Fontname ’, ’ Times ’ , ’ F o n t s i z e ’ , 20 ) ;
183 s e t( gca, ’ Fontname ’, ’ Times ’ , ’ F o n t s i z e ’ , 20 ) ;
184 % Guardar imagenes en eps
185 p r i n t ( f i g , ’−depsc ’ , [ ’ LLL vs KPCA ’ , num2st r( Opt ) , ’ kZ ’ , num2st r( kZ ) , ’ Lm ’ ,
num2st r(Lm) , ’ . eps ’ ] ) ;
186 p r i n t ( f i g , ’−depsc ’ , [ ’ LLL vs KPCA ’ , num2st r( Opt ) , ’ kZ ’ , num2st r( kZ ) , ’ Lm ’ ,
num2st r(Lm) , ’ . f i g ’ ] ) ;
187 % pause ( )
188 % c l a
189 %end
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En proceso de adición. Se adjuntará está sección completa ara la versión final del documento
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https://www.dropbox.com/sh/utcspkkhxpusbmr/AABSo7WDQqGR5Iv1ZjRcgVjSa?dl=0
1
2 impo r t s c i p y . i o
3 impo r t numpy as np
4 impo r t numpy . l i n a l g as LA
5 impo r t m a t p l o t l i b . p y p l o t as p l t
6 impo r t s c i p y . s p a r s e as s cs p
7 impo r t numpy . m a t l i b as npmat
8 impo r t sys
9
10 f rom s k l e a r n . man i f o ld impo r t s p e c t r a l e m b e d d i n g
11 f rom s c i p y . s p a r s e . l i n a l g impo r t e i g s
12 f rom s c i p y . l i n a l g impo r t sq r tm
13 f rom s k l e a r n . c l u s t e r impo r t KMeans
14 f rom numpy . random impo r t p e r m u t a t i o n
15 f rom s c i p y . s p a r s e impo r t c o o m a t r i x
16 f rom m p l t o o l k i t s . mplo t3d impo r t Axes3D
17 f rom m a t p l o t l i b . t i c k e r impo r t N u l l F o r m a t t e r
18 f rom s k l e a r n impo r t man i fo ld , d a t a s e t s
19 f rom s k l e a r n . m e t r i c s impo r t p a i r w i s e
20 f rom t ime impo r t t ime
21 f rom s c i p y impo r t l i n a l g
22 f rom s c i p y . s p a r s e impo r t i s s p a r s e
23
24 de f l a p e i g (L ,W, n l =1) :
25 D = np .sum(W, a x i s =1)
26 LL = np . d iag (D) −W
27
28 i f n l :
29 DD = np . d iag (D∗∗ ( −1 /2 ) )
30 LL = np . do t (DD, np . do t (LL ,DD) )
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31 LL=(LL+LL . T) / 2
32
33 i f i s s p a r s e (LL ) :
34 e v a l ,U = e i g s (LL , k=L+1 , which=’SM’ )
35 e v a l = np .round( np . r e a l ( e v a l ) , dec ima ls =4)
36 U = np . r e a l (U)
37 e l s e:
38 e v a l ,U = LA. e i g (LL)
39
40 i nd = np . a r g s o r t ( ev a l , k ind =’ m e r g e s o r t ’)
41 e v a l = e v a l [ i nd ]
42 e v a l = e v a l [ 1 : L+1]
43 U = U[ : , i nd [ 1 : L+1 ] ]
44
45 i f n l :
46 X = np . do t (DD,U)
47 e l s e:
48 X = U
49 r e t u r n X, LL
50
51 de f LLL (Y,W, d , L , kZ=0 , n l =0 , i n d l x =0) :
52 i f kZ == 0 :
53 kZ = d+1
54
55 Y0 , l x = lmarks (Y, L , ’ random ’ , i n d l x )
56 Z = l w e i g h t s (Y, Y0 , kZ )
57
58 D = np .sum(W, a x i s =1)
59 L = np . d iag (D) −W
60 A = np . do t (Z , np . do t (L , Z . T ) )
61
62 A = (A+A. T) / 2
63
64 i f n l ==0:
65 B = np . do t (Z , Z . T )
66 e l s e:
67 B = np . do t (Z , np . do t ( np . d iag (D) ,Z . T) )
68
69 B = (B+B . T) / 2
70
71 t r y :
72 E ,U = e i g s (A,M=B, k=d +1 , which=’SM’ )
73 E = np .round( np . r e a l (E [ [ 2 , 0 , 1 ] ] ) , dec ima ls =4)
74 U = np . r e a l (U [ : , [ 2 , 0 , 1 ] ] )
75
76 i nd = np . a r g s o r t (E , k ind =’ m e r g e s o r t ’)
77 X0 = U[ : , i nd [ 1 : d +1 ] ]
78
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79 e x c e p t :
80 BB = sqr tm ( s c s p . c s r m a t r i x . t o d e n s e (B) )
81 C = np . do t (BB,LA . inv (A) ) /BB
82 C = (C+C . T ) / 2
83 U, E = LA. e i g (C)
84 E = np . d iag (E)
85 i nd = np . a r g s o r t (E , k ind =’ m e r g e s o r t ’)
86 U = U[ : , i nd [ 1 : d ] ]
87 X0 = np . do t (BB,LA . inv (U) )
88
89 X = np . do t (Z . T , X0)
90
91 r e t u r n X, Y0 , X0 , l x ,Z
92
93 de f lmarks (Y, L , method = ’ random ’ , i n d l x =0) :
94 i f method == ’ kmeans ’:
95 tmp = i n t (L∗ 0 . 2 )
96 mu = KMeans(L+tpm ) . f i t (Y)
97 mu = mu. t r a n s f o r m (Y)
98 l x = np . argmin ( s q d i s t (Y,Y, mu) )
99 mu = Y[ lx , : ]
100 i f l e n ( l x )> L :
101 # ind = p e r m u t a t i o n ( l e n ( l x ) )
102 i nd = i n d l x
103 l x = l x [ i nd [ 0 : L ] ]
104 Y0 = Y[ lx , : ]
105
106 e l s e:
107 tmp = i n t (L∗ 0 . 2 )
108 N = Y. shape [ 0 ]
109 # l x = p e r m u t a t i o n (N)
110 l x = i n d l x −1
111 l x = l x [ 0 : ( L+tmp ) ]
112 Y0 = Y[ lx , : ]
113 sqd = s q d i s t (Y0 , Y0 )
114 i j = np . a r r a y (range( sqd . shape [ 0 ] ) )
115 sqd [ i j , i j ] = np . i n f
116 i nd = np . a r g s o r t ( np .min ( sqd , a x i s =1) , k ind=’ m e r g e s o r t ’)
117 Y0 = np . d e l e t e (Y0 , i nd [range(0 ,2∗ tmp , 2 ) ] , 0 )
118 l x = np . d e l e t e ( lx , i nd [range(0 ,2∗ tmp , 2 ) ] )
119
120 r e t u r n Y0 , l x
121
122 de f s q d i s t ( p , q= 0 ,A = 0) :
123 pn = p . shape [ 0 ]
124 qn = q . shape [ 0 ] ;
125
126 i f A == 0 :
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127 pmag = np .sum( p∗p , a x i s =1)
128 qmag = np .sum( q∗q , a x i s =1)
129
130 m = ( pmag + ( −2∗np . do t ( p , q . T ) + qmag . T ) . T ) . T
131
132 e l s e:
133 Ap = np . do t (A, p )
134 Aq = np . do t (A, q )
135 pmag = np .sum( p∗Ap)
136 qmag = np .sum( q∗Aq)
137
138 m = pmag − 2∗np . do t ( p . T , Aq ) + qmag
139
140 r e t u r n m
141
142 de f l w e i g h t s (Y, Y0 , kZ , sqd=’ ’ , method = ’ ’ ) :
143 i f sqd == ’ ’ :
144 sqd = s q d i s t (Y0 ,Y)
145
146 i f method == ’ ’ and kZ>5:
147 method = ’ s o r t ’
148 e l i f method == ’ ’ :
149 method = ’ min min ’
150
151 N = Y. shape [ 0 ]
152 L ,D = Y0 . shape
153
154 i f method == ’ min min ’ :
155 k i n d = np . z e r o s ( ( kZ ,N) , d t ype=np .i n t )
156 f o r i i n range( kZ ) :
157 k i n d [ i , : ] = np . argmin ( sqd , a x i s =0)
158 # i = k i n d [ i , : ] . r a v e l ( o r d e r = ’F ’ )
159 # j = np . a r r a y ( range (N) ) . r a v e l ( o r d e r = ’F ’ )
160 # s i n d =np . r a v e l m u l t i i n d e x ( ( k i n d [ i , : ] , np . a r r a y ( range (N) ) ) , sqd .
shape , o r d e r = ’F ’ )
161 sqd [ k i n d [ i , : ] , np . a r r a y (range(N) ) ] = np . i n f
162
163 i f method == ’ s o r t ’ :
164 i nd = np . a r g s o r t ( sqd , k ind=’ m e r g e s o r t ’)
165 k i n d = ind [ 0 : kZ , : ]
166
167
168 T = np . z e r o s ( ( kZ ,N) )
169 kZ1 = np . ones ( ( kZ , 1 ) )
170
171 f o r i i n range(N) :
172 dY = Y[ i , : ] − Y0 [ k i n d [ : , i ] , : ]
173 C = np . do t (dY , dY . T)
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174 i f L>D:
175 C = C +np . eye ( kZ )∗1e−10∗np . t r a c e (C)
176 z i = np . do t (LA . inv (C) , kZ1 )
177 z i = z i / np .sum( z i )
178 T [ : , i ] = z i . r a v e l ( o r d e r = ’F ’ )
179
180 Z = np . z e r o s ( shape =(L ,N) )#∗ kZ∗N
181 Z[ k i n d . r a v e l ( o r d e r =’F ’ ) , np . f l o o r ( ( ( np . a r r a y (range(N∗kZ ) ) ) +kZ ) / kZ ) . a s t y p e (
i n t ) −1] = T . r a v e l ( o r d e r =’F ’ )
182
183 #Z = c o o m a t r i x ( ( T . r a v e l ( o r d e r = ’F ’ ) , ( k i n d . r a v e l ( o r d e r = ’F ’ ) , np . f l o o r ( ( ( np .
a r r a y ( range (N∗kZ ) ) ) +kZ ) / kZ ) −1) ) , shape =(L ,N) )
184 r e t u r n Z
185
186 de f K LLE (Y, d , knn ) :
187 l l e = man i f o ld . Loca l l yL inearEmbedd ing ( nn e i g h b o r s =knn , ncomponen ts=d )
188 X LLE = l l e . f i t (Y)
189
190 de f p i n v s (A) :
191 m, n = A. shape
192 i f m >n :
193 X = np . p inv (A. T) . T
194 e l s e:
195 t r y :
196 U, S ,V = LA. svd (A, f u l l m a t r i c e s =True )
197 e x c e p t:
198 U, S ,V = LA. svd (A, 0 )
199
200 i f m>1:
201 s = S
202 e l i f m ==1:
203 s = S [ 1 ]
204 e l s e:
205 s =0
206
207 t o l = max(m, n )∗ np . f i n f o ( np .max( s ) ) . eps
208 r = np .sum( s > t o l )
209 i f r ==0:
210 X = np . z e r o s ( (A . T ) . shape )
211 e l s e:
212 s = np . eye ( r ) / s [ 0 : r ]
213 X = np . do t (V[ 0 : r , : ] . T , np . do t ( s ,U [ : , 0 : r ] . T ) ) . T
214 r e t u r n X
215
216
217 de f K LE (Y, knn , d , n l ) :
218 Wp, b e t a = x2p (Y. T , knn )
219 Wp = (Wp+Wp. T) / 2
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220 nbr = Wp. shape [ 0 ]
221 , LL = l a p e i g ( d ,Wp, n l )
222
223 t r y :
224 K LE = p i n v s (LL )
225 e x c e p t:
226 K LE = LA. p inv (LL)
227
228 K = K LE
229 K = 0 .5 ∗ (K + K. T)
230 kS = np .sum(K, a x i s =0) / nb r
231 K3 = K − ( kS + kS . T ) + np .sum( kS ) / nbr
232 K LE = K3 / np .max( abs(K3) , a x i s =0)
233 r e t u r n K LE
234
235 de f Hbeta ( ddn , b e t a ) :
236 s h i f t = np . l og ( sys . f l o a t i n f o . max) / 2 − np .max(−ddn∗ b e t a )
237 f f = np . exp (−ddn∗ b e t a + s h i f t )
238 zz = np .sum( f f )
239 ppn = f f / zz
240 H = np . log ( zz ) − s h i f t + b e t a∗np .sum( ddn∗ppn )
241 r e t u r n H, ppn
242
243 de f x2p ( xx , kk , t o l = 1e−4 ) :
244 N = xx . shape [ 1 ]
245 pp = np . z e r o s ( (N,N) )
246 b e t a = np . z e r o s ( (N, 1 ) )
247 l k k = np . l og ( kk )
248
249 sumxx = np .sum( xx∗∗2 , a x i s =0)
250 D = ( sumxx . T + ( sumxx− 2∗np . do t ( xx . T , xx ) ) . T ) . T
251
252 f o r nn i n range(N) :
253 t h i s d d = D[ nn , : ]
254 t h i s d d = np . d e l e t e ( t h i s d d , nn )
255
256 betamin = −np . i n f
257 betamax = np . i n f
258
259 b e t a [ nn ] = 1
260
261 H, t h i s p p = Hbeta ( t h i s d d , b e t a [ nn ] )
262
263 h d i f f = H − l k k
264
265 h d i f f = h d i f f [ 0 ]
266
267 wh i le abs( h d i f f )> t o l :
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268 i f h d i f f >0:
269 betamin = np . copy ( b e t a [ nn ] )
270 i f np . i s i n f ( betamax ) :
271 b e t a [ nn ] = b e t a [ nn ]∗2
272 e l s e:
273 b e t a [ nn ] = ( b e t a [ nn ] +betamax ) / 2 . 0
274 e l s e:
275 betamax = np . copy ( b e t a [ nn ] )
276 i f np . i s i n f ( be tamin ) :
277 b e t a [ nn ] = b e t a [ nn ] / 2 . 0
278 e l s e:
279 b e t a [ nn ] = ( b e t a [ nn ] + betamin ) / 2 . 0
280
281 H, t h i s p p = Hbeta ( t h i s d d , b e t a [ nn ] )
282 h d i f f = H − l k k
283 h d i f f = h d i f f [ 0 ]
284
285
286 pp [ nn , np . d e l e t e ( np . a r r a y (range(N) ) , nn ) ] = t h i s p p
287
288 r e t u r n pp , b e t a
289
290
291 de f K CMDS(Y) :
292 DX = p a i r w i s e . p a i r w i s e d i s t a n c e s (Y)
293 DLX = np . copy (DX)
294 nbr = DX. shape [ 0 ]
295 S0 = DX∗∗2
296 sS = np .sum( S0 , a x i s =0) / nb r
297 S0 = −0.5 ∗ ( ( S0 − sS . T) . T − sS . T + np .sum( sS ) / nbr )
298 K CMDS = −0.5 ∗np . do t ( np . eye ( nbr )− np . ones ( ( nbr , nb r ) ) , np . do t (DX∗∗2 , np .
eye ( nbr ) − np . ones ( ( nbr , nb r ) ) ) )
299 kS = np .sum(K CMDS, a x i s =0) / nb r
300 K CMDS = (K CMDS − kS . T) . T − kS . T + np .sum( kS ) / nbr
301 K CMDS = 0 .5∗ (K CMDS + K CMDS . T)
302 K CMDS = K CMDS/ np .max( abs(K CMDS) , a x i s =0)
303 r e t u r n K CMDS
304
305
306 i f name == ’ m a i n ’ :
307 Y = s c i p y . i o . loadmat (’ Y r o l l . mat ’ ) # cargamos e l a r c h i v o en un o b j e t o que
es un d i c c i o n a r i o ( l a s c l a v e s son l a s v a r i a b l e s y l o s v a l o r e sl o o b j e t o s
a s i g n a d o s a l a s v a r i a b l e s )
308 Y = Y[ ’Y ’ ]
309
310 i n d l x = s c i p y . i o . loadmat (’ l x . mat ’ )
311 i n d l x = i n d l x [ ’ l x ’ ]
312 i n d l x = i n d l x . r a v e l ( o r d e r =’F ’ )
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313
314 s = 1 .5
315 kW = 400
316 W = s c i p y . i o . loadmat (’W. mat ’ )
317 W = W[ ’W’ ]
318
319 n l = F a l s e
320 d =2
321
322 knn = np .round(Y. shape [ 0 ] / 1 0 0 )
323 W = K LE (Y, knn , d , n l )
324
325
326 XLE, = l a p e i g ( d , W, n l )
327
328 Lm = 700
329 kZ = 3
330
331




336 n p o i n t s = 1000
337 n n e i g h b o r s = 10
338
339
340 X, c o l o r = d a t a s e t s . s a m p l e sg e n e r a t o r . makes cu rve ( n p o i n t s , r a n d o ms t a t e
=0)
341 f i g = p l t . f i g u r e ( f i g s i z e =(15 , 8 ) )
342 p l t . s u p t i t l e (” Man i fo ld Lea rn ing wi th %i p o i n t s , %i n e i g h b o r s ”
343 % (1000 , n n e i g h b o r s ) , f o n t s i z e =14)
344
345
346 ax = f i g . a d d s u b p l o t ( 251 , p r o j e c t i o n =’3d ’ )
347 ax . s c a t t e r (Y [ : , 0 ] , Y [ : , 1 ] , Y [ : , 2 ] , c= co lo r , cmap= p l t . cm. v i r i d i s )
348 ax . v i e w i n i t ( 4 , −72)
349 ax . x a x i s . s e t m a j o r f o r m a t t e r ( N u l l F o r m a t t e r ( ) )
350 ax . y a x i s . s e t m a j o r f o r m a t t e r ( N u l l F o r m a t t e r ( ) )




355 ax = f i g . a d d s u b p l o t ( 2 5 2 )
356 p l t . s c a t t e r (XLE [ : , 0 ] , XLE [ : , 1 ] , c= co lo r , cmap= p l t . cm . vi r i d i s )
357 p l t . t i t l e ( ”XLE” )
358 ax . x a x i s . s e t m a j o r f o r m a t t e r ( N u l l F o r m a t t e r ( ) )
359 ax . y a x i s . s e t m a j o r f o r m a t t e r ( N u l l F o r m a t t e r ( ) )
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360 ax . a x i s (’ t i g h t ’ )
361
362
363 ax = f i g . a d d s u b p l o t ( 2 5 7 )
364 p l t . s c a t t e r ( XLLL [ : , 0 ] , X LLL [ : , 1 ] , c= co lo r , cmap= p l t . cm . v i r i d i s )
365 p l t . t i t l e ( ”LLL” )
366 ax . x a x i s . s e t m a j o r f o r m a t t e r ( N u l l F o r m a t t e r ( ) )
367 ax . y a x i s . s e t m a j o r f o r m a t t e r ( N u l l F o r m a t t e r ( ) )
368 ax . a x i s (’ t i g h t ’ )
369
370 p l t . show ( )
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[1] S. Tufféry and R. Riesco, “Data mining and statistics for decision making,” 2011.
[2] P. Ball, Why Society is a Complex Matter: Meeting Twenty-first Century Cha-
llenges with a New Kind of Science. Springer, Jun. 2012. [Online]. Available:
http://www.amazon.com/Why-Society-Complex-Matter-Twenty-first/dp/3642289991
[3] X. Wu, X. Zhu, G.-Q. Wu, and W. Ding, “Data mining with big data,” IEEE transactions on
knowledge and data engineering, vol. 26, no. 1, pp. 97–107, 2014.
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