The Box-Ball System (BBS) is a cellular automaton introduced by Takahashi and Satsuma (TS) as a discrete counterpart of the KdV equation. Both systems exhibit solitons, solitary waves that conserve shape and speed even after collision with other solitons. The BBS has configuration space {0, 1} Z representing boxes which may contain one ball or be empty. A carrier visits successively boxes from left to right, picking balls from occupied boxes and deposing one ball, if carried, at each visited empty box. Conservation of solitons suggests that this dynamics has many spatially-ergodic invariant measures besides the i.i.d. distribution. Building on the TS identification of solitons, we provide a soliton decomposition of the ball configurations and show that the dynamics reduces to a hierarchical translation of the components, finally obtaining an explicit recipe to construct a rich family of invariant measures. We also consider the asymptotic speed of solitons of each size.
Introduction
Assume that there is a box at each integer x ∈ Z and that each box may contain a ball or be empty. Denote η ∈ {0, 1} Z a ball configuration, with the convention η(x) := 1 if there is a ball at x, else η(x) := 0. Consider first configurations with a finite number of balls and let an empty carrier start to the left of the leftmost ball and visit the boxes one after another. When visiting box x, the carrier picks a ball if there is any and if the x is empty and the carrier has at least one ball, he deposits the ball in the box. Let T η be the configuration obtained after the carrier visited all boxes. An example of η, T η and the carrier load is as follows. This cellular automaton called Box-Ball System (BBS) was introduced by Takahashi and Satsuma [TS90] , as a discrete system showing solitons, a phenomenon present in the KdV equation u(r, t) ∈ R + , r ∈ R, t ∈ R + given byu = u + u u . For the relation between BBS and KdV see [TTMS96, TM97] . For further physical motivation of the BBS model, see [KTZ17, LLP17, TTS96] . See also [CKST18, IKO04, IKT12, LPS14, MIT06, Sak14a, Sak14b] for some other developments.
The transformation T can be defined for configurations with infinitely many balls, if the density of balls is well-defined and less than 1/2. To each ball configuration we associate a nearest-neighbor walk that goes one unit up at occupied boxes and one unit down at empty boxes. When the ball density is less than 1/2 the walk is asymptotically decreasing and a fraction of the boxes are down records of the walk while the complement belong to excursions. The dynamics is then defined by flipping the ball content of boxes belonging to excursions. The records coincide with the empty boxes visited by an empty-handed carrier and the relative heights of the excursion with respect to its left record is exactly the carrier load when arriving at the boxes supporting the excursion. From this description, we show that the product probability measure with any density less than 1/2 is invariant. But in fact this transformation T has many conservation properties and the family of invariant probability measures is far richer than that. In particular, a configuration can have solitons of all sizes. Each soliton is conserved by the dynamics, and there is a distance measure between any two solitons of the same size which is also conserved. The speed of a tagged soliton, measured in records, depends on the solitons of bigger size.
Takahashi and Satsuma proposed an algorithm to identify solitons in a finite ball configuration and argued that the solitons identified at time 0 can be tracked at successive iterations of T . We use this approach to study infinite ball configurations. An isolated k-soliton γ consists of k successive occupied boxes followed by k successive empty boxes. Evolving this configuration, we see that at time t the configuration consists on a k-soliton γ t which is a translation by kt of γ. The striking property of the BBS is that, although solitons can collide due to the difference in speeds and the collisions may momentarily change shape and introduce delays, they neither create nor destroy solitons, see Proposition 2.4.
Given a soliton size k 1 and a ball configuration containing only m-solitons for m > k, there is a set of boxes called k-slots where it is possible append any finite number of k-solitons. For each ball configuration, we can describe the number of k-solitons appended to each k-slot and call k-component the resulting vector. The components are defined hierarchically starting from the bigger soliton in each excursion and ball configurations can be reconstructed from the components. We show that under the BBS evolution the k-component is rigid, conserving the number of k-slots between two successive k-solitons, for all k. More precisely, the k-component is shifted by a quantity depending only on the m-soliton configuration for m > k, see Proposition 3.5.
Our main result about invariant measures is the following. If a random ball configuration has distribution µ with independent shift-invariant components, then µ is invariant for the BBS. In fact, given a family of shift-invariant probability measures on N Z indexed by k whose densities decay fast enough with k, we can construct a Tinvariant probability measure µ whose components are independent and distributed according to such family, see Theorem 4.1. We conjecture that this in some sense characterizes T -invariant probability measures: if µ is shift-mixing and T -invariant, then its components should be independent and shift-mixing.
We finally study the asymptotic speed of k-solitons. Consider a random ball configuration with shift-ergodic distribution and call y t k the number of records crossed by a tagged k-soliton at time t. We show that 1 t y t k converges to an asymptotic speed v k for each k, and the vector (v k ) k 1 is the unique solution of an explicit system of linear equations. From this system we obtain some upper and lower bounds on the speeds. We then use this result to describe the physical speed, i.e., the one measured in terms of boxes, see Theorem 5.1.
The paper is organized as follows. In §2 we describe the TS algorithm to identify solitons, extend it to the case of infinite ball configurations and show that solitons are conserved by the dynamics. In §3 we study the soliton decomposition of ball configurations, and describe how k-components are translated by the dynamics. In §4 we construct T -invariant measures which are shift-invariant and shift-ergodic. In §5 we study the asymptotic speed of tagged solitons.
Definitions and soliton conservation
Recall the definition of ball configuration from the introduction. It is convenient to represent a ball configuration η by a nearest-neighbor walk in {ξ ∈ Z Z : |ξ(x) − ξ(x − 1)| = 1 for all x ∈ Z}. We define ξ = ξ[η] as a walk that jumps one unit up at x when there is a ball at x and jumps one unit down when box x is empty, so
Since only the increments of ξ are relevant to the ball configurations, we are free to choose the value of ξ at x = 0. A walk representation ξ[η] of a finite configuration η is depicted in Fig. 2 .1. We define records for a walk ξ in the usual sense, i.e., x is a record for ξ if and only if ξ(z) > ξ(x) for all z < x.
If x is a record, then in particular ξ(x − 1) > ξ(x), thus necessarily η(x) = 0. Also, if η has finitely many balls, then all but a finite number of boxes are records.
The BBS dynamics
The set of configurations with density λ is defined by
denote set of configurations with density in (0,
: η ∈ X } denote the corresponding sets in the space of walks.
Observe that x is a record if and only if T η(x) = η(x) = 0. If η has finitely many balls, then T η coincides with the verbal description of the dynamics as given in Introduction. Indeed, the records correspond precisely to empty boxes where the carrier arrives empty-handed, and the ball configuration at the other sites is simply changed to its opposite value after the passage of the carrier. This dynamics is nonlocal, because in general one needs to know the whole configuration (η(z) : z < x) to determine the value of T η(x).
and we define (abusing notation)
This amounts to reflecting the walk ξ with respect to the curve min
We can see ξ as a lift of η which includes an arbitrary choice of vertical shift (or equivalently an arbitrary labeling of records in increasing order). Consider the following diagram: ξ
In general this diagram commutes except that the lifting L misses uniqueness while the projection P cancels such non-uniqueness. They are analogous to the derivative and indefinite integral where the latter comes with an indeterminate additive constant. If a property is insensitive to the choice of the lift ξ[η], then it is in fact a property of η, even if is described in terms of ξ. In this section we only work with this type of property. For instance, x is a record if and only if
for every n 1, so this property can also be stated in terms of η. Likewise, one can check that (2.1) is equivalent to (2.2). Using the latter one immediately gets the following lemma. and η ∈ X λ . Then T η ∈ X λ .
Since we will be mostly interested in configurations sampled from shift-invariant probability measures, densities are a.s. well-defined, and λ < 1 2 is the minimal requirement to ensure that the dynamics is well-defined and non-trivial.
Takahashi-Satsuma Algorithm and solitons
We first describe the TS Algorithm in [TS90] for identifying solitons in a finite ball configuration η, i.e. a configuration such that η(x) = 1 for finitely many x's.
and (c) if y < ∞, then η(y) = η(y + 1). The runs of η form a partition of Z. Since η has a finite number of balls, it has a semi-infinite run of zeros to the left and one to the right. For instance, η in Fig. 2 .1 has five runs. Start with a doubly infinite word, so that each letter in the word is 0 or 1 and remembers which box x it corresponds to in the ball configuration η while there are still ones in the word do Select the leftmost run in the word whose length (denote it k) is at least as short as the length of the run next to it Identify a soliton of size k, or simply k-soliton, consisting of this run and the first k letters of the run next to it Notice that a k-soliton occupies 2k sites, and it consists of k zeros followed by k ones or vice-versa Remove these 2k letters from the word end Letters in the remaining word are all zero and correspond to the records of η We now extend the previous algorithm to infinite configurations η ∈ X . Since η ∈ X has infinitely many records to the right and left of the origin, each box in Z is located between two records of η. Let r < r be two successive records of η. Call excursion the configuration ε given by ε(x) = η(x)1{r < x < r }, so ε is empty if r = r + 1, otherwise it has exactly (r − r − 1)/2 balls and the same number of empty boxes. The third run is the leftmost run whose length (k = 3 in this example) is no greater than the successive length (m = 4 in this example). Hence we have a 3-soliton, colored in red, consisting of three zeros followed by three ones. We then remove the red lines, obtaining a configuration with three runs, and repeating the same procedure we identify a 5-soliton, colored in blue, consisting of five zeros followed by five ones. We then remove the blue lines, and the remaining configuration has a single run of zeros, so there are no more solitons in this example. We have identified a 5-soliton and a 3-soliton. The unpainted boxes, in black in the picture, correspond to records of the original ball configuration.
(color online)
We identify the solitons of η by applying the TS algorithm to each excursion; empty excursions have no solitons.
When restricted to finite ball configurations, the generalized TS Algorithm coincides with the original one. On the other hand, each site of an excursion belongs to one soliton. For example, in Fig. 2 .2 there is only one excursion occupying boxes 8 to 23 and it consists of a 3-soliton and a 5-soliton.
Let γ be a k-soliton. We denote by h(γ) = {h 1 (γ), . . . , h k (γ)} and by t(γ) = {t 1 (γ), . . . , t k (γ)} the head and tail of γ, respectively: the head h(γ) is the sequence of the positions of k ones in γ and the tail t(γ) is formed by the positions of the k zeros. In the example of Fig. 2 .2, calling γ the 3-soliton and γ the 5-soliton, t(γ ) = {12, 13, 14}, h(γ ) = {15, 16, 17}, h(γ ) = {8, 9, 10, 11, 18} and t(γ ) = {19, 20, 21, 22, 23}. The support of a k-soliton γ, denoted {γ}, is the union of the head and the tail of γ. We set
Let Γ k η be the set of k-solitons of a ball configuration η ∈ X .
Proposition 2.4. For any η ∈ X and A ⊆ Z, there is a k-soliton γ ∈ Γ k η with tail
By the above proposition, we can track each k-soliton γ in the evolution of η.
for all t 0. The soliton conservation is illustrated in Fig. 2 .3.
Proof of Proposition 2.4. Let us prove for finite η first. The proof is by induction on number of balls contained in η. Identifying 0 with " " and 1 with "⊕", consider the following data stream version of the TS-Algorithm.
Start with the word ∞ which is semi-infinite to the left for each symbol in the finite configuration η do Append the symbol to the word Perform annihilation if the two last runs have the same length Symbols that annihilate correspond to a soliton end For example, for the finite sequence η = ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ the algorithm would produce the words
∞ ⊕ 4 4 , and ∞ = ∞ , identifying a 1-soliton, a 2-soliton and a 4-soliton. For the example in Figure 2 .2, it produces
, and ∞ ⊕ 5 5 , identifying a 3-soliton and a 5-soliton.
Let us call ⊕-alternating suffix (or simply ⊕-suffix) a finite word ω which is either empty or starts with ⊕ and such that each run in the word is strictly longer than the next one. So the above algorithm always produces words given by ∞ followed by a ⊕-suffix. We define -suffix in the obvious way. The net value v(ω) of a finite suffix ω is the number of ⊕'s minus the number of 's.
Remark 1. The net value of a non-empty ⊕-suffix ω is positive and it is at most equal to the length 1 (ω) of its first run (e.g. for · · · ⊕ Remark 3. If the suffixes ω 1 , . . . , ω n produced while processing a certain piece of η are all ⊕-suffixes, then 1 (ω n ) equals the maximal net value of ω i for i = 1, . . . , n.
and, by Remark 1, ω n consists of a single run.
To prove the proposition we will split a finite η into three blocks and analyze how they interact under the data stream algorithm, both before and after the application of T , as shown in Fig. 2 .4.
Define the first non-empty soft excursion as the piece of η going from the first ⊕ until the first point that makes the net value equal zero. Split this excursion into rising and falling parts as follows. The rising part goes until the point where the net value k is maximal (in case the maximum is attained more than once, take the rightmost one), and the falling part consist of the remaining boxes, until the end of the first soft excursion. The remainder consists of all the sites to the right of the falling block. Let I 1 , I 2 , I 3 ⊆ Z denote these sets of sites. By definition of I 1 and by Remark 2, the streaming algorithm applied to η on I 1 always produces a non-empty ⊕-suffix, its net value is always at most k and ends being equal to k.
By Remarks 1 and 3, the word produced by the algorithm after processing this first block is ⊕ k . By similar considerations, the algorithm applied to η on I 2 always produces non-empty -suffixes whose net values are strictly between −k and 0, except for the final step when it produces k .
Hence, when processing η on I 1 ∪ I 2 , the ⊕ k obtained after processing the rising part is kept untouched until the very end, when it is annihilated by the k obtained after processing the falling part. So when the algorithm starts processing η on I 3 there is no suffix left by the previous steps and this part of η is decomposed into solitons just as it would if it was processing η | I 3 instead.
Now notice that, by the definition of T on ξ[η]
, the net value of T η on any prefix of I 3 is non-positive. Indeed, at the rightmost site y of I 2 , the walk ξ coincides with its running minimum, so T ξ(y) = ξ(y) and T ξ(x) T ξ(y) for all x > y. Hence, applying the streaming algorithm to this portion of T η produces a -suffix at all steps.
Also, since ξ(x)
ξ(y) for all x ∈ I 1 ∪ I 2 , by definition of T we have that η and T η are the complementary of each other on these two blocks. So by the previous observations, the streaming algorithm applied to η and to T η on I 1 will produce exactly the opposite suffixes at every step. The same is true for I 2 . The only difference is that now the k produced after processing T η on I 1 is incorporated into the infinite prefix ∞ , and it will not annihilate with the ⊕ k obtained after processing T η on I 2 . Hence, while processing T η on I 1 ∪ I 2 , the same solitons will be generated, with ⊕ replaced by , that is, with the head occupying the former position of the tail, except for this last k-soliton.
Finally, the ⊕ k obtained after processing T η on I 1 ∪ I 2 will not increase its length while processing T η on I 3 , because processing T η on I 3 always produces -suffixes. So this run ⊕ k is preserved until the first time when the processing of T η on I 3 produces a k , and they both annihilate. This eventually occurs because T η has infinitely many records to the right. So again the head of the corresponding k-soliton will take the position previously occupied by the tail of a k-soliton. Moreover, when it occurs, it annihilates 's that were not going to be annihilated while processing (T η) | I 3 because they would have been simply absorbed by the prefix ∞ . Hence, the presence of this ⊕ k does not change how the algorithm processes T η on I 3 , neither before nor after such annihilation occurs. To conclude, note that η | I 3 contains fewer balls than η so we can assume by induction that the tails of all the solitons of η | I 3 will become the heads of the solitons of T η | I 3 , proving the proposition for the case of a finite configuration η.
We finally consider general η ∈ X . Let A be a set of k sites. Let y 2 , y 3 be records for T η to the left and right of A, respectively. Let y 1 < y 2 and y 4 > y 3 be records for η. Let η denote the restricted configuration, given by η (
Since solitons are always contained in the interval between two consecutive records, if some γ ∈ Γ k η intersects A then it is contained in [y 1 , y 4 ]. Since η η, and x being a record for η is a non-decreasing property in η, y 1 and y 4 are also records for η . Hence, the soliton configuration
, and thus y 2 , y 3 are also records for T η . Hence, by the same argument as above, if some γ
Since η is a finite configuration, by the previous case this concludes the proof.
Effect of the dynamics on components
Later on we will show that the BBS dynamics has a large family of invariant probability measures, and we will also study asymptotic soliton speeds. To that end we need a precise description on how T acts on solitons of different sizes and how they affect each other. These are the main goals of this section.
Separating a configuration into components
We start by describing how solitons can be nested inside each other via what we call slots. Given a ball configuration η, the slot configuration Sη : Z → {0, 1, 2, . . . } ∪ {∞} is defined by
if x is a record for η.
For each k 1 we say that x is a k-slot for η if and only if Sη(x) k. Note that a record is a k-slot for all k 1, and an m-soliton contains a number 2m − 2k of k-slots, see Fig. 3 .1. Since η ∈ X , it has an infinite number of records; thus the number of k-slots of η is also infinite.
From now on we work with ξ instead of η, so records can be labeled and tracked in the dynamics. For j ∈ Z, the position of the record at level −j will be called This is the first time, or the leftmost box, where the walk ξ takes the value −j. Since ξ ∈ W, we have r(ξ, j) ∈ Z is well-defined for all j ∈ Z. Let
(3.1)
For β ∈ Rη, we define Extend this definition to negative i in the obvious way. The set of k-slots determined by ξ is denoted
We say that a k-soliton γ is appended to the k-slot i if {γ} is contained in the box For ξ ∈ X we define the k-component of ξ as the configuration M k ξ of k-solitons appended to the k-slots, given by M k ξ(i) := number of the k-solitons appended to the i-th k-slot.
In the example of Fig. 3 .1,
The height of the excursion between Records 0 and 1 is defined by either 0 if the excursion is empty or by max{k 1 : M k ξ(0) > 0}. In general, denoting i k (j) the label of the k-slot located at Record j, we define the height of the excursion between Record j and Record j + 1 by 1, each slot with index m k is a k-slot. We say it is the n-th k-slot, where the ordinal n is determined by counting how many k-slots appear before it in the breadth-first order, and the counting starts from the 0-th k-slot present at Record 0.
which is well-defined for every ξ ∈ W. Both m(j) and i k (j) depend on ξ but we drop it in the notation.
We also define the support of an excursion ε between successive records y 1 < y 2 by {ε} := {y 1 + 1, . . . , y 2 − 1} and the number of k slots in the excursion by
where the term 1 refers to the record y 1 preceding {ε} and the second term counts the number of k-slots belonging either to an m-soliton of ε for some m > k.
Reconstructing the configuration from the components
Consider the map ξ → M ξ := (M k ξ) k 1 and denote the set of possible component sequences obtained from decomposing configurations in W by
Since the decomposition ξ → M ξ is insensitive to horizontal shifts, it is not possible to determine ξ knowing (M k ξ) k 1 . So we define the space
We remark that, unlike the lift ξ[η] from X to W which was not unique, for η in X := {η ∈ X : 0 is a record for η} there is a unique lift ξ[η] which is in W. However, since W is not T -invariant, we continue working with ξ instead of η, at least for now.
In the sequel we show that the restricted map M : W → M is invertible.
We first give an algorithm which permits to reconstruct the excursion ε of ξ between Records 0 and 1. Here is the algorithm (illustrated in In the lower part we show Records −2 to 2 in boldface and the excursions between them. Above we show the parts of the field ζ that used in the reconstruction of ε −2 , ε −1 , ε 0 , ε 1 . Reconstruction of ε 0 was shown in Fig. 3 .3 and ε 1 , ε −1 , ε −2 is shown in Fig. 3 .5.
Evolution of components
Recall that we can track a tagged soliton γ after t iterations of T by (2.5). Tagged records are also tracked by the formula (3.2). In order to track slots we introduce the flows of solitons and slots, as follows.
Let ξ ∈ W and define the flow of m-solitons through Record 0 by time t as the number of m-solitons γ to the left of Record 0 in ξ and such that γ t is to the right of Record 0 in T t ξ:
We now define an observable o Using this observable, we define the relabeled 0-th k-slot at time t by
which is the position of the o t k -th k-slot counting from Record 0 of T t ξ. More generally, the relabeled i-th k-slot at time t is defined as
Reconstruction of ε 0 Proposition 3.5. Let ξ ∈ W and t ∈ {1, 2, 3, . . . }. Then, for any k-soliton γ of ξ,
that is, the right-to-left flow of relabeled k-slots through a tagged k-soliton between times 0 and t is exactly kt. The k-soliton component of T t ξ is a shift of the k-soliton component of ξ: Let π ∈ S k ξ ⊆ Z. Then π = s k (ξ, j) for some j and we define
If there is a k-soliton γ appended to the k-slot π of ξ, by Proposition 3.5 the ksoliton γ t will be appended to the k-slot π k,t of T t ξ. In particular, the definition of
. We note that the difference between the relabeled slots introduced before and tagged slots introduced just now is the factor of kt related to the motion of k-solitons. So a tagged k-soliton crosses k relabeled k-slots per unit time whereas it does not cross tagged k-slots (in fact it just follows one of them).
In the remainder of this section we prove Proposition 3.5.
We start by showing how the second statement follows from the first one. Since every k-soliton crosses exactly k relabeled k-slots at each step, the number of kslots between any pair of tagged k-solitons is conserved by T . Hence the k-soliton component as seen from the relabeled 0-th k-slot just shifts k k-slots per unit time, while the term o 
. , m
The slot configuration in the sites {ε} in ξ is modified in T ξ as follows.
Sξ(a
Indeed, m records that were to the right of {ε} in ξ go to {a 1 (ε), . . . , a m (ε)} in T ξ, and the remaining sites of {ε} keep the same slot configuration:
see Fig. 3 .6. Since the slot configuration in the tail of α 1 is to the right of {ε}, we can think that the slot configuration of ξ in {a 1 , . . . , a m } goes to t(α 1 ) in T ξ, even though their labeling will change.
As a consequence, we have that for each i ∈ {1, . . . , m} and j i, there is one j-slot "jumping" from the right of {ε} to a i (ε), for each j i. More precisely, one 1-slot goes from the right of {ε} to a 1 (ε), two 2-slots go to a 1 (ε) and a 2 (ε), and so on. Since the 1-solitons of ε are attached to 1-slots in T ξ starting from a 1 (ε), we have that exactly one 1-slot crossed from the right to the left of each 1-soliton in ε. In the same way, k-solitons of ε are attached to k-slots of T ξ at any site x ∈ {ε} with x a k (ε), so that the flow of k-slots across any k-soliton in ε is exactly k, concluding the proof.
We now drop the assumption that there are no solitons to the left of ε. For some n 2 there is an excursion ε of height n to the left of the excursion ε and there are < n records between ε and ε, otherwise it will not interfere with excursion ε. Then, the records that in the previous case were going to a i (ε) are now going to a 
Invariant measures
In this section we show how a big family of invariant measures can be constructed by specifying the distribution of each k-component. We start with the description, leaving proofs to the subsections.
We refer to probability measures as simply measures. We also refer to measurable functions as random elements, and refer to the push-forward of a pre-specified measure by such functions as the law of these random elements.
Below we state invariance of the measure ν λ under which η = (η(x)) x∈Z is distributed as i.i.d. Bernoulli(λ). Besides these product measures, there are many other invariant measures for the BBS. This is due to the existence of many conservation laws intrinsic to this dynamics, in particular the conservation of solitons, studied in the previous sections. 
R ( µ). Then µ(X ) = 1 and µ is T -invariant and θ-invariant. If moreover (ζ k (i)) i∈Z is i.i.d. for each k, then µ is also θ-ergodic.
A natural question is whether the product measures ν λ can be constructed in this way. This is indeed the case, as shown by Ferrari and Gabrielli [FG] .
Our recipe to produce invariant measures uses the somewhat involved construction described in §3.2, which gives a state µ centered at a typical record (see §4.4). As the reader may expect, the proof of the above theorem is also based on properties of µ and how it relates to the dynamics. Let η ∈ X and denote by ξ
• [η] the unique lift of η which is in W. We define the dynamics seen from a record T : X → X by
We finally define the record-shift θ : X → X by
The core of the proof of Theorem 4.1 is the following.
Proposition 4.3. Under the assumptions of Theorem 4.1, the measure µ defined in the same statement is T -invariant and θ-invariant, and it also satisfies
The following are standard properties of Palm measures which we prove in §4.4. Remark 4.7 (Counter-examples). It is possible for law µ of η to be θ-ergodic and T -invariant while its components M k η not being independent under µ. Let ζ be the configuration ζ (x) = 1{x mod 3 = 0}. Let ζ 1 = ζ 4 be a configuration chosen uniformly at random in the set {ζ , θ 1 ζ , θ 2 ζ }; let ζ k ≡ 0 for all k / ∈ {1, 4} and ζ = (ζ k ) k 1 . The reader can check that this example satisfies the stated properties. Likewise, it is also possible for ζ to be independent over k, θ-ergodic for each k, but produce (as in Theorem 4.1) a configuration η whose law is not θ-ergodic. To see that, take ζ 5 (x) ≡ 1, ζ 1 as in the previous example, ζ k ≡ 0 for all k / ∈ {1, 5} and ζ = (ζ k ) k 1 . We conjecture that if µ is T -invariant and θ-mixing then the ζ k are independent over k and each one is θ-mixing.
Invariance of the reconstructed configuration
We now prove the main part of Proposition 4.3, namely θ-invariance and T -invariance of µ, leaving µ(w) < ∞ to §4.2 and ergodicity to §4.3. Denote by E the integral with respect to the law of ζ, and by F(·) the sigma-field generated by the random elements (·). Let
First note that ξ and thus µ are well-defined. Indeed, since k α k < ∞, by BorelCantelli the height m in the algorithm of p.15 will a.s. be finite at each step.
To show that µ is T -invariant it suffices to show that the slot decomposition of T η has the same law as ζ. More precisely, it suffices to show
for each n 1, (4.8)
Note that we can write
because ζ k is shift-invariant and independent of (ζ m ) m>k whereas o
) is determined by these elements. The inductive step to show (4.8) is then
in the second identity we have used that M i T η is determined by (ζ m ) m i . This shows that µ is T -invariant. 
So it suffices to show that (θ
Hence the law of ζ k is invariant by the random shift of n k (ε 0 * ) and it is independent of (ζ m ) m>k . This shows that µ is θ-invariant.
Finite expected cycle length
We continue the proof of Proposition 4.3 proving that µ(w) < ∞. The proof is probabilistic but it could be reformulated in terms of the spectrum of an infinite sub-Markovian matrix. We start by showing that the system
has a unique finite solution w = (w k ) k 0 . Then we will show that the average number of k-slots per record in M * ζ is w k , thus the average number of k-solitons per record
In particular, this will imply that the average size of the excursions (including the record preceding them) satisfies
(4.10) (If we knew ρ k we could compute α k explicitly: multiplying (4.9) by α k we get
So we start by studying (4.9). Let
and takek such that Denote by E k the law of (X n ) n starting from k. By conditioning on X 1 , we see that the expectations w k = E k τ satisfy the system (4.9). Since c k c k+1 , we have P k (τ > n) c n k and thus
Since wk < ∞, using (4.9) with k =k − 1 we get wk −1 < ∞, and iterating this argument we get w k < ∞ for all k.
We now consider truncated approximations for the reconstruction algorithm of §3.2.
k := ζ k for k n and ζ ) k 1 satisfy the system (4.9). Finally, since w n k < 2 for all k k and n ∈ N, w k is finite for every k and therefore (4.10) is satisfied, concluding the proof.
Ergodicity
We now conclude the proof of Proposition 4.3 by proving that µ is also θ-ergodic under the assumption that (ζ k (i)) i∈Z is i.i.d. for each k. Denote η = η[ξ] with ξ = M * ζ and let ε be an arbitrary deterministic excursion. Denote ε j [η] the j-th excursion of η. We will show that
where P is the law of ζ. The analog to (4.12) for an arbitrary number of successive arbitrary excursions will imply θ-ergodicity of M * ζ. The arguments can be readily adapted be to the general case at the price of much heavier notation, so we omit it. 
By the reconstruction algorithm on page 15 and the independence of (ζ k ), we have that (4.12) is the same as
Since N m (j) is a strictly increasing random subsequence, which is determined by (ζ m : m > m), and thus independent of ζ m . By first conditioning on (ζ m : m > m) and the assumption that ζ m is i.i.d., we deduce from the law of large numbers that
We proceed by induction. For 1 < m, write
The factor m u= +1 A u (j) in the summands in the numerator of the first term indicates that we are summing over the subsequence of excursions j whose k-soliton configurations for k > coincide with those of ε. In particular the number ofslots in those excursions is n (ε). In that event, A (j) indicates if the configuration (ζ (i) : i ∈ {N (j) + 1, . . . , N (j + 1) − 1}) coincides with the -soliton component of ε, whose probability is B . The denominator is the size of the subsequence until the n-th excursion. Since ζ is i.i.d., we have that the quotient in (4.13) converges to B . The second factor converges to B +1 . . . B m by inductive hypothesis. This concludes the proof of (4.12).
Palm transformations
There is a bijection between θ-invariant measures µ on X and θ-invariant measures µ on X with µ(w) < ∞. Given such a µ, we define µ = Palm
that is, µ equals µ conditioned on η having a record at x = 0. Equation (4.2) says that in order to sample a configuration distributed as µ one can first sample a configuration using the distribution µ biased by the length of the first excursion, and then choose a site uniformly from this excursion to place the origin. 
These expressions are the discrete version of the inversion formula (8.4.14 • ) on p.264 of Thorisson [Tho00] . Theorem 8.4.1 on p.260 says that this is a bijection between θ-invariant measures µ on X and θ-invariant measures µ on X with µ(w) < ∞.
Proof of Lemma 4.4. The property saying that µ is θ-invariant and supported on X has been quoted above, so it remains to show (4.5). We include a proof of this classical result [Har71, PS73] 
µ(dη)1{0 ∈ R(T η)}ϕ(T η)
where the third identity is just identity of the indicator functions, the forth identity is translation invariance of µ and the sums interchange with the integrals because ϕ is bounded.
Proof of Lemma 4.6. It suffices to show that the Cesàro limits are µ-a.s. constant
Invariance of product measures
We give here a proof of Proposition 4.1. By (2.2), this statement corresponds to the discrete version of Pitman's 2M − X theorem; see [HMO01, Pit75] . To be self-contained, we give a proof following Reich's proof of Burke's Theorem [Rei57] .
Recall the nearest-neighbor walk ξ = ξ [η] , which is in this case distributed as a simple random walk with i.i.d. increments distributed as Bernoulli(λ). We introduce the reflected process: 
Asymptotic speed of solitons
In this section we study the asymptotic speed of k-solitons per unit time, measured in terms of tagged records. We find an infinite system of explicit equations which determine these speeds in terms of the densities of k-solitons for all k. We then characterize the solution to this system in terms of the expected reward of a certain stopped Markov chain and obtain bounds for the speeds. We finally relate them to the speeds measured in terms of boxes.
Recalling (3.2) and (3.6), we define displacement of a tagged k-slot π ∈ S k η measured in terms of records by
In case there is a k-soliton γ ∈ Γ k η appended to the k-slot π in η, the tagged ksoliton γ t will appear appended to the k-slot π t in T t η, so y t k also measures the displacement of tagged k-solitons.
Let µ be a θ-ergodic T -invariant measure on X with independent and θ-invariant components (M k η) k 1 . Denote the mean number of k-solitons per excursion by 
Theorem 5.1. There exists a non-decreasing deterministic sequence
If moreover the ball density η(0)µ(dη) < 1/4, then the speeds v k are all distinct.
Finally, the asymptotic speed of the position of tagged records in Z is given by
and the asymptotic speed of tagged k-slots is
We prove (5.1) in §5.1, (5.2) in §5.2, and (5.3)-(5.4) in §5.4. In §5.3 we prove Proposition 5.18 which gives sharper bounds on the speeds than those from §5.2.
Existence of speeds via Palm measures and ergodicity
Let X k be the set of configurations in X such that 0 ∈ S k η. Let µ k := Palm 
x∈Z is a θ k -covariant function of η, so its distribution is θ kinvariant. On the other hand, for any pair of tagged k-slots π =π ∈ S k η, the number of k-slots between them is kept constant, so the number of records between them remains bounded and thusṽ k (η, π) =ṽ k (η,π). Hence, by θ k -ergodicity the field ṽ k (η, x) x∈S k η is µ k -a.s. constant and equal to the expected value of y 1 t , which we call v k :
(5.5)
Finally, since µ = Palm
that is, all k-solitons have the same speed v k given by the expectation (5.5).
We finally prove that the displacement is higher for higher k's. More precisely, Then necessarily γ will be to the left ofγ, and since a tagged k-soliton will never overtake a tagged m-soliton, the statement follows in this case. In case there are no such solitons, we can artificially append them, Note that this only modify the number of k-slots between γ andγ; in particular, the well ordering between γ andγ is preserved, implying the desired inequality.
Equation for speeds from component interactions
Assume first that η contains no solitons larger than some ∈ N. In this case we have, for µ-a-e. η, for all k , S k η = Rη and o t k (ξ) = 0, thus for all π ∈ S k η, y t k (η, π) = kt and hence v k = k, which trivially satisfies (5.2).
Observe that by (5.6), for η ∈ X and π = 0,
Indeed, each time an m-soliton overtakes a k-soliton, this causes the position of the k-soliton measured in records to be incremented by an extra factor of 2(m − k).
With µ-probability tending to 1, by (5.1) the interval [π k,t , π m,t ) contains about (v m − v k )t records and thus by ergodicity it contains about (v m − v k )ρ m t m-solitons. Dividing by t and letting t → ∞ we see that the speeds (v k ) 1 k< satisfy the (finite) system of equations (5.2).
Let us gather a few estimates. First, (5.2) together with v k v k+1 , which holds by (5.6), imply v k k. We also deduce from (5.2) that
In particular, this implies that v k+1 − v k 1. Hence, for all m k 1,
(5.8)
We now drop the assumption that solitons have a bounded size.
Let µ := Palm Z R ( µ ), where µ denotes the law of η . By Theorem 4.1, µ is Tinvariant and θ-invariant. We can assume 1 that µ is also ergodic, and let ρ k 0 denote the a.s. average density of k-solitons per excursion in η .
By the previous case, the speeds of k-slots in η are a.s. given by numbers (v k ) k 1 which together with (ρ k ) k 1 satisfy (5.2). In the sequel we will show that ρ k → ρ k and v k → v k as → ∞, for each k ∈ N.
(5.9) Assuming (5.9), by plugging (5.8) into (5.2) we get
10)
1 Since µ is ergodic, the average number of k-solitons per k-slot is a.s. given by a constant α k , so M k η has a.s. an average α k . Hence, even if µ is not ergodic, it has a.s. constant densities α k := α k 1 k , and therefore an a.s. constant density ρ k of k-slots per excursion, which is given by ρ k = w k α k , where w k is determined by (4.9). Therefore, almost all measures in the ergodic decomposition of µ have the same density ρ k of k-slots per excursion, and we can apply the argument to each of them alone and integrate afterwards. To study v k , we describe the measure µ k := Palm
R µ using the Palm transformation directly from µ to µ k , which is given by
The denominator is exactly equal to the mean number of k-slots between Record 0 and Record 1, and by the reconstruction algorithm of §3.2 this is increasing in and converges as → ∞ to the same number without truncation. So this shows that ρ k ρ k . Finally, letting ϕ count how many records the k-soliton at the origin crosses in one time step, the left-hand side becomes exactly v k by (5.5), whereas the numerator on right-hand side is computing exactly the sum over all k-solitons γ in the first excursion of the number of records γ crosses in one iteration of T . This expectation equals by the mass transport principle the expectation of J 
