Abstract-This paper investigates the problem of optimal wavelength allocation and fairness control in all-optical wavelengthdivision-multiplexing networks. A fundamental network topology, consisting of a two-hop path network, is studied for three classes of traffic. Each class corresponds to a source-destination pair. For each class, call interarrival and holding times are exponentially distributed. The objective is to determine a wavelength allocation policy in order to maximize the weighted sum of users of all classes (i.e., class-based utilization). This method is able to provide differentiated services and fairness management in the network. The problem can be formulated as a Markov decision process (MDP) to compute the optimal allocation policy. The policy iteration algorithm is employed to numerically compute the optimal allocation policy. It has been analytically and numerically shown that the optimal policy has the form of a monotonic nondecreasing switching curve for each class. Since the implementation of an MDP-based allocation scheme is practically infeasible for realistic networks, we develop approximations and derive a heuristic algorithm for ring networks. Simulation results compare the performance of the optimal policy and the heuristic algorithm, with those of complete sharing and complete partitioning policies.
Some analytical studies have been performed to calculate the blocking probabilities or network utilization for different assignment strategies [3] [4] [5] [6] . In these studies, it can be seen that all users have the same priority (class). As a result, the differentiation among different users is not possible.
In this paper, we investigate the wavelength allocation problem and fairness control issue for different classes of users with dynamic traffic. With the objective of maximizing the weighted sum of class-based utilization, we define a Markov decision process (MDP) model, based on which the optimal wavelength allocation policy is determined [7] . In many admission control and resource allocation problems in telecommunications, it has been shown that under some conditions, the optimal policy of a MDP exists and it is stationary and monotone [8] , [9] . In [10] , the multimodularity, submodularity, and convexity properties are investigated in queueing systems. These properties imply the monotonicity of optimal policy in the context of stochastic control. In this study, by using the multimodularity of the cost function and the induction method, we prove that the optimal policy is a nondecreasing switching curve. Moreover, the policy iteration algorithm [7] is deployed to determine numerically the optimal policy. Using the properties of the optimal policy, we develop a simple heuristic algorithm to provide fairness in WDM ring networks.
The rest of the paper is organized as follows. In Section II, we describe the problem and make some assumptions regarding the network. In Section III, the problem is formulated in an MDP framework with the discounted cost model. Section IV shows the multimodularity of the value function and provides the structure of optimal policy. Section V introduces our heuristic allocation algorithm and Section VI compares the performance of our proposed allocation algorithms with other standard policies. Conclusions are presented in Section VII.
II. PROBLEM DESCRIPTION
We first consider a two-hop path network topology for a single fiber circuit-switched wavelength routing network, as depicted in Fig. 1(a) . This fundamental topology can represent the link-load correlation model [5] , [6] . The total number of available wavelengths in the system is . Traffic is divided into three classes. Each class corresponds to a different source-destination pair. Class 1 (respectively, Class 3) consists of the users that use hop (respectively, ); Class 2 includes the customers that use both hops and . If a WC is deployed at node 2, then a Class 2 call is accepted whenever there is at least one available wavelength in both hops. Without a WC at this node, the same wavelength must be available in both hops to accommodate a Class 2 call. Any arriving call is blocked 0733 when all wavelengths along its path are used. Blocked calls do not interfere with the system. Arrivals of Class calls, , 2, 3, are distributed according to Poisson process with rate . The call holding time of a Class call is exponentially distributed with mean . Wavelength allocation policy is a particular problem related to resource allocation policies. In general, current wavelength allocation strategies are deploying heuristic algorithms such as complete sharing (CS) and complete partitioning (CP) [12] . When implementing CS, no wavelength is reserved for any class. In addition, an arriving call will be accepted if at least one wavelength is available throughout all the hops along its path. Although the global network utilization is high in this case, this approach is greedy, and it is suboptimal if different classes of users provide different rewards for the same grade of service. When deploying CP policy, each class is assigned a constant number of wavelengths that cannot be used by calls from the other classes. Hence, it supports service differentiation and controls class-based blocking probabilities. However, CP policy may not maximize the overall utilization of the available resources.
To improve the system performance in a dynamic environment, it would be essential to assign a certain number of wavelengths to each class as a function of the current number of customers from different classes. This paper investigates a dynamic wavelength allocation policy, which is called dynamic partitioning (DP) hereafter. It consists of determining the appropriate number of wavelengths allocated to each class taking into account the current state of the system, with the objective of maximizing the weighted sum of the number of calls for each class. This approach can take advantage of both CP and CS policies.
III. MDP FORMULATION
In this section, we present an MDP approach to the problem described in Section II. In order to model the system, we first define the state of the system and then introduce the appropriate cost function.
Let denote the number of Class calls in the system and be the number of wavelengths currently allocated to Class 2 calls and being used in both hops and . We first formulate the problem when there is a WC at node 2. Thus, for any , one can derive , , and as the numbers of available wavelengths reserved for Class 1, Class 2, and Class 3 users, respectively [refer to Fig. 2(a) ]. Therefore, the four-component vector completely characterizes the system. Let be the state space of the system and let denote the state of the system at time . Based on the statistical assumptions, is a continuous-time Markov chain whose transitions are either the event of a call request arrival or call departure.
When removing the WC from node 2, the wavelength continuity constraint must be satisfied. Let and denote the sets of available wavelengths on and , respectively. Let denote the number of wavelengths that are available on both and (i.e., ). Variable shows the number of Class 2 calls that can be accepted in the system. In a system without WC, if , then a Class 2 call will be blocked. In this case, the state space of the system is (1) where , , and . One can note that for a given , if then . Thus, both systems with and without WC have similar structures. In the following, we only focus on a system with WC.
To simplify the notation, we drop index from and introduce the following operators.
• , , 2, 3; departure operator, describing the change of the state of the system at a Class departure time. -, , .
• , , 2, 3; arrival operator, describing the change of the state of the system at a Class arrival time. -, , , where and . According to the above operators, we can define the set of possible events as . Investigating DP policy involves the determination of wavelength allocation as a function of the current state of the system , and the event . The objective, then, is to maximize the usage of the optical resources. Equivalently, this can be translated into maximizing weighted sum of the number of call from different classes. This problem can be formulated as an MDP [13] . Let us describe the model more accurately in the following paragraphs.
Decision epochs take place only at departure times, when one call terminates and one wavelength becomes available. The released wavelength may be reserved for the same class or switched to use by calls of other classes. This is shown in Fig. 2 , where the initial state is . In Fig. 2(b) , the final state of the system is presented after a departure of Class 2 call, when we decide to keep the wavelength for the same class. Fig. 2(c) depicts the state of the system when the policy maker decides to reserve the wavelength for Class 1 and Class 3 users. Thus, the decision results in leaving unmodified [ Fig. 2(b) ] or decreasing it by 1 [ Fig. 2(c) ]. In a similar fashion, when considering the termination of a Class 1 (or 3) call, the decision will result in increasing the value of by 1, or leaving it unchanged.
When the system is in state and the event has just occurred, the decision maker takes action from a set of possible actions , where if or or if or if
Let
, be the policy operator describing the change of state of the system when applying action after a departure.
• .
, where , , and . This initial continuous-time MDP can be converted into an equivalent discrete-time MDP by applying the uniformization technique [13] . To do so, we introduce a random sampling rate defined as . In the original MDP, the system is observed at the times of actual transitions. After applying uniformization technique, the system may be observed between two consecutive actual transitions, which are called "fictitious" or "dummy" transitions. When considering the discrete-time MDP, only one single transition can occur during each time slot. Let denote the state of the system for the equivalent discrete-time MDP during time slot . A transition can correspond to an event of: 1) Class 1 call arrival or departure; 2) Class 2 call arrival or departure; 3) Class 3 call arrival or departure; and 4) fictitious (or dummy) transition.
To complete the MDP description, we need to define the reward (or cost) function [13] . As mentioned previously, our objective is to determine a wavelength allocation policy that maximizes the weighted sum of , , and . Therefore, we define the one-step reward function which expresses the instant reward when the state of the system is (2) where , , and are the weights assigned to Classes 1, 2, and 3 users, respectively. Note that one can maximize by minimizing . Consequently, instead of maximizing reward function (2), we can minimize one-step cost function defined by (3) where vector . The choice of the weights , , and has an impact on wavelength occupancy by each class and on their respective blocking probabilities. By assigning appropriate values to these weights, we can provide service differentiation based on classes of traffic.
We also define policy for -stage finite-horizon problem such that is the action applied after the th event. Based on the one-step cost function, we can apply the results of discounted finite-horizon model [7] . In order to estimate the expected cost under a policy and at the time step , we can define -stage finite-horizon -discounted value function as [7] (4) where is the discount factor, is the allocation policy, and denotes the conditional expected cost given that the initial state is , while the decision maker applies the policy . The optimal policy and the minimum value function are given by
The optimal value function and the optimal policy can be computed by using the following recursive scheme, known as the relative value iteration algorithm [7] ( 5) where is the transition probability to jump from state to state when applying action .
Using the uniform sampling rate , introduced in the uniformization procedure, the transition probabilities can be written [11] 
where . Replacing in (5) yields (6) From (6), it can be noticed that at a Class 1 (respectively, Class 3) call termination time, the optimal action is , if (respectively, ), and , otherwise. Similarly, after a Class 2 departure, the policy maker takes action if , and , otherwise.
IV. STRUCTURE OF THE OPTIMAL POLICY
In this section, we will prove that for the discounted cost problem, the optimal allocation policy is a switching curve of threshold type. We first show this property for two classes of users, which is less complex and easier to present. In what follows, we use the term two-class system when system includes Classes 1 and 2. Proposition 1, which is based on value iteration and induction method, proves that the optimal value function for a two-class system is multimodular. In Theorem 1, using multimodularity of value function, we show that optimal policy is a monotonic nondecreasing switching curve. In Proposition 2 and Theorem 2, we generalize the results of the two-class system for the original problem with three classes.
Consider a two-class system shown in Fig. 1(b) . Let be the number of wavelengths allocated to Class 2 calls. Therefore, the state of the system can be expressed by . We consider similar definition and operators for this system. The optimal value function for this case can be shown by (7) where vector and is the one-step cost.
If the value function has some properties such as convexity, submodularity, or more generally multimodularity, then its computation time will be remarkably decreased and we can show that the associated optimal policy will have a simple switching curve. To show the multimodularity of the value function, we first introduce a class of multimodular functions as follows [10] . To interpret the multimodularity of , as an example. we rewrite (8) as follows: (11) This equivalent inequality shows that function has monotonic increasing differences. In the following, we show that the value function is multimodular and satisfies inequalities (8)- (10) . This leads us to show that the optimal policy is a monotonic switching curve.
Proposition 1: The value function for a two-class system , is multimodular in , , and . Proof: The proof of this proposition, which is based on induction, is given in Appendix A.
We now derive the structure of the optimal policy and show that it is nondecreasing switching curve. More specifically, we will prove that after a termination of Class call, there is a nondecreasing switching curve which partitions the state space into two regions. One is transferring region (i.e., for all states belonging to this region, the optimal policy transfers the released wavelength to the other class), whereas the other is keeping region (i.e., in all states within this region, the optimal policy keeps the released wavelength to Class calls). As an illustrative example, the structure of the optimal policy is shown in Fig. 3 .
Theorem 1: For each class of users in a two-class system, the optimal wavelength allocation policy is a monotonic nondecreasing switching curve.
Proof: To prove this theory, we consider the two following cases.
Case 1: Optimal policy after a Class 1 departure: Suppose that the state of the system is and a Class 1 call terminates. We first claim that if the optimal action is to keep the released wavelength for Class 1 (i.e., ), then for all states with , the optimal action will be equal to zero, as well, which is in agreement with intuition. Because of taking action as optimal action in state , it can be seen that:
. By using multimodularity of , inequality (8) , one can show that
The above inequality shows that if a Class 1 call departs while system state is , then the policy maker again selects action . Now, suppose that the system's state is with (i.e., the number Class 2 users in state is smaller than the one in state ). In this case, we can use (9) to show that (13) Therefore, we prove that if the state of the system is and the controller takes action after a Class 1 termination as the optimal action, then for all states and with and , action will be taken as the optimal action.
Case 2: Optimal policy after a Class 2 departure: An analogous result can be proved for Class 2.
As an example, one can consider Fig. 3(a) . Suppose that the state of the system is and action is taken in this state, then for all states with and , the optimal action is . We now add Class 3 users to the problem and determine analytically the properties of the optimal policy. The problem formulation can be extended for a three-class system by general- , is multimodular in , , , and .
Proof: The proof is quite similar to that of Proposition 1. It is given in Appendix B.
Using the result of Proposition 2, we prove that the optimal policy is monotonic.
Theorem 2: The optimal policy for a three-class system is a monotonic nondecreasing switching curve.
Proof: The major contribution of this section will be proved in this part. Suppose that the state of the system is and a Class 2 call departs from the network and the optimal action is , then we can see that:
. According to multimodularity of , inequality (15) , one can derive
This illustrates that if a Class 2 call departs while the state of the system is , then the optimal action is again .
As a result, the optimal action remains the same (i.e., ) for all states with . Now, suppose that the state of the system is , then by using (14), we get the following inequality which confirms that the controller takes action as the optimal action in state with . Using (16) , it can be shown that for all states with , action will be taken as the optimal action. An analogous proof can be provided for Classes 1 and 3 calls. This property shows that for each class of users, the optimal policy is nondecreasing switching curve.
Hence, the optimal policy is described by three switching curves; each switching curve corresponds to one of the classes. For Class 1 users, we can show that for each , there exists a minimum value for , such that . This value is the boundary between transferring and keeping regions.
Formally, we define , , and as the switching curves for Classes 1, 2, and 3, respectively Recursively, we can determine the sequence of -stage value functions , and the limit of this sequence when goes to infinity. Lippman in [14] shows that exists and it is the solution of the infinite horizon discounted cost problem. Besides, is the unique solution to the dynamic programming equation given by (6) . Note that the switching curve structure of the optimal policy holds for the infinite horizon discounted case.
The optimal policy can be derived numerically by implementing policy iteration algorithm [7] . This algorithm has two phases. 1) Policy determination phase which returns the structure of the optimal policy in steps, where is the total number of states of the system [16] . It can be shown that for a three-class system with wavelengths . 2) Policy improvement phase which optimizes the determined policy from the previous phase in few iterations. For instance, the policy improvement phase of a three-class 20-wavelength network with converges in five iterations. Without loss of generality, we assume that , unless otherwise stated. In this part, we will show the structure of the optimal policy for a three-class system which is derived from policy iteration algorithm. . Note that the policy is a monotonic three-dimensional (3-D) switching curve, dividing the state space into two subsets. The structure of the policy reflects the fact that the three classes of calls are competing for the available wavelengths. In Fig. 5 , we only change the value of from 0.1 to 0.5, and calculate the optimal policy for the same parameters, as in Fig. 4 . Comparison of Figs. 4 and 5 show that by increasing , the decision maker gives more resources to Class 2 users (i.e., more cubes are represented).
V. MULTITHRESHOLD (MT) HEURISTIC ALGORITHM FOR WDM RING NETWORKS
Since implementation of an MDP-based DP allocation policy requires polynomial time, it is infeasible to use it for realistic networks. Hence, we use the properties of DP policy to devise a simpler heuristic allocation algorithm. In Section III when DP policy is used, we observe the following.
1) Optimal actions are taken based on available wavelengths
for each class. 2) Wavelengths are shared as much as possible. By adjusting threshold , they are dynamically partitioned between classes.
We consider these two facts and propose a multithreshold (MT) allocation scheme. We introduce our heuristic algorithm for a symmetric unidirectional WDM ring network with nodes with or without WCs. We assume that each link carries one fiber with wavelengths. The network includes classes of traffic streams characterized by their source-destination. We modify the definition of classes as follows. A call from Class ,
, and originates at node and passes through hops from origin to destination. In addition to the assumptions stated in Section II, we assume that classes with the same hop count (i.e., the number of hops used from origin to destination) are assigned the same weighting factor, and the same arrival rate (i.e., , , where is the hop count). Therefore, we can merge classes with the same hop count into a single class. In the following, we refer to classes with hop count as Class . In such a network when CS policy is deployed, the system is unfair because classes of calls with smaller hop counts experience lower blocking rates than the ones with greater hop counts. To improve fairness, MT allocation will be deployed. When we use this allocation policy, similar to DP policy, while all classes share the wavelengths as much as possible, classes with higher hop counts are protected from the ones with lower hop counts based on available wavelengths on each link of the ring network.
To do so, we define a vector representing the thresholds of MT allocation. Threshold , , is associated with Class traffic. In general, MT allocation scheme is capable to control blocking performance and threshold vector can take any value. In particular, for solving fairness problem in a ring network we have to ensure that calls with higher hop counts are protected from the ones with lower hop counts. Therefore, we assume that . Since calls from class experience the highest blocking probability in the ring, they are always accepted in the system. As a result, we set . Let , , be the link between node and node and denote the number of available wavelengths on link . An arriving call of class will be assigned an available wavelength if on all the links along its path is greater than or equal to .
As an example, consider a four-node unidirectional ring network shown in Fig. 6 . One can note that on each link, the total number of available wavelengths is partitioned into three sets. As shown in Fig. 6 , available wavelengths on links and are greater than . Thus, all , , and calls which pass through and can occupy free wavelengths of these links. Since , Class calls that use link will be blocked. On links , we have and as a result, only calls are allowed to occupy an idle wavelength on this link. The next step toward MT allocation implementation is to determine the threshold vector , so that all classes of calls experience the same blocking probability. In [17] , we defined an objective function to be minimized. It can be observed that this objective function inherits some type of pseudoconvexity properties from the value function expressed by (5) . Using the properties of the objective function, we proposed and implemented a fast simulation-based algorithm to find the optimal thresholds. Due to space limitation, details of threshold determination will not be presented in this paper. Refer to [17] for complete implementation.
VI. PERFORMANCE COMPARISON
In this section, we compare the performance of our proposed DP and heuristic allocation policies, with those of CS and CP policies. In order to implement CP policy for the two-hop network shown in Fig. 1 , one can divide the total number of wavelengths into two parts. Let be the number of wavelengths dedicated to Class 2 and be the number of wavelengths reserved for Classes 1 and 3. Note that is a constant value. Using Erlang's B formula, we can compute , the probability of having users of Class in the system where is the total number of wavelengths reserved for Class . One can notice that is the probability that all dedicated wavelengths to Class are busy (i.e., is the blocking probability of Class calls). Using , , and , we can derive the expected number of calls of each class in the system We also define as (19) To compare the performance of DP, CP, and CS policies, we simulate the system by deploying the optimal policy implemented in Section IV to evaluate the performance metric of DP policy. For CP, the simulation result is carried out for two independent M/M/ / queues associated with Class 1 and Class 3 and one M/M/ / queue related to Class 2. Finally, we simulate the system without any allocation policy to evaluate the performance of CS policy.
We first study a two-class system. Figs. 7 and 8 depict the average-time reward function ( ) versus the total offered load , where . In both examples, the parameters are set as follows:
, , , and . The difference between the two examples lies in the value of . In Fig. 7 , we set which is significantly smaller than . It shows that for low load, all the policies have similar performance. As the load increases, DP policy shows much better performance, in particular when compared with CS policy. Fig. 8 illustrates the performance of the system when . Comparison of Figs. 7 and 8 show that DP policy outperforms CP policy and in particular CS policy as the difference between and increases.
Another important performance metric is the weighted sum of blocking rates. Applying DP and CS policies, we simulate and determine this quantity for a system with , , , , and . To determine the relative performance improvement of DP policy when compared with CS policy, we calculate the relative performance ratio , where and represent the blocking performance of DP and CS policies, respectively. This quantity is plotted versus the offered load in Fig. 9 . One can see that DP policy have higher performance, up to 45% for intermediate offered load (e.g., ), which is a fact observed in networks and is in agreement with intuition. Performance metric is the weighted sum of blocked calls, W = 10, = , 6 80, = 1, and = 0:1.
As mentioned in Section V, one potential problem in wavelength-routed WDM networks is fairness. We implemented a CS policy for a two-hop three-class system with a WC at node 2 and with the following parameters:
, , , and . The simulation result depicted in Fig. 10 shows that Class 2 calls experience more blocking than Class 1 and Class 3 calls. We apply the DP policy to improve the unfairness problem in the network. Through the simulation, we observe that for and , all the classes can experience the same blocking probabilities. Another approach to equalize the blocking probabilities is to use CP policy to partition the wavelengths among the users of different classes. In this particular example, we dedicate half of the wavelengths to Class 2 calls and the other half to Classes 1 and 3. Fig. 10 shows the blocking probabilities when we deploy CS, CP, and DP policies. We now evaluate the performance of our heuristic wavelength allocation scheme. The simulation results are carried out for a four-node unidirectional ring network with and without WCs. The performance metric used in the numerical comparison deals with fairness and blocking probabilities.
Suppose that Class and calls experience the highest and lowest blocking probabilities in the network, respectively. We define fairness ratio as , where is the blocking rates of Class . The closer the to 1, the better the fairness is. In our simulations, the arrival rate of each class is set inversely proportional to its hop count (i.e., ). As a result, on each link the expected wavelength request rate of each class is the same. To achieve fairness, by using MT allocation scheme each class experiences the same blocking probability.
In order to employ CP policy, one can partition the total number of available wavelengths into separate sets, each of which is dedicated to one of the origin-destination pairs. Note that nonoverlapping origin-destination pairs can share the same set of wavelengths. For example, consider the four-node ring network depicted in Fig. 6 . Since class calls do not share any link, they can use the same set of wavelengths. Class calls passing through (i.e., ) and also calls using (i.e., ) can share the same set of wavelengths. Similarly, and calls can use one set of wavelengths. Four different sets are required for overlapping calls. As a result, the total wavelengths is partitioned into seven sets; set is dedicated to class calls, set is assigned to and calls and is to classes and . Four sets, -, are needed for class calls. Let denote the number of wavelengths in set . Note that all sets associated with class have the same number of wavelengths. Therefore, we have , , and . Using Erlang's B formula, we can compute the blocking probability of a call which uses wavelengths of set . We can find appropriate values for in a way that all seven classes of calls experience the same blocking rate. We study the fairness objective in the ring network shown in Fig. 6 , when MT, CP, and CS policies are used. Table I shows the class-based blocking probabilities for a 40-wavelength ring network without WCs. As Table I reports, deploying MT policy results in a fairness ratio close to 1. As expected, when CS policy is used the fairness ratio is high, . For low-traffic load, the blocking rates are relatively small and the competition for access to the network is low. Conversely, when the offered load is high, calls from different classes compete for utilizing resources. As a result, by increasing traffic load, the optimal increases in order to block more calls and protect and calls. Now, we compare MT and CP policies. This comparison is based on the number of wavelengths required to provide a certain grade-of-service (GoS) in terms of blocking probabilities. For instance, when and CP is used, using Erlang's B formula, we computed , , and . Therefore, 53 wavelengths ( ) is required for CP implementation, which shows 32.5% growth in terms of network resource cost. In this case, we have and , , and . We also investigate the impact of using WCs on fairness. Table II presents the performance of MT and CS policies for the above example when all nodes are equipped by WCs. As reported in Table II , even if MT policy is not used, utilizing WCs considerably improves the fairness ratio.
Comparison of Tables I and II illustrate the following. 1) For systems without WCs, using MT allocation policy results in a very good fairness ratio (i.e., ).
2) Deploying WCs not only decreases the overall blocking probabilities but also improves the fairness ratio. For example, the overall blocking rate of the system using MT allocation without WCs is equal to 0.0733 for , whereas this metric for the network with WCs is 0.0226. 3) In both cases, with and without WCs, MT allocation mechanism is able to improve the fairness ratio. One can see that and for the networks with and without WCs, respectively. 4) The optimal thresholds in the network with WCs are smaller than the ones in the network without WCs.
VII. CONCLUSION AND FUTURE WORKS
We have described an approach to the problem of dynamic wavelength allocation in all-optical WDM networks. First, the problem has been formulated for a two-hop path in an MDP framework and the optimal policy is obtained using the policy iteration method. It is proved that the optimal policy which maximizes the reward function is a monotonic nondecreasing switching curve. Properties of the optimal policy enabled us to propose a simple heuristic allocation algorithm to provide fairness in WDM ring networks with and without WCs. The simulation results, carried out for two-hop tandem and four-node ring networks, show that both DP and heuristic algorithms yield significant performance improvement compared with CP and CS policies. One can interpret and as the costs just after event and exactly before taking action . Using these operators, the dynamic programming (7) can be rewritten as (22) We will prove that by induction in three steps. In
Step 1, we show that . Assuming , we establish in Step 2, that both and . Finally, in Step 3, we conclude that .
A. Step 1
One can easily verify that satisfies inequalities (8)- (10) and as a result .
B. Step 2
Assuming that , one can show that both and . Let us first prove that . In doing so, we first show that satisfies (8) and (23) is valid for all four possible values of and as follows. Case 1: Assume that and . According to operator, it can can be noticed that
Using (20), we can deduce
On the other hand, the multimodularity of implies that (27) According to the assumption of this case, the right-hand side of inequality (27) 
