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ABSTRACT 
 
The Dynamic Matrix Control (DMC) is a subset of Model Predictive Control (MPC) algorithm 
introduced in early 1980s. It is a proven method which gives good performance. It is also the 
only technique which is able to consider model constraints.  
 
This project deals with the study, design and application of Dynamic Matrix Control for an 
unconstrained single input and single output system. The step response of the plant has been used 
for model prediction. The objective function used is “Least square objective function” which is 
based on squares of difference between predicted output and actual plant input .The strategy 
applied in DMC is to optimize the objective function, for this we use a unique expression of 
feedback matrix k (which is obtained through simple calculus). 
 
Further the response of plant being controlled by DMC controller is obtained which are 
significantly better than the step response of the plant. Then study of the effect of DMC 
parameters P (prediction horizon), N (model length), M (control horizon length), W1(error 
weight matrix), W2(control weight matrix) on plant response have been done. After this, effect 
of disturbance on the plant response and effect of weighting tuning parameters is also discussed. 
A plant with random noise and it’s control is also discussed.  
 
The last chapter of this thesis holds the application domain, which shows the applicability of 
DMC through a simple DC motor. First, modelling of DC motor is done, then it is further tested 
in SIMULINK. Then the same is used for getting appropriate set-point trajectory of motor output 
at a set armature voltage for no load case. Further in this section, control of motor with no load 
and with load, both the cases are discussed. Further, capability of DMC with different load 
values is tested. Next comes testing DMC control law against varying load and then DMC is 
tested against variation of loading time. In all the above given scenarios DMC performs very 
well. All the above analysis is supported by MATLAB simulations. 
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1. INTRODUCTION  
 
1.1 What is DMC: 
 
This algorithm was developed firstly by Shell Oil engineers in late 1970’s and was intended for 
its use in petroleum refineries. Dynamic Matrix Control or in short DMC is a control algorithm 
designed specially to predict the future response of a plant [1]. Now-a-days its applications are 
found in a wide variety of areas including aerospace applications, chemicals, food processing 
and automotive. 
 
 
1.2 MOTIVATION: 
 
Mostly controllers (which are other than model predictive) are designed in analog domain and 
then they are executed by the microcontrollers or microprocessors. This all needs conversion of 
controller transfer function from continuous to digital domain. They may also need discretized 
model of plant. In this conversion some approximations are used, so we can conclude that the use 
of conventional controllers requires an additional step of conversion for implementation. 
 
But DMC is inherently discrete time control technique. It do not require any Conversion of plant 
transfer function and even do not require any plant model. It simply uses the sampled data taken 
from the step response of the plant before starting the control action. This data acts as a model 
for plant.  
 
1.3 How does DMC works: 
 
The main motive of Model Predictive Control is to find the input signal that best satisfies to a 
given performance criterion, it predicts how the system will behave if the signal is applied. 
This algorithm uses the samples of step response of plant to capture plant’s nature and solves a 
control problem for an optimal control action to track the given input. Following approximation 
is used for plant response [1]: 
 
Y(k) = ∑ 𝑆 
 
   ∆𝑢    
         =  𝑆 ∆𝑢   + 𝑆 ∆𝑢   ……+ 𝑆 ∆𝑢    
 
               
It’s work can be summarized into following steps [5]: 
 
1   Find step response coefficients matrix 
                 S = [s1,s2,s3,s4…….sn]. 
 
2   Find Sf and Sp matrix from S. 
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3   Declare W1 and W2 matrix and calculate feedback gain  
     Matrix: 
     K = ( 𝑆 
  W1   W1  𝑆  + W2 
  W2 )    𝑆 
 
 W1   W1 
4   find error E = r – y_free. 
 
5   Find required change in control weight at instant k: 
     ∆𝑢 (𝑘) = K*E and update the value of controller output as: 
     u(k+1) = uinitial + ∆𝑢 (𝑘) . 
 
6   Get the response of plant at instant k+1: 
      y(k+1) with respect to u(k+1) and set point value r. 
 
7   Get a prediction of future response of plant from     approximation is    used for plant response 
as: 
Ymod(k+1) = S(1)* ∆𝑢 (𝑘) + Sp* ∆𝑢 
 + 𝑆( )   (   + 1) 
 
8    Now, update this value as new value of y_free. 
Now, repeat step 4 to step 7 for each new value of time 
instant. 
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2.0 Model Predictive Control (MPC) 
 
2.2 Primary components of MPC  
 
Main components of Model Predictive Control method can be named as [5]: 
 
1. The Process Model 
2. The Cost Function 
3. The Optimizer 
The process model includes the step response coefficients of the controlled process and this 
process model is used to predict the response of the process with respect to various manipulated 
control variable values. Then minimization of cost function ensures that the error is reduced and 
other parameters such as control moves’ magnitude is penalized as per constraints on plant. In 
the last step through different optimization techniques application results in an output and this 
output gives the input sequence for the next prediction horizon.  
Aim of Model Predictive Control is to predict the input signal to the plant that can at best satisfy 
to some criterion. At each time step, k, an optimization problem is solved. An objective function 
(usually quadratic) is minimized, over a prediction horizon of P time steps by a selection of 
manipulated variable moves over a control horizon of M control moves.  
 
Fig.1. Receding Horizon Control  
Only the first move is applied on the plant, although M moves are optimized. After 𝑢  is 
implemented, the measurement at the next time step, 𝑦     is obtained, A correction for model 
error is performed, since the measured output 𝑦    will, in general, not be equal to the model 
predicted value. Then a new optimization problem is then solved, again, over a prediction 
horizon of P steps by adjusting M control moves. This approach is also known as “Receding 
Horizon Control”. 
DMC is based on the step response model, which has the form [1]   :    
 13  
 
    𝑦 ̂ = ∑ 𝑆 
   
   ∆𝑢   + 𝑆 ∆𝑢           (1)               
     =  𝑆 ∆𝑢   + 𝑆 ∆𝑢   ……+ 𝑆   ∆𝑢     + 𝑆 ∆𝑢    
Where 𝑦 ̂ is the model prediction at time step k, and ∆𝑢    is the manipulated input N steps in 
the past. Since, model-predicted output is unlikely to be same as actual measured output of plant 
𝑦 , here we get another term “additive disturbance” which causes this inequality. It can be 
termed as 𝑑 . So, “corrected prediction” can be written as  
 𝑦 ̂
 
 =   𝑦 ̂ + 𝑑 .   
For 𝑗   step in future   𝑦   ̂
 
 =   𝑦   ̂ + 𝑑   .   
  𝑦   ̂
 
 = ∑ 𝑆 
 
   ∆𝑢      + ∑ 𝑆 
   
     ∆𝑢     + 𝑆 𝑢      + 𝑑   .  (2) 
Note that here two assumptions are taken in consideration, they are as: 
1. Constant additive disturbance assumption : 
   𝑑   ̂ =   𝑑     ̂ = ……= 𝑑   . 
2. There are no control moves beyond control horizon of M steps : 
∆𝑢    = ∆𝑢      = …..=∆𝑢     = 0. 
Now, if we try to write (2) in matrix form for prediction horizon of P and control moves of M 
steps we get [1]: 
 
?̂?  ⏟
          
                 
=  𝑆 ∆𝑢  ⏟   
          
                  
     
+  𝑆    ∆𝑢     ⏟  
                    
+ d̂⏟
predicted disturbances
  (3) 
𝑟  ?̂?  ⏟    
          
                  
=  𝑟  {    𝑆    ∆𝑢    + ?̂?⏟⏟         
              (                 
                               )      
} -  S
f
∆uf ⏟  
          effect of 
       current and future
moves
  (4)               
 
Now, we take a least-square objective function [1]: 
 Ø =  ∑ (  𝑒   
 )      +    𝑤 ∑ (  ∆𝑢    )
    
                      (5) 
Where, both first and second summation can be expressed in matrix form as: 
 ∑ (  𝑒   
 )      = ( 𝐸
 )  𝐸          (6) 
 𝑤 ∑ (  ∆𝑢    )
    
     = (∆𝑢  ) 
  𝑊∆𝑢        (7) 
 
Therefore, from (4),(6),(7) we can express (5) in matrix form as: 
Ø =    (E  𝑆 ∆𝑢 )
  (E  𝑆 ∆𝑢 ) + (∆𝑢  ) 
  𝑊∆𝑢      (8) 
Solution for the minimization of the above given optimization function is [1]: 
∆𝑢 =   ( 𝑆 
 𝑆  +  W ) 
    (𝑆  ) 
 
⏟      
 
   E       (9) 
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Since only current control move is applied (or for M=1), we use first row of K matrix  
∆𝑢 =  𝐾  E           (10) 
 
2.2 Basic Structure of MPC : 
 
 
 
Figure 2: Basic structure of MPC [4] 
 
2.3 Introduction to DMC tuning parameters: 
  
Tuning parameters of a dynamic matrix controller can be given as [5]: 
 
N      Model length  
P       Prediction horizon 
M     Control horizon 
W1   Error weight matrix 
W2   Control weight matrix 
 
Model length (N):  
This parameter defines the number of samples of step response of the plant to be taken by the 
controller. 
Prediction horizon (P): 
This parameter defines the number of future response predictions of the plant to be done by 
controller for every new value of controller output. 
Control horizon (M): 
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This parameter defines the number of future control actions calculated by the controller to get the 
desired response. 
 
Error weight matrix (W1): 
This matrix holds the value for error term in control law. It is an important parameter for DMC 
tuning. 
 
Control weight matrix (W2): 
This matrix holds the value of weight assigned to control moves. 
 
2.4 DMC tuning steps: 
 
 The model horizon N should be selected such that N*∆t  ≥ open loop settling time. ∆t is 
the time interval between successive intervals. Normally, the value of N is taken from 20 
– 70. Now, if    is the dominant time constant of system, then the settling time would be 
around 5  . If we take around 50 steps then 5   is approximately equal to 50∆t.  
 P should cover the main dynamic part of step response. If P is increased results in more 
gradual control action but increases computational time. 
 For monotonous dynamic characteristics M = 1 to 2. 
 For oscillation dynamic characteristics M = 4 to 8. 
 Generally, W1= I (identity matrix) and W2= p I , where p is a constant . Larger values of 
p penalize the control moves making the system response sluggish. 
 If P>>M then weight p  0, this is because if p has integral values then control moves 
become very large and aggressive. 
 
2.5 Advantages of MPC  
 
There are various reasons for MPC to be so much successful. Some of the major contributing 
points are: 
 
1. It can the handle the structural changes in the plant or process. 
 
2. It allows consideration of plant constraints therefore profit is more. 
 
3. Actuator limitations can also be considered with the plant constraints. 
 
4. Since, implemented on microcontrollers which are very fast in calculations, complex 
control optimization algorithms can be implemented. 
 
5. Non-minimal phase, system with inverse response and unstable processes can be 
controlled easily. 
 
6. It can handle MIMO systems and multivariable control problems naturally. 
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2.6 Applications of MPC 
 
 Servo mechanism 
 Pulp and paper plant 
 Aviation  
 Aerospace  
 Distillation column 
 Robotic arm  … etc. 
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Cost Function   
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3. Cost Function 
3.1 Cost Function or Objective Function 
 
Cost function gives a measure of performance of the controller. The objective function is the 
performance criterion for controller. It is required, that the controller makes plant to follow a 
particular set point trajectory with satisfying some performance criterion. This is achieved by 
minimizing the cost function or objective function. Every objective function contains the 
respective sub functions which are required to be penalized or preferred. 
 
3.2 Types of Cost Function 
 
There are various different kinds of objectives functions. Few of them are Standard Least-
Squares or Quadratic Objective Function, Absolute Value Objective Function, etc. 
 
Quadratic Objective Function: 
 
This objective function is summation of squares of the predicted errors and the control moves. 
Here, Predicted errors are the differences between model predicted outputs and the set points. 
Control moves are the applied or predicted changes in control action by the controller. Say, a 
quadratic objective function has a prediction horizon of length 2 and a control horizon of length 
1 then it’s expression can be written [1]: 
 
Ø =  ( 𝑟      𝑦   )
   +  ( 𝑟      𝑦   )
    + w ∆𝑢 
  
 
Here, y represents the model predicted output, r is the set point, ∆u is the change in manipulated 
input from one sample to the next and w  is a weight for the changes in the manipulated input. 
Sample time for which the objective function is being taken is indicated by the subscripts where,  
k denotes the current sample time. For a prediction horizon of P and a control horizon of M, the 
least Squares objective function can written as [1]: 
 
Ø =    ∑ ( 𝑟      𝑦   )
  
    + w∑ ∆𝑢   
    
    
 
 
Absolute Value Objective Function: 
 
This is another possible objective function which simply takes a sum of the absolute values of 
the predicted errors and control moves. Though this type of objective function is fairly simple as 
compared to quadratic objective function, the latter is more suitable in its approach handling the 
non -linear process models. For a prediction horizon of 2 and a control horizon of 1, the absolute 
value objective 
function is [1]:  
 
Ø =  |( 𝑟      𝑦   ) |     + |( 𝑟      𝑦   ) |  + w | ∆𝑢 |      
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Quite similar to quadratic objective function, it has the following general form for a prediction 
horizon of P and a control horizon of M [1]: 
 
Ø = ∑ |( 𝑟      𝑦   ) |   
 
    + w ∑ | ∆𝑢 |     
   
    
 
The optimization problem in hand is solved as a result of minimization of the objective function. 
This is obtained by adjusting the M control moves, subject to modeling equations and constraints 
on the inputs and outputs. 
 
Hence,        ∆      ∆         Ø 
 
3.3 Cost function used 
 
In the present project we are using quadratic objective function. It mainly contains two parts one 
which defines error (deviation of plant response from set point trajectory) and other defines size 
of control moves use to control the system (or controller output). With both of the parts a weight 
is present which is used for effecting the consideration of error and amplitude of control weights. 
W1 defined in tuning parameters is associated with error part, it is known as Error Weight and 
W2 is used for penalizing the control moves, it is known as Control Weight.  
 
 
 
 
 
 
 
 
 
 20  
 
 
 
 
 
Chapter 4 
MATLAB implementation of 
DMC 
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4. MATLAB implementation of DMC 
 
4.1 Response of a plant being controlled by DMC : 
 
Consider a plant transfer function given below: 
G(z) = 
           
              
 
Controller parameter values: 
 
Prediction horizon length P=10, 
Control horizon length M=1, 
Model length N=50, 
Control weight W2=0,  
Error weight W1=1. 
MATLAB parameters : 
Delt      = 0.1 sec 
Timesp = 1 sec 
Tfinal   = 5 sec 
 
Results : 
 
Step response coefficients of plant : 
 
In the above program the value of N=50. This shows that the number of samples of the plant 
response, to be taken by the controller. Here in the fig.3 the step response coefficients of the 
plant are shown. They sampled at the sampling time period of 0.1 sec.  
 
Response of plant being controlled by DMC and DMC control output: 
 
Here , in the below given fig.4 the response of the plant is shown .We can see that it’s rise time is 
much better than the actual step response without the controller. The respective controller output 
is also shown which has very gradual control actions and prevent it to be prone to modeling 
uncertainty. 
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Fig3.  step response coefficients of plant 
 
Fig 4 .  Plant output  and  DMC controller output 
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4.2 Effect of DMC tuning parameters on plant response: 
Consider the same plant and same control parameters as given in above program. 
Effect of Prediction Horizon (P): 
Prediction horizon defines the predicted future output values. In the below given fig. 5 the value 
of P is varied from 10 to 3 and other values are kept constant M=1, N=50, W2=0, W1=1.  
As we can see in the response that when value of P is increased the output reaches the set point is 
very slowly and for lower values of P response is faster. For lower values of P, higher control 
action is required and it is more prone to modeling uncertainty. 
Fig..5 Effect of prediction horizon P on plant output and controller output 
Effect of control horizon (M): 
 
Control horizon defines the number of future control actions calculated by controller. In the 
below given fig. 6 the values of M = 1, 3, 5 in different responses and other values are kept 
constant P=10, N=50, W2=0, W1=1.As we can see in the response for smaller values of M, plant 
response reaches to set point value very slowly and controller output in very gradual and for 
higher values of M , the response  becomes faster in reaching the set point value. 
 
 But, for higher values of M, controller becomes more sensitive to external noises. So, higher 
values of M are not chosen usually. 
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Fig 6. Effect of control horizon length M on controller response and plant response 
 
Effect of model length (N): 
Model length defines the number of plant’s step response samples to be taken by controller. 
Model length must be such that full dynamic characteristic of plant is captured. If it is not 
adequate then controller has model errors and poor performance. In the below given fig.7 we 
take N=30, N=50, N=10. We can see 
 
that for N=50 and N=30 the response of plant is almost same and has no sign of instability. But 
for N=10 we can see that response becomes instable which is due to small value of N which is 
incapable to hold sufficient dynamics of plant response.  
 
Effect of error weight matrix W1 and control weight matrix W2 : 
W1=diag[w1 w1 w1…P-times]  
 and  
W2=diag[w2 w2 w2 …M-times] 
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Fig 7. Effect of model length (N) on plant response and controller output 
 
w1 and w2 are very important tuning parameters.w1(ERROR WEIGHT) is used mainly for 
controlling the rise time of response.w2 (CONTROL WEIGHT)  is used mainly for getting 
gradual control signal. 
 
Here we take a system transfer function: 
 G(z) = 
      
                
    
And disturbance = 
   
      
  
 
The system response and disturbance are superimposed and therefore the samples taken by 
controller become erroneous. Fig. 8 shows the step response coefficients of plant with 
disturbance. Here, we see that the obtained response is a little higher in magnitude than response 
shown in fig. 3.  
Now when the step response coefficient values shown in fig. 8 are fed to DMC controller having 
all parameter values set to: P=10, M=1, N=50, W2=0 and varying W2 as:  W1=1,4,7.We get 
following responses of plant and controller: 
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Fig.8 step response coefficients of plant with disturbance 
 
Fig .9 Plant response and controller output for w1=1,4,7, P=10, M=1, N=50, W2=0 
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We can see in fig. 9 that if the value of W1 is increased it results in faster response but that 
results in overshoots and also has large values of control moves. Whereas, we can see the system 
response in fig 10. if we vary W2  as : w2= 1,4,7 and keep all the other parameters constant : 
M     Model length  = 50   
P       Prediction horizon = 10 
M     Control horizon = 1 
W1   Error weight matrix = 1 
W2   Control weight matrix = varying  
 
We can see in fig 10 that the plant response becomes faster for lower values of W2 but it has 
much impact on control moves. So, we can conclude that this parameter must be use for 
producing gradual response of control moves. 
 
Fig.10 plant response and controller output w2=1,4,7 
4.3 Finding appropriate value of W2 to get a response with low rise time and gradual 
control moves: 
As we know that for lower values of P we get faster response but at the expense of much more 
control action. But what if we cannot afford high magnitude control input as in the case of 
constrained systems. 
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Error weight value can help us in getting desired response with gradual control input. We can get 
a similar response with gradual control action with an appropriate value of W2. 
 
We can set fractional values of w2 to get similar response with lesser control action. Negligible 
overshoots may be present in the response by this method. In the below given simulation fig. 11 
we can see that for w2=0.1 control response is very similar to the response for w2=0. As we 
increase w2 the overshoots increase. 
 
 
Fig 11 Obtaining a faster response with gradual control moves 
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5.  System Noise and Disturbances 
 
5.1 Effect of noise on controller performance with different values of control horizon 
length: 
 
For analyzing a plant with noise consider the following: 
G(z) = 
      
                
 = plant 
Disturbance : D = [ 0.1  -0.1  0.1  -0.1  0 ………… 0] 
Controller parameter values: 
P=10, M=1,2 , N=50, W2=0, W1=1. 
MATLAB parameters : 
Delt      = 0.1 sec 
Timesp = 1 sec 
Tfinal   = 5 sec 
 
Here, the fig. 12 shows the response of system for M=1 and has no disturbance added. But in fig. 
13 system has added noise and we can see that it’s response shows irregular behavior .We can 
see that for system having disturbances with  
 
 
 
Fig 12.plant without noise and M=1 
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Fig 13.plant with noise and M=1 
 
small values of M are not much sensitive to system noise. Now, the fig. 14 shows the response of 
system for M=2 and has no disturbance added. But in fig. 15 system has added noise and we can 
see that it’s response shows UNSTABLE behavior. So, it becomes clear that for system having 
disturbances with higher values of M become more sensitive to system noise . 
 
Fig 14.plant without noise and M=2 
 32  
 
 
Fig 15.plant with noise and M=2 
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6. Application: 
 
6.1 D.C. Motor modelling and testing through SIMULINK 
 
6.1.1 Modelling DC Motor: 
Let us consider a case of permanent magnet DC motor as given in fig. 16 below. First figure 
shows armature (rotor) circuit where, Va is armature voltage, Ra is armature current, La 
armature leakage inductance, Vb is back emf of motor.  In the second an equivalent diagram for 
armature mechanical loading is given where Jm is moment of inertia of rotor, bm is mechanical 
damping constant, TL is load torque. For modelling of DC motor we need to write some 
equations [3]: 
 
By armature circuit:     Va= Ra ia + La  
   
  
   + Vb   [6.1] 
Where,  Vb = k ia  
By mechanical (load) equation:    Jm  
  
  
   = Tm – TL –  b ω   [6.2] 
Where,  Tm = k’ ω 
From [6.2] we get motor speed (ω):       ω =  
             
       
     [6.3] 
 
From [6.1] we get motor torque (Tm): Tm = k  
(     )
(       )
     [6.4] 
 
Now, we assume that our machine is ideal i.e. full electrical energy is converted into mechanical 
energy, it means k = k’= km (say). Therefore, by the use of above given equations we get a 
model shown in fig. 17.  
 
 
 
 
 
Fig .16 permanent magnet DC motor [3] 
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Fig. 17 DC motor model [3] 
 
6.1.2 Testing through SIMULINK:  
 
To test the model we need to initialize some values to the constants and motor parameters [3]: 
 
Km = 0.9 Nm/A, Ra = 1 Ω, La = 2 m H, Jm = 0.002 kg  ,bm = 0.00012 Nm/rpm 
 
By putting the above given values, we get the equation shown below and through this equation 
we get a model given in fig.18. 
 
ω  =   
     
(                              )  
   -   
(         )   
(                              )  
 
 
 
  
Fig 18. SIMULINK model of DC MOTOR 
 
 36  
 
In the fig.18, model shown is the reduced two block model of DC motor. Model in fig. 17. has 
very distributed structure, so, a simplified structure is made. Both of the models produce similar 
responses. Now, we have to prefer armature control strategy for the motor therefore we need to 
know that how much armature voltage (Va) input produces required rotor velocity. One more 
important information is to be derived and that is the maximum possible torque (TL) that can be 
applied at a given Va. This all is done for no load case therefore the load value which brings 
down the rotor speed to zero, is considered as maximum load or stall load which is applicable to 
the motor at a given armature voltage.  
 
So, for this, we take response with respect to two voltages Va = 30Volts. The first figure in fig.19 
shows the no load response of motor which produces motor speed of 33 rpm for Va = 30V. In the 
second figure armature voltage (Va) is still set to 30V and we go by multiple hit and trials, we get 
that for TL of 27N.m, output comes to zero (i.e. motor halted). 
This means that 27Nm  is stall load value for Va=30V. This data would be further utilized in 
DMC control strategy.  
 
 
Fig.19. Motor response with no load and maximum torque (stall torque) values. 
 
 
6.2 D.C. Motor (with no load) control by DMC 
 
Now, since we enough knowledge about DC motor model and it’s parameter values and also it’s 
constraints so, we can proceed to make a DMC code for such system. Consider the following 
tuning parameter values for motor control case: 
 
DMC parameters: P=10, M=1, N=600,W1=1,W2= 0. 
Motor parameters: Km = 0.9 Nm/A, Ra = 1 Ω, La = 2 m H, Jm = 0.002 kg   
   bm = 0.00012 Nm/rpm 
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Motor transfer function (no load case):      
 
 
 
  
   = 
     
(                              )  
   
 
 
MATLAB parameters:  
 
Set point value for motor speed (ysp) = 30 rpm 
Armature voltage value used to derive step response coefficients (Va) = 5 Volts 
Load value applied (TL) = 0 Nm 
Sampling time period for step response capture (delt) = 0.0001 sec 
Step input time (timesp) = 0.01sec 
Full simulation time (tfinal)   = 0.06 sec 
 
 
Simulation results: 
 
 
 
 
Fig. 20. Step response coefficient values for model length N=600 
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Fig. 21. Plant (motor) output and DMC output 
 
Observation:  
 
As we can see in fig.20 and fig. 21 that DMC preforms satisfactorily good. Since, the rise time 
and gradual control moves are subject to proper values of control weights. We can conclude by 
these results, that since DMC have a large domain of tuning parameters therefore, it can result in 
better responses. Betterment of the responses is discussed in the coming sections.  
 
6.3 D.C. Motor (with non-zero fixed load) control by DMC 
 
In the previous case we have discussed DC motor with no load. Now, in this section we put some 
load values to the motor and then try to maintain the required speed. Usually, DC motors in 
industries are started with no load and when they reach at a certain speed (or sustained state) a 
load is introduced. Same thing we are going to simulate in MATLAB. Consider the following 
tuning parameter values for motor control case: 
 
DMC parameters: P=10, M=1, N= 600,W1=0.4,W2= 0. 
Motor load (TL) = 27 N m. 
Motor transfer functions: 
 
  
 
  
=  
     
(                              )  
    [6.3.1] 
    
   
 
  
  =  
(         )   
(                              )  
     [6.3.2] 
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MATLAB parameters: 
Delt       = 0.0001 sec (sampling time for step response coefficients’ generation) 
Timesp  = 0.01 sec (time at which armature voltage is applied) 
Tfinal    = 0.06 sec (total simulation time) 
Timespl = 0.03sec (time at which load is applied) 
ysp        = 30 rpm 
 
Simulation results:  
 
As we can see that in this case we have taken a larger number of step response coefficients 
shown in fig. 22, this provides better controller performance. The plant (motor) response 
obtained with respect to the given parameter values, is shown in fig. 23. In the fig. 23.  we can 
see the plant output rises gradually and at t =0.03 sec. load is applied, this causes a momentary 
drop in motor speed and after some time motor again runs at the set speed. 
 
 If we see the corresponding controller output we can see that manipulated variable input value 
rises suddenly at t = 0.03 sec. and this behavior is obvious, since at that instant load  is applied 
and which draws the speed lower that the set point value.  
 
 
 
 
Fig. 22. Step response coefficient values for model length N=600 
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Fig. 23. Plant (motor) output deriving a load at specified speed and DMC output. 
 
6.4 D.C. Motor with different load values  
 
By the simulation done in previous section we are assured that, DMC can control the motor 
driving a load, maintaining a specified speed. Now, it’s the time to look for it’s capabilities with 
respect to various load values. Here, in the below given simulation results TL (load value) is 
different for every curve.  
 
We can see in fig.24. that for high value of load, TL = 27 Nm the rise time of the motor speed 
response is affected and as we decrease the load, we get that the rise time and undershoot in 
speed response is smaller. But one thing which is very important is that in every case controller 
proves capable enough to bring motor speed back to specified value. This shows good set point 
tracking ability of DMC.  
 
Rise time and undershoots are sometimes very critical issues. Some performance criterions 
prevalent in industries contain a specified lower value for rise time and there may be constraints 
on the torque value up to which the rotor shaft can withstand. Sudden application of high load 
and instantaneous reaction of controller to rise the speed may exert a lot of torque, so these 
conditions must also be avoided. All this makes rise time an important issue. It is good to see that 
problem of higher rise time with higher loads can be solved by DMC parameters. It is discussed 
in next coming section.  
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Fig. 24. Motor responses with respect to various load values and controllers output 
 
 
6.5 Motor response with better rise time and different load values 
 
Here, in fig. 25 and fig. 26 we see that by increasing control horizon (M) value and reducing 
control weight (W2), we get better or lower rise time in the motor response. It is true that 
increase in control horizon makes the system more sensitive to external noises and decreasing 
control weights reduces the penalty over control moves so, control moves become violent. 
Therefore, in the given scenario we can increase the value of control horizon until we do not get 
significant effect of noises over plant response. And decrease in control weight can be done until 
the controller output reaches the plant’ input constraint value.  
 
As we can see in fig 25 the controller response that for M = 2, control moves are very violent and 
extend more than 220 volts so , if there is a motor which can withstand up to 200 Volts, can be 
damaged due to this high voltage. So, we can conclude that problem of higher rise time must be 
solved by selecting very appropriate set of control horizon and control weight.  
 
In fig. 26 control weights are utilized for getting better rise time with less violent control moves. 
In the first fig. a, control weight is varied and control horizon is fixed to M=2. We can see by the 
response that for w2= 1 response is same as in fig. 23, but as we decrease the value of w2, we get 
smaller rise time in motor response (plant output) and the control moves (controller output) are 
also not very violent. 
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Fig. 25. Faster motor responses with different loads and control horizon length (M) 
 
 
Fig.26(a) Faster motor responses with different loads and DMC tuning weights by varying 
control weight w2 
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Fig. 26(b) 
 
Fig. 26. Faster motor responses with different loads and DMC tuning weights. 
(a) By varying control weight w2, (b) By varying error weight w1 
 
Now, we come to fig.26. b. In this figure we can see that the motor speed (plant out put) and 
controller output which is almost same as shown in fig. (a). This shows a very important property 
of DMC, it can produce similar responses for both the cases (viz. varying w1 and w2= 1 or 
constant and varying w2 and w1 = 1 or constant). 
 
This is because actual tuning parameter λ which is ratio of w1 and w2. This means that w1= 5, 
w2 =1 and w1=1, w2 = 0.2 will produce absolutely same response. Similarly w1 = 10, w2 =2 and 
w1 =2, w2 = 0.4 will produce same response. This property gives freedom for getting any 
response without getting stuck with constraints of plant or limitations on tuning weights’ values. 
 
6.6 Control of D.C. Motor with load varying during run time 
 
From the previous section we can conclude that that DMC is capable enough to deal with various 
values of load and even meet the required performance specification without breaking the 
constraints limit. But, what about a random or unknown or varying load. In this section we 
analyze the applicability of DMC for such cases.  
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Fig. 27. Motor responses with multiple shifts in load (increasing) and controller response 
 
Here, we have taken two cases, one is of increasing load (TL=15 Nm, 25 Nm) and other is of 
decreasing load ( TL = 25Nm, 15Nm). As we can see in fig. 27, load at t = 0.02 sec. is TL = 
15Nm and at t = 0.04 sec. is TL = 25Nm, this shift in load causes sudden rises in the controller 
output twice.  
 
We can conclude in this case that DMC can easily handle multiple increasing load values one 
after another. Now, fig..28. shows that in the case of decreasing load motor may produce an 
overshoot i.e. it may run above set point value of rotor speed for some time. So, this overshoot 
value must be kept under acceptable levels.  
 
One more thing is important here, that is, whether we can still get better rise time or set point 
regain in such case of increasing or decreasing load or not. This question is answered by fig. 29. 
In the figure we can see that by reducing the value of control weights (W2) we can increase the 
rise time and even the overshoot due to decreased load value can be slightly reduced.  
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Fig. 28. Motor responses with multiple shifts in load (decreasing) and controller response 
 
 
 
Fig.29. Motor responses with decreasing load, better set point regain and controller response 
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6.7 Control of D.C. Motor with different load application time: 
 
Up till now we have seen that DMC can deal with the various load values, even varying loads 
with good performance. Since, DMC works on step response model of the plant so, does the 
loading time effects the DMC performance? Is it necessary to put the load at a fixed/defined 
time? Practically it is difficult to put a load absolutely at a specified time. Answer to this 
question is very simple, if we include load transfer function in deriving step response coefficients 
then we need to fix the time of application of load.  
 
But the simulations done here are produced by a DMC which has derived it’s step response 
coefficients without considering load transfer function. This means that no load transfer function 
is used for deriving the step response coefficients but in updating the model value we have 
considered both armature transfer function [6.3.1] and load transfer function   [6.3.2].  
 
In the responses in fig. 30, load is applied at four different instants (at t = 0.02, 0.025, 0.03, 0.035 
sec.). We can easily conclude that plant responses and the corresponding controller outputs are 
absolutely same for different value of loading time. This shows that loading time is never fixed 
and we can easily load the motor as per our convenience.    
 
 
Fig. 30. Motor responses with different loading time and controller response 
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7. Conclusion and future work 
 
7.1 Conclusion: 
 
In this project, a dynamic matrix control algorithm is developed in the MATLAB. Simulations 
show that parameters like the model length N, prediction horizon P and the control horizon M, 
must be suitably chosen. In that way, the control algorithm leads the system to the desired set 
point. Simulations show that there is no need for a very long prediction horizon. Feasibility and 
stability is assured even for short prediction horizons which guarantee that the output reaches the 
set point. 
 
The control weight w2 and error weight w1 are most important tuning parameters, especially 
when any performance criteria have to be met. Hence, short horizons are preferred in this project 
as the computational time is less. In addition to obtaining a control algorithm which works well, 
another objective was to look at the applicability of DMC controller. By taking a simple DC 
motor and various cases of loading, associated simulations show that DMC is very effective tool 
for controlling various plant with unknown/complex dynamics or unknown disturbance inputs.   
 
7.2 Future work: 
 
This work was dedicated to analysis and application of DMC controller. By further study one can 
get better modifications to deal with the systems having time variant nature. Optimization of 
objective function may lead better responses. We can even make a self-tuning DMC by using an 
identification method for deriving transfer function of the plant online, with respect to the past 
inputs and outputs. This can be a breakthrough in DMC control strategy.  
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