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SEMICONVERGENCE AND RELAXATION PARAMETERS FOR
PROJECTED SIRT ALGORITHMS∗
TOMMY ELFVING† , PER CHRISTIAN HANSEN‡, AND TOURAJ NIKAZAD§
Abstract. We give a detailed study of the semiconvergence behavior of projected nonsta-
tionary simultaneous iterative reconstruction technique (SIRT) algorithms, including the projected
Landweber algorithm. We also consider the use of a relaxation parameter strategy, proposed re-
cently for the standard algorithms, for controlling the semiconvergence of the projected algorithms.
We demonstrate the semiconvergence and the performance of our strategies by examples taken from
tomographic imaging.
Key words. projected Landweber iteration, simultaneous iterative reconstruction technique,
relaxation parameters, semiconvergence, nonnegativity constraints, tomographic imaging
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1. Introduction. Computational tomography, as well as many other large-scale
ill-posed imaging problems, lead to large linear systems of equations (often inconsis-
tent) with noisy data, of the form
(1.1) Ax  b, b = b¯+ δb, A ∈ Rm×n,
where b¯ denotes the exact data and δb is the perturbation consisting of additive noise.
The matrix A comes from the discretization of an ill-posed linear problem such as the
Radon transform. The numerical solution of these systems calls for the use of iterative
regularization methods, and it is often necessary to incorporate additional constraints
to the reconstruction. In this paper we assume that the solution must belong to a
convex set, e.g., the positive orthant corresponding to nonnegativity constraints. Such
constraints incorporate prior physical knowledge about the solution, and therefore
they typically lead to smaller reconstruction errors (see Figure 2.1 for an example).
Some applications of projected iterative methods in seismology, image restoration,
nonnegative matrix factorization, matrix completion, and supervised learning can be
found in [1], [2], [3], [7], [23], [28], [31], [32].
We focus on regularizing iterations with semiconvergence, where the iteration
number plays the role of the regularizing parameter. In the early stages the iteration
vector approaches a regularized solution, while continuing the iteration leads to iter-
ation vectors deteriorated by noise; cf. [1], [19], [20], [22], [27]. The semiconvergence
of projected iterative methods has been noted in several papers [2], [3], [7]. It is also
discussed in [19] and analyzed in an inﬁnite dimensional setting by Eicke [16].
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The main goal of our paper is to analyze semiconvergence for a class of nonstation-
ary iteration methods in Rn, often referred to as simultaneous iterative reconstruction
technique (SIRT) [17], [21], including Landweber and Cimmino iterations, with a focus
on their constrained companion versions that include projection in each iteration.
In a previous paper [18] we studied semiconvergence properties of unconstrained
SIRT methods using a constant relaxation parameter. We also proposed two new
nonstationary relaxation strategies and provided an asymptotic convergence analy-
sis. Here we extend the semiconvergence analysis in two ways: (i) we include the
constrained versions of SIRT, and (ii) we allow a certain family of nonstationary re-
laxation parameters which includes the two strategies already proposed in [18]. We
also show that the bound for the noise-error using one of the strategies is smaller than
the bound for the other. This theoretical result is conﬁrmed by our numerical results.
We note that the role of the relaxation parameter is really twofold. The classical
use of the step-length in optimization algorithms is to guarantee global (and fast)
convergence. On the other hand, as demonstrated both theoretically and numerically
in this paper, the step-length can also be used to suppress noise in connection with
semiconvergence.
We start with a brief summary of the SIRT methods and their constrained versions
followed by our analysis of semiconvergence. Next we discuss our parameter-choice
strategies, and we ﬁnish with a few numerical examples from medical tomography.
Throughout the paper ‖ · ‖ denotes the vector and matrix 2-norm, and for z ∈ Rm
and a symmetric positive deﬁnite (SPD) matrix M ∈ Rm×m we deﬁne the weighted
Euclidean norm ‖z‖M =
√
zTMz. Moreover, M1/2 is the square root of M , and ρ(Q)
is the spectral radius of the matrix Q.
2. Projected SIRT methods. The classical (unprojected) SIRT method and
its projected version P-SIRT are summarized below.
Algorithm SIRT. Choose an arbitrary initial vector xˆ0 ∈ Rn and a sequence of
positive relaxation parameters {λk}, and update the iteration vector xˆk by means of
(2.1) xˆk+1 = xˆk + λkA
TM(b−A xˆk), k = 0, 1, 2, . . . .
Several well-known methods can be written in the form (2.1) for appropriate
choices of the matrix M . With M equal to the identity we get the classical Landweber
method [24]. Cimmino’s method [12] is obtained with M = MC =
1
mdiag(1/‖ai‖2),
where ai denotes the ith row of A. The component averaging (CAV) method [11] uses
M = MCAV = diag(1/
∑n
j=1Nja
2
ij), where Nj is the number of nonzeros in the jth
column of A. The original proposals of some unprojected SIRT methods use weights
[17], but for simplicity we do not include weights here.
Algorithm P-SIRT. Let C denote a closed convex set, and let PC be the metric
projection onto the set C. Choose an arbitrary initial vector x0 ∈ Rn and a sequence
of positive relaxation parameters {λk}, and update the iteration vector xk by means
of
(2.2) xk+1 = PC
(
xk + λkA
TM(b−Axk)
)
, k = 0, 1, 2, . . . .
This is an instance of the gradient projection algorithm, for M = I often called
the projected Landweber iteration, which aims at ﬁnding a solution of
(2.3) min
x∈C
1
2‖Ax− b‖2M .
The following convergence result is given in, e.g., [4] and [29].
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Fig. 2.1. Reconstruction errors for the Cimmino and DROP methods in their unprojected and
projected versions, and with a ﬁxed relaxation parameter. We used three diﬀerent relative noise
levels. A = unprojected algorithm with iterates xˆk; B = projection applied to xˆk giving the vectors
PC(xˆk); C = projected algorithm with iterates xk.
Theorem 2.1. Let ρ = ρ(ATM A), and assume that 0 <  ≤ λ ≤ (2 − )/ρ and
also that the solution set of (2.3) is nontrivial. Then the sequence generated by (2.2)
with λk = λ converges to a solution of (2.3).
In [25] linear convergence of the projected Landweber method was shown, and in
[23] an expression for the rate constant was derived.
The constrained problem (2.3) has a solution for any right-hand side b if and only
if A(C), the image set of C, is closed; cf. [9, p. 444], [28, p. 442]. This is the case,
e.g., if C is bounded or when the objective function is coercive, i.e., the null space of
A is nontrivial. Note that for this case the objective function is strictly convex and
a unique solution exists. Although these results are interesting, it is important to
remember that for ill-conditioned problems—even in the ﬁnite dimensional case con-
sidered here—the solution set is usually completely deprived of any physical meaning
due to the inverted noise. However, numerical results [3], [28] show that the method
exhibits semiconvergence so that during the ﬁrst steps the iterates improve, while
later due to noise propagation they start to deteriorate.
By introducing an SPD matrix S in the two SIRT algorithms (2.1) and (2.2) we
obtain the iterations
xˆk+1 = xˆk + λkSA
TM(b−A xˆk),
xk+1 = PC
(
xk + λkSA
TM(b−Axk)
)
,
k = 0, 1, 2, . . . .(2.4)
The latter is known as the scaled gradient projection method [4, pp. 209–210]; if we
choose M = MC and S = diag(m/Nj) in the former, then we obtain the diagonally
relaxed orthogonal projection (DROP) algorithm from [10]. When the matrix is dense,
Nj = m, and Cimmino’s method is obtained. When Nj < m, DROP takes larger
stepsizes than Cimmino, which can much improve the initial rate of convergence [10],
[11]. For recent developments and applications using the scaled gradient projection
method see [3], [6], and [7].
Before continuing we brieﬂy illustrate the importance of solving the constrained
problem—instead of solving the unconstrained problem, possibly followed by a pro-
jection. For a certain test problem (see section 6) and with C equal to the nonnegative
orthant, M = MC and S = diag(m/Nj), we computed the reconstruction errors asso-
ciated with the solutions xˆk from the unprojected algorithms (Cimmino and DROP),
the projected vectors PC(xˆk) (i.e., the projection onto C of the unprojected iterates
xˆk), and the iterates xk from the projected algorithms. Figure 2.1 shows the mini-
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mum reconstruction errors for three diﬀerent noise levels (the optimal iteration index
k depends on the noise level). Clearly, the projected algorithms give the smallest re-
construction errors. Most often the set C is chosen so as to satisfy a natural physical
constraint from the application at hand; a typical example is nonnegativity arising,
e.g., in tomography.
Below we study the semiconvergence behavior of Algorithm P-SIRT, as well as
the scaled gradient projection method, using a decreasing sequence of relaxation pa-
rameters λk. The total error can be decomposed into two parts—the iteration error
and the noise error. These two errors can be represented by two functions both de-
pending on the iteration index, the relaxation parameter, and the singular values of
a matrix. In [18] we analyzed the behavior of these two functions and proposed new
strategies to choose relaxation parameters in Algorithm SIRT in such a way that they
control the propagated noise-error. We will show that this analysis, slightly modiﬁed,
is valid also for the projected algorithms considered here.
3. Analysis of semiconvergence for P-SIRT. In this section we study the
errors in the iterates xk of Algorithm P-SIRT. Write the singular value decomposition
(SVD) of M1/2A as
(3.1) M1/2A = U ΣV T ,
where Σ = diag(σ1, . . . , σp, 0, . . . , 0) ∈ Rm×n with σ1 ≥ σ2 ≥ · · · ≥ σp > 0, and p is
the rank of A. Then B ≡ ATMA = (M1/2A)T (M1/2A) = V ΣTΣV T and ρ(B) = σ21 .
Let x¯ be the solution to (2.3) with the noise-free right-hand side,
x¯ = argmin
x∈C
1
2‖Ax− b¯‖2M .
Moreover, let xk and x¯k denote the iterates of Algorithm P-SIRT using the noisy and
the noise-free right-hand side, respectively. Then the error in the kth iterate clearly
satisﬁes xk − x¯ = xk − x¯k + x¯k − x¯, and therefore
(3.2) ‖xk − x¯‖ ≤ ‖xk − x¯k‖+ ‖x¯k − x¯‖.
Hence the error decomposes into two components—the noise error xk − x¯k and the
iteration error x¯k − x¯ (in [19, p. 157], where unprojected Landweber iteration is
treated, they are called “approximation error” and “data error”). It is the interplay
between these two error-terms that explains the semiconvergence of the method. We
split the analysis of these errors into two cases, depending on the rank of A, and we
start with the case rank(A) = n.
3.1. The full column-rank problem. First we present an elementary result
that is useful for our analysis.
Lemma 3.1. Let q = ‖I − λB‖. Assume that rank(A) = p = n and σ1 >
√
2σn.
Further assume that λ fulfills 0 <  ≤ λ ≤ (2− )/σ21 . Then
(3.3) q =
⎧⎪⎪⎨⎪⎪⎩
1− λσ2n, 0 < λ ≤
2
σ21 + σ
2
n
,
λ σ21 − 1,
2
σ21 + σ
2
n
≤ λ < 2/σ21 .
Proof. Let a = 1−λσ2n and b = 1−λσ21. Using the SVD, one ﬁnds q = ‖I−λB‖ =
max(|a|, |b|). We need to check four possible sign combinations of a and b.
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10−3 10−2 10−1
100
101
102
103
Ψk(σ,100)
k = 10
k = 30
k = 90
k = 270
σ−1
Fig. 3.1. The function Ψk(σ, λ) as a function of σ for λ = 100 and k = 10, 30, 90, and 270.
The dashed line shows 1/σ.
• The case (+,+). Then 0 < λ ≤ 1/σ21 (< 1/σ2n) and we ﬁnd q = a.
• The case (−,−). Then λ ≥ 1/σ2n (> 1/σ21). Using Theorem 2.1, we require
that 1/σ2n < 2/σ
2
1 , which gives σ1 <
√
2σn, contradicting the assumptions of
this lemma.
• The case (−,+). Then λ ≥ 1/σ2n and λ ≤ 1/σ21, which is a contradiction.
• The case (+,−). Then 0 < λ ≤ 1/σ2n and λ ≥ 1/σ21 . Assume ﬁrst that q = a
so that a > −b, which implies 1/σ21 ≤ λ ≤ 2/(σ21 + σ2n)(< 1/σ2n). Next, if
q = −b so that −b > a, one gets 2/(σ21 + σ2n) ≤ λ ≤ 1/σ2n.
Remark 3.2. The above results may be obtained by a single graph of q; see
Figure 4.4 in [30].
For inverse problems σn 	 σ1 and hence 2/(σ21 + σ2n) ≈ 2/σ21 . Therefore, we will
consider only the case q = a = 1− λσ2n in what follows.
In our analysis we will assume that the sequence of relaxation parameters is
nonnegative and nonascending:
(3.4) 0 < λi+1 ≤ λi.
The following theorem considers the noise-error, while the iteration error is considered
in Theorem 3.8; see also Figure 3.1.
Theorem 3.3. The noise-error in Algorithm P-SIRT is bounded above by
(3.5) ‖xk − x¯k‖ ≤ σ1λ0
σnλk−1
Ψk(σn, λk−1) ‖M1/2δb‖,
with
(3.6) Ψk(σ, λ) ≡ 1− (1− λσ
2)k
σ
.
Proof. We have
xk − x¯k = PC
(
xk−1 + λk−1 ATM(b−Axk−1)
)− PC(x¯k−1 + λk−1 ATM(b¯−A x¯k−1)).
Hence, using the nonexpansivity of the projection operator,
‖xk − x¯k‖ ≤ ‖(I − λk−1B)(xk−1 − x¯k−1) + λk−1ATMδb‖.
Deﬁning
(3.7) eNk = ‖xk − x¯k‖, δ = ‖ATMδb‖, qk = ‖I − λkB‖,
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PROJECTED SIRT ALGORITHMS A2005
we get
(3.8) eNk ≤ qk−1eNk−1 + δλk−1.
It follows by induction that
eNk ≤
k−1∏
i=0
qie
N
0 + δ
k−1∑
s=1
λs−1
k−1∏
i=s
qi + δλk−1.
Since x0 = x¯0, and using (3.4), it follows that
eNk ≤ δλ0
k−1∑
s=1
k−1∏
i=s
qi + δλk−1.
By Lemma 3.1 we have qi = 1 − λiσ2n when 0 < λi < 2/(σ21 + σ2n). Hence, using
(3.4), we have qi ≤ 1 − λkσ2n = qk for k ≥ i. We stress that this property is crucial
throughout our proof. Thus
eNk ≤ δλ0
k−1∑
s=0
qsk−1(3.9)
= δλ0
1− qkk−1
1− qk−1 = δλ0
1− (1− λk−1σ2n)k
λk−1σ2n
.(3.10)
Using the bound δ ≤ σ1‖M1/2δb‖ the upper bound in (3.5) emerges.
Remark 3.4. A similar bound for the noise-error in the unprojected case, assuming
a constant relaxation parameter, was derived in [18, (3.2)], without the factor σ1/σn.
The reason for the presence of this factor here is that we need to use norms and
inequalities to utilize the nonexpansiveness of the projection operator. For the same
reason, the bound (3.5) might be quite pessimistic since it now holds for any closed
convex set C. Another reason is that the estimates used to arrive at (3.9) are rather
crude.
Remark 3.5. When λk = λ for all k ≥ 0, the bound (3.5) becomes
(3.11) ‖xk − x¯k‖ ≤ σ1
σn
Ψk(σn, λ) ‖M1/2δb‖,
and for λσ2n 	 1 we have
(3.12) ‖xk − x¯k‖ ≈ λk σ1‖M1/2δb‖,
showing that k and λ play the same role in suppressing the noise. The same obser-
vation is made in [1, p. 145] for Algorithm SIRT, and the observation also applies to
(3.13) in the previous remark.
Remark 3.6. If A is a bounded linear operator mapping from an inﬁnite dimen-
sional Hilbert space to another inﬁnite dimensional Hilbert space, so that the range
of A is not closed (e.g., A is a compact operator), then σn → 0 for n → ∞. Eicke [16,
Thm. 3.4], using a constant relaxation parameter λ, derives the following bound:
(3.13) ‖xk − x¯k‖ ≤ λ δ k, δ = ‖ATM δb‖.
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Table 3.1
The unique root ζk ∈ (0, 1) of gk−1(y) = 0 (cf. (3.14)) as a function of the iteration index k.
k ζk k ζk k ζk k ζk k ζk k ζk
2 0.3333 7 0.8156 12 0.8936 17 0.9252 22 0.9424 27 0.9531
3 0.5583 8 0.8392 13 0.9019 18 0.9294 23 0.9449 28 0.9548
4 0.6719 9 0.8574 14 0.9090 19 0.9332 24 0.9472 29 0.9564
5 0.7394 10 0.8719 15 0.9151 20 0.9366 25 0.9493 30 0.9578
6 0.7840 11 0.8837 16 0.9205 21 0.9396 26 0.9513 31 0.9592
We note that when λk = λ, (3.9) in the above proof becomes
eNk ≤ δλ
k−1∑
s=0
(1− λσ2n)s,
and hence lim ‖xk − x¯k‖ = δ λ k as σn → 0 similar to (3.13). Our bounds (3.5) and
(3.11) can be seen as extensions of this result for σn > 0 and, in the case of (3.5), for
a nonstationary algorithm.
Next we give an alternative upper bound for the noise error, which we will use
in section 5.3 to give bounds for two speciﬁc relaxation strategies that satisfy (3.4).
Following [18], we consider the equation
(3.14) gk−1(y) = (2k − 1)yk−1 − (yk−2 + · · ·+ y + 1) = 0,
which has a unique real root ζk ∈ (0, 1). The roots satisfy 0 < ζk < ζk+1 < 1 and
limk→∞ ζk = 1 (see [18, Propositions 2.3, 2.4]), and they can easily be precalculated;
see Table 3.1.
Theorem 3.7. Assume that σ1 ≤ 1/
√
λk−1; then
(3.15) ‖xk − x¯k‖ ≤ σ1λ0
σn
√
λk−1
1− ζkk√
1− ζk
‖M1/2δb‖,
where ζk is the unique root in (0, 1) of (3.14).
Proof. Using [18, Proposition 2.3], we obtain the following bound for the function
Ψk(σ, λ) appearing in (3.5):
max
1≤i≤n
Ψk(σi, λk−1) ≤ max
0<σ≤σ1
Ψk(σ, λk−1)
≤ max
0<σ≤1/
√
λk−1
Ψk(σ, λk−1) ≤
√
λk−1
1− ζkk√
1− ζk .(3.16)
The assumption in the theorem implies
(3.17) σ1 ≤ 1/
√
λk−1 ⇔ λk−1 ≤ 1/σ21.
Then by (3.5) and (3.16), and assuming (3.17), we obtain the bound in (3.15).
We note that the case λk−1 ∈ (1/σ21 , 2/σ21) is discussed in [18, Remark 2.2]. Next
we give a bound for the iteration error, again assuming that (3.4) holds.
Theorem 3.8. The iteration error in Algorithm P-SIRT is bounded above by
(3.18) ‖x¯k − x¯‖ ≤ σnΦk(σn, λk−1)‖x0 − x¯‖,
where x0 is the initial vector and
(3.19) Φk(σ, λ) ≡ (1 − λσ
2)k
σ
.
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Proof. We use the following characterization of the constrained solution (see, e.g.,
[5, Proposition 3.3b]):
(3.20) x¯ = PC
(
x¯+ λATM(b¯−A x¯)), λ > 0.
Then (again using the nonexpansivity of the projection operator)
‖x¯k − x¯‖ ≤ ‖x¯k−1 − x¯− λk−1B(x¯k−1 − x¯) + (λk−1 − λ)ATM(b¯−A x¯)‖.
With
eitk = ‖x¯k − x¯‖, μk = |λk − λ|, c = ‖ATM(b¯−A x¯)‖,
this can written
(3.21) eitk ≤ qk−1eitk−1 + μk−1c,
where qk is deﬁned in (3.7). Since (3.20) holds for any λ > 0 (so that x¯ is independent
of λ), we may use a diﬀerent value of λ in μk for any index k ≥ 0, so that μk = 0, k ≥ 0.
It follows from (3.21) that
eitk ≤ qkk−1eit0 = (1− λk−1σ2n)k‖x¯0 − x¯‖,
and since x¯0 = x0, this completes the proof.
Figure 3.2 shows the actual noise-error and iteration error for a certain test prob-
lem (see section 6) and three noise levels for Algorithm P-SIRT with M = MC (Cim-
mino) with the optimal ﬁxed λ (as deﬁned in section 5.1). The dashed lines are
proportional to the upper bounds in (3.11) and (3.18) except that we have omitted
the factors σ1/σn and ‖x0 − x¯‖, which make the bounds unrealistically pessimistic.
The important observation is that, after some initial iterations, our bounds track the
behavior of the two types of errors, illustrating that our analysis (except for unrealistic
scaling factors) indeed describes the actual behavior of the errors.
Note that the iteration error, in the top part of the ﬁgure, increases after about
30 iterations; this is caused by the system being inconsistent. For comparison pur-
poses, the bottom part of the ﬁgure shows the behavior when we solve a consistent
system with the same matrix and a modiﬁed right-hand side.
3.2. The rank-deficient problem. In tomographic reconstruction applications
the matrix often fails to fulﬁll the assumption rank(A) = n needed in Lemma 3.1,
and an important case is the underdetermined problem with m < n. In order to ana-
lyze Algorithm P-SIRT for such problems, we consider the following slightly modiﬁed
problem, in the form of a regularized problem with regularization parameter α and
“balancing parameter” μ = ‖M‖:
(3.22) min
x∈C
1
2
(
‖Ax− b‖2M + α2μ‖x‖2
)
= min
x∈C
1
2
∥∥∥∥(AαI
)
x−
(
b
0
)∥∥∥∥2
̂M
,
where M̂ = diag(M,μI). The factor μ is introduced to balance the terms ‖Ax− b‖2M
and μ‖x‖2; for example, μ = 1 for Landweber and μ = m−1/mini ‖ai‖2 for Cimmino.
Note that the negative gradient of the objective function in (3.22) is ATM(b−Ax)−
α2μx. Hence one step of Algorithm P-SIRT takes the form
(3.23) xk+1 = PC
(
xk + λk
(
ATM(b−Axk)− α2μxk
))
,
which is a standard projected SIRT step with a small correction.
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Fig. 3.2. Comparison of actual errors with our bounds for three diﬀerent noise levels η =
‖δb‖/‖b¯‖. NE = noise-error; NE–b = our bound (3.11) with the factor σ1/σn omitted; IE = iterations
error; IE–b = our bound (3.18) with the factor ‖x0 − x¯‖ omitted. Top: Results for an inconsistent
system of equations. Bottom: Similar results for a consistent system with the same coeﬃcient matrix.
To analyze the noise- and iteration errors for the modiﬁed iteration in (3.22), we
ﬁrst consider the following error formula for the noise-error, which is derived similarly
to (3.8):
‖xk − x¯k‖ ≤ qˆk−1‖xk−1 − x¯k−1‖+ δλk−1,
in which qˆk = ‖(1−λkα2μ)I−λkB‖. We next relate qˆk to the SVD (3.1) by considering
an extension of Lemma 3.1.
Lemma 3.9. Let qˆ = ‖(1 − λα2μ)I − λB‖ and α2μ = σ2p, and assume that
σ1 >
√
3σp, where p = rank(A). Also assume that λ fulfills the condition 0 <  ≤ λ ≤
2/(σ21 + σ
2
p). Then
(3.24) qˆ =
⎧⎪⎪⎨⎪⎩
1− λσ2p, 0 < λ ≤
2
σ21 + 2σ
2
p
,
λ(σ21 + σ
2
p)− 1,
2
σ21 + 2σ
2
p
≤ λ < 2
σ21 + σ
2
p
.
Proof. Using the SVD, we ﬁnd
qˆ = max(|aˆ|, |bˆ|, |cˆ|), aˆ = 1− λα2μ− λσ2p, bˆ = 1− λα2μ− λσ21 , cˆ = 1− λα2μ.
We need to check the eight possible sign combinations of (aˆ, bˆ, cˆ).
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• The case (+,+,+). Then aˆ ≥ 0 gives λ ≤ 1/(2σ2p), bˆ ≥ 0 gives λ ≤ 1/(σ21 +
σ2p), and cˆ ≥ 0 gives λ ≤ 1/σ2p. We conclude that for this case 0 < λ ≤
1/(σ21 + σ
2
p). Obviously q = cˆ holds.
• The case (−,−,−). Then λ ≥ 1/σ2p. Hence by the convergence assump-
tions we must have 2/(σ21 + σ
2
p) > 1/σ
2
p, which implies σ1 < σp, which is a
contradiction.
We next note that if bˆ > 0, then also aˆ, cˆ > 0, so this case is already treated. Thus
three cases remain: (+,−,+), (+,−,−), and (−,−,+).
• The case (+,−,+). Using the sign conditions on aˆ, bˆ, cˆ and the upper bound
in the convergence conditions, one ﬁnds 1/(σ21 + σ
2
p) ≤ λ < 2/(σ21 + σ2p).
Now qˆ = cˆ or qˆ = −bˆ. In the ﬁrst subcase cˆ ≥ −bˆ, which in turn implies
0 < λ ≤ 2/(σ21 + 2σ2p). The second subcase qˆ = −bˆ implies −bˆ > cˆ, which in
turn implies λ ≥ 2/(σ21 + 2σ2p).
• The case (+,−,−). Then we get λ < 1/(2σ2p), λ > 1/σ2p, which is a contra-
diction.
• The case (−,−,+). The sign conditions lead to 1/(2σ2p) ≤ λ < 1/σ2p. Hence
it must hold that 1/(2σ2p) ≤ 2/(σ21 + σ2p), leading to σ1 ≤
√
3σp, which is a
contradiction.
Using Lemma 3.9, we can now repeat the steps in the semiconvergence analysis
for the unregularized case, and we arrive at the same expressions for the noise- and
iteration errors, respectively, when applying Algorithm P-SIRT to problem (2.3) and
problem (3.22).
In practice, our computational experience with Algorithm P-SIRT (2.2) shows
that for underdetermined and/or rank-deﬁcient problems the unregularized algorithm
gives results that are indistinguishable from those of the regularized algorithm. If one
wants a guarantee that semiconvergence takes place, however, then one should use
the regularized step from (3.23) in the projected algorithm.
4. The scaled gradient projection method. We will now extend the above
analysis of the semiconvergence properties to the scaled gradient projection method.
Following [4], we deﬁne yk = S
−1/2xk and A¯ = AS1/2 and get
xk + λkSA
TM(b−Axk) = S1/2
(
yk + λkA¯
TM(b− A¯yk)
)
.
Assuming that
(4.1) PC(Su) = SPC(u) for any u ∈ Rn
the iteration (2.4) becomes
(4.2) yk+1 = PC(yk + λkA¯TM(b− A¯ yk)), k = 0, 1, 2, . . . .
Therefore, the convergence results for the unscaled gradient projection method apply
to the sequence {yk}. We next observe that if yk → y∗, then xk → S1/2y∗ for k → ∞.
Hence with x∗ = S1/2y∗ it follows that ‖A¯ y∗− b‖M = ‖Ax∗− b‖M . This justiﬁes the
use of (2.4) for solving problem (2.3).
Assumption (4.1) is satisﬁed, e.g., when S is diagonal with positive elements
(as in DROP) and C represents nonnegativity constraints. If C corresponds to box
constraints, then the assumption is, in general, not fulﬁlled; in this case one can use
the CAV method [11], which, for the unconstrained case, shows a behavior similar to
that of DROP.
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Our semiconvergence analysis can easily be extended to the iteration in (2.4). For
the noise-error we get
‖xk − x¯k‖ ≤ ‖(I − λk−1SATMA)(xk−1 − x¯k−1) + λk−1SATMδb‖,
and then we should take
qk ≡ ‖I − λkSATMA‖
= ‖S1/2(I − λkS1/2ATMAS1/2)S−1/2‖
= ‖I − λkS1/2ATMAS1/2‖.
Now we can use the SVD of M1/2AS1/2 (rather than (3.1)), and Lemmas 3.1 and 3.9
will be valid.
5. Choice of relaxation parameters. Several strategies for picking the relax-
ation parameter (or step-length) λk have been proposed, and below we discuss the
use of some of these strategies for Algorithm P-SIRT. Other choices, e.g., of adap-
tive type, can be found in [4] together with corresponding convergence results. A
state-of-the-art study of step-length selection for nonnegativity constraints is given in
[3], where scaled gradient projection methods, such as those in [6] and [23], are also
considered.
5.1. Optimal fixed parameter. One strategy is the optimal choice strategy:
this means ﬁnding that constant value of λ which gives rise to the fastest convergence
to the smallest relative error in the solution. The value of λ is found by searching
over the interval (0, 2/σ21). This strategy requires knowledge of the exact solution, so
for real data one would ﬁrst need to train the algorithm using simulated data; see [21]
and [26].
5.2. De Pierro and Dos Santos (DPDS) strategy. This strategy is based
on picking λk such that the error ‖x∗ − xk‖ is minimized in each iteration, where x∗
is any solution to Ax = b which is assumed to be consistent. For the case S = I we
obtain
(5.1) λk =
rTk M rk
‖ATM rk‖2 , rk = b −Axk.
This case was investigated by De Pierro [14] for linear systems (using Cimmino itera-
tion) and Dos Santos [15] for general convex objective functions, and we refer to (5.1)
as the DPDS strategy. Let Q = ∅ denote the set
(5.2) Q = {x |Ax = b, x ∈ C}.
It follows from [15, Theorem 1] (after some adaption to our case) that xk → x∗ ∈ Q
as k → ∞. So in this case we are really solving a convex feasibility problem rather
than a constrained optimization problem.
Next consider the case S = I. We ﬁrst derive the relaxation parameter for the
unconstrained case (which to our knowledge was not done previously). To do this we
consider (cf. (4.2) without PC) the step
yk+1 = yk + μkpk with pk = A¯
TM(b− A¯ yk).
Let y∗ = S−1/2x∗ such that A¯y∗ = b. Now apply the DPDS principle min ‖yk+1−y∗‖
again, giving
μk = p
T
k (y
∗ − yk)/‖pk‖2.
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It follows after some calculations (and transforming back to xk) that
μk =
rTk Mrk
‖ATMrk‖2S
,
with rk = b−Axk. We may now use (2.4) with the above choice λk = μk. Assuming
that both (4.1) and (5.2) are satisﬁed, convergence toward a point in the set Q is
ensured. To our knowledge no results on semiconvergence using the DPDS strategy
are known.
5.3. Diminishing stepsize strategy. For the diminishing stepsize strategy, the
relaxation parameter must fulﬁll
λk > 0 and λk → 0 such that
∑
k λk = ∞.
This strategy is described together with convergence results in [4, pp. 43, 207–208] and
[29, p. 140]. Here we consider two diminishing stepsize strategies that were recently
proposed and analyzed in [18] for the unprojected SIRT algorithm. The idea behind
these strategies is to monitor and control the noise-error, and we refer the reader to
[18, pp. 328–329] for a motivation for this. Since we now have derived error bounds
for Algorithm P-SIRT that are similar to those for Algorithm SIRT, it is natural to
also use these in the constrained case.
We propose the following two rules for picking relaxation parameters in
Algorithm P-SIRT, where ζk are the roots of (3.14):
(5.3) Ψ1−rule : λk =
{ √
2σ−21 for k = 0, 1,
2σ−21 (1− ζk) for k ≥ 2,
(5.4) Ψ2−rule : λk =
⎧⎪⎨⎪⎩
√
2σ−21 for k = 0, 1,
2σ−21
1− ζk
(1− ζkk )2
for k ≥ 2.
Both these strategies are of diminishing stepsize type [18, Propositions 3.1 and 3.3].
In our numerical tests we found that (5.4) usually gives faster convergence than (5.3).
We next bound the noise-error for the two strategies. First we check the assump-
tion (3.17). Using the numerical values from Table 3.1, we ﬁnd that (3.17) is satisﬁed
when k ≥ 3 and k ≥ 6 for strategies Ψ1 and Ψ2, respectively. Hence we get
(5.5) Ψ1−rule : ‖xk − x¯k‖ ≤ σ
2
1λ0
σn
√
2
· 1− ζ
k
k
1− ζk ‖M
1/2δb‖, k ≥ 3,
and
(5.6) Ψ2−rule : ‖xk − x¯k‖ ≤ σ
2
1λ0
σn
√
2
· (1− ζ
k
k )
2
1− ζk ‖M
1/2δb‖, k ≥ 6,
where we have used 1/
√
λk−1 ≤ 1/
√
λk to get simpler formulas. Since
(1− ζkk )2
1− ζk ≤
1− ζkk
1− ζk = 1 + ζk + ζ
2
k + · · ·+ ζk−1k ≤ k,
we see that strategy Ψ2 has a lower upper bound for the noise-error than strategy Ψ1,
and both can (rather crudely) be bounded by k.
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In [18] we also proposed accelerating the above two strategies by replacing λk
with
√
2σ−11 for k < k0 and τ λk for k ≥ k0, where τ and k0 are parameters to be
chosen. Speciﬁcally, we have
(5.7) modiﬁed Ψ1-rule: λk = τ
2
σ21
(1− ζk), k ≥ k0,
with 0 < 1 ≤ τ < (1 − ζk)−1 for k ≥ k0, and
(5.8) modiﬁed Ψ2-rule: λk = τ
2
σ21
1− ζk
(1− ζkk )2
, k ≥ k0,
with 0 < 2 ≤ τ < (1 − ζkk )2/(1 − ζk) for k ≥ k0. The reason for the bounds on τ is
that they will guarantee (as is easily seen) that the corresponding modiﬁed relaxation
parameters are in the appropriate interval (0, 2/σ21). In this paper we use k0 = 2
and τ = 2 for strategy Ψ1 and τ = 1.5 for strategy Ψ2. The modiﬁed strategies also
belong to the diminishing step-length type; for a proof see [18].
6. Computational results. We report on some numerical tests with an exam-
ple taken from the ﬁeld of tomographic image reconstruction from projections, using
the SNARK93 software package [8] and the standard head phantom from Herman
[22]. This software generates a sparse matrix A, an exact solution x¯ (which represents
the “phantom”—see Figure 6.2), and a right-hand side b¯ that represents the noise-free
data.
By using SNARK93’s right-hand side b¯, which is not generated as the product
Ax¯, we avoid committing an inverse crime where the exact same model is used in the
forward and inverse problems.
Our phantom has size 63 × 63, leading to an exact solution of length n = 3969,
and we add Gaussian noise δb to the exact data scaled such that η = ‖δb‖/‖b¯‖ equals
0.01, 0.05, and 0.08. As the set C we use the positive orthant such that we enforce
nonnegativity on the reconstructions. We use Algorithm P-SIRT and the projected
scaled gradient projection method (2.4), and for both methods we compute and plot
the relative errors ‖x¯− xk‖/‖x¯‖ for k = 1, 2, . . . , 100.
All computations are done with the AIR Tools software package [21]. Note that
the parameter-choice strategies need an estimate of the spectral radius, and we use
a few Lanczos iterations to estimate ρ(ATMCA) and ρ(S A
TMCA), as implemented
in [21]. This approach is fast because for our matrices with nonnegative elements, by
experience, the largest eigenvalue is well separated from the others.
In our ﬁrst experiment we use an overdetermined problem in which the number
of nonzero rows of the matrix is m = 5430, and we checked that this matrix has
full rank. Figure 6.1 shows the relative error histories for two projected methods,
P-Cimmino and P-DROP, using the optimal ﬁxed relaxation parameter as well as the
DPDS strategy (5.1) and the modiﬁed Ψ1 and Ψ2 strategies (5.7)–(5.8). These curves
clearly show the semiconvergence of the iterations, as expected from our analysis.
The zigzagging behavior of the DPDS strategy (for the unconstrained case) was also
noted in [13, pp. 497 and 504] and in [18]; the reason seems to be that this strategy
assumes consistent data.
For the ﬁxed-λ case we clearly see the semiconvergence of the iterations, as ex-
pected from our analysis. For the modiﬁed Ψ1 and Ψ2 strategies we also have semi-
convergence to the same minimum error, but the strict minimum is attained after a
much larger number of iterations; see Table 6.1. The phantom and the reconstructions
are shown in Figure 6.2.
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Fig. 6.1. Relative error histories ‖x¯−xk‖2/‖x¯‖2 for the overdetermined system, for three noise
levels. The black circles denote the minimum error.
Table 6.1
The number of iterations needed to reach the minimum reconstruction error, and the minimum
relative error at that point for the overdetermined problem.
η = 0.01 η = 0.05 η = 0.08
iterations min iterations min iterations min
P-Cimmino
optimal λ 42 0.0692 22 0.1306 16 0.1709
mod. Ψ1 >50,000 — 2322 0.1317 264 0.1726
mod. Ψ2 ≈48,500 0.0693 358 0.1316 81 0.1723
DPDS 21 0.0691 10 0.1387 10 0.1674
P-DROP
optimal λ 43 0.0990 22 0.1308 16 0.1710
mod. Ψ1 >50,000 — 2308 0.1316 262 0.1726
mod. Ψ2 ≈47,000 0.0691 357 0.1316 81 0.1724
DPDS 21 0.0691 10 0.1384 10 0.1673D
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Exact image η =  0.01 η =  0.05 η =  0.08
Fig. 6.2. The exact image (the phantom) and the three optimal reconstructions for the overde-
termined problem (the diﬀerence between the reconstructions from the diﬀerent methods is indistin-
guishable).
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Fig. 6.3. Relative error histories for the underdetermined system.
The important observation here is that for the larger noise levels the errors for
the modiﬁed Ψ1 and Ψ2 strategies exhibit a a fast-converging initial phase following
the errors associated with the optimal λ. When they reach an error level close to
the minimum, they enter the second phase, where the convergence slows down. This
demonstrates that our diminishing stepsize strategy is able to control the iterations
as desired in such a way that the initial convergence is as fast while convergence slows
down approximately when the minimum error is reached.
In our second experiment we use a highly underdetermined system with the same
D
ow
nl
oa
de
d 
10
/1
2/
12
 to
 1
92
.3
8.
67
.1
12
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
PROJECTED SIRT ALGORITHMS A2015
η =  0.01 η =  0.05 η =  0.08
Fig. 6.4. The three optimal reconstructions for the underdetermined problem.
Table 6.2
Same as Table 6.1 for the underdetermined problem.
η = 0.01 η = 0.05 η = 0.08
iterations min iterations min iterations min
P-Cimmino
optimal λ 36 0.121 19 0.185 12 0.235
mod. Ψ1 >30,000 — 1098 0.187 72 0.239
mod. Ψ2 ≈16,000 0.141 211 0.187 33 0.239
DPDS 18 0.121 10 0.188 8 0.240
P-DROP
optimal λ 38 0.141 19 0.200 12 0.248
mod. Ψ1 >30,000 — 1169 0.202 69 0.252
mod. Ψ2 ≈23,000 0.141 220 0.202 32 0.252
DPDS 18 0.141 10 0.201 8 0.253
63 × 63 phantom and m = 1376 nonzero rows in A, corresponding to measurements
with fewer rays in the projections. This examples allows us to demonstrate experimen-
tally that the projected algorithms still show semiconvergence and that our parameter-
choice algorithms also work for these systems—in spite of the lack of a full theory.
Figure 6.3 shows the same relative error histories as before, and the conclusion is
the same as above—even though our theory does not cover this case. The optimal
reconstructions are shown in Figure 6.4, and Table 6.2 lists the minimum errors and
the number of iterations needed to reach them.
Finally, we return to the underdetermined system, and this time we solve the
regularized system (3.22) by means of Cimmino’s method for which μ = ‖M‖ = 0.31.
As long as the regularization parameter α is small, we compute essentially the same
solutions as those for the unregularized problem. For example, if we choose α =
σp/
√
μ = 2.5 · 10−4/√0.31 = 4.3 · 10−4 according to Lemma 3.9, then the 2-norm of
the diﬀerence between the iterates is always less than 3 · 10−8, and if α = 10−2, then
the norm of the diﬀerence is less than 2 · 10−5. We conclude that while incorporating
regularization into the problem is a safeguard which ensures that the theory holds, it
may not be needed in practice.
Conclusion. Using a descending relaxation parameter sequence in Algorithm
P-SIRT, we derived a formula for the inﬂuence of noise in the right-hand side for two
cases. The ﬁrst case is when rank(A) = n, and the second is for a regularized problem
with no rank restrictions on A. In both cases we show that the algorithm exhibits
semiconvergence. Further we showed that relaxation strategies, previously deﬁned
for unconstrained problems, can also be applied to constrained problems. We also
demonstrated the performance of our strategies by examples taken from tomographic
imaging.
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