Abstract. The Zernike radial polynomials are a system of orthogonal polynomials over the unit interval with weight x. They are used as basis functions in optics to expand fields over the cross section of circular pupils. To calculate the roots of Zernike polynomials, we optimize the generic iterative numerical Newton's Method that iterates on zeros of functions with third order convergence. The technique is based on rewriting the polynomials as Gauss hypergeometric functions, reduction of second order derivatives to first order derivatives, and evaluation of some ratios of derivatives by terminating continued fractions.
Classical Orthogonal Polynomials: Hofsommer's Newton Method
The generic third order Newton's Method to compute roots f (x) = 0 numerically improves solutions x i → x i+1 = x i + ∆x iteratively, starting from initial guesses, via computation of corrections
where f (x), f ′ (x) and f ′′ (x) are the function and its first and second derivatives at the current best approximation x i [8, 11, 14] . For some classes of orthogonal polynomials, f ′′ /f ′ can be derived from f /f ′ [12, 24] , which means the update can be done to third order at essentially no additional numerical expense. If we divide the differential equation of the classical orthogonal polynomials, for example as tabulated in [1, 22.6] [17], (2) h 2 (x)f ′′ + h 1 (x)f ′ + h 0 (x)f = 0, through f ′ , (1) turns into
Structure relations [18] relate the ratio f /f ′ to ratios at shifted indices n as tabulated for example in [1, 22.8] , g 2 (x)f ′ n (x) = g 1 (x)f n (x) + g 0 (x)f n−1 (x); (4)
. (5) The benefit is that the three-term recurrence equations, in the notation of [1, 22.7] (6) a 1,n−1 f n (x) = (a 2,n−1 + a 3,n−1 x)f n−1 (x) − a 4,n−1 f n−2 (x), lead to terminating continued fraction representations for f /f ′ (7) f n−1 (x) f n (x) = a 1,n−1 a 2,n−1 + a 3,n−1 x − a 4,n−1
fn−2(x) fn−1(x)
. This is recursively inserted into the denominator of (5) to lower the index n until f 0 /f 1 is reached, which avoids problems with cancellation of digits. This work here implements this strategy for the family of Zernike polynomials, f = R m n , namely (i) fast calculation of f ′′ /f ′ from f /f ′ , (ii) calculation of f /f ′ from terminating continued fractions, both without evaluation of f or its derivatives via direct methods like Horner schemes.
Zernike Polynomials: Derivatives and Roots
2.1. Definition. We define Zernike radial polynomials in Noll's nomenclature [21, 23, 15, 26, 2, 25] for n ≥ 0, n − m = 0 mod 2, m ≤ n as Following the original notation, we will not put the upper index m in R m n -which is not a power-into parentheses. The normalization integral is (10)
The complete set of examples for n ≤ 4 is
The inversion of (9) decomposes powers x i into sums of R m n (x), (i ≥ m, i−m even),
The basic examples are m = 0:
Much of this work is based on the representation as a terminating hypergeometric function,
with the three negative integer parameters
and the argument
In these variables, the three-term recurrence reads [16, 9, 23] 
is also a product of x m times a polynomial of degree n − m, (33)
which can be summarized in terms of Jacobi Polynomials 
After insertion of these three formulas into (35)-(37), the derivatives of R m n
where ∼ = means the binomial factor and the argument list (a, b; c; z) of the hypergeometric function have not been written down explicitly. Since R m n (x) is a polynomial of order n, the (n + 1)st derivatives equal zero. Backward elimination of F and its derivatives with the aid of [1, 15.5 
leads to the analog of (2),
which is one special case of differential equations that generate orthogonal functions [19] , and could also be obtained by applying the derivatives of [1, 22.6 .1] [5, 3] to (34). The derivative of this reaches out to the third derivatives, in which R ′′ is reduced to R and R ′ with the help of the previous equation,
2.3. Zeros.
.
The analog of (5) 
in the denominator. In lieu of (7) we find the continued fractions [7] (46)
which terminate in our cases since a is a negative integer and c = a + b. This already suffices to implement the standard Newton iteration, ie, to approximate
This is f ′′ (x)/f ′ (x) of the generic formula, and can be quickly computed from R
′ (x) of the lower order.
Initial Guesses.
For n and m fixed, the strategy adopted here is to compute the (n − m)/2 distinct roots in (0, 1) starting with the smallest, then bootstrapping the others in naturally increasing order. An approximation to the smallest root is found by equating the first three terms in the square bracket of (33) with zerohoping that higher powers of x become insignificant for small x-and solving the bi-quadratic equation for x. This guess may become unstable for n approximately larger than 11 in the sense that the Newton iterations converge to another than this smallest root. Instead, the simple, heuristic initial guess
is used in general, but keeping the solution to the bi-quadratic equation when this is exact, ie, in the cases n − m = 2 or 4.
A shooting method is useful to produce an initial estimate for one root supposed an adjacent one has already been found. The third order Taylor extrapolation from one root x to the next one at x + ∆x is
Division through ∆xf ′ and exploiting f (x) = 0 yields a quadratic equation for the approximate distance ∆x to the next one,
from which the branch ∆x > 0 is systematically selected to start computation of the root adjacent to the previous one. The two ratios of derivatives are obtained by setting R m n (x) = 0 in (42) and (43), then dividing both equations through R m n ′ (x). This aim to locate the next root with sufficient accuracy-and to prevent the Newton's Method to be be drawn into the second next root which would call for more administrative care [4] -is the rationale to look into third derivatives; it might also guide the way to even higher order Newton's methods employing f ′′′ .
Summary
The Newton's Method of third order convergence is implemented for Zernike Polynomials R ..] * uses that R and therefore R/R' are known * to be zero for the recent root. */ r3pr= Zernike3Prratio(n,m,x,0)/6 ; /* The quadratic estimate from 1+(r2pr/2)*D+(r3pr/6)*D^2=0 * is in these variables 1+r2pr*D+r3pr*D^2=0, after division * 1/r3pr + r2pr/r3pr*D +D^2 = 0. disc is the discriminant * of the quadratic. */ disc = 1-4*r3pr/r2pr^2 ; /* This third order local approximation to the full polynomial * usually has a root to the left and another one to the right of * the current root. We select the sign of the square root of * the discriminant to lock into the larger of these two values. */ if(disc>0, if( r2pr/r3pr>0, x += r2pr/(2*r3pr)*(-1+sqrt(disc)) ,
x += r2pr/(2*r3pr)*(-1-sqrt(disc)) ; ) , /** If the discriminant was negative, just ignoring the * square root works also and keeps arithmetics real-valued. */ x -= r2pr/(2*r3pr) ; ) ; ) ; /** Given the starting value x of the next root, call the Newton * routine to converge to the root within eps, and store the result * as another value in the vector. 
