Abstract. This paper is concerned with the multiplicity of radially symmetric solutions u(x) to the Dirichlet problem
Introduction
Let ∆ denote the Laplacian operator on Ω ⊂ R N with Dirichlet boundary conditions (i.e., Dom(∆) = H 1 0 (Ω) ⊂ L 2 (Ω)), and consider the semilinear Dirichlet problem ∆u + f (u) = h(x) + cφ 1 (x) in Ω, where f (−∞) := lim u→−∞ f (u) < f (∞) := lim u→∞ f (u) and φ 1 is a positive function. Motivated by the well-known result of Ambrosetti and Prodi [1] , there has been a great deal of work devoted to understanding the relationship between the number of solutions to this problem and the number of eigenvalues of −∆ that lie in the interval (f (−∞), f (∞)). A history of the problem as well as a substantial bibliography may be found in the review article by Lazer and McKenna [5] . In that article the authors pose several open problems. One of these is whether the problem with f (−∞) < λ 1 < f (∞) = ∞, λ 1 the principal eigenvalue of −∆, can have arbitrarily many solutions provided c is chosen sufficiently high. This question was partially answered in [3] , where the authors investigated the problem on the unit ball with h(x) = h(|x|). It was shown that there do indeed exist arbitrarily many (radially symmetric) solutions provided c is chosen sufficiently high. The solutions that were found are negative at the origin. In the present paper we will show that there exist two such arbitrarily large families of solutions, the other consisting of solutions that are positive at the origin. The existence of two such families of solutions in case −∞ < f (−∞) < f (∞) < ∞ was shown in [2] . Our result applies to somewhat more general situations than those treated in [3] , and the proof is based on the study of asymptotic behavior, on estimates gathered through the use of two energy functions, and the shooting method. The solutions with u(0) < 0 are obtained by shooting solutions from |x| = 1, while those with u(0) > 0 are obtained by matching solutions obtained by shooting from |x| = 1 with solutions obtained by shooting from the origin.
The Main Result
Let µ N be the principal eigenvalue for −∆ψ(x) = µψ(x), x∈R N , |x|<1,
where N ≥ 2. It is not difficult to see that r 1−N/2 J N/2−1 ( √ µ N r) is a principal eigenfunction, so that √ µ N is the location of the first positive root of J N/2−1 . We will be concerned with the radially symmetric solutions to the Dirichlet problem −∆u(x) =f(u(x)) − Cφ(|x|) +ψ(|x|, u(x)), x ∈ R N , |x| < 1, (DE)
where C is a positive constant,f is superlinear at ∞ while lim sup u→−∞f (u) < µ N . It will be shown that by choosing C sufficiently large we can ensure the existence of an arbitrarily large number of solutions with prescribed nodal properties (with the possible exception of positive solutions). We impose the following restrictions: 
Other Forms of the Problem
It is easy to see that we may writef (u) = C f + f(u) + f 0 (u), where C f is any constant greater than lim sup u→−∞f (u), f 0 is a C 1 function of compact support, and f is a C 1 function satisfying f (0) = 0, f (u)u > 0 for all u = 0, f (u) > 0 for u > 0, f (u) < µ N for all u < 0. Let ϕ(r) :=φ(r)/||φ||, where || || denotes the sup norm on [0, 1] . Also let d = min 0≤r≤1 ϕ(r) and define ψ(r, n) =ψ(r, n) + f 0 (u) + C f + C 0φ (r), where C 0 is chosen large enough so that ψ(r, u) ≥ 0. Finally, let us choose C large enough so that C + C 0 = f (B) for some B ≥ 0. Then (BC)+(DE) may be rewritten as
where n = N − 1, and hypothesesH 1 -H 4 may be rewritten as 
with strict inequality on a set of positive measure. H 4 : For u ≤ 0 we have f(u) ≤ 0 and f (u) < µ N . Remark 1.ḡ and g must be bounded and nondecreasing on (0, 1]. If, for example,
Here, and in the future, we use cst to denote a generic positive constant.
On occasion it will be convenient to change variables and map (0, 1] onto [1, ∞) and transform (1) into an equation that is somewhat similar to an Emden-Fowler equation. If n > 1 we set s = r 1−n and U (s) = u(r), so that (1) becomes
If n = 1 we set s = − ln r and U (s) = u(r), and (1) becomes
By integrating (1) twice we may also transform it into an integral equation:
(ii) g is positive on [0, 1], and for each 0 < δ < 1 and each
Proof. Set τ = 1; then
Therefore, for sufficiently large W we have
It is obvious thatḡ and g are nondecreasing functions withḡ(1) = g(1) = 1 and g(0) = g(0) = 0. Also, one readily verifies that the strict inequality in H 3 implies that both g andḡ are positive on [0, 1]. Now (ii) follows since
Remark 2. In case N = 2 (n = 1), H 3 obviously implies that there is a positive number δ 1 < 1 such that δ 1 σf (σ) ≤ F (σ), for all sufficiently large σ. Hence, Definition. For each n ≥ 1 let 0 < δ n < 1 and c n ≥ 0 be numbers such that
Definition. We will use F to denote the function
Lemma 2. (i) There exists a value s
In order to prove (vi) for n > 1 we first show that
However, since the functions f (τM )/f (M ) are monotone in τ on compact subintervals of (0, 1] and for M sufficiently large, the convergence sup
as N → ∞ is uniform. Hence the above inequality can be made to hold simultaneously for all η ≥ 1 in compact sets. If n = 1, then
so we may pick B 1 (K) = B 1 > 0 arbitrarily and choose λ 1 so that the liminf in the above inequality exceeds 2/(B 1 λ 1 η 1 ). To prove (vii) we observe that
Using (vi) with η = (λ n + 1)c 2 /2 > 1:
Rearranging, we get
Since (λ n +1)c 2 B/2 > B, we may apply the monotone increasing function G
−1
Bk .
Note. In what follows we will always assume B > s 0 . Indeed, we will choose B so large that
Lemma 3. E (s) ≤ 0 whenever u (s) ≥ 0, and E (s) ≤ 0 whenever u (s) ≤ 0.
Proof.
We have
since ||ϕ|| ≤ 1 and ψ ≥ 0. Also,
4A. Estimates on intervals where the solution is positive
Suppose that u satisfies equation (1) on (0, 1) and that u > 0 on (α, β) with u(α) = u(β) = 0. Let us denote u (β) = −J. By applying the contraction mapping principle to the map
and using the fact that B > s 0 and f (B)φ(r) − ψ(r, u) ≥ f (s 0 ), one readily verifies that there is a unique function
and
where the last term in the brackets is nonnegative. We may write f (B + w(r)) − f (B) = f (η(r))w(r) ≥ F(η(r))w(r) for some function η(r) ≥ B and consider the problem
By the Sturm comparison theorem [4] , v will achieve its smallest root greater than α 0 at a point β 1 > β 0 . (The proof in [4] extends easily to the case where w satisfies a differential inequality −(r n w 1 ) ≥ r n F (η)w rather than an equality).
with principal eigenvalue λ = (β 1 − α 0 ) 2 . Using the variational characterization of this eigenvalue, we have
where the infimum is taken over all
Next we need to obtain an estimate on the slope of u in terms of its slope at β. (i) u has a unique local extremum on (α, β).
Proof. We first observe that u > 0 whenever u ≤ u B and u < 0. This means that there are points γ,β ∈ (α, β), α < γ <β < β, such that u(γ) > u B (γ), u (γ) = 0, u < 0 on (γ, β), andβ is the only point in (γ, β) where u(β) = u B (γ). Moreover, we see that
Because u (r) < 0 whenever u (r) = 0 and u(r) > u B (r), it is not possible for u to have any local minimum above u B . This means that there is a pointα < γ such that u(α) = u B (α) and u(r) is nondecreasing on (α, γ). We want to show that u is in fact increasing on (α, γ). This can be done by excluding the possibility that u (r 0 ) = 0 for some r 0 ∈ (α, γ). Suppose r 0 is the largest such value. Certainly
But since E(γ) ≥ E(β) we also have
Hence we only need to ensure that the right-hand side is positive. But this follows from
This proves (i) as well as the first inequality in (ii). Also, since
we see thatα
Combining this with (7) and (6), we obtain (iii).
It remains to prove the second inequality in (ii). We have
Integrating from α to γ, we have
Integrating (10) from γ to β, we have
where
Bk is well defined and increasing on [0, ∞), so that we may write
Combining (10) and (11), we have
4B. Estimates on intervals where the solution is negative
In this section we will investigate solutions on (0, 1) that are negative on (α, β) with u(α) = u(β) = 0, and obtain results like those obtained in the previous section. Suppose that u has a critical point at γ ∈ (α, β). Then
Hence there must be a single extremum at some point γ in (α, β), namely a minimum. Since u ≤ 0 on (α, γ) we see that u (r) > 0 there, and consequently
Lemma 6. Suppose u is a solution of (1) on (0, 1) and u is negative on (α, β) with
Proof. (i) follows from the above discussion. To prove (iii) we first look at the case n > 1. Integrating the inequality
with respect to r, dividing by r n , and integrating once more, we obtain
Hence the right hand side of this inequality must be negative on (α, β). This implies, upon dividing by f (B * )[β − r]r/(n + 1) and defining µ = β/r and κ = (n + 1)u (β)/(f(β * )β), that
so that inequality (13) becomes
or, more simply,
From our definition of Ψ n it follows that
n (0)) = β/ψ n (1) = 2β/(n + 1). Next we consider the case n = 1. Proceeding as before, we obtain
Defining κ = 2u (β)β/f (B * ) and µ = β/r, we have
Let S κ (µ) denote the expression in the braces. It is easy to see that
has a unique root µ 1 (κ) on (1, ∞) whenever κ < 2/3. Actually the restriction κ < 2/3 can be removed, since if S κ has more than two roots on [1, ∞) then it must have at least 4 roots (counting multiplicity). But this implies the existence of a root for
and as κ → 0 the function S κ approaches the increasing function
since ∂S/∂µ is positive at the root µ 1 . Also we may obtain
Hence Ψ 1 (0) = β. Next we use the energy estimates again:
This implies that
If J f (B) we may write
To obtain an upper bound for |u (α)| we integrate (9) over (α, β):
Lemma 7. Let u be as in Lemma 6. Then
, where
Integrating once again from r to β, we have
Let α < γ < β, where u (γ) = 0; then
Integrating once again, we get
Setting r = γ, we have
Remark 3. It is easy to see that the function on the right side of this inequality is decreasing with respect to J, so that we have β−α ≥ 1/ √ µ N for all J. However, the following lemma shows that when J becomes large we must in fact have β − α > 1. In particular, the solution to (1) with |u (1)| large enough will not have any "loops" below the axis. We will make use of this fact in the proof of the main result.
Let θ(r, u) := ψ(r, u)+ f (u), and let D be a positive number such that θ u (r, u) < µ N whenever u ≤ −D.
(ii) Let u and v be solutions of
(iii) There exists a number m * * such that if u is a solution on [0, 1] with u (1) < m * * , then u < 0 on (0, 1) and u(r) → −∞ as r ↓ 0.
Suppose conclusion (i) of the lemma is false. Then there exist solutions
to this problem with v i (α i ) = v i (β i ) = 0, where 0 < α i < β i ≤ 1 for all i, and
where v i achieves a minimum. From now on we will assume that any function defined on [α i , β i ] is extended by defining it to be zero elsewhere, and that the extension is denoted by the same symbol. It is not difficult to see that the functions ν i must be uniformly bounded, for if this were not so, then, letting
However, since θ u (r, u) < µ N whenever u ≤ −D, we can find a δ > 0, independent of v i , such that
This means that
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use where η i (r) ≤ µ N − δ. Multiplying the above equation by −w i (r) and integrating from γ i to β i , we have
For i sufficiently large this will be a contradiction. Therefore we may assume ||v i || ∞ ≤ C for some constant C. This implies that for each > 0 we have
] for any 0 < < 1, and
The functions F i (r) are of course uniformly bounded and continuous on (0, 1]. Let
and let z i =ẑ i +z i , whereẑ i is the particular solution that satisfiesẑ i (
we see that ||z i || ∞ ≤ C 1 and ||z i || ∞ ≤ 1 2 C 1 . The functionz i satisfies the homogeneous equation and z i (α i ) = 0. We may solve explicitly. Let
and let W denote their Wronskian:
We havez
Since |z i (1)| = |z i (1) −ẑ (1)| ≤ 1 + C, we may assume without loss of generality that
converges to some numberμ. However, α iz (α i ) → −∞. On the other hand,
Using Abel's formula we have W (r) = r −n W (1), so that
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Using the well-known asymptotic formulas for the Bessel functions
This contradicts the hypothesis in (i).
To prove (ii) we let u − v = w. Then
where η(r) < µ N − δ. Multiplying by w and integrating from α to β, we have
so that w ≡ 0. The proof of the third part of the lemma uses the same ideas. If u (1) is sufficiently large, then, in view of the fact that E is decreasing on intervals where u ≥ 0, it follows that u must attain a local minimum below −D before rising to the value 0 at r = 1. Suppose u does not stay below −D; then there exists 0 < α < β < 1 such that u(α) = u(β) = −D. Carrying out a change of variables v = u + D as before and using the variational characterization of the principal eigenvalue, we obtain a contradiction. In this argument D can be replaced by any larger value, so we see that u(r) must be an increasing function on (0, β). If u remains bounded from below, one readily verifies from the fact that (r n u ) is bounded that either u(r) → −∞ as r ↓ 0 or u (r) → 0 as r ↓ 0. The second option leads to a contradiction by applying the Sturm comparison theorem (as in the proof of Lemma 4) to v := u + D and the solution to
where the term in the brackets is replaced by a function η(r) ≤ µ N − δ. Note that
where the term in the brackets is negative. Hence ϕ will be zero at some point µ between zero and the first positive root of v. But this, once again, violates the variational characterization of the principal eigenvalue, since η(r) ≤ µ N − δ.
The initial value problem with u (1) = c Bf (B)
In this section we combine the results from the previous two sections to show that, given any positive integer K, there are positive numbers B K and c K such that any solution of (1) with u(1) = 0, u (1) = ±c K Bf (B) has at least K roots on (0, 1) provided B ≥ B K . The choice of a large value of B ensures lots of oscillations. This is precisely what one expects since f (B) will be large. If we fix B and increase |u (1)|, the number of roots decreases. This is, of course, also as expected in view of (15) and Lemma 8 (iii). Hence it will prove important for the order of magnitude of |u (1)| not to exceed Bf (B) by too much. For technical reasons we also need to avoid small slopes at r = 1. Numerical experiments have shown that for simple cases such as ψ ≡ 0, ϕ ≡ 1, small slopes at r = 1 do not have much effect on the number of roots in (0,1). However, if ϕ is not constant this is not true anymore, as can be seen from the following simple example. Let ϕ(r) = 1 for r ≤ and ϕ(r) = 1/f (B) for r ≥ 2 . Let ψ(r, 0) = 1 for ≤ r ≤ 1. Then if u (1) = 0 we must have u ≡ 0 on [2 , 1]. However, for large values of |u (1)| and B there may be many roots on [2 , 1] .
Lemma 9. Let u be as in Lemma 5 with J = c Bf (B), c ≥ c 0 > √ 2λ n , α ≥ α 0 > 0, where λ n is defined in Lemma 2 (vi) . Then the hypotheses of Lemma 5 will be satisfied for sufficiently large B, and (i)
(ii) There exists B 0 > 0 such that
Here B 0 depends only on n, f, φ, ψ, c 0 and α.
Proof. It follows immediately from the superlinearity of f (and in particular from Lemma 2(iii)) that the hypotheses of Lemma 5 will be satisfied provided B is sufficiently large. In that case
The term in the brackets is nonnegative for large B:
Therefore,
and Lemma 5(iii) yield (i). We may therefore conclude that β − α → 0 as B → ∞. The above computation and Lemma 5(ii) also show that
By Lemma 2(vii)
This implies that the upper bound for u (α) may be replaced by
This quantity in turn may be bounded from above by 2α −n J provided B is chosen sufficiently large. Proof. (i) follows immediately from Lemmas 6(iii) and 1(ii). Using (i), we can pick B 1 so large that whenever B ≥ B 1 then β − α < β 0 /2, so that β/α < 2, and we therefore obtain the upper bound in (ii) by using Lemma 6. Let us also assume B 1 is sufficiently large so that c 1 µ N B/f (B) < 1 whenever B ≥ B 1 . In that case
so that
Since c 2 /3µ N ≥ 1, this last term is larger than
and we are done. Proof. Let γ N = √ 3µ N and note that γ N > 3. Let L be an integer such that K ≤ 2L and definec = 3 L (4/β 0 ) nL c K . Here c K is picked sufficiently large so that
whenever B ≥ B K . Let us denote the roots of u by 1 > r 1 > r 2 > · · · , and let us first consider the case u (1) = c K Bf (B). From (18) and Lemma 6(iii) we see that
Let u (r 1 )/ Bf (B) := c K−1 . From Lemma 10 we see that
we may apply Lemma 9(i):
Therefore we have exhibited the existence of one complete cycle on [r 2 , 1], 1 − r 2 < (1 − β 0 )/L. We also may apply Lemma 9(ii) to obtain
Suppose we have found consecutive roots r 2j < r 2j−1 < · · · < r 1 < 1, and suppose u (r 2j )/ Bf (B) := c K−2j and
Then γ N ≤ c K−2j ≤c, so we may apply the above arguments with c K replaced by c K−2j to show that there exist roots r 2j+2 < r 2j+1 < r 2j and 1
These steps can be repeated until we have shown the existence of roots 1 > r 1 > r 2 > · · · > r 2L with 1 − r 2L < L(1 − β 0 )/L = 1 − β 0 , so r 2L > β 0 . The proof for the case u (1) = −c K Bf (B) proceeds almost identically.
Remark 4.
If we keep B fixed and increase c K , then the distance between consecutive roots will increase and u will lose roots. However, for all roots that remain to the right of β 0 the estimates for the slopes are still valid:
6. The Initial Value Problem with u(0) > 0, u (0) = 0 It turns out that proving the existence of solutions with arbitrary numbers of roots on (0, 1) and with u (0) = 0, u(0) > 0 and u(1) = 0 is particularly tricky, because one has simultaneously the problems of the singularity at the origin and the difficulty of controlling the size of the solution when the nonlinearity is superlinear. We handle this by shooting from the origin (as well as from r = 1). Therefore we will need to get estimates for solutions of the initial value problem with u(0) > 0,
A function h ∈ L p [α, β] will be said to be nondecreasing if after modification on a set of measure zero we have h(x) ≤ h(y) whenever x ≤ y. We may similarly define nonincreasing. If h is nondecreasing, then for any 0 < δ < β − α and
The converse is also true; if the above inequality holds for all 0 < δ < β − α and all α ≤ x ≤ y ≤ β − δ then h is nondecreasing. We therefore easily deduce the following result.
the set of points where h is continuous (modulo a set of measure zero).
Proof. First we modify the functions h i so that h i (x) ≤ h i (y) for all x ≤ y and all i. We have
Since δ is arbitrary, we have the desired convergence at each point of continuity.
Remark 5.
Note that the conclusion of Lemma 11 is of course still valid if we replace h i by h i + e i , where h i is nondecreasing and e i → 0 uniformly. 
with U (0) = 1, and suppose 2N Q(σ) ≥ (N − 2)q(σ)σ for all σ ∈ (0, 1], with strict inequality on a set of positive measure. Then U is zero on the sphere ∂B R (0) for some 0 < R.
, so that u (r) + nu (r)/r = −q(u) < 0 and u(0) = 1, u (0) = 0, u(r) > 0 for all r > 0. This implies that u (r) ≤ 0 and lim r→∞ u(r) = 0. Hence, for each δ > 0 there is an r δ > 0 such that u(r δ ) = δ and r δ → ∞ as δ → 0. Let u δ := u − δ; then
We may apply Pohožaev's identity [6] , since the restriction in [6] that q be continuous is not essential-all that is needed is that q(u) be integrable, which is certainly the case here because q(u(r)) is monotone. Pohožaev's identity yields
If we now let δ → ∞ the left side will go to a positive limit and the right to zero, so we get a contradiction.
Consider the equation 
The two equations for u M and v M may be rewritten as Volterra equations. In case N > 2, i.e., n > 1, we have
In case N = 2,
Let us first consider the case n > 1. Since
we have
Let C * denote the quantity in the brackets; then
Also we have We see that g(u) ≤g(u) ≤ḡ(u), so that
with strict inequality on a set of positive measure. But by the previous lemma this implies the existence of a positive number R 0 such that v(R 0 ) = 0. Let s 0 ∈ Q ∩ (R 0 , 1]; then w M (s 0 ) ≤ 0 for all sufficiently large M , and hence u( M * /γ(M * )R 0 ) ≤ 0. We have proven:
Then there exist positive constants c 1 , c 2 and M 1 such that
The proof of (24) is an immediate consequence of the definition of v M . The proof for the case N = 2 proceeds similarly.
Remark 6. Pohožaev's identity was also used to tell us that c 2 := v M (r M ) > 0.
An Overdetermined Boundary Value Problem
The hypotheses H 1 and H 4 imply that there exists a positive number D such that f (u) < µ N whenever u ≤ −D. In this section we consider the problem
where 0 < γ < 1. We expect solutions only if M and γ are chosen in a special way.
Definition. Letμ denote the principal eigenvalue for the problem −(s n w ) = λs n w(s),
Let w B be a solution of (25) 
Using the variational characterization of the principal eigenvalue, we obtain
where the infimum is taken over all v ∈ C 1 [0, 1] that satisfy v(1) = 0. Therefore,
We may find arbitrarily large B such that f (σ) ≥ f (B * ) whenever σ ≥ B * . Then
If γ B ≤ 2β B , then
otherwise we make another change of variables:
Once again, using the variational characterization of the principal eigenvalue we have, since σ B ≤ 1/2,
, and hence
Remark 7. Note that this estimate is independent of M .
Proof of the Main Result
Let K be an arbitrary positive integer. By Theorem 1 we may choose c and B sufficiently large so that the solution u with u (1) = ±c Bf (B) has at least K + 1 roots,
Moreover, we will pick the sign so that u is negative on the interval (r K+1 , r K ). Let u c denote the solution to (1) with u c (1) = (c/c)u (1), c ≥ c. As we increase c, u c will have to lose roots by virtue of Lemma 8. The loss of roots as we increase c can happen in three ways: 1) two or more roots merge at some point in (0, 1); 2) two or more roots merge at the origin; 3) a root tends to zero while the next larger root stays away from the origin. The first possibility is excluded by Remark 4. Lemma 7 precludes the roots r K+1 and r K from merging at the origin (although the consecutive roots between which u is positive may merge at the origin). Hence there must exist a value c * > c such that u c has K + 1 roots in (0, 1) if c * > c > c but u c * has only K roots in (0, 1). We will show that u * is precisely the solution we are looking for: it has K roots in (0, 1), u * (0) < 0 and u * (0) = 0. To prove this, we transform the equation to the form (3 n ): s = r 1−n , u c (r) = U(s), U (1) = ∓c Bf (B)/(n − 1). Let us denote r 1−n j = s j , j = 1, 2, . . . , K + 1. Integrating (3 n ), we have
Of course U depends continuously on c. We write s K = s K (c). Since B > s 0 (see Lemma 2 (i)), one easily verifies that U > 0 on (s K , s K+1 ). Thus there exists a unique minimum at σ K ∈ (s K , s K+1 ) and U (σ K ) = 0, and σ K also depends continuously on c, σ K = σ K (c). Let c increase to c * . Since s K (c) stays bounded, we may find a sequence c i ↑ c * such that s K (c i ) → s * K and σ K (c i ) → σ * K , where σ * K is either finite or +∞. We will use U i to denote the solution to (3 n ) with initial condition ∓c i Bf (B)/(n − 1). Then
The first integrand is absolutely integrable on [0, ∞) and is in fact dominated by an absolutely integrable function cst × σ −2n/(n−1) . Hence, as c i ↑ c * the integral will converge to
where U * is the solution with U * (1) = ∓c * Bf (B)/(n − 1).
Of course,
s are uniformly bounded on bounded intervals. This also implies that the set of functions {U i } is uniformly bounded from below by a linear function:
so that we may apply Lebesgue's dominated convergence theorem to deduce that the second integral converges and
If we define u * (r) = U * (s) then u * is a solution of (1). Let us show that σ * K = ∞. If not, then U * (σ) would be positive for σ > σ * K , so that U * would have another root beyond s * K , a contradiction. We still need to verify that U * is bounded. Since we may write
We need to show that the last integrand is absolutely integrable on the region
To handle the second term we first observe that |U * (σ)| ≤ A + Aσ , where may be picked arbitrarily small and A = A( ). Since |f (U * )| ≤ µ N |U * |, we see that
so that picking < 2/(n − 1) shows the second term in the integrand is absolutely integrable. We have
The proof of the case n = 1 proceeds very similarly. Next consider the case n > 1, where the values of B, c and the sign of u (1) are chosen so that the solution (1) with slope ±c Bf (B) at r = 1 has at least K + 1 roots on (1/2, 1) and u(r) < 0 on (r K , r K−1 ). We will denote this solution by u c . We will also consider the solutions v M to (2) with u (0) = 0, u(1) = 0.
Proof. We only need to prove (iii). To accomplish this, we need a more careful estimate for positive solutions than that obtained in Lemma 5(iii). In particular, we need to improve the estimate (8). Let u be a positive solution of (1) with u(1) = 0, u (1) ≤ 0. Let β * be the largest values in (0, 1) where u(r) = B * . We have α < α * < β * < 1. On [β * , 1] we have (we will only prove the case n > 1) (u r n )(u r As B → ∞ we have B * → ∞, so that the right-hand side tends to zero. In view of (29) we cannot have β * → 0, since that would not be compatible with u (r) tending
