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Abstract
Let [n] = {1, . . . , n}. For a function h : [n] → {0, 1}, x ∈ [n] and y ∈ {0, 1} define by the width ωh(x, y) of h at x the
largest nonnegative integer a such that h(z) = y on x − a ≤ z ≤ x + a. We consider finite VC-dimension classes of functions
h constrained to have a width ωh(xi , yi ) which is larger than N for all points in a sample ζ = {(xi , yi )}`1 or a width no larger
than N over the whole domain [n]. Extending Sauer’s lemma, a tight upper bound with closed-form estimates is obtained on the
cardinality of several such classes.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let [n] = {1, . . . , n} and denote by 2[n] the class of all 2n functions h : [n] → {0, 1}. LetH be a class of functions
and for a set A = {x1, . . . , xk} ⊆ [n] denote by h|A = [h(x1), . . . , h(xk)] the restriction of h on A. A class H is said
to shatter A if
∣∣{h|A : h ∈ H}∣∣ = 2k . The Vapnik–Chervonenkis dimension of H, denoted as VC(H), is defined as
the cardinality of the largest set shattered byH. The following well-known result obtained by [19,21,24] states a tight
upper bound on the cardinality of classesH of VC-dimension d.
Lemma 1 (Sauer’s Lemma). For any 1 ≤ d < n let
S(n, d) =
d∑
k=0
(n
k
)
.
Then
max
H⊂2[n]:VC(H)=d
|H| = S(n, d).
More generally, the lemma holds for classes of finite VC-dimension on infinite domains.
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Fig. 1. ωh1 (ζ ) = ωh2 (ζ ) = 3.
Aside of being an interesting combinatorial result (see Chapter 17 in [9]), Lemma 1 has been instrumental in
statistical learning theory [23], combinatorial geometry [17], graph theory [4,16] and in the theory of empirical
processes [18]. In such areas, the complexity of analysis of algorithms on discrete structures, for instance, learning
an unknown target binary function, typically involves a simpler structure constrained by some ‘smoothness’ property
which is induced by the underlying algorithmics. In learning, the constraint is induced by a finite sample.
Consider a binary function h : [n] → {0, 1}, x ∈ [n] and y ∈ {0, 1} and define by ωh(x, y) the largest a,
0 ≤ a ≤ min{x, n − x} such that h(z) = y for all x − a ≤ z ≤ x + a; if no such a exists then let ωh(x, y) = −1.
We call this the width of h at x with respect to y. Denote by Ξ = [n] × {0, 1}. By a sample ζ = {(xi , yi )}`i=1 ∈ Ξ `,
we mean a set of ` pairs with different x-components. Define by ωh(ζ ) = min1≤i≤` ωh(xi , yi ) the width of h with
respect to ζ . For instance, Fig. 1 displays a sample ζ = {(x1, y1), (x2, y2)} and two functions h1, h2 which have a
width of 3 with respect to ζ . In [3], the complexity of learning binary functions by aiming to maximize this sample
width has been investigated.
The main question posed in this paper is as follows: starting from a class H as above with VC(H) = d consider a
subset of H of functions which are ‘smooth’, i.e., constrained to have large sample widths and therefore consecutive
runs of 1’s or runs of 0’s of a certain minimal length. Does Sauer’s lemma hold for such a subset? How does its
cardinality increase with respect to n and how is it affected by the size of the allowed sample width?
The area of research on Poisson approximations (see for instance [5–7]) includes many results on the number of
binary sequences of length n that have ‘long’ repetitive runs (with various definitions of a long run). Our question
above differs in that we add the condition of having a known VC-dimension. To our knowledge, this is the first
instance of a study which considers estimating the complexity of a class constrained structurally by both an extremal
set property (having a finite VC-dimension) and a repetitive-run type property.
Let N ≥ 0 be a width parameter. We study the complexity of classes of the form
HN (ζ ) = {h ∈ H : ωh(ζ ) > N }, VC(H) = d (1)
where ζ = {(xi , yi )}`i=1 ∈ Ξ ` is a given sample.
We obtain tight bounds in the form of Sauer’s Lemma 1 on the cardinality of such classes. It turns out that the
bounds have subtle nonlinear dependence on n and N . This is investigated in detail in subsequent sections.
For a function h : [n] → {0, 1} let the difference function be defined as
δh(x) =
{
1 if h(x − 1) = h(x)
0 otherwise
where we assume that any h satisfies h(0) = 0 (see Fig. 2). Define
DH ≡ {δh : h ∈ H}, (2)
or D for brevity. It is easy to see that the class D is in one-to-one correspondence withH. For N ≥ 0 and any sample
ζ , if ωh(x, y) ≤ N for (x, y) ∈ ζ then the corresponding δh has ωδh (x, 1) ≤ N . In order to estimate the cardinality
of classes HN (ζ ) we will estimate the cardinality of the corresponding difference classes DN (ζ+) which are defined
based on ζ+ = {(xi , 1) : (xi , yi ) ∈ ζ, 1 ≤ i ≤ l}. We denote by
VC∆(H) ≡ VC(D)
the VC-dimension of the difference class D = {δh : h ∈ H} and use it to characterize the complexity of H (it is easy
to show that VC(D) ≤ cVC(H) for some small constant c > 1). We henceforth denote by d ≡ VC∆(H).
The rest of the paper is organized as follows: in Section 2 we state the main results, Section 3 contains the lemmas
used for proving these results.
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Fig. 2. h and the corresponding δh .
2. Main results
The first main result concerns a class of functions which is constrained by an upper bound on the width. Let N ≥ 0
be a width parameter and for any classH of binary functions on [n] define
HN = {h ∈ H : ωh(x, h(x)) ≤ N , x ∈ [n]}. (3)
Denote by
wm,ν(n) =
m∑
k=0
(−1)k
(m
k
)(n + m − 1− k(ν + 1)
m − 1
)
,
c(k, n − k;m, N ) =
(
n − k
m − 1
)
(wm,2N (k − m + 1)+ wm−1,2N (k − m − 2N )
+wm−1,2N (k − m − 2N − 1)) (4)
and
β(N )r (n) ≡
r∑
k=0
n∑
m=1
c(k, n − k;m, N ). (5)
Theorem 1. Let 1 ≤ d ≤ n and N ≥ 0. Then
max
H⊂2[n]:VC∆(H)=d
|HN | = β(N )d (n). (6)
The proof follows directly from Lemma 4 in Section 3.1 which combines the theory of integer partitions with the
classic shifting method in extremal set theory. Our second main result is Theorem 2 which states an estimate on
wm,ν(n) which, as is later shown, is the number of constrained ordered integer partitions. With this estimate in place
we then state a simpler closed-form approximation for β(N )d (n). Let ci , i = 1, 2, . . . denote constants between 0 and
1. For an integer i > 0, denote by ki ≡ k(k − 1) · · · (k − i + 1). Let
µN ≡ N2 , σ
2
N ≡
2
N + 1
(
(µN + 1)3
3
+ (µN + 1)
2
2
)
. (7)
Denote by
A(n, N ) ≡ (1− c1)
(
ln(N + 1)− (µN + 1)2 (1− c2)
2σ 2N
)
− c1(1+ c3 ln n)
p(n, N ) ≡ e
A(n,N )
1+ eA(n,N )
and let b(n, p, r) denote the probability that a binomial random variable with parameters n and p takes a value which
is no larger than r where 0 ≤ r ≤ n. Then as we show in Section 3.2, the function β(N )d (n) may be approximated by
βˆ
(N )
d (n) =
(2N + 1)c4
σ2N
(
1+ eA(n,2N )
)n
b(n, p(n, 2N ), d).
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The next two results concern classes of functions with a lower-bound on the width as defined in (1). They are
simple and direct applications of Sauer’s lemma (Lemma 1) and of Theorem 1 and hence are stated as propositions.
Proposition 1. Let 1 ≤ d, ` ≤ n and N ≥ 0. Then
max
H⊂2[n],ζ∈Ξ `:VC∆(H)=d
|HN (ζ )| = S(n − `− 2N − 1, d).
The proof is in Section 3.3. Next, consider an extremal case where the width of h is larger than N only on elements of
ζ , for all h ∈ HN (ζ ). In this case the class is defined as
H∗N (ζ ) = {h ∈ H : ωh(x, h(x)) > N iff (x, h(x)) ∈ ζ }, N ≥ 0.
This type of class arises in certain applications where given a sample ζ an algorithm obtains a solution, i.e., a binary
function, which maximizes the width on ζ . We are interested in the number of functions that have such maximal width
since it represents the richness of the class of possible hypotheses. This is stated in the next result.
Proposition 2. Let 1 ≤ d, ` ≤ n and N ≥ 0. Then
max
H⊂2[n],ζ∈Ξ `:VC∆(H)=d
|H∗N (ζ )| = β(N )d (n − `− 2N − 1).
The proof is in Section 3.4. We proceed to the technical work used to prove the above results.
3. Technical work
We start with several lemmas used in proving Theorem 1.
3.1. Lemmas for Theorem 1
Let
( n
k
)
denote the following function(n
k
)
=
{
n!/(k!(n − k)!) if 0 ≤ k ≤ n
0 otherwise.
Let I(E) denote the indicator function which equals 1 if the expression E is true and 0 otherwise.
Lemma 2. For any nonnegative integers n, ν ≥ 0 and m ≤ n define by wm,ν(n) the number of standard (one-
dimensional) ordered partitions of n into m parts each no larger than ν. Then
wm,ν(n) =

0 if n < 0
I(n = 0) if m = 0 or ν = 0
n∑
i=0,ν+1,2(ν+1),...
(−1)i/(ν+1)
(
m
i/(ν + 1)
)(
n − i + m − 1
n − i
)
if m ≥ 1.
(8)
Proof. By definition of wm,ν(n), its generating function equals
∑
n≥0wm,ν(n)xn = (1+ x + x2 + · · · + xν)m since
the coefficient of xn in this expression is the number of monomials x i1+i2+···+im such that i1 + i2 + · · · + im = n and
0 ≤ i j ≤ ν, 1 ≤ j ≤ m. But this expression equals(
1− xν+1
1− x
)m
≡ W (x).
When m = 0 or ν = 0 the only nonzero coefficient is of x0 and it equals 1 so wm,ν(n) = I(n = 0). Let
T (x) = (1− xν+1)m and S(x) =
(
1
1−x
)m
. Then
T (x) =
m∑
i=0
(−1)i
(m
i
)
x i(ν+1)
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which generates the sequence tν(n) =
(
m
n/(ν+1)
)
(−1)n/(ν+1)I(nmod (ν + 1) = 0). Similarly, for m ≥ 1, it is easy to
show that S(x) generates s(n) =
(
n+m−1
n
)
. The product W (x) = T (x)S(x) generates their convolution tν(n) ? s(n),
namely,
wm,ν(n) =
n∑
i=0,ν+1,2(ν+1),...,
(−1)i/(ν+1)
(
m
i/(ν + 1)
)(
n − i + m − 1
n − i
)
. 
Remark 1. While our interest is in [n] = {1, . . . , n}, we allow wm,ν(n) to be defined on n ≤ 0 for use by Lemma 3.
Remark 2. This expression may alternatively be expressed as
wm,ν(n) =
m∑
k=0
(−1)k
(m
k
)(n + m − 1− k(ν + 1)
m − 1
)
,
over m ≥ 1.
We need two additional lemmas for proving (6) of Theorem 1.
Lemma 3. Let the integer N ≥ 0 and consider the class F of all binary-valued functions f on [n], or equivalently,
sequences f = f (1), . . . , f (n), satisfying: (a) f has no more than r 1’ s (b) every run of consecutive 1’s in f is no
longer than 2N + 1, except for a run that starts at f (1) which may be of length 2(N + 1). Then
|F | = β(N )r (n).
Remark 3. When r ≤ 2N + 1, β(N )r (n) = S(n, r).
Proof. Consider the integer pair [k, n − k], where n ≥ 1 and 0 ≤ k ≤ n. A two-dimensional ordered m-partition of
[k, n − k] is an ordered partition into m two-dimensional parts, [a j , b j ] where 0 ≤ a j , b j ≤ n but not both are zero
and where
∑m
j=1[a j , b j ] = [k, n − k]. For instance, [2, 1] = [0, 1] + [2, 0] = [1, 1] + [1, 0] = [2, 0] + [0, 1] are
three partitions of [2, 1] into two parts (for more examples see [1]).
Suppose we add the constraint that only a1 or bm may be zero while all remaining
a j , bk ≥ 1, 2 ≤ j ≤ m, 1 ≤ k ≤ m − 1. (9)
Denote any partition that satisfies this as valid. For instance, let k = 2, m = 3 then the valid m-partitions of
[k, n − k] are: {[0, 1][1, 1][1, n − 4]}, {[0, 1][1, 2][1, n − 5]}, . . . , {[0, 1][1, n − 3][1, 0]}, {[0, 2][1, 1][1, n − 5]},
{[0, 2][1, 2][1, n−6]}, . . . , {[0, 2][1, n−4][1, 0]}, . . . , {[0, n−3][1, 1][1, 0]}. For [k, n−k], let Pn,k be the collection
of all valid partitions of [k, n − k].
Let Fk denote all binary functions on [n] which take the value 1 over exactly k elements of [n]. Define the mapping
Π : Fk → Pn,k where for any f ∈ Fk the partition Π ( f ) is defined by the following procedure: Start from the first
element of [n], i.e., 1. If f takes the value 1 on it then let a1 be the length of the constant 1-segment, i.e., the set of
all elements starting from 1 on which f takes the constant value 1. Otherwise if f takes the value 0 let a1 = 0. Then
let b1 be the length of the subsequent 0-segment on which f takes the value 0. Let [a1, b1] be the first part of Π ( f ).
Next, repeat the following: if there is at least one more element of [n] which has not been included in the preceding
segment, then let a j be the length of the next 1-segment and b j the length of the subsequent 0-segment. Let [a j , b j ],
j = 1, . . . ,m, be the resulting sequence of parts where m is the total number of parts. Only the last part may have
a zero valued bm since the function may take the value 1 on the last element n of [n] while all other parts, [a j , b j ],
2 ≤ j ≤ m − 1, must have a j , b j ≥ 1. The result is a valid partition of [k, n − k] into m parts.
Clearly, every f ∈ Fk has a unique partition. Therefore Π is a bijection. Moreover, we may divide Pn,k into
mutually exclusive subsets Vm consisting of all valid partitions of [k, n−k] having exactly m parts, where 1 ≤ m ≤ n.
Thus
|Fk | =
n∑
m=1
|Vm |.
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Consider the following constraint on components of parts:
ai ≤
{
2N + 1 if 2 ≤ i ≤ m
2(N + 1) if i = 1. (10)
Denote by Vm,N ⊂ Pn,k the collection of valid partitions of [k, n − k] into m parts each of which satisfies this
constraint.
Let Fk,N = F ∩ Fk consist of all functions satisfying the run-constraint in the statement of the lemma and having
exactly k ones. If f has no run of consecutive 1’s starting at f (i) of length larger than 2N +1 then there does not exist
a segment ai of length larger than 2N + 1, i ≥ 2 (and similarly with a run of size 2(N + 1) starting at f (1)). Hence
the parts of Π ( f ) satisfy (10) and for any f ∈ Fk,N , its unique valid partition Π ( f ) must be in Vm,N . We therefore
have
|Fk,N | =
n∑
m=1
|Vm,N |. (11)
By definition of F all its elements f have no more than r 1’s hence it follows that
|F | =
r∑
k=0
|Fk,N |. (12)
Let us denote by
c(k, n − k;m, N ) ≡ |Vm,N | (13)
the number of valid partitions of [k, n − k] into exactly m parts whose components satisfy (10). In order to determine
|F | it therefore suffices to determine c(k, n − k;m, N ).
We next construct the generating function
G(t1, t2) =
∑
α1≥0
∑
α2≥0
c(α1, α2;m, N )tα11 tα22 . (14)
For any real number a let (a)+ denote the value a if a ≥ 0 and 0 otherwise. For m ≥ 1,
G(t1, t2) = (t01 + t11 + · · · + t2N+21 )(t12 + t22 + · · ·)I(m≥2)
×
(
(t11 + · · · + t2N+11 )(t12 + t22 + · · ·)
)(m−2)+
×(t11 + · · · + t2N+11 )I(m≥2)(t02 + t12 + · · ·) (15)
where the values of the exponents of all terms in the first and second factors represent the possible values for a1 and
b1, respectively. The values of the exponents in the middle m − 2 factors are for the values of a j , b j , 2 ≤ j ≤ m − 1
and those in the factor before last and last are for am and bm , respectively. Equating this to (14) implies the coefficient
of tα11 t
α2
2 equals c(α1, α2;m, N ) which we seek.
The right-hand side of (15) equals
tm−11 t
m−1
2
(
1
1− t2
)m (1− t2N+11
1− t1
)m
+ t2N+11 (1+ t1)
(
1− t2N+11
1− t1
)m−1 . (16)
Let W (x) =
(
1−x2N+1
1−x
)m−1
generate wm−1,2N (n) which is defined in Lemma 2. Similarly, also from this lemma we
recall that s(n) =
(
n+m−1
n
)
corresponds to (1/(1 − x))m and thus
(
1
1−t2
)m
in (16) generates the sequence s(α2).
So (16) becomes∑
α1,α2≥0
s(α2)t
α2+m−1
2
(
wm,2N (α1)t
α1+m−1
1 + wm−1,2N (α1)tα1+m+2N1 (1+ t1)
)
. (17)
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Equating the coefficients of t
α′1
1 t
α′2
2 in (14) and (17) yields
c(α′1, α′2;m, N ) = s(α′2 − m + 1)
(
wm,2N (α
′
1 − m + 1)
+wm−1,2N (α′1 − m − 2N )+ wm−1,2N (α′1 − m − 2N − 1)
)
.
Replacing s(α′2−m+1) by
(
α′2
m−1
)
, substituting k for α′1, n−k for α′2 and combining (11)–(13) yields the result. 
The next lemma extends the result of Lemma 3 to the classHN defined in (3).
Lemma 4. Let 1 ≤ d ≤ n and N ≥ 0. For any classH with VC∆(H) = d, the cardinality of the corresponding class
HN defined in (3) is no larger than β(N )d (n). This bound is tight.
Proof. Denote by DN = {δh : h ∈ HN }. Clearly, |DN | = |HN |. Consider any h ∈ HN . Since for all x ∈ [n],
ωh(x, h(x)) ≤ N then the corresponding δh in DN satisfies the following: every run of consecutive 1’s is of length no
larger than 2N + 1, except for a run which starts at x = 1 whose length may be as large as 2(N + 1). Let FN be the
set system corresponding to the class DN which is defined as follows:
FN = {Aδ : δ ∈ DN }, Aδ = {x ∈ [n] : δ(x) = 1}.
Clearly, |FN | = |DN |. Note that the above constraint on δ translates to Aδ possessing the property PN defined
as having every subset E ⊆ Aδ which consists of consecutive elements E = {i, i + 1, . . . , j − 1, j} be of
cardinality |E | ≤ 2N + 1, except for such an E that contains the element {1} which may have cardinality as
large as 2(N + 1). Hence for every element A ∈ FN , A satisfies PN . This is denoted by A |H PN . Define
GF (k) = max{|{A ∩ E : A ∈ FN }| : E ⊆ [n], |E | = k}. The corresponding notion of VC-dimension for a
class FN of sets is the so-called trace number ([9], p. 131) which is defined as tr(FN ) = max{m : GFN (m) = 2m}.
Clearly, tr(FN ) = VC(DN ) ≤ VC(D) ≡ VC∆(H) = d (where D is defined in (2)).
The proof proceeds as in the proof of Sauer’s lemma [2, Theorem 3.6] which is based on the shifting method
(see [9], Ch. 17, Theorems 1 & 4, and [12,13,15]). The idea is to transform FN into an ideal family F ′N of sets E ,
i.e., if E ∈ F ′N then S ∈ F ′N for every S ⊂ E , and such that |FN | = |F ′N | ≤ β(N )d (n).
Start by defining the operator Tx on FN which removes an element x ∈ [n] from every set A ∈ FN provided that
this does not duplicate any existing set. It is defined as follows:
Tx (FN ) = {A \ {x} : A ∈ FN } ∪ {A ∈ FN : A \ {x} ∈ FN }.
Consider now
F ′N = T1(T2(· · · Tn(FN ) · · ·))
and denote the corresponding function class by D′N . Clearly, |D′N | = |F ′N |.
We have |F ′N | = |FN | since the only time that the operator Tx changes an element A into a different set A∗ = Tx (A)
is when A∗ does not already exist in the class, so while new elements can be created they are replacing existing ones,
hence no additional element can be created. It is also clear that for all x ∈ [n], Tx (F ′N ) = F ′N since for each E ∈ F ′N
there exists a G that differs from it on exactly one element hence it is not possible to remove any element x ∈ [n]
from all sets without creating a duplicate. Applying this repeatedly implies that F ′N is an ideal. Furthermore, since for
all A ∈ FN , A |H PN then removing an element x from A still leaves A \ {x} |H PN . Hence for all E ∈ F ′N we have
E |H PN .
Now, from Lemma 3 ([9], p. 133) we have GF ′N (k) ≤ GFN (k), for all 1 ≤ k ≤ n. Since tr(FN ) ≤ d then
tr(F ′N ) ≤ d . Together with F ′N being an ideal it follows that for all E ∈ F ′N , |E | ≤ d. Now, for all E ∈ F ′N ,
E |H PN hence the corresponding class D′N satisfies the following: for all δ ∈ D′N , δ has at most d 1’s and
every run of consecutive 1’s is of length no larger than 2N + 1 except possibly for a run which starts at x = 1
which may be as large as 2(N + 1). By Lemma 3 above, we therefore have |D′N | ≤ β(N )d (n). We conclude that
|HN | = |DN | = |FN | = |F ′N | = |D′N | and hence |HN | ≤ β(N )d (n). This bound is tight since Hˆ is considered
whose corresponding class Dˆ has all functions on [n] with at most d 1’s. Clearly, VC∆(Hˆ) = VC(Dˆ) = d. The
cardinality of HˆN equals that of DˆN which consists of all δ ∈ Dˆ that satisfy the above condition on runs of 1’s.
Clearly, |DˆN | = β(N )d (n). 
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In the following section we aim at obtaining a closed-form approximation of β(N )d (n).
3.2. Approximation of β(N )d (n)
We start with a result that estimates the function
S(k,m, N ) ≡ wm,N (k − m + 1)
where wm,v(n) is defined in Remark 2. Henceforth, denote by Φ(x) and φ(x) the normal cumulative and density
probability distributions, respectively, with zero mean and unit variance.
Theorem 2. Let µN and σ 2N be defined as in (7). Let
ρN = 1N + 1
(
(µN + 1)4
2
+ 2(µN + 1)3 + (µN + 1)2
)
.
Then for some constant 0 <  < 1,
Sˆ(k,m, N ) = (N + 1)
m
σN
√
m
φ
(
k − m(µN + 1)+ 
σN
√
m
)
I(k − m + 1 ≥ 0) (18)
estimates S(k,m, N ) to within an error which is bounded as
|S(k,m, N )− Sˆ(k,m, N )| ≤ (N + 1)m 1.531ρN
σ 3N
√
m
uniformly over 0 ≤ k ≤ mN.
We proceed with the proof of Theorem 2.
Proof. We study the function w(k) ≡ wm,N (k) whose generating function is
W (x) =
∑
k≥0
w(k)xk .
As in the proof of Lemma 2, we have
W (x) =
(
1− xN+1
1− x
)m
(19)
since the coefficient of xk in the right-hand side of (19) equals the number of monomials x i1+i2+···+im where
i1, . . . , im ∈ Λ with
Λ = {0, 1, . . . , N }
and i1 + · · · + im = k.
Consider the m random variables
X i , 1 ≤ i ≤ m
which are drawn independently according to the same uniform probability distribution on Λ. Denote their sum by
SX =
m∑
i=1
X i .
The cumulative probability distribution FSX (k) is defined for k running over all possible exponent values of the
monomial x i1+···+im , i j ∈ Λ, 1 ≤ j ≤ m. That is, k ∈ {0, 1, . . . ,mN }.
For any vector v ∈ Λm , due to independence, we have as its probability,
P(v) = 1
(N + 1)m .
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Then the simple relation
w(k) = (N + 1)mP(SX = k) (20)
clearly follows. Hence in order to estimate w(k) we can now try to estimate the probability that SX = k.
For any 1 ≤ i ≤ m, the expected value is clearly
µ ≡ µN = E(X i ) = N2 (21)
and the variance
σ 2 ≡ σ 2N =
1
N + 1
N∑
k=0
(k − µ)2.
It is easy to show that k2 = k2 + k where, again, for i > 0, ki ≡ k(k − 1) · · · (k − i + 1). So we have
N∑
k=0
(k − µ)2 = 2
µ∑
k=0
k2 = 2
(
µ∑
k=0
k2 +
µ∑
k=0
k
)
= 2
(
k3
3
∣∣∣∣
k=µ+1
+ k
2
2
∣∣∣∣
k=µ+1
)
.
Hence it follows that
σ 2 = 2
N + 1
(
(µ+ 1)3
3
+ (µ+ 1)
2
2
)
. (22)
Next, consider
ρ = ρN ≡ E|X i − µN |3.
As above we have
N∑
k=0
|k − µ|3 = 2
µ∑
k=0
k3 = 2
(
µ∑
k=0
k3 + 3k2 + k
)
= 2
 k4
4
∣∣∣∣∣∣
k=µ+1
+ k3
∣∣∣∣∣∣
k=µ+1
+ k
2
2
∣∣∣∣∣∣
k=µ+1

= (µ+ 1)
4
2
+ 2(µ+ 1)3 + (µ+ 1)2.
Hence
ρ = 1
N + 1
(
(µ+ 1)4
2
+ 2(µ+ 1)3 + (µ+ 1)2.
)
(23)
Define the zero-mean random variables
Yi = X i − µ, 1 ≤ i ≤ m.
Clearly, the variance of Yi is σ 2 and its third moment E|Yi |3 = ρ. Consider the normalized sum
SY =
m∑
i=1
Yi
√
mσ
.
Then we have the following relationship between the cumulative distribution FSX (k) of SX and the cumulative
distribution FSY (k) of SY :
FSX (k) = P(SX ≤ k) = P
(∑
i
(X i − µ) ≤ k − mµ
)
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= P
(∑
i
Yi ≤ k − mµ
)
= P

∑
i
Yi
√
mσ
≤ (k − mµ)/(√mσ)

= P (SY ≤ (k − mµ)/(√mσ))
= FSY ((k − mµ)/(
√
mσ)).
Hence we have
FSY (x) = FSX (
√
mσ x + mµ).
By a classic result from Berry (1941) and Essen (1942) (see [11], Theorem 1, p. 542) which holds more generally for
any independent and identically distributed random variables Yi with zero mean, variance σ 2 and third moment ρ we
have for all x and m,
|FSY (x)− Φ(x)| ≤
3ρ
σ 3
√
m
.
In [8] the constant 3 (in the above bound) was sharpened down to 0.7975 and (later) to 0.7655 by [22]. It is mentioned
in [20] that this result is best thus far.
Consider the distribution FSX (k) where again the probability-1 support is {0, 1, . . . ,mN }. Let (m, N ) be the error
in approximation of FSX by Φ, which from the above, holds uniformly for all 0 ≤ k ≤ mN . Then from the above we
have
FSX (k) = Φ
(
k − mµ
σ
√
m
)
+ (m, N ) (24)
with the error of approximation being
|(k,m, N )| ≤ 0.7655ρ
σ 3
√
m
. (25)
By definition of probability distribution we have P(SX = k) = FSX (k)− FSX (k − 1). Using (24) and (25) we have
P(SX = k) = Φ
(
k − mµ
σ
√
m
)
− Φ
(
k − 1− mµ
σ
√
m
)
+ η(k,m, N )
where η(k,m, N ) is some function whose absolute value is in the worst case double the error (m, N ), i.e.,
|η(k,m, N )| ≤ 1.531ρN
σ 3N
√
m
≡ η(m, N ) (26)
where ρ is defined in (23). Consequently with (20) we have
wm,N (k) = (N + 1)m
(
Φ
(
k − mµN
σN
√
m
)
− Φ
(
k − 1− mµN
σN
√
m
)
+ η(k,m, N )
)
. (27)
To get an estimate for S(k,m, N ) we substitute k−m+1 for k in (27) and assume henceforth that k ≥ m−1. Denote
by
δ ≡ δ(k,m, N ) = k − m(µN + 1),
h ≡ h(m, N ) = 1
σN
√
m
,
∆(k,m, N ) ≡ Φ ((δ + 1)h)− Φ (δh)
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and obtain
S(k,m, N ) = (N + 1)m (∆(k,m, N )+ η(k,m, N )) . (28)
By Cauchy’s mean value theorem there exists a ξ ∈ (δh, (δ + 1)h) such that (see for instance, [10], p. 171)
∆(k,m, N ) = hφ(ξ)
where the right-hand side above equals the standard normal probability density function evaluated at ξ . Hence for
some constant 0 <  < 1 we have ξ = (δ + )h and substituting for ∆(k,m, N ) in (28) we obtain
S(k,m, N ) = (N + 1)m (hφ((δ + )h)+ η(k,m, N ))
= (N + 1)m
(
1
σN
√
m
φ
(
k − m(µN + 1)+ 
σN
√
m
)
+ η(k,m, N )
)
where µN , σN are defined in (21) and (22) and η satisfies (26). Therefore as an estimate of S we have
Sˆ(k,m, N ) = (N + 1)
m
σN
√
m
φ
(
k − m(µN + 1)+ 
σN
√
m
)
for some constant 0 <  < 1 with an approximation error |S − Sˆ| bounded above by (N + 1)mη, where η is defined
in (26). 
Next we state a lemma that estimates c(k, n − k;m, N ) (defined in (4)) which is the number of two-dimensional
valid ordered m-partitions of [k, n − k] satisfying (10) where a valid partition is defined according to (9).
Lemma 5. For n ≥ k ≥ m − 1 ≥ 1 we have
c(k, n − k;m, N ) =
(
n − k
m − 1
)
(1+ α(k,m, N )) (2N + 1)m
×
(
1
σ2N
√
m
φ
(
k − m(µ2N + 1)+ 
σ2N
√
m
)
+ η(k,m, 2N )
)
for some constant 0 <  < 1, 0 < α(k,m, N ) ≤ 2e−(2N+1)(m−1)/k and η(k,m, N ) that satisfies |η(k,m, N )| ≤
η(m, N ) where η is defined in (26).
Proof. By definition, from (4) the quantity c(k, n − k;m, N ) involves a sum of three terms, wm,2N (k − m + 1),
wm−1,2N (k − m − 2N − 1) and wm−1,2N (k − m − 2N ). Using Remark 2 the first equals
wm,2N (k − m + 1) =
m∑
l=0
(−1)l
(m
l
)(k − l(2N + 1)
m − 1
)
. (29)
From the definition of wm,ν(n) (Lemma 2) it is easy to show that wm−1,2N (k −m − 2N ) ≤ wm,2N (k −m − 2N ) and
wm−1,2N (k − m − 2N − 1) ≤ wm,2N (k − m − 2N − 1). We have
wm,2N (k − m − 2N ) =
m∑
l=0
(−1)l
(m
l
)(k − l(2N + 1)− (2N + 1)
m − 1
)
(30)
and similarly for wm,2N (k − m − 2N − 1). Hence
c(k, n − k;m, N ) =
(
n − k
m − 1
) m∑
l=0
(−1)l
(m
l
)(k − l(2N + 1)
m − 1
)
(1+ (m, k, N , l)) (31)
where
0 < (m, k, N , l) ≤
(
k−l(2N+1)−(2N+1)
m−1
)
(
k−l(2N+1)
m−1
) +
(
k−l(2N+1)−2(N+1)
m−1
)
(
k−l(2N+1)
m−1
)
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which for all 0 ≤ l ≤ m is bounded from above by(
k−(2N+1)
m−1
)
(
k
m−1
) +
(
k−2(N+1)
m−1
)
(
k
m−1
) . (32)
Next, this is shown to be exponentially small in N . Using the standard identity of(
k
m
)
= k
k − m
(
k − 1
m
)
we have for 0 ≤ a ≤ k,(
k − a
m
)/(
k
m
)
=
a−1∏
i=0
k − m − i
k − i ≤
a−1∏
i=0
e−m/(k−i) (33)
where we used 1− x ≤ exp(−x) which holds for all x ∈ R. The right-hand side equals
e
−m
a−1∑
i=0
1/(k−i)
which is upper bounded by exp(−am/k). The sum in (32) is thus bounded from above by some function α(k,m, N ) ≤
2 exp(−(2N + 1)(m − 1)/k) and we have
c(k, n − k;m, N ) =
(
n − k
m − 1
)
(1+ α(k,m, N ))
m∑
l=0
(−1)l
(m
l
)(k − l(2N + 1)
m − 1
)
. (34)
The inner summation in (34) equals S(k,m, 2N ) hence we may apply Theorem 2 to it and obtain S(k,m, 2N ) =
Sˆ(k,m, 2N )+ (2N + 1)mη(k,m, 2N ) where Sˆ(k,m, N ) is defined in (18) and η(k,m, N ) is some function which is
bounded from above by η(m, N ). Simple substitution in (34) yields the result. 
We may now proceed to approximate the function β(N )d (n). We will use the notation an  bn , an ∼ bn to denote
that limn→∞ an/bn equals 0 and 1, respectively. We henceforth assume that d ≡ dn  n. From (5) and by Lemma 5
we have
β
(N )
d (n) =
d∑
k=0
n∑
m=1
(
n − k
m − 1
)
(1+ α(k,m, N ))(2N + 1)m
×
(
1
σ2N
√
m
φ
(
k − m(µ2N + 1)+ 
σ2N
√
m
)
+ η(k,m, 2N )
)
.
We use
d∑
k=0
n∑
m=1
(
n − k
m − 1
)
(2N + 1)m
σ2N
√
m
φ
(
k − m(µ2N + 1)+ 
σ2N
√
m
)
(35)
as an estimate of β(N )d (n). We begin by treating the sum on m. Define the function
h(m) = h(m, n, k, N ) ≡ (N + 1)
m
σN
√
m
φ
(
k−m(µN+1)+
σN
√
m
)
(
k
m−1
) . (36)
The sum we are interested in takes the form
n∑
m=1
(
n − k
m − 1
)(
k
m − 1
)
h(m). (37)
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Let us find the maximum of the sequence
am ≡
(
n − k
m − 1
)(
k
m − 1
)
.
We solve for the first m at which
am+1
am
< 1.
This ratio equals
(n − k − (m − 1))(k − (m − 1))
m2
and letting
m∗ ≡ 1+ k(n − k)/n
we have
k2(n − k)2
n2m2
=
(
m∗ − 1
m∗
)2
which is smaller than 1, hence m∗ is the maximal point of am . The sequence am is dominated by the maximal
component am∗ . Hence we may approximate the sum in (37) by the simpler sum
h(m∗)
n∑
m=1
(
n − k
m − 1
)(
k
m − 1
)
= h(m∗)
(n
k
)
(38)
where the last equality follows from the next standard identity (see [14], (5.23))∑
m
(
l
r + m
)(
s
u + m
)
=
(
l + s
l − r + u
)
.
To compute h(m∗) we first treat the denominator of the right-hand side of (36). Denote by δ = δn ≡ k/n. We have(
k
m∗ − 1
)
=
(
k
k(n−k)
n
)
=
(
k
k(1− δ)
)
.
Using Sterling’s formula one has the following standard approximation of the binomial coefficients (see [10], (2.4))(n
k
)
∼
√
n
2pik(n − k)
(n
k
)k ( n
n − k
)n−k
.
Thus (
k
k(1− δ)
)
∼
√
1
2pikδ(1− δ)
(
1
1− δ
(
1− δ
δ
)δ)k
(39)
with large n. To simplify we take the natural log of the right factor and obtain
k
(
ln
(
1
1− δ
)
+ δ ln
(
1− δ
δ
))
.
From the outer summation in (35) we know that 0 ≤ k ≤ d and by assumption d  n hence δ  1. Hence we
approximate ln(1/(1− δ)) by δ. Therefore the above expression is approximated by (1+ c3 ln n)kδ for some constant
0 < c3 < 1. Using this and multiplying the right-hand side of (39) by σN
√
m∗ yields the following approximation for
the denominator of (36):
σN
√
1
2piδ
exp {k(1+ c3 ln n)δ} .
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Continuing from (36), for h(m∗) we have
exp
{
−k(1+ c3 ln n)δ − (k − (1+ k(1− δ))(µN + 1)+ )
2
2σ 2N (1+ k(1− δ))
+ (1+ k(1− δ)) ln(N + 1)− ln
(
σN
√
1
δ
)}
. (40)
Recalling that 0 <  < 1, the second term inside the exponent is approximated by
− (1− δ)(1− c2)(µN + 1)
2k
2σ 2N
for some constant 0 < c2 < 1. We hence have
exp
{
A(n, N )k + ln
(
(N + 1)c4
σN
)}
as an approximation of (40) with
A(n, N ) = −(1+ c3 ln n)c1 − 1
2σ 2N
(1− c1)(1− c2)(µN + 1)2 + (1− c1) ln(N + 1)
and constants 0 < c1, c4 < 1. Hence the right-hand side of (38) is approximated by(n
k
) (N + 1)c4
σN
ek A(n,N ).
Continuing from (35) and computing the sum on k yields
βˆ
(N )
d (n) =
(2N + 1)c4
σ2N
(
1+ eA(n,2N )
)n
b(n, p(n, 2N ), d) (41)
as an approximation for β(N )d (n) where
p(n, N ) ≡ e
A(n,N )
1+ eA(n,N )
and b(n, p, d) ≡ ∑dk=0 ( nk ) pk(1 − p)n−k is the left tail of the binomial probability distribution with parameters n
and p.
3.3. Proof of Proposition 1
Fix any (x, y) ∈ ζ . The condition ωh(x, y) > N implies that h must have a constant value of y over all elements
z, x − N − 1 ≤ z ≤ x + N + 1. For this x , the uniquely corresponding δh has a constant value of 1 over the
interval IN (x) ≡ {z : x − N ≤ z ≤ x + N + 1}. By definition of HN (ζ ) this holds for any (x, y) ∈ ζ . Denote by
DN (ζ+) = {δh : h ∈ HN (ζ )} where ζ+ = {xi : (xi , yi ) ∈ ζ, 1 ≤ i ≤ `}. Clearly, |DN (ζ+)| = |HN (ζ )|. Hence we
seek an upper bound on |DN (ζ+)| for any ζ+ andH with VC∆(H) = d.
Let R(ζ+) = ⋃x∈ζ+ IN (x). Since for every δ ∈ DN (ζ+), δ(z) = 1 for all z ∈ R(ζ+) then the cardinality of the
restriction DN (ζ+)|R(ζ+) of the class DN (ζ+) on the set R(ζ+) is one. Denote by Rc(ζ+) ≡ [n] \ R(ζ+) then we have
|DN (ζ+)| = |DN (ζ+)|Rc(ζ+)|.
Since VC(DN (ζ+)) ≤ VC∆(H) = d then by Lemma 1 it follows that
|DN (ζ+)|Rc(ζ+)| ≤ S(|Rc(ζ+)|, d). (42)
We also have
max{|Rc(S)| : S ⊂ [n], |S| = `} = n − `− 2N − 1 (43)
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which is achieved for instance by a set S′ = {N + 3, . . . , N + `+ 2} with R(S′) = {3, . . . , 2(N + 1)+ `+ 1}. Hence
for any ζ+ as above we have
|DN (ζ+)| ≤ S(n − 2N − `− 1, d). (44)
Since the bound of Lemma 1 is tight, there exists a class DN (ζ+) (with a corresponding class HN (ζ )) of this size.
Proposition 1 follows. 
3.4. Proof of Proposition 2
The proof follows that of Proposition 1 up to (42) withH∗N (ζ ) instead ofHN (ζ ). By Theorem 1 we have
|D∗N (ζ+)|Rc(ζ+)| ≤ β(N )d (|Rc(ζ+)|).
From (43) and by the tightness of the bound in Theorem 1 it follows that there exists a classD∗N (ζ+) and henceH∗N (ζ )
of this size. Hence the statement of the proposition follows. 
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