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ABSTRACT
SUMAN CHAKRABORTY: Dense Graph Limits and Applications
(Under the direction of Shankar Bhamidi and Andrew Nobel)
In recent years, there has been a growing need to understand large networks and to devise
effective strategies to analyze them. In this dissertation, our main objectives are to understand
various structural properties of large networks under suitable general framework and develop general
techniques to analyze important network models arising from applied fields of study.
In the first part of this dissertation, we investigate properties of large networks that satisfy
certain local conditions. In particular, we show that if the number of neighbors of each vertex
and co-neighbors of each pair of vertices satisfies certain conditions then the number of copies of
moderately large subgraphs is approximately same as that of an Erdo˝s-Re´nyi random graph with
appropriate edge density. We apply our results to different graph ensembles including exponential
random graph models (ERGMs), thresholded graphs from high-dimensional correlation networks,
Erdo˝s-Re´nyi random graphs conditioned on large cliques and random d-regular graphs.
In the second part of this dissertation, we study models of weighted exponential random graphs
in the large network limit. These models have recently been proposed to model weighted network
data arising from a host of applications including socio-econometric data such as migration flows
and neuroscience. We derive limiting results for the structure of these models as the number of
nodes goes to infinity. We also derive sufficient conditions for continuity of functionals in the
specification of the model including conditions on nodal covariates.
Finally, we study site percolation on a class of non-regular graphs satisfying some mild as-
sumptions on the number of neighbors of each vertex and co-neighbors of each pair of vertices.
We show that there is a sharp phase transition (in site percolation) for the class of graphs under
consideration and that in the supercritical regime the giant component is unique.
ii
In memory of my father, Utpal Chakraborty.
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CHAPTER 1
Introduction
1.1 Why Study Large Graphs?
Informally, graph theory is the study of pairwise relation between a number of actors.
For example, the actors can be students in a class, brain regions, train stations etc. and
usually the goal is to understand the pairwise connectivity between these actors. Graph theory
has been a source of beautiful and often intriguing problems. The evolution of the theory
motivated a number of interesting developments in different branches of mathematics, such as
number theory, combinatorics, functional analysis to name a few. A graph is sometimes called
a ‘network’ and we will use both of these names in this thesis. Apart from being a source of
beautiful mathematical theory, it has been turned out to be extremely useful tool for many
applied fields of study. For example, it has found numerous application in computer science,
cryptography, statistical physics, social sciences, biological sciences, statistics and the list goes
on. Next we provide few specific examples to illustrate the ubiquity of large networks.
• With the rapid growth of internet many huge networks, like Facebook and many others
have emerged in the last decade and one of the pressing need is to understand the nature
and evolution of these networks. The huge size of these networks is one of the main
challenge to analyze them and thus require rigorous understanding of such seemingly
difficult objects.
• Biological sciences also give rise to interesting and challenging network structures, like
ecological networks, brain networks etc. Depending on the problems, available resources
and lack of clear understanding of human brain (lack of self understanding thereof) num-
ber of nodes have been taken as small as 70 to as large as 1,40,000. See (Stanley et al.,
2013) for a discussion.
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• Statistical physics is another important source of intriguing problems in graph theory.
Roughly, it studies interaction between a large number of particles and often the system
of particles are represented by a graph. Often simple looking problems in this area turned
out to be challenging and gave rise to new mathematical techniques. Spin glass, Potts
model are contemporary examples of that.
• Another example is the telecommunication network. These networks often have an un-
derlying topological structure, for example, in a server network, if two servers are within
certain distance from each other then they are connected. Finding the critical distance
such that no large scale communication breakdown happens is also an area of active
research and known as percolation.
• Graph theory has also found numerous applications in cryptography. One important
problem is to find the largest set of nodes that are inter-connected (also known as clique).
The difficulty lies in devising an efficient strategy to do this or proving lack of existence of
any efficient strategy. Numerous studies have been done in these area and still a number
of problems remain unsolved.
The examples demonstrate the growing need of understanding large networks and devising
effective strategies to analyze them. Many successful attempts have been made to understand
large networks mathematically and numerous probabilistic and statistical models were proposed
to analyze properties of graphs in general. The literature is enormous to give a comprehensive
review, we will instead focus on some specific aspects of this huge research area. Roughly,
following are the two main objectives of this thesis.
• Understand various “structural” properties of large networks under suitable general frame-
work.
• Use the general techniques to analyze important network ensembles arising from applied
fields of study.
Here, by structural properties we mean the existence and frequency of appearance of dif-
ferent structures in a network. Number of pairwise connections between actors, number of
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triangles (number of three-tuples of actors that are connected to each other) are typical exam-
ples of the former. It is natural to ask the importance of analyzing such structures. It is now
known from various works of last few decades that these structures characterize a network in
a rather strong way and in fact these provide a well defined notion of mathematical limit of
graphs when number of actors are growing to infinity. In the subsequent sections, we make
these statements precise and give an overview of the existing literature. In this regard, we also
discuss some new results and postpone the details to subsequent chapters.
1.2 Basic Definitions and Notations
Let us now formally define a graph and discuss some basic notions.
Definition 1.2.1. A graph is an ordered pair G = (V,E), where V is a set of vertices or nodes
and E is the set of edges.
Remark 1.2.2. E is generally a set of two-element subsets of V . For example, if v1, v2 ∈ V
and v1 is connected to v2 then (v1, v2) ∈ E. If (v1, v2) and (v2, v1) are considered different then
the graph is called a directed graph otherwise it is called an undirected graph.
Informally one basic and fundamental line of questions in Graph theory are existence of
graphs with some given properties. Introduction of random graphs helped to produce elegant
solutions to many of them but quite a few of them are still unsolved.
In the context of probabilistic combinatorics, the origin of random graphs dates back to
(Erdo¨s, 1947) where Erdo˝s used probabilistic methods to show the existence of a graph with
certain Ramsey property. Soon after some of the foundational work on random graphs was
established in (Erdo˝s and Re´nyi, 1959, 1961a,b). The simplest model of random graph is as
follows: Fix n ≥ 1 and start with vertex set {1, 2, . . . , n}. For ease of notation hereafter, we
denote [n] := {1, 2, . . . , n}. Fix p ∈ (0, 1). The graph is formed by randomly drawing an edge
between every pair of vertices i 6= j ∈ [n], with probability p. This random graph is known as
Erdo˝s-Re´nyi random graph with edge connectivity probability p. In the sequel we use G(n, p)
to denote this graph (also known as binomial random graph in the literature). This model
has stimulated an enormous amount of work over the last fifty years aimed at understanding
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properties of G(n, p) (see (Bolloba´s, 1998; Janson et al., 2011) and the references therein) in
particular in the large network n→∞ limit.
One key property of an Erdo˝s-Re´nyi random graph is the following: For any two subsets
of vertices U,W ⊂ [n] the number of edges in a G(n, p), whose one end point is in U and the
other is in W , is roughly equal to p|U ||W |, where | · | denotes the cardinality of a set. Hence,
if a deterministic graph Gn is similar to G(n, p), one expects it to satisfy similar properties.
This motivated researchers to consider graphs which possess the above property. The basic
questions are as follows; how to determine when a deterministic graph is similar to a random
graph? How to generate deterministic graphs that are similar to random graph?
Informally, a graph on n vertices with similar edge distribution as G(n, p) is called pseudo-
random graphs. This concept was studied by many authors since mid-eighties and thus acquired
various nomenclature. We will generally use the name pseudo-random graph following (Kriv-
elevich and Sudakov, 2006a). Before delving deep into formal definitions of pseudo randomness,
let us start with a simple property of G(n, p). For X,Y ⊂ V , let eG(X,Y ) denote the number
of edges with one end node in X and another in Y ; edges with both end nodes in X ∩ Y are
counted twice.
Theorem 1.2.3. Let p = p(n) 6 0.99. Then for every two (not necessarily disjoint) subsets of
vertices U,W ⊂ V the number eG(U,W ) of edges of G with one endpoint in U and the other
one in W satisfies:
|eG(U,W )− p|U ||W || = O(√uwnp). (1.2.1)
The proofs can be obtained using Chernoff-type estimates and union bound. Similar es-
timates can be proved for random d−regular graphs but the proofs are much harder in that
case because of the absence of independence among edges. If one considers, condition of the
type (1.2.1) to be a good measure of “randomness” in a given graph sequence then the natural
question becomes which graphs (random or deterministic) satisfy (1.2.1)? A primary aim of
the pseudo-random graph theory is to give deterministic conditions for a graph that will ensure
estimates like (1.2.1) holds. The first of such work was done by Andrew Thomason. In his
fundamental works (Thomason, 1987a,b) he analyzed such sequence of graphs and provided
sufficient conditions that ensure (1.2.1) holds.
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1.3 Jumbled Graph by Thomason
The term “Jumbled” was coined by Thomason in his paper (Thomason, 1987b) to mean
the edges are evenly distributed throughout the graph.
Definition 1.3.1. A graph G = (V,E) is called (p, α)-jumbled if p, α are real numbers satisfying
0 < p < 1 6 α if every subset of vertices U ⊂ V satisfies:
∣∣∣∣eG(U)− p(|U |2
)∣∣∣∣ 6 α|U |. (1.3.1)
In the definition, one can interpret p as the edge density and α can be interpreted as the
deviation from the true distribution. Indeed, the motivation of such definition can be attributed
to (1.2.1). Note that G(n, p) is (p,O(
√
np)) jumbled following (1.2.1).
Some simple but interesting consequences of that were proved in (Thomason, 1987b) in the
context of jumbled graphs are for example if a graph G is (p, α) jumbled then the complement
graph G¯ is (1− p, α) jumbled. Also if G is (p, α) jumbled then every induced subgraph is also
(p, α) jumbled etc. Notice the smaller the value of α more informative the condition (1.3.1)
becomes. After Thomason, one of the cornerstone work was done by Chung, Graham and
Wilson (Chung et al., 1989) in the late eighties.
1.3.1 Quasi-random Graphs
In their remarkable paper (Chung et al., 1989), Chung, Graham and Wilson established
that many “random-like” properties of a large graphs are equivalent. Therefore, one may take
any of these equivalent notions to be a measure of randomness. Chung, Graham and Wilson
(Chung et al., 1989) called a graph quasi-random if it satisfies any of these properties. Before
stating their main result we introduce few notations. Here we work on a sequence of graph
Gn = (Vn, En) and for simplicity from now on assume that V := [n] := {1, . . . , n} and for
v ∈ [n], Nv := {u ∈ [n] : u ∼ v} where u ∼ v means that u is connected to v by an edge in
Gn, thus Nv is the set of neighbors of v. Also denote nGn(H) to be the number of induced
isomorphic copies of a graph H in Gn.
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Denote λ1, λ2, . . . , λn as the eigen-values of the adjacency matrix of the Gn arranged ac-
cording to |λ1| > |λ2| > . . . > |λn|. Now we state the main theorem from (Chung et al.,
1989).
Theorem 1.3.2 ((Chung et al., 1989)). Let p ∈ (0, 1) be fixed. Then for any graph sequence
Gn, the following are equivalent:
P1(r): For any graph H on r vertices, where r > 4 is any arbitrary fixed positive integer
n∗Gn(H) = (1 + o(1))n
r
(
p
1− p
)|e(H)|
(1− p)(r2),
where n∗Gn(H) denotes the number of labelled occurrences of the subgraph H in Gn.
P2(r): Let Cr denote the cycle of length r. Let r > 4 be even,
e(Gn) = n
2p+ o(n2) and nGn(Cr) 6 (np)r + o(nr).
P3: e(Gn) > n2p+ o(n2) and λ1 = (1 + o(1))np, λ2 = o(n).
P4: For each subset of vertices U ⊂ [n]
e(U) =
p
2
|U |2 + o(n2).
P5: For each subset Un ⊂ Vn with |Un| =
⌊
n
2
⌋
, we have e(Un) = (
p
8 + o(1))n
2.
P6: Let s(v, v
′) be the number of vertices of Gn joined to v and v′ the same way: either to
both or to none. Then,
n∑
v 6=v′=1
∣∣s(v, v′)− (p2 + (1− p)2)n∣∣ = o(n3).
P7:
n∑
v 6=v′=1
∣∣|Nv ∩Nv′ | − p2n∣∣ = o(n3).
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Remark 1.3.3. The theorem was proved for p = 12 but their method can be adapted to extend
the results for any p ∈ (0, 1). Also notice the condition P4 implies Gn is a (p, o(n)) jumbled
graph from (1.2.1). Chung, Graham and Wilson called a graph satisfying any of the seven
equivalent conditions a quasi-random graph. Notice that conditions such as P2 or P7 takes
polynomial time to verify but quite strikingly gives control over exponentially many sets such
as P4. Another immediate question is “Can we obtain similar results in case of sparse graphs?”
The notion of quasi-randomness is even more difficult when the graph is sparse (p is allowed to
go to zero as n goes to infinity). To the best of our knowledge, the notion of sparse quasi-random
graph was first studied in (Chung and Graham, 2002). They showed that in order to obtain
quasi-randomness one needs additional restrictions on the graph sequence. We will discuss this
notion briefly towards the end of this chapter. We turn our attention again to dense sequence
of graphs and in the next section we introduce an important result by Endre Szemere´di. It
is known as Szemere´di’s regularity lemma and it is a central tool in the study of dense graph
limits.
1.3.2 Szemere´di’s regularity lemma and quasi-randomness
Szemere´di’s regularity lemma is a striking result in the context of asymptotic structure of a
graph. Roughly, it tells us that one can partition a large graph into bipartite graphs and each
of these parts looks like a random graph. This beautiful lemma has found applications in many
different branches of mathematics, including number theory, combinatorics and analysis. See
(Komlo´s et al., 2002), for a discussion and applications in graph theory and (Lova´sz and Szegedy,
2007) for application in analysis. We describe the lemma before discussing its connection to
quasi-randomness.
Let G = (V,E) be a simple graph, and let X,Y ⊂ V . Then define,
rG(X,Y ) :=
eG(X,Y )
|X||Y | .
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the density of the pair (X,Y ). Given some δ > 0, call a pair (A,B) of disjoint sets A,B ⊂ V
δ-regular if all X ⊂ A and Y ⊂ B with |X| > δ|A| and |Y | > δ|B| satisfy
|rG(X,Y )− rG(A,B)| 6 δ.
A partition {V0, . . . , VK} of V is called an δ-regular partition of G if it satisfies the following
three conditions:
1. |V0| 6 δn;
2. |V1| = |V2| = · · · = |VK |;
3. all but at most δK2 of the pairs (Vi, Vj) with 1 6 i 6 j 6 K are δ-regular.
Following is the Szemere´di’s regularity lemma.
Theorem 1.3.4 ((Szemere´di, 1978)). Given δ > 0 and an integer m > 1 there exists an
integer M = M(δ,m) such that every graph of order at least M admits an δ-regular partition
{V0, . . . , VK} for some K in the range m 6 K 6M .
In their paper (Simonovits and So´s, 1991), Simonovits and So´s established a beautiful
relation between quasi randomness and Szemere´di’s regularity lemma. Informally it tells that a
quasi random graph admits a δ-regular partition similar to G(n, p). Before providing a precise
statement we introduce the following condition.
Ps: For every δ > 0 and an integer m > 1 there exists two integers M(δ,m) and N0(δ,m),
such that such that a graph Gn with n > N0 admits partition {V0, . . . , VK} for some K
in the range m 6 K 6M that satisfy
1. |V0| 6 δn;
2. |V1| = |V2| = · · · = |VK |;
3. all but at most δK2 of the pairs (Vi, Vj) with 1 6 i 6 j 6 K satisfy the inequality
|rG(Vi, Vj)− p| 6 δ.
The theorem of Simonovits and So´s goes as follows.
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Theorem 1.3.5 ((Simonovits and So´s, 1991)). Ps is equivalent to P1 − P7 in Theorem 1.3.2.
Thus, Theorem 1.3.5 not only relates quasi random graphs to Szemere´di’s regularity lemma
but also provides an equivalent condition for quasi-randomness. Many further properties have
been shown to be equivalent to quasi randomness and we refer the reader to (Graham, 1992;
Simonovits and So´s, 1997, 2003; Shapira, 2008; Shapira and Yuster, 2010, 2012; Janson, 2011;
Huang and Lee, 2012) for many such properties. We turn our attention to Theorem 1.3.2
again. In particular we focus on the equivalence between P1 and P7. P1 tells that the number
of induced subgraph of fixed size is asymptotically comparable to that in a random graph. P7 is
a more local condition and it gives the average co-degree is approximately same as in a random
graphs. A natural question is the following: can we estimate number of copies of a subgraph
whose size is growing with n? More generally can we control the number of large motifs in a
graph by controlling local structures? In this regard, we report the existing results and our
findings in the next section.
1.3.3 Can We do Better?
Note that condition P1 ensures the labelled occurrence of a subgraph of fixed size matches
with that of expected number of copies in Erdo˝s-Re´nyi random graph with edge connection
probability p. Our quest begins here. Can we do better than this? For example is it possible
to prove similar result when size of H depends and possibly growing with n? In the context
of quasi-random graphs attempts have been made to prove that P1 holds even one allows r to
go to infinity. In (Chung and Graham, 1990) Chung and Graham showed that if a subgraph
Hs is not an induced subgraph of Gn then one must have a set S of size n/2 such that e(S)
deviates from n
2
16 by at least 2
−2(s2+27)n2 . This implies that in a quasi-random graph Gn at
least one induced copy of every subgraph of size O(
√
log n) must be present. The methods of
(Chung et al., 1989) can be adapted to estimate the number of copies of subgraphs of size up
to O(
√
log n). Unfortunately, despite our best effort we could not prove or disprove if this can
be improved further without further assumptions.
Next we consider a class of graphs with more restrictions on the local structures and study
the number of induced copies of large subgraphs in those. Since these graphs are subset on
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quasi random graphs we will call them pseudo-random graphs. More precisely, we will assume
that our graph Gn satisfies the following two assumptions for some absolute constant C, and
p, δ ∈ (0, 1):
Assumption A1.
max
v∈[n]
||Nv| − np| < Cnδ.
Assumption A2.
max
v 6=v′∈[n]
∣∣|Nv ∩Nv′ | − np2∣∣ < Cnδ.
These two conditions are very natural to assume. For example, using Hoeffding’s ineqaulity
it is easy to check that for G(n, p) assumptions (A1) and (A2) are satisfied for any δ >
1/2 with super-polynomially high probability. As we will see below, besides G(n, p) there
are many examples of graph ensembles which satisfy assumptions (A1)-(A2). Further, these
two specifications are quite basic and often very easy to check for a given graph (random or
deterministic). Under this two assumptions we have been able to improve the results in (Chung
et al., 1989; Chung and Graham, 1990). Informally, our result gives,
If a sequence of graph Gn satisfies A1 and A2 with parameters (p, δ), then the
number of copies of a subgraph H is approximately equal to with that of expected
number of copies of H in Erdo˝s-Re´nyi graph with edge connection probability p
as long as H is of size less than or equal to min
(
1
2 , (1− δ)
) logn
log γp
, where γp :=
max{p−1, (1− p)−1}.
Of course the statement above is not formal but we make no attempt to make it rigorous in
this chapter, the formal statement is deferred to Chapter 2 but we can observe some clear
improvements over (Chung et al., 1989; Chung and Graham, 1990). We can control the sizes
of subgraphs of size up to O(log n) and we precise size threshold up to which we can control
the number of subgraphs. Now we stumble upon the obvious natural question: is it possible
to have control over subgraphs of bigger size? In Chapter 2 we will demonstrate that under
assumptions A1 and A2 the obtained results are optimal!
Similar attempts were also made with spectral technique. We introduce Alon’s (n, d, λ)-
graph to describe their findings. A graph is called an (n, d, λ)-graph if it is a d-regular graph on
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n vertices whose second largest absolute eigenvalue is λ. A number of properties of such graphs
have been studied (see (Krivelevich and Sudakov, 2006a) and the references therein). For such
graphs the number of induced isomorphic copies of large subgraphs is also well understood (see
(Krivelevich and Sudakov, 2006a, Section 4.4)). From (Krivelevich and Sudakov, 2006a, Theo-
rem 4.1) it follows that (n, d, λ)-graphs contain the correct number of cliques (and independent
sets) of size s if s satisfies the condition n λ(n/d)s. Thus, to apply (Krivelevich and Sudakov,
2006a, Theorem 4.1) one needs a good bound on the second largest absolute eigenvalue λ. For
nice graph ensembles it is believed that one should have λ = Θ(
√
d). However, this has been
established only in few examples. For example, when d = Θ(n) for a random d-regular this has
been established very recently in (Tikhomirov and Youssef, 2016). Any bound on λ of the form
O(d
1
2
+η), for some η > 0, yield a sub-optimal result when applied to (Krivelevich and Sudakov,
2006a, Theorem 4.10). On the other hand, our method being a non-spectral technique, does
not require any bound on λ and the conditions (A1)-(A2) are much easier to check. Our next
aim is to show the applicability of our results in various different scenario.
1.4 Applications
Our aim in this section is to discuss several example where we will apply our result. The
recurring theme would be to verify the conditions A1 and A2. In case of deterministic graph
the techniques generally rely on the context. For different random graph ensembles the main
tools are concentration inequalities, proving quantitative versions of central limit theorems etc.
Again the point of this chapter is to give informal overview of the applications and defer the
rigorous proofs to chapter 2.
1.4.1 Paley Graph
Let p be a prime of the form 4k + 1 so that −1 is a square in the finite field GF (p). Let
(V,E) be a graph so that V is the element of the field GF (p). One can think of the elements
as V = {0, 1, 2, ..., p − 1}. Now define a set R = {a2 : a ∈ V \{0}}. There is an edge between
x and y in V if and only if x − y ∈ R. One can show that each vertex has degree p−12 and
co-degree p−54 . Thus applying our result one can obtain the number of labelled occurrences of
a subgraph up to size 12 log 2 log p.
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1.4.2 Exponential Random Graph Models
The exponential random graph model (ergm) is one of the most widely used models in areas
such as sociology and political science since it gives a flexible method for capturing reciprocity
(or clustering behavior) observed in most real world social networks. The last few years have
seen major breakthroughs in rigorously understanding the behavior of ergm in the large network
n→∞ limt (see (Bhamidi et al., 2011a; Chatterjee et al., 2013a) and the references therein). It
has been shown that in the high temperature regime (which we precisely define in Assumption
2.1.1), these models converge in the so-called cut-distance, a notion of distance between graphs
established in (Borgs et al., 2008), (Borgs et al., 2012), to the same limit as an Erdo˝s-Re´nyi
random graph as the number of vertices increase, where the edge connectivity probability of
the Erdo˝s-Re´nyi random graph is determined explicitly by a function of the parameters (see
(Chatterjee et al., 2013a)). In particular this implies that the number of induced isomorphic
copies of any subgraph on fixed number of vertices are asymptotically same as in an Erdo˝s-
Re´nyi random graph in that high temperature regime (see (Borgs et al., 2008, Theorem 2.6)).
Applying our result we were able to show number of copies of subgraphs of size slowly growing
with number of vertices are asymptotically same with that of Erdo˝s-Re´nyi random graph in
that high temperature regime. Here high temperature regime informally means the parameter
regime where the graph looks similar to an random graph.
1.4.3 Random Geometric Graph
In this section we consider thresholded graphs obtained from high-dimensional random ge-
ometric graphs. Roughly in a geometric graph the vertices are points in some metric space
and two vertices are connected if they are within a specified threshold distance. These models
have drawn wide interests from different branches of science such as machine learning, statis-
tics etc. It is of interest to study these graphs when the dimension of the underlying metric
space is growing with the number of vertices. In the context of applications, one major are of
applications of this model is neuroscience, while it is impossible to give even a representative
sample of related papers, a starting point would be (Bullmore and Sporns, 2009; Stam and
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Reijneveld, 2007; Eguiluz et al., 2005) and the references therein. Paraphrasing from (Bullmore
and Sporns, 2009, Page 187) (with parts (c) and (d) most relevant for this chapter):
“Structural and functional brain networks can be explored using graph theory through
the following four steps: ”
1. Define the network nodes. These could be defined as electroencephalography or
multielectrode-array electrodes, or as anatomically defined regions of histologi-
cal, MRI or diffusion tensor imaging data.
2. Estimate a continuous measure of association between nodes. This could be
the spectral coherence or Granger causality measures between two magnetoen-
cephalography sensors, . . . or the inter-regional correlations in cortical thickness
or volume MRI measurements estimated in groups of subjects.
3. Generate an association matrix by compiling all pairwise associations between
nodes and (usually) apply a threshold to each element of this matrix to produce
a binary adjacency matrix or undirected graph.
4. Calculate the network parameters of interest in this graphical model of a brain
network and compare them to the equivalent parameters of a population of
random networks.”
As a test-bed, we study the simplest possible setting for such questions, first studied rigorously
in (Devroye et al., 2011) and (Bubeck et al., 2016), and study the behavior of the graph as
dimension is growing with the number of vertices. To describe the model, we closely follow
(Devroye et al., 2011). Write Sd−1 := {x ∈ Rd : ‖x‖2 = 1} for the unit sphere in Rd,
where ‖ · ‖2 denotes the usual Euclidean metric. Suppose {Xi : i ∈ [n]} be n points chosen
independently and uniformly distributed on Sd−1. Fix p ∈ (0, 1). We will use these points to
construct a graph with vertex set [n] as follows: For i 6= j ∈ [n] say that vertex i is connected
to j if and only if
〈Xi,Xj〉 > tp,d.
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Here 〈·, ·〉 is the usual inner product operation on Rd and tp,d is a constant chosen such that
P(〈Xi,Xj〉 > tp,d) = p (1.4.1)
Call the resulting graph G(n, d, p). We will establish that when the dimension is growing with
n linearly the number of copies subgraphs of slowly growing size also asymptotically equal to
that of Erdo˝s-Re´nyi random graph.
1.4.4 The Large Clique Problem
Finding maximal cliques in graphs is a fundamental problem in computational complexity.
One natural direction of research is average case analysis; more precisely studying this problem
in the context of the Erdo˝s-Re´nyi random graph. Here it is known that the maximal clique
in G(n, 1/2) is (2 + o(1)) log2n. Simple greedy algorithms have been formulated to find cliques
of size log2n in polynomial time but no algorithms are known for finding cliques closer to the
maximal size of (2− ε) log2n with ε small, in polynomial time. The situation is different when
one places (hides) a clique of large size in the random graph, the so-called hidden clique problem
especially when the size of the hidden clique is of size κ
√
n for some absolute constant κ. Here
a number of polynomial algorithms have been formulated to discover the maximal clique. For
example (Alon et al., 1998) proposed a spectral algorithm that finds a hidden clique of size√
cn log2 n in polynomial time. In (Deshpande and Montanari, 2015) the authors devised an
almost linear time non-spectral algorithm to find a clique of size
√
n/e. Dekel, Gurel-Gurevich,
and Peres in (Dekel et al., 2014) describe the “most important” open problem in this area as
devising an algorithm (or proving the lack of existence thereof) that finds a hidden clique of size
o(
√
n) in polynomial time. Motivated by these questions we investigate the following question,
How does an Erdo˝s-Re´nyi random graph look like when the largest clique is of size
n1/2−ε?
We check that the graph is strongly pseudo random graph even when the largest clique is of
size n1/2−ε for some ε > 0. We verify that the degree and co-degree does not get affected by
presence of clique of size as large as n1/2−ε which is quite larger than the clique size in Erdo˝s-
Re´nyi that is (2 + o(1)) log2 n. Combining this result with Theorem 1.3.2 we have none of the
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graph parameters in 1.3.2 will get affected in the presence of a clique of size n1/2−ε. Also by
Theorem 2.3.1 we will have number of copies of large subgraphs will also remain asymptotically
equal as that of Erdo˝s-Re´nyi with corresponding edge density. Here we also mention that in
(Krivelevich and Sudakov, 2006a) it was proved that in a pseudo random graph the size of the
largest clique must be less than
√
n.
1.5 From quasi-random graphs to graph limits
The equivalence of many graph parameters in quasi-random graphs raises a natural question:
can one establish similar results for other sequence of graphs satisfying some regularity criteria?
More generally one can ask if there is a notion of limit for a graph sequence. Last two decades
have witnessed fundamental developments of these concepts and now it is known that indeed
there is a rigorous notion of limit for graphs with number of edges of the order n2. In fact it has
been shown in (Borgs et al., 2008), (Borgs et al., 2012) that there is a natural space to embed
graphs of any size and the limit is metrizable. We provide a brief overview of graph limits and
then we will see that quasi-random graphs are specific examples of converging graph sequences.
For a comprehensive overview of the results we refer the reader to (Lova´sz, 2012).
An adjacency matrix of a simple undirected graph G on n vertices is the symmetric n× n
matrix XG = {xij}16i,j6n with xij = 1 if there is an edge between the nodes i and j and equal
to zero otherwise. It can be mapped to a symmetric kernel in the following manner:
k(x, y) =
n∑
i,j=1
xij1Jni (x)1Jnj (y), (1.5.1)
where Jn1 = [0,
1
n ]and for i = 2, . . . , n, J
n
i is the interval (
i−1
n ,
i
n ]. We write K for the space of
symmetric measurable functions from D → R. For each fixed n, the range of the map XG → k
in (1.5.1) is a finite dimensional subspace of simple functions Kn ⊂ K. The following distance,
known as cut distance (Lova´sz, 2012; Borgs et al., 2006, 2008, 2012) in the space K is defined
as follows,
d(k1, k2) = sup
|φ|61,|ψ|61
|
∫
(k1(x, y)− k2(x, y))φ(x)ψ(y) dx dy|, (1.5.2)
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where φ and ψ are Borel measurable functions on [0, 1]. One can write equivalently,
d(k1, k2) = sup
A,B⊂[0,1]
|
∫
A×B
(k1(x, y)− k2(x, y)) dx dy|,
where A and B are Borel subsets of [0, 1]. We will quotient the space via the following equiv-
alence relation: Write Σ as the space of all measure preserving bijections (with respect to the
Lebesgue measure) σ : [0, 1]→ [0, 1]. For k1, k2 ∈ K, say that k1 ∼ k2 if,
k1(x, y) = σk2(x, y) := k2(σx, σy), a.e. x, y, for some σ ∈ Σ.
We denote the orbit {σk : σ ∈ Σ} by k˜. Write K˜ := K\ ∼ for the quotient space under the
relation ∼ on K and τ for the natural map from k → k˜. Since the distance d in (1.5.2) is
invariant under σ, one can define a natural distance δ on K˜ via,
δ(k˜1, k˜2) = inf
σ
d(σk1, k2) = inf
σ
d(k1, σk2) = inf
σ1,σ2
d(σ1k1, σ2k2), (1.5.3)
making (K˜, δ) into a metric space. This distance can be generalized to weighted graph sequence
quite easily. This distance is intimately related to the subgraph counts or subgraph densities in
a typical graph. To make this connection more precise we discuss a related concept known as
homomorphism number. Let F and G be two simple graphs. Then hom(F,G) is the number of
homomorphisms from F toG, in other words, the number of adjacency preserving maps V (F )→
V (G), where V (.) is the set of vertices of the graph. Subsequently, we define homomorphism
density as the following:
t(F,G) =
1
|V (G)||V (F )| .
We introduce another definition before stating a result from (Borgs et al., 2008) that relates
homomorphism densities to the cut-metric.
Definition 1.5.1. Let {Gn} be a sequence of weighted graphs with uniformly bounded
edgeweights. We say that {Gn} is convergent from the left, or simply convergent, if t(F,Gn)
converges for any simple graph F .
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The following theorem states that convergence in terms of the metric δ in (1.5.3) is in fact
equivalent to convergence in terms of homomorphism densities.
Theorem 1.5.2 ((Borgs et al., 2008)). Let {Gn} be a sequence of weighted graphs with uni-
formly bounded edgeweights. Then {Gn} is left convergent if and only if it is a Cauchy sequence
in the metric δ.
Note that the left convergence is related to the P1 in Theorem 1.3.2. Actually it is not diffi-
cult to show that one can replace convergence of homomorphism densities (aka left convergence)
in Theorem 1.5.2 by densities of induced subgraphs (see (Borgs et al., 2008)). The notion of
convergence in cut metric has many other consequences. In Chapter 3 we will show that the
convergence in cut metric ensures convergence of homomorphism densities of node-weighted
simple graphs under some assumptions. Another important result that was proved in (Lova´sz
and Szegedy, 2007) using Szemere´di’s regularity lemma (Theorem 1.3.4), says that (K˜, δ) is
compact metric space. Again, we refer to (Lova´sz, 2012) for a comprehensive list of properties
of cut metric.
From the Theorem 1.3.2 and Theorem 1.5.2 we saw that subgraph counts are not only
important in the study of quasi-random graphs but these counts are fundamental in the study
of dense graph limits. By definition, it is easy to show that quasi-random graphs are convergent
graph sequence. Also, the limiting graphon is a constant and equal to p, where p is the edge
density in the corrosponding quasi-random graphs. In (Lova´sz and Szegedy, 2006) it was shown
that if a sequence of graphs converges to a constant graphon and the constant equals p, then the
sequence is p-quasi-random. Many other relation between quasi-randomness and graph limits
are studied in (Janson, 2011).
Now that we have discussed the notion of limits for dense graphs, we are in position to
discuss how we apply this theory to study complicated models of networks. In (Chatterjee and
Varadhan, 2011), the authors established large deviations of G(n, p) in cut metric and this result
has found numerous applications to study exponential models on graphs, large deviations of
triangle counts to name a few. They obtained similar large deviations result for random matrices
in (Chatterjee and Varadhan, 2012). In our next section we discuss a general exponential model
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for weighted networks and the results we have obtained using graph limit theory and large
deviations techniques from (Chatterjee and Varadhan, 2012).
1.6 Generalized Exponential Random Graph Models
As mentioned in the section 1.4.2, Exponential random graph models (ERGMs) are one
of the fundamental tools in the statistical analysis of networks (Holland and Leinhardt, 1981;
Wasserman and Pattison, 1996; Robins et al., 2007; Snijders et al., 2006). Let us introduce a
general class of ERGM models. Let [n] := {1, 2, . . . , n} and let
Xn := {(yij)i 6=j∈[n] : yij = yji, yij ∈ {0, 1}},
denote the set of all unweighted simple networks on n vertices; here the presence of an edge
between vertices i, j is represented by yij = 1 and yij = 0 otherwise. Given an observed network
Y := (Yij)i 6=j∈[n] ∈ Xn, the starting point in the statistical analysis is modeling this observed
network as a sample from a probability distribution of the form,
Pn(y,θ) =
exp(θ′T (y))∑
y′∈Xn exp(θ
′T (y))
, y ∈ Xn. (1.6.1)
Here for m > 1, θ ∈ Rm is a parameter vector whilst T (·) : Xn → Rm is a vector of statistics
often constructed with domain specific motivations and knowledge and might include terms
that measure clustering and reciprocity in the network, other notions of connectivity and might
include node-level covariates. The aim/object of inference then from the observed network Y
is this parameter vector θ.
Although the model (1.6.1) was extensively used in application with various choices of
T , rigorous understanding of this model began to emerge in the last few years. The first of
such paper is (Bhamidi et al., 2011a), where the authors analyzed the mixing time of MCMC
algorithm to generate (1.6.1). Interestingly, the model exhibit similar behavior as Ising model,
namely for some parameter regime the mixing time of the algorithm is polynomial in number
of nodes and for other regime it takes exponentially long time to mix. It was also shown
that the regime, where the MCMC has polynomial mixing time, the model is pseudo random
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with some parameter depending on he statistic T . Another fundamental article that dealt
with estimating the normalizing constant and limiting behavior is (Chatterjee et al., 2013a).
They used emerging theory of graph limits and techniques from large deviations to understand
limiting behavior of this models.
In the last few years, predominantly motivated by applications and real world data, a host of
weighted network data have arisen ranging from financial applications (Iori et al., 2008), mod-
eling migration flows between different regions (Chun, 2008; Desmarais and Cranmer, 2012)
and brain networks (Simpson et al., 2011). While the development of generative models anal-
ogous to ERGMS in this context is much less developed, there has been recent progress both
in methodological developments (Robins et al., 1999; Krivitsky, 2012; Desmarais and Cranmer,
2012) as well as computational tools to generate and derive statistical inference for these models
(Wilson et al., 2017). Following (Desmarais and Cranmer, 2012), we will refer to this general
family of models as Generalized Exponential Random graph models (GERGM).
Informally, the modeling approach can be divided in two steps. The first part is to model the
weights of the edges and the second part is to incorporate the dependency between edges. For
example if the weights represent counts then the underlying weights should be non-negative and
countable, if the weights represent for example magnitude then the support of edge distribution
should ideally be the whole positive half of the real line. The modeling approach incorporates
both of these desired traits.
One of the common problem faced in the binary ERGM is “degeneracy phenomenon”. In-
formally, this means for some parameter regime a typical realization would produce an almost
empty graph and changing the parameter slightly would result in a graph that is almost full.
More formal statements are postponed to Chapter 3. The first rigorous proof of this phe-
nomenon appeared in (Chatterjee et al., 2013a). A detailed simulation study in (Wilson et al.,
2017), concluded that the degeneracy phenomenon can be avoided by using specific choices
of the functional T when the edges are weighted by truncated normal distribution. We have
been able to prove that this is indeed true but when the edges are normally distributed. We
informally summarize our investigations that are presented in detain in Chapter 3.
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1. Develop general theory with minimal continuity assumptions on the specifications (the
functional T ) based on large deviation results for symmetric random matrices (Chatterjee
and Varadhan, 2012) that deals with general (possibly unbounded) GERGM specifica-
tions.
2. Via both direct calculations as well as application of the general theory developed above,
show that various base measures including the normal distribution as well as distributions
with quadratic tails satisfy the conditions required for the main results. These calculations
are driven by “proof of concept” motivations and can serve as the starting point to
illustrate the kinds of calculations required for other base measures.
3. Derive concrete expressions of the limits for various specifications involving “homomor-
phism” counts of motifs.
4. Understand issues regarding continuity (or lack thereof) of standard functionals in the gen-
eral weighted case and in particular make a start in understanding the scope of GERGM
specifications.
5. Show that edge-two star model does not suffer degeneracy when the edge weights are
normally distributed (This was conjectured in (Wilson et al., 2017) for edge-weights with
truncated normal distribution).
1.7 Site Percolation on pseudo random graphs
The study of percolation originated from material science. Consider the following question:
if a liquid is poured on top of some porous material, will the liquid be able to make its way
through the material and reach the bottom? In the study of reliability of communication
networks a question of practical interest (Li et al., 2015) is “how many failed nodes/edges will
breakdown the whole network?” Percolation theory provides a viable avenue to explore these
questions (see (Li et al., 2015) for a detailed discussion). In percolation theory failure of a
node/edge is modeled by deletion of that node/edge.
Let us introduce a particular percolation model. Consider the square lattice Z2, in two
dimension. Each, node i ∈ Z2 is neighbor to j, if and only if |i− j| = 1, here |.| is the standard
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Euclidean norm. Therefore we get a fully connected graph on infinitely many vertices. Now we
retain each edge with probability p independently of each other. A celebrated result by (Kesten,
1980), tells that if p > 1/2 then then there is an infinite connected component with probability
one and for p < 1/2, the probability that there is an infinite connected component, is zero. In a
percolation model when edges are retained (or deleted) randomly is called bond-percolation and
when each vertex is retained (or deleted) randomly then it is called site percolation (or vertex
percolation). Percolation is an area of active research in probability theory. Many specific cases
including lattice have received extensive attention. For example, site percolation on generalized
cubes was studied in (Reidys, 1997). In (Sivakoff, 2014) the author studied site percolation on
Hamming Torus. In (Grimmett et al., 1998) the authors obtained relation between the critical
probabilities of bond percolation and site percolation for any connected graph. Site percolation
on triangular lattice was studied in (Kesten et al., 1998). Confidence interval for the critical
probabilities for many other Archimedean lattices are given in (Riordan and Walters, 2007).
An upper and lower bound for site percolation on random quadrangulations of the half-plane
was obtained in (Bjo¨rnberg and Stefa´nsson, 2015).
In this article we study site percolation on a general class of models satisfying mild (sparse)
pseudo-randomness criteria. Let Gn = (Vn, En) be the ground graph sequence. All graphs
here are unweighted, undirected and simple. For convenience, we will assume that the vertices
are labelled using [n] := {1, . . . , n}. Finally, we will work under one or more of the following
assumptions. Let Nv be the set of neighbors of the vertex v for all v ∈ [n] and |.| be the
cardinality.
Assumption A1.
min
v∈[n]
|Nv| > np− an.
Assumption A2.
max
v1 6=v2∈[n]
|Nv1 ∩Nv2 | < np2 + bn.
Assumption A3.
max
v∈[n]
|Nv| < np+ an.
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The notion of pseudo-randomness that we use are similar to the one used in (Alon et al.,
1999). Also in their paper (Chung and Graham, 2002) showed that when p = o(1), a graph
sequence satisfying A1, A2, A3 are quasi-random if one puts one additional condition on the
graph sequence. Therefore the conditions A1, A2, A3 are slightly weaker than the notion of
quasi-random graph as defined by (Chung and Graham, 2002)!
Site percolation on d regular pseudo-random graphs was studied in a recent work of Krivele-
vich (Krivelevich, 2016) which is the main inspiration of our work. More precisely (Krivelevich,
2016) studied site percolation on (n, d, λ) graphs. (n, d, λ) graphs are d regular graphs on n
vertices and λ is the second largest eigen-value of the adjacency matrix of the graph in absolute
value. It was shown in (Krivelevich, 2016) under mild assumptions on λ these graphs undergo a
a sharp phase transition at 1d . Motivated by applications (Li et al., 2015), we extend this study
to a class of non-regular graphs. The class of graphs we have considered in this paper contains a
class of (n, d, λ) graphs where d >>
√
n. In (Krivelevich, 2016), the author proposed a problem
to prove uniqueness of the giant component in super critical regime (when ρ = 1+εd ). We not
only prove the uniqueness of the giant component in Theorem 4.0.3, we show that the second
largest component must be of poly-logarithmic order. Thus it partially answers the question
raised by Krivelevich (Krivelevich, 2016). Our result is not applicable to all (n, d, λ) graphs.
More specifically our result is applicable to those (n, d, λ) graphs that satisfy the conditions
in Theorem 4.0.3 or Proposition 4.0.4 (see Chapter 4). We are currently investigating how to
extend our results in more general setting. Before we conclude this section we summarize the
results obtained and defer the details to Chapter 4.
• Under appropriate assumptions on p, an and bn, site percolation on Gn undergoes a sharp
phase transition at 1np . More precisely, if we retain each vertex with probability ρ =
1+ε
np
independently of each other then the largest connected component in the resulting graph
has a connected component of size at least εp .
• If we retain each vertex with probability ρ = 1−εnp independently of each other then the
largest connected component in the resulting graph has a connected component of size at
most logarithmic in n.
• Under appropriate assumptions the giant component is unique!
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CHAPTER 2
Large subgraphs in pseudo-random graphs
In the last decade there has been an explosion in the amount of empirical data on real world
networks in a wide array of fields including statistics, machine learning, computer science,
sociology, epidemiology. This has stimulated the development of a multitude of models to
explain many of the properties of real world networks including high clustering coefficient,
heavy tailed degree distribution and small world properties; see e.g. (Newman, 2003; Albert
and Baraba´si, 2002) for wide-ranging surveys; see (Durrett, 2007; Van Der Hofstad, 2009;
Chung and Lu, 2006) for a survey of rigorous results on the formulated models. Although such
network models are not as simple as an Erdo˝s-Re´nyi graph, one would still like to investigate
whether these posses properties similar to an Erdo˝s-Re´nyi graph. Therefore, it is natural to
ask about how similar/dissimilar such network models are compared to an Erdo˝s-Re´nyi graph.
Many researchers have delved deep into these questions and have found various conditions
under which a given graph Gn := ([n], En), with vertex set [n] and edge set En looks similar
to an Erdo˝s-Re´nyi random graph. In the literature these graphs are known by various names.
Following Krivelevich and Sudakov (Krivelevich and Sudakov, 2006a), we call them pseudo-
random graphs.
As mentioned in Chapter 1, foundational work for these sorts of questions began with
Thomason (Thomason, 1987a,b) in the mid-eighties where he used the term Jumbled graph (see
Definition 2.2.1) to describe such graphs. Roughly it provided quantitative bounds on similarity
between pseudo-random graphs and a G(n, p). This study provided some examples of jumbled
graphs and explored various properties of them. It exposed a whole new interesting research
area and numerous results were obtained afterwards. Further fundamental work in this area
was established by Chung, Graham, and Wilson in (Chung et al., 1989). They coined the term
quasi-random graphs to describe their models of pseudo-random graphs. They provided several
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equivalent conditions of pseudo-randomness; one of their major results is described in Chapter
1. Paraphrasing these results, loosely they state the following:
For a graph Gn to be pseudo-random one must have that the number of induced
isomorphic copies of any subgraph H of fixed size (e.g. H is a triangle) must be
roughly equal to that of a G(n, p).
Another class of pseudo-random graphs is Alon’s (n, d, λ)-graph (see (Alon, 1995)). These
graphs are d-regular graphs on n vertices such that the second largest absolute eigenvalue of its
adjacency matrix is less than or equal to λ. Various graph properties are known for (n, d, λ)-
graphs (see (Krivelevich and Sudakov, 2006a) and the references therein).
As described above, the availability of data on real-world networks has stimulated a host of
questions in an array of field, in particular in finding large motifs in observed networks such as
large cliques or communities (representing interesting patterns in biological or social networks)
or understanding the limits of search algorithms in cryptology. Many of these questions are
computationally hard and one is left with brute search algorithms over all possible subgraphs
of a fixed size to check existence of such motifs. Thus a natural question (again loosely stated)
is as follows:
Can we find simple conditions on a sequence of graphs {Gn : n > 1} such that the
number of induced isomorphic copies of any subgraph H of growing size (e.g. H
is a clique of size log n) must be roughly equal to that in G(n, p)? What are the
fundamental limits of such conditions?
Here we consider a class of pesudo-random graphs and study the number of induced copies
of large subgraphs in those. More precisely, we will assume that our graph Gn satisfies the
following two assumptions for some absolute constant C, and p, δ ∈ (0, 1):
Assumption A1.
max
v∈[n]
||Nv| − np| < Cnδ.
Assumption A2.
max
v 6=v′∈[n]
∣∣|Nv ∩Nv′ | − np2∣∣ < Cnδ.
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Here for any v ∈ [n], Nv := {u ∈ [n] : u ∼ v}, where u ∼ v means that u is connected to v by an
edge in Gn. These two conditions are very natural to assume. For example, using Hoeffding’s
ineqaulity it is easy to check that for G(n, p) assumptions (A1) and (A2) are satisfied for any
δ > 1/2 with super-polynomially high probability. As we will see below, besides G(n, p) there
are many examples of graph ensembles which satisfy assumptions (A1)-(A2). Further, these
two specifications are quite basic and often very easy to check for a given graph (random or
deterministic).
In our main theorem below we show that for any such graph sequence the number of induced
isomorphic copies of any slowly growing sub-graph is approximately same as that of an Erdo˝s-
Re´nyi random graph with edge connectivity p. Before stating our main theorem let us introduce
some notation: For any r ∈ N, let us denote G(r) be the collection of all graph with vertex set
[r]. Further given any graph H, denote nGn(H) to be the number of induced isomorphic copies
of H in Gn and E(H) to be edge-set of H. Next, for p ∈ (0, 1), define γp := max{p−1, (1− p)−1}.
We also write log(·) to denote the natural logarithm, i.e. logarithm with respect to the base
e. When needed, we will specify the base b and write as logb(·). For any two positive integers
s ≤ n, let us denote (n)s := n(n − 1) · · · (n − s + 1). Now we are ready to state our main
theorem.
Theorem 2.0.1. Let {Gn}n∈N be a sequence of graphs satisfying assumptions (A1) and (A2).
Then, there exists a positive constant C ′0, depending on p, such that
max
s≤cn
max
Hs∈G(s)
∣∣∣∣∣∣∣
nGn(Hs)
(n)s
|Aut(Hs)|
(
p
1−p
)|E(Hs)|
(1− p)(s2)
− 1
∣∣∣∣∣∣∣→ 0, (2.0.1)
as n→∞, where cn := ((1− δ) ∧ 12) lognlog γp − C ′0 log logn.
Remark 2.0.2. Note that
E(nG(n,p)(Hs)) =
(n)s
|Aut(H)|
(
p
1− p
)|E(H)|
(1− p)(s2).
Thus Theorem 2.0.1 establishes that the number of induced isomorphic copies of large graphs
are approximately same as that of an Erdo˝s-Re´nyi graph. In the proof of Theorem 2.0.1 we
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actually obtain bounds on the rate of convergence to zero of the lhs of (2.0.1). Using these
rates, one can allow min{p, 1−p} and 1−δ to go to zero and obtain modified versions of (2.0.1)
in those cases. See Remark 2.6.8 for more details. For clarity of presentation we work with
fixed values of p and δ in Theorem 2.0.1. In Section 2.1.5 we give an example of a graph model
where the result Theorem 2.0.1 is optimal.
Remark 2.0.3 (Existence of large motifs). The above result shows that under assumptions
(A1) and (A2), the associated sequences of graphs are strongly pseudo-regular in the sense
that the count of large motifs in the graph is approximately the same as in Erdo˝s-Re´nyi random
graph. One could ask a weaker question about existence of large motifs; to fix ideas let
r = c log n for a constant c > 0 and Cr denote a clique on r vertices. Then one could ask the
import of Assumptions (A1) and (A2) on the existence of Cr; this corresponds to
lim inf
n→∞ nGn(Cr) > 0.
We study these questions in work in progress.
We will see in Section 2.1.5 that the conclusion of Theorem 2.0.1 cannot be improved
unless one has more assumptions on the graph sequence. Below we consider one such direction
to understand the implications of our proof technique if one were to assume bounds on the
number of common neighbors of three and four vertices.
Assumption A3.
max
v1 6=v2 6=v3∈[n]
∣∣|Nv1 ∩Nv3 ∩Nv3 | − np3∣∣ < Cnδ.
Assumption A4.
max
v1 6=v2 6=v3 6=v4∈[n]
∣∣|Nv1 ∩Nv3 ∩Nv3 ∩Nv4 | − np4∣∣ < Cnδ.
Under these above two assumptions we obtain the following improvement of Theorem 2.0.1.
26
Theorem 2.0.4. Let {Gn}n∈N be a sequence of graphs satisfying assumptions (A1)-(A4).
Then, there exists a positive constant C ′5, depending on p, such that
max
s≤cn
max
Hs∈G(s)
∣∣∣∣∣∣∣
nGn(Hs)
(n)s
|Aut(H)|
(
p
1−p
)|E(H)|
(1− p)(s2)
− 1
∣∣∣∣∣∣∣→ 0, (2.0.2)
as n→∞, where cn := ((1− δ) ∧ 23) lognlog γp − C ′5 log logn.
From the proof of Theorem 2.0.4 it will be clear that adding more assumptions on the
common neighbors of a larger collection of vertices may further improve Theorem 2.0.1. To
keep the presentation of current work to manageable length we restrict ourselves only to the
above extension. Proof of Theorem 2.0.4 can be found in Section 2.6.
We defer a full discussion of related work to Section 3.4. The rest of this chapter is organized
as follows:
Outline of the Chapter.
1. In Section 2.1 we apply Theorem 2.0.1 to exponential random graph models (ergms)
in the high temperature regime (Section 2.1.1), random geometric graphs (Section
2.1.2), conditioned Erdo˝s-Re´nyi random graphs (Section 2.1.3), and random regular
graphs (Section 2.1.4). Section 2.1.5 describes a network model where Theorem 2.0.1 is
optimal. Proofs of all these results can be found in Section 2.7.
2. Section 3.4 discusses the relevance of our results, connections to existing literature as well
as possible extensions and future directions to pursue.
3. In Section 2.3 we provide an outline of our proof technique. We start this section by
stating Proposition 2.3.1, which is the sub-case of Theorem 2.0.1 for p = 1/2. For clarity
of presentation, we only explain the idea behind the proof of Proposition 2.3.1. Along
with the proof idea we introduce necessary notation and definitions.
4. We prove Proposition 2.3.1 in Section 2.4. We state the lemmas needed to prove Propo-
sition 2.3.1. Proofs of these lemmas are deferred to Section 2.5.
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5. In Section 2.6 we provide a detailed outline about how one can extend the ideas from the
proof of Proposition 2.3.1 to prove Theorem 2.0.1. Proof of Theorem 2.0.4 can also be
found in Section 2.6. Section 2.7 contains proofs for the applications our main result.
2.1 Applications of Theorem 2.0.1
In this section we consider four different random graph ensembles: exponential random
graph models, random geometric graphs, Erdo˝s-Re´nyi random graphs conditioned on a large
clique, and random d-regular graphs. We show that for these four random graph ensembles
Theorem 2.0.1 can be applied (and adapted) to show that the number of induced isomorphic
slowly growing subgraphs are close to that of an Erdo˝s-Re´nyi random graph. In Section 2.1.5
considering an example of a sequence of deterministic graphs we show that one may not extend
the conclusion of Theorem 2.0.1 without any additional assumptions on the graph sequence.
2.1.1 Exponential random graph models (ergm)
In this section we show that in the high temperature regime the number of induced isomor-
phic copies of subgraphs of growing size in an ergm are approximately same with that of an
Erdo˝s-Re´nyi graph, with appropriate edge connectivity probability.
We start with a precise formulation of the model. We will stick to the simplest specification
of this model which incorporates edges and triangles although we believe that the results below
carry over for any model in the ferromagnetic case as long as one is in the high temperature
regime. Let Ω := {0, 1}(n2) and note that any simple graph on n vertices can be represented by
a tuple x := (xij)16i<j6n ∈ Ω. Here xij = 1 if vertices i, j are connected by an edge and xij = 0
otherwise. On this space, we define the Hamiltonian H as follows.
H(x) := β
∑
16i<j6n
xij +
γ
n
∑
16i<j<k6n
xijxjkxik. (2.1.1)
Note that E(x) :=
∑
16i<j6n xij is just the number of edges in x whilst T (x) :=∑
16i<j<k6n xijxjkxik is the number of triangles. Thus the above Hamiltonian has a simpler
interpretation as
H(x) = βE(x) +
γ
n
T (x).
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For simplicity we write β := (β, γ) for the parameters of the model, and consider the probability
measure,
p(n)β (x) ∝ exp(H(x)), x ∈ Ω. (2.1.2)
In the sequel, to ease notation, we will suppress n and write the above, often as pβ. Now for
later use we define the function ϕβ : [0, 1]→ [0, 1] via,
ϕβ(x) :=
eβ+γx
1 + eβ+γx
. (2.1.3)
Below we state the assumption on the ergm with which we work in this chapter.
Assumption 2.1.1. We assume that we are in the ferromagnetic regime, namely γ > 0.
Further we assume that the parameters β are in the high temperature regime (see also (Bhamidi
et al., 2011a)). That is, there exists a unique solution 0 < p∗ < 1 to the equation
p =
eβ+γp
2
1 + eβ+γp2
(2.1.4)
and further
d
dp
eβ+γp
2
1 + eβ+γp2
∣∣∣∣∣
p=p∗
< 1. (2.1.5)
See Figure 2.1 below for a graphical description of our setting. In passing we note that the
above two conditions can be succinctly expressed using the function ϕβ as defined in (2.1.3) as,
p∗ = ϕβ((p∗)2),
d
dp
ϕβ(p
2)
∣∣∣∣
p=p∗
< 1. (2.1.6)
Now we are ready to state the main result regarding ergm.
Theorem 2.1.2. Let G(n, p∗) denote an Erdo˝s-Re´nyi random graph with edge connectivity
probability p∗. Let X(n) ∼ p(n)β satisfying assumption 2.1.1. Then as n→∞, we have,
max
s≤cn
max
Hs∈G(s)
∣∣∣∣ nX(n)(Hs)E(nG(n,p∗)(Hs)) − 1
∣∣∣∣→ 0, almost surely,
where cn :=
1
2
logn
log γp∗
− C ′1 log logn and C ′1 is some positive constant depending only on p∗.
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Figure 2.1: The functions f(p) = p and g(p) = e
β+γp2
1+eβ+γp2
with β = −2 and γ = 4. The red point
corresponds to p∗.
Theorem 2.1.2 follows from Theorem 2.0.1 once we establish that assumptions (A1)-(A2)
are satisfied by X(n) almost surely. We defer the proof to Section 2.7.
2.1.2 Thresholded graphs from high-dimensional correlation networks
Recall that we write Sd−1 := {x ∈ Rd : ‖x‖2 = 1} for the unit sphere in Rd, where ‖ · ‖2
denotes the usual Euclidean metric. Suppose {Xi : i ∈ [n]} be n points chosen independently
and uniformly distributed on Sd−1. Fix p ∈ (0, 1). We will use these points to construct a
graph with vertex set [n] as follows: For i 6= j ∈ [n] say that vertex i is connected to j if and
only if
〈Xi,Xj〉 > tp,d.
Here 〈·, ·〉 is the usual inner product operation on Rd and tp,d is a constant chosen such that
P(〈Xi,Xj〉 > tp,d) = p (2.1.7)
Call the resulting graph G(n, d, p). See Figure 2.2 for a pictorial representation.
Maximal clique behavior in this model was studied in (Devroye et al., 2011). Further it was
shown in (Devroye et al., 2011) that the total variation distance between G(n, d, p) and G(n, p)
goes to zero as d → ∞ while n is fixed. It was further shown in (Bubeck et al., 2016) that
the total variation distance between G(n, d, p) and G(n, p) goes to zero if d grows faster than
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e1
Xi
θ
Figure 2.2: A vertex i is connected 1 in G(n, d, p) if and only if cos(θ) > tp,d. Here we have rotated the
original points via an orthogonal transformation so that the co-ordinates of vertex 1 correspond to e1 =
(1, 0, . . . , 0). Picture modified from template on https://github.com/MartinThoma/LaTeX-examples.
n3 while the distance goes to 1 if d/n3 → 0. In this section we will consider weaker notions of
convergence of graphs and establish that random geometric graphs look similar to Erdo˝s-Re´nyi
when d is growing as slow as (log n)c for some c > 1. Below we work with following assumption
on random geometric graphs.
Assumption 2.1.3. We consider random geometric graphs G(d, n, p) with 0 < p 6 1/2 and
d/ log n→∞ as n→∞.
We split our result on G(d, n, p) into two parts. In first part we consider induced isomorphic
copies of any fixed graph.
Theorem 2.1.4. If (log n)c/d = o(1) for some c > 1, then as n→∞ and we have,
∣∣∣∣ nG(n,d,p)(H)E(nG(n,p)(H)) − 1
∣∣∣∣→ 0, almost surely,
for all finite subgraph H.
Theorem 2.1.4 shows that the number of induced isomorphic copies of any fixed graph is
asymptotically same as that of an Erdo˝s-Re´nyi random graph. Therefore, from (Borgs et al.,
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2008, Theorem 2.6) it follows that G(d, n, p) and G(n, p) are arbitrarily close in cut-metric as
soon as d is poly-logarithmic in n. Theorem 2.1.4 is actually a consequence of the following
stronger result. This result shows that the number of copies of “large subgraphs” are asymptot-
ically same as that of Erdo˝s-Re´nyi random graph. However, the size of the subgraphs one can
consider depends on how fast d “grows” compared to n. More precisely, we have the following
result.
Theorem 2.1.5. Let G(d, n, p) be a random geometric graph on n vertices satisfying Assump-
tion 2.1.3. Then, we have,
max
s≤cn
max
Hs∈G(s)
∣∣∣∣ nG(n,d,p)(Hs)E(nG(n,p)(Hs)) − 1
∣∣∣∣→ 0, almost surely,
where
cn := log τ
−1
n /log γp − C ′2 log log τ−1n and τn := κp
[√
max{log n, log d}
d
+
1
n2
]
,
for some large positive constants κp and C
′
2.
Remark 2.1.6. Note that if d is poly-logarithmic in n then from Theorem 2.1.5 it follows that
the number of induced isomorphic copies of subgraphs of size upto O(log log n) are roughly
same as that an Erdo˝s-Re´nyi random graph. Proof of Theorem 2.1.5 can be found in Section
2.7. As described in Remark 2.0.3 the question considered in this thesis is refined in the
sense that we want the number of large motifs in the model under consideration to closely
match the corresponding number in an Erdo˝s-Re´nyi random graph; this second object grows
exponentially in the size of the motif being considered. Thus small errors build up as will be
seen in the proofs. In future work we will consider the problem described in Remark 2.0.3 where
one is only interested in the existence of large motifs.
32
2.1.3 Erdo˝s-Re´nyi random graphs conditioned on large cliques
Theorem 2.1.7. Let G(n, 1/2) be the Edo˝s-Re´nyi random graph with connectivity probability
1
2 . Fix δ ∈ (1/2, 1), and define
A δd :=
{
∃ v ∈ [n] :
∣∣∣|Nv| − n
2
∣∣∣ ≥ Cnδ} ,
and
A δcod :=
{
∃ v 6= v′ ∈ [n] :
∣∣∣|Nv ∩Nv′ | − n
4
∣∣∣ ≥ Cnδ} .
Let Cr denote the event that the maximal clique size in G(n, 1/2) is greater than or equal to r.
If r = cn
1
2
−ε, for some positive constants c, and ε such that δ + ε > 1, then
P
(
A δd ∪A δcod
∣∣∣Cr)→ 0, (2.1.8)
as n→∞. In particular by Theorem 2.0.1, the assertion in (2.0.1) holds with high probability
as n→∞ with p = 1/2.
Remark 2.1.8. It would be interesting to further explore the implications of the above result
and in particular see if this result negates the existence of polynomial time algorithms for finding
hidden cliques in G(n, 1/2) if the size of the hidden clique is o(
√
n). We defer this to future
work.
Remark 2.1.9. For clarity of the presentation of the proof of Theorem 2.1.7 we consider only
p = 1/2. We believe it can be extended for any p ∈ (0, 1).
2.1.4 Random d-regular graphs
For positive integers n and d := d(n), the random d-regular graph G(n, d) is a random
graph which is chosen uniformly among all regular graphs on n vertices of degree d. One
key difference between G(n, d) and G(n, p) is that the edges in G(n, d) are not independent of
each other. However, using different techniques researchers have been able to study different
properties of G(n, d). For more details, we refer the reader to (Bolloba´s, 1998; Janson et al.,
2011). Here we study the number of induced isomorphic copies of large subgraph in G(n, d).
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We obtain the following result. Before stating the result let us recall an = Θ(bn) implies that
theres exists constant c1 and c2 such that c1an ≤ bn ≤ c2an, for all large values of n.
Theorem 2.1.10. Let G(n, d) be a random regular graph with d = Θ(n). Then, there exists a
positive constant C ′3 such that
max
s≤cn
max
Hs∈G(s)
∣∣∣∣∣∣∣
nG(n,d)(Hs)
(n)s
|Aut(Hs)|
(
d/n
1−(d/n)
)|E(Hs)|
(1− dn)(
s
2)
− 1
∣∣∣∣∣∣∣→ 0, (2.1.9)
as n→∞, in probability where cn := 12 lognlog γd/n − C ′3 log log n.
The proof of Theorem 2.1.10 is a direct application of Theorem 2.0.1 once we establish that
G(n, d) satisfies conditions (A1)-(A2). However, this is already known in the literature.
Theorem 2.1.11 ((Krivelevich et al., 2001, Theorem 2.1(i))). Let G(n, d) be a random regular
graph with d = Θ(n). Then,
P
(
max
v 6=v′∈[n]
∣∣∣∣|Nv ∩Nv′ | − d2n
∣∣∣∣ ≤ 6d√log n√n
)
→ 1, as n→∞.
Proof of Theorem 2.1.10 is immediate from Theorem 2.1.11.
Remark 2.1.12. Note that Theorem 2.1.11 implies that (A1)-(A2) (assumption (A1) is
automatically satisfied as the graphs are d-regular) are satisfied with δ := δn =
1
2 +
1
2
log logn
logn .
One can absorb the quantity 12
log logn
logn in the constant C
′
0 appearing in Theorem 2.0.1, and can
essentially assume that G(n, d) satisfies assumptions (A1)-(A2) with δ = 12 .
Remark 2.1.13. Very recently (Tikhomirov and Youssef, 2016) improved a previously existing
bound on the second largest absolute value of the adjacency matrix of a random d-regular
graph and showed that it is O(
√
d) with probability tending to one. Hence, using (Tikhomirov
and Youssef, 2016) one can re-derive Theorem 2.1.10 from (Krivelevich and Sudakov, 2006a,
Theorem 4.10).
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2.1.5 Optimality of Theorem 2.0.1: Binary graph
Now as mentioned above we provide the example which shows that the result Theorem
2.0.1 is optimal. This corresponds to a graph on a vector space over the binary field. For
any odd integer k this graph Gbn is a graph on n vertices where n = 2
k−1 − 1 and “b” is to
emphasize “binary” which we now elucidate. The vertices of Gbn are binary tuples of length k
with odd number of ones except the vector of all ones. Note that every vertex v has also a
vector representation. We draw an edge between two vertices u and v if and only if 〈u, v〉 = 1,
where the multiplication and the addition are the corresponding operations in the binary field.
Now we are ready to state the main result on Gbn.
Theorem 2.1.14. Let Gbn be the graph described above. It has the following properties:
1. There exists an absolute constant C ′4 such that
max
s≤ 1
2
log2n−C′4 log logn
max
Hs∈G(s)
∣∣∣∣∣ nGbn(Hs)E(nG(n, 1
2
)(Hs))
− 1
∣∣∣∣∣→ 0,
as n→∞.
2. Let Is denote the empty graph with vertex set [s]. Then for any η > 0,
max
s≤(1−η)log2n
∣∣∣∣∣ nGbn(Is)E(nG(n, 1
2
)(Is))
− 1
∣∣∣∣∣→ 0,
as n→∞. Moreover the size of the largest independent set in Gbn is log2(n+ 1) + 1.
3. Recall that Cs is the complete graph with vertex set [s]. Then for any η > 0, setting
s¯ := (12 + η) log2n we have
nGbn(Cs¯)
E(nG(n, 1
2
)(Cs¯))
≥ exp(−2/3)2(η log2n2 ),
for all large n.
Proof of Theorem 2.1.14(i) is a direct application of Theorem 2.0.1. We only need to
verify that assumptions (A1)-(A2) are satisfied by the graph sequence {Gbn} with p = 1/2 and
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δ ≤ 1/2. Theorem 2.1.14(ii)-(iii) have deeper implications in the context of pseudo-random
graphs. Theorem 2.1.14(ii) shows that if in (2.0.1) we restrict ourselves to some subsets of G(r)
then one may be able to improve the conclusion of Theorem 2.0.1. Whereas, Theorem 2.1.14(iii)
shows that one cannot expect any such improvement to hold uniformly for all subgraphs in G(r)
beyond the 12 log2n barrier, as predicted by Theorem 2.0.1. Therefore, Theorem 2.0.1 gives us
an optimal result under the assumptions (A1)-(A2). Theorem 2.1.14(ii) further shows that
even if we restrict our attention to some subset of G(r) any improvement must not go beyond
r = log2n.
2.2 Discussion and related results
In this Section we provide a wide-ranging discussion both of related work as well as future
directions. We begin our discussion with Thomason’s Jumbled graphs.
2.2.1 Jumbled graphs
In the context of pseudo-random graphs results similar to (2.0.1) first appeared in the work
of Thomason (Thomason, 1987a). To explain his result, let us define his notion of Jumbled
graph.
Definition 2.2.1. A graph Gn is called (p, α)-jumbled if for every subset of vertices U ⊂ [n],
one has ∣∣∣∣e(U)− p(|U |2
)∣∣∣∣ ≤ α|U |, (2.2.1)
where e(U) denotes the number of edges whose both end points are in U .
In (Thomason, 1987a, Theorem 2.10) it was shown that for (p, α)-jumbled graphs, with
p ≤ 1/2, (2.0.1) holds whenever s is such that psn  42αs2. In (Erdo˝s and Spencer, 7172) it
was established that α must be Ω(
√
np) (recall an = Ω(bn) implies that lim infn an/bn ≥ c > 0).
When α = Θ(
√
np), then we must have ps
√
n 1 for (2.0.1) to hold for (p, α)-jumbled graphs.
Note that, when δ, p ≤ 1/2, under the same assumption on s we establish Theorem 2.0.1.
Pseudo-random graphs satisfying assumptions (A1)-(A2) and jumbled graphs are not very
far from each other. For example, if Gn satisfies (A1)-(A2), then one can check that Gn is a
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(p,O(n(1+δ)/2))-jumbled graph (see (Thomason, 1987a, Theorem 1.1)). On the other hand, if
Gn is a (p, n
δ′)-jumbled graph then all but few vertices satisfy assumption (A1) for any δ > δ′
(see (Thomason, 1987a, Lemma 2.1)). So our assumptions (A1)-(A2) and the condition (2.2.1)
are somewhat comparable.
The advantage with (A1)-(A2) is that given any graph one can easily check those two
conditions. On other hand, given any large graph, it is almost impossible to check the condition
(2.2.1) for all U ⊂ [n]. For example, condition (2.2.1) would be very hard to establish for ergms,
random geometric graphs, Erdo˝s-Re´nyi random graphs conditioned on the existence of a large
clique, and even random d-regular graphs. We have already seen in Section 2.1 that for these
graphs one can use Theorem 2.0.1 and deduce that the number of slowly growing subgraphs
in those graphs are approximately same as that of an Erdo˝s-Re´nyi random graph with an
appropriate edge connectivity probability.
As mentioned above, if (A1)-(A2) are satisfied by graph Gn, then it is also jumbled graph
with certain parameters. Therefore. one can try to apply (Thomason, 1987a, Theorem 2.10) to
obtain a result similar to ours. However, the application of (Thomason, 1987a, Theorem 2.10)
yields a sub-optimal result in the following sense. Note that both random d-regular graphs and
exponential random graph models satisfy assumptions (A1)-(A2) with δ = 1/2 (see Theorem
2.1.11 and Theorem 2.7.1). Therefore, applying Theorem 2.0.1 one would obtain that the
number of induced isomorphic copies of subgraphs of size 12 log2n (for ease of explanation, let us
consider only the case d/n = p∗ = 1/2 in Theorem 2.1.10 and Theorem 2.1.2) are asymptotically
same as that of an G(n, 12). However, application of (Thomason, 1987a, Theorem 1.1) and
(Thomason, 1987a, Theorem 2.10) implies that the same holds for s ≤ 14 log2n. Therefore
Theorem 2.0.1 improves the result of (Thomason, 1987a).
Investigating the proof of Theorem 2.0.1 one can easily convince oneself that we do not need
the maximum over all vertices (and pair of vertices) in (A1)-(A2). The proof goes through
as long as the assertions (A1)-(A2) hold on the average. Indeed, using Markov’s inequality,
and increasing δ by some multiple of lognlog logn , one can establish that (A1)-(A2) holds for all
but few vertices. This does not change the conclusion Theorem 2.0.1 and it only increases the
constant C ′0. For clarity of presentation we do not pursue this generalization and work with
the assumption that (A1)-(A2) holds for all vertices (and pair of vertices).
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In the context of quasi-random graphs attempts have been made to prove that (??) holds
even one allows r to go to infinity. In (Chung and Graham, 1990) Chung and Graham showed
that if a subgraph Hs is not an induced subgraph of Gn then one must have a set S of size n/2
such that e(S) deviates from n
2
16 by at least 2
−2(s2+27)n2 . This implies that in a quasi-random
graph Gn at least one induced copy of every subgraph of size O(
√
log n) must be present.
One may also want to check upon plugging in the rates of convergence from (A1)-(A2)
and following the steps in the proof of (Chung et al., 1989, Theorem 1) whether it is possible to
show (??) for subgraphs of growing size. It can indeed be done. However, the arguments break
down at r = O(
√
log n). Note that this is much weaker than Theorem 2.0.1. To understand
why the argument stops at O(
√
log n) we need discuss the key idea behind the proof of (Chung
et al., 1989, Theorem 1) which is deferred to Section 2.3.
Next we direct our attention to Alon’s (n, d, λ) graph.
2.2.2 Alon’s (n, d, λ) graphs
A graph is called an (n, d, λ)-graph if it is a d-regular graph on n vertices whose second
largest absolute eigenvalue is λ. A number of properties of such graphs have been studied (see
(Krivelevich and Sudakov, 2006a) and the references therein). For such graphs the number
of induced isomorphic copies of large subgraphs is also well understood (see (Krivelevich and
Sudakov, 2006a, Section 4.4)). From (Krivelevich and Sudakov, 2006a, Theorem 4.1) it follows
that (n, d, λ)-graphs contain the correct number of cliques (and independent sets) of size s if s
satisfies the condition n λ(n/d)s. Thus, to apply (Krivelevich and Sudakov, 2006a, Theorem
4.1) one needs a good bound on the second largest absolute eigenvalue λ. For nice graph
ensembles it is believed that one should have λ = Θ(
√
d). However, this has been established
only in few examples. For example, when d = Θ(n) for a random d-regular this has been
established very recently in (Tikhomirov and Youssef, 2016). Any bound on λ of the form
O(d
1
2
+η), for some η > 0, yield a sub-optimal result when applied to (Krivelevich and Sudakov,
2006a, Theorem 4.10). On the other hand, our method being a non-spectral technique, does
not require any bound on λ and the conditions (A1)-(A2) are much easier to check.
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2.2.3 Optimality, limitations and future directions
We have already seen that Theorem 2.0.1 is optimal in the sense that one cannot improve
the conclusion of Theorem 2.0.1 without adding further assumptions. One can consider two
possible directions for improvements. The first of those is to have more conditions on the graph
sequence. For example, one may assume controls on the number of common neighbors of three
and four vertices. This indeed improves the conclusion of Theorem 2.0.1 when δ ≤ 1/2. This
is seen in Theorem 2.0.4.
Another direction we are currently pursuing is extending Theorem 2.0.1 to the setting of
models which incorporate community structure. Here the comparative model is not the Erdo˝s-
Re´nyi random graph but the stochastic block model. Community detection and clustering on
networks have spawned an enormous literature over the last decade, see the survey (Fortunato,
2010) and the references therein. One can easily extend the ideas of Theorem 2.0.1 to count the
number of induced isomorphic copies of large subgraphs in a stochastic block model. To keep
the clarity of the presentation of the current work we defer this generalization to a separate
project.
2.3 Notation and Proof Outline
In this section our goal is to discuss the idea behind the proof of our main result. For clarity
of presentation we consider the sub-case p = 1/2 separately. That is we establish the following
result first.
Proposition 2.3.1. Let {Gn}n∈N be a sequence of graphs satisfying the following two condi-
tions:
sup
16v6n
∣∣∣|Nv| − n
2
∣∣∣ < Cnδ, (2.3.1)
sup
16v 6=v′6n
∣∣∣|Nv ∩Nv′ | − n
4
∣∣∣ < Cnδ. (2.3.2)
There exists a positive constant C0, such that
max
s≤((1−δ)∧ 1
2
) log2n−C′0 log2 log2n
max
Hs∈G(s)
∣∣∣∣∣∣ nG(Hs)(n)s|Aut(Hs)| (12)(s2) − 1
∣∣∣∣∣∣→ 0, (2.3.3)
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as n→∞.
Once we prove Proposition 2.3.1 the proof of Theorem 2.0.1 is an easy adaptation. Proof of
Proposition can be found in Section 2.4 and the proof of Theorem 2.0.1 is deferred to Section
2.6. This section is devoted to outline the ideas of the proof of Theorem 2.0.1. For clarity once
again we focus on the sub-case p = 1/2.
For any graph Hr on r vertices, let us define
En(Hr) :=
∣∣∣∣∣∣ nG(Hr)(n)r|Aut(Hr)| −
(
1
2
)(r2)∣∣∣∣∣∣ , (2.3.4)
and let En(r) := maxHr∈G(r) En(Hr).
Note that, in order to prove Proposition 2.3.1, it is enough to show that 2(
r
2)En(r) → 0 as
n→∞, uniformly for all graphs Hr ∈ G(r) and all r ≤ ((1− δ)∧ 12) log2n−C ′0 log2 log2n, where
C ′0 is some finite positive constant. If Gn satisfies assumptions (2.3.1)-(2.3.2), then one can
easily check that the required result holds for r = 2. So, one natural approach to extend the
same for larger values of r is to use an induction-type argument. The key to such an argument
is a recursive estimate of the errors En(r) (see Lemma 2.4.1).
Therefore the main idea behind the proof of Proposition 2.3.1 lies in obtaining a bound
on En(r + 1) in terms of En(r). To explain the idea more elaborately let us first introduce few
notation. Our first definition will be a notion about generalized neighborhood.
Definition 2.3.2 (Generalized neighborhood). Let (avv′)
n
v,v′=1 denote the adjacency matrix of
the graph Gn.
1. For any ξ ∈ {0, 1}, and v ∈ [n] define
N ξv :=
{
v′ ∈ [n] : avv′ = ξ
}
.
That is, for ξ = 1 and 0 the N ξv denote the collection of neighbors and non-neighbors of
v respectively. By a slight abuse of notation N ξv will also denote cardinality of the set in
context. For later use, we also denote aξuv := I(auv = ξ).
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2. For any set of vertices B ⊂ [n] we denote N B,ξv := N ξv ∩ B. That is, N B,ξv denotes the
collection of neighbors (non-neighbors, if ξ = 0) of v in B. Further, for ease of writing
we will continue to use the notation N B,ξv for the cardinality of the set in context.
The parameter ξ in Definition 2.3.2 is required to consider all subgraphs of any given size.
For example, if we are interested in finding the number of cliques in Gn then it is enough to
consider ξ = 1, whereas for independent sets we will need ξ = 0.
With the help of this definition let us now again continue explaining the idea of the proof.
For ease of explanation let us assume that we are interested in proving the main result only for
cliques. Suppose we already have the desired conclusion for En(Ck). Note that a collection of
(k + 1) vertices forms a clique of size (k + 1) if and only if any k of them form a clique of size
k, and the (k + 1)-th vertex is the common neighbor of the first k vertices. We use this simple
idea to propagate our estimate in the error En(·).
If we have an Erdo˝s-Re´nyi random graph with edge connectivity probability 1/2, then we
see that given any r vertices the expected number of common neighbors of those r vertices is
n/2r. This implies that the number of cliques of size (r + 1) is approximately same with the
number of the cliques of size of r multiplied by n/2r.
To formalize this idea for graphs satisfying (2.3.1)-(2.3.2) we need to show that for any
collection of vertices v1, v2, . . . , vr ∈ [n] and ξ1, ξ2, . . . , ξr ∈ {0, 1}r we must have that |N ξ1v1 ∩
N ξ2v2 ∩ · · ·N ξrvr | ≈ n2r . For ease of writing we have the next definition.
Definition 2.3.3. For v := {v1, v2, . . . , vr} and ξ := {ξ1, ξ2, . . . , ξr} ∈ {0, 1}r, let us denote
fr(v, ξ) :=
∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξrvr ∣∣∣.
Further denote
f¯r,ξ :=
1
(n)r
∑
v
fr(v, ξ). (2.3.5)
Equipped with the above definition, as noted earlier, our goal is to show that fr(v, ξ) ≈ n2r
for graphs satisfying (2.3.1)-(2.3.2). However, such an estimate is not feasible for all choices of
vertices v1, v2, . . . , vr. Instead we show that such an estimate can be obtained for most of the
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vertices which we call “good” vertices, whereas the vertices for which the above does not hold
are termed as “bad” vertices. More precisely we have the following definition.
Definition 2.3.4. Fix ε > 0. For any given set B ⊂ [n], and ξ ∈ {0, 1}, define
Goodξε(B) :=
{
v ∈ [n] :
∣∣∣∣N B,ξv − |B|2
∣∣∣∣ ≤ C˜|B|nε(δ−1)/2} .
Throughout this chapter, we fix an
ε :=
C¯0 log2 log2n
(1− δ) log2n
, (2.3.6)
for some appropriately chosen large constant C0, which we determine later during the proof.
Since we work with this fixed choice of ε through out the chapter (except in the proof of Theorem
2.1.5), for brevity of notation we drop the subscript ε from in the definition of Goodξε(·) and
write Goodξ(·) instead. Next for a given collection of m vertices {v1, v2, . . . , vm} and ξ :=
{ξ1, ξ2, . . . , ξm, ξm+1} ∈ {0, 1}m+1, we set
Goodξ(v1, v2, . . . , vm) := Good
ξm+1(B), where B = N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξmvm .
Moreover, letting ξ˜ := {ξ1, ξ2, . . . , ξm}, define
Badξ˜(v1, v2, . . . , vm) := ∪1ξm+1=0
(
Goodξ(v1, v2, . . . , vm)
)c
.
Equipped with above definition it is easy to show by induction that for any v ∈ [n]r and
ξ ∈ {0, 1}r such that vj ∈ Goodξj (v1, v2, ..., vj−1), for all j = 3, 4, . . . , r, we have fr(v, ξ) ≈ n/2r
(see Lemma 2.4.2). However, our notion of “good” vertices is useful only when the cardinality
of collection of “bad” vertices is small compared to that of “good” vertices. To show this we
work with the following definition.
Definition 2.3.5. Fix two positive integers m′ < m. Let Hm be a graph on m vertices, and
Hm′ be any one of the sub-graphs of Hm induced by m
′ vertices. Define Hm to be the (un-
ordered) collection of vertices v := {v1, v2, . . . , vm} ∈ [n]m such that the sub-graph induced by
them is isomorphic to Hm. Similarly define Hm′. Further given any v ∈ [n]m, denote vm′ :=
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{v1, v2, . . . , vm′}, and for any ξ = {ξ1, ξ2, . . . , ξm′} ∈ {0, 1}m′, denote ξj := {ξ1, ξ2, . . . , ξj}, for
j = 1, 2, . . . ,m′. Then define
Badξ(Hm′ ,Hm) :=
{
v ∈ Hm : ∃ a relabeling v̂ = {vˆ1, vˆ2 . . . , vˆm} such that
v̂m
′ ∈ Hm′ , vˆk ∈ Badξ(vˆ1, vˆ2, . . . , vˆm′), for k = m′ + 1, . . . ,m,
and vˆj ∈ Goodξj (vˆ1, vˆ2, . . . , vˆj−1), for j = 3, 4, . . . ,m′
}
.
If there are more than one relabeling of v such that the conditions of Badξ(Hm′ ,Hm) are satisfied
choose one of them arbitrarily. When Hm′ and Hm are clear from the context, for brevity we
simply write Bad
ξ
m′,m.
We noted above that to show that fr(v, ξ) ≈ n/2r one needs vj ∈ Goodξj (v1, v2, ..., vj−1),
for all j = 3, 4, . . . , r. Thus if we have a collection of vertices v1, v2, . . . , vr such that v3 /∈
Goodξ
2
(v1, v2) and vj ∈ Goodξj (v1, v2, ..., vj−1), for all j = 4, 5, . . . , r, then we cannot carry out
our argument. To prevent such cases we consider all possible relabeling of v in Definition 2.3.5.
Since we only count the number of isomorphic copies of subgraphs the relabeling of Definition
2.3.5 does not cause any harm.
Coming back to the proof of main result we note that we need to establish that the car-
dinality of ∪rj=1Bad
ξ
j,r is small. To prove this we start by bounding N
B,ξ
v for every v ∈ [n],
B ⊂ [n], and ξ ∈ {0, 1}. The key to the latter is a bound on the variance of N B,ξv , which can
be obtained using (2.3.1)-(2.3.2). Stitching these arguments together show that we then have
the desired bound for fr(v, ξ) for most of the vertices.
Recall from Proposition 2.3.1 that this argument stops at r ≈ ((1−δ)∧ 12) log2n. This is due
to the fact that for such values of r the cardinality of “good” vertices become comparable with
that of “bad” vertices. On the set of “bad” vertices one does not have a good estimate on fr(v, ξ).
Therefore, one cannot proceed with this scheme beyond ((1 − δ) ∧ 12) log2n. The rest of the
argument involves finding good bounds on f¯r,ξ and an application of Cauchy-Schwarz inequality
which relate En(r + 1) with En(r). The required bound on f¯r,ξ is easy to obtain using (2.3.1)-
(2.3.2). To complete the proof one also requires a good bound on (
∑
v∈Hr
{
fr(v, ξ)− f¯r,ξ
}
)2,
where Hr is the collection of r vertices such that the graph induced by those r vertices is
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Hr. This bound can be easily derived upon combining the previously mentioned estimates on
fr(v, ξ) and f¯r,ξ.
The above scheme of the proof of Theorem 2.0.1 has been motivated by the proof of (Chung
et al., 1989, Theorem 1). As mentioned earlier in Section 3.4, plugging in (2.3.1)-(2.3.2),
and repeating their proof would have only yielded the conclusion of Proposition 2.3.1 only
upto s = O(
√
log n). There is a key modification in our approach which we describe below.
Likewise in the proof of Proposition 2.3.1, in (Chung et al., 1989) they also need to bound
(
∑
v∈Hr
{
fr(v, ξ)− f¯r,ξ
}
)2. However, they bound the former by a much larger quantity, namely
(
∑
v∈[n]r
{
fr(v, ξ)− f¯r,ξ
}
)2. Since for large r the cardinality of Hr is much smaller compared
to nr direct application of the techniques from (Chung et al., 1989, Theorem 1) provides a
much weaker conclusion. Here we obtain the required bound in a more efficient way by defining
“good” and “bad” vertices, and controlling them separately. Here we should also mention that
a similar idea was used in the work of Thomason (Thomason, 1987a) in the context of jumbled
graphs.
2.4 Proof of Proposition 2.3.1
In this section we prove Proposition 2.3.1. As mentioned in Section 2.3 the proof is based on
an induction-type argument and relies heavily in obtaining a recursive relation between En(r)
and En(r + 1), where we recall that
En(Hr) =
∣∣∣∣∣∣ nG(Hr)(n)r|Aut(Hr)| −
(
1
2
)(r2)∣∣∣∣∣∣ ,
and En(r) = maxHr∈G(r) En(Hr). In this section we prove the following desired recursive relation.
Lemma 2.4.1. Let {Gn}n∈N is a sequence of graphs satisfying assumptions (2.3.1)-(2.3.2), such
that
1
2
× (n)j|Aut(Hj)|
(
1
2
)(j2)
≤ nG(Hj) ≤ 2× (n)j|Aut(Hj)|
(
1
2
)(j2)
, Hj ∈ G(j), j = 2, 3, . . . , r. (2.4.1)
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Then, there exists a positive constant C∗, depending only on C, and another positive constant,
depending only on δ, such that is for r ≤ ((1− δ) ∧ 12) log2n− C0 log2 log2n, we have
En(r + 1) ≤ En(r)
(
1
2
)r (
1 +
C∗r
(log2n)
3
)
+
C∗r
(log2n)
3
(
1
2
)(r+12 )
. (2.4.2)
First let us show that the proof of Proposition 2.3.1 is an immediate consequence of Lemma
2.4.1.
Proof of Proposition 2.3.1. The key to the proof is the recursive estimate obtained in Lemma
2.4.1. Note that for Lemma 2.4.1 to hold, one needs to verify that (2.4.1) is satisfied. To this
end, observe that if En(r)→ 0, for r = 2, 3 . . . , s−1, then (2.4.1) is indeed satisfied for r = s−1.
Therefore, by Lemma 2.4.1, we have En(s) → 0. Thus, using Lemma 2.4.1 repeatedly we see
that we would be able to control En(s) if we have a good bound on En(2), where the bound on
the latter follows from our assumptions (2.3.1)-(2.3.2). Below we make this idea precise.
We begin by noting that, if (2.4.2) holds for r = 2, 3, . . . , s− 1, then by induction it is easy
to show that
En(s) ≤
s−1∏
j=2
αn(j)
 En(2) + s−1∑
j=2
γsn(j), (2.4.3)
where, for j = 2, 3, . . . , s− 1,
αn(j) :=
(
1
2
)j (
1 +
C∗j
(log2n)
3
)
, γsn(j) := βn(j)
s−1∏
k=j+1
αn(k), βn(j) :=
C∗j
(log2n)
3
(
1
2
)(j+12 )
.
Since s ≤ log2n, from (2.4.3) it can also be deduced that
En(s) ≤ 2En(2)
(
1
2
)(s2)
+
2C∗
(log2n)
2
(
1
2
)(s2)
. (2.4.4)
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Now, note that there only two graphs in G(2), namely the complete graph and the empty graph
on two vertices. Therefore,
En(2) = max
ξ∈{0,1}
∣∣∣∣∣
1
2
∑
v∈[n]N
ξ
v(
n
2
) − 1
2
∣∣∣∣∣ = maxξ∈{0,1}
∣∣∣∣∣
∑
v∈[n]N
ξ
v
n(n− 1) −
1
2
∣∣∣∣∣
≤ 1
n(n− 1) maxξ∈{0,1}
∣∣∣∣∣∣
∑
v∈[n]
(
N ξv −
n
2
)∣∣∣∣∣∣+ 12(n− 1)
≤ 1
n(n− 1) maxξ∈{0,1}
∑
v∈[n]
∣∣∣N ξv − n2 ∣∣∣+ 12(n− 1) ≤ 2Cnδ−1,
where the last step follows from (2.3.1). This combining with (2.4.4) yields
En(s) ≤ 4Cnδ−1
(
1
2
)(s2)
+
2C∗
(log2n)
2
(
1
2
)(s2)
, (2.4.5)
whenever (2.4.2) holds for r = 2, 3, . . . , s − 1. Now the rest of the proof is completed by
induction.
Indeed, we note that (2.4.1) holds for r = 2, as we have already seen En(2) ≤ 2Cnδ−1 → 0,
as n → ∞ (since δ < 1). Therefore, (2.4.2) holds for r = 3, and hence by (2.4.5) we see that
En(3) → 0. More generally, if we have that En(r) → 0, for r = 2, 3, . . . , `, then it implies that
(2.4.1) holds for r = 2, 3, . . . , ` as well. Hence, (2.4.5) now implies that En(` + 1) → 0. Thus,
the proof finishes by induction. 
Now we turn our attention to the proof of Lemma 2.4.1. As already seen in Section 2.3 we
need to establish that given any v ∈ [n]r and ξ ∈ {0, 1}r if vj ∈ Goodξj (v1, v2, ..., vj−1), for all
j = 3, 4, . . . , r, then fr(v, ξ) ≈ n/2r. We establish this claim formally in the lemma below.
Lemma 2.4.2. Let {Gn}n∈N be a sequence of graphs satisfying (2.3.1)-(2.3.2). Fix r < log2n,
and let v ∈ [n]r and ξ ∈ {0, 1}r. If vj ∈ Goodξj (v1, v2, ..., vj−1), for all j = 3, 4, . . . , r, and
C¯0 ≥ 4, then
∣∣∣∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξrvr ∣∣∣− n2r ∣∣∣ ≤ 3C˜(log2n)−(C¯0/2−1) × n2r , (2.4.6)
for all large n.
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We also need to show that the cardinality of “bad” vertices is relatively small. This is
derived in the following lemma.
Lemma 2.4.3. Let {Gn}n∈N be a sequence of graphs satisfying (2.3.1)-(2.3.2). Fix any two
positive integers j < r, and let Hr be a graph on r vertices. Fix Hj any one of the sub-graphs
of Hr induced by j vertices. Assume that
nG(Hr) ≥ 1
2
× (n)r
|Aut(Hr)|2(
r
2)
and nG(Hj) ≤ 2× (n)j|Aut(Hj)|2(
j
2)
.
There exists a large absolute constant C0 such that, for any given ξ = {ξ1, ξ2, . . . , ξj} ∈ {0, 1}j,
and r ≤ ((1− δ) ∧ 12) log2n− C0 log2 log2n, we have
∣∣∣Badξ(Hj ,Hr)∣∣∣ ≤ nG(Hr)
(log2n)
9(r−j) ,
for all large n.
Recall that we also need bounds on f¯r,ξ. This is obtained from the following lemma.
Lemma 2.4.4. For any r, let ξ := {ξ1, ξ2, . . . , ξr} ∈ {0, 1}r, and n(ξ) be the number of zeros
in ξ. Then for any r ≤ log2n,
f¯r,ξ =
1
(n)r
∑
v∈[n]
(N 0v )
n(ξ)(N 1v )
r−n(ξ). (2.4.7)
We further have
n
(
1
2
)r (
1− 12Crnδ−1
)(
1− 2r
2
n
)
≤ f¯r,ξ 6 n
(
1
2
)r (
1 + 12Crnδ−1
)(
1 +
2r2
n
)
. (2.4.8)
Finally we need to bound (
∑
v∈Hr
{
fr(v, ξ)− f¯r,ξ
}
)2. Building on Lemma 2.4.2, Lemma
2.4.3, and Lemma 2.4.4 we obtain the required bound in the lemma below.
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Lemma 2.4.5. Let {Gn}n∈N be a sequence of graphs satisfying (2.3.1)-(2.3.2). Fix any positive
integer r, and let Hr be a graph on r vertices. Assume that
nG(Hr) ≥ 1
2
× (n)r
|Aut(Hr)|2(
r
2)
and nG(Hj) ≤ 2× (n)j|Aut(Hj)|2(
j
2)
,
for all j < r and all graphs Hj on j vertices. Fix any ξ ∈ {0, 1}r. Then, there exists a positive
constant C0, depending only on δ, and another positive constant Ĉ, depending only on C, such
that for any r ≤ ((1− δ) ∧ 12) log2n− C0 log2 log2n, we have∣∣∣∣∣∣
∑
v∈Hr
{
fr(v, ξ)− f¯r,ξ
}∣∣∣∣∣∣ ≤ ĈnG(Hr) n(log2n)3
(
1
2
)r
, (2.4.9)
for all large n.
Before going to the proof let us mention one more lemma that is required to prove the main
result inductively. Its proof is elementary. We include the proof for completion.
Lemma 2.4.6. Fix Hr+1, a graph on (r + 1) vertices with vertex set [r + 1]. Let Hr be the
sub-graph of Hr+1 with vertex set [r]. Then, there exists a ξ
r ∈ {0, 1}r such that
|Aut(Hr+1)|nG(Hr+1) = |Aut(Hr)|
∑
v∈Hr
fr(v, ξ
r). (2.4.10)
Proof. For any collection of vertices {v1, v2, . . . , vs}, let G(v1, v2, . . . , vs) be the sub-graph in-
duced by those vertices. Let H′ and H′′ be two graphs with vertex sets {v1, v2, . . . , vs} and
{v′1, v′2, . . . , v′s}, respectively. We write H′ = H′′, if under the permutation pi, for which
pi(vi) = v
′
i for all i = 1, 2, . . . , s, the graphs are same. Then, for any given collection of ver-
tices {v1, v2, . . . , vr}, if G(vpi(1), vpi(2), . . . , vpi(r+1)) = Hr+1 for some permutation of the vertices
{v1, v2, . . . , vr}, then there are actually |Aut(Hr+1)| many such permutations. Thus recalling
the definition of nG(·) we immediately deduce that
∑
v1,v2...,vr+1∈[n]
I(G(v1, v2, . . . , vr+1) = Hr+1) = |Aut(Hr+1)|nG(Hr+1).
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We also note that G(v1, v2, . . . , vr+1) = Hr+1, if and only if G(v1, v2, . . . , vr) = Hr and vr+1 ∈
N
ξr1
v1 ∩N ξ
r
2
v2 ∩ · · · ∩N ξ
r
r
vr , for some appropriately chosen ξ
r = {ξr1, ξr2, . . . , ξrr}. Thus, recalling
the definition of fr(v, ξ
r) we see that
∑
v1,v2...,vr+1∈[n]
I(G(v1, v2, . . . , vr+1) = Hr+1) =
∑
v1,v2...,vr∈[n]
I(G(v1, v2, . . . , vr) = Hr)fr(v, ξr).
Now noting that fr(v, ξ
r) is invariant under any permutation of coordinates of v and recalling
the definitions of nG(·) and |Aut(·)| again, we observe that the rhs of the above equation is
same as the the rhs of (2.4.10), which completes the proof. 
Now we are ready to prove Lemma 2.4.1.
Proof of Lemma 2.4.1. Fix any graph Hr+1 with vertex set [r + 1]. Applying the triangle
inequality we have
En(Hr+1)
≤
∣∣∣∣∣ |Aut(Hr+1)|nG(Hr+1)− f¯r,ξrnG(Hr)|Aut(Hr)|(n)r+1
∣∣∣∣∣+
∣∣∣∣∣ f¯r,ξrnG(Hr)|Aut(Hr)|(n)r+1 −
(
1
2
)(r+12 )∣∣∣∣∣
≤
∣∣∣∣∣ |Aut(Hr+1)|nG(Hr+1)− f¯r,ξrnG(Hr)|Aut(Hr)|(n)r+1
∣∣∣∣∣+ f¯r,ξr(n)r(n)r+1
∣∣∣∣∣nG(Hr)|Aut(Hr)|(n)r −
(
1
2
)(r2)∣∣∣∣∣
+
∣∣∣∣∣ f¯r,ξr(n)r(n)r+1
(
1
2
)(r2)
−
(
1
2
)(r+12 )∣∣∣∣∣
Let us write the last display as the following
En(Hr+1) =: Term I + Term II + Term III.
Recalling the definition of En(r) and using Lemma 2.4.4, we note that
Term II =
f¯r,ξ(n)r
(n)r+1
∣∣∣∣∣nG(Hr)|Aut(Hr)|(n)r −
(
1
2
)(r2)∣∣∣∣∣ (2.4.11)
≤ En(r) n
n− r
(
1
2
)r (
1 + 12Crnδ−1
)(
1 +
2r2
n
)
≤ En(r)
(
1
2
)r (
1 +
16Cr
(log2n)
3
)
, (2.4.12)
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where the last inequality follows from that fact that r ≤ log2n. Now to control Term III, using
Lemma 2.4.4 we have ∣∣∣∣f¯r,ξ − n(12
)r∣∣∣∣ ≤ n(12
)r 14Cr
(log2n)
4
.
Therefore, using the triangle inequality,
Term III =
∣∣∣∣∣ f¯r,ξ(n)r(n)r+1
(
1
2
)(r2)
−
(
1
2
)(r+12 )∣∣∣∣∣ ≤ n(n)r(n)r+1
(
1
2
)(r+12 ) 14Cr
(log2n)
4
+ 2
r
n
(
1
2
)(r+12 )
.
(2.4.13)
Now it remains to bound Term I. To this end, using Lemma 2.4.6 and the triangle inequality,
from Lemma 2.4.5 we obtain
Term I =
∣∣∣∣∣ |Aut(Hr+1)|nG(Hr+1)− f¯r,ξnG(Hr)|Aut(Hr)|(n)r+1
∣∣∣∣∣
=
|Aut(Hr)|
(n)r+1
∣∣∣∣∣∣
∑
v∈Hr
{
fr(v, ξ)− f¯r,ξ
}∣∣∣∣∣∣ (2.4.14)
≤ |Aut(Hr)|ĈnG(Hr)n
(n)r+1(log2n)
3
(
1
2
)r
≤ 6Ĉ
(log2n)
3
(
1
2
)(r+12 )
, (2.4.15)
where in the last step we use the fact that nG(Hr)|Aut(Hr)| ≤ 2(n)r
(
1
2
)(r2). Finally combining
(2.4.12)-(2.4.15) we complete the proof. 
2.5 Preparatory Technical Lemmas
In this section we prove Lemma 2.4.2, Lemma 2.4.3, Lemma 2.4.4, and Lemma 2.4.5.
We begin with the proof of Lemma 2.4.2. Before going to the proof let us recall the definition
of “good” vertices from Definition 2.3.4. Using Definition 2.3.4 the proof follows by induction.
Proof of Lemma 2.4.2. Note that, by our assumption (2.3.1)-(2.3.2), we have good bounds on
|N ξ1v1 ∩ N ξ2v2 | (see (2.5.4)). We propagate this bound for a general j by induction. Using
induction we will prove a slightly stronger bound. Namely we will prove the following:
∣∣∣∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξrvr ∣∣∣− n2r ∣∣∣ ≤ 3C˜rn ε(δ−1)2 × n2r . (2.5.1)
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From (2.5.1) the conclusion follows by noting that r < log2n.
To this end, using the triangle inequality we note that
∣∣∣∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξjvj ∣∣∣− n2j ∣∣∣ (2.5.2)
≤
∣∣∣∣∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξjvj ∣∣∣− 12 ∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξj−1vj−1 ∣∣∣
∣∣∣∣
+
1
2
∣∣∣∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξj−1vj−1 ∣∣∣− n2j−1 ∣∣∣ .
Since vj ∈ Goodξj (v1, v2, ..., vj−1), we therefore have
∣∣∣∣∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξjvj ∣∣∣− 12 ∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξj−1vj−1 ∣∣∣
∣∣∣∣
6 C˜n
ε(δ−1)
2
∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξj−1vj−1 ∣∣∣ ,
for all j = 3, 4, . . . , r. Recalling that ε = C¯0 log2n log2n(1−δ) log2n and using induction hypothesis we obtain
∣∣∣∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξjvj ∣∣∣− n2j ∣∣∣
≤ C˜n ε(δ−1)2
∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξj−1vj−1 ∣∣∣+ 3C˜(j − 1)n ε(δ−1)2 × n2j .
Since rn
ε(δ−1)
2 → 0, as n→∞, the induction hypothesis further implies
∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξj−1vj−1 ∣∣∣ ≤ n2j−1 + 3C˜(j − 1)n ε(δ−1)2 × n2j−1 ≤ 32 × n2j−1 = 3× n2j , (2.5.3)
for all large n, and hence we have (2.5.1). This completes the proof. 
We now proceed to the proof of Lemma 2.4.3. That is, we want to show that the number of
“bad” vertices is negligible. To prove Lemma 2.4.3 we first show that the number of vertices v
such that v /∈ Goodξ(B) is small. To this end, we first prove the following variance bound. Here
for ease of exposition write E(·), Var(·) etc where the expectations will be taken with respect
to the empirical measure over [n].
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Lemma 2.5.1. Let {Gn}n∈N be a sequence of graphs satisfying (2.3.1)-(2.3.2). Then for any
set B ⊂ [n], and ξ ∈ {0, 1},
Var
(
N B,ξv
)
≤ |B|
4
+ C¯|B|2nδ−1,
for some constant C¯, depending only on C.
Proof. Recall that aξv1v2 = I(av1v2 = ξ), where (av1v2)nv1,v2=1 is the adjacency matrix of the
graph Gn. Therefore, we have
∑
v1,v2∈[n]
(∑
v∈B
(
aξvv1 − aξvv2
))2
=
∑
v1,v2∈[n]

(∑
v∈B
aξvv1
)2
+
(∑
v∈B
aξvv2
)2
− 2
(∑
v∈B
aξvv1
)(∑
v∈B
aξvv2
)
= 2n
∑
v1∈[n]
(∑
v∈B
aξvv1
)2
− 2
∑
v,v′∈B
 ∑
v1∈[n]
aξvv1
 ∑
v2∈[n]
aξv′v2

= 2n
∑
v1∈[n]
{∑
v∈B
aξvv1 + 2
∑
v<v′∈B
aξvv1a
ξ
v′v1
}
− 2
(∑
v∈B
N ξv
)2
= 2n
{∑
v∈B
N ξv + 2
∑
v<v′∈B
|N ξv ∩N ξv′ |
}
− 2
(∑
v∈B
N ξv
)2
.
Using (2.3.1) and (2.3.2), by the triangle inequality, we note that
sup
16v6n
∣∣∣∣∣∣N ξv ∣∣∣− n2 ∣∣∣, sup16v 6=v′6n
∣∣∣∣∣∣N ξv ∩N ξ′v′ ∣∣∣− n4 ∣∣∣ < 3Cnδ, for any ξ, ξ′ ∈ {0, 1}. (2.5.4)
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Thus, continuing from above
∑
v1,v2∈[n]
(∑
v∈B
(
aξvv1 − aξvv2
))2
6 2n
{∑
v∈B
(n
2
+ 3Cnδ
)
+ 2
∑
v<v′∈B
(n
4
+ 3Cnδ
)}
− 2
(∑
v∈B
(n
2
− 3Cnδ
))2
= 2n
{
|B|
(n
2
+ 3Cnδ
)
+ 2
(|B|
2
)(n
4
+ 3Cnδ
)}
− 2|B|2
(n
2
− 3Cnδ
)2
≤ n
2|B|
2
+ 2C¯|B|2n1+δ,
for some constant C¯, depending only on C. Finally observing that
2n2Var(N B,ξv ) =
∑
v1,v2∈[n]
(∑
v∈B
(aξvv1 − aξvv2)
)2
,
completes the proof. 
Remark 2.5.2. Note that for an Erdo˝s-Re´nyi graph with edge connectivity probability 1/2,
one can show that Var(N B,ξv ) =
|B|
4 , for any subset vertices B, where the variance is with
respect to the randomness of the edges and the uniform choice of the vertex v. For pesudo-
random graphs satisfying (2.3.1)-(2.3.2), repeating the same steps as in the proof of Lemma
2.5.1, we can also obtain that
Var
(
N B,ξv
)
≥ |B|
4
− C¯|B|2nδ−1.
Therefore, we see that pseudo-random graphs satisfying (2.3.1)-(2.3.2) are not much different
from G(n, 1/2) in this aspect.
From Lemma 2.5.1, using Markov’s inequality we obtain the following result.
Lemma 2.5.3. Let {Gn}n∈N be a sequence of graphs satisfying (2.3.1)-(2.3.2). Fix ε =
C¯0 log2log2n
(1−δ) log2n . Then, there exists a positive constant C˜, depending only on C, such that for any
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set B ⊂ [n], and ξ ∈ {0, 1}
∣∣∣∣{v ∈ [n] : ∣∣∣∣N B,ξv − |B|2
∣∣∣∣ > C˜|B|nε(δ−1)/2}∣∣∣∣ ≤ n(log2n)C¯0Υn(|B|, δ),
where Υn(x, δ) :=
x−1+nδ−1
2 .
Proof. The proof is a straightforward application of Lemma 2.5.1. From Lemma 2.5.1, by
Chebychev’s inequality we deduce,
P(|N B,ξv − E(N B,ξv )| > $) 6
Var(N B,ξv )
$2
≤ C¯(|B|+ |B|
2nδ−1)
$2
,
for every $ > 0. Setting $ =
√
2C¯|B|nε(δ−1)/2, from above we therefore obtain
P
(
|N B,ξv − E(N B,ξv )| >
√
2C¯|B|nε(δ−1)/2
)
≤
nε(1−δ)
|B| + n
(δ−1)(1−ε)
2
. (2.5.5)
Next we note that ∑
v∈[n]
N B,ξv =
∑
v′∈B
∑
v∈[n]
aξvv′ =
∑
v′∈B
N ξv′ ,
and thus using (2.5.4), we further have
|B|
2
− 3C|B|nδ−1 6 E
(
N B,ξv
)
6 |B|
2
+ 3C|B|nδ−1. (2.5.6)
Thus combining (2.5.5)-(2.5.6) the required result follows upon using triangle inequality. 
We now use Lemma 2.5.3 to prove Lemma 2.4.3. Before going to the proof of Lemma 2.4.3
we need one more elementary result.
Lemma 2.5.4. Let H be any graph with vertex set [m], and H′ be one of its vertex-deleted
induced sub-graph. That is, H′ is the sub-graph induced by the vertices [m]\{v} for some v ∈ [m].
Then
|Aut(H)| ≤ m ∣∣Aut(H′)∣∣ .
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Proof. Let us denote Autv(H) to be the vertex-stablilizer sub-group. That is,
Autv(H) := {pi ∈ Aut(H) : pi(v) = v} .
Clearly Autv(H) can be embedded into Aut(H
′), and hence |Autv(H)| ≤ |Aut(H′)|. Thus we
only need to show that
|Aut(H)| ≤ m |Autv(H)| .
Using Lagrange’s theorem (see (Dummit and Foote, 2004, Section 3.2) for more details), we
note that this boils down to showing that the number of distinct left cosets of Autv(H) in
Aut(H) is less than or equal to m. To this end, it is easy to check that for any pi, pi′ ∈ Aut(H),
if pi(v) = pi′(v), then piAutv(H) = pi′Autv(H). Since pi is a permutation on [m], we immediately
have the desired conclusion. 
Now we are ready to prove Lemma 2.4.3.
Proof of Lemma 2.4.3. Recalling the definition of Hr (see Definition 2.3.5), we see that given
any v ∈ Hr, there exists a relabeling vˆ, such that vˆj ∈ Hj (see Definition 2.3.5 for a definition
of vˆj). We also note that vˆk ∈ Goodξk(vˆ1, vˆ2, . . . , vˆk−1) for k = 3, 4, . . . , j. Therefore using
Lemma 2.4.2 we note that
∣∣∣N ξ1vˆ1 ∩N ξ2vˆ2 ∩ · · · ∩N ξjvˆj ∣∣∣ ≥ n2j+1 ≥ n2r .
Thus applying Lemma 2.5.3, using the union bound, from our assumption on nG(Hj) we imme-
diately deduce that
|Badξj,r| ≤ 2
(n)j
|Aut(Hj)|2(
j
2)
×
(
n(log2n)
C¯0Υn
( n
2r
, δ
))r−j
.
Recall that by our assumption
nG(Hr) ≥ 1
2
(n)r
|Aut(Hr)|2(
r
2)
.
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Further applying Lemma 2.5.4 repetitively we deduce that
|Aut(Hr)| ≤ r!
j!
|Aut(Hj)|.
Hence using Stirling’s approximation we obtain
log2
 |Badξj,r|
nG(Hr)

≤ log24 + log2
((
n
j
)(
n
r
))+ (r − j) [log2n+ C¯0 log2log2n+ log2Υn(n/2r, δ)]+ [(r2
)
−
(
j
2
)]
≤ log24−
r−1∑
k=j
log2(n− k) + log2(
√
2pie)− (r − j) log2e+
1
2
(log2r − log2j)
+ r log2r − j log2j + (r − j)
[
log2n+ C¯0 log2log2n+ log2Υn(n/2
r, δ)
]
+
r−1∑
k=j
k
 .
Using the fact that loge(1− x) ≥ −2x, for x ∈ (0, 1/2), we further note that
(r − j) log2n−
r−1∑
k=j
log2(n− k) = −
r−1∑
j=k
log2
(
1− k
n
)
≤ 2 log2e
r−1∑
k=1
k
n
≤ r
2 log2e
n
. (2.5.7)
Next note that the function F1(x) :=
1
2 logex− x is decreasing in x for all x ≥ 1/2. Thus
1
2
(log2r − log2j)− (r − j) log2e = log2e
[
1
2
(loger − logej)− (r − j)
]
≤ 0. (2.5.8)
Thus
log2
 |Badξj,r|
nG(Hr)
 ≤ log24 + log2(√2pie) + r2 log2en + r log2r − j log2j
+ (r − j) [C¯0 log2log2n+ log2Υn(n/2r, δ)]+
r−1∑
k=j
k
 . (2.5.9)
Recalling the definition of Υn(·, ·) we note that
log2Υn(n/2
r, δ) ≤ max{(r − log2n), (δ − 1) log2n}.
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Thus, if r ≤ ((1 − δ) ∧ 12) log2n − (C¯0 + 12) log2log2n, we have log2Υn(n/2r, δ) ≤ −r − (C¯0 +
12) log2 log2n. Therefore noting that
r−1∑
k=j
k ≤ (r + j)(r − j)
2
≤ r(r − j), (2.5.10)
from (2.6.2) we deduce
log2
 |Badξj,r|
nG(Hr)
 ≤ r log2r − j log2j − 11(r − j) log2 log2n,
for all large n. Hence, to complete the proof it only remains to show that r log2r − j log2j ≤
2 log2 log2n(r − j).
To this end, fixing r, n, denote F2(x) := x log2x. Using the Mean-Value Theorem, and
recalling the fact that r ≤ log2n, we note that
r log2r − j log2j ≤ sup
x∈[1,r]
(log2e+ log2x) (r − j) ≤ (log2e+ log2log2n) (r − j).
This completes the proof. 
Building on Lemma 2.4.3 we now derive a bound on
∑
v∈Hr fr(v, ξ) and∑
v∈Hr fr(v, ξ)(fr(v, ξ)− 1) which will later be used in the proof of Lemma 2.4.5.
Lemma 2.5.5. Let {Gn}n∈N be a sequence of graphs satisfying (2.3.1)-(2.3.2). Fix any positive
integer r, and let Hr be a graph on r vertices. Assume that
nG(Hr) ≥ 1
2
× (n)r
|Aut(Hr)|2(
r
2)
and nG(Hj) ≤ 2× (n)j|Aut(Hj)|2(
j
2)
,
for all graphs Hj on j vertices and all j < r. Fix any ξ = {ξ1, ξ2, . . . , ξr} ∈ {0, 1}r. Then, there
exists a large absolute constant C0, such that for any r ≤ ((1− δ)∧ 12) log2n−C0 log2 log2n, we
have
∣∣∣∣∣∣
∑
v∈Hr
fr(v, ξ)− nG(Hr) n
2r
∣∣∣∣∣∣ ≤ 13C˜rnG(Hr) n(log2n)7
(
1
2
)r
, (2.5.11)
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and ∑
v∈Hr
fr(v, ξ)(fr(v, ξ)− 1) ≤ nG(Hr)
( n
2r
)2(
1 +
40C˜r
(log2n)
7
)
. (2.5.12)
We prove this lemma using Lemma 2.4.3 but since we cannot apply it directly we resort to
the following argument. Roughly the idea is to find a re-ordering, for any r tuples such that
for some j(6 r) we can safely plug in the correct estimate for the first j elements from Lemma
2.4.2 and for the last r − j terms can be controlloed by error estimates obtained from Lemma
2.4.3. Below we provide the formal argument.
Proof. We begin by claiming that given any v ∈ Hr, there exists a reordering {vˆ1, vˆ2, . . . , vˆr},
{ξˆ1, ξˆ2, . . . , ξˆr}, and 3 ≤ j ≤ r such that vˆi ∈ Goodξˆ
i
(vˆ1, vˆ2, . . . , vˆi−1) for all i = 3, 4, . . . , j, and
vˆk ∈ Badξˆ
j
(vˆ1, vˆ2, . . . , vˆj) for all k = j + 1, . . . , r.
Indeed, choose vˆ1 and vˆ2 arbitrarily, and choose ξˆ1 and ξˆ2 accordingly. That is, if vˆ1 = vi1 ,
and vˆ2 = vi2 , for some indices i1 and i2, then set ξˆ1 = ξi1 , and ξˆ2 = ξi2 . Next, partition
the set A2 := {v1, v2, . . . , vr}\{vˆ1, vˆ2} = A(1)2 ∪ A(0)2 , where A(1)2 := {v ∈ A2 : ξv = 1},
and A(0)2 := {v ∈ A2 : ξv = 0}. For ξ ∈ {0, 1}, if there is a vertex v ∈ A(ξ)2 such that
v ∈ Goodξˆ
3
(vˆ1, vˆ2), where ξˆ
3
= {ξˆ1, ξˆ2, ξ}, then set vˆ3 = v, and ξˆ3 = ξ. If there is more
than choice, choose one of them arbitrarily. Now continue by induction. That is, having chosen
vˆ1, vˆ2, . . . , vˆi−1 partition the set Ai−1 := {v1, v2, . . . , vr}\{vˆ1, vˆ2, . . . , vˆi−1} = A(1)i−1∪A(0)i−1, where
A(1)i−1 := {v ∈ Ai−1 : ξv = 1}, and A(0)i−1 := {v ∈ Ai−1 : ξv = 0}. Again for some ξ ∈ {0, 1}, if
there is a vertex v ∈ A(ξ)i−1 such that v ∈ Goodξˆ
i
(vˆ1, vˆ2, . . . , vˆi−1), where ξˆ
i
= {ξˆ1, ξˆ2, . . . , ξˆi−1, ξ},
then set vˆi = v, and ξˆi = ξ.
Note that if the above construction stops at j, then it is obvious that vˆi ∈
Goodξˆ
i
(vˆ1, vˆ2, . . . , vˆi−1) for all i = 3, 4, . . . , j, and vˆk ∈ Badξˆ
j
(vˆ1, vˆ2, . . . , vˆj) for all k =
j + 1, . . . , r, and hence we have our claim.
For brevity, let us denote Badj(Hr) to be the collection of all v ∈ Hr, such that for
some re-ordering v̂ of v we have vˆi ∈ Goodξˆ
i
(vˆ1, vˆ2, . . . , vˆi−1) for all i = 3, 4, . . . , j, and vˆk ∈
Badξˆ
j
(vˆ1, vˆ2, . . . , vˆj) for all k = j + 1, . . . , r. Given a v ∈ Hr, it may happen that v belong to
Badj(Hr) for two different indices j. To avoid confusion we choose the smallest index j. When
j = r we denote the corresponding set by Goodr(Hr) instead of Badr(Hr). Equipped with
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these notations, we now note that
∑
v∈Hr
fr(v, ξ) =
∑
v∈Goodr(Hr)
fr(v, ξ) +
r−1∑
j=3
∑
v∈Badj(Hr)
fr(v, ξ). (2.5.13)
We show the first term in the rhs of (2.5.13) is the dominant term, and other term is negligible.
First we find a good estimate on the dominant term.
To this end, from Lemma 2.4.2, using the union bound, and choosing C¯0 ≥ 16, we obtain
that∣∣∣∣∣∣
∑
v∈Goodr(Hr)
|N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξrvr | − |Goodr(Hr)| ×
n
2r
∣∣∣∣∣∣ ≤ 3C˜|Goodr(Hr)|(log2n)−7 × n2r .
(2.5.14)
On the other hand, if v ∈ Badj(Hr), then v ∈ Badξˆ
j
(Hj ,Hr) for some ξˆ
j ∈ {0, 1}j , and some
sub-graph Hj of the graph Hr, induced by j vertices. Given any graph Hr on r vertices, there
are at most r(r−j) many induced sub-graphs on j vertices, and given any ξ there are at most
r(r−j) many choices of ξˆ
j
. Since r ≤ log2n, from Lemma 2.4.3 we deduce
|Badj(Hr)| ≤ nG(Hr)
(log2n)
7(r−j) . (2.5.15)
Now taking a union over j = 3, 4, . . . , r − 1, we further obtain
|Goodr(Hr)− nG(Hr)| ≤ 2 nG(Hr)
(log2n)
7
.
This together with (2.5.14), upon recalling the definition of fr(v, ξ), now implies that
∣∣∣∣∣∣
∑
v∈Goodr(Hr)
fr(v, ξ)− nG(Hr)× n
2r
∣∣∣∣∣∣ ≤ 5C˜rnG(Hr) n(log2n)7 ×
(
1
2
)r
. (2.5.16)
This provides the necessary error bound for the first term in the rhs of (2.5.13). We now bound
the second term appearing in the rhs of (2.5.13).
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Proceeding to control the second term, we first observe that fr(v, ξ) is invariant under the
permutation of the coordinates of v (with same permutation applied on ξ). Thus
r−1∑
j=3
∑
v∈Badj(Hr)
fr(v, ξ) =
r−1∑
j=3
∑
v∈Badj(Hr)
fr(v̂, ξ̂).
Now note that if v ∈ Badj(Hr) then for the corresponding v̂ we have vˆi ∈
Goodξˆ
i
(vˆ1, vˆ2, . . . , vˆi−1), for all i = 3, 4, . . . , j. Therefore using Lemma 2.4.2, we obtain that
|N ξˆ1vˆ1 ∩N
ξˆ2
vˆ2
∩ · · · ∩N ξˆrvˆr | ≤ |N
ξˆ1
vˆ1
∩N ξˆ2vˆ2 ∩ · · · ∩N
ξˆj
vˆj
| ≤ 2× n
2j
.
This together with (2.5.15), now implies
r−1∑
j=3
∑
v∈Badj(Hr)
fr(v, ξ) =
r−1∑
j=3
∑
v∈Badj(Hr)
|N ξˆ1vˆ1 ∩N
ξˆ2
vˆ2
∩ · · · ∩N ξˆrvˆr |
≤
r∑
j=3
2|Badj(Hr)| × n
2j
≤ 2
∑
j<r
nG(Hr)
(log2n)
7(r−j) ×
n
2j
≤ 2 n
2r
∑
j<r
nG(Hr)
(
2(log2n)
−7)(r−j) ≤ 8rnG(Hr) n
(log2n)
7
(
1
2
)r
.
(2.5.17)
Thus combining (2.5.16)-(2.5.17), from (2.5.13) we deduce that
∣∣∣∣∣∣
∑
v∈Hr
fr(v, ξ)− nG(Hr) n
2r
∣∣∣∣∣∣ ≤ 13C˜rnG(Hr) n(log2n)7 ×
(
1
2
)r
.
This completes the proof of (2.5.11). To prove (2.5.12) we proceed similarly as above. As
before, we split the sum in two parts
∑
v∈Hr
fr(v, ξ)(fr(v, ξ)− 1)
=
∑
v∈Goodr(Hr)
fr(v, ξ)(fr(v, ξ)− 1) +
r−1∑
j=3
∑
v∈Badj(Hr)
fr(v, ξ)(fr(v, ξ)− 1).
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Proceeding as in (2.5.17) we see that
r−1∑
j=3
∑
v∈Badj(Hr)
fr(v, ξ)(fr(v, ξ)− 1) ≤
r−1∑
j=3
∑
v∈Badj(Hr)
fr(v̂, ξ̂)
2 ≤4
∑
j<r
nG(Hr)
(log2n)
7(r−j) ×
( n
2j
)2
≤32rnG(Hr) n
2
(log2n)
7
(
1
2
)2r
.
(2.5.18)
On the other hand, using (2.4.6) we deduce
∑
v∈Goodr(Hr)
fr(v̂, ξ̂)
(
fr(v̂, ξ̂)− 1
)
≤ nG(Hr)
( n
2r
)2(
1 +
3C˜r
(log2n)
7
)2
. (2.5.19)
Combining (2.5.18)-(2.5.19) the proof of (2.5.12) completes. 
We next prove Lemma 2.4.4 where we obtain bounds on f¯r,ξ.
Proof of Lemma 2.4.4. Recall that
f¯r,ξ =
1
(n)r
∑
v
fr(v, ξ),
where
fr(v, ξ) =
∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξrvr ∣∣∣
(see Definition 2.3.3). Therefore
f¯r,ξ =
1
(n)r
∑
v∈[n]r
∑
v∈[n]
r∏
i=1
aξivvi .
Now interchanging the summations we arrive at (2.4.7). To prove (2.6.5) we begin by observing
the following inequality:
e−
`(`−1)
m = e−2
∑`−1
j=0
j
m ≤
`−1∏
j=0
(
1− j
m
)
≤ e−
∑`−1
j=0
j
m = e−
`(`−1)
2m , for all ` <
m
2
, (2.5.20)
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For ease of writing, let us assume that n(ξ) = k. Then, using (2.5.20), from (2.5.4), upon
applying the triangle inequality, we deduce
f¯r,ξ ≤ n
(n)r
(n
2
+ 3Cnδ
)k (n
2
+ 3Cnδ
)r−k
= n
(
1
2
+ 3Cnδ−1
)r r−1∏
j=0
(
1− j
n
)−1 ≤ n(1
2
+ 3Cnδ−1
)r
e
r2
n .
Since (1 + x)r ≤ 1 + 2rx for rx ≤ 1, and ex ≤ 1 + 2x for x ≤ log 2, we further obtain that
f¯r,ξ ≤ n
(
1
2
)r (
1 + 12Crnδ−1
)(
1 +
2r2
n
)
, (2.5.21)
which proves the upper bound in (2.6.5).
To obtain the lower bound of f¯r,ξ we proceed similarly to deduce that
f¯r,ξ >
n
(n)r
(n
2
− 3Cnδ
)k (n
2
− 3Cnδ
)r−k
= n
(
1
2
− 3Cnδ−1
)r r−1∏
j=0
(
1− j
n
)−1 ≥ n(1
2
− 3Cnδ−1
)r
.
Using the facts that for x ∈ [0, 1/r), we have (1− x)r ≥ 1− rx, we further have,
f¯r,ξ > n
(
1
2
)r (
1− 6Crnδ−1
)
. (2.5.22)
This completes the proof. 
Now combining the previous results we complete the proof of Lemma 2.4.5.
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Proof of Lemma 2.4.5. To prove the lemma we use Cauchy-Schwarz inequality as follows
∣∣∣∣∣∣
∑
v∈Hr
{fr(v, ξ)− f¯r,ξ}
∣∣∣∣∣∣
2
6 nG(Hr)
∑
v∈Hr
{fr(v, ξ)− f¯r,ξ}2
= nG(Hr)
∑
v∈Hr
f2r (v, ξ)− 2f¯r,ξ
∑
v∈Hr
fr(v, ξ) + nG(Hr)f¯
2
r,ξ

= nG(Hr)
[ ∑
v∈Hr
fr(v, ξ)(fr(v, ξ)− 1) +
∑
v∈Hr
fr(v, ξ)
+ nG(Hr)f¯
2
r,ξ − 2f¯r,ξ
∑
v∈Hr
fr(v, ξ)
]
.
(2.5.23)
Note that we have already obtained bounds on the first two terms inside the square bracket
from Lemma 2.5.5. The bound on the third term was derived in Lemma 2.4.4. We obtain
bounds on the last term follows upon combining Lemma 2.5.5 and Lemma 2.4.4. We then plug
in these estimates one by one, and combine them together to finish the proof.
To this end, we start controlling the last term of (2.5.23). Using Lemma 2.5.5 and Lemma
2.4.4 we see that
f¯r,ξ
∑
v∈Hr
fr(v, ξ) ≥ n
(
1
2
)r
(1− 12Crnδ−1)
(
1− 2r
2
n
)
nG(Hr)
n
2r
(
1− 13C˜r
(log2n)
7
)
.
Therefore
f¯r,ξ
∑
v∈Hr
fr(v, ξ) ≥ n2nG(Hr)
(
1
2
)2r(
1− 27C˜r
(log2n)
7
)
. (2.5.24)
Now combining (2.5.11)-(2.5.12), (2.6.5), and (2.5.24), from (2.5.23) we obtain
∣∣∣∑v∈Hr{fr(v, ξ)− f¯r,ξ}∣∣∣2
nG(Hr)2
≤
( n
2r
)2(
1 +
40C˜r
(log2n)
7
)
+
n
2r
(
1 +
13C˜r
(log2n)
7
)
+
( n
2r
)2 (
1 + 12Crnδ−1
)2(
1 +
2r2
n
)2
− 2
( n
2r
)2(
1− 27C˜r
(log2n)
7
)
. (2.5.25)
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Simplifying the rhs of (2.5.25), and noting that r ≤ log2n, the proof completes. 
2.6 Proofs of Theorem 2.0.1 and Theorem 2.0.4
In this section we prove our main result Theorem 2.0.1 followed by the proof of Theorem
2.0.4.
The proof of Theorem 2.0.1 uses the same ideas as in the proof of Proposition 2.3.1. Since
in Theorem 2.0.1 we allow any p ∈ (0, 1), unlike Proposition 2.3.1 the argument cannot be
symmetric with respect to the presence and absence of an edge. This calls for changes in some
definitions and some of the steps in the proof of Proposition 2.3.1. Below we explain the changes
and modifications necessary to extend the proof of Proposition 2.3.1 to establish Theorem 2.0.1.
Fix a positive integer r and let Hr be a graph with vertex set [r]. Further, for j = 2, 3, . . . , r−
1, let Hj be the sub-graph of Hr induced by the vertices [j]. Recall that in Proposition 2.3.1 we
showed that the number of induced isomorphic copies of Hr is approximately same as that of
an Erdo˝s-Re´nyi graph by showing that the same is true for Hj for every j = 2, 3, . . . , r− 1, and
given any such isomorphic copy, Hj,n, of Hj in Gn, the number of common generalized neighbors
(recall Definition 2.3.2) of the vertices of Hj,n is about n/2
j . Putting these two observations
together we propagated the error estimates.
Since in the set-up of Theorem 2.0.1 the presence and absence of an edge do not have the
same probability, the number of common generalized neighbors of the vertices of Hj,n should
depend on the number of edges present in that common generalized neighborhood. Therefore
we cannot use Definition 2.3.4 and Definition 2.3.5 to define Good and Bad vertices. To reflect
the fact that p 6= 1/2 we adapt those definitions as follows. For ease of writing let us denote
q := 1− p.
Definition 2.6.1. For any given set B ⊂ [n], and ξ ∈ {0, 1}, define
Goodξ,p(B) :=
{
v ∈ [n] :
∣∣∣N B,ξv − |B|pξq1−ξ∣∣∣ ≤ C˜|B|pξq1−ξnε(δ−1)/2} ,
where ε = C¯0 log logn(1−δ) logn for some large constant C¯0.
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Equipped with the definition of Goodξ,p(B), similar to Definition 2.3.4 we next define
Goodξ,p and Badξ˜,p(v1, v2, . . . , vm), where ξ := {ξ1, ξ2, . . . , ξm, ξm+1} ∈ {0, 1}m+1 and ξ˜ :=
{ξ1, ξ2, . . . , ξm, }. Proceeding as in Definition 2.3.5 we also define Badξ,p(Hm′ ,Hm).
Next we need to extend Lemma 2.4.2, Lemma 2.4.3, Lemma 2.4.4, and Lemma 2.4.5 to
allow any p ∈ (0, 1). To this end, we note that Lemma 2.4.2 extends to the following result.
Lemma 2.6.2. Let {Gn}n∈N be a sequence of graphs satisfying assumptions (A1) and (A2).
Fix r < log n, and let v ∈ [n]r and ξ ∈ {0, 1}r. Let n(ξ) := |{i ∈ [r] : ξi = 1}|. If vj ∈
Goodξ
j ,p(v1, v2, ..., vj−1), for all j = 3, 4, . . . , r, and C¯0 ≥ 4, then
∣∣∣∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξrvr ∣∣∣− npn(ξ)qr−n(ξ)∣∣∣ ≤ 3C˜(log n)−(C¯0/2−1)npn(ξ)qr−n(ξ), (2.6.1)
for all large n.
Proof. Similar to the proof of Lemma 2.4.2 we use induction. For any j = 2, 3, . . . , r, let us
denote ξj := {ξ1, ξ2, . . . , ξj}. We consider two cases n(ξj) = n(ξj−1) + 1 and n(ξj) = n(ξj−1)
separately. Below we only provide the argument for n(ξj) = n(ξj−1) + 1 . Proof of the other
case is same and hence omitted.
Focusing on the case n(ξj) = n(ξj−1) + 1, using the triangle inequality we have
∣∣∣∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξjvj ∣∣∣− npn(ξj)qj−n(ξj)∣∣∣
≤
∣∣∣∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξjvj ∣∣∣− p ∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξj−1vj−1 ∣∣∣∣∣∣
+ p
∣∣∣∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξj−1vj−1 ∣∣∣− npn(ξj−1)qj−1−n(ξj−1)∣∣∣ .
Since vj ∈ Goodξj ,p(v1, v2, ..., vj−1), we also have
∣∣∣∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξjvj ∣∣∣− p ∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξj−1vj−1 ∣∣∣∣∣∣
≤ C˜pnε(δ−1)/2
∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξj−1vj−1 ∣∣∣ .
Now using the induction hypothesis and proceeding as in Lemma 2.4.2 we complete the proof.

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The next step to prove Theorem 2.0.1 is to extend Lemma 2.4.3 for any p ∈ (0, 1). Recall
that a key ingredient in the proof of Lemma 2.4.3 is the variance bound obtained in Lemma
2.5.1. Here using assumptions (A1) and (A2), proceeding same as in the proof of Lemma
2.5.1, one can easily obtain the following variance bound. We omit its proof. For clarity of
presentation, hereafter, without loss of generality, we assume that p ≥ 1/2. For p < 1/2,
interchanging the roles of p and q, one can obtain the same conclusions.
Lemma 2.6.3. Let {Gn}n∈N be a sequence of graphs satisfying assumptions (A1) and (A2).
Then for any set B ⊂ [n] and ξ ∈ {0, 1},
Var
(
N B,ξv
)
≤ |B|pq + C¯|B|2nδ−1,
for some constant C¯, depending only on C.
Building on Lemma 2.6.3 we extend Lemma 2.4.3 to obtain the foliowing result:
Lemma 2.6.4. Let {Gn}n∈N be a sequence of graphs satisfying (A1) and (A2). Fix any two
positive integers j < r, and let Hr be a graph on r vertices. Fix Hj any one of the sub-graphs
of Hr induced by j vertices. Assume that
nG(Hr) ≥ 1
2
× (n)r|Aut(Hr)|
(
p
q
)|E(Hr)|
q(
r
2) and nG(Hj) ≤ 2× (n)j|Aut(Hj)|
(
p
q
)|E(Hj)|
q(
j
2).
There exists a large positive constant C0, depending only on p such that, for any given ξ =
{ξ1, ξ2, . . . , ξj} ∈ {0, 1}j, and r ≤ ((1− δ) ∧ 12)(log n/ log(1/q))− C0 log2 log2n, we have
∣∣∣Badξ(Hj ,Hr)∣∣∣ ≤ nG(Hr)
(log n)9(r−j)
,
for all large n.
Proof. First using the variance bound from Lemma 2.6.3 proceeding as in Lemma 2.5.3 we
obtain
∣∣∣{v ∈ [n] : ∣∣∣N B,ξv − |B|pξq1−ξ∣∣∣ > C˜|B|pξq1−ξnε(δ−1)/2}∣∣∣ ≤ n(log n)C¯0Υpn(|B|, δ),
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where Υpn(x, δ) :=
2x−1+q−2nδ−1
2 . Further, using Lemma 2.6.2 we note that
∣∣∣N ξ1vˆ1 ∩N ξ2vˆ2 ∩ · · · ∩N ξjvˆj ∣∣∣ ≥ n2 pn(ξ)qj−n(ξ) ≥ n2 qj ≥ n2 qr,
where in the second inequality above we use the fact that p ≥ 1/2. Therefore, applying Stirling’s
approximation and proceeding as in (2.5.7)-(2.5.8) we obtain
log
 |Badξj,r|
nG(Hr)
 ≤ log 4 + log(√2pie) + r2
n
+ r log r − j log j + log(p/q)(|E(Hj)| − |E(Hr)|)
+ (r − j) [C¯0 log log n+ log Υn((n/2)qr, δ)]+ log(1/q)
r−1∑
k=j
k
 .
(2.6.2)
Since
log Υpn((n/2)q
r, δ) ≤ max{r log(1/q)− log n+ 2 log 2, (δ − 1) log n+ 2 log(1/q)},
we note that if log(1/q)r ≤ ((1 − δ) ∧ 12) log n − (C¯0 + 13) log log n, then log Υpn((n/2)qr, δ) ≤
− log(1/q)r − (C¯0 + 12) log log n. Further noting that p ≥ q and |E(Hr)| ≥ |E(Hj)| we proceed
as in the proof of Lemma 2.4.3 to arrive at the desired conclusion. 
Next note that a key ingredient in the proof of Lemma 2.4.5 is Lemma 2.5.5. Therefore, we
also need to find the analogue of Lemma 2.5.5 for general p.
Lemma 2.6.5. Let {Gn}n∈N be a sequence of graphs satisfying (A1) and (A2). Fix any
positive integer r, and let Hr be a graph on r vertices. Assume that
nG(Hr) ≥ 1
2
× (n)r|Aut(Hr)|
(
p
q
)|E(Hr)|
q(
r
2) and nG(Hj) ≤ 2× (n)j|Aut(Hj)|
(
p
q
)|E(Hj)|
q(
j
2).
for all graphs Hj on j vertices and all j < r. Fix any ξ = {ξ1, ξ2, . . . , ξr} ∈ {0, 1}r. Then,
there exists a large positive constant C0, depending only on p, such that for any r ≤ ((1− δ) ∧
1
2)(log n/ log(1/q))− C0 log logn, we have
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∣∣∣∣∣∣
∑
v∈Hr
fr(v, ξ)− nG(Hr)n
(
p
q
)n(ξ)
qr
∣∣∣∣∣∣ ≤ 13C˜rnG(Hr) n(log n)7
(
p
q
)n(ξ)
qr, (2.6.3)
and
∑
v∈Hr
fr(v, ξ)(fr(v, ξ)− 1) ≤ nG(Hr)
(
n
(
p
q
)n(ξ)
qr
)2(
1 +
40C˜r
(log2n)
7
)
. (2.6.4)
Proof. The proof is again mostly similar to that of Lemma 2.5.5. Changes are required in only
couple of places. Proceeding same as in the proof of Lemma 2.5.5 we see that (2.5.16) extends
to ∣∣∣∣∣∣
∑
v∈Goodr(Hr)
fr(v, ξ)− nG(Hr)n
(
p
q
)n(ξ)
qr
∣∣∣∣∣∣ ≤ 5C˜rnG(Hr)(log2n)−7n
(
p
q
)n(ξ)
qr.
To extend (2.5.17) we first note that for v ∈ Badj(Hr) there exists a relabeling v̂ such that
vˆi ∈ Goodξˆ
i
(vˆ1, vˆ2, . . . , vˆi−1), for all i = 3, 4, . . . , j. Therefore using Lemma 2.6.2, we obtain
that
|N ξˆ1vˆ1 ∩N
ξˆ2
vˆ2
∩ · · · ∩N ξˆrvˆr | ≤ |N
ξˆ1
vˆ1
∩N ξˆ2vˆ2 ∩ · · · ∩N
ξˆj
vˆj
| ≤ 2n
(
p
q
)n(ξj)
qj ≤ 2n
(
p
q
)n(ξ)
qj ,
where in the last step we again used the fact that p ≥ 1/2. Proceeding similar to (2.5.17) we
then deduce
r−1∑
j=3
∑
v∈Badj(Hr)
fr(v, ξ) ≤
r∑
j=3
2|Badj(Hr)|n
(
p
q
)n(ξ)
qj
≤ 2
∑
j<r
nG(Hr)
(log2n)
7(r−j)n
(
p
q
)n(ξ)
qj ≤ 8rnG(Hr)(log n)−7n
(
p
q
)n(ξ)
qj .
The rest of the proof requires similar adaptation. We omit the details. 
Imitating the proof of Lemma 2.4.4 we then obtain the following lemma.
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Lemma 2.6.6. For any r, let ξ := {ξ1, ξ2, . . . , ξr} ∈ {0, 1}r. Then for any r ≤ log n,
n
(
p
q
)n(ξ)
qr
(
1− 12Crnδ−1
)(
1− 2r
2
n
)
6 f¯r,ξ 6 n
(
p
q
)n(ξ)
qr
(
1 + 12Crnδ−1
)(
1 +
2r2
n
)
.
(2.6.5)
Since we have all the required ingredients we can prove Theorem 2.0.1 imitating the proof
of Proposition 2.3.1. The details are omitted.
Remark 2.6.7. If one is only interested in counting the number of cliques of independent sets
in Gn satisfying (A1)-(A2) the from the proof of Theorem 2.0.1 it follows that one slightly
improve the conclusion of Theorem 2.0.1. For example, when considering the number of cliques
one can replace γp in (2.0.1) by p
−1, whereas for independent sets one can replace the same by
q−1.
Remark 2.6.8. Note that in the proof of Theorem 2.0.1 we obtained a rate of convergence for
the lhs of (2.0.1). Therefore we can easily consider p, δ ∈ (0, 1) such that min{p, q}, 1− δ → 0
as n → ∞. Indeed, in the random geometric graph setting when the dimension of the space
is poly-logarithmic of the number of points, the assumptions (A1)-(A2) are satisfied with
δ → 1 as n→∞. To apply Theorem 2.0.1 there, we adapt our current proof to accommodate
δ → 1. For more details on this, see proof of Theorem 2.1.5. Similarly we can also consider
min{p, q} → 0. This would establish a version of Theorem 2.0.1 for sparse graphs. Further
details are omitted.
We now proceed to the proof of Theorem 2.0.4. For clarity of presentation we once again
only provide the proof for p = 1/2. Recall that a key to the proof of Theorem 2.0.1 is the
variance bound obtained in Lemma 2.6.3. Using Chebychev’s inequality, Lemma 2.6.3 was then
applied to (Goodξ(B))c. With the help of two additional assumptions (A3)-(A4) we improve
that bound by using Markov’s inequality with fourth power. To do that, first we obtain the
following bound on the fourth central moment of N B,ξv .
Lemma 2.6.9. Let {Gn}n∈N be a sequence of graphs satisfying assumptions (A1)-(A4) with
p = 1/2. Then for any set B ⊂ [n], and ξ ∈ {0, 1},
E
[(
N B,ξv − E[N B,ξv ]
)4] ≤ C¯ (|B|2 + |B|4nδ−1) , (2.6.6)
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for some constant C¯, depending only on C.
The main advantage of Lemma 2.6.9 compared to Lemma 2.5.1 is the absence of |B|3 on
the rhs of (2.6.6). This helps in obtaining a better bound on “bad” vertices. Its proof is a
simple consequence of assumptions (A1)-(A4).
Proof. One can easily check that
E
(
N B,ξv − E(N B,ξv )
)4
=E(N B,ξv )4 − 4E(N B,ξv )3E(N B,ξv ) + 6E(N B,ξv )2(E(N B,ξv ))2 − 3(E(N B,ξv ))4. (2.6.7)
Now using (A1)-(A4) we find bounds on each of the terms in the rhs of (2.6.7). Considering
the first term in the rhs of (2.6.7) we see that
E(N B,ξv )4 =
1
n
∑
v∈[n]
(∑
u∈B
aξvu
)4
=
1
n
∑
v∈[n]
∑
u1,u2,u3,u4∈B
aξvu1a
ξ
vu2a
ξ
vu3a
ξ
vu4 .
We further note that
∑
u1,u2,u3,u4∈B
aξvu1a
ξ
vu2a
ξ
vu3a
ξ
vu4 =
∑
u1 6=u2 6=u3 6=u4∈B
aξvu1a
ξ
vu2a
ξ
vu3a
ξ
vu4 + 6
∑
u1 6=u2 6=u3∈B
aξvu1a
ξ
vu2a
ξ
vu3
+ 7
∑
u1 6=u2∈B
aξvu1a
ξ
vu2 +
∑
u1∈B
aξvu1 .
Using (A1)-(A4) we therefore deduce that
E(N B,ξv )4
6 (|B|)4
(
1
16
+ κCnδ−1
)
+ 6(|B|)3
(
1
8
+ κCnδ−1
)
(2.6.8)
+ 7(|B|)2
(
1
4
+ κCnδ−1
)
+ |B|
(
1
2
+ κCnδ−1
)
, (2.6.9)
for some absolute constant κ. By similar arguments we also obtain that
E(N B,ξv )3 > (|B|)3
(
1
8
− κCnδ−1
)
+ 3(|B|)2
(
1
4
− κCnδ−1
)
+ |B|
(
1
2
− κCnδ−1
)
, (2.6.10)
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E(N B,ξv )2 6 (|B|)2
(
1
4
+ κCnδ−1
)
+ |B|
(
1
2
+ κCnδ−1
)
, (2.6.11)
and
|B|
(
1
2
− κCnδ−1
)
6 E(N B,ξv ) 6 |B|
(
1
2
+ κCnδ−1
)
. (2.6.12)
Now upon combining (2.6.8)-(2.6.12) the result follows from (2.6.7). 
Next from Lemma 2.6.9 using Markov’s inequality we immediately obtain the following
result.
Lemma 2.6.10. Let {Gn}n∈N be a sequence of graphs satisfying assumptions (A1)-(A4) with
p = 1/2. Fix ε = C¯0 log2log2n(1−δ) log2n . Then, there exists a positive constant C˜, depending only on C,
such that for any set B ⊂ [n], and ξ ∈ {0, 1}
∣∣∣∣{v ∈ [n] : ∣∣∣∣N B,ξv − |B|2
∣∣∣∣ > C˜|B|nε(δ−1)/2}∣∣∣∣ ≤ n(log2n)2C¯0Υ¯n(|B|, δ),
where Υ¯n(x, δ) :=
x−2+nδ−1
2 .
Note the difference between Υ¯n(·, ·) of Lemma 2.6.10 and Υn(·, ·) of Lemma 2.5.3. Presence
of x−2 in Υ¯n is the key to the improvement of Theorem 2.0.1. Using Lemma 2.6.10 we now
complete the proof of Theorem 2.0.4.
Proof of Theorem 2.0.4. We begin by noting that Lemma 2.4.2 and Lemma 2.4.4 continue to
hold as long as r ≤ log2n. Thus to improve Theorem 2.0.1 the key step is to establish that
the number of “bad” vertices is negligible for all r ≤ ((1 − δ) ∧ 23) log2n − C ′5 log2 log2n, when
p = 1/2. That is, we need to improve Lemma 2.4.3 under the current set-up. To this end, we
note that
log2Υ¯n(n/2
r, δ) ≤ max{2(r − log2n), (δ − 1) log2n}.
Therefore, if r ≤ ((1 − δ) ∧ 23) log2n − 2(C¯0 + 6) log2log2n, we have log2Υ¯n(n/2r, δ) ≤ −r −
2(C¯0 +6) log2 log2n. Repeating the remaining steps of the proof of Lemma 2.4.3 one can extend
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its conclusion for all r ≤ ((1− δ) ∧ 23) log2n− C ′5 log2 log2n. Since The proofs of other lemmas
are based on Lemma 2.4.3 one can improve those as well and hence repeating the other steps
of the proof of Theorem 2.0.1 one can obtain Theorem 2.0.4. We omit rest of the details. 
Remark 2.6.11. Adding more assumptions on the graph sequence, e.g. bounds on the number
of common neighbors of five and six vertices, one may potentially improve Theorem 2.0.4
further. We do not pursue that direction.
2.7 Proofs of the applications of Theorem 2.0.1
2.7.1 Proof of Theorem 2.1.2
We start this section with the following concentration result for the ergm model.
Theorem 2.7.1 (Concentration results). Under Assumption 2.1.1, for any α > 0, there exists
a constant Kβ := Kβ(α) <∞ such that
P
(
max
v∈[n]
||Nv| − np∗| ≥ Kβ
√
n log n
)
≤ n−α, (2.7.1)
and
P
(
max
v 6=v′∈[n]
∣∣|Nv ∩Nv′ | − n(p∗)2∣∣ ≥ Kβ√n log n) ≤ n−α, (2.7.2)
where p∗ is as in Assumption 2.1.1.
We note that Theorem 2.1.2 follows immediately from the above concentration result and
Theorem 2.0.1, upon applying Borel Cantelli lemma. Hence, the rest of the section will be
devoted in proving Theorem 2.7.1.
Proof of (2.7.2) actually follows from the proofs of (Chatterjee et al., 2010, Lemma 10,
Lemma 11). To describe the results of (Chatterjee et al., 2010) we need to introduce the
following notation.
For each v 6= v′ ∈ [n], in the sequel we write
Lvv′ :=
1
n
∑
k 6=v,v′
XvkXv′k =
|Nv ∩Nv′ |
n
, (2.7.3)
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for the normalized co-degree. Now recalling the definition of ϕβ (see (2.1.3)), we paraphrase
two of the main results of (Chatterjee et al., 2010) relevance to us.
Lemma 2.7.2 ((Chatterjee et al., 2010, Lemma 10, Lemma 11)). Under Assumption 2.1.1, for
any i 6= j ∈ [n], for all t > 8γ/√n,
P
√n
∣∣∣∣∣∣Lij − 1n
∑
k/∈{i,j}
ϕβ(Lik)ϕβ(Ljk)
∣∣∣∣∣∣ > t
 6 2 exp(− t2
12(1 + γ)
)
. (2.7.4)
Further there exists a constant Kβ such that for each i 6= j ∈ [n],
E
(∣∣Lij − (p∗)2∣∣) 6 Kβ√
n
. (2.7.5)
To prove (2.7.2) we do not need (2.7.5) directly. However, its proof will suffice in this case.
More precisely, we will prove the following lemma which is sufficient to deduce (2.7.2).
Lemma 2.7.3. Under Assumption 2.1.1, for any i 6= j ∈ [n], for all t > 8γ/√n,
P
√n
∣∣∣∣∣∣Lij − 1n
∑
k/∈{i,j}
ϕβ(Lik)ϕβ(Ljk)
∣∣∣∣∣∣ > t
 6 2 exp(− t2
12(1 + γ)
)
. (2.7.6)
Further, given any α > 0, there exists a positive constant Cβ such that ,
P
(
max
i 6=j∈[n]
∣∣Lij − (p∗)2∣∣ ≥ Cβ√ log n
n
)
6 n−α. (2.7.7)
Most of the proof of Lemma 2.7.3 has been carried out in (Chatterjee et al., 2010). Here
we will only provide outlines, and we refer the interested readers to (Chatterjee et al., 2010).
To prove (2.7.1), along with Lemma 2.7.3, we will need the following result.
Lemma 2.7.4. Let X ∼ pβ. Fix any vertex v ∈ [n] and let dv =
∑
j 6=vXjv denote the degree
of this vertex. Then for any t > 0,
P
∣∣∣∣∣∣ dvn− 1 − 1n− 1
∑
j 6=v
ϕβ(Lvj)
∣∣∣∣∣∣ > t
 6 2 exp(−(n− 1)t2
1 + γ
)
.
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2.7.1.1 Proofs of Lemma 2.7.3 and Lemma 2.7.4
In this section we prove Lemma 2.7.3 and Lemma 2.7.4. The key technique here is Chatter-
jee’s method for concentration inequalities via Stein’s method (Chatterjee, 2005, 2007b). We
start by quoting the following result which we apply to prove the lemmas.
Theorem 2.7.5 ((Chatterjee, 2007b, Theorem 1.5)). Let X denote a separable metric space
and suppose (X,X ′) be an exchangeable pair of X valued random variables. Suppose F :
X × X → R be a square integrable anti-symmetric function (i.e. F (x, y) = −F (y, x)) and let
f(X) := E(F (X,X ′)|X). Write,
∆(X) =
1
2
E
(
|[f(X)− f(X′)]F (X,X′)|
∣∣∣X) .
Assume that E(eθf(X)|F (X,X′)|) < ∞ for all θ ∈ R. Further assume there exist constants
B1, B2 such that almost surely one has ∆(X) 6 B1f(X) +B2. Then for any t > 0,
P(f(X) > t) 6 exp
(
− t
2
2B2 + 2B1t
)
, P(f(X) 6 −t) 6 exp
(
− t
2
2B2
)
.
Remark 2.7.6. Since F is an anti-symmetric function, it is easy to check that the function f
as defined above satisfies E(f(X)) = 0. Thus the above gives concentration of f(X) about it’s
expectation.
Next we state a simple lemma that describes an equivalence between the high-temperature
regime as stated in Assumption 2.1.1 and a technical condition that arose in (Chatterjee et al.,
2010). Proof follows from elementary calculus and hence omitted.
Lemma 2.7.7. From Assumption 2.1.1 recall the condition for the parameter β to be in the high
temperature regime. This is equivalent to the following: β ∈ R×R+ is such that there exists a
unique solution u∗ to the fixed point equation (ϕβ(u))2 = u in [0, 1] such that 2ϕβ(u∗)ϕ′β(u
∗) <
1. The u∗ so obtained is related to p∗ in Assumption 2.1.1 via u∗ = (p∗)2.
Now we are ready to prove the lemmas. First we start with the proof of Lemma 2.7.4.
Proof of Lemma 2.7.4. Our plan is to apply Theorem 2.7.5. To do so, we need to construct an
exchangeable pair, which is done in the following way: We start from configuration X ∼ pβ,
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and choose a vertex K ∈ [n]\{v} uniformly at random. Conditional on K = k, sample the edge
Xvk from the conditional distribution given the rest of the edges. We denote X
′ to be this new
configuration. It is easy to see that (X,X′) form an exchangeable pair, and from the definition
of pβ we also note that, conditional on K = k,
P(X ′vk = x|X) ∝ exp(x(β + γLvk)), x ∈ {0, 1}. (2.7.8)
In particular this implies that E(X ′vk|X) = ϕβ(Lvk) (see (2.1.3) for the definition of ϕβ(·)).
Now let d′v =
∑
k 6=vX
′
kv denote the degree of v in the new configuration X
′. For later use,
let L′vk denote the normalized co-degree between v and k in X
′, and note that conditional on
K = k, Lvk = L
′
vk. Now define the anti-symmetric function,
F (X,X′) := dv − d′v =
∑
j 6=v
(Xjv −X ′jv). (2.7.9)
Using (2.7.8) it is easy to check that,
f(X) = E(F (X,X′)|X) = dv −
∑
j 6=v ϕβ(Lv,j)
n− 1 . (2.7.10)
To apply Theorem 2.7.5, we next need to find an upper bound on |(f(X)−f(X′))F (X,X′)|. To
this end, it is easy to note that |F (X,X′)| 6 1. Next, note that |dv − d′v| ≤ 1. Upon observing
that ‖ϕ′β‖∞ ≤ γ, we further deduce
∣∣ϕβ(Lv,j)− ϕβ(L′v,j)∣∣ ≤ γ ∣∣Lv,j − L′v,j∣∣ = γn ∣∣Xvk −X ′vk∣∣ ≤ γn, on the event {K = k}.
Therefore recalling the definition of ∆(X) defined in Theorem 2.7.5, we have that
∆(X) 6 1 + γ
2(n− 1) ,
which upon applying Theorem 2.7.5 with B1 = 0 and B2 =
1+γ
2(n−1) completes the proof. 
We now prove Lemma 2.7.3. Since, most of the work is already done in (Chatterjee et al.,
2010) we provide an outline here for completeness.
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Proof of Lemma 2.7.3. Once again the key idea is to use Theorem 2.7.5. In this case, fixing
i, j 6= [n], we construct the exchangeable pair as follows: Given a graph X we choose a vertex
K ∈ [n]\{i, j} uniformly at random and replace the edges (Xik, Xjk) with (X ′ik, X ′jk) using the
conditional distribution of these edges conditional on the rest of the edges. This gives us the
new graph X′. Let us write L′ij for the normalized co-degree of i, j in X
′. Similar to (2.7.8), it
is easy to verify using the form of the Hamiltonian that for x, y ∈ {0, 1},
P(X ′ik = x,X ′jk = y|X) ∝
exp
(
γxLik + γyLjk + βx+ βy − γ
n
xXijXjk − γ
n
yXijXik +
γ
n
xyXij
)
Now defining the anti-symmetric function F (X,X′) = Lij − L′ij , a careful analysis similar to
the proof of Lemma 2.7.4 completes the proof of (2.7.6). Note that (2.7.6) holds only when
t ≥ 8γ/√n. This condition on t is needed because the quantity for which concentration is
desired, is not exactly f(X) in this case. So one needs to apply triangle inequality, and hence
we require the aforementioned lower bound on t for (2.7.6) to hold.
Next building on (2.7.6), we now proceed to prove (2.7.7). To this end, let
Ξ := max
i 6=j∈[n]
∣∣∣∣∣∣Lij − 1n
∑
k 6={i,j}
ϕβ(Lik)ϕβ(Ljk)
∣∣∣∣∣∣
Then using union bound, from (2.7.4), we deduce that given any α > 0, there exists Cβ :=
Cβ(α) such that,
P
(
Ξ 6 Cβ
√
log n
n
)
≤ n−α. (2.7.11)
Let Lmin = mini 6=j Lij and abusing notation let Lmin = LIminJmin . Similarly let Lmax =
maxi 6=j Lij . Since we are in the ferromagnetic regime, i.e. γ > 0, note that ϕβ(·) is an in-
creasing non-negative function. Thus,
−Ξ 6 LIminJmin −
1
n
∑
k 6={Imin,Jmin}
ϕβ(LImink)ϕβ(LJmink) 6 LIminJmin − (ϕβ(LJminImin))2 +
2
n
.
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Rearranging and carrying out a similar analysis for Lmax we get,
(ϕβ(Lmin))
2 − Ξ− 2
n
6 Lmin 6 Lmax 6 (ϕβ(Lmax))2 + Ξ +
2
n
. (2.7.12)
This motivates defining the function
ψβ(u) := (ϕβ(u))
2 − u, u ∈ [0, 1]. (2.7.13)
Using Lemma 2.7.7 it is very easy to see that u∗ is the unique solution of ψβ(u) = 0 and
further ψβ(u) > 0 for u < u
∗, whereas ψβ(u) < 0 for u > u∗. One also has that the derivative
ψ′β(u
∗) < 0. These observations, upon applying Inverse Function Theorem, imply that there
exist ε, δ > 0 such that if |u− u∗| > δ then |ψβ(u)| > ε and further
sup
0<|u−u∗|6δ
[
u− u∗
−ψβ(u)
]
:= c > 0.
Now by (2.7.12), ψβ(Lmax) > −
(
Ξ + 2n
)
and ψβ(Lmin) 6 Ξ + 2n . Thus on the event {Ξ 6 ε2},
considering all the cases, we have
u∗ − δ < Lmin 6 Lmax 6 u∗ + δ.
However the latter implies that
|Lmin − u∗| 6 c
(
Ξ +
2
n
)
, |Lmax − u∗| 6 c
(
Ξ +
2
n
)
,
which upon applying yields. This completes the proof. 
Equipped with Lemma 2.7.3 and Lemma 2.7.4 we are now ready to prove the concentration
result Theorem 2.7.1.
We start with the proof for the degree of vertices namely (2.7.1). We will see that this
result follows directly if we are able to prove (2.7.2). We start with the following concentration
inequality.
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Proof of Theorem 2.7.1. We begin by noting that (2.7.2) is immediate from Lemma 2.7.3. Thus
it only remains to establish (2.7.1). Noting that ϕβ(·) is γ-Lipschitz on R and using that by
definition, p∗ = ϕβ((p∗)2), from Lemma 2.7.3, we get that,
P
(
max
i 6=j∈[n]
|ϕβ(Lij)− p∗| ≥ γCβ
√
log n
n
)
≤ n−α. (2.7.14)
Further using union bound, by Lemma 2.7.4, and enlarging Cβ if needed, we also have that,
P
max
i∈[n]
∣∣∣∣∣∣di −
∑
j 6=i
ϕβ(Lij)
∣∣∣∣∣∣ > Cβ√n log n
 ≤ n−α. (2.7.15)
Combining the above with (2.7.14) completes the proof. 
2.7.2 Proof of Theorem 2.1.5
In this section our goal is to provide the proof of Theorem 2.1.5. Hence, we first need to
show that assumptions (A1)-(A2) hold for random geometric graphs. This is derived in the
following concentration result.
Theorem 2.7.8 (Concentration result). Consider random geometric graphs G(d, n, p) satisfying
Assumption 2.1.3. Then for any δ > 1/2, the following holds almost surely, for all large n:
(a)
max
v∈[n]
||Nv| − np| < nδ. (2.7.16)
(b) For every pair i 6= j ∈ [n], there exists pi,jn , possibly random, such that
max
v 6=v′∈[n]
∣∣∣|Nv ∩Nv′ | − n(pv,v′n )2∣∣∣ 6 nδ. (2.7.17)
(c) Moreover
max
v 6=v′∈[n]
∣∣∣(pv,v′n )2 − p2∣∣∣ ≤ τn, where τn := κp
[√
max{log n, log d}
d
+
1
n2
]
(2.7.18)
and κp is some constant depending only on p.
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Note that (2.7.16)-(2.7.17) does not establish that the random geometric graphs satisfy
(A1)-(A2). In fact, when the dimension of the space is poly-logarithmic of the number of
points one cannot expect to establish (A1)-(A2) for any δ ≤ 1 − ε for an arbitrarily small
ε > 0. However, using (2.7.18) we see that one can establish (A1)-(A2) for random geometric
graphs with
δn = 1− log(1/τn)
log n
.
We use this key observation to carefully adapt the proof of Theorem 2.0.1 to establish Theorem
2.1.5.
Proof of Theorem 2.1.5. We start by redefining the notion of “good” vertices. Since in this
current set-up we work with δn instead of a fixed δ it is natural to have the following definition:
For any given set B ⊂ [n], and ξ ∈ {0, 1}, we here define
Goodξ,p(B) :=
{
v ∈ [n] :
∣∣∣N B,ξv − |B|pξq1−ξ∣∣∣ ≤ C˜|B|pξq1−ξnεn(δn−1)/2} ,
where εn :=
C¯0 log log(1/τn)
(1−δn) log(1/τn) and C˜ is some large constant. Equipped with this definition we
can easily make necessary changes in the proof of Theorem 2.0.1 to complete the proof in the
current set-up.
In summary, the roles of δ and n from the proof of Theorem 2.0.1 will be replaced by δn
and 1/τn in this proof. Keeping this in mind, we proceed below.
Proceeding exactly same as in Lemma 2.6.2 we deduce that if r < log(1/τn), v ∈ [n]r,
ξ ∈ {0, 1}r, and vj ∈ Goodξj ,p(v1, v2, ..., vj−1), for all j = 3, 4, . . . , r, then
∣∣∣∣∣∣N ξ1v1 ∩N ξ2v2 ∩ · · · ∩N ξrvr ∣∣∣− npn(ξ)qr−n(ξ)∣∣∣ ≤ 3C˜(log(1/τn))−(C¯0/2−1)npn(ξ)qr−n(ξ), (2.7.19)
for all large n, where n(ξ) := |{i ∈ [r] : ξi = 1}|. Next we need to extend Lemma 2.6.4 in the
current set-up. Recall a key to the proof of Lemma 2.6.4 is the variance bound of Lemma 2.6.3.
Lemma 2.6.3 can be extended in the context of random geometric graph to yield
Var
(
N B,ξv
)
≤ |B|pq + C¯|B|2nδn−1. (2.7.20)
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From (2.7.20) it also follows that
∣∣∣{v ∈ [n] : ∣∣∣N B,ξv − |B|pξq1−ξ∣∣∣ > C˜|B|pξq1−ξnεn(δn−1)/2}∣∣∣ ≤ n(log(1/τn))C¯0Υpn(|B|, δn),
where we recall Υpn(x, δ) =
2x−1+q−2nδ−1
2 . We note that if log(1/q)r ≤ ((1−δn)∧ 12) log n−(C¯0 +
13) log log(1/τn), then log Υ
p
n((n/2)qr, δn) ≤ − log(1/q)r − (C¯0 + 12) log log τn. Now repeating
the remaining steps of the proof of Lemma 2.6.4 we obtain the following result: For any two
positive integers j < r let Hr be a graph on r vertices. Fix Hj any one of the sub-graphs of Hr
induced by j vertices. Assume that
nG(Hr) ≥ 1
2
× (n)r|Aut(Hr)|
(
p
q
)|E(Hr)|
q(
r
2) and nG(Hj) ≤ 2× (n)j|Aut(Hj)|
(
p
q
)|E(Hj)|
q(
j
2).
There exists a large positive constant C0, depending only on p such that, for any given ξ =
{ξ1, ξ2, . . . , ξj} ∈ {0, 1}j , and r ≤ (1− δn)(log n/ log(1/q))− C0 log log(1/τn), we have
∣∣∣Badξ(Hj ,Hr)∣∣∣ ≤ nG(Hr)
(log(1/τn))
9(r−j) , (2.7.21)
for all large n.
To complete the proof we now need to extend Lemma 2.6.5 and Lemma 2.6.6. Since Lemma
2.6.5 is built upon Lemma 2.6.4 we obtain necessary modifications of Lemma 2.6.5 using (2.7.21).
The main difference here is the rate of convergence. More precisely, log n appearing in the rate
of convergence in Lemma 2.6.5 should be replaced by log(1/τn) in the current set-up. Next
recalling the proof of Lemma 2.6.6 we see that the conclusion of Lemma 2.6.6 continues to hold
for all r ≤ log(1/τn). Combining these ingredients one can now easily finish the proof. We omit
the tedious details. 
Thus it only remains to establish Theorem 2.7.8. We break the proof of Theorem 2.7.8
into two parts. In Section 2.7.2.1 we prove (2.7.16)-(2.7.17) and in Section 2.7.2.2 we establish
(2.7.18).
Before going to the proof, let us observe that n uniform points on Sd−1 can be generated
as follows: Let Z1,Z2, . . . ,Zn be i.i.d. standard Normal random vectors namely Zi ∼ Nd(0, Id)
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where 0 := (0, 0, . . . , 0) is the origin in Rd and Id is the d× d identity matrix. Then, setting
X1 :=
Z1
‖Z1‖2 ,X2 :=
Z2
‖Z2‖2 , . . . ,Xn :=
Zn
‖Zn‖2 , (2.7.22)
where ‖ · ‖2 denotes the Euclidean norm in Rd, we see that X1,X2, . . . ,Xn are n i.i.d. uniform
points on Sd−1. Here, we will this representation of {Xi}i∈[n], because it allows us to use prop-
erties of Gaussian random vectors. For future reference let us denote Zi := (Zi1, Zi2, . . . Zid).
2.7.2.1 Proof of (2.7.16)-(2.7.17).
In this section we prove (2.7.16)-(2.7.17). We start with the proof of (2.7.16).
Proof of (2.7.16). For ease of writing, without loss of generality, let us consider the vertex 1.
Note that conditional on Z1, one can construct an orthogonal transformation P such that in
the new coordinates, X1 = (1, 0, . . . , 0) whilst Z
′
k = PZk for 2 6 k 6 n are i.i.d. Nd(0, Id). To
ease notation we will continue to refer to these as (Z2, . . . ,Zn). Thus note that 〈X1,Xi〉 =
Zi1/‖Zi‖2. In particular the constant tp,d is such that,
P
(
Zi1
‖Zi‖2 > tp,d
)
= p. (2.7.23)
Further for each i 6= j ∈ [n] we write {i ∼ j} for the event that vertex i and j are connected by
an edge in G(n, d, p). Then we have,
{1 ∼ 2} =
{
Z21
‖Z2‖2 > tp,d
}
, . . . , {1 ∼ n} =
{
Zn1
‖Zn‖2 > tp,d
}
.
This implies that the distribution of the degree of vertex 1 is Bin(n − 1, p). Now, applying
Chernoff’s inequality we obtain concentration inequality for N1. For any other vertex one can
derive the same bound proceeding same as above. Thus the union bound and Borel Cantelli
lemma completes the proof of (2.7.16). 
Proof of (2.7.17). We only establish (2.7.17) for i = 1, j = 2. Proof for any other pair of
vertices is exactly same. One can then complete the proof of (2.7.17) by taking a union bound
over every pair i 6= j ∈ [n].
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As in the proof of (2.7.16), without loss of generality, let X1 = e1 whist all other points
are constructed as in (2.7.22). We start by conditioning on X2 = Z2/‖Z2‖2 = (a1, a2, . . . ad).
For the rest of this section, write P˜ and E˜ for the corresponding conditional probability and
conditional expectation. Then note that,
|N1 ∩N2| =
∑
v 6={1,2}
1
{
Zv1
‖Zv‖2 > tp,d,
∑d
i=1 aiZvi
‖Zv‖2 > tp,d
}
.
In particular, under P˜ we have that |N1 ∩N2| is a Bin(n− 2, γ˜n) where,
γ˜n := P˜
(
Zv1
‖Zv‖2 > tp,d,
∑d
i=1 aiZvi
‖Zv‖2 > tp,d
)
. (2.7.24)
Now using Chernoff’s inequality and taking expectation over Z2, we obtain
P
(|N1 ∩N2| − n(p1,2n )2| ≥ t) ≤ 2 exp(− t22n
)
,
where p1,2n :=
√
γ˜n, which upon taking a union over i 6= j ∈ [n] completes the proof. 
2.7.2.2 Proof of (2.7.18).
Here again we establish (2.7.18) for i = 1, j = 2. The proof for arbitrary i 6= j ∈ [n] is
same, and therefore one can complete the proof by taking a union bound. Thus it is enough to
prove (2.7.18) only for i = 1, j = 2. To simplify notation, we let
Za := Zv1, Zb :=
d∑
i=1
aiZvi, ρ := a1 =
Z21
‖Z2‖2 . (2.7.25)
Note that (Za, Zb) has a standard Bivariate Normal distribution with correlation ρ. If ρ were
zero, then we would have immediately deduced that (2.7.18) holds. Here, we show that ρ ≈ 0
with large probability, and therefore γ˜n should not differ much from p
2. Below, we make this
idea precise. We begin with two concentration results on Gaussian random vectors.
Lemma 2.7.9. Let Z1, Z2, . . . Zd be i.i.d. standard Normal random variables and let Z :=
(Z1, . . . , Zd) be the vector representation of this in Rd. Then there exists d0 such that for all
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d > d0 and all ε > 0,
P
(∣∣∣‖Z‖2 −√d∣∣∣ > ε+ 1
2
√
d
)
6 2e− ε
2
2 .
Proof. First note that since ‖ · ‖2 is a one-Lipschitz function, standard Gaussian concentration
(for example, see (Boucheron et al., 2013)) implies that
P (|‖Z‖2 − E(‖Z‖2)| > ε) 6 2 exp(−ε
2
2
). (2.7.26)
Since ‖Z‖2 has a chi-distribution, this implies that
E(‖Z‖2) =
√
2
Γ(d+12 )
Γ(d2)
, (2.7.27)
where Γ(·) is the Gamma function. Standard results on asymptotics for the Gamma function
(see, for example (Tricomi et al., 1951)) imply
Γ(d+12 )
Γ(d2)
=
√
d
2
[
1− 1
4d
+O
(
1
d2
)]
Using this in (2.7.27), upon combining with (2.7.26) completes the proof. 
Note that the first co-ordinate of X2 is given by a1 = Z21/‖Z2‖. Lemma 2.7.9 implies that
√
da1 = O(1) with large probability. The next simple Lemma establishes concentration rates
about the order of magnitude.
Lemma 2.7.10. Under Assumption 2.1.3, ∃n0 such that for n > n0,
P
( |Z21|
‖Z2‖2 >
√
64 log n√
d
)
6 4
n8
.
Proof. To ease notation, let t :=
√
64 logn√
d
. Then note that,
P
( |Z21|
‖Z2‖2 > t
)
6 P
(∣∣∣‖Z2‖2 −√d∣∣∣ > √d
2
)
+ P
(
|Z21| > t
2
√
d
)
.
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The upper bound on the first term in the rhs above follows from Lemma 2.7.9, whereas standard
tail bounds for the Normal distribution gives upper bound on the second term. Combining them
together completes the proof. 
As already noted (Za, Zb) has a bivariate Normal distribution. Therefore we will need
some estimates on the distribution function of a bivariate Normal distribution. To this
end, throughout the sequel, let Φ denote the standard Normal distribution function and let
Φ¯(h, k, ρ) := P(Z ≥ h, Zρ ≥ k), where (Z,Zρ) has a standard bivariate Normal distribution
with correlation ρ. Then we have the following result.
Lemma 2.7.11 ((Willink, 2005)). Fix 0 6 ρ 6 1 and h > 0. Let (Z,Zρ) has a standard
bivariate Normal distribution with correlation ρ. Then denoting θ :=
√
1−ρ
1+ρ , one has
Φ(−h)Φ(−θh) 6 Φ¯(h, h, ρ) 6 (1 + ρ)Φ(−h)Φ(−θh).
Finally to evaluate (2.7.24), we need the following asymptotic behavior of tp,d.
Lemma 2.7.12 ((Devroye et al., 2011, Lemma 1)). Fix 0 < p 6 1/2 and assume d >
max{4/p2, 27}. Then there exists a constant κ∗p < ∞, depending only on p, such that one
has ∣∣∣∣tp,d√d − Φ−1(1− p)∣∣∣∣ 6 κ∗p
√
log d
d
.
Proof of (2.7.18). First let us define the event
G 1,2n :=
{ |Z21|
‖Z2‖2 6
√
64 log n√
d
}
. (2.7.28)
We will show that on G 1,2n , we have |(p1,2n )2 − p2| ≤ τn. By the same argument one can extend
the result for all pairs i 6= j ∈ [n]. Therefore, the proof completes by setting Gn := ∩i 6=j∈[n]G i,jn ,
applying Lemma 2.7.10, taking a union bound, and applying Borel Cantelli lemma.
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We break the proofs into two parts. First we show that on G 1,2n , we have γ˜n ≤ p2 + τn.
Denoting ∆n :=
√
8 log n, we note
γ˜n 6 P˜
(
Za > tp,d(
√
d−∆n), Zb > tp,d(
√
d−∆n)
)
+ P˜
(
| ‖Zv‖2 −
√
d| > ∆n
)
=: Term A + Term B. (2.7.29)
By Lemma 2.7.9, we have Term B ≤ 2/n2. To bound Term A we use the fact that under P˜,
(Za, Zb) has a standard bivariate Normal distribution with correlation ρ as defined in (2.7.25).
First let us consider the case ρ > 0. Using Lemma 2.7.11 with h = tp,d(
√
d−∆n), we obtain
Term A ≤ (1 + ρ)Φ(−tp,d(
√
d−∆n))Φ(−θtp,d(
√
d−∆n)).
Next, applying Lemma 2.7.12 we note
∣∣∣tp,d(√d−∆n)− Φ−1(1− p)∣∣∣ 6 κ′p
√
max{log n, log d}
d
, (2.7.30)
for another constant κ′p, depending only on p. Therefore using the Mean-Value Theorem we
further obtain that
∣∣∣Φ(−tp,d(√d−∆n))− p∣∣∣ ≤ κ¯p√max{log n, log d}
d
. (2.7.31)
Moreover, note that on the event G 1,2n we have ρ 6
√
64 log n/d and by Assumption 2.1.3 we
have d/ log n→∞. Hence, using the Mean-Value Theorem again
∣∣∣Φ(−tp,d(√d−∆n))− Φ(−θtp,d(√d−∆n))∣∣∣
≤ 1√
2pi
|θ − 1| |tp,d(
√
d−∆n)| ≤ κ′′p
√
max{log n, log d}
d
, (2.7.32)
for some other constant κ′′p. Combining (2.7.31)-(2.7.32) we obtain the desired bound for Term A
when ρ > 0.
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When ρ < 0, we cannot directly use Lemma 2.7.11. Instead we use the following result:
Φ¯(h, h, ρ) = 2Φ(−h)Φ(−θh)− Φ¯(θh, θh,−ρ),
for any h ∈ R and ρ ∈ (−1, 1) (see (Steck and Owen, 1962, Eqn. (C)), (Willink, 2005, pp. 2294)).
Now using the lower bound from Lemma 2.7.11, we obtain Φ¯(θh, θh,−ρ) ≥ Φ(−θh)Φ(−θ2h).
We have already seen above that θ ≈ 1. Therefore proceeding as above we can argue that
Φ(−θ2h) ≈ Φ(−θh). Then proceeding similarly as above we obtain the desired upper bound
for Term A when ρ < 0. The details are omitted.
Now it remains to find a lower bound on γ˜n. To this end, it is easy to note that
γ˜n > P˜
(
Za
‖Zv‖2
> tp,d,
Zb
‖Zv‖2
> tp,d,
∣∣∣∣ ‖Zv‖2 −√d∣∣∣∣ 6 ∆n)
> Term A′ − Term B,
where
Term A′ := P˜
(
Za > tp,d(
√
d+ ∆n), Zb > tp,d(
√
d+ ∆n)
)
.
Proceeding as in the case of ρ > 0, one can complete the proof. We omit the details. 
2.7.3 Proof of Theorem 2.1.7.
To prove Theorem 2.1.7 we need a good estimate on P(Cr). It is well known that the
number of copies of any subgraph H in an Erdo˝s-Re´nyi random graph is well approximated in
total variation distance, by a Poisson distribution with appropriate mean (see (Barbour et al.,
1992, Section 5.1)). Combining (Barbour et al., 1992, Theorem 5.A) and (Barbour et al., 1992,
Lemma 5.1.1(a)) results in the following proposition. Here for any two probability measures P1
and P2 defined on N, write dTV(P1,P2) for the total variation distance between these measures.
Abusing notation write dTV(X1, X2) := dTV(P1,P2), when X1 ∼ P1, and X2 ∼ P2.
Proposition 2.7.13. Let G(n, 1/2) be the Edo˝s-Re´nyi random graph with connectivity proba-
bility 12 . For any graph H let v(H) ≤ n denote the cardinality of the vertex set of H, and e(H)
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be the same for the edge set. Further write
µ =
(
n
v(H)
)
v(H)!
a(H)
(
1
2
)e(H)
,
where a(H) denote the number elements in the automorphism groups of H. Then
dTV
(
nG(n,1/2)(H),Pois(µ)
) ≤ (1− e−µ)(Var(nG(n,1/2)(H))
µ
− 1 + 2
(
1
2
)e(H))
. (2.7.33)
For H˜ any isomorphic copy of H, let Γt
H˜
be the collections of all subgraphs of the complete graph
on n vertices that are isomorphic to H with exactly t edges not in H˜. Then
Var(nG(n,1/2)(H))
µ
= 1−
(
1
2
)e(H)
+
e(H)−1∑
t=1
|Γt
H˜
|
((
1
2
)t
−
(
1
2
)e(H))
. (2.7.34)
Equipped with Proposition 2.7.13 we are now ready to prove Lemma 2.1.7.
Proof of Theorem 2.1.7. First note that Cr = {nG(n,1/2)(Cr) > 0}. Thus it is enough to prove
that
P
(
A δd ∪A δcod
∣∣∣nG(n,1/2)(Cr) > 0) ≤ P (A δd ∪A δcod)P (nG(n,1/2)(Cr) > 0) → 0. (2.7.35)
Using Hoeffding’s inequality we obtain
sup
v∈[n]
P
(∣∣∣|Nv| − n
2
∣∣∣ ≥ Cnδ) , sup
v 6=v′∈[n]
P
(∣∣∣|Nv ∩Nv′ | − n
4
∣∣∣ ≥ Cnδ) ≤ 2 exp(−2Cn2δ−1) .
Thus taking a union bound
P
(
A δd ∪A δcod
)
≤ 2 exp
(
−Cn2δ−1
)
. (2.7.36)
Now to control the denominator of (2.7.35) we use Proposition 2.7.13. Note that, if we are able
to show that the rhs of (2.7.33), excluding the term (1 − e−µ), is o(1), then from (2.7.33) we
deduce that ∣∣P(nG(n,1/2)(Cr) > 0)− (1− e−µ)∣∣ ≤ (1− e−µ)o(1).
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This therefore implies that
P(nG(n,1/2)(Cr) > 0) ≥
1− e−µ
2
. (2.7.37)
Next note
µ = E
[
nG(n,1/2)(Cr)
]
=
(
n
r
)(
1
2
)(r2)
=
n(n− 1) · · · (n− r + 1)
r!
(
1
2
)(r2)
.
Since r = cn1/2−ε, using Stirling’s approximation, we have
µ ≤ 1√
2pir
(en
r
)r (1
2
)(r2)
=
1√
2picn1/4−ε/2
(e
c
n1/2+ε
)cn1/2−ε (1
2
)(r2)
.
As r = cn1/2−ε it is easy to check that
(e
c
n1/2+ε
)cn1/2−ε  2(r2),
and hence µ → 0, as n → ∞. Therefore 1 − e−µ ≈ µ, for large n, and so from (2.7.37) we
further have,
P(nG(n,1/2)(Cr) > 0) ≥
µ
4
, for all large n. (2.7.38)
Next we observe
lim sup
n
loge
8 exp (−Cn2δ−1)(
n
r
) (
1
2
)(r2)
 ≤ loge8 + lim sup
n
[(
r
2
)
loge2− Cn2δ−1
]
.
Since r = cn1/2−ε with ε+ δ > 1, we have
r2 = c2n1−2ε  n2δ−1,
proving
lim sup
n
loge
8 exp (−Cn2δ−1)(
n
r
) (
1
2
)(r2)
 = −∞,
which upon combining with (2.7.36) and (2.7.38), yield (2.7.35).
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Thus to complete the proof we only need to show that for r = cn1/2−ε, where c and ε are
some positive constants,
Var(nG(n,1/2)(Cr))
µ
− 1 + 2
(
1
2
)(r2)
→ 0, as n→∞. (2.7.39)
Using (2.7.34) we note that
Var(nG(n,1/2)(Cr))
µ
− 1 + 2
(
1
2
)(r2)
=
(
1
2
)(r2)
+
(r2)−1∑
t=1
|Γt
H˜
|
((
1
2
)t
−
(
1
2
)(r2))
,
for any isomorphic copy H˜ of the complete graph on r vertices. If H˜1 and H˜2 are two different
isomorphic copies of the complete graph on r vertices, with s common vertices between them,
then there are
(
r
2
)− (s2) edges of e(H˜2) that are not part of the edge set of H˜1. Thus the above
expression simplifies to the following:
Var(nG(n,1/2)(Cr))
µ
− 1 + 2
(
1
2
)(r2)
≤
(
1
2
)(r2)
+
r−1∑
s=2
(
r
s
)(
n− r
r − s
)(
1
2
)(r2)−(s2)
. (2.7.40)
Now we need to control the summation appearing in the rhs of (2.7.40). Denoting
as :=
(
r
s
)(
n− r
r − s
)(
1
2
)(r2)−(s2)
,
we note
%s :=
as+1
as
=
(
r
s+1
)(
n−r
r−s−1
)(
r
s
)(
n−r
r−s
) (1
2
)(s2)−(s+12 )
=
s! ((r − s)!)2 (n− 2r + s)!
(s+ 1)! ((r − s− 1)!)2 (n− 2r + s+ 1)!
(
1
2
)−s
=
(r − s)2
(s+ 1)(n− 2r + s+ 1)2
s. (2.7.41)
Thus
%s ≥ 1⇔ 2s ≥ (s+ 1)(n− 2r + s+ 1)
(r − s)2 . (2.7.42)
Using the above equivalent condition of %s ≥ 1 we show below that the sequence {as} monotoni-
cally decreases initially, achieves a minimum for s = O(log n), and then monotonically increases
afterwards for all s except possibly for s = r − 3, r − 2. This observation helps us to compute
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sup2≤s≤r−1 as, and therefore we can easily obtain an upper bound on summation appearing in
the rhs of (2.7.40). To this end, note that for any fixed K if s ≤ K, then
r22s ≤ (cn1/2−ε)22K < ηn,
for any η > 0, proving that {as} is strictly decreasing for s = 2, 3, . . . ,K. We next try to find
a necessary condition on %s ≥ 1. If %s ≥ 1, then using (2.7.42) we note that we must have
2s ≥ (s+ 1)(n− 2r + s+ 1)
(r − s)2 ≥
3(n− 2r + 3)
r2
≥ 2n
r2
=
2
c2
n2ε,
where in the last step we use the fact that r = cn1/2−ε. The above expression therefore
implies that s ≥ ε log2n. Hence, if a minimum of {as} occurs at s∗, then we should have
that s∗ ≥ ε log2n. Next we show that for any s > s∗, %s > 1 for all s, except possibly for
s = r − 3, r − 2. To see this, consider
%s+1
%s
=
as+2/as+1
as+1/as
= 2
(r − s− 1)2
(r − s)2
(s+ 1)(n− 2r + s+ 1)
(s+ 2)(n− 2r + s+ 2) . (2.7.43)
Since s ≥ ε log2n, and r = cn1/2−ε, the product of the ratio
(s+ 1)(n− 2r + s+ 1)
(s+ 2)(n− 2r + s+ 2)
can be made as close to 1 as needed for all large n. Also note that if s ≤ r − 4, then
(r − s− 1)2
(r − s)2 =
(
1− 1
r − s
)2
≥ 9
16
.
Hence, from (2.7.43) we conclude that {as} is monotonically increasing for all integer s between
s∗, and r − 4. Hence, from (2.7.40) we have
Var(nG(n,1/2)(Cr))
µ
− 1 + 2
(
1
2
)(r2)
≤
(
1
2
)(r2)
+ r max
s=2,r−3,r−2,r−1
{(
r
s
)(
n− r
r − s
)(
1
2
)(r2)−(s2)}
.
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It is easy to note that
r max
s=2,r−3,r−2,r−1
{(
r
s
)(
n− r
r − s
)(
1
2
)(r2)−(s2)}
= O
(
r2n
(
1
2
)r)
= o(1),
and thus we obtain (2.7.39) completing the proof. 
Remark 2.7.14. In (Barbour et al., 1992, Example 5.1.4) the number of copies of large com-
plete subgraphs of an Erdo˝s-Re´nyi graph on n vertices is also shown to converge to a Poisson
distribution in total variation distance. However, their set-up significantly differs from ours. In
particular, they assume that the connectivity probability p of the Erdo˝s-Re´nyi graph satisfies
the inequality p ≥ n−2/(r−1), and r  n1/3, neither of which holds here. Both in (Barbour
et al., 1992, Example 5.1.4), and Lemma 2.1.7 the starting point is (2.7.33)-(2.7.34). However,
the analysis of the terms appearing in (2.7.34) are done differently.
2.7.4 Proof of Theorem 2.1.14
Recall that Gbn is a graph on n vertices where its vertices are binary tuples of length k
containing an odd number of ones, excluding the vector of all ones, where n = 2k−1 − 1. A
pair of vertices u and v are connected if 〈u, v〉 = 1, where additions and multiplications are
the corresponding operations in the binary field. It is easy to see that Gbn is a d-regular graph
with d = 2k−2 − 2. Also it can be shown that the number of common neighbors for any pair of
adjacent vertices is 2k−3 − 3 and the same for a pair of non-adjacent vertices is 2k−3 − 1 (See
(Krivelevich and Sudakov, 2006a, Section 3, Example 4)). Therefore, it is immediate that Gbn
satisfies (A1)-(A2) with p = 1/2, δ = 0, and C = 3. Thus the proof of Theorem 2.1.14(i) is a
direct application of Theorem 2.0.1. In the rest of this section we prove Theorem 2.1.14(ii)-(iii).
To complete the proof we need the following elementary result.
Lemma 2.7.15. Let B be a binary m×k matrix with rank(B) = ` such that ` ≤ m ≤ k. Then
given any binary vector b of length m such that it belongs to the column space of B, the number
of solutions of the linear system of equation Bx = b is 2k−`.
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The proof of Lemma 2.7.15 is easy and follows from standard linear algebra argument and
an induction argument. We omit the details. Now we are ready to prove Theorem 2.1.14(ii)-(iii).
First we begin with the proof of Theorem 2.1.14(ii).
Proof of Theorem 2.1.14(ii). First let us find the size of the largest independent set in Gbn. To
this end, let us assume that {v1, v2, . . . , vr} forms an independent set of size r. Then, we have
that 〈vi, vj〉 = 0 for all i 6= j ∈ [r]. We further claim that {v1, v2, . . . , vr} is a set of mutually
independent vectors when viewed as vectors of length k over the binary field. To see this, if
possible let us assume that there exists coefficients cj ∈ {0, 1}, j ∈ [r], not all of them zero,
such that
r∑
j=1
cjvj = 0. (2.7.44)
Note that 〈vj , vj〉 = 〈vj ,1〉 = 1 for all j ∈ [r], where 1 is the vector of all ones. Therefore, taking
an inner product with vi on both sides of (2.7.44) we have that ci = 0 for all i ∈ [r] which is a
contradiction. Therefore {v1, v2, . . . , vr} forms an independent set of size r. Since the number
of independent vectors of length k over any field is at most k, recalling that k = log2(n+ 1) +1,
the assertion about that size of the maximal independent set in Gbn is established.
Now let us show that the number of independent sets of size (1− η) log2n is roughly same
as that of a G(n, 12). We begin by noting that if {v1, v2, . . . , vr} is an independent set then so is
{v1, v2, . . . , vr−1} and vr must be a common non-neighbor of v1, v2, . . . , vr−1. To find the number
of common non-neighbors we define Br to be the r×k matrix whose rows are v1, v2, . . . , vr−1,1.
Then we note that vr must be a solution of
Brx =

0
...
0
1

. (2.7.45)
The first (r−1) rows of (2.7.45) ensures that vr is a common non-neighbor of {v1, v2, . . . , vr−1}
and the last row ensures that the number of ones in vr is odd, which is necessary for vr to
be a vertex of Gbn. From Lemma 2.7.15 it follows that, if rank(Br) = r, then the number of
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such solutions is 2k−r. We also observe that any of {v1, v2, . . . , vr−1,1} cannot be a solution of
(2.7.45). Because
〈vi, vi〉 = 〈vi, 1〉 = 1, i = 1, 2, . . . , r − 1.
Thus we deduce that given any collection of (r − 1) vertices {v1, v2, . . . , vr−1}, if rank(Br) = r
then the number of common non-neighbors is 2k−r. Now let us try to understand when one
can have rank(Br) 6= r. If rank(Br) < r then we must have coefficients c1, c2, . . . , cr ∈ {0, 1},
all of them not zero, such that
r−1∑
j=1
cjvj + cr1 = 0. (2.7.46)
Since 〈vj ,1〉 = 1 for j ∈ [r − 1], taking an inner product with 1 from (2.7.46) we deduce
that
∑r
j=1 cj = 0. Since {v1, v2, . . . , vr−1} forms an independent set of size (r − 1), we have
that 〈vi, vj〉 = 0 for i 6= j ∈ [r − 1]. Thus taking an inner product with vj for j ∈ [r − 1],
from (2.7.46) we further deduce that cj + cr = 0 for all j ∈ [r − 1]. Combining the last two
observations we deduce that r must be even and cj = 1 for all j. Therefore we can only have
rank(Br) ∈ {r − 1, r} when {v1, v2, . . . , vr−1} is an independent set. This further implies that
vr−1 = v1 + v2 + · · ·+ vr−2 + 1, (2.7.47)
whenever rank(Br) = r − 1. It is also easy to check that in this case there are no solution to
the linear system of equations (2.7.45). In summary we have the following situation. Given any
independent set {v1, v2, . . . , vr−1}, one of the following two conditions hold:
• rank(Br) = r and there are 2k−r common non-neighbors of {v1, v2, . . . , vr−1}.
• rank(Br) = r − 1 (only when r is even). Then (2.7.47) holds, and there are no common
non-neighbors of {v1, v2, . . . , vr−1}.
Using these observations we are now ready to prove our claim for the independent sets.
We start by choosing v1, which we can obviously do in (2
k−1− 1) many ways. For any such
choice of v1 there are 2
k−2 many non-neighbors of v1. This is the number of choices of v2. For
any such choice of {v1, v2}, by our above argument there are 2k−3 choices of v3 such that v3 is
a common non-neighbor of v1 and v2. Out of these 2
k−3 many choices if v3 = v1 + v2 + 1 then
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we cannot extend {v1, v2, v3} to a larger independent set as we have already seen that in this
case there no common non-neighbor of these three vertices. Thus the number of choices of v3
such that it can be extended to form a larger independent set is (2k−3 − 1). For each of these
choices we again have already established that rank(B4) = 4. Therefore, we obtain that the
number of choices of v4 is 2
k−4. Continuing the above we see that the number of independent
sets of size r = (1− η)k is
1
r!
(2k−1 − 1)2k−2(2k−3 − 1)2k−4 · · · = 1
r!
r∏
`=1
2k−`
∏
1≤`≤r
`=odd
(
1− 2−(k−`)
)
=
1
r!
2(
k
2)−(k−r2 )
k−1
2∏
`=d k−r
2
e
(
1− 2−2`
)
∼ 1
r!
2(
k
2)−(k−r2 ) exp
− k−12∑
`=d k−r
2
e
2−2`
 ∼ 1
r!
2(
k
2)−(k−r2 ),
as k →∞. In the last two steps we use the fact that η > 0. An easy calculation yields that
E
[
nG(n, 1
2
)(Ir)
]
∼ 1
r!
nr
(
1
2
)(r2)
∼ 1
r!
2(k−1)r
(
1
2
)(r2)
.
Since
(
k
2
)
+
(
r
2
)− (k−r2 ) = r(k − 1) the proof completes. 
To prove Theorem 2.1.14(iii) it will be easier to consider the following alternate representa-
tion of the vertices of Gbn. Note that for any vertex v in G
b
n we can define v¯ such that v+ v¯ = 1.
Instead of considering v as its vertices, equivalently we can view Gbn as a graph with vertices
v¯ = 1 + v. Note that in this representation u¯ and v¯ are connected if and only if 〈u¯, v¯〉 = 0.
We work with this representation to prove Theorem 2.1.14(iii). Theorem 2.1.14(iii) actually
follows from (Thomason, 1987a). We include the proof for completeness. It can be noted that
the same proof shows the existence of a clique of size
√
n+ 1− 1 in Gbn.
Proof of Theorem 2.1.14(iii). Denote t := k−12 and fix any positive integer t
′. We create a
clique of size (t+t′) as follows: First we consider t mutually independent vectors {v¯1, v¯2, . . . , v¯t}
which form a clique of size t and then we pick t′ more vectors from Span(v¯1, v¯2, . . . , v¯t). Since
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〈v¯j ,1〉 = 0, it is easy to check that any vector belonging to Span(v¯1, v¯2, . . . , v¯t) is a common
neighbor of {v¯1, v¯2, . . . , v¯t}. Therefore we obtain a clique of size (t+ t′). Thus we only need to
count in how many ways one can construct t mutually independent vectors which themselves
form a clique and in how many ways one can choose t′ more vectors from the span of those t
mutually independent vectors.
Fix ` < t and let {v¯1, v¯2, . . . , v¯`} be a collection ` mutually independent vectors. Then
v¯`+1 is a common neighbor of {v¯1, v¯2, . . . , v¯`} if B˜`+1v¯`+1 = 0, where B˜`+1 is a (` + 1) ×
k matrix with rows v¯1, v¯2, . . . , v¯`,1, and 0 is the zero vector. Since 〈v¯j ,1〉 = 0 for j ∈ [`]
and {v¯j}j∈[`] is a collection of mutually independent vectors, we have rank(B˜`+1) = ` + 1.
Therefore, number of solutions of B˜`+1x = 0 is 2
k−`−1. Removing 2` many vectors that belong to
Span(v¯1, v¯2, . . . , v¯`) we obtain that the number of choices of common neighbors of {v¯1, v¯2, . . . , v¯`}
that are independent from the latter collection of vectors is 2k−`−1−2`. Continuing by induction
we then deduce that the number of mutually independent vectors {v¯1, v¯2, . . . , v¯t} such that they
themselves form a clique of size t is
(2k−1 − 1)(2k−2 − 2) · · · (2t+1 − 2t−1).
Recalling that k = 2t + 1, we now have that the number of cliques of size (t + t′) in Gbn is at
least
1
(t+ t′)!
(2k−1 − 1)(2k−2 − 2) · · · (2t+1 − 2t−1)(2t − (t+ 1))(2t − (t+ 2)) · · · (2t − (t+ t′))
∼ 1
(t+ t′)!
t∏
`=1
2k−`
∏
`≥1
(
1− 1
4`
)
2tt
′
∼ 1
(t+ t′)!
nt
t−1∏
`=0
2−`
∏
`≥1
(
1− 1
4`
)
nt
′
2−tt
′ ∼ 1
(t+ t′)!
nt+t
′
(
1
2
)(t+t′2 )
2(
t′
2)
∏
`≥1
(
1− 1
4`
)
.
Since for x ∈ 12 log 2, one has 1− x ≥ e−2x, we obtain that
∏
`≥1
(
1− 1
4`
) ≥ exp(−2/3). Finally
noting that in G(n, 12) the number of cliques of size (t+ t
′) is approximately 1(t+t′)!n
t+t′ (1
2
)(t+t′2 )
the proof completes. 
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CHAPTER 3
Generalized exponential random graph Model
We start with some preliminary notation required to setup the formulation of the model in
Section 3.1. In Section 3.2 we describe the model and the main results. Section 3.3 discusses
the scope of this model with reference to continuity considerations for the specification. In
Section 3.4 we describe the relationship of this work to existing results and literature as well as
describe a number of open directions. Finally Section 3.5 contains the proofs of all our main
results.
3.1 Graph limits and Large deviation preliminaries
In this section we start with some notation required to define our model and results. Much
of the exposition below follows (Lova´sz, 2012). A symmetric n × n random matrix X(ω) =
{xij}16i,j6n with xij = xji for all i, j ∈ [n] can be mapped to a symmetric kernel in the following
obvious manner:
k(x, y, ω) =
n∑
i,j=1
xij(ω)1Jni (x)1Jnj (y), (3.1.1)
where Jn1 = [0,
1
n ]and for i = 2, . . . , n, J
n
i is the interval (
i−1
n ,
i
n ]. Thus a probability measure on
the space of symmetric random matrices results in a family of induced probability measures Qn
on D = [0, 1]× [0, 1]. We write K for the space of symmetric measurable functions from D → R.
For each fixed n, the range of the map X → k in (3.1.1) is a finite dimensional subspace of
simple functions Kn ⊂ K. The cut distance (Lova´sz, 2012; Borgs et al., 2006, 2008, 2012) in
the space K is defined as follows,
d(k1, k2) = sup
|φ|61,|ψ|61
|
∫
(k1(x, y)− k2(x, y))φ(x)ψ(y) dx dy|, (3.1.2)
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where φ and ψ are Borel measurable functions on [0, 1]. One can write equivalently,
d(k1, k2) = sup
A,B⊂[0,1]
|
∫
A×B
(k1(x, y)− k2(x, y)) dx dy|,
where A and B are Borel subsets of [0, 1]. We will quotient the space via the following equiv-
alence relation: Write Σ as the space of all measure preserving bijections (with respect to the
Lebesgue measure) σ : [0, 1]→ [0, 1]. For k1, k2 ∈ K, say that k1 ∼ k2 if,
k1(x, y) = σk2(x, y) := k2(σx, σy), a.e. x, y, for some σ ∈ Σ.
We denote the orbit {σk : σ ∈ Σ} by k˜. Write K˜ := K\ ∼ for the quotient space under the
relation ∼ on K and τ for the natural map from k → k˜. Since the distance d in (3.1.2) is
invariant under σ, one can define a natural distance δ on K˜ via,
δ(k˜1, k˜2) = inf
σ
d(σk1, k2) = inf
σ
d(k1, σk2) = inf
σ1,σ2
d(σ1k1, σ2k2), (3.1.3)
making (K˜, δ) into a metric space.
Write Q˜n for the measure on K˜ obtained as the push-forward of the measure Qn as above
on K i.e. Q˜n(S˜) = Qn(τ−1(S˜)) for all measurable S˜ ⊂ K˜. We now introduce some notation to
state a large deviation result for Q˜n proved in (Chatterjee and Varadhan, 2012). We assume
that xij ’s are independent and identically distributed with measure µ and further,
∫
eθx
2
µ(dx) <∞, (3.1.4)
for all θ ∈ R. This implies in particular that the moment generating function M(θ) :=∫
R e
θx µ(dx) is finite and satisfies,
lim sup
|θ|→∞
1
θ2
lnM(θ) = 0. (3.1.5)
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Thus the conjugate rate function of Cramer defined via,
h(x) := sup
θ
[θx− lnM(θ)], (3.1.6)
satisfies
lim inf
|x|→∞
h(x)
x2
= +∞.
Now we define the rate function I(·) on K as follows,
I(k) =
1
2
∫∫
D
h(k(x, y)) dx dy, k ∈ K. (3.1.7)
Note that the rate function is invariant under measure preserving bijection and thus it ex-
tends naturally to a rate function on K˜ naturally. The following result was proven in (Chatterjee
and Varadhan, 2012)
Theorem 3.1.1 ((Chatterjee and Varadhan, 2012)). Under assumption (3.1.4), the sequence
of measures {Q˜n}n>1 satisfies a large deviation property with rate function I(·), that is for
every closed C ⊂ K˜,
lim sup
n→∞
1
n2
ln Q˜n(C) 6 − inf
k˜∈C
I(k˜), (3.1.8)
and for open U ⊂ K˜,
lim inf
n→∞
1
n2
ln Q˜n(U) > − inf
k˜∈U
I(k˜). (3.1.9)
3.2 Generalized exponential random graph Model
3.2.1 Model Formulation and Main Theorem
We now formally describe the main model of interest for this chapter. In words, this model is
obtained by naturally tilting a base measure made up of independent entries via an appropriate
specification. Let us describe each of these ingredients.
Definition 3.2.1 (Base measure). Fix n > 1. With each edge {i, j}, assign an i.i.d probability
distribution qij(= qji) for 1 ≤ i < j ≤ n. For the diagonal, let qii = δ0 be the unit mass at zero,
for i = 1, . . . , n independent of the remaining edges. Write Qn for the induced measure on K
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via the map in (3.1.1) and Q˜n for the corresponding push-forward measure on K˜. Call Q˜n the
base measure.
Fix a function T : K˜ → R. Then the generalized exponential random graph model (Des-
marais and Cranmer, 2012; Krivitsky, 2012) is a probability measure R˜n on K˜ defined via tilting
the base measure Q˜n using T . Formally:
dR˜n(k˜) = exp{n2(T (k˜)− ψn)} dQ˜n(k˜), k˜ ∈ K˜. (3.2.1)
The initial goal of this Section is to understand asymptotics for the partition function or
normalizing constant ψn. Later sections develop the ramifications of this asymptotics. First we
need some further notation. From (3.2.1) it is easy to see that,
ψn =
1
n2
ln
∫
K˜
en
2T (k˜) dQ˜n(k˜). (3.2.2)
We need the following truncation operator on R. Note that for any q ∈ R and fixed t > 0, one
may decompose q = ft(q) + gt(q) where,
ft(q) = q if |q| 6 t,
= t if q > t,
= −t if q 6 −t. (3.2.3)
Obviously gt(q) = q − ft(q). This decomposition extends naturally (when applied entry-wise)
to K and thus to K˜. We write the corresponding decomposition of k = ft(k) + gt(k) for k ∈ K
and analogously for k˜ ∈ K˜. Write Kt = {k ∈ K : |k(x, y)| ≤ t}. We will need some smoothness
assumptions on the function T :
(C1): Suppose for each fixed t > 0, T is a bounded continuous function in cut metric when
restricted to Kt and further satisfies
∫
K˜
exp(n2T (k˜)) dQ˜n(k˜) <∞, (3.2.4)
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(C2): T (k˜0)− I(k˜0) > 0, for some fixed k˜0 ∈ K˜ and further, given any ε > 0, there exists
fixed ε′ = ε′(ε) > 0 such that,
lim sup
l→∞
lim sup
n→∞
1
n2
ln
∫
{T (k˜)−T (fl(k˜))>ε}
en
2T (k˜) dQ˜n(k˜) 6 −ε′, (3.2.5)
(C2)′:
lim sup
l→∞
lim sup
n→∞
1
n2
ln
∫
{T (k˜)−T (fl(k˜))>ε}
en
2T (k˜) dQ˜n(k˜) = −∞. (3.2.6)
Theorem 3.2.2. Assume condition (C1) and either (C2) or (C2)′. Then we have the fol-
lowing evaluation of the normalizing constant:
ψ = lim
n→∞ψn = liml→∞
sup
k˜∈K˜l
(T (k˜)− I(k˜)) (3.2.7)
Here I is the rate function defined in (3.1.7).
Remark 3.2.3. It is known that homomorphism densities are well defined in this space and
they are continuous when the edge weights are bounded(see (Borgs et al., 2008)). In the next
few subsections, we will give some explicit examples below showing how to check the above
conditions in concrete settings.
Our next goal is to establish asymptotic behavior of a typical realization from the GERGM
model as n→∞. We will prove that as long as the maximizers of T (k˜)− I(k˜) are finite we will
be able to say that a typical graph will concentrate around the maximizers, where the distance
is measured in cut metric as defined in (3.1.3). This allows one to extract important information
about graph properties that are continuous in cut metric, including homomorphism densities
of small subgraphs. Let us denote F˜ ∗ as the set of maximizers of T (k˜) − I(k˜). By (Lova´sz
and Szegedy, 2007), K˜l is a compact in K˜ for each l > 0. Further I is lower semi-continuous
by (Chatterjee and Varadhan, 2012) and we assume that T is continuous in K˜l. In the next
theorem, assumption (3.2.8) ensures that all the maximizers of the variational problem are
finite.
Theorem 3.2.4. Consider the distribution Rn as in (3.2.1) and assume that the functional
T satisfies condition C1 and either C2 or C2′ so that the assertion of Theorem 3.2.2 holds.
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Further assume that there exists m > 0 such that,
sup
k˜∈K˜m
(T (k˜)− I(k˜)) > sup
k˜∈(K˜m)c
(T (k˜)− I(k˜)), (3.2.8)
Then for any η > 0 there exist constants C, γ > 0 such that,
Rn(δ(k˜, F˜
∗) ≥ η) ≤ Ce−n2γ , (3.2.9)
for all n > 1.
Remark 3.2.5. Theorem 3.2.4 suggests that the GERGM model defined in (3.2.2) concentrates
around the set of maximizers of T (k˜) − I(k˜) when the number of nodes are growing large, we
will use this fact to establish the properties of some popular GERGM models.
For an unweighted graph H, let V (H) be the set of vertices and E(H) be the set of edges
of H. Also let |E(H)| = e(H). The homomorphism density of a graph H into a kernel k is
denoted by t(H, k) and is given as follows,
t(H, k) =
∫
[0,1]|V (F )|
∏
(k,l)∈E(H)
k(xk, xl)
∏
k∈V (F )
dxk. (3.2.10)
Remark 3.2.6. A typical homomorphism density of a graph H into G can be written in the
same way as (3.2.10) where the kernel k in (3.2.10) is formed by mapping G into a kernel using
(3.1.1). Also note that t(H, k) = t(H, k˜).
Suppose H1 be a graph with two vertices and a single edge joining these vertices and Hi’s are
graphs with at least two edges for 2 6 i 6 s. The following theorem gives us the concentration
of a typical GERGM model where
T (k) =
s∑
i=1
βit(Hi, k), (3.2.11)
for βi > 0 for all i > 2. We say that a parameter set β := (β1, . . . , βs) for a collection of
statistics (H1, H2, . . . ,Hk) is admissible if T (·) satisfies, condition C1 and either C2 or C2′.
Finally note that for any u ∈ R uniquely corresponds to an element k˜u in K˜ via first defining
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k(x, y) = u for all x, y ∈ [0, 1] and then considering the push forward of this kernel via the map
τ .
Theorem 3.2.7. Consider the GERGM model with T (k) =
∑s
i=1 βit(Hi, k) where β :=
(β1, . . . , βs) are admissible and β2, . . . , βs are non negative real numbers. Also suppose either
the kernel k is non-negative or e(Hi)’s are even positive integers for all 2 6 i 6 s. Then the
model is explicitly solvable, the value of the normalizing constant is given by
lim
n→∞ψn = supu
(
s∑
i=1
βiu
e(Hi) − I(u)
)
(3.2.12)
Let K be the set of maximizers of the function g(·) defined via g(u) := ∑si=1 βiue(Hi) − I(u).
Assume that,
lim
|u|→∞
s∑
i=1
βiu
e(Hi) − I(u) = −∞. (3.2.13)
Then K has finitely many elements and
min
u∈K
δ(k˜n, k˜
u)→ 0. (3.2.14)
almost surely.
Remark 3.2.8. Note that there might be one or more solution to the variational problem
(3.2.12). For a fixed set of parameters, if there is a unique solution this is sometimes referred
to as the “high temperature” regime.
We have already seen the limiting normalizing constant captures important information
about the model. Our next result states it is in fact a continuous function of β. We will use
the following Theorem later to obtain result on the “degeneracy phenomenon”.
Theorem 3.2.9. Consider the GERGM model with T (k) =
∑s
i=1 βit(Hi, k), where e(Hi)’s are
positive even integers for all 2 6 i 6 s and the base measure is supported on the whole real line,
satisfying 3.2.16 for all β ∈ B for some B, where B is an open subset of R × R+ × . . . × R+.
Further assume that for all β ∈ B, the GERGM model as defined above is admissible and
β2, . . . , βs are non negative real numbers. Then the limiting normalizing constant is a continuous
in β.
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Remark 3.2.10. If all the assumptions of theorem 3.2.9 holds for β ∈ D, where D ⊂ R×R+×
. . .R+ is compact, then the limiting normalizing constant is uniformly continuous in D.
One of the problems commonly encountered in the context of exponential random graph
models is “degeneracy”. We briefly explain this phenomenon in the context of a specific model,
the so called edge-triangle model and refer the interested reader to (Chatterjee et al., 2013b,
Section 5) for an extended discussion and references. Consider the edge-triangle-model given
by,
T (k) = β1t(H1, k) + β2t(H3, k)
Where H1 is a single edge and H3 is a triangle i.e. a complete graph on three vertices. Now
under the assumptions of Theorem 3.2.7 one can compute the limiting normalizing constant
when β2 > 0. It is given by supu(β1u + β2u
2 − I(u)). Denote the maximizer(s) by u∗(β1, β2).
Theorem 3.2.4 suggests that the graph concentrates around the maximizer(s). Thus a disconti-
nuity in u∗(β1, β2) signifies a point of discontinuity in t(H1, k) or the edge density. In general,
it will signify a discontinuity in all functions that are continuous in cut-metric. The continuity
of u∗(β1, β2) implies continuity of the first partial derivatives of limiting normalizing constant
which is the definition of first order phase transition. For base measure Bernouli(1/2), it was
shown in (Chatterjee et al., 2013b) that when β1 is negative and below a certain threshold
u∗(β1, β2) becomes discontinuous in β2. In particular, the variational problem had two maxi-
mizers at the point of discontinuity.
What do our results say about this notion of degeneracy in the general context of GERGM
where one can have general weighted base measures? Switching gears, we now study a particular
model of relevance in applications in (Wilson et al., 2017), the so-called edge two star model
given by,
T (k) = β1t(H1, k) + β2t(H2, k),
where H2 is a two-star or a triangle with one deleted edge. This model was analyzed (Wilson
et al., 2017) with truncated normal distribution as the base measure. It was suggested ( (Wilson
et al., 2017, Figure 5) and related discussion) that the edge-two star model does not suffer from
degeneracy. More precisely the simulation results in (Wilson et al., 2017) suggested that the
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edge density is continuous function of β2 when the β1 is set equal to −2. Later we will prove
that when the base measure is standard normal distribution this claim is indeed true. For a
general class of models that includes edge-two-star model, our next theorem provides an avenue
to detect regions of the parameter space that do not suffer from degeneracy. Informally for the
edge-two-star(for suitable base measure) model the theorem states that in a parameter region
where the variational problem supu(β1u+ β2u
2 − I(u)) is uniquely maximized the model does
not suffer degeneracy.
Theorem 3.2.11. We work under the same model assumptions as Theorem 3.2.9. Denote
l(β, u) :=
∑s
i=1 βiu
e(Hi) − I(u) and lmax(β) = supu l(β, u). If for a β0 ∈ B there is a finite
open set Oβ0 such that O¯β0 ⊂ B and further for each β ∈ O¯β0, l(β, u) has a unique maximizer
(in u), then the maximizer denoted by u∗(·) is continuous at β0.
We will now consider GERGM model of the form (5.3) where H1 is a single edge as before
and Hj ’s are j-stars for all 2 6 j 6 s. A j-star is a undirected graph on j + 1 vertices
with one “special” vertex, that is neighbor to the j- other vertices and no edge between these
j vertices. For this important class of models we will see that the model is solvable for all
admissible parameter values and we will not need the restriction βi > 0 for 2 6 i 6 s. Further
the requirement for the base measure to have non-negative support or the even values of the
number of edges in Hi’s can be relaxed for this class of models.
Theorem 3.2.12. Consider the GERGM model with T (k) =
∑s
i=1 βit(Hi, k) where Hi’s are
i-stars for 2 6 i 6 s and β is admissible.Then the model is solvable and the value of the
normalizing constant is given by
lim
n→∞ψn = supu
(
s∑
i=1
βiu
e(Hi) − I(u)
)
(3.2.15)
Let K be the set of maximizers of the function g(·) defined via g(u) := ∑si=1 βiue(Hi) − I(u).
Assume that,
lim
|u|→∞
s∑
i=1
βiu
e(Hi) − I(u) = −∞. (3.2.16)
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Then K has finitely many elements and
min
u∈K
δ(k˜n, k˜
u)→ 0. (3.2.17)
almost surely.
We will now focus on edge-two star model with standard Normal distribution as the base
measure. For convenience we write the model in the following form. For i < j ∈ [n], let
qij(= qji) ≡ N(0, 1) and let the base measure Qn be the corresponding product measure. The
edge-two star GERGM model is obtained by setting T , the exponent of GERGM is given to,
T (x) =
β1
n2
∑
i,j
xij +
β2
n3
∑
i,j,k
xijxik. (3.2.18)
Consequently the density w.r.t Lebesgue measure is proportional to,
exp
n2T (x)− 1
2
∑
i<j
x2ij
 .
Our next theorem gives explicit value of the normalizing constant when the base measure is
standard Gaussian. Our proof technique is to write the second term in (3.2.18) as a suitable
quadratic form and then use spectral decomposition.
Theorem 3.2.13. An edge-two-star model(undirected) with base measure standard normal dis-
tribution is fully solvable and the value of the normalizing constant is given by, ψn, where ψn
is given by,
ψn =
1√
1− 4β2(n−1)n
exp
(
β21n(n− 1)
1− 4β2 (n−1)n
)(
1− 2β2(n− 2)
n
)− (n−1)
2
. (3.2.19)
whenever n > 3 and β2 < n4(n−1) . In particular,
lim
n→∞
1
n2
lnψn =
(
β21
1− 4β2
)
. (3.2.20)
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Remark 3.2.14. In the proof from the first term in (3.5.23) we will see, that the normalizing
constant is not finite when β2 > n4(n−1) , hence it is not a proper probability distribution. Further
(3.2.20) shows that the limiting normalizing constant is analytic and thus there will be no phase
transition in an undirected edge-two-star model if the base measure is standard normal. Since
our result is valid for all finite n > 3, taking partial derivatives of logψn with respect to β1
shows that the expected number of edges is a continuous function in β1. To the best of our
knowledge this is the first proof of “non-degeneracy” in the undirected edge-two-star GERGM
model that was predicted in (Wilson et al., 2017) and the proof works even for finite values of
n. On the other hand this proof heavily relies on the fact that the base measure is Gaussian
and the specific class of models, thus it is not immediately extendable to other cases. For
other models one approach would be to apply Theorem 3.2.11 and determine for what values
of parameters the model does not suffer from degeneracy. We defer this study for future work
but the steps required in concrete examples motivates the next result.
The following theorem focuses on the edge-two-star model when the base measure is not
normal distribution. Consider the base measure qij = q is given by the density (w.r.t. to the
Lebesgue measure),
q(x) = C4x
4, −∞ < x <∞, (3.2.21)
where C4 > 0 is the normalizing constant. For fixed l > 0 recall the truncation operator fl(x)
applied to a number x in (3.2.3). For simplicity write xl for this operation on x. For a finite
vector x, write xl for the vector obtained by entry-wise truncation operation.
Theorem 3.2.15. Consider the edge two star model,
T (x) =
β1
n2
∑
i,j
xij +
β2
n3
n∑
i=1
(
n∑
j=1
xij)
2 (3.2.22)
with base measure given by (3.2.21). Then condition (C2)′ holds namely,
lim sup
l→∞
lim sup
n→∞
1
n2
ln
(
C
(n2)
4
∫
{|T (x)−T (xl)|>ε}
e(n
2T (x)−∑i<j x4ij) dx
)
= −∞. (3.2.23)
In particular the assertion of Theorem 3.2.2 and Theorem 3.2.12 hold for all (β1, β2) ∈ R×R.
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3.3 Graph Homomorphisms and scope of GERGM
It is now natural to ask about appropriate choices for the function T . In the context of
applications, the specification of the functionals are domain and application specific. In the
context of the usual Exponential random graph model (with unweighted adjacency matrices)
commonly used choices are homomorphism counts of certain fixed graphs, for example the
number of edges, two-stars, triangles and so on as we have described in some of the above
results. In the context of weighted graphs and the general metric space of kernels (K˜, δ) that
we work on, we would like to expand on notions like ‘triangles’ or ‘two-stars’ etc and in general
understand extensions of such functionals in the context of weighted graphs. Further many
models in the context of applications have not just edge weights but also “node-specific” co-
variates. The aim of this section is to make headway on these concepts, in particular understand
some extensions of standard functionals in the context of unweighted networks which are still
continuous in (K˜, δ), that can incorporate both edge weight information and possible node-level
co-variate information; we do not aim for completeness, rather we state one result but the main
aim is to show some of the issues involved for defining such objects in the weighted context.
Instead of giving the definition in the most general form we follow a step by step approach
similar to (Lova´sz, 2012, Chapter 5). Recall that our main results in the previous Section
required functionals of interest to be continuous on the truncated spaces Kt. Thus we will
mainly deal with functionals defined on these bounded spaces and establish one result for the
continuity of functionals (Theorem 3.3.4). The remark after this result describes why continuity
can fail in the context of general functionals in the weighted context in even simple situations
and thus specifications need careful thought.
We start with the definition of homomorphism in simple unweighted graph. Let G and H
be two simple graphs (unweighted) and V (G) and E(G) (respectively (V (H)) and E(H)) be
the corresponding vertex set and edge sets of G (respectively of H).
Definition 3.3.1. A function f : V (G) → V (H) is called a homomorphism if it maps
adjacent vertices to adjacent vertices. The set of all such possible homomorphisms is denoted
by hom(G,H) and the cardinality of this set | hom(G,H)| is called homomorphism number. The
ratio |hom(G,H)||V (G)||V (H)| is called the homomorphism density.
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Note that a homomorphism may not map a non-adjacent pair of vertices to another non-
adjacent pair so, it is not same as the number of induced copies. The homomorphism density
represents the probability that an uniform random map V (G) → V (H) is a homomorphism.
Before giving the formal definition of homomorphism numbers in context of weighted graphs
or a matrix we need some notation: For a matrix(or adjacency matrix of a weighted graph)
Y = (yij)16i,j6n, we define the “vertex set”V (Y) = {1, 2, ..., n} and E(Y) = {(i, j) : yij 6=
0, i 6= j}. Now let us first give the definition of homomorphism number V (F )→ V (G) when G
is a weighted graph with adjacency matrix AG and F is a simple graph(for example a triangle).
We assign the following weight to every map φ : V (F )→ V (G),
homφ(F,G) =
∏
(i,j)∈E(F )
AGφ(i),φ(j).
Now we define the homomorphism number |hom(F,G)| as,
| hom(F,G)| =
∑
φ:V (F )→V (G)
homφ(F,G).
Note that in the above display |.| does not represent cardinality unless both F and G are
un-weighted graphs.
Now we turn to the case when F and G both are weighted graphs. This quantity cannot
be defined for arbitrary weights and we need some restrictions on the weights. For example if
any one of the following two conditions hold then |hom(F,G)| is well defined:
1. the edge-weights of F are non-negative integers and with the convention 00 = 1(here we
do not need any restriction on the weights of G);
2. the edge-weights of G are positive(in this case we do not need any restriction on the
weights of F ).
In general |hom(F,G)| is defined when the weights in (3.3.1) are well defined. Now let us
incorporate node-level covariates. We start with the general framework and then give some
specific examples for illustration. Suppose associated with a graph G one has node-weights
{αi(G) : i ∈ [n]}, where αi(G) denotes the weight of node i in the graph G. For every map
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φ : V (F )→ V (G), define weights
αφ =
∏
i∈V (F )
αφ(i)(G)
αi(F ), (3.3.1)
and
homφ(F,G) =
∏
(i,j)∈E(F )
(AGφ(i),φ(j))
AFi,j .
Let α¯(F,G) = {αφ, φ : V (F ) → V (G)}. Define the homomorphism number | hom(F, α¯,G)| to
be
| hom(F, α¯,G)| =
∑
φ:V (F )→V (G)
αφ homφ(F,G). (3.3.2)
Finally we define the homomorphism density t(F, α¯,G) for any weighted graph F and G,
t(F, α¯,G) =
|hom(F, α¯,G)|
|V (G)||V (H)| . (3.3.3)
In (3.3.3), as before |V (G)| and |V (H)| denotes the number of nodes in G and H. We already
know when F is un-weighted(all node-weights and edge weights equal to one) then t(F,G)
is continuous in cut-metric as long as the G has no node-weight and edge weights of G are
bounded. We will generalize this to incorporate node-level covariates. We provide two concrete
examples below.
Example 3.3.2 (Weighted triangle counts). Suppose F is a triangle and G be a complete
graph on n vertices, then AGij = 1 for all i 6= j and AGii = 0. Thus for a map φ : V (F ) →
V (G), homφ(F,G) =
∏
(i,j)∈E(F )A
G
φ(i),φ(j) = 1 whenever φ maps the vertices of F to three
distinct vertices in G and equal to zero otherwise. Thus the homomorphism number is equal
to n(n− 1)(n− 2). On the other hand if the node weight of the i-th node of graph G is αi(G),
and F is a triangle then the homomorphism number is equal to
|hom(F, α¯,G)| =
∑
16i 6=j 6=k6n
αi(G)αj(G)αk(G).
Example 3.3.3 (Node-level covariates). Suppose F is just a single vertex with no loop and
weight 1 and G is a graph on n vertices with node weights αi(G), then with the convention
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that empty product is one, we will have
|hom(F, α¯,G)| =
∑
i∈[n]
αi(G).
Now we can generalize the above definitions to a kernel k ∈ K as follows. Assume that
α : [0, 1]→ [0,∞) is the “node-weight” function of a kernel k. Fix (an edge and node) weighted
graph,
F = (V (F ), E(F ), (AFij)i,j∈V (F ), (αi(F ))i∈V (F )). (3.3.4)
Define,
t(F, α, k) =
∫
[0,1]|V (F )|
∏
i∈V (F )
α(xi)
αi(F )
∏
(i,j)∈E(F )
k(xi, xj)
AFij
∏
i∈V (F )
dxi (3.3.5)
Recall that a fixed weighted graph G can be mapped to a kernel kG by (3.1.1) and recall
the partition of the unit interval {Jni : 1 6 i 6 n} where Jn1 = [0, 1n ] and Jni = ( i−1n , in ] for
i = 2, . . . , n. Now for a general node and edge weighted graph G on n vertices:
G = (V (G), E(G), (AGij)i,j∈V (G), (αi(G))i∈V (G)),
if we define the function
αG(x) = αi(G)
αi(F )1Jni (x), 0 ≤ x ≤ 1.
Then it is easy to check that,
t(F, α¯,G) = t(F, αG, kG).
By (Borgs et al., 2008, Theorem 3.7(a)) it follows that 3.3.5 is continuous in cut metric as long
as F is an un-weighted graph. We next generalize this result in the case when F has bounded
node-weights.
Theorem 3.3.4. Suppose F is a node-weighted simple graph (edge-weights AFij ≡ 1). Let
{kn}n>1 be a sequence of kernels absolutely bounded by a constant M and converging to k in
the cut-metric. For each n assume that kernel kn has node-weight function αn and let α be the
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node weight function of k. Assume that αn → α uniformly on [0, 1] as n→∞. Then,
t(F, αn, kn)→ t(F, α, k) (3.3.6)
Remark 3.3.5. It is natural to ask what happens if F is an edge-weighted graph. We show by
an example that continuity breaks down if one is not careful and thus this topic needs further
investigation. Consider a sequence of simple graph {Gn} with node-weights equal to one, such
that kGn → kG in cut metric, where kG(x, y) = p for all (x, y) ∈ D for some 0 < p < 1.
Now let F be a single edge(no-node-weight) with edge-weight 2 and F ′ be a single edge(no-
node weight) with edge weight 1. By (Borgs et al., 2008, Theorem 3.7(a)) or Lemma 3.3.4,
we have t(F ′, Gn) → t(F ′, kG) = p as n → ∞. Again, since Gn has no edge weight we have
t(F,Gn) = t(F
′, Gn)→ t(F ′, kG) = p < p2 = t(F, kG).
Remark 3.3.6. In applications of GERGM one often constructs edge level statistics from the
values associated with a node level covariate. The simplest example would be to consider the
sum of the values of two nodes, i.e. for a graph G with vertex set [n] associate αi(G) + αj(G)
to the pair (i, j) for i, j ∈ [n]. Then the statistics becomes 1
n2
∑n
i,j=1(αi(G) + αj(G)) =
2
n
∑n
i=1 αi(G). If we associate αi(G)αj(G) to the pair (i, j) for i, j ∈ [n], then the statistics be-
comes 1
n2
∑n
i 6=j=1 αi(G)αj(G) and this is homomorphism density of an edge in a node-weighted
simple graph G. One can construct such statistics involving any number of nodes(for example
triangle count involves sum of product of all possible triplets of nodes). Theorem 3.3.4shows
under suitable assumption on the node weights αi(G) and the graph sequence G the statistics
discussed in the last section are continuous in cut-metric.
3.4 Discussion
In this Section we discuss related work as well as suggest some open problems that would
have impact in applications.
3.4.1 Related work:
Weighted exponential random graph models were theoretically analyzed in (Yin, 2016)
when the base measure is supported on a bounded interval and in (DeMuse et al., 2017) the
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authors analyzed the phase transition phenomenon for a class of base measures supported on
[0, 1]. In (Yin, 2016) the “no-phase transition” result for standard normal base measure was
proved for directed edge-two-star model. Motivated by applications (Krivitsky, 2012) we extend
this work when the base measure is supported on the whole real line. We showed for general
base measure the model does not suffer degeneracy in “high-temperature” regime. Also, via an
explicit calculation we have showed for standard normal distribution the undirected edge-two-
star model does not admit a phase transition. Finally under certain assumptions we established
continuity of homomorphism densities of node-weighted graphs in cut-metric. We have only
begun an analysis of this model and for the sake of concreteness, after the general setting of
the main result, explore the ramifications for a few base measures. Other examples of bases
measures of relevance from applications including count data can be found in (Krivitsky, 2012).
It would be interesting to explore these specific models and rigorously understand degeneracy
(or lack thereof) for various specifications motivated by domain applications.
3.4.2 Relevance of this work and open problems:
The GERGM model has stimulated a number of research directions, both in the context
of rigorous theory as described above and methodological aimed at efficient simulation under
a host of model specifications (Wilson et al., 2017). We will now propose a number of open
directions motivated by some of the results in this chapter. We will occasionally eschew rigor
in order to give an understandable overview of the proposed open direction. We start by briefly
describing how these models are used in practice defering a full description to (Desmarais and
Cranmer, 2012; Wilson et al., 2017). Given data Xn assumed from some distribution Rn(·,β0)
as in (3.2.1) with specification T (·) of the form,
T (x) :=
s∑
i=1
β0i Ti(x), x ∈ K˜, (3.4.1)
where s is fixed, Ti(x) are domain specific continuous functions functions (see e.g. (5.3))
and β0 := (β01 , . . . , β
0
s ) are the driving parameters of the models. Here we assume unknown
parameter β0 and the superscript “0” is to indicate the “true” parameter. The aim then is to
estimate β0 from the single observation Xn ∼ Rn(·,β0). One of the main techniques used is
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maximum likelihood which in the context of the model in (3.2.1) is to use the estimator,
βˆ := arg max
β∈Rs
(
s∑
i=1
βiTi(Xn)− ψn(β)
)
. (3.4.2)
This explains the importance or goal of deriving results such as Theorem 3.2.2. In the context
of applications, for fixed n > 1, the starting point in the above optimization problem is getting
a handle on ψn(β) numerically, via MCMC techniques such as Gibbs sampling or Metropolis-
Hasting. This suggests the first set of problems.
Open Problem 3.4.1 (Mixing time of MCMC algorithms). Fix β and a collection of statistics
as in (3.4.1). Consider either the Gibbs sampler or the Metropolis-Hastings algorithm for
simulating Rn(·,β). Establish conditions for quick mixing of these chains. In particular consider
the model in (5.3) in the setting of Theorem 3.2.7. Then we conjecture that under general
conditions the following behavior should hold:
1. If (3.2.12) has a unique maximizer then the corresponding samplers mix quickly (polyno-
mial in the size of the network n).
2. If (3.2.12) has multiple distinct maximizers then the corresponding samplers take expo-
nentially long to mix.
We direct the interested reader to (Levin et al., 2009; Meyn and Tweedie, 2012; Robert
and Casella, 2004) for more details on convergence methodology and (Bhamidi et al., 2011b)
for related results in the context of ERGMs. The above question suggests the following.
Open Problem 3.4.2 (Other base measures). This chapter considered two particular base
measures, the normal distribution and density with quadratic tails. Consider other base mea-
sures required in applications. Derive asymptotics for degeneracy or lack thereof for these
models.
Interested readers can find more examples of base measures especially in the unbounded
regime in (Krivitsky, 2012). Continuing with the description of the estimation problem (3.4.2),
there are two main steps:
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1. Initialization: Find an initial candidate vertex βˆ0. Techniques include objects such as
maximizing pseudo-likelihood.
2. Maximization and MCMC: First note that, writing Eβ for expectation with respect
to Rn(·,β) for any arbitrary β,β′ ∈ Rs,
exp(n2(ψn(β
′)− ψn(β))) = Eβ
(
exp(n2(β′ − β)T (X)))
Thus if we are able to simulate from the distribution with parameter β, an estimate of the
functional ψn(β) can be obtained via M samples (X
(1)
n , . . . ,X
(M)
n ) from Rn(·,β) via the proxy
estimate,
ψˆn(β
′;β) :=
1
M
M∑
i=1
(
exp(n2(β′ − β)T (X(i)n ))
)
This suggests the following iterative scheme: Let βr be the current estimator. Obtain βr+1 via
βr+1 = arg max
β∈Rs
(
s∑
i=1
βiTi(Xn)− ψˆn(β;βr)
)
. (3.4.3)
Various stopping mechanisms for the above iterative scheme are then implemented in practice.
Methodology and numerical techniques to carry out the above scheme specific to GERGM
specifications were formulated in (Wilson et al., 2017). The math results in this paper suggest
the following.
Finally Section 3.3 suggests the following vein of research.
Open Problem 3.4.3 (Continuity of functionals). A wide array of specifications including
node-specific covariates as well as base measures have been proposed in practice (Desmarais
and Cranmer, 2012; Krivitsky, 2012). Explore and develop general conditions for continuity of
these functionals in the context of the space (K˜, δ) defined in Section 3.1 and apply Theorem
3.2.2 to get precise evaluation of the limiting normalizing constants.
3.5 Proofs
This section contains proofs of all our results.
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3.5.1 Proof of Theorem 3.2.2:
We start with the following elementary Lemma on the role of truncation on the rate func-
tions on our setup.
Lemma 3.5.1. Fix probability measure µ on (R,B(R)) and assume that ∫ eθu dµ(u) < ∞ for
all θ ∈ R. For fixed l > 0, define,
hl(x) = sup
θ
[
θx− ln
∫
eθfl(u) dµ(u)
]
,
and
h(x) = sup
θ
[
θx− ln
∫
eθu dµ(u)
]
.
Then given any ε, ∃ L(ε) <∞ such that for l > L(ε) and all x ∈ R, we have,
h(x) 6 hl(x) + ε, (3.5.1)
Proof:
First note that
h(x) = max
(
sup
{θ>0}
[
θx− ln
∫
eθu dµ(u)
]
, sup
{θ<0}
[
θx− ln
∫
eθu dµ(u)
])
. (3.5.2)
Further we have for each fixed θ,
θx ≤ sup
θ′
[
θ′x− ln
∫
eθ
′fl(u) dµ(u)
]
+ ln
∫
eθfl(u) dµ(u), (3.5.3)
The proof consists of the following:
Step 1 For any given ε > 0 we will show there exists L+(ε) > 0 such that for all l > L+(ε)
and all x ∈ R, supθ>0
[
θx− ln (∫ eθu dµ(u))] 6 hl(x) + ε.
Step 2 For any given ε > 0 we show there exists L−(ε) > 0 such that for all l > L−(ε) and
x ∈ R, supθ<0
[
θx− ln (∫ eθu dµ(u))] 6 hl(x) + ε.
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Note that Step 1, Step 2 and (3.5.2) immediately imply (3.5.1) with L = max(L+(ε), L−(ε)).
We will now prove Step 1 only as the proof of Step 2 is identical.
Proof of step 1 We use definition of fl and use θ > 0 to write the following,
θx 6 hl(x) + ln
[∫ −l
−∞
e−θl dµ(u) +
∫ l
−l
eθu dµ(u) +
∫ ∞
l
eθl dµ(u)
]
6 hl(x) + ln
[∫ −l
−∞
dµ(u) +
∫ l
−l
eθu dµ(u) +
∫ ∞
l
eθu dµ(u)
]
= hl(x) + ln
[
µ(−∞,−l) +
∫ ∞
−l
eθu dµ(u)
]
. (3.5.4)
At this end we observe that the quantity inside logarithm in the last display converges uniformly
on θ > 0 as l→∞, to see this,
|µ(−∞,−l) +
∫ ∞
−l
eθu dµ(u)−
∫ ∞
−∞
eθu dµ(u)| < µ(−∞,−l) +
∫ −l
−∞
eθu dµ(u)
< 2µ(−∞,−l).
Now using the fact that the quantity inside logarithm in (3.5.4) converges uniformly on
{θ > 0} to ∫ eθu dµ(u) and the limit is strictly positive (hence log is continuous), we can have
a positive number L+(ε) such that for all l > L+(ε),
θx 6 hl(x) + ln
[∫
eθu dµ(u)
]
+ ε,
for all θ > 0, yielding,
sup
θ>0
[
θx− ln
(∫
eθu dµ(u)
)]
6 hl(x) + ε.
The proof is complete.

Proof of Theorem 3.2.2:
Upper bound: We will first show
lim sup
n→∞
ψn 6 3+ lim inf
l→∞
sup
h˜∈K˜l
(T (h˜)− I(h˜)) (3.5.5)
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Using (3.2.2), for any l > 0 and ε > 0, we decompose as follows:
exp(n2ψn) =
∫
{T (k˜)−T (fl(k˜))>ε}
en
2T (k˜) dQ˜n(k˜) +
∫
{T (k˜)−T (fl(k˜))6ε}
en
2T (k˜) dQ˜n(k˜) (3.5.6)
For the first term in (3.5.6), using (3.2.5) we have,
lim sup
l→∞
lim sup
n→∞
1
n2
ln
∫
{T (k˜)−T (fl(k˜))>ε}
en
2T (k˜) dQ˜n(k˜) ≤ −ε′, (3.5.7)
for some ε′ > 0, alternatively using (3.2.6) we have,
lim sup
l→∞
lim sup
n→∞
1
n2
ln
∫
{T (k˜)−T (fl(k˜))>ε}
en
2T (k˜) dQ˜n(k˜) = −∞. (3.5.8)
For the second term in (3.5.6) by change of variable formula we get the following,
∫
{T (k˜)−T (fl(k˜))6ε}
en
2T (k˜) dQ˜n(k˜) 6
∫
{T (k˜)−T (fl(k˜))6ε}
en
2(T (fl(k˜))+ε) dQ˜n(k˜),
6
∫
K˜
en
2(T (fl(k˜))+ε) dQ˜n(k˜),
6
∫
K˜l
en
2(T (k˜)+ε) dQ˜nf
−1
l (k˜). (3.5.9)
Now note that T : K˜l → R is a bounded continuous function. This implies for fixed ε > 0,
we can obtain a finite set Rl ⊆ R such that the intervals {(a, a+ ) : a ∈ Rl} covers the range
of T restricted to K˜l. Further for a ∈ Rl, the set C˜ la := (T )−1[a, a + ε] ∩ K˜l is a closed set in
K˜l. Since ∪a∈RlC˜ la covers K˜l by construction, we have the following from (3.5.9),
∫
k∈K˜l
en
2(T (k˜)+ε) dQ˜nf
−1
l (k˜) 6
∑
a∈Rl
∫
C˜la
en
2(T (k˜)+) dQ˜nf
−1
l (k˜)
Now in the right hand side of the last display, if k˜ ∈ C˜ la then T (k˜) 6 a+ ε, yielding,
∫
k∈K˜l
en
2(T (k˜)+ε) dQ˜nf
−1
l (k˜) 6
∑
a∈Rl
∫
C˜la
en
2(T (k˜)+) dQ˜nf
−1
l (k˜),
6 |Rl| sup
a∈Rl
en
2(a+2)Q˜nf
−1
l (C˜
l
a).
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Since the support of Q˜nf
−1
l is bounded, using the upper bound (3.1.8) in Theorem 3.1.1 results
in the following estimate,
lim sup
n→∞
1
n2
ln
∫
k∈K˜∩{T (k˜)−T (fl(k˜))6ε}
en
2T (k˜) dQ˜n(k˜)
6 sup
a∈Rl
(a+ 2+ lim sup
n→∞
1
n2
ln Q˜nf
−1
l (C˜
l
a))
6 sup
a∈Rl
(a+ 2− inf
k˜∈C˜la
Il(k˜))
6 sup
a∈Rl
(a+ 2− inf
k˜∈C˜la
Il(k˜)).
Here,
Il(k) =
1
2
∫∫
D
hl(k(x, y)) dx dy, (3.5.10)
where
hl(x) = sup
θ
[θx− lnMl(θ)] (3.5.11)
and Ml(θ) =
∫
eθfl(x) µ(dx). Now for each k˜ ∈ C˜ la we have T (k˜) > a, hence we have
sup
k˜∈C˜la
(T (k˜)− Il(k˜)) > sup
k˜∈C˜la
(a− Il(k˜)) = a− inf
k˜∈C˜la
Il(k˜).
Thus we have,
lim sup
n→∞
1
n2
ln
∫
{T (k˜))−T (fl(k˜))6ε}
en
2T (k˜) dQ˜n(k˜) 6 sup
a∈Rl
(a+ 2− inf
k˜∈C˜la
Il(k˜))
6 2+ sup
a∈Rl
sup
k˜∈C˜la
(T (k˜)− Il(k˜))
= 2+ sup
k˜∈K˜l
(T (k˜)− Il(k˜)) (3.5.12)
From Lemma 3.5.1, given ε as above, we may choose L(ε) such that for l > L(ε),
Il(k) > I(k)− ε.
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Thus we have for l > L(ε),
lim sup
n→∞
1
n2
ln
∫
{T (k˜))−T (fl(k˜))6ε}
en
2T (k˜) dQ˜n(k˜) 6 3+ sup
k˜∈K˜l
(T (k˜)− I(k˜)) (3.5.13)
To complete the proof of the upper bound, we use estimates on (3.5.7) (under (C2)) or
(3.5.8) (under C2′) to show that the second term in (3.5.6) does not contribute at n2 scale. To
show this we will use the fact lim sup 1
n2
ln(an + bn) = max(lim sup
1
n2
ln(an), lim sup
1
n2
ln(bn)).
Combining (3.5.13) and (3.5.7) and letting l→∞ we get,
lim sup
n→∞
ψn 6 max
(
3+ lim inf
l→∞
sup
h˜∈K˜l
(T (h˜)− I(h˜)),−ε′
)
for some ε′ > 0. By our assumption 3.2.5 the second term in the above maximum is strictly
smaller than the first one and we have,
lim sup
n→∞
ψn 6 3+ lim inf
l→∞
sup
h˜∈K˜l
(T (h˜)− I(h˜)) (3.5.14)
Alternatively using (3.5.13) and (3.5.8) we have,
lim sup
n→∞
ψn 6 max (Al, Bl)
where
Al := lim sup
n→∞
1
n2
ln
∫
{T (k˜)−T (fl(k˜))6ε}
en
2T (k˜) dQ˜n(k˜)
and
Bl := lim sup
n→∞
1
n2
ln
∫
{T (k˜)−T (fl(k˜))>ε}
en
2T (k˜) dQ˜n(k˜)
Letting l →∞ implies the second term goes to −∞ and will again yield (3.5.14). Since ε was
arbitrary, this completes the proof of the upper bound (3.5.5).
Lower bound: We will now show:
lim inf
n→∞ ψn > sup
h˜∈K˜l
(T (h˜)− I(h˜)) (3.5.15)
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for each l > 0. By Continuity of T on K˜l, U˜ la := (T )−1(a, a + ) ∩ K˜l is an open set and by
construction ∪a∈RlU˜ la covers K˜l. Thus we have,
exp(n2ψn) =
∫
k∈K˜
en
2T (k˜) dQ˜n(k˜)
>
∫
k∈K˜l
en
2T (k˜) dQ˜n(k˜)
>
∫
U la
en
2a dQ˜n(k˜)
= en
2aQ˜n(U
l
a).
The third line follows from the fact that if k˜ ∈ U la then T (k˜) > a. Thus we have,
lim inf
n→∞ ψn > a+ lim infn→∞
1
n2
ln Q˜n(U˜
l
a)
Hence by 3.1.9 we have
lim inf
n→∞ ψn > a− infk˜∈U˜ la
I(k˜)
Now for each k˜ ∈ U˜ la we have T (k˜) < a+ ε. Thus
sup
k˜∈U˜ la
(T (k˜)− I(k˜)) 6 sup
k˜∈U˜ la
(a+ ε− I(k˜)) = a+ ε− inf
k˜∈U˜ la
I(k˜).
This results in,
lim inf
n→∞ ψn > −ε+ supa∈Rl
sup
k˜∈U˜ la
(T (k˜)− I(k˜))
= −ε+ sup
k˜∈Kl
(T (k˜)− I(k˜))
Now we take l→∞ to get,
lim inf
n→∞ ψn > −ε+ sup
k˜∈K˜l
(T (k˜)− I(k˜)) (3.5.16)
Since ε is arbitrary, combining (3.5.14) and (3.5.16) we have our theorem.
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3.5.2 Proof of Theorem 3.2.4
Proof. Fix η > 0. Define
A˜ = {k˜ ∈ K˜ : δ(k˜, F˜ ∗) > η}.
By our assumption (3.2.8), F ∗ is the set of maximizers of the function T (k˜)− I(k˜) in K˜m and
we also have K˜m is compact and T (k˜) − I(k˜) is upper semi-continuous in K˜m. Thus the set
of maximizers F ∗ is closed set and this implies A˜ is also a closed set. Next we introduce the
following quantity,
4γ = sup
k˜∈K˜
(T (k˜)− I(k˜))− sup
k˜∈A˜
(T (k˜)− I(k˜))
= sup
k˜∈K˜m
(T (k˜)− I(k˜))− sup
k˜∈A˜
(T (k˜)− I(k˜)) > 0.
The last display follows from the fact that A˜ is a closed set disjoint from the set of maximiz-
ers(which is also a closed set). Fixed l > 1 and ε > 0 and from the proof of Theorem 3.2.2,
recall the finite set Rl and the cover ∪a∈RlC˜ la of K˜l. Now we estimate the probability Rn(k˜ ∈ A˜)
by,
Rn(k˜ ∈ A˜)
= e−n
2ψn
[∫
A˜∩{T (k˜)−T (fl(k˜))>ε}
en
2T (k˜) dQ˜n(k˜) +
∫
A˜∩{T (k˜)−T (fl(k˜))6ε}
en
2T (k˜) dQ˜n(k˜)
]
6 e−n2ψn
∫
A˜∩{T (k˜)−T (fl(k˜))>ε}
en
2T (k˜) dQ˜n(k˜) + e
−n2ψn |Rl| sup
a∈Rl
en
2(a+2)Q˜nf
−1
l (C˜
l
a ∩ A˜)
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We will assume that C˜ la ∩ A˜ is non empty for each a, if not, we will just drop the sets. Now
noting that C˜ la ∩ A˜ are closed sets, using (3.1.8) and Theorem 3.2.2 we have,
lim sup
n→∞
1
n2
logRn(k˜ ∈ A˜)
6 max
(
lim sup
n→∞
1
n2
ln
∫
{T (k˜)−T (fl(k˜))>ε}
en
2T (k˜) dQ˜n(k˜), sup
a∈Rl
(a+ 2− inf
k˜∈C˜a∩A˜
Il(k˜))
)
− sup
k˜∈K˜l
(T (k˜)− I(k˜))
Now each k˜ ∈ C˜ la ∩ A˜ satisfies T (k˜) > a and by Lemma 3.5.1 gives Il(k) > I(k) − ε for large
enough l, thus,
ε+ sup
k˜∈C˜la∩A˜
(T (k˜)− I(k˜)) > sup
k˜∈C˜la∩A˜
(T (k˜)− Il(k˜)) > a− inf
k˜∈C˜la∩A˜
Il(k˜)
Now combining the last two display and using the assumption 3.5.7 or 3.5.8 we have,
lim sup
l→∞
lim sup
n→∞
1
n2
logRn(k ∈ A˜)
6 3+ lim sup
l→∞
[
sup
a∈Rl
sup
k˜∈C˜a∩A˜
(T (k˜)− I(k˜))− sup
k˜∈K˜l
(T (k˜)− I(k˜))
]
= 3+ lim sup
l→∞
[
sup
k˜∈A˜∩K˜l
(T (k˜)− I(k˜))− sup
k˜∈K˜l
(T (k˜)− I(k˜))
]
≤ 3− 4γ.
Since  is arbitrary choose  = γ and the proof is complete. 
3.5.3 Proof of Theorem 3.2.7:
By Holder’s inequality and using the assumption that either k is non-negative or e(Hi)’s
are positive even integers we have for each 2 6 i 6 s,
t(Hi, k) 6
∫
[0,1]2
k(x1, x2)
e(Hi) dx1dx2.
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Hence for non-negative β2, . . . , βs
T (k) 6 β1t(H1, k) +
s∑
i=2
βi
∫
[0,1]2
k(x1, x2)
e(Hi) dx1dx2
=
∫
[0,1]2
s∑
i=1
βik(x1, x2)
e(Hi) dx1dx2
At this end we have the following
sup
k∈K
(T (k)− I(k)) 6 sup
u
(
s∑
i=1
βiu
e(Hi) − I(u))
Again note that equality in Holder’s inequality holds if k is a constant function. Hence the
inequality in the above display is in fact an equality Proving (3.2.12). It can be shown that the
the constant functions are the only maximizers by the same argument as in (Chatterjee et al.,
2013b), we omit the details.
Now to prove the second part note that by (3.2.16) we have all maximizers of
(
∑s
i=1 βiu
e(Hi) − I(u)) are in a finite interval of the form [−l, l]. Since I(u) is convex func-
tion and
∑s
i=1 βiu
e(Hi) is a polynomial hence we have
∑s
i=1 βiu
e(Hi) − I(u) will have finitely
many maximizers in a compact interval. Now (3.2.16) allows us to use Theorem 3.2.4 and we
conclude (3.2.17).
3.5.4 Proof of Theorem 3.2.9
We start with the following elementary Lemma from large deviations. We provide this for
completeness.
Lemma 3.5.2. Let qij’s are supported on the whole real line and the moment generating func-
tion M(θ) is continuous for all θ ∈ R. Then the Legendre transform h(.) is a finite continuous
function on the whole real line.
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Proof. First fix a number M > 0. Denote the measure corresponding to qij by µ. Then we
have,
lim inf
θ→∞
lnM(θ)
θ
= lim inf
θ→∞
ln
∫
R e
θx µ(dx)
θ
> lim inf
θ→∞
ln
∫∞
M e
θx µ(dx)
θ
> lim inf
θ→∞
ln
∫∞
M e
θM µ(dx)
θ
>M + lim inf
θ→∞
lnµ[M,∞)
θ
= M (since the measure is supported on real line). (3.5.17)
Since in (3.5.17) M > 0 is arbitrary,
lim inf
θ→∞
lnM(θ)
θ
=∞,
and similarly we also have,
lim inf
θ→−∞
− lnM(θ)
θ
=∞.
Thus we have for each x ∈ R,
lim
θ→∞
(θx− lnM(θ)) = lim
θ→∞
θ
(
x− lnM(θ)
θ
)
= −∞,
and
lim
θ→−∞
(θx− lnM(θ)) = lim
θ→−∞
θ
(
x− lnM(θ)
θ
)
= −∞.
Combining the last two display,
lim
|θ|→∞
(θx− lnM(θ)) = −∞.
Here we use the fact that M(θ) is continuous and hence the supremum of (θx− lnM(θ)) is
attained at some finite θmax = θmax(x). This in particular gives h(x) = supθ∈R (θx− lnM(θ)) =
(θmaxx− lnM(θmax)) <∞ for all x ∈ R. Lastly, Legendre transform of convex function(MGF)
is convex and finite convex function on R is continuous. The proof is complete. 
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Now we start the proof of Theorem 3.2.9.
Proof. Fix β0 := (β01 , β
0
2 , . . . , β
0
s ) ∈ B. Since β02 , . . . , β0s are non negative real numbers then by
Theorem 3.2.7 we have limn→∞ ψn = supu
(∑s
i=1 βiu
e(Hi) − I(u)). Consider a finite open set
Oβ0 ⊂ B such that β0 ∈ Oβ0 . Now under the assumption (3.2.16) we have,
lim
|u|→∞
sup
β∈Oβ0
(
s∑
i=1
βiu
e(Hi) − I(u)
)
→ −∞. (3.5.18)
Hence there is a compact set C(β0) such that for any β ∈ Oβ0 ,
sup
u
(
s∑
i=1
βiu
e(Hi) − I(u)
)
= sup
u∈C(β0)
(
s∑
i=1
βiu
e(Hi) − I(u)
)
. (3.5.19)
Now since the base measure is supported on the real line, Lemma 3.5.2 gives I(u) is con-
tinuous and a continuous function on compact interval is uniformly continuous; the function
l(β1, . . . , βs, u) :=
(∑s
i=1 βiu
e(Hi) − I(u)) is uniformly continuous in u ∈ C(β0) for each β ∈ Oβ0 ,
proving our assertion. 
3.5.5 Proof of Theorem 3.2.11:
Let β ∈ Oβ0(a finite open set) such that O¯β0 ⊂ B. From the proof of Theorem 3.2.9 there
exists a compact set C(β0) ⊂ R, such that for each β ∈ Oβ0 , supu l(β, u) = supu∈C(β0) l(β, u).
First by the compactness of C(β0) we have, for each β ∈ C(β0), supu∈C(β0) l(β, u) is attained.
Denote the maximizer by u∗(β). Also let M := lmax(β0) = l(β0, u∗(β0)). Fix ε > 0. Since the
maximizer is unique,
l(β0, u) < M if |u− u∗(β0)| > ε.
Now by continuity of l in u we can choose two numbers r and s such that,
l(β0, u) < r < s < M if |u− u∗(β0)| > ε.
125
Now choose δ > 0 so that, the set of β such that ||β − β0|| < δ will be inside Oβ0 . Further l is
uniformly continuous in O¯β0 × R (by compactness of O¯β0 and Remark 3.2.10), thus,
l(β, u) 6 r if ||β − β0|| < δ and |u− u∗(β0)| > ε. (3.5.20)
Again continuity of l at (β0, u∗(β0)) gives for some δ′ < δ,
l(β, u∗(β0)) > s if ||β − β0|| < δ′. (3.5.21)
For β such that ||β − β0|| < δ′, from (3.5.21) we get lmax(β) is at least s and (3.5.20) gives
maximum cannot be attained on |u−u∗(β0)| > ε, this maximum is attained on |u−u∗(β0)| < ε.
We can rephrase this as follows: given ε > 0 we can get δ′ > 0 such that |u∗(β)− u∗(β0)| < ε
whenever ||β − β0|| < δ′. Continuity of u∗(.) at β0 follows.
3.5.6 Proof of Theorem 3.2.12:
First note that t(Hj , k) can be written as the following,
t(Hj , k) =
∫ j∏
k=2
k(x1, xk)
j∏
k=1
dxk
=
∫
F (x)j dx,
where
F (x) =
∫
k(x, y) dy.
Now since h(defined in (3.5.11)) is convex,
∫
h(k(x, y)) dy > h(F (x)),
hence
I(k) >
∫
I(F (x)) dx.
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and equality holds iff k(x, y) is a constant function of almost(Lebesgue) all y. If we write,
P (u) =
s∑
j=1
βju
j ,
thus we have,
T (k)− I(k) =
∫
P (F (x)) dx− I(k) 6
∫
(P (F (x))− I(F (x))) dx
by the discussion above the equality in the last display holds when k(x, y) is a constant function
of y for almost all x and M(x) equals a constant that maximizes P (u) − I(u). Since k is
symmetric we must have k a constant function by the first condition. The rest of the proof is
similar to Theorem 3.2.7, we omit the details.
3.5.7 Proof of Theorem 3.2.13:
Proof. Note that the normalizing constant is the expectation
ψn = E(e
β1
∑
i,j xij+
β2
n
∑
i(
∑n
j=1 xij)
2
),
where xij ’s are i.i.d. normal distributed with mean zero and variance one for i < j and xij = xji
with xii = 0. We can write the expectation as,
E(eβ1
∑
i,j xij+
β2
n
∑
i(
∑n
j=1 xij)
2
) = E(eβ1
∑
i, yi+
β2
n
∑
i(yi)
2
) = E(exp (β11
′y +
β2
n
y′y)), (3.5.22)
where y′ = (y1, . . . , yn) have a multivariate distribution with mean zero and variance matrix
Σ = (σij)16i,j6n with σii = n − 1 and σij = 1 if i 6= j. Now define z = Σ− 12y, clearly z is
n-variate standard normal distribution (i.e. with independent components). Now the exponent
in the (3.5.22) L(y) := β11
′y + β2n y
′y can be re-written as
L(y) = β11
′y +
β2
n
y′y = β11′(Σ
1
2z) +
β2
n
(Σ
1
2z)′(Σ
1
2z)
= β11
′(Σ
1
2z) +
β2
n
z′Σz.
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Using the spectral decomposition of Σ = P ′ΛP we have,
β11
′(Σ
1
2z) +
β2
n
z′Σz = β11′(P ′Λ
1
2Pz) +
β2
n
z′P ′ΛPz.
Since P is orthogonal u = Pz also has an n-variate standard normal distribution. Further the
term in the exponent expressed in terms of u can be written as,
L(y) = β11
′(P ′Λ
1
2u) +
β2
n
u′Λu.
At this end we note that the largest Eigen value of Σ is λ1 = 2(n − 1) with Eigen vector
1′ = (1, . . . , 1) and all other Eigen values equal to λi = n − 2 for i = 2, . . . , n. This further
implies the first row of P is ( 1√
n
, . . . , 1√
n
) and the orthogonality of P gives P1 = (
√
n, 0, . . . , 0)′.
Finally,
L(y) = β11
′(P ′Λ
1
2u) +
β2
n
u′Λu
= β1
√
2n(n− 1)u1 + 2β2
n
(n− 1)u21 +
β2
n
(n− 2)
n∑
i=2
u2i
Using the last calculation finally we can write (3.5.22) as weighted sum of i.i.d normal random
variable,
ψn = E(exp (β1
√
2n(n− 1)u1 + 2β2
n
(n− 1)u21))
n∏
i=2
E(exp (
β2
n
(n− 2)u2i ))
=
1√
1− 4β2(n−1)n
exp
(
β21n(n− 1)
1− 4β2 (n−1)n
)
n∏
i=2
1√
1− 2β2(n−2)n
=
1√
1− 4β2(n−1)n
exp
(
β21n(n− 1)
1− 4β2 (n−1)n
)(
1− 2β2(n− 2)
n
)− (n−1)
2
. (3.5.23)
The integral in (3.5.23) does not exist when β2 > n4(n−1) . This completes the proof. 
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3.5.8 Proof of Theorem 3.2.15:
Recall the expression of T (·) from (3.2.22). Now we have
|T (x)− T (xl)| (3.5.24)
≤ |β2|
n3
|
n∑
i=1
(
n∑
j=1
xij −
n∑
j=1
xlij +
n∑
j=1
xlij)
2 −
n∑
i=1
(
n∑
j=1
xlij)
2|+ |β1|
n2
∑
i,j
|xij − xlij | (3.5.25)
Simple algebraic manipulations then results in,
|T (x)− T (xl)| 6 |β2|
n3
∣∣∣∣∣∣
n∑
i=1
(
n∑
j=1
xij −
n∑
j=1
xlij)
2 + 2
n∑
i=1
(
n∑
j=1
xlij)(
n∑
j=1
xij −
n∑
j=1
xlij)
∣∣∣∣∣∣
+
|β1|
n2
∑
i,j
|xij − xlij |
Now using Cauchy-Schwartz and |xl| 6 l for all x ∈ R results in,
|T (x)− T (xl)| ≤ |β2|
n3
∣∣∣∣∣∣
n∑
i=1
n
n∑
j=1
(xij − xlij)2 + 2
n∑
i=1
(
n∑
j=1
xlij)(
n∑
j=1
xij −
n∑
j=1
xlij)
∣∣∣∣∣∣ (3.5.26)
+
|β1|
n2
∑
i,j
|xij − xlij |
≤ |β2|
n2
n∑
i=1
n∑
j=1
(xij − xlij)2 +
(2l|β2|+ |β1|)
n2
n∑
i=1
n∑
j=1
|xij − xlij |. (3.5.27)
Now using the calculation above we have for all M > 0,
Rn := C(
n
2)
4
∫
|T (x)−T (xl)|>ε
exp
β1∑
i,j
xij +
β2
n
∑
i,j,k
xijxik −
∑
i<j
x4ij
 ∏
i<j
dxij
= C
(n2)
4
∫
Mn2|T (x)−T (xl)|>Mn2ε
exp
β1∑
i,j
xij +
β2
n
∑
i,j,k
xijxik −
∑
i<j
x4ij
 ∏
i<j
dxij
:= C
(n2)
4 e
−Mn2εEn, say. (3.5.28)
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Let
L(x) := (M |β2|
∑
i,j
(xij − xlij)2 +M(2l|β2|+ |β1|)
∑
i,j
|xij − xlij |
+ β1
∑
i,j
xij + β2
∑
i,j
x2ij −
∑
i<j
x4ij)
Using (3.5.27) and writing λ(dx) =
∏
i<j dxij ,
En ≤
∫
expL(x)λ(dx)
=
∫
exp(
∑
i<j
L(xij))λ(dx),
where L : R→ R is given by,
L(x) := 2M |β2|(x− xl)2 + 2M(2l|β2|+ |β1|)|x− xl|+ 2β1x+ 2β2x2 − x4.
This implies that with Rn as in (3.5.28),
Rn 6 e−Mn2ε
×
(
C4
∫
exp (2M |β2|(x− xl)2 + 2M(2l|β2|+ |β1|)|x− xl|+ 2β1x+ 2β2x2 − x4) dx
)(n2)
.
Now note that,
∫
exp (2M |β2|(x− xl)2 + 2M(2l|β2|+ |β1|)|x− xl|+ 2β1x+ 2β2x2 − x4) dx
=
∫
x<−l
exp (2M |β2|(x+ l)2 − 2M(2l|β2|+ |β1|)(x+ l) + 2β1x+ 2β2x2 − x4) dx
+
∫
−l≤x≤l
exp (2β1x+ 2β2x
2 − x4) dx
+
∫
x>l
exp (2M |β2|(x− l)2 + 2M(2l|β2|+ |β1|)(x− l) + 2β1x+ 2β2x2 − x4) dx. (3.5.29)
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Consider the third term. Simplifying the exponent we get,
∫
x>l
exp (2M |β2|(x− l)2 + 2M(2l|β2|+ |β1|)(x− l) + 2β1x+ 2β2x2 − x4) dx
= exp(−2M |β2|l2 − 2M |β1|l)
∫
x>l
exp(2M |β2|x2 + 2M |β2|x+ 2β1x+ 2β2x2 − x4) dx
≤ exp(−2M |β2|l2 − 2M |β1|l)C(M). (3.5.30)
for a constant C(M). Enlarging the constant we can similarly have the following upper bound
on the first term of (3.5.29),
∫
x<−l
exp (2M |β2|(x+ l)2 − 2M(2l|β2|+ |β1|)(x+ l) + 2β1x+ 2β2x2 − x4) dx
≤ exp(−2M |β2|l2 − 2M |β1|l)C(M). (3.5.31)
Now using (3.5.28), (3.5.30), (3.5.31) and (3.5.29) we get
∆n,l := C
(n2)
4
∫
|T (x)−T (xl)|>ε
exp (β1
∑
i,j
xij +
β2
n
∑
i,j,k
xijxik −
∑
i<j
x4ij)
∏
i<j
dxij
≤ e−Mn2ε
(
2C4C(M) exp(−2M |β2|l2 − 2M |β1|l) + C4
∫
exp (2β1x+ 2β2x
2 − x4) dx
)(n2)
Thus we have,
lim sup
n→∞
1
n2
ln ∆n,l
≤ −Mε+ 1
2
ln
(
2C4C(M) exp(−2M |β2|l2 − 2M |β1|l) + C4
∫
exp (2β1x+ 2β2x
2 − x4) dx
)
,
and letting l→∞,
lim sup
l→∞
lim sup
n→∞
1
n2
ln ∆n,l ≤ −Mε+ 1
2
ln
(
C4
∫
exp (2β1x+ 2β2x
2 − x4) dx
)
. (3.5.32)
Since (3.5.32) is true for all M > 0, we let M go to infinity and we have the result. 
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3.5.9 Proof of Theorem 3.3.4:
Fix ε > 0. We can approximate t(F, αn, kn) − t(F, α, k) as follows: using uniform con-
vergence of αn → α, ∃N(ε) > 0 such that uniformly on [0, 1]V (F ), for all n > N(ε), we have
|∏i∈V (F ) αn(xi)αi(F ) −∏i∈V (F ) α(xi)αi(F )| < ε. Now
t(F, αn, kn)− t(F, α, k) =∫
[0,1]|V (F )|
 ∏
i∈V (F )
αn(xi)
αi(F )
∏
(i,j)∈E(F )
kn(xi, xj)−
∏
i∈V (F )
α(xi)
αi(F )
∏
(i,j)∈E(F )
k(xi, xj)

(3.5.33)
×
∏
i∈V (F )
dxi
=
∫
[0,1]|V (F )|
 ∏
i∈V (F )
αn(xi)
αi(F ) −
∏
i∈V (F )
α(xi)
αi(F )
 ∏
(i,j)∈E(F )
kn(xi, xj)
∏
i∈V (F )
dxi
+
∫
[0,1]|V (F )|
∏
i∈V (F )
α(xi)
αi(F )
 ∏
(i,j)∈E(F )
kn(xi, xj)−
∏
(i,j)∈E(F )
k(xi, xj)
 ∏
i∈V (F )
dxi (3.5.34)
The first term in (3.5.33) goes to zero by uniform convergence of αn to α. Next we show
that the second term also goes to zero by the convergence of kn to k in cut metric. Suppose
E(F ) = {e1, e2, . . . , em}. For convenience suppose that it, jt be the endpoints of the edge et.
Using the “Lindeberg” trick we get,
∫
[0,1]|V (F )|
∏
i∈V (F )
α(xi)
αi(F )
 ∏
(i,j)∈E(F )
kn(xi, xj)−
∏
(i,j)∈E(F )
k(xi, xj)
 ∏
i∈V (F )
dxi
=
m∑
t=1∫
[0,1]|V (F )|
∏
i∈V (F )
α(xi)
αi(F )
∏
s<t
kn(xis , xjs)
∏
s>t
k(xis , xjs) (kn(xit , xjt)− k(xit , xjt))
∏
i∈V (F )
dxi.
Now consider a term from the above sum. To simplify notation assume that it = 1 and jt =
2. Now let X(x1, x3, ..., xk) be the terms in
∏
s<t kn(xis , xjs)
∏
s>t k(xis , xjs)
∏
i∈V (F ) α(xi)
αi(F )
that contain x1 and Y (x2, x3, ..., xk) denote the rest of the terms in that product. Thus we now
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have the following,
|
∫
[0,1]|V (F )|
∏
i∈V (F )
α(xi)
αi(F )
∏
s<t
kn(xis , xjs)
∏
s>t
k(xis , xjs) (kn(xit , xjt)− k(xit , xjt))
∏
i∈V (F )
dxi|
= |
∫
[0,1]k−2
(∫
[0,1]2
X(x1, x3, ..., xk)Y (x2, x3, ..., xk) (kn(x1, x2)− k(x1, x2) dx1dx2)
)
dx3...dxk|. (3.5.35)
Finally we have kn’s are uniformly bounded and kn converges to k in cut metric, hence
combining (3.5.33), (3.5.35) the theorem is proved.
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CHAPTER 4
Site percolation on non-regular pseudo-random graphs
Consider a sequence of graphs Gn = (Vn, En) on n nodes. Fix 0 < ρn < 1. Form a
random subset R(ρn) ⊂ Vn by including each vertex v ∈ Vn independently with probability
ρn. Let Gn[R(ρn)] denote the random subgraph of Gn induced by R(ρn). In this chapter our
main objective is to study the size of the maximal component of Gn[R(ρn)]. We will suppress
dependence of ρn and Gn[R(ρn)] on n. Henceforth we will simply write ρ and G[R(ρ)] for
simplicity.
Assumptions on the ground graph sequence
Our main result applies to a particular class of graphs. We now describe the assumptions
that we will make on the ground graph sequence Gn = (Vn, En). All graphs in this chapter are
unweighted, undirected and simple. For convenience, we assume that the vertices are labelled
using [n] := {1, . . . , n}. Finally, we will work under one or more of the following assumptions.
Let Nv be the set of neighbors of the vertex v for all v ∈ [n] and |.| be the cardinality.
Assumption A1.
min
v∈[n]
|Nv| > np− an.
Assumption A2.
max
v1 6=v2∈[n]
|Nv1 ∩Nv2 | < np2 + bn.
Assumption A3.
max
v∈[n]
|Nv| < np+ an.
Here p can (and will) depend on n but we suppress dependence on n for simplicity. Further,
the constants an and bn may depend on p.
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Throughout the chapter the “statement A is true whp(with high probability)” will mean
that “the probability that the statement A is true goes to one as n (number of vertices) goes
to infinity”. All asymptotics are as n → ∞. Also we intentionally omit the use of “floor” or
“ceiling” notations to keep the presentation clearer.
Recall that R(ρ) ⊂ Vn is a random subset formed by including each vertex v ∈ Vn with
probability ρ independently. Let G[R(ρ)] denote the random subgraph of Gn induced by R(ρ).
Our first result (Theorem 4.0.1) describes the “supercritical regime”. More precisely, it states
when ρ is above a certain threshold then G[R(ρ)] contains a large connected component.
Theorem 4.0.1. Let ε > 0. Let Gn = (Vn, En) be a sequence of graphs satisfying conditions
A1 and A2 with p = o(1), np2 →∞, an = o(np) and bn = o(np2). If ρ = 1+εnp , then for every
small enough ε and large enough n the graph R(ρ) contains a connected component of size at
least εp whp.
Remark 4.0.2. The assumptions A1 and A2 with an = o(np), bn = o(np
2) in Theorem 4.0.1
ensure that the graph sequence Gn exhibits “pseudo-random” properties. Informally, these
properties ensure that the sequence of graphs Gn resembles with an Erdo˝s-Re´nyi graph with
edge-density p. See (Alon et al., 1999), (Krivelevich and Sudakov, 2006b) for different notions
and properties of pseudo-random graphs and many examples of such graphs.
In Theorem 4.0.1 we obtained, when ρ = 1+εnp there is a connected component in G[R(ρ)]
of size at least εp whp. Note that
ε
p is a positive fraction of expected number of nodes in R(ρ).
It is natural to ask the size of the second largest component of R(ρ). Our next result states
that the second largest component is much smaller than the largest component. In particular
it gives uniqueness of the giant component.
Theorem 4.0.3. Let Gn = (Vn, En) be a sequence of graphs satisfying A1, A2 and A3. Also
let p = o(1), np2 → ∞, an = o(np) and bn = o(np3). If ρ = 1+εnp , then for every small enough
ε > 0 and large enough n, G[R(ρ)] will have a component of size at least εp whp and the second
largest component will be of size at most O
(
(log n)2
)
whp.
We do not need to assume A3 and bn = o(np
3) in Theorem 4.0.3 if we assume a hereditary
degree condition. Precisely the assumption is as follows.
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Assumption HD. For each β > 0 and n > N(β), every large subgraph U ⊂ Vn, say for
|U | > 0.9n satisfy,
max
v∈U
d(v, U) < (1 + β)p|U |,
where d(v, U) denotes the number of neighbors of v in the set U . The following proposition
shows uniqueness of the giant component under different conditions than in Theorem 4.0.3. We
believe our technique of proving uniqueness can be applied in other situations as well.
Proposition 4.0.4. Let Gn = (Vn, En) be a sequence of graphs satisfying A1, A2 and HD.
Also let p = o(1), np2 → ∞, an = o(np) and bn = o(np2). If ρ = 1+εnp , then for every small
enough ε > 0 and large enough n, G[R(ρ)] will have a component of size at least εp whp and
the second largest component will be of size at most O
(
(log n)2
)
whp.
Theorem 1 in (Krivelevich, 2016) concerns with the “subcritical regime”. This result is
applicable to any graph sequence Gn = (Vn, En) on n vertices with maximum degree less than
dn. It states, if ρ =
1−ε
dn
, then whp all connected components of G[R(ρ)] are of size less than
4
ε2
(lnn)2. Theorem 1 in (Krivelevich, 2016) immediately implies the following.
Theorem 4.0.5. Let ε > 0. Let Gn = (Vn, En) be a sequence of graphs satisfying conditions
A3 with an = o(np). If ρ =
1−ε
np , then for every small enough ε and large enough n, size of all
connected components of G[R(ρ)] will be less than O
(
(log n)2
)
whp.
Remark 4.0.6. Combining Theorem 4.0.5 and Theorem 4.0.1 we get that if a graph sequence
satisfies A1, A2, A3 with p = o(1), np2 → ∞, an = o(np), bn = o(np2) then site percolation
on Gn undergoes a sharp phase transition. Precisely if ρ =
1−ε
np then the maximal component
in G[R(ρ)] is of poly-logarithmic order and for ρ = 1+εnp , the size of the largest component is
linear in |R(ρ)|. Using Theorem 4.0.3 we also have that the giant component is unique as long
as bn = o(np
3).
4.1 Proof sketch
In this section we informally discuss the main ideas behind the proofs of our main results
and the detailed proofs are deferred to the next section. We used depth first algorithm(DFS)
to reveal the connected components of a randomly induced subgraph of the ground graph
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Gn. Then we make use of our assumptions A1 and A2 to show that all subsets H ⊂ Vn
of appropriate size are expanding, more formally for α0 ∈ (0, 1] if n is large enough then
|NG(H)| > (1 − α0)
(
npm− np2m22
)
where NG(H) := {v ∈ G\H : v has a neighbor in H}.
The proof of the fact that sets of appropriate size are expanding is done using an inclusion-
exclusion inequality. Finally we use the last fact and DFS to complete the proof in the similar
way as in (Krivelevich, 2016).
The proof of uniqueness is based on a combinatorial argument. We believe that this method
can be adapted to prove uniqueness of the giant component in other settings as as well. We
informally sketch our ideas here and the details are done in the subsequent sections. Theorem
4.0.1 gives us that there is a component of size at least εp . For any subgraph S of Gn let OGn(S)
denote the set of nodes that are not immediate neighbor to S. Let C be a connected subgraph
of Gn of size
ε
p . At first we show that OGn(C) is of size approximately at most (1 − ε)n. In
the second step we show that the maximum degree a vertex in the subgraph of Gn induced
by OGn(C) is bounded above by (1 + ε5)(1 − ε)np for all but few ‘bad’ vertices. Finally we
show that probability that at least one of the ‘bad’ vertices is getting selected is small and use
Theorem 1 from (Krivelevich, 2016) on the subgraph of Gn induced by OGn(C) to obtain the
result.
4.2 Notations and Preparatory Lemmas
We summarize the notations that we will use in the proof. For a graph G = (V,E),
NG(H) := {v ∈ G\H : v has a neighbor in H}, OGn(C) :=. For U ⊂ V , we will write
PerG,ρ(U) to denote the induced subgraph of G by the set formed by including each vertex of
U independently with probability ρ. Note that PerGn,ρ(Vn) = G[R(ρ)]. For v ∈ V and U ⊂ V ,
d(v, U) denotes the number of neighbors of v in the set U . Also (av1v2)
n
v1,v2=1
will denote the
adjacency matrix of the graph G.
4.2.1 Depth First Search Algorithm(DFS)
This is a widely used algorithm to find out the connected components of a graph. We will
use DFS to reveal connected components of a randomly induced subgraph G[R(ρ)] of the graph
Gn = (Vn, En) in the same way as in (Krivelevich, 2016). We state it here for completeness.
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At any particular instance it partitions the set into four sets. S is the set of vertices whose
exploration is complete. T is the set of vertices that are yet to be visited. U is the set of vertices
that are kept in the stack (last in first out) and W is the set of vertices that are found to fall
outside R(ρ). The algorithm proceeds as follows.
• Starts with S = U =W = ∅ and T = V .
• If U is empty then it selects the first vertex in T according to the natural ordering in
[n], deletes it from T and with probability ρ it is put in U otherwise put it in W.
• If U is not-empty then the algorithm queries T for neighbors of the last vertex v that
was inserted in U according to the natural order in [n]. If it has a neighbor v′ in T then
it gets deleted from T and added to U with probability ρ otherwise v′ is moved to W. If
v does not have a neighbor in T then it is moved to S.
• The algorithm ends when U ∪ T is empty. At this point S = R(ρ) and S = Vn\R(ρ).
Remark 4.2.1. Observe that a connected component starts to get revealed when for the first
time a vertex from that component appears in U , which was empty and completely reveals the
connected component when U becomes empty again. Following (Krivelevich, 2016), we will
call the time between two consecutive emptying of U , an epoch. Also at any time point in the
DFS algorithm NG(S) ⊂ U ∪W. Finally, notice that at the end of the algorithm we will get
all the connected component of R(ρ) when at each stage the DFS algorithm is fed with i.i.d
Bernoulli(ρ) random variables. Denote the sequence by Y˜ = (Yi)
n
i=1.
4.2.2 Technical Lemmas
The following two Lemmas are the main ingredients for proof (Theorem 4.0.1) of existence
of a giant component in “supercritical regime”.
Lemma 4.2.2. Let Gn = (Vn, En) be a graph sequence satisfying A1 and A2. Let 0 < c < 1/3
be a constant. Suppose that np2 → ∞ and an = o(np), bn = o(np2). Then there is no set H
with |H| = m, c < mp 6 13 that satisfies |NG(H)| < (1− α0)
(
npm− np2m22
)
with 0 < α0 6 1
when n is large enough.
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Proof of Lemma 4.2.2. Let H be a set with |H| = m. We have
|NG(H)| = | ∪v∈H Nv\H| > | ∪v∈H Nv| − |H|.
Now using inclusion-exclusion we have,
|NG(H)| >
∑
v∈H
|Nv| −
∑
v<v′∈H
|Nv ∩Nv′ | − |H|. (4.2.1)
Plugging in A1 and A2 we get,
|NG(H)| > |H|
[
(np− an)− (|H| − 1)
2
(np2 + bn)− 1
]
. (4.2.2)
Since bn = o(np
2), an = o(np), np
2 →∞ and c < m 6 13p we have for every 0 6 α0 < 1, there
is a positive integer N(α0) such that for n > N(α0) ,
|NG(H)| > (1− α0)
(
mnp− nm
2p2
2
)
.

The next Lemma gives tail probabilities of Binomial distribution. The proofs can be done
using Chernoff bound. We refer the reader to (Krivelevich, 2016) for proof of the statements.
Lemma 4.2.3 ((Krivelevich, 2016, Lemma 2.3)). Let ε > 0 be a constant. Then consider a
sequence Y˜ = (Yi)
n
i=1 of i.i.d. Bernoulli random variables with parameter ρ. Assume . Let
ρ = 1+εnp , if p = o(1) then the following are true for small enough ε whp.
1.
∑ε3n
i=1 Yi 6 2ε
3
p .
2.
∑εn
i=1 Yi 6 2εp .
3. For every ε3n 6 t 6 εn,
∑t
i=1 Yi >
(1+ 3ε
4
)t
np .
We will use the following two Lemmas to prove the uniqueness of the giant component. The
results might be of independent interest. The next two Lemmas give us the “correct” lower
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bound of d(v, U), for a fixed subset U ⊂ Vn for most of the nodes v ∈ [n] when the sequence of
graphs satisfies A1, A2, A3.
Lemma 4.2.4. Let Gn = (Vn, En) be a sequence of graphs satisfying A1, A2, A3. Let Xn be
a uniformly distributed random variable on [n], then
Var(d(Xn, U)) 6 p(1− p)|U |+ |U |(an − bn)
n
+
bn
n
|U |2 + 2anp
n
|U | − a
2
n|U |2
n2
. (4.2.3)
Proof of Lemma 4.2.3.
∑
v1,v2∈[n]
{d(v1, U)− d(v2, U)}2 (4.2.4)
=
∑
v1,v2∈[n]
d2(v1, U) +
∑
v1,v2∈[n]
d2(v1, U)− 2
∑
v1,v2∈[n]
d(v1, U)d(v2, U)
= n
∑
v1∈[n]
d2(v1, U) + n
∑
v2∈[n]
d2(v2, U)− 2
∑
v∈[n]
d(v, U)
2 . (4.2.5)
Firstly using assumption A1,
∑
v∈[n]
d(v, U) =
∑
v∈U
|Nv| > np|U | − an|U |, (4.2.6)
and
∑
v∈[n]
d2(v, U) =
∑
v∈[n]
∑
ρ∈U
av,ρ
2 = ∑
v∈[n]
∑
ρ∈U
a2v,ρ +
∑
v∈[n]
∑
ρ 6=ρ′∈U
av,ρav,ρ′
=
∑
ρ∈U
|Nρ|+
∑
ρ6=ρ′∈U
∣∣Nρ ∩Nρ′∣∣
Now using A2 and A3 we get,
∑
v∈[n]
d2(v, U) 6 |U |(np+ an) + |U |(|U | − 1)
(
np2 + bn
)
(4.2.7)
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Now combining (4.2.5), (4.2.6), (4.2.7) we get
∑
v1,v2∈[n]
{d(v1, U)− d(v2, U)}2
6 2n
(|U |np+ |U |an + (|U |2 − |U |) (np2 + bn))− 2 (np|U | − an|U |)2
6 2n2p|U |+ 2n|U |an + 2(np)2|U |2 + 2nbn|U |2
− 2|U |n2p2 − 2 ((np)2|U |2 − 2nanp|U |+ a2n|U |2)
6 2n2p(1− p)|U |+ 2n|U |(an − bn) + 2nbn|U |2 + 4nanp|U | − 2a2n|U |2. (4.2.8)
Thus variance of d(Xn, U), where Xn is an uniformly distributed random variable on [n] satisfies
the following upper bound,
Var(d(Xn, U)) 6 p(1− p)|U |+ |U |(an − bn)
n
+
bn
n
|U |2 + 2anp
n
|U | − a
2
n|U |2
n2
.

Remark 4.2.5. If |U | = Θ(n) then for large enough n we have Var(d(Xn, U)) 6 2p|U |+ 3bnn |U |2.
We state the key lemma that we will use in our proof of uniqueness of the giant component.
Lemma 4.2.6. Let Gn = (Vn, En) satisfy A1, A2 and A3, Let U ⊂ V and Ξ = {v ∈ [n] :
d(v, U) > (1 + α)p|U |}. If an = o(np) and |U | > n2 , then for n large enough,
|Ξ| 6 4
(αp)2
(4p+ 12bn) . (4.2.9)
Proof of Lemma 4.2.9. First note that using a similar argument as in (4.2.6) and using A3 we
have E(d(Xn, U)) 6 p|U |+ ann |U |, thus
P (d(Xn, U) > (1 + α)|U |p) 6 P
(
d(Xn, U) > E(d(Xn, U))− an
n
|U |+ α|U |p
)
(4.2.10)
141
Now since we have for large n, an = o(np), set εn = |U |(αp− ann ). Using (4.2.10) and Markov’s
s inequality we get
P (d(Xn, U) > (1 + α)|U |p) 6 P
(
d(Xn, U)− E(d(Xn, U)) > |U |(αp− an
n
)
)
= P (d(Xn, U)− E(d(Xn, U)) > εn)
6 Var(d(Xn, U))
ε2n
We have for large n, εn = |U |
(
αp− ann
)
> |U | (αp2 ) and Var(d(Xn, U)) 6 2p|U |+ 3bnn |U |2, hence
P (d(Xn, U) > (1 + α)|U |p) 6
2p|U |+ 3bnn |U |2
|U |2 (αp2 )2 6
1(αp
2
)2 2p|U | + 1(αp
2
)2 3bnn .
In the last display plugging in |U | > n2 we get,
P (d(Xn, U) > (1 + α)|U |p) 6 4
(αp)2n
(4p+ 12bn).
This gives |Ξ| 6 4
(αp)2
(4p+ 12bn). 
The next Lemma will provide us a crucial estimate of the number of vertices in the ground
graph that are not neighbor to the giant component.
Lemma 4.2.7. Suppose C be a connected subgraph of Gn of size equal to
ε
p . Then number of
vertices in V \C that are not neighbor to C(denote it by OGn(C)) is at most n(1− ε+ ε2 + εln),
where ln is a sequence going to 0 as n→∞.
Proof of Lemma 4.2.7. Let us compute NG(C). First note that since C is connected we have
NG(C) = |∪v∈CNv\C| = |∪v∈CNv| − |C| .
142
We will use inclusion-exclusion to get the following lower bound,
NG(C) >
∑
v∈C
|Nv| −
∑
v<v′∈C
|Nv ∩Nv′ | − |C|
> ε
p
(np− an)− ε
2
2p2
(
np2 + bn
)− |C|
= εn
[
1− an
n
− ε
2
(1 +
bn
np2
)
]
− |C|
= εn
[
1− ε
2
+ ln
]
− |C| (4.2.11)
where ln = o(1). Thus number of vertices in G that are not neighbor to C and nor in C is
n−NG(C)− |C| and by (4.2.11) this is at most n(1− ε+ ε22 + εln). 
4.3 Proofs of main Theorems
This section contains proofs of all the theorems. First we will prove the existence of a giant
component in supercritical regime.
4.3.1 Proof of Theorem 4.0.1
Proof. Fix α0 = ε/10, c = ε
3, now for large enough n the conclusion of the Lemma 4.2.2 holds.
Now we run the DFS algorithm with a sequence of i.id Bernouli(ρ) random variables. We
consider the situation after εn many vertex queries (a vertex will be included in U or not type
queries) of the algorithm. Assume at some time point t ∈ [ε3n, εn], the set U becomes empty.
Then we must have |S ∪W| = t and |S| = ∑ti=1 Yi. Then by 2 and 3 in Lemma 4.2.3 whp
(1 + 3ε4 )t
n
6 p|S| 6 2ε 6 1/3
for small enough ε. Now since at that point U is empty, NG(S) ⊂ W. The function g(x) :=
x− x22n , is non-decreasing when x 6 n, thus it is non-decreasing at x = np|S| 6 n/3 < n. Now
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since we have (1 + 3ε4 )t 6 np|S|, hence by Lemma 4.2.2 we have whp,
|W| > (1− α0)
(
np|S| − np
2|S|2
2
)
= (1− α0)
(
np|S| − (np|S|)
2
2n
)
> (1− ε
10
)(1 +
3ε
4
)t
(
1− 1
2n
(1 +
3ε
4
)t
)
> (1− ε
10
)(1 +
3ε
4
)t
(
1− 1
6
(1 +
3ε
4
)ε
)
> t, (4.3.1)
for small enough ε, contradicting our theorem assumption. Thus whp all the vertices that
are being explored in the time frame [ε3n, εn] belong to the same epoch and hence the same
component. Again using parts 2 and 3 of the Lemma 4.2.3 we get the size of this component is
bounded below by εp . 
4.3.2 Proof of uniqueness under hereditary degree assumption
First we will prove uniqueness of the giant component under an additional assumption that
we will call hereditary degree assumption. It is interesting to note that if in addition to A1
and A2 we suppose that the following hereditary property (HD) holds for the graph sequence
Gn = (Vn, En), then the giant component will be unique when p = o(1), np
2 →∞, an = o(np),
bn = np
2. In particular we will not require A3 and bn = o(np
3).
Assumption HD. For each β > 0 and n > N(β), every large subgraph U ⊂ Vn, say for
|U | > 0.9n satisfy,
max
v∈U
d(v, U) < (1 + β)p|U |.
Proposition 4.3.1. In addition to the conditions in Theorem 4.0.1 assume that G satisfy HD.
Then there is an unique giant component with size greater than or equal to εp whp and all other
components are of size less than O((lnn)2).
Proof of Proposition 4.3.1. Let C(ρ) be a component with size at least εp . Recall that
OGn(C(ρ)) := {v ∈ V \C(ρ) : v is not a neighbor of C(ρ)}. Lemma 4.2.11 gives |OG(C(ρ))| 6
n(1− ε+ ε22 + εln). At this end, note that all vertices of a component that is not connected to
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C(ρ) must belong to OG(C(ρ)). Also the largest connected component of PerGn,ρ(OG(C(ρ)))
is no more than the largest connected component in a set PerGn,ρ(P) where P is any set with
size n(1 − ε + ε22 + εln) containing OGn(C(ρ)). Choose ε small enough and n large enough so
that n(1 − ε + ε22 + εln) > 0.9n. Now by HD maxv∈P d(v,P) < (1 + ε5)p|P| when n is large.
We get that P is a graph on n(1− ε+ ε22 + εln) vertices with maximum degree (1 + ε5)p|P| and
each vertex is retained with probability 1+εnp . It is easy to check for ε > 0 small enough and n
large enough,
1− ε2/4
np(1 + ε5)(1− ε+ ε22 + εln)
> 1 + ε
np
.
Thus the subgraph induced by Gn on P is a graph on n(1 − ε + ε22 + εln) vertices with
maximum degree (1 + ε5)p|P| and each of the vertices is retained with probability ρ that is less
than
(
1− ε24
)
/p(1 + ε5)|P|, hence we appeal directly to Theorem 1 in (Krivelevich, 2016) and
get that the largest connected component in PerG,ρ(P) is less than O
(
(lnn)2
)
. 
4.3.3 Proving uniqueness under A1, A2, A3
Notice that in the proof of Proposition 4.3.1, we only needed maxv∈U d(v, U) < (1 +β)p|U |
for a particular set U , namely for U = OG(C(ρ)). From Lemma 4.2.6 we have that if Gn =
(Vn, En) satisfies A1, A2 and A3 then for any fixed large set U ⊂ Vn, there are not too many
vertices in Gn that do not satisfy HD.
Proof of Theorem 4.0.3. The proof is similar to Proposition 4.3.1, except that now we do not
have
max
v∈P
d(v,P) < (1 + ε5)p|P|, (4.3.2)
when n is large. But since |P| > n/2 by Lemma 4.2.6, we have the number of elements in G
that do not satisfy 4.3.2 is at most 4
(αp)2
(4p+ 12bn), with α = ε
5. Thus it is sufficient to show
that the probability that at least one vertex is getting selected out of 4
(αp)2
(4p+ 12bn) is going
to zero. We show that a Binomial distribution with parameter 4
(αp)2
(4p+ 12bn) and ρ =
1+ε
np
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takes the value zero with probability going to one. Indeed, the probability is equal to
(
1− 1 + ε
np
) 4
(αp)2
(4p+12bn)
= exp
[
4
(αp)2
(4p+ 12bn) ln
(
1− 1 + ε
np
)]
> exp
[−32(1 + ε)
αnp2
− 96bn
np3
]
→ 1.
In the second step we used the fact that ln(1 − x) > −2x for x ∈ (0, 12). Now proceeding as
Proposition 4.3.1 we have the proof. 
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CHAPTER 5
Discussions and future directions
We have already seen the effects of simple local conditions on the overall structure of a
network. Our current aim is to develop methods to analyze various other properties of a
network while assuming simple general conditions such as pseudo-randomness or a converging
graph sequence. For example one aim is to understand the critical percolation behavior on
pseudo-random graphs. We have already seen that this ensembles of graphs are similar to
Erdo˝s-Re´nyi random graph in many ways. On the other hand the percolation phenomenon is
well understood in the context of Erdo˝s-Re´ny graphs. Using the results in (Bolloba´s et al., 2010)
it is also easy to derive the threshold when the giant component emerges. A natural question is
to investigate what will be the size and structure of the giant component at criticality? We will
discuss this in more detail in Section 5.2. Another direction that we are particularly interested
in is to understand the estimation procedure of parametric models of networks such as ERGM,
GERGM. These models have been used extensively in many applied fields such as political
science, biology etc. and we are particularly interested to understand under what conditions
the estimation is consistent. More particularly what should be the choice of sufficient statistics
in a model or how the base measure affects the estimation procedure? Lastly, one of our main
goal is to understand the limiting behavior of graphs in sparse regime. We have seen an unified
limit theory makes it lot easier to connect and analyze various properties of the network in the
dense regime. Unfortunately, the techniques are much different in case of sparse graph and the
same limit theory does not work in the sparse regime. Currently we are analyzing the ”critical
phenomenon” or the size of critical component in a multi-type inhomogeneous random graph.
For a single type this was done in (Bolloba´s et al., 2007) and the size of the critical component
was derived in (van der Hofstad, 2013; Bhamidi et al., 2010), we are incorporating an additional
“environmental” effect on the connectivity structure. We defer the details to Section 5.1.
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5.1 Multitype Critical Inhomogeneous Random Graphs
This is a generalization of single type critical inhomogeneous random graph models. General
results of the phase transitions in inhomogeneous random graphs were derived in (Bolloba´s et al.,
2007). In the context of single type inhomogeneity the critical behavior of the graph was studied
in (van der Hofstad, 2013). Our aim is to extend the results of (van der Hofstad, 2013) in the
context of multi-type inhomogeneity. We explain the model and the question in more detail
next.
Most networks observed in nature are inhomogeneous. For example in a social network
some people have greater ability to make friends and some are not so friendly. One way to
model this situation is to assign a propensity parameter to each vertex (or people) to quantify
that. This will take care of one’s ability to make friends but often there are other factors that
affect with whom we are connected to in a social networks. Consider this example, it is likely
that I am on the friend’s list of all of my coworkers even though most of the people consider me
a socio-path. So, the factor that we all work in the same company influences the connectivity
structure (just the “friend’s list”). Next we state a simple model that actually incorporates this
scenario.
Consider there are two groups of people A and B(okay, there can be many groups but
lets keep it simple). Number of people in group A and B are |A| = np and |B| = nq respec-
tively where p + q = 1 with p, q > 0. Let wAi be the friendliness parameter(propensity) of
person(vertex) i in group A for i = 1, . . . , |A| and wBi be the same for group B. Then denote,
lnA =
∑|A|
i=1w
A
i , lnB =
∑|B|
i=1w
B
i and ln = lnA + lnB . We will now construct a graph with set of
vertices V = A ∪B and the vertices i and j are connected with probability pij , where
pij = 1− exp
(
−CA
wAi w
A
j
ln
)
if i, j ∈ A,
= 1− exp
(
−CB
wBi w
B
j
ln
)
if i, j ∈ B,
= 1− exp
(
−CAB
wAi w
B
j
ln
)
if i ∈ A, j ∈ B,
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where distribution of all edges are independent. Notice that CA incorporates influence of the
group A on the connection probability and CB, CAB have similar practical meaning. Informally
if CA > CB then nodes in group A are more likely to be inter connected than in group B given
all other factors are constant(here it is the people’s propensity or wi’s). For simplicity we will
not distinguish between the propensities of different group of people and instead of writing wA
and wB we will just write w, so the model remains the same and now we can denote the vertex
set as {1, . . . , n} and as before the connection probabilities are
pij = 1− exp
(
−CAwiwj
ln
)
if i, j ∈ A,
= 1− exp
(
−CBwiwj
ln
)
if i, j ∈ B,
= 1− exp
(
−CABwiwj
ln
)
if i ∈ A, j ∈ B. (5.1.1)
Our aim is to go through the following steps to derive the size of the maximal component
at criticality.
• Assume appropriate empirical distributions for the weights similar to the weights in
(van der Hofstad, 2013) and assuming different tail behavior for weights in different seg-
ments of the graph.
• Derive the size of total progeny of the thinned branching process at criticality to get an
upper bound.
• Use BK inequality to get a lower bound.
The details of the steps are work in progress.
5.2 Critical behavior of percolation on a converging dense graph sequence
We have seen that pseudo random graph includes a wide array of graph ensembles thus
proving results for pseudo random graph sequence is indeed an unified way to solve problems
for varieties of settings. In more general context one can think of pseudo random graph sequence
as a particular instance of sequence of converging graphs. We are currently investigating the so
called percolation phenomenon on this graph. Using (Bolloba´s et al., 2010) one can easily show
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a converging graph sequence on n−vertices shatters into small pieces that are not connected
to each other when one retains each edge with probability greater than 1λ1,n , where λ1,n is the
largest eigenvalue of the converging graph sequence and a giant connected component remains
when probability on edge retention is less than 1λ1,n . Our current goal is to understand the
structure of the giant component at criticality. We state the problem in more detail.
Consider a sequence of graphs (Gn)n>1. Bn = (βij)i,j∈[n] denotes the adjacency matrix of
Gn (suppressing the dependence on n in the notation). Let Gn(p) denote the graph obtained
by keeping each edge of the graph Gn independently with probability βijp (assume βijp < 1).
Let C (v) be the component containing the vertex v. Note that |C (v)| 6 ∑l>1 Pl(v), where
Pl(v) denotes the number of paths of length l starting from vertex v. Now if Vn is an uniformly
chosen vertex then it is essential to estimate the moments of C (Vn) to compute the size of the
largest component. We demonstrate the computation of the first moment here,
EPl(Vn) =
pln
n
∑
v∈[n]
∑
i∈Il
βv,i1
l−1∏
k=1
βik,ik+1 (5.2.1)
=
pln
n
∑
i∈Il
l∏
k=1
βik,ik+1 6
pln
n
∑
i∈(n)l
l∏
k=1
βik,ik+1 = (npn)
lt(Ll+1, Gn), (5.2.2)
where t(Ll+1, Gn) is the homomorphism density of the graph Ll+1 in Gn. Ll+1 is the graph on
vertex set [l + 1] and (i, i+ 1) is an edge for 1 6 i 6 l. Assume the following: t(Ll+1, Gn) 6 cl0
where c0 is such that for large n,
nc0
λ1
6 1. Then we will have,
E|C (Vn)| =
∑
l>1
EPl(Vn) =
∑
l>1
(npn)
lt(Ll+1, Gn)
6
∑
l>1
(npnc0)
l =
∑
l>1
(
nc0
λ1
(1− n−δ)
)l
6
∑
l>1
(
(1− n−δ)
)l
6 nδ.
t(Ll+1, Gn) =
hom(Ll+1, Gn)
nl+1
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Want a formula for hom(Ll+1, Gn). Let Rl = |{No of paths of length l}|. For example R2 =
2×NO of edges. Here is a recursion,
hom(Ll+1, Gn) = hom(Ll, Gn) +Rl.
This gives
hom(Ll+1, Gn) =
l∑
i=1
Ri =
l∑
i=1
1′Bin1. (5.2.3)
Now
1′Bin1 = λ
i
1n1
′v1v′11 +
n∑
j=2
λijn1
′vjv′j1
= λi1n
1′v1v′11 + n∑
j=2
(
λjn
λ1n
)i
1′vjv′j1

6 λi1n
1′v1v′11 + (λ2nλ1n
)i n∑
j=2
1′vjv′j1
 .
Thus using Cauchy-Schwarz inequality,
1′Bin1
λi1n
6 n
(
1 + (n− 1)
(
λ2n
λ1n
)i)
(5.2.4)
Hence
hom(Ll+1, Gn)
nl+1λl1n
=
1
nl+1
l∑
i=1
1
λl−i1n
1′
Bin
λi1n
1
6 1
nl+1
l∑
i=1
1
λl−i1n
n
(
1 + (n− 1)
(
λ2n
λ1n
)i)
=
1
nl
l−1∑
i=1
1
λl−i1n
(
1 + (n− 1)
(
λ2n
λ1n
)i)
+
1
nl
(
1 + (n− 1)
(
λ2n
λ1n
)l)
(5.2.5)
Now we need some assumption, for example λ2nλ1n is small for large n and λ1n is of order n. These
assumptions are reasonable as they hold for random graphs, pseudo random graphs etc. Now
notice under the assumptions in last paragraph the first term in (5.2.5) is 1
nl
o(1) and the second
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term is 1
nl
(1 + o(1)). Hence t(Ll+1, Gn) 6
(
λ1n
n
)l
(1 + o(1)). This small-oh term can be made
precise depending on exact assumptions.
Thus we will have to accomplish the following steps to get the desired result
1. Express the higher order moments in terms of eigenvalues or homomorphism densities.
2. Assume suitable quantitative bounds on eigenvalues. For example λ1/λ2 ∼
√
n is one
such suitable choice.
3. Use the properties of the converging dense graph to get exact estimates of the eigenvalues
and homomorphism densities.
5.3 Consistent Estimation in GERGM
After deriving various properties for weighted exponential random graph models one natural
question is how to estimate the parameters. Let us state the problem in the context of particular
model. Consider the following edge triangle ERGM model on the space of all simple graphs on
n-vertices:
Pβ1,β2(Gn) ∝ exp
(
β1E(Gn) +
β2
n
T (Gn)
)
, (5.3.1)
where E(G) and T (G) are homomorphism numbers of edge and triangle in G. Note that
the likelihood involves N0 =
1
2n(n − 1) many random variables and let us denote them by
X = (X1, . . . , XN0) and X
i = (X1, . . . , Xi−1, Xi+1, XN0). Now let P iβ1,β2 = Pβ1,β2(Xi|Xi).
Then the pseudo-likelihood estimatior is defined as follows:
(βˆ1, βˆ2) = arg maxβ1,β2
N0∏
i=1
P iβ1,β2 . (5.3.2)
One natural question is if the estimation procedure consistent? In the context of ferromagnetic
Ising model this was investigated by (Bhattacharya et al., 2018) and in an earlier work this was
investigated by (Chatterjee, 2007a). The following observations were made in (Bhattacharya
et al., 2018) in the context of Ising model:
• The normalizing constant plays a crucial role in the estimation procedure. For example if
the normalizing constant constant is bounded then consistent estimation is not possible.
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• Another remarkable result in (Bhattacharya et al., 2018) is that the order of the log-
normalizing constant is the order of consistency of the estimator.
It would be interesting to derive similar results in the context of ERGM and GERGM. In
Chapter 3, we have derived the limiting value of the normalizing constant. We are currently
investigating for what values of the normalizing constants, one can consistently estimate the
parameters.
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