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Me´canique statistique hors e´quilibre : l’he´ritage de Boltzmann
Giovanni Gallavotti
Dipartimento di Fisica, Universita´ di Roma La Sapienza
Resume´ : On place quelques applications re´centes de la the´orie du Chaos en perspective avec la
the´orie classique de Boltzmann.
Boltzmann entreprit, [B66], de prouver l’existence des atomes en poursuivant un programme
de´ja` amorce´ par ses pre´de´cesseurs. Son approche e´tait d’e´tablir que la conception de la matie`re en
tant qu’agglome´ration d’atomes obe´issants aux lois de la me´canique conduisait a` la de´duction des
proprie´te´s de la matie`re que connaissaient alors les expe´rimentateurs et les the´oriciens.
Ainsi Boltzmann produisit des versions de plus en plus raffine´es du the´ore`me de la chaleur, [B68],
[B71], [B72], [B77]. Au de´but il s’agissait de faire voir qu’il est possible de de´finir des quantite´s
me´caniques associe´es, par exemple, a` un gaz enferme´ dans un conteneur cubique de volume V ,
telles que :
T = e´nergie cine´tique moyenne
U = e´nergie totale
V = volume
p = impulsion moyenne transfe´re´e aux parois par collision et par unite´ de surface
ou` les moyennes sont calcule´es empiriquement en supposant les particules inde´pendantes et a`
distribution uniforme sur une sphe`re dan= s l’espace des impulsions et dans le volume V des
positions.
Le the´ore`me a` prouver est alors que si on varie U et V de dU et dV et que l’on calcule la quantite´ :
dU + p dV
T
ou` p et T de´pendent de U et V , on trouve une diffe´rentielle exacte : c’est a` dire qu’il existe une
fonction S(U, V ) telle que dS = dU + p dV
T
.
Suite aux travaux de Boltzmann, Helmholtz conside´ra les syste`mes me´caniques monocycliques,
c’est-a`-dire les syste`mes dont tout mouvement d’e´nergie donne´e est pe´riodique et non de´ge´ne´re´ (ce
qui veut dire que les mouvements d’e´nergie donne´e ne diffe`rent entre eux que par un de´calage du
temps d’observation), [H].
Il fit voir que, en ge´ne´ral, si on imagine que les mouvements (“e´tats”) de tels syste`mes sont
parame´tre´s par leur e´nergie totale U et par un parame`tre V dont les potentiels ϕV des forces qui
agissent sur le syste`me de´pendent, alors en de´finissant :
T = e´nergie cine´tique moyenne
U = e´nergie totale
V = volume
p = 〈− ∂
∂V
ϕ〉
ou` 〈F 〉 maintenant de´note pre´cise´ment la moyenne de F par rapport au temps (et donc n’est pas
de´finie empiriquement comme dans le cas pre´cedent), on trouve en ge´ne´ral :
dU + p dV
T
= diffe´rentielle exacte (1)
Celle-ci aurait pu n’eˆtre rien de plus qu’une curiosite´. Mais Boltzmann avait une conception discre`te
de la nature : meˆme s’il ne l’avait pas explicitement dit dans ses e´crits populaires, on le verrait dans
ses travaux scientifiques ou` l’emploi de l’analyse, avec ses inte´grales et ses de´rive´es, est souvent vu
comme un moyen technique pour venir a` bout du calcul de sommes et de diffe´rences, [B05].
Donc pour Boltzmann le mouvement n’est qu’une e´volution discre`te ou` l’espace des phases est
quadrille´ en petites cellules a` 6N dimensions (N e´tant le nombre de mole´cules) dont une contient
le point qui repre´sente l’e´tat instantane´ du syste`me. L’e´volution apparait comme les de´placements
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successifs du point repre´sentatif d’une cellule a` une autre, alors que le temps s’e´coule d’une petite
quantite´ discre`te h. Bien suˆr le de´placement doit eˆtre conforme aux lois du mouvement.
C’est une repre´sentation tre`s familie`re aujourd’hui a` qui essaye de simuler sur ordinateur les mou-
vements d’un gaz de particules. Sur l’ordinateur les e´tats microscopiques du gaz sont repre´sente´s
par des cellules (car les coordonne´es des points sont repre´sente´es par des nombres qui sont de´ter-
mine´s avec une pre´cision qui est loin d’eˆtre infinie et qui de´pend de la machine ou plutoˆt du logiciel
que l’on emploit) et l’e´volution se de´roule par pas discrets; le programme qui effectue ces pas est
e´crit avec les lois du mouvement comme guide.
De ce point de vue le mouvement est une permutation des cellules qui repre´sentent l’e´tat mi-
croscopique. Le syste`me est alors toujours en e´volution pe´riodique : car toute permutation d’un
nombre fini d’objets (les cellules d’e´nergie totale U donne´e, dans le cas pre´sent) engendre une
e´volution cyclique.
On imagine que l’on fixe l’e´nergie totale U et que les forces agissantes sur le syste`me sont
parame´tre´es par le volume V : en fait on imagine que, quoi que l’on fasse, les forces entre les
particules ne varient pas et seules les forces entre les particules et les parois peuvent changer (a`
cause des mouvements des parois et des changements de volume qui en de´coulent).
Alors l’hypothe`se de monocyclicite´ de Helmholtz, de non-de´ge´ne´rescence des mouvements d’e´ner-
gie donne´e, correspondrait a` dire que l’e´volution est une permutation a` un seul cycle des cellules
et donc on serait dans la situation ou` le syste`me est monocyclique : cette hypothe`se est connue
comme l’hypothe`se ergodique.
Sous cette hypothe`se on devrait avoir la possiblite´ de trouver, en ge´ne´ral, une analogie me´canique
de la thermodynamique et un the´ore`me ge´ne´ral de la chaleur. Puisque les moyennes doivent se
calculer, alors, par la distribution uniforme sur l’espace des cellules d’e´nergie donne´e (car les cellules
ont des tailles e´gales) on se trouve oblige´ de ve´rifier que dans le cas d’un gaz (ou meˆme d’un liquide
ou d’un solide, vue la ge´ne´ralite´s des conside´rations en question)
dU + p dV
T
est exact si p = −〈
∂
∂V
ϕV 〉.
Cette proprie´te´, cas particulier d’une proprie´te´ plus ge´ne´rale que Boltzmann appella orthodicite´,
doit eˆtre accompagne´e par la proprie´te´ supple´mentaire que p est aussi l’impulsion moyenn= e
transfe´re´e aux parois par les collisions, par unite´ de temps et de surface. Si cela est bien le cas on
aura prouve´ que en ge´ne´ral un the´ore`me de la chaleur est valable.
C’est ce que Boltzmann fit en 1884, [B84], en fondant, en meˆme temps, la the´orie des ensembles
statistiques (qui est souvent attribue´e a` Gibbs, mais pas par Gibbs lui meˆme, [G]).
Il est tout a` fait remarquable que le the´ore`me de la chaleur, eq.(1), est valable tant pour les petits
syste`mes (meˆme a` une particule, si la non-line´arite´ du mouvement est suffisante de fac¸on a` rendre
l’hypothe`se ergodique raisonnable) que pour les grands (avec 1023 particules).
L’exactitude de
dU + p dV
T
ne de´pend pas de la taille du syste`me, [B84].
Cette inde´pendance est d’ailleurs une proprie´te´ absolument fondamentale et elle permit a` Boltz-
mann de se de´gager des critiques qui lui e´taient adresse´es.
Les critiques, par Zermelo et meˆme par Poincare´, e´taient subtiles et portaient sur le principe
selon lequel il serait impossible de de´duire les lois macroscopiques (irre´versibles) d’une me´canique
re´versible qui est ne´cessairement cyclique et donc apparemment pas irre´versible (au bout d’un
temps de re´currence le syste`me revient a` son e´tat initial, contre toute intuition sur le comportement
des syste`mes macroscopiques), [B96], [B97].
Ces critiques s’adressaient surtout a` l’e´quation de Boltzmann et par conse´quent a` l’approche
irre´versible a` l’e´quilibre. Boltzmann, comme il est bien connu, re´pondit qu’on ne pouvait pas ne
pas tenir compte des e´chelles de temps ne´cessaires a` re´veler des contradictions. Pour voir, au
niveau macroscopique, les effets de la re´versibilite´ microscopique, le temps qu’il fallait attendre
e´tait e´norme qu’on le mesure en heures ou en aˆges de l’Univers, [B02]. Apre`s quoi on observerait
une e´volution anormale pour revenir presque imme´diatement au comportement normal et pour une
pe´riode de dure´e encore aussi longue.
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Mais cet argument, a` la de´fense de l’e´quation de Boltzmann, de´truisait aussi apparemment la
signification du the´ore`me de la chaleur et la possibilite´ de de´duire la thermodynamique de la
me´canique et de l’hypothe`se ergodique. Car pour que le the´ore`me de la chaleur ait un inte´reˆt quel-
conque il faut que les moyennes dont il parle soient atteintes dans un laps de temps raisonnablement
court : mais si le temps de re´currence (c’est a` dire le temps ne´cessaire au point repre´sentatif du
syste`me pour revenir a` la cellule initiale dans l’espace des phases) est e´norme alors les moyennes
des observables risquent d’eˆtre atteintes sur un temps du meˆme ordre, ce qui signifierait qu’elles
n’ont pas d’inte´reˆt physique.
Boltzmann aperc¸ut cette difficulte´ et fut conduit a` dire que dans un syste`me macroscopique
tout se passe comme si les moyennes sur des temps courts e´taient les meˆmes que sur les temps
(inobservables) de re´currence. Ceci serait duˆ au fait que si le nombre de particules est tre`s grand,
les grandeurs d’inte´reˆt thermodynamique prennent la meˆme valeur sur presque tout l’espace des
phases : ce qui leur permet d’atteindre leur valeur moyenne sur des temps tre`s courts qui n’ont
rien a` voir avec le temps de re´currence (qui est infini a` tout point de vue). Elle prennent la meˆme
valeur parce qu’elles sont a` leur tour des moyennes sur les particules et ne de´pendent pas de l’e´tat
de particules individuelles.
Donc l’hypothe`se ergodique sugge`re l’ensemble microcanonique pour le calcul des moyennes :
c’est un fait ge´ne´ral que ces moyennes ve´rifient les relations thermodynamiques qui, d’un autre
coˆte´, sont observables graˆce a` la lois des grands nombres qui fait que ces grandeurs ont la meˆme
valeur partout (ou presque) dans l’espace des phases.
Il s’en suit que l’hypothe`se ergodique n’est pas une justification de la thermodynamique et ne joue
qu’un roˆle cine´matique. La thermodynamique est une identite´ me´canique qui devient observable
au niveau macroscopique graˆce a` la loi des grands nombres, [Ga1].
Une fois acheve´e cette admirable construction conceptuelle on se pose la question de savoir si on
peut faire de meˆme dans le cas des syste`mes hors e´quilibre.
Ce sont des syste`mes de particules sur lesquels agissent une ou plusieurs forces conservatives
dont le travail est dissipe´ dans des thermostats, permettant ainsi au syste`me d’atteindre un e´tat
stationnaire.
C’est un proble`me pas vraiment touche´ par Boltzmann qui e´tudia en de´tail le proble`me du retour
a` l’e´quilibre d’un gaz perturbe´ de son e´tat d’e´quilibre (retour qui se de´roule selon l’e´quation de
Boltzmann). Et il peut paraˆıtre e´trange qu’un proble`me si naturel et d’une telle importance soit
reste´ essentiellement ouvert jusqu’a` nos jours.
On remarque imme´diatement une profonde diffe´rence par rapport au proble`me de la the´orie des
e´tats d’e´quilibre : il n’y a pas une ve´ritable the´orie macroscopique (comparable a` la thermody-
namique classique) qui puisse servir de guide et qui fournisse des re´sultats a` prouver.
Une diffe´rence technique importante est que l’on peut s’attendre a` ce qu= e le comportement
physique du syste`me de´pende de la me´thode qu’on emploie pour enlever la chaleur produite par le
travail des forces qui agissent. Ce qui peut donner le souci qu’une the´orie ge´ne´rale soit impossible a`
cause de la grande varie´te´ de forces thermostatiques qu’on peut imaginer pour un meˆme syste`me.
Mais, a` mon avis, il ne s’agit que d’une difficulte´ apparente qui disparait au fur et a` mesure qu’on
pre´cise la the´orie.
Donc on va imaginer un syste`me de particules sur lesquelles agissent des forces externes non
conservatives et un me´canisme quelconque qui empe`che le re´chauffement. On va mode´liser ce
thermostat par des forces additionnelles. Par exemple, si le syste`me est un gaz de sphe`res dures
enferme´es dans un conteneur pe´riodique avec quelques obstacles fixes et soumises a` un champ de
force E , on peut imaginer que les e´quations du mouvement soient :
mx¨ i = f i + E − ν x˙ i = Φi(x , x˙ ) (2)
ou` les f
i
sont les forces entre particules (sphe`res dures e´lastiques) et entre particules et obstacles
(qui sont aussi des sphe`res dures e´lastiques).
Ici ν x˙ = ν( x˙ ) x˙ est le mode`le de thermostat. La vraie difficulte´ est que l’e´volution engendre
une contraction du volume de l’espace des phases car :
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ddt
(d x d x˙ ) = divΦ · (d x d x˙ ) (3)
et la dissipativite´ entraine −〈divΦ〉 > 0, et donc l’e´tat stationnaire devra eˆtre une distribution de
probabilite´ µ(d x , d x˙ ) concentre´e sur un ensemble de volume nul. Elle ne pourra pas eˆtre de´crite
par une densite´ de la forme : ρ(x , x˙ ) d x , d x˙ .
Du coup on ne peut meˆme pas e´crire les formules qui expriment formellement les moyennes des
observables par rapport a` l’e´tat stationnaire en termes d’une fonction de densite´ inconnue.
Ne´anmoins on voudrait avoir de telles expressions pour pouvoir espe´rer en tirer des conse´quences
ge´ne´rales, du type du the´ore`me de la chaleur, qui puissent eˆtre observe´es dans les petits syste`mes
(parce que directement observables) et dans les grands aussi (pour des raison diffe´rentes).
L’ide´e clef a pris forme au de´but des anne´es 1970, 1973 au plus tard, et est due a` Ruelle :
mais dans un contexte apparemment assez diffe´rent du noˆtre (celui de la me´canique des fluides et
de la turbulence). On conc¸oit les mouvements turbulents d’un fluide stationnaire ou d’un gaz de
particules comme des mouvements chaotiques.
Cela ne demande pas a` premie`re vue beaucoup d’imagination : mais le poin= t est que l’hypothe`se
est pose´e dans un sens technique pre´cis, [R1], [R2]. Dans l’interpre´tation d’auteurs successifs, [GC],
on dit que le principe est que le syste`me est “hyperbolique” ou d’ “Anosov”. C’est l’hypothe`se
chaotique.
Cela veut dire que en tout point x de l’espace des phases on peut e´tablir un syste`me covariant
de coordonne´es locales tel que l’e´volution temporelle n → Snx observe´e dans ce syste`me voit x
comme un point fixe (car on le suit) hyperbolique. C’est-a`-dire on voit depuis x les autres points
bouger de la meˆme fac¸on qu’on les voit si on regarde les mouvements a` partir du point fixe instable
d’un pendule : la diffe´rence e´tant que cela est vrai pour tout point (et non pas pour un point isole´
comme dans le cas du pendule).
On aura cette proprie´te´ valable a` l’e´quilibre aussi bien que hors e´quilibre : les mouvements des
mole´cules sont chaotiques meˆme dans les e´tats d’e´quilibre. Pour comprendre ce qui se passe il
convient de revenir au point de vue discret de Boltzmann.
Si un syste`me est dissipatif il y a des difficulte´s supple´mentaires car il est clair qu’on a beau
rendre petites les cellules de l’espace des phases, on n’arrivera jamais a` un syste`me dynamique
discret qui puisse eˆtre de´crit comme une permutation des cellules : la contraction de l’espace des
phases entraine que certaines cellules ne seront jamais plus visite´es meˆme si on les a visite´es au
de´part (par exemple parce que l’on a initie´ le mouvement a` partir d’elles). Les mouvements se
de´roulent asymptotiquement sur un attracteur (qui est plus petit que tout l’espace des phases, bien
que si on conside`re l’espace de phases comme continu l’attracteur pourrait eˆtre dense1).
Mais si on conside`re seulement les cellules sur lesquelles se de´roule le mouvement on est dans une
situation identique a` l’e´quilibre et hors e´quilibre. On imagine que le mouvement est une permutation
a` un cycle, et donc il y aura un e´tat stationnaire unique. Le temps pour parcourir le cycle sera,
bien e´videmment, toujours du meˆme ordre de grandeur qu’a` l’e´quilibre (dans des situations pas
trop extreˆmes des parame`tres qui de´terminent les forces agissantes sur le syste`me) : donc la raison
pour laquelle on peut espe´rer observer les moyennes temporelles et les calculer par inte´gration
par rapport a` une distribution de probabilite´ sur l’espace des phases reste la meˆme que celle de´ja`
discute´e dans le cas d’e´quilibre (et lie´e a` la loi des grands nombres).
Toutefois il y a une difficulte´ : c’est une difficulte´ qu’on aurait pu discuter de´ja` dans le cas de
l’e´quilibre. On a suppose´, sans critique, que les cellules de l’espace des phases e´taient toutes e´gales.
Mais meˆme dans le cas de l’e´quilibre les syste`mes sont chaotiques et donc toute cellule est de´forme´e
par l’e´volution temporelle qui la dilate dans certaines directions et la contracte dans d’autres.
Il apparaˆıt alors que la repre´sentation du mouvement comme e´volutio= n d’une cellule vers une
autre de forme et de taille identique est loin d’eˆtre triviale. Elle est en fait une hypothe`se forte sur la
dynamique, qui, a` l’e´quilibre, se´lectionne l’ensemble microcanonique comme distribution correcte
a` utiliser pour calculer les moyennes temporelles (et qui entraine le the´ore`me de la chaleur). Il y
1 Ce qui montre seulement que la notion de “grandeur” d’un attracteur est plutoˆt de´licate
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a bien d’autres distributions invariantes sur l’espace des phases (contrairement a` ce qu’on entend
dire parfois) et l’hypothe`se apparemment innocente que le mouvement se repre´sente comme une
permutation de cellules identiques en se´lectionne une particulie`re.
Hors e´quilibre la difficulte´ devient plus manifeste. Car le volume des cellules ne reste meˆme pas in-
variant contrairement au cas de l’e´quilibre (graˆce au the´ore`me de Liouville). De plus hors e´quilibre
il faut s’attendre a` ce que la repre´sentation du mouvement comme e´volution de cellules iden-
tiques conduise a` se´lectionner une distribution de probabilite´ particulie`re sur l’espace des phases,
concentre´e sur les cellules qui constituent l’attracteur, [Ga2].
L’inte´reˆt et l’importance des syste`mes chaotiques au sens de l’hypothe`se chaotique est que, en
effet, pour tous ces syste`mes il y a une unique distribution stationnaire µ sur l’espace des phases qui
donne les moyennes des grandeurs observe´es sur les mouvements qui commencent dans la grande
majorite´ des cellules identiques en lesquelles on peut imaginer de diviser l’espace des phases. C’est
un re´sultat fondamental duˆ a` Sinai et a` Ruelle–Bowen : ainsi la distribution µ s’appelle distribution
SRB, [S], [BR]. Dans le cas de l’e´quilibre, elle co¨ıncide avec la distribution microcanonique.
Ce n’est pas ici le lieu de poursuivre la critique de la vision discre`te du mouvement, bien qu’elle
soit inte´ressante ne fusse que pour une interpre´tation correcte des simulations nume´riques qui se
font de plus en plus fre´quentes, voir la note 2 page suivante.
L’hypothe`se chaotique conduit naturellement a` une repre´sentation discre`te diffe´rente du mou-
vement qui non seulement ne souffre pas des critiques qu’on vient de mentionner, mais qui nous
donne une formule explicite pour la valeur des moyennes des observables, valable a` l= a fois a`
l’e´quilibre (ou` elle se re´duit a` l’ensemble microcanonique) et hors e´quilibre.
Cette nouvelle repre´sentation est aussi base´e sur des cellules : mais elle ne sont pas vraiment
petites dans le sens qu’elles sont conside´rablement plus grandes que les cellules que l’on a utilise´es
jusqu’a` maintenant et qui avaient la taille minimale concevable. On peut donc les appeller “cellules
a` gros grains” ou grosses cellules, re´servant le nom de cellules de taille fine aux pre´ce´dentes.
Il est en effet possible de de´couper l’espace des phases en cellules E1, E2, . . . = {Eκ}κ=1,... qui
forment un = pavage ou une partition P et qui ont la proprie´te´ de covariance.
Leur bords sont constitue´s par une re´union d’axes des syste`mes locaux de coordonne´es dont on
a parle´ plus haut : donc les bords consistent en des surfaces qui soit se contractent sous l’action de
la dynamique, soit se dilatent. On dira que les frontie`res des cellules de la partition P = E1, E2, . . .
consistent en une partie qui se contracte ou “stable” et en une partie qui se dilate ou “instable”. La
proprie´te´ de covariance dit alors que sous l’action de l’e´volution les cellules se de´forment mais les
parties stables de leur bords e´voluent de fac¸on a` terminer comme sous–ensembles de leur re´union :
la figure suivante illustre cette proprie´te´ simple.
s
∆
u u
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Fig.1
Si on a une telle partition (qui s’appelle partition markovienne) P on peut la raffiner en d’autres
qui ont la meˆme proprie´te´ de covariance : simplement en donnant un entier T et conside´rant la
partition constitue´e par les ensembles S−TEκ
−T
∩ . . . STEκT qui, a` cause de la contraction et de
l’expansion de l’espace lors de l’e´volution, forment une partition PT dont les cellules deviennent
aussi petites que l’on veut en prenant T assez grand.
Si F est une observable on peut en calculer la valeur moyenne simplement en conside´rant une
partition markovienne P (arbitraire, car il n’y a pas d’unicite´) en construisant la partition PT avec
T assez grand pour que F soit constant dans chaque cellule C de PT et puis en posant :
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〈F 〉 =
∑
C P (C)F (C)∑
C P (C)
(4)
ou` P (C) est un “poids” convenable. Il est construit en choisissant un point c ∈ C et en conside´rant
son e´volution entre −τ et τ ou` τ est grand mais petit par rapport a` T (par exemple τ = 12T ).
On conside`re le point S−τc qui est transforme´ en Sτc en un temps 2τ . On voit que l’axe, par
S−τc, des coordonne´es qui se dilatent sous l’action de l’e´volution est dilate´, au cours d’un temps
2τ , par un facteur qu’on appelle Λ2τ,i(c) : alors le poids P (C) peut eˆtre choisi e´gal a` Λ2τ,i(c)
−1.
L’e´quation (4) est la formule qui remplace la distribution microcanonique hors e´quilibre : on peut
prouver que l’on s’y rame`ne sous l’hypothe`se chaotique. La question qui se pose est si l’on peut tirer
quelques conse´quences ge´ne´rales de l’hypothe`se chaotique moyennant l’usage de la repre´sentation
(4) ci-dessus.2
Dans ce contexte, mentionnons que re´cemment on a re´ussi a` de´duire une conse´quence qui ap-
paremment a` un certain inte´reˆt. On va la formuler pour un syste`me de´crit par une e´quation
diffe´rentielle (et donc en temps continu) x˙ = f(x) qui engendre un flot t→ Stx dans l’espace des
phases. On suppose aussi que l’e´volution est re´versible : c’est-a`-dire qu’il y a une transformation
isome´trique I de l’espace des phases qui anti-commute avec l’e´volution : ISt = S−tI.
Imaginons un syste`me pour lequel l’hypothe`se chaotique soit valable, donc de´crit par une e´quation
x˙ = f(x) et soit σ(x) = −div f(x) la contraction de l’espace des phases associe´e. Supposons que
l’on mesure la quantite´ σ(Snx) au cours du temps mais avec le syste`me dans son e´tat stationnaire.
2 L’expression (4) pour la distribution SRB permet d’e´claircir la re´pre´sentation de l’e´volution
comme permutation des cellules a` taille fine. On doit imaginer que chaque e´lement C (“cellule
a` gros grain”) de la partition markovienne PT , avec un T tre`s grand de fac¸on a` ce que toute
observable F (pertinente pour le comportment macroscopique) reste constante sur chaque C :
pour une repre´sentation fide`le du mouvement, on imagine que chaque C est quadrille´ par des
cellules tre`s petites “de taille fine” en nombre proportionnel a` P (C). Par l’e´volution les cellules de
taille fine se re´partissent entre les e´le´ments C′ de PT qui intersectent SC. On fait e´voluer de la
meˆme fac¸on les autres cellules fines des e´le´ments de PT : la the´orie des distributions SRB montre
que le nombre des cellules de taille fine qui viennent se trouver dans chaque C ∈ PT ne change
pas, a` une tre`s bonne aproximation pre`s; c’est la stationnarite´ de la distribution SRB, [Ga1]. Alors
on peut de´finir l’e´volution des cellules de taille fine simplement en disant qu’une cellule fine δ
dans C e´volue dans une des cellules fines qui sont dans la C′ qui contient Sδ; il faut seulement
faire attention a` ne pas associer une meˆme cellule fine de C′ a` deux cellules fines appartenant
a` differ´entes C (parmi celles telles que SC ∩ C′ 6= ∅) : on peut s’arranger de fac¸on telle que la
permutation des cellules fines ainsi de´finie soit a` un seul cycle, car les de´tails du mouvement a`
l’inte´rieur des cellules C n’ont pas d’importance parce que les observables qui nous inte´ressent
sont constantes dans les C. Mais la meˆme construction peut eˆtre faite en remplac¸ant le poids
P (C) par P (C)α avec α 6= 1 : on obtient ainsi d’autres distributions stationnaires diffe´rentes de
la SRB, et on peut meˆme en construire d’autres, [S], [R1]. On peut repre´senter de la meˆme fac¸on
aussi ces autres distributions : mais on doit imaginer que les cellules de taille fine que l’on utilise
pour en repre´senter une soient diffe´rentes de celles utilise´es pour repre´senter les autres. En fin
de compte toutes les cellules fines ainsi introduites repre´sentent l’attracteur. Si on divise l’espace
entier en (beaucoup de) cellules fines, de fac¸on a` ce que toutes distributions stationnaires puissent
eˆtre repre´sente´es par une permutation des cellules fines qui se trouvent dans les C ∈ PT , alors on
obtient une re´pre´sentation disce`te tre`s fide`le du mouvement. Mais toutes les cellules ne feront pas
partie d’un cycle, car la dynamique est en ge´ne´ral dissipative et une grande partie d’entre elles ne
reviennent pas sur elles meˆmes mais “tombent sur l’attracteur” ou`, de`s lors, elles e´voluent dans
un cycle. La the´orie de la distribution SRB montre que si on conside`re un ensemble ouvert dans
l’espace des phases le comportement asymptotique du mouvement de tout point, sauf un ensemble
de volume nul, est bien re´pre´sente´ par la distribution SRB, ce qui lui fait jouer un roˆle particulier,
au contraire des autres distributions que l’on peut definir : c’est-a`-dire que la grande majorite´ (en
volume) des cellules fines tombant sur l’attracteur vont se trouver parmi celles que l’on a associe´es
aux cycles de la distribution SRB.
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Appellons σ+ sa moyenne temporelle que l’on suppose non nulle (alors elle ne peut eˆtre que positive
par un the´ore`me ge´ne´ral, [R3]) et :
p =
1
τσ+
∫ 1
2
τ
−
1
2
τ
σ(Stx)dt
et soit piτ (p) = e
τζ(p) la distribution de probabilite´ de cette observable. Alors :
ζ(p)− ζ(−p)
τσ+
≡ 1
c’est le the´ore`me de fluctuation, [GC].
Je ne peux pas discuter ici la signification physique du the´ore`me et de l’hypothe`se de re´versibilte´,
mais il est inte´ressant de souligner sa ge´ne´ralite´, son inde´pendance du syste`me conside´re´ et aussi
l’absence, dans sa formulation, de parame`tres libres. Ce qui le rend en un certain sens analogue au
the´ore`me de la chaleur, qui lui aussi est ge´ne´ral et sans parame`tres libres.
Il suffira de dire que le the´ore`me de fluctuation est une proprie´te´ qu’il faut quand meˆme ve´rifier
expe´rimentalement : en effet une partie de la the´orie ci-dessus est ne´e a` la suite d’une expe´rience
de simulation nume´rique et pour en interpre´ter the´oriquement les re´sultats, [ECM]. Il y a eu aussi
quelques ve´rifications inde´pendantes, [BGG], [LLP].
La raison pour laquelle des expe´riences sont ne´cessaires est qu’il n’y a aucun espoir de prouver
que des syste`mes re´els ve´rifient au sens mathe´matique du mot l’hypothe`se chaotique; moins encore
de prouver que des syste`mes re´el ve´rifient l’hypothe`se ergodique. Il n’y a meˆme pas d’espoir de
prouver que des syste`mes inte´ressants en simulation nume´rique ou dans la re´alit=E9 ve´rifient
des proprie´te´s qui soient assez proches de celles des syste`mes hyperboliques pour en de´duire des
conse´quences telles que le the´ore`me de fluctuation. Mais on peut croire que ne´anmoins “les choses
se passent comme si l’hypothe`se chaotique e´tait litte´ralement vraie”.
Il y a donc une ne´cessite´ d’un controˆle expe´rimental car on est dans la meˆme situation qu’a`
l’e´quilibre : ou` tout en croyant, avec =46eynman, que “if we follow our solution [i.e. motion] for
a lon= g enough time it tries everything that it can do, so to speak” (see p. 46-4/5 in [F], vol. I),
il a e´te´ ne´anmoins ne´cessaire de faire de bonnes ve´rifications expe´rimentales pour ne plus avoir de
re´serves ou de doutes sur l’hypothe`se ergodique dans la the´orie de l’e´quilibre.
Quelques re´fe´rences sont donne´es ici pour guider le lecteur dans la litte´rature re´cente et ancienne.
Elles sont loin d’eˆtre exhaustives : [WW], [ZZ].
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