Abstract. In the present article we define the Phillips type modification of the generalized Szász-Mirakjan operators. Moments, recurrence formulas, and other identities are established for these operators. Approximation properties are also obtained with use of the Boham-Korovkin theorem.
Introduction
To obtain the generalization of the well known Szász-Mirakjan operators, Jain in [8] , introduced the following operators
where 0 ≤ β < 1, and the basis functions are defined as
where it is seen that
n,k (x) = 1. As a special case when β = 0, these operators in (1) reduce to the well-known Szász-Mirakyan operators. It can be observed that the extension of Jain's operators [8] may be utilized to the generalization of Phillips type operators, (2) , in approximation theory. The main advantage is that such a generalization is possible and, for large n, the convergence is faster. Recently Gupta-Malik [7] and Dhamiha-Deo [3] took the above weights of Jain basis function to define the modifications of generalized Baskakov operators, also Gupta and Agarwal, in [5] , compiled the results concerning convergence behaviour of different operators for which this convergence is justified.
Recently Gupta and Greubel, [6] , proposed the Durrmeyer type modification of the operators given in (1) and established some direct results. Here we propose the generalized Phillips type operators for x ∈ [0, ∞) as
n,k−1 (t)f (t) dt + e −nx f (0)
where < f, g >= ∞ 0 f (t) g(t)dt. For the case of β = 0, these operators reduce to the Phillips operators (see [9] ). We may observe here that unlike the Phillips operators, these operators preserve only the constant functions. In the present article we obtain moments, identities for the coefficients and the operators, recurrence identities and some direct estimates.
It should be mentioned that the polynomial form presented in (11) suggests that a reduction, or more compact form is obtainable. Lemma 5 introduces these new polynomials for which other identities can be obtained without carrying the terms involving 1 − e −nx . Form and function are not lost by doing so and Lemma 6 takes advantage of this reduction.
Moments
Lemma 1. [8] , [1] For the operators defined by (1) the moments are as follows:
where < f, g >= ∞ 0 f (t) g(t)dt and P r (k − 1; β) is a polynomial of order r in the variable k. In particular
Proof. First, consider the integral:
With use of Tricomi's confluent hypergeometric function:
By using
Divide both sides of (7) by < L (β) n,k−1 (t), 1 > to obtain
It is fairly evident that P r (k − 1; β) is a polynomial in k of order r. For a longer proof see [6] .
Lemma 3. For 0 ≤ β < 1, r ≥ 0, the polynomials P r (k; β) satisfy the recurrence relationship
Proof. By utilizing the recurrence relation, [2] ,
for the confluent hypergeometric functions it is evident that
, with use of (8), leads to the desired relationship for the polynomials P r (k − 1; β) given by (9).
Lemma 4.
If the r-th order moment with monomials e r (t) = t r , r = 0, 1, · · · of the operators (2) be defined as
The first few are:
Proof. Obviously by (2), we have T β n,0 (x) = 1. Next by definition of T β n,r (x), we have
Using Lemma 1 and Lemma 2, we have
A continuation of this process will provide T β n,r (x) for cases of r ≥ 3.
Lemma
where the first few coefficients are given by
Proof. In view of (5) the general form of P r (k − 1; β) is
where γ r s are numeric coefficients, which leads to, for r ≥ 1,
Making use of (2), (5), and (11) the desired relation is obtained.
Lemma 6. For r ≥ 2 the polynomials f β n,r (x) satisfy the relation
Proof. By considering
it follows that the remaining polynomials can be expressed in terms of {f
Special Identities
Lemma 7. The polynomials T β n,r (x) satisfy the differential identity
where D = d dx . Proof. By making use of (9) then it is seen that
The basis functions L (β) n,k (x) are seen to satisfy the differential identity
which, when combined with (15), leads to the desired result.
Lemma 8. A differential recurrence relation between the modified Phillips operators, T β n,r (x), and the generalized Szász-Mirakyan-Durrmeyer operators, V β n,r (x), see [6] , is given by
Proof. The polynomials P r (k − 1; β) satisfy
and the basis functions L (β) n,k (x) are seen to satisfy the differential identity
Differentiating (10) with respect to β leads to
and can be seen in the form
Now, by using (15) and the identity given in the proof of Lemma 5 of [6] , then the desired identity is obtained.
Remark 1. If we denote the central moment as
where 
Direct Estimates
In this section, we establish the following direct result:
Remark 2. Let f be a continuous function on [0, ∞) for n → ∞, the sequence {P
, which follows from the well known Boham-Korovkin theorem.
Theorem 1. Let f be a bounded integrable function on [0, ∞) and has second derivative at a point x ∈ [0, ∞), then
Proof. By the Taylor's expansion of f , we have
where r(t, x) is the remainder term and lim n→∞ r(t, x) = 0. Operating P β n to the equation (22), we obtain
Using the Cauchy-Schwarz inequality, we have
As r 2 (x, x) = 0 and r 2 (t, x) ∈ C * 2 [0, ∞), we have lim
uniformly with respect to x ∈ [0, A] . Now from (23), (24) and from Remark 1, we get
By C B [0, ∞), we denote the class on real valued continuous bounded functions f (x) for x ∈ [0, ∞) with the norm ||f || = sup x∈[0,∞) |f (x)|. For f ∈ C B [0, ∞) and δ > 0 the m-th order modulus of continuity is defined as
where ∆ is the forward difference. For the case m = 1, we mean the usual modulus of continuity denoted by ω(f, δ). The Peetre's K-functional is defined as
and C is a positive constant.
Proof. We introduce the auxiliary operatorsP (1−e −nx ) x β(2 − β) n(1 − β) (1 − e −nx ) du g ′′ Next, using Remark 1, we have
where δ n = µ Taking infimum over all g ∈ C 2 B [0, ∞), and using the inequality K 2 (f, δ) ≤ Cω 2 (f, √ δ), δ > 0 due to [4] , we get the desired assertion.
