In this paper, we propose a novel buffer-state-based (BSB) non-orthogonal multiple access (NOMA)-aided downlink scheme for a two-hop cooperative network supporting multiple relay and destination nodes. More specifically, in the broadcast phase, the source node broadcasts information packets to multiple selected relay nodes. In the relaying phase, a selected relay node transmits packets to multiple destination nodes based on the NOMA principle. Here, the use of buffer at the relay nodes allows us to achieve a flexible relay selection. Furthermore, with the aid of buffer-state-based relay selection, the detrimental effects of empty-and full-buffer states are avoided. The theoretical outage probability and average packet delay are derived for our proposed scheme, based on the Markov-chain model. Our simulation results demonstrate that the proposed scheme outperforms the existing max-link and BSB relay selection benchmarks.
I. INTRODUCTION
The cooperative communications [1] , [2] allow us to mitigate the detrimental effects of the propagation loss and multipath induced fading. The original cooperative systems did not rely on data buffers of relay nodes, where the maximum achievable performance is limited due to the predetermine end-to-end path. In order to combat this limitation, the family of buffer-aided relay selection was proposed [3] - [11] , which allows more flexible scheduling of transmissions and receptions at the relay nodes, hence achieving higher reliability. However, buffering information packets in the buffers of the relay nodes naturally imposes an extra end-to-end packet delay.
The max-link protocol [5] was proposed in the context of two-hop buffer-aided cooperative networks. In this scheme, the single most reliable link out of all available links is selected in each time slot. While the max-link protocol achieves a high diversity order, which is equal to the number of links, the average packet delay significantly increases.
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In [6] , the max-link protocol was extended to buffer-statebased (BSB) relay selection for the sake of avoiding a buffer overflow as well as an empty buffer. This allows us to attain a lower average packet delay and a better outage probability than the max-link counterpart. In [8] , the simultaneous use of multiple source-to-relay (SR) links was proposed for reducing the packet delay, which is achievable by exploiting the broadcast nature of wireless channels. Moreover, inspired by both the protocols of [8] and [6] , the generalized buffer-statebased (GBSB) relay selection protocol was proposed in [11] . This scheme is capable of achieving a lower average packet delay than the BSB scheme while achieving almost the same good outage probability as that of the BSB scheme. In [12] , the GBSB scheme was further extended to that supporting information-theoretic secure communications exploiting physical layer security.
In recent years, motivated by the classic superposition coding [13] , non-orthogonal multiple access (NOMA) has been extensively investigated as a means of guaranteeing ultrahigh connectivity [14] - [21] . In contrast to the conventional orthogonal multiple access (OMA) counterpart, NOMA is capable of multiplexing signals of multiple users in the same communication resources. At the receivers, the multiplexed signals are decoupled with the aid of successive interference cancellation (SIC) [22] , to efficiently decode information of interest. There have been several relay selection schemes for cooperative NOMA downlink, where the relay nodes do not rely on data buffers [23] - [25] . Furthermore, in order to improve the achievable performance, the concept mentioned above of buffer-aided relay selection was incorporated into the cooperative NOMA systems in the two-user scenario [26] - [30] . More specifically, in [26] , the adaptive buffer-aided relay selection scheme was proposed for the scenarios, where full-and partial-channel state information (CSI) of relay-to-destination (RD) links is available. In [27] , the optimal mode selection scheme that maximizes the sum rate of the two NOMA users was presented. In [28] , [30] , the adaptive relay selection algorithm was proposed for the multiple-relay NOMA, for the sake of reducing the average delay without the sacrifice of the achievable diversity gain. Also, in [29] , the hybrid NOMA and OMA buffer-aided relay selection was proposed, which switches the two multipleaccess modes, in order to avoid an outage event.
Against the background, as mentioned above, the novel contribution of this paper is that we propose a bufferaided cooperative NOMA downlink with a relay selection algorithm based on GBSB protocol [11] . While in the conventional buffer-aided NOMA schemes, the number of destination nodes is limited to two [26] , [28] , [29] , our proposed scheme does not impose such a limitation. More specifically, we propose power allocation that minimizes the outage probability for the scenarios of the arbitrary number of the destination nodes. Moreover, we derive the theoretical bounds of the outage probability and the average packet delay for the proposed scheme. In our simulations, it is demonstrated that the proposed scheme exhibits better performance than the conventional buffer-aided schemes, such as the maxlink protocol [5] and the BSB protocol [6] .
The remainder of this paper is organized as follows.
In Section II, we present the system model of the proposed scheme. In Section III, the theoretical values of the outage probability and the average packet delay are derived. Then we provide our performance results and discussions in Section IV. Finally, we conclude our paper in Section V.
II. SYSTEM MODEL
We consider a two-hop relaying network, consisting of a single source node S, K relay nodes R k (1 ≤ k ≤ K ), and M destination nodes D m (1 ≤ m ≤ M ), as shown in Fig. 1 . We assume that there is no direct link between the source and the destination nodes, and that the relay nodes operate in the half-duplex mode, based on the decode-and-forward principle. Each relay node R k has a data buffer of a finite size L. At maximum, M packets are stored in each buffer slot, and hence LM packets can be stored at each relay node. 1 The number of full buffer slots of the kth relay node is represented by k (0 ≤ k ≤ L). Furthermore, all the channels obey independent and identically distributed (IID) Rayleigh fading, where the channel coefficients are the random variables, following the Gaussian distribution with a zero mean. We also assume that in each time slot, CSI of all the links and the buffer states of relay nodes are collected by a central coordinator, similar to [8] , [9] , [11] . Based on the collected CSI, the central coordinator activates single or multiple links. For example, a base station may act as a central coordinator. 2 In each time slot, either of the SR broadcast phase or the RD NOMA-based relaying phase is activated, based on the relay selection algorithm employed. More specifically, in the SR broadcast phase, the source node broadcasts M packets, corresponding to the M destination nodes, to the subset of the relay nodes. In the RD NOMA-based relaying phase, a single relay node is selected for simultaneously transmitting a packet to each of the M destinations, based on the power-domain NOMA principle [14] . If each destination node successfully decodes the received packet, an acknowledge (ACK) packet is sent back to all the relay nodes with stable low-rate feedback links. The target transmission rate for each destination node is fixed to r 0 [bps/Hz].
A. SOURCE-TO-RELAY BROADCAST PHASE
The channel capacity of the kth SR link is given by [8] 
where h SR k denotes the channel coefficient and β R k denotes the associated average signal-to-noise ratio (SNR). Note that since we assume the half-duplex mode for the relay nodes, a prelog factor of 1/2 is multiplied in the capacity formula (1). If the capacity (1) is lower than the target transmission rate Mr 0 [bits/Hz], the associated link is in outage. Hence, the outage probability of the kth SR link is formulated by [8] 
Also, when the buffer k of the kth relay node is full (i.e., k = L), the associated SR link is unavailable, since the kth relay node cannot store any additional packets.
B. RELAY-TO-DESTINATION NOMA-BASED RELAYING PHASE
When the kth relay node is selected for carrying out NOMAbased relaying to the M destination nodes, the transmitted packet is constituted by superimposing M packets as follows:
where x m denotes an information symbol for the mth destination node D m with the power constraint of E[|x m | 2 ] = 1. Furthermore, a m (0 ≤ a m ≤ 1) represents the power allocation coefficients for the mth symbol x m , where we have the relationship of m a m = 1.
Then, the packet received at the mth destination node is given by
where h R k D m denotes the channel coefficient of the link between the kth relay node and the mth destination node, and P r is the transmit power of the kth relay node. Also, the RD subset links associated with the kth relay node are defined by
Furthermore, n m denotes the additive noise component at the mth destination node. Without loss of generality, let us assume the relationship of
since we consider IID channels in this paper. The multiplexed symbols are decoded based on SIC in descending order, i.e., from x M to x i at the ith destination node, where the ith destination node D i has to decode other M − i symbols x m (m > i), before decoding its own symbol x i [14] .
Here, let us consider that the ith destination node successfully decoded M − m symbols, i.e., x m+1 , · · · , x M (m ≥ i), which are removed from the received packet x with the aid of SIC. Then, the corresponding instantaneous signalto-interference-and-noise ratio (SINR) for the ith destination node to decode the mth symbol x m is expressed as
where we have the noise power of σ 2 D at the destination node. From (6) and (7), we have the relationship of
Let us define that when each of the M destination nodes successfully decodes its own packet, the associated event is not outage. Hence, the outage probability for the event, where the kth relay node is selected for packet transmissions is represented by
Furthermore, based on (8) and (9) is simplified to
Note that, when the buffer of the kth relay node R k is empty, i.e., k = 0, the associated kth RD subset links are unavailable.
C. POWER ALLOCATION OF NOMA-BASED RELAYING PHASE
Based on the CSI collected, the central coordinator calculates the power allocation coefficients a m (1 ≤ m ≤ M ). From (10), the NOMA-based packet transmissions of the kth relay node become successful, when we have
where
Based on (7) and (4), the condition for the successful transmissions (11) is rewritten by
where we have δ = P r /σ 2 D . In order to achieve successful packet transmissions from the kth relay node to the M destination nodes, there have to be the power allocation factors a = [a 1 , · · · , a M ] T ∈ R M , which satisfies both the relationships of (13) and (4) . Otherwise, the corresponding transmission event becomes outage.
Hence, we arrive at the power allocation factors of
where the normalization factor ω ∈ R is determined, such that the power constraint (4) is satisfied. As above-mentioned, in order to achieve successful packet transmissions, (13) and (4) have to be satisfied, which is equivalent to the relationship of In order to expound a little further, in the link selection process, a central coordinator activates a single link or multiple links by sending control packets, similar to [3] - [11] . Hence, the calculated power allocation factors are conveyed from the central coordinator to the relay nodes together with the control packets, when a NOMA-based relaying phase is activated. This does not impose any substantial additional overhead in comparison to the conventional schemes [3] - [11] .
D. LINK SELECTION ALGORITHM
The proposed link selection algorithm is carried out in two steps. In the first step, depending on the buffer states of the relay nodes, the central coordinator categorizes the priority of each of the SR links h SR k and of the RD link subsets h R k D , based on Table 1 . More specifically, the priority of the kth SR link h SR k is categorized as low for k = L −1, middle for 1 < k < L − 1, and high for k = 0, 1, respectively. Similarly, the priority of the kth RD link subsets h R k D is categorized as low for k = 1 and high for k ≥ 2, respectively.
In the second step, the SR links and RD link subsets are selected. Firstly, the SR links and RD link subsets that induce an outage event are excluded from the candidates to be selected, based on (2) and (10) . Then, the link selection is carried out from the available links, according to our algorithm of Table 2 . Here, the stable SR link or RD link subset tends to be selected, such that the full or empty buffer states are avoided. Also, the number of occupied buffer slots of each relay node is maintained to be as low as possible in the range of k ≥ 2. This is for the sake of maintaining the achievable diversity order to be high and the average delay to be low, similar to [11] . Let us define the number of available low-, middle-, and high-priority SR links as Note that the calculation complexity required for the central coordinator to carry out link selection is constitute by the priority classification of Table 1 , the K calculations of (1/2) log 2 (1 + β R k |h SR k | 2 ) (k = 1, · · · , K ) in (1), and the K calculations of (1/2) log 2 1 + min m {γ R k m→m } (k = 1, · · · , K ) in (10) . Hence, the calculation complexity of the proposed scheme is as low as those of the conventional bufferaided relay selection schemes [3] - [11] .
To exemplify the proposed link selection algorithm, consider a simplified scenario of K = 2 relay nodes, each having the buffer of L = 3, and M = 2 destination nodes. Also, assume that the buffers of the first and the second relay nodes are 1 = 2 and 2 = 1, respectively. Then, according to Table 1 , the priorities of SR links associated with the first and the second relay nodes are classified to be low and high, respectively. Similarly, the priorities of the RD link subsets related to the first and the second relay nodes are set to high and low, respectively. Finally, according to Table 2 , we arrive at Case 1, where the SR link associated with the second relay node is activated.
III. DERIVATION OF THEORETICAL BOUNDS
In this section, we derive the theoretical bounds of the outage probability and the average packet delay for the proposed scheme. Our analysis is based on the Markov chain model. However, since the proposed scheme is based on NOMAaided relaying, the derivation is not identical to those of the previous buffer-aided schemes relying on the SR broadcast channels [8] , [11] . For simplicity, we only consider the scenario of K = 2 relay nodes, each having an (L = 2)-sized buffer, as well as M = 3 destination nodes. However, the presented derivation is readily applicable to arbitrary parameters of K , L, and M . In this scenario, the total number of buffer states is N state = 19, as listed in Table 3 , where at maximum four symbols, i.e., , , , and ♦, are considered. Fig. 2 shows the state transition diagram of the Markov chain in the proposed scheme. Note that the six states of s 13 , s 15 , s 16 , s 17 , s 18 , and s 19 are unreachable from the initial empty-buffer state s 1 . 
A. ANALYTICAL OUTAGE PROBABILITY
By substituting (1) into (2), the outage probability of the kth SR link is rewritten by Since the channel coefficient h SR k is a random variable, following the Gaussian distribution, (16) is modified to
where SR is the variance of the SR channel coefficients h SR k (k = 1, · · · , K ). Similar to Section II, without loss of generality, let us assume again
Then, based on (14) and (15) , the probability that the kth relay node successfully transmit M packets to the M destination nodes is given by
where we define x = |h R k D 1 | 2 , y = |h R k D 2 | 2 , and z = |h R k D 3 | 2 for the sake of simplicity. Furthermore, (18) is modified to z ≥ ρxy
where ρ = γ t /δ. Since y ≥ z, we obtain y ≥ ρxy
i.e.,
Because of |h 1 | 2 ≥ |h 2 | 2 , we also have
Similar to (17) , under the condition that the kth relay node is selected for NOMA-based packet transmissions, the probability that the outage event does not occur is formulated by
which is calculated over the range of (19), (21) , and (23) . Furthermore, R k D 1 , R k D 2 , and R k D 3 denote the variance of the channel coefficients h R k D 1 , h R k D 2 , and h R k D 3 , respectively. Hence, the outage probability for the packet transmissions from the kth relay node to the M destination nodes is formulated by
Having obtained the analytical outage probability for each link and link subset selection in (17) and (25) , now we derive the analytical average outage probability. Let us denote n and a n by the set of legitimate links that are available in terms of buffer states and the set of available links that are not outage in terms of packet transmissions, respectively, under the state s n . Hence, we have the relationship of a n ⊂ n [11] . Furthermore, we define the state transition matrix of the Markov model of Fig. 2 by A ∈ R N 
Moreover, Pr a q is the probability that a subset a q successfully convey packets, which is expressed by
Also, Pr[s q → s p | a q ] is the transition probability from the state s q to the state s p under the link condition of a q . The steady-state probabilities π = [π 1 , · · · , π N state ] T ∈ R N state is given by [5] 
Finally, since the qth diagonal element of A represents the outage probability, under the condition of the state s q . Hence, the average outage probability is formulated by
B. ANALYTICAL AVERAGE PACKET DELAY
The average packet delay in the network consists of the delay at the source node and that at the relay nodes, which are represented, respectively, by E[D S ] and E[D R ]. Based on Littles' law [31] , the average packet delay at a node t is given by
where E[ t ] denotes the average queuing length and η t denotes the throughput at the node t. Note that in our two-hop network, if the source node transmits sufficiently high number of packets, the system's average throughput is given by
Souce packets are queued only when the source node is selected to for transmissions, leading to η S = E[ S ]. Hence, we have [11] E[D S ] = 1.
Furthermore, since the probability that each relay node is selected for the packet transmissions is the same, the throughput of each relay node is also the same. Hence, we have
Furthermore, the average queuing length at the relay nodes E[ R ] is equal to the average of the number of different packets stored at the relay nodes' buffers over all the states, which is given by
where (i) is the number of different packets stored at the relay nodes in the state s i . Hence, the average packet delay at the relay nodes is
Finally, from (32) and (35), the average packet delay of the system is given by
(37)
IV. PERFORMANCE RESULTS
In this section, we present our simulation results in order to evaluate the achievable performance of the proposed scheme, which is compared with the max-link protocol [5] and the BSB protocol [6] . Since the max-link and BSB schemes are not originally designed for NOMA-based downlink, we herein modify them for the presented two-hop NOMAbased downlink scenario. More specifically, in the max-link scheme, from the highest SR link max k {h SR k } and the highest minimum RD subset channels max k {min(|h R k D |)}, the higher one is selected to be activated in each time slot. Furthermore, in the BSB scheme, the above-mentioned max-link scheme is extended to that supporting the buffer-state-based link selection of Section II-D. For simplicity, we assumed that the transmission rate of each node was maintained to be r 0 = 1 [bps/Hz] while retaining the number of the destination nodes to be M = 3. Moreover, we assumed that the buffers of all the relay nodes are empty in their initial condition of our simulations. A sufficiently long source frame of packets is generated in each Monte Carlo simulation, in order to attain a steady-state. In our simulations, more than 10 5 packets were generated for calculating each numerical curve, which is sufficiently long according to [11] . Also, the variance of the SR and RD links is set to SR = R k D = 1. Their average SNRs are assumed to be identical, i.e., γ = β R k = δ. In Fig.3 , we compared the numerical and theoretical results of the proposed scheme, where the number of relay nodes was set to K = 2, each having an (L = 2)-sized buffer. More specifically, Figs. 3(a) and 3(b) show the outage probability and the average delay, respectively. It was found that the numerical and theoretical results matched well, and hence, the system model considered in this paper was validated. Fig. 4 shows the outage probabilities of the three protocols, where the number of relay nodes was given by K = 3 and 6, each supporting an (L = 2)-sized buffer. The average SNR was varied from γ = 10 to 30 dB. For K = 3, the proposed scheme outperformed the max-link scheme, while exhibiting slightly worse performance than the BSB scheme. Furthermore, for K = 6, the proposed scheme achieved approximately the best performance, which is close to that of the BSB scheme. To provide further insights, the BSB benchmark scheme typically exhibits the best outage probability performance among the existing buffer-aided relay selection family, as mentioned in [6] , [11] . The proposed scheme was found to achieve the nearly lowest outage probability comparable to the BSB scheme.
Figs. 5(a) and 5(b) show the average packet delay for the average SNRs of γ = 15 dB and 30 dB, respectively, where the number of relay nodes was varied from K = 2 to 10 with the buffer size of L = 10. In Fig. 5(a) , the BSB and the proposed schemes exhibited the comparable lowest delay profile, which decreased upon increasing the number of relay nodes. This is because the increased number of relay nodes contributes to the increase of the achievable diversity order. Distribution of the number of packets stored at each relay node in the proposed scheme and the BSB scheme, where the number of the relay nodes was given by K to 2, 6, and 10, each having an (L = 10)-sized buffer, and the average SNR was set to γ = 15 dB.
Moreover, in Fig. 5(b) , the proposed scheme attained the lowest packet delay among the three schemes. Upon increasing the number of relay nodes, the proposed scheme's performance advantages over the max-link and BSB benchmark schemes increased.
Figs. 6(a) and 6(b) show the distributions of the number of packets stored at the relay nodes in the proposed and the BSB schemes, respectively, where the number of relay nodes was given by K = 2, 6, and 10, each equipped with an (L = 10)-sized buffer. The average SNR was maintained to be γ = 15 dB. Observe in Figs. 6(a) and 6(b) that the average number of packets stored at the relay nodes decreased, upon increasing the number of relay nodes for both the schemes. This contributes to avoiding the detrimental effects of buffer overflow as well as to maintaining the average delay to be small. Finally, Fig. 7 shows the average packet delay of the three schemes for the average SNR of γ = 30 dB, where the buffer size was varied from L = 4 to 20, while maintaining the number of relay nodes to be K = 5. It was found in Fig. 7 that the average packet delay of the proposed scheme achieved the best performance. More specifically, the average packet delay of the proposed protocol remained constant since our algorithm is designed for maintaining the number of packets stored at the relay nodes to be as low as possible.
Note that in this paper, we considered only NOMA mode for the relaying phase. However, this may not be necessarily beneficial, especially when the channel gains of RD links are not sufficiently high. To combat this limitation, the concept of hybrid NOMA/OMA relaying [29] , [30] may be readily applicable to our scheme. Alternatively, it may also be beneficial to adapt the number of destination nodes, depending on the channel qualities. However, these are beyond the scope of this paper, and detailed investigations are left for future studies.
We assumed in our simulations that perfect CSI and the buffer states are periodically collected by a central coordinator. However, such information may be out-of-date, depending on the channel's coherence time. In such a case, the activated link does not perform as well as expected. Additionally, the overhead required for the central coordinator to collect CSI and the buffer states may be substantially high in a rapidly fading scenario. The proposed scheme and other conventional buffer-aided relay selection schemes may suffer from these detrimental factors, which are left for future studies.
V. CONCLUSION
In this paper, we proposed the buffer-state-based relay selection scheme for a two-hop NOMA-based downlink network, consisting of multiple relay and destination nodes. For the sake of exploiting the merits of data buffers, the source node broadcasts information packets to multiple relay nodes, which is useful for reducing the average packet delay. Furthermore, we proposed a dynamic power allocation scheme for the NOMA downlink, which minimizes the outage probability. Additionally, the theoretical outage probability and average delay were derived for our scheme. Our simulation results demonstrated that the proposed scheme is capable of achieving better outage probability and average packet delay than the max-link and BSB benchmark schemes.
