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Abstract
The possibility that primordial black holes constitute a fraction of dark matter motivates
a detailed study of possible mechanisms for their production. Black holes can form by the
collapse of primordial curvature fluctuations, if the amplitude of their small scale spectrum
gets amplified by several orders of magnitude with respect to CMB scales. Such enhance-
ment can for example occur in single-field, non-attractor inflation: in this work, we make
a detailed investigation of the shape of the curvature spectrum in this scenario. We make
use of an analytical approach based on a gradient expansion of curvature perturbations,
which allows us to follow the changes in slope of the spectrum during its way from large
to small scales. After encountering a dip in its amplitude, the spectrum can acquire steep
slopes with a spectral index up to ns − 1 = 8, to then relax to a more gentle growth
towards its peak as found in previous literature. After the peak associated with the non-
attractor phase, the spectrum amplitude then mildly decays, during a transitional stage
from non-attractor back to attractor evolution. Our analysis indicates that this gradient
approach offers a transparent understanding of the contributions controlling the slope of
the curvature spectrum. As an application of our findings, we characterise the slope in
frequency of a stochastic gravitational wave background generated at second order from
curvature fluctuations.
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1 Introduction
Primordial black holes can constitute a fraction of dark matter [1–3]. This possibility
has been reinvigorated by the works [4–6], after the LIGO-Virgo detection of gravitational
waves from black hole merging events. See e.g. [7] for a thoughtful discussion of arguments
in favour of this hypothesis. The production of primordial black holes (PBHs) is associated
with the collapse of curvature perturbations at small scales. Starting with [8, 9], many
works over the years investigated the possibility to produce PBHs during cosmological
inflation. One needs dedicated mechanisms to amplify the curvature power spectrum by
several orders of magnitude between the large CMB scales, and the smaller scales associated
with PBH formation. See e.g. [10, 11] for reviews. Given that CMB observations are
consistent with single-field inflation, it is important to clarify the conditions to obtain
a growth of the curvature power spectrum in single-field scenarios, see e.g. [12–16]. A
possibility is that the scalar field driving inflation rolls through a slow-roll phase – while
it produces curvature fluctuations at the scales probed by the CMB observations – to
then pass over a near-inflection point of its potential, leading to a phase of ultra slow-roll
associated with PBH production. The physics of inflationary dynamics during phases of
ultra or constant-roll inflation have been explored for example in [17–25].
Given the interest of this subject for connecting the physics of the early universe with
the dark matter problem, it is important to develop a reliable formalism, which allows
one to acquire an analytical understanding of the features of the growing curvature power
spectrum during non-attractor inflation. Ideally, such formalism should be physically trans-
parent, and flexible enough to be applied also to cases where the inflationary potential is
non-monotonic, being characterised by local maxima and minima. Such kinds of poten-
tial are motivated and explored in explicit string theory constructions [26–28]. A possible
framework to study these possibilities in string theory is axion monodromy [29, 30], which
realise natural inflation potentials [31] (see also [32–38]). In these scenarios, inflationary
evolution can enter to non-attractor phases, during which one of the slow-roll conditions
are not satisfied [16], and the amplitude of curvature perturbation becomes several orders
of magnitude larger than its amplitude at CMB scales, as anticipated above. A consistent
approach for analysing the behavior of curvature fluctuations during the transition inter-
vals between attractor and non-attractor phases has been implemented in the interesting
work [39], making use of Israel junction conditions [40, 41] to match the mode functions of
curvature perturbation at different epochs. The study performed in [39] provides an ana-
lytical understanding for the presence of a spiky dip, that usually precedes a rapid growth
in the power spectrum of curvature perturbation in inflationary scenarios where transition
to transient non-attractor phase is realised through monotonic potentials1. It then finds
that the maximal slope of the curvature power spectrum growth, well far from the dip, is
1As we will show in Section 3, such a background during the non-attractor phase can be parametrized
by the second slow-roll parameter satisfying η ≥ −6.
2
characterised by a spectral index ns − 1 = 4, before reaching a peak associated with a
non-attractor era. The more recent work [42] determined that a slightly steeper growth is
possible if a prolonged intermediate stage of non-slow-roll expansion occurs between the
standard slow-roll attractor, and the non-attractor epochs.
In this work we instead propose to adopt a method based on a gradient expansion for
solving the mode equation of curvature perturbation. This method, first introduced in [43]
and extended here, is especially appropriate to analytically investigate the behaviour of the
curvature spectrum for scales that immediately follow the location of the aforementioned
dip and for scales preceding the peak. For a range scales following the dip – whose extension
usually depends on the model parameters – growth of the spectrum is characterized by a
large spectral index (up to ns−1 = 8), that then reduces to smaller values, (i.e. ns−1 . 3)
towards the peak. A good analytic control on these regimes can be important to fully
characterise the growth rate of the curvature spectrum in generic scenarios of inflation
with non-attractor epochs. Furthermore, the method on gradient expansion we adopt here
allows us to re-derive the results of [39, 42] on the asymptotic slope of the spectrum well
after the dip occurs, in terms of easy-to-handle analytic formulas. Making use of duality
arguments developed in [43–48], we also get analytic control, in representative scenarios,
on the behavior of the scalar power spectrum after the peak in the power occurs: i.e. for
modes associated with the transition from non-attractor to final attractor phase that we
dub as graceful exit epoch. Our findings can find several applications. For definiteness,
we investigate how the new features that further characterise the slope of the curvature
spectrum (the steeper growth right after the dip, the gentle decrease after the peak in
the spectrum) affect the spectrum of gravitational waves generated at second order by the
strong amplification of curvature fluctuations [49–51].
This paper is organised as follows. In Section 2, we discuss and extend the formalism first
introduced in [43], and we analyse why it is important for the problem under consideration.
In Section 3 we apply it to various examples, and show how it can allow us to analytically
investigate properties of the slope of the curvature spectrum. In Section 4 we apply our
results to the production of a stochastic background of induced gravitational waves. We
conclude in Section 5. Four technical Appendixes contain details of our calculations.
Conventions: We will use natural units, ~ = c = 1, with reduced Planck mass M2pl =
(8piG)−1. Our metric signature is mostly plus (−,+,+,+). The background metric is a
FRW universe with line element ds2 = a2(τ) (−dτ 2 + d~x2). The primes on time dependent
quantities denote derivatives with respect to conformal time τ . During inflation, we take
a(τ) = 1/(−Hτ) with H is the physical Hubble rate.
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2 Enhanced curvature perturbations in single field inflation:
the role of the decaying mode
We consider a system of a single scalar field minimally coupled to Einstein gravity with
standard kinetic terms, described by the Lagrangian
L = √−g
{
M2pl
2
R− 1
2
(∂φ)2 + V (φ)
}
, (2.1)
where V (φ) is the potential of the scalar field φ. Expanding the fluctuations of the scalar
field and the metric around a FLRW background, the gauge invariant curvature perturba-
tion R satisfies the following equation in Fourier space [52]:
1
z2(τ)
[
z2(τ)R′k(τ)
]′
= −k2Rk(τ) , (2.2)
where the ‘pump field’ z is defined as z ≡ a φ˙/H. More general single-field scenarios of
inflation, with non-canonical kinetic terms or with non-minimal couplings between φ and
the metric, lead to an equation with the same structure, but with a more general definition
for the pump field: see e.g. [53] (we will comment on this possibility in Section 4).
In this Section, we take eq. (2.2) as our starting point to analyze amplification of power
spectrum in models that include phases of non-slow-roll inflation, where the would-be
decaying mode starts to grow instead of rapidly decay after horizon exit. This can occur
in scenarios that leave slow-roll phase to enter a short epoch of non-attractor inflation, as
in ultra-slow-roll and constant-roll scenarios we discussed in the Introduction. If certain
conditions are satisfied, the statistics of curvature fluctuations during the attractor and
non-attractor era can be analytically related in terms of Wands’ duality [44].
On the other hand, the behaviour of fluctuations that leave the horizon during the
epoch(s) that leads towards the non-attractor era – including an initial slow-roll phase, and
possibly an intermediate phase where slow-roll conditions are violated – is less amenable
to analytic descriptions. This is unfortunate since, in some situations, most of the en-
hancement of the spectrum occurs precisely during this phase. It is then interesting to
characterize the slope of scalar power spectrum during this interval [39]. To analyse this
epoch, we make use of a convenient gradient expansion, introduced in [43], to handle so-
lutions of eq. (2.2). In Sections 2.1 and 2.2 we review and further develop the formalism
of [43], and in Section 2.3 we apply it to derive compact formulas for the evolution of the
spectrum of curvature fluctuations at super-horizon scales. Such formulas intend to be
sufficiently general to describe inflationary phases where slow-roll conditions are violated,
and to describe features of the power spectrum that have not been much analytically inves-
tigated in the literature so far. In Section 2.4 we will make general comments on physical
implications of the derived results, before focussing on specific scenarios in Section 3.
4
2.1 Growing and decaying mode: general considerations
We review and extend an approach based on gradient expansion to the solution of the evo-
lution equation (2.2) of curvature perturbation, first introduced in [43]. For our purposes,
we shall need to push the expansion at next order with respect to [43].
We start our discussion with the realization that for any wave-number |~k| = k, the mode
equation of curvature perturbation in (2.2) has two independent solutions uk(τ) and vk(τ),
whose Wronskian Wk = v
′
kuk − u′kvk satisfies the following relation2
W ′
W
= −2z
′
z
=⇒
(
vk
uk
)′
=
Wk
u2k
∝ 1
z2u2k
. (2.3)
In this expression, we can immediately identify uk as the late time asymptotic solution for
τ → τ∗, with τ? indicating an arbitrarily late time during inflation. Using the relation in
(2.3), we can then relate the decaying mode to the growing mode as
vk(τ) ∝ uk(τ)
∫ τ∗
τ
dτ ′
z2(τ ′)u2k(τ ′)
. (2.4)
Here, we defined vk as the decaying mode asymptotically in the future, for τ → τ∗; but it
does not necessarily start to decay right after horizon crossing. Without loss of generality,
we may also assume
vk(τk) = uk(τk) , (2.5)
where τk denotes a initial time after the mode crosses the horizon, beyond which the vk
mode starts to differ from uk. This identification allows us to express the decaying mode
as
vk(τ) = uk(τ)
D(τ)
D(τk)
, (2.6)
where we defined the function D as
D(τ) ≡ 3Hk
∫ τ∗
τ
dτ ′
z2(τk)u
2
k(τk)
z2(τ ′)u2k(τ ′)
. (2.7)
This quantity shall play an important role in what follows: it controls the relative size of
the mode vk with respect to the mode uk. We note that in eq. (2.7), the factor of 3Hk
(with Hk = a(τk)H(τk)) is introduced to render the function D(τ) dimensionless.
In terms of the solutions uk and vk, we may write the general solution for the curvature
perturbation Rk as a linear combination of growing and decaying mode solutions as
Rk(τ) = αk uk(τ) + βk vk(τ) , (2.8)
2This follows directly from the mode equation (2.2).
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where αk, βk are arbitrary complex numbers, that without loss of generality can be chosen
to satisfy αk+βk = 1. In light of our discussion so far, we emphasize two important points:
• In cases where |αk|  1 or |βk|  1, the amplitude of the curvature perturbation
Rk at around horizon crossing, τ = τk (i.e. Rk(τk) = uk(τk)), can differ significantly
from the growing mode contribution αkuk(τk). In such a situation, the contribution
from both terms in eq. (2.8) almost cancel each other out at τ = τk, leaving a small
initial amplitude for Rk at τ = τk.
• On the other hand, such situation would lead to a large final amplitude for the
curvature fluctuationRk after the decaying mode becomes negligible. In other words,
the late time amplitude of perturbation, Rk(τ∗) = αkuk(τ∗), can differ significantly
from its initial amplitude, Rk(τk) = uk(τk), either because uk(τ∗)  uk(τk) with
|αk| ∼ O(1), or because |αk|  1 while uk(τ∗) = uk(τk).
As we will show later in Section 2.2, we can exploit the ambiguity in defining the
growing mode to focus on the latter case (uk(τ∗) = uk(τk)), allowing us to relate the
late time amplitude of the curvature perturbation to that of the initial amplitude at
τk, purely in terms of a k-dependent complex number αk.
In terms of Rk and its derivative at the initial time τ = τk, an explicit expression for
αk can be found starting from the following relations
Rk(τk) = uk(τk), (2.9)
R′k(τk) = u′k(τk)−
3(1− αk)Hkuk(τk)
D(τk)
, (2.10)
where we have used (2.6) and (2.7). Combining the two expressions above, αk can be
described in terms of the initial conditions at τ = τk as
αk = 1 +
D(τk)
3Hk
[R′k
Rk −
u′k
uk
]
τ=τk
. (2.11)
This equation demonstrates that |αk| (and hence |βk|) can become large if the curvature
perturbation is not solely controlled by the growing mode uk at around horizon crossing. In
other words, this can happen when Rk is contaminated by a large decaying mode through
the second term in (2.8) and in our setup this occurs when
|βk| ≡
∣∣∣∣D(τk)3Hk
[R′k
Rk −
u′k
uk
]
τ=τk
∣∣∣∣ 1. (2.12)
We now apply these formulas to the study of the evolution equations for the modes at
super-horizon scales.
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2.2 Solving the mode equations at super-horizon scales
The solution (2.8) of the curvature perturbation in Fourier space, employed with the ex-
pressions (2.6) and (2.7), provides a general expression for Rk in terms of the growing
mode function uk, for any wavenumber k. In this section, we make use of a long wave-
length expansion of the growing mode function uk, in order to make analytical progress
in determining the shape of the power spectrum. For this purpose, we make use of the
gradient expansion discussed in [43, 54] 3.
We start with the following Ansatz
uk(τ) =
∞∑
n=0
u(2n)(τ) k2n , (2.13)
and plug it into the evolution equation (2.2) to get
z−2
([
z2u(0)
′
(τ)
]′
+
∞∑
n=1
[
z2u(2n)
′
(τ)
]′
k2n
)
= −
∞∑
n=1
u(2n−2)(τ)k2n. (2.14)
For small wavelengths, k → 0, we take the leading order solution of the growing mode
function to be a constant quantity, u(0), as can be seen from the eq. (2.14) setting k = 0.
Using this leading order solution, we can generate solutions to the growing mode function
for small but finite k, by solving the following equation at any desired order
z−2(τ)
[
z2(τ)u(2n)
′
(τ)
]′
= −u(2n−2)(τ), n = 1, 2, . . . (2.15)
The general expression for each u(2n)(τ), n > 1 is given by the homogeneous plus a partic-
ular solution of of eq. (2.15):
u(2n)(τ) = C(2n)1 + C(2n)2
∫ τ∗
τ
dτ ′
z2(τ ′)
+
∫ τ∗
τ
dτ ′
z2(τ ′)
∫ τ ′
τk
dτ ′′z2(τ ′′)u(2n−2)(τ ′′), (2.16)
for n = 1, 2, . . . where C(2n)1 and C(2n)2 are arbitrary integration constants. In order to fix
the integration constants, we require that in the late time limit τ → τ∗, and at initial
time τ = τk, the growing mode function converges to its leading order growing solution,
i.e. uk(τ∗) = uk(τk) = u(0). These requirements select the conditions
C(2n)1 = 0 , (2.17)
C(2n)2 = −
(∫ τ∗
τk
dτ ′
z2(τ ′)
)−1 ∫ τ∗
τk
dτ ′
z2(τ ′)
∫ τ ′
τk
dτ ′′z2(τ ′′)u(2n−2)(τ ′′) . (2.18)
3Similar solutions for the cosmological perturbations are also discussed in [52, 55].
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By introducing the quantity4
D(0)(τ) = 3Hk
∫ τ∗
τ
dτ ′
z2(τk)
z2(τ ′)
, (2.19)
we can write the solution for the mode functions expanded up to order k4 as (this approach
was implemented up to order k2 in the work [43]: if needed, it can be pushed to arbitrary
order in a k2n expansion)
u(2)(τ) =
(
− D
(0)(τ)
D(0)(τk)
+
F (τ)
F (τk)
)
F (τk)u
(0) , (2.20)
u(4)(τ) =
(
− D
(0)(τ)
D(0)(τk)
+
G(τ)
G(τk)
)
G(τk)u
(0) . (2.21)
In the previous expressions we introduce the following integrals
F (τ) =
∫ τ∗
τ
dτ ′
z2(τ ′)
∫ τ ′
τk
dτ ′′z2(τ ′′) , (2.22)
G(τ) =
∫ τ∗
τ
dτ ′
z2(τ ′)
∫ τ ′
τk
dτ ′′z2(τ ′′)
[
−D
(0)(τ ′′)
D(0)(τk)
+
F (τ ′′)
F (τk)
]
F (τk) . (2.23)
which involve integrations of combinations of the pump field over a possibly large time
interval between τk and τ?.
As anticipated in Section 2.1, these considerations imply that the expression for uk as
defined in (2.13) include parts that behave like the decaying mode function – see e.g. terms
inside u(2) (2.20) and u(4) (2.21) containing the function D(0) which at leading order can
convert ‘growing’ into ‘decaying’ modes. Notice that in u(2) (2.20) and u(4) (2.21), such
contributions cancel each other at τ = τk so to ensure the condition uk(τk) = u
(0) =
uk(τ?).
2.3 Characterization of the spectrum of curvature perturbations
In order to make some observations about the behavior ofRk at late times, we first re-write
the general solution of the curvature perturbation as
Rk(τ) =
[
αk + (1− αk) D(τ)
D(τk)
]
uk(τ), (2.24)
where we replaced βk using βk = 1− αk and (2.6) following our discussion in Section 2.1.
Using eq. (2.24) for the curvature perturbation, it is easy to realize that at late times
Rk(τ∗) = αkuk(τ∗) = αku(0), while at around horizon crossing Rk(τk) = uk(τk) = u(0).
Hence, if the complex factor |αk| is large, it provides an amplification of the curvature
4We will see that this is the leading order term in the gradient expansion of the function D(τ) in (2.7).
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perturbation at late times. The arguments we have presented so far in this section are
general and valid for any wavenumber k. However, in order to make analytical progress
for the characterization of the power spectrum of curvature perturbation in terms of the
enhancement factor, we will consider the formulas we developed based on the gradient
expansion in Section 2.2.
In what follows, we focus on the gradient expansion method we developed earlier to find
an explicit expression for the complex enhancement factor αk. For this purpose, we first
use the expansion of the growing mode in (2.13) together with eqs. (2.20) and (2.21) and
note that, up to order k4,
u′k(τ)
uk(τ)
∣∣∣∣
τ=τk
= 3Hk F (τk)
D(0)(τk)
k2 + 3Hk G(τk)
D(0)(τk)
k4, (2.25)
where we have used F ′(τk) = G′(τk) = 0 and D(0)
′
(τk) = −3Hk. Plugging eq. (2.25) in the
general expression of the enhancement factor in (2.11), we note
αk = 1 +D(τk)vR − D(τk)
D(0)(τk)
[
F (τk)k
2 +G(τk)k
4
]
, (2.26)
where we defined the fractional complex velocity of the curvature perturbation at the initial
time τ = τk as R′k
3HkRk
∣∣∣∣
τ=τk
≡ vR . (2.27)
In order to reach at a final expression for αk, we need to derive a simple expression for the
function D(τk) (2.7) appearing in eq (2.26). For this purpose, we use the expansion of the
growing mode uk(τ) in (2.13) together with eqs. (2.20) and (2.21) to express the function
D(τ) in eq. (2.7) in terms of a gradient expansion as
D(τ) = D(0)(τ) +
∞∑
n=1
D(2n)(τ) k2n, n = 1, 2, . . . (2.28)
where the lowest order expression is nothing but the function D(0)(τ) we introduced earlier
in eq. (2.19), while terms associated with higher powers of k are denoted by D(2n)(τ).
In order to decide at which order we need to truncate the expression of D(τ) above,
we focus on the general expression we wrote earlier in eq. (2.24) and notice that the
terms appearing inside the square brackets are essentially contributions that arise from
the growing and decaying mode respectively. In this expression, by construction αk and
1 − αk (βk) are of the same order in terms of k. Therefore, in order to have a consistent
gradient expansion for Rk, we need to truncate the function D(τ) appearing in the second
term to its leading order value given by D(0)(τ). For example, expanding D(τ) up to next
to leading order would create an asymmetry between the first and second term in (2.24)
with respect to k expansion as the term given by (1 − αk)(D(τ)/D(τk)) would be higher
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order in k compared to the first term given by αk. Therefore, for consistency, in the rest
of this paper, we take
D(τ)→ D(0)(τ). (2.29)
In light of these arguments, the expression for complex enhancement factor αk in (2.26)
simplifies to be
αk = 1 +D
(0)(τk)vR − F (τk)k2 −G(τk)k4. (2.30)
This expression for αk is remarkably simple, and can guide us in understanding the
behavior of the curvature perturbation on super horizon scales. The only extra input
that we require is the fractional velocity vR of the curvature perturbation, which can be
estimated analytically for a given background (See Appendix A).
In a standard slow-roll background, the pump field z ≡ aφ˙/H increases rapidly with
time, proportionally to the scale factor a. For modes that leave the horizon during such
regime, typically R′k/(3HkRk)  1 (See e.g. eq. (A.7)). On the other hand, as can
be verified explicitly, the functions satisfy D(τk), F (τk), G(τk)  1 in the regime where
the pump field is increasing monotonically. This implies that αk ≈ 1, leading to the
conclusion that no enhancement in the curvature perturbation can occur for an always
slow-roll background.
However, there can be situations where the coefficients of the O(k2) and O(k4) correc-
tions to (2.30) can become important after horizon crossing. This happens if the slow-roll
conditions are violated for a certain interval during which the amplitude of the pump field
z decreases substantially. Since the quantities in eqs. (2.22), (2.23) involve integrations
over time intervals that include this epoch, this fact can considerably increase the value of
αk.
For example, if the modes experience a short epoch of background evolution where the
pump field is decreasing over time, i.e. z ∝ τ p with p > 0 during τk < τ < τ0 (with τ0 < τ∗),
then the contribution to the functions D, F , G can grow during τk < τ < τ0. Hence, the
curvature perturbation Rk can evolve between horizon exit τk and the asymptotic limit τ?,
due to a contamination of potentially large contributions, that would correspond to the
would-be decaying modes in standard slow-roll backgrounds.
In such situations, it is convenient to evaluate the power-spectrum long after the end of
the non-slow-roll era, which we identify by τ∗. Using Rk(τ∗) = αkRk(τk), we can relate the
dimensionless curvature power spectrum at late times τ∗ to the power spectrum at time
τ = τk around horizon crossing as
PR(τ∗) ≡ k
3
2pi2
〈Rk(τ∗)Rk′(τ∗)〉 = |αk|2PR(τk)δ(~k + ~k′), (2.31)
where |αk|2 = (αRk )2 + (αIk)2 and we split αk into its real and imaginary parts, defined by
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the following expressions up to order O(k4),
αRk = 1 +D
(0)(τk)v
R
R − F (τk)k2 −G(τk)k4, (2.32)
αIk = D
(0)(τk)v
I
R. (2.33)
In order to write this expression, we also decomposed the complex fractional velocity as
vR = vRR + i v
I
R.
2.4 General comments on the results so far
In the next Section we will study examples of single field inflation models leading to an
enhancement of the scalar power spectrum on super-horizon scales. But before considering
any specific set-up, we can make three general comments on the formulas obtained so far:
• The method introduced in [43], that we use and extend in this work, is based on a
gradient expansion, and it allows one to systematically study the spectrum of cur-
vature perturbations in scenarios that violate slow-roll. It represents an alternative
approach with respect to a method based on Israel matching conditions among differ-
ent phases, as implemented in [39], although the two methods give the same results
when applied to the same situations.
Formula (2.31) shows clearly that the spectrum of curvature fluctuations can change
after crossing the horizon, acquiring scale-dependent contributions that can be large
outside a slow-roll regime. Notice that the |αRk |2 contribution to eq. (2.31), using
the results of eq. (2.32), can lead to large powers of k. We shall find that they can
enhance the growth of the curvature spectrum to large slopes (with powers up to k8)
in some intervals of scales, before relaxing to milder slopes towards the peak ot the
spectrum.
• Expressions (2.31), (2.32) suggest that when a certain combination of terms propor-
tional to D(0)(τk), F (τk), G(τk) is negative and sufficiently large, there is a critical
scale k at which the contributions depending on momentum k become of order one,
leading to a dip in the power spectrum when αRk = 0 (See eq. (2.32)). This phe-
nomenon was already pointed out in various works (see e.g. [12, 56–58]) and under-
stood analytically in [39] using the aforementioned method of matching conditions.
(The same feature was also analyzed in a specific model in [43].) In fact, formulas
(2.31), (2.32) allow us to understand in a transparent way the physical origin of such
a dip. They inform us that at the dip the spectrum acquires the minimal value
PR(τ∗) = |αIk|2PR(τk), with αIk given in eq. (2.33). The value of the scale where
the dip occurs, kdip, can be found accurately solving an algebraic equation: we shall
discuss it in Section 3.1 in terms of a representative example.
• While our formulas can be used for studying the initial phase of transition between
slow-roll and non-slow-roll phases, it is also interesting to explore whether we can
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describe the spectrum for modes leaving the horizon at a later stage, during the
epoch connecting the non-attractor to attractor phase that follows the peak in the
spectrum. This phase is usually expected in scenarios where the non-slow-roll regime
represents a transitory period between two more prolonged eras of slow-roll inflation.
Our formulas are general and can applied to study the epoch after the peak in the
spectrum. On the other hand, such regime can also be investigated using duality
arguments that generalize the results of [43, 44] (see also [58] for a detailed analysis
of the physical implications of Wands’ duality). We will explore this topic in specific
scenarios of constant slow-roll inflation in Section 3.3.
3 Enhancement of Rk in Single Field Inflationary Scenarios
Having developed formulas that can account for the amplification of the curvature pertur-
bation on large scales, in this section we focus on examples in the context of single field
canonical inflation where the scalar potential exhibits a local minimum followed by a local
maximum (see e.g. [26–28], as well as the set of articles discussed in the Introduction).
Our aim is to analytically characterize the curvature spectrum, including the initial phase
of very steep growth that follows a spiky dip in the amplitude. Moreover, we aim to get an
alternative, physically transparent understanding of the results of [39, 42] concerning the
asymptotic slope of the growing power spectrum using the gradient approach of Section
2.3.
When the scalar field encounters a local minimum followed by a local maximum while
rolling over the potential, the system enters into a non-attractor era5 called constant roll
inflation until the field traverses the local maximum. Contrary to the standard slow-roll
case, during such an era, the acceleration of the scalar is mainly balanced by the Hubble
friction term in the Klein Gordon equation, implying a violation of one of the slow-roll
conditions [23, 45, 63],
φ¨+ 3Hφ˙+ V ′(φ) = 0 =⇒ δ ≡ − φ¨
φ˙H
= 3 +
V ′
φ˙H
≥ 3, (3.1)
where the slope of the potential is negative between the minimum and the maximum
V ′ < 0. Here, we adopt the convention that φ˙ < 0, so the scalar field rolls from large to
small values.
In terms of the more conventional notation of the slow-roll parameters, this phase cor-
responds to a large negative η = 2 − 2δ ' −2δ ≤ −6 where the second equality follows
5The scalar potential has a very small slope between the location of the minimum and maximum during
this phase, i.e. |V ′|/V 0. As the field traverses this flat portion of the potential, it slows down en enormous
amount during which quantum effects may become important [58–62].
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from the fact that for a constant η
d ln 
dN
≡ η =⇒  ∝ eηN , (3.2)
where N denotes the elapsed number of e-folds during this phase. Therefore, as long as
this phase proceeds,  will become exponentially small and negligible.
In our analysis of the enhancement of the power-spectrum on super-horizon scales, we
consider two different systems, that are analogues of the Starobinsky’s model [64]. First,
we match an initial slow-roll era with η = 0 to a constant roll era with η ≤ −6 (Model
1). Although quantitatively sufficient to capture the enhancement, this model requires an
instant match between two phases. In a more realistic setup, the transition between two
phases should be more gradual. Therefore, we also consider a 3 phase model where there
exist an intermediate stage characterized by an constant −6 ≤ ηi < 0 between the slow-roll
and constant-roll phase (Model 2). In both cases, to characterize the enhancement of the
spectrum, we match the pump field z = a(τ)
√
2(τ)Mpl between phases of constant η.
3.1 Model 1: an instant transition between a slow-roll and a non-attractor
phase
We consider a scenario that smoothly connects an initial slow-roll era ηsr = 0 to a non-
attractor era with a constant ηc < −6. The pump field z is assumed to have a profile:
z(τ) =

z0
(
τ
τ0
)−1
τ
τ0
≥ 1 ,
z0
(
τ
τ0
)−(ηc+2)/2 τf
τ0
≤ τ
τ0
≤ 1 ,
(3.3)
where we defined τ0 as the transition time to the constant-roll era, τf as the conformal time
when the constant-roll era ends, z0 = −a0
√
2srMpl with constant sr and a = −1/(Hτ)
with a constant Hubble rate H during inflation.
We wish to determine the corresponding growth rate of the power spectrum. For this
purpose, we focus on modes that leave the horizon during the initial slow-roll era where
most the enhancement in the power spectrum occurs, i.e. modes satisfying τk/τ0 > 1 or
equivalently
k/H0 < ck ≤ 1,
where −kτk = ck is a fixed number, corresponding to an additional parameter in our
analysis. The value of ck ≤ 1 sets the size of a mode k with respect to the size of its
corresponding horizon at the initial time τ = τk. In order to determine the shape of the
power spectrum, we use the formula given (3.24), which can be re-written for the model
under consideration as
PR(τf ) ≡ |αk|2As(τk) , (3.4)
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where the amplitude of the power spectrum at τk is given by
As(τk) = k
3
2pi2
|Rk(τk)|2 = H
2
8pi2srM2pl
(
1 + c2k
)
. (3.5)
In (3.4), we evaluated the final power spectrum at τ∗ → τf , i.e. at the end of the non-
attractor era and the expression in (3.5) is the power spectrum evaluated at τ = τk using
the formula6 in eq. (A.6).
To quantify the enhancement and characterize the shape of the power spectrum, we
calculate the integrals appearing in the complex enhancement factor αk (2.30). Details
on this analytic calculation of functions D(0)(τk), F (τk) and G(τk) appearing in (2.30) are
given in Appendix B. All the integrals associated with these functions can be performed
analytically. The values of these functions depend on τk, on the slow-roll parameters, and
are exponentially sensitive to the duration (in e-folds) of the non-attractor era. As we shall
see concretely in an example, for relatively small values of the wavenumber k there is an
interval in k where the contributions weighted by Fk or even Gk in eq. (2.32) dominate.
The first important consequence of this fact is a dip in the spectrum. This occurs at
a critical scale kdip where the quantity α
R
k vanishes (see the arguments we anticipated
in Section 2.4), associated with sizeable contributions of Fk or even Gk. Using analytic
formulas based on a gradient expansion up to order k5 (See Appendixes B and C), the
exact location kdip corresponds to the positive real root of the following algebraic equation
on this variable:
αRk ' 1 + CD0 vRR − c2k CF−2 − c4k
(
7
360
− C
F
−2
15 CD0
)
−
[
CF0 + c2k
(
CG1−2 −
CF0
15 CD0
)](
kdip
H0
)2
−
[CF1
ck
+ ck
(
CG1−1 −
1
CD0
(
CF−2 CG21 +
CF1
15
))](
kdip
H0
)3
− CG10
(
kdip
H0
)4
− c−1k
(
CG11 −
CF−2 CG23
CD0
)(
kdip
H0
)5
= 0 (3.6)
where the coefficients C can be read from Appendix B and C. (Interestingly, this formula
can generally apply to any model discussed in this paper, not only for Model 1, as long
as we limit to consider models that leave the horizon still in the slow-roll regime.)
Right after the dip occurring at the scale kdip, a dramatic enhancement of the spectrum
occurs, with a spectral index ns − 1 = 8, before relaxing to more gentle slopes at larger
values of k towards the peak in the spectrum. To understand better this phenomenon, we
focus on the final value of the power spectrum with respect to its value at around horizon
6The reader may find the Appendixes useful where we provide most of the technical details of the
calculations presented here.
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Figure 1. The shape of the power spectrum in Model 1 for modes that leave the horizon during
the slow-roll era, i.e. xk > 1 → k/H0 < ck (Left). Comparison of individual terms in the
enhancement factor αk in (2.32) and (2.33) for the same model. In both plots, we take ηc = −6.8
during ∆N = 2.76 e-folds of non-attractor evolution and set the initial time τk such that all modes
we consider satisfy −kτk ≡ ck = 0.7. In these plots, the vertical dashed gray line represents the
wave-number at which a dip in the power spectrum occurs.
crossing τk ,
PR(τf )
As(τk) = |αk|
2 = (αRk )
2 + (αIk)
2 (3.7)
where αRk and α
I
k are given as in (2.32). For convenience, we re-write the modulus square
of the enhancement factor |αk|2 in (3.7) as
PR(τf )
As(τk) =
(
αRk (Gk = 0)
)2
− 2 αRk (Gk = 0) Gk k4 + (Gk)2 k8︸ ︷︷ ︸(
αRk
)2
+
(
D
(0)
k v
I
R
)2
︸ ︷︷ ︸(
αIk
)2
, (3.8)
where we use a shorthand notation for the functions evaluated at τk as fk ≡ f(τk),
and define the real part of the enhancement factor excluding higher order k4 corrections
(i.e. Gk = 0) as α
R
k (Gk = 0) ≡ 1 + D(0)k vRR − Fkk2. Recall that a similar analysis on the
shape of the power spectrum is discussed in [43], where the authors considered inflationary
scenarios that exhibit a transient ultra-slow roll era ηc = −6 [64]. Compared to [43], in
our formulas we include higher order k corrections that are parametrized by the function
G(τk) in (3.8). These contributions lead to the larger slopes of the spectrum right after the
dip, precisely due to the contributions of Gk. Our approach emphasizes the importance
of such higher order corrections in precisely establishing the shape of the power spectrum
in inflationary scenarios that include a non-attractor era with ηc ≤ −6 – for example
motivated by non-monotonic potentials where local minima is followed by local maxima
[27, 28]. Although this initial dramatic enhancement after the dip is typically a transient
stage that dies off fast, it would be interesting to use the general formulas we provide in
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the Appendix for determining explicit models where its duration can be prolonged. We
comment on these possibilities towards the end of this Section, and we next concentrate
on a representative example to concretely understand the behaviour of the spectrum.
We plot the final power spectrum (3.8) in Figure 1 for a scenario describing a slow-
roll era smoothly connected to a non-attractor era with ηc = −6.8, lasting ∆N = 2.76
e-folds. These values are chosen in order to have an enhancement of the power spectrum
of order 107, as required for generating Primordial Black Holes (PBHs) during a radiation
dominated era.
Let us discuss our results:
• In Figure 1, as anticipated above, we notice a dip at a critical wave-number kdip
(shown by vertical dashed gray line) before the growth in the scalar spectrum begins.
This phenomenon is due to the fact that the enhancement factor in (3.7) approaches
to its zeros in k space. I.e., when the sum of terms proportional to the functions
D
(0)
k , Fk, Gk cancels out the order one number in the real part of enhancement factor
in (2.32). (See also [39, 43].) This can be seen clearly from the right panel of Figure
1 when the sum of dominant terms approaches to unity.
• The power spectrum is characterised by high powers of k soon after the dip oc-
curs, which gradually relaxes to smaller and smaller slopes as the wave-numbers
increase. The reason for this behaviour is clearly visible in the right panel of Fig-
ure 1: the presence of the function Gk in (3.8) introduces higher order corrections
in the enhancement factor and when it becomes the dominant term for the range
of scales shown in the right panel of Figure 1, it leads to the behaviour where
the slope of the power spectrum decays in a cascade manner to smaller slopes ∝
k8 → k6 → k4 → k3. On the other hand, towards the peak of the power spectrum,
i.e. k/H0 → ck, higher order k corrections become less important compared to the
other terms, i.e. D
(0)
k v
R
R, D
(0)
k v
I
R, Fkk
2  Gkk4, see e.g. right hand side plot of Figure
1. Armed with this knowledge, we plot the expression in (3.8), setting Gk = 0 which
amounts to neglecting the last two terms proportional to k4 and k8 in (3.8). Figure
2 shows the resulting power spectrum towards the peak, i.e. for modes that exit the
horizon close to the transition time (τ0) to the non-attractor era. As a reference, we
plot the red dashed line with a slope proportional to k4, the maximal slope found
in [39] that can be attained in this kind of scenarios. Our plot confirms that the
power spectrum of Model 1 acquires at most a slope proportional to k4 towards the
peak of the spectrum, as k/H0 → ck [39]; on the other hand, our formulas are able
to analytically catch the sub-leading effects that control the spectral evolution right
after the dip.
In summary, this representative example shows that our analytic approach based on a gra-
dient expansion allows one to precisely characterise the spectrum of curvature fluctuations
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Figure 2. The shape of the power spectrum in Model 1 for modes that leave the horizon close
to the transition time τ0 to the non-attractor era, i.e. xk → 1 or k/H0 → ck and a reference
curve (red dashed) with a slope of k4. In this plot, we have set Gk = 0 in the formula (3.8) as
higher order corrections are sub-dominant towards the peak of the spectrum.
for scenarios whose pump field can be described in terms of the profile in eq. (3.3). When
considering the slope right after the dip of the power spectrum, higher order corrections
proportional to the function G(τk) dominate over other terms appearing in |αk|2 (see eq.
(3.8)). This leads to a spectrum with a slope as high as k8 which gradually relaxes to
smaller slopes for larger k values, eventually reaching (at most) a k4 behaviour towards
the peak [39]. The corrections that we are able to analytically control can be important
in characterising spectra also in the regions right after the dip of the spectrum.
A natural question is whether we can parametrically extend the size of the interval in k-
space where the very steep initial slope holds, before relaxing to a more gentle k4 behaviour
in proximity of the peak. The answer depends on the parameters chosen, although we find
hard to provide an analytical formula for the size of such interval. In Appendix D we show
that the duration of steeper slopes is associated with our parameter ck (the larger it is,
the longer the steeper slopes last). It would be interesting to investigate this topic in more
general situations with more a richer structure for the pump field – possibly motivated by
potentials with feature – to see whether with more parameters the duration of the steeper
slopes can be made arbitrarily long.
In fact, the pump field profile for the Model 1 we are considering in this Section
assumes an instant transition between the slow-roll and the non-attractor phase. However,
in many scenarios that appeared in the literature, there exist intermediate phases between
the slow-roll and non-attractor era (see e.g. [27, 28]), and this fact can enhance the slope of
the spectrum towards the peak [42]. Therefore, an analysis including intermediate phase(s)
between slow-roll and non-attractor era is important to fully determine the shape of the
power spectrum, especially for modes that are close to the peak of the spectrum as such
modes are expected to exit the horizon during the intermediate stage. For this purpose,
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we will now turn to analyze the shape of power spectrum in a three phase model, that we
dub Model 2.
3.2 Model 2: an intermediate phase between attractor and non-attractor
We focus on a three phase background model, where the pump field is defined continuously
through the transitions between an initial slow-roll era with ηsr = 0, an intermediate era
with a constant ηi ≤ −1, and the final non-attractor era with constant ηc < −6. The
pump field is assumed to have a profile
z(τ) =

z0 e
∆N2
(
τ
τ0
)−1
τ ≤ τi
z0 e
(ηi+2)∆N2/2
(
τ
τ0
)−(ηi+2)/2
τi ≤ τ ≤ τ0
z0 e
(ηi+2)∆N2/2
(
τ
τ0
)−(ηc+2)/2
τ0 ≤ τ ≤ τf
(3.9)
where we normalize the τ dependence of the pump field with respect to τ0 (the transition
time to constant-roll era), and log(τi/τ0) = ∆N2 gives the duration of the intermediate
stage. The τi denotes the transition time when the system enters into the intermediate
phase after slow-roll era.
In this case, to determine the shape of the power spectrum, we again focus on modes
that exit the horizon before the background transitions into the final non-attractor phase,
i.e. τk/τ0. In order to capture the growth rate of the power spectrum in the current three
phase model, this implies that we need to distinguish two distinct cases: modes that exit
the horizon during the initial slow-roll era, i.e. τk/τ0 > τi/τ0 > 1; and modes that exit
the horizon during the intermediate phase, i.e. τi/τ0 > τk/τ0 > 1. Therefore, we split the
formula in (3.24) as
PR(τf ) = |αk|2
{
k3
2pi2
∣∣∣Rsrk (τk)∣∣∣2
}
= |αk|2
{
H2
8pi2srM2pl
(
1 + c2k
)}
,
τk
τ0
≥ τi
τ0
≥ 1 (3.10)
where we use the solution of the curvature perturbation during the slow-roll era (see
e.g. equation (A.6) in Appendix A). On the other hand, for modes exiting the horizon
during the intermediate phase, the power spectrum evaluated at the end of non-attractor
era takes the following form
PR(τf ) = |αk|2
{
k3
2pi2
∣∣∣Rintk (τk)∣∣∣2
}
, (3.11)
= |αk|2
{
H2
8pi2srM2pl
(
τk
τi
)2ν [
f 23 − 2yif3f4 + y2i (f 23 + f 24 )
f3(yi, yi, ν)2
]
τ=τk
}
,
τi
τ0
≥ τk
τ0
≥ 1
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Figure 3. Comparison of individual terms in the enhancement factor αk in (2.32) and (2.33)
where we assumed a non-attractor era with ηc = −6.8, ∆N3 = 2 and an intermediate phase
with ηi = −1 and a duration of ∆N2 = 7 (Left). Comparison of individual terms contributing
to the higher order corrections parametrized by G(τk) in (2.23) (Right). In both plots we take
−kτk ≡ ck = 0.3 and the dashed vertical red line indicates the separation for wave-numbers exiting
the horizon during slow-roll vs intermediate phase.
where y = −kτ , ν = (3+ηi)/2. The functions fα, α = 1, 2, 3, 4 appear inside the expression
for the curvature perturbation during the intermediate phase in (A.17). They are due to
a mode-by-mode matching procedure we employed for the curvature perturbation Rk(τ)
across the transition between slow-roll and intermediate phase, as we show in Appendix
A. In this way, we make sure that the expression given above is continuous across the
transition, i.e. at τk = τi, as can be checked from (3.11) and (3.10). In Appendix C we
shall provide the necessary formulas for the functions D(0)(τk), F (τk), G(τk) appearing in
the enhancement factor αk, for the three phase model we consider in this section.
3.2.1 On the steepest slope of the power spectrum
Recently, by considering a three phase model including a long-lasting (∆N2  O(1))
intermediate ηi = −1 phase, the work [42] determined the (so far) steepest slope of the
power spectrum towards the peak (i.e. well far from the dip), evading the conclusions
of [39]. In this Section we present a proof of this result using our approach, including a
detailed account of why and how this happens.
The first point to make is that the higher order corrections parametrized by the function
G(τk) = Gk are sub-leading compared to the other terms appearing in the enhancement
factor αk for the all range of k values. This is particularly true towards the peak of the
spectrum during the intermediate phase, i.e. cke
−∆N2 < k/H0 < ck as k/H0 → ck as both
terms contributing to the function Gk, i.e. the first and the second term in
G(τk) = G1(τk)− F (τk)
D(0)(τk)
G2(τk) (3.12)
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approximately cancel each other, resulting with a small final value for Gk
7:
G1(τk) ' F (τk)
D(0)(τk)
G2(τk) −→ G(τk) 1, for kH0 → ck (3.13)
These observations are illustrated in Figure 3, where we focus on a three phase model
with the following parameter choices: ∆N2 = 7,∆N3 = 2, ck = 0.3, ηc = −6.8, ηi = −1.
Therefore, for the whole range of k values, modulus square of the enhancement factor can
be simplified by the following expression,
|αsk|2 '
(
1 +Dk v
R
R − Fk k2
)2
︸ ︷︷ ︸(
αRk (Gk = 0)
)2
+
(
Dk v
I
R
)2
︸ ︷︷ ︸(
αIk
)2
. (3.14)
Using the simplified expression for the enhancement factor in (3.14), we can calculate the
power spectrum using the formula
PR(τf ) = |αsk|2
{
k3
2pi2
∣∣∣Rintk (τk)∣∣∣2
}
(3.15)
and compare it with the full result, including higher order corrections induced by the Gk
functions. The resulting shape of the full power spectrum (black solid line), together with
the approximation (pink-dashed line) we undertake, is shown in Figure 4. The perfect over-
lap of the approximated expression (3.15) with the complete expression in (3.11) including
the higher order corrections justifies our approximation in neglecting such corrections in-
cluding Gk function. Therefore we conclude that we can safely assume that (3.14) can be
used to parametrize the enhancement factor αk in this model.
Using the approximate expression (3.14), one can show that towards the peak of the
spectrum, k/H0 → ck, |αk|2 behaves in the following way
lim
k/H0→ck
|αsk|2 −→
(
k
H0
)4 [(
C˜F0 + C˜D2 vRR + C˜Fln(k/H0) ln
(
k
H0
))2
+
(
C˜D2 vRR
)2 ]
(3.16)
where the exact coefficients C˜ can be read from the equations (C.3) and (C.9) in Appendix
C. Note that a super-index indicates which function (among D(0)(τk), F (τk), G(τk)) the
coefficient belongs to, whereas the the sub-index indicates the order the coefficient belongs
to in terms of k/H0. On the other hand, we notice in the double limit of a long lasting
intermediate phase, ∆N2  1 and k/H0 → ck ' O(1) (towards the peak of the spectrum),
the variable yi = −kτi ≡ (k/H0) e∆N2 becomes much greater compared to unity, i.e. yi  1.
In this regime, the modulus square of the curvature perturbation during the intermediate
7Note the definitions of functions G1 and G2 in (B.12) and (B.14).
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Figure 4. Full power spectrum using (3.10) and (3.11) (black solid line) where we include k4
corrections parametrized by Gk function in the enhancement factor αk vs the approximated power
spectrum using the expression (3.15) with (3.14) (dashed pink line) (Left). On the right, we show
the same setup towards the peak of the power spectrum, where k5 ln(k)2 behavior implied by (3.18)
can be seen clearly. In these plots, the power spectrum is normalized with A¯s ≡ H2/(8pi2srM2pl)
and we have the following choices for the parameters: ∆N2 = 7,∆N3 = 2, ck = 0.3, ηc =
−6.8, ηi = −1.
phase is given by
k3
2pi2
∣∣∣Rintk (τk)∣∣∣2 ∆N21, k/H0→ck−−−−−−−−−−−→
yi1
y3−2νi × [Oscillating terms] ∝
(
k
H0
)3−2ν
, (3.17)
where we have used the expression (A.17) for |Rk|2 during the intermediate phase and
ν = (3 + ηi)/2. We note that behaviour of the curvature perturbation we obtained in
(3.17) is general, i.e. valid for any intermediate phase with a constant ηi value as far as
∆N2  1 and k/H0 → ck. Combining the two limiting behaviours we derived in eqs.
(3.16) and (3.17), towards the peak of the spectrum and for ηi = −1 (ν = 1), the power
spectrum as defined in (3.15) therefore behaves as,
lim
k/H0→ck
PR(τf ) ∝
(
k
H0
)5 [(
C˜F0 + C˜D2 vRR + C˜Fln(k/H0) ln
(
k
H0
))2
+
(
C˜D2 vRR
)2 ]
. (3.18)
For wave-numbers close to the peak of the spectrum, the behaviour of the full power
spectrum (black solid line) together with expected behaviour (pink dashed line) predicted
by the expression (3.18) are shown in the right panel of Figure 4. In accord with our
discussion above, the perfect overlap between two curves establishes how and why the
power spectrum obtains the steepest slope8, k5 ln(k)2 in a model where there exist a long-
lasting intermediate phase (ηi = −1) followed by a non-attractor phase (ηc = −6.8) with
∆N2 > ∆N3. Finally, we emphasize that the results we have obtained in this subsection
8Note that this slope is larger than k4 but smaller than k5.
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are not sensitive on the details of non-attractor era, as far as it last for a few e-folds
∆N3 ' O(1) with ηc ≤ −6. This is simply because, in the regime where the duration of
the intermediate phase is significantly larger than non-attractor phase, the behaviour of
the functions appearing in the enhancement factor (3.14) dictated predominantly by ∆N2
dependent terms.
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Figure 5. The shape of the power spectrum normalized by A¯s ≡ H2/(8pi2srM2pl) for wave-
numbers that exit the horizon before the transition to the non-attractor era, i.e. k/H0 < ck using
eqs. (3.10) and (3.11) (solid brown curve) (Left). Competing terms in the enhancement factor
αk in (2.32) and (2.33) using the same parameter choices (Right). In these plots, we have the
following choices for model parameters in Model 2: ∆N2 = 1.0,∆N3 = 2.2, ck = 0.7, ηc =
−6.8, ηi = −3.
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Figure 6. Approximated power spectrum (green dotted curve) using (3.14) with (3.15) and the
full result of the power spectrum (solid brown curve) using (3.11) are shown. Both spectrum
are normalized by A¯s ≡ H2/(8pi2srM2pl). The dashed black line (Left) serves as a reference to
indicate that the growth of the power spectrum is less then k3 towards the peak. Non-monotonic
behavior of the |Rk(τk)|2 for modes that leave the horizon during the intermediate stage (Right).
In these plots, we have the following choices for the parameters: ∆N2 = 1.0,∆N3 = 2.2, ck =
0.7, ηc = −6.8, ηi = −3.
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Figure 7. The shape of the power spectrum normalized by A¯s ≡ H2/(8pi2srM2pl) for wave-
numbers that exit the horizon before the transition to the non-attractor era, i.e. k/H0 < ck where
we have used (3.10) and (3.11) (solid brown curve) (Left). Competing terms in the enhancement
factor αk in (2.32) and (2.33) using the same parameter choices (Right). In these plots, we have
the following choices for model parameters in Model 2: ∆N2 = 1.0,∆N3 = 2.0, ck = 0.7, ηc =
−6.8, ηi = −4.
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Figure 8. Approximated power spectrum (green dotted curve) using (3.14) with (3.15) and the
full result of the power spectrum (solid brown curve) using (3.11) are shown where both spectrum
are normalized by A¯s ≡ H2/(8pi2srM2pl) (Left). Non-monotonic behavior of the |Rk(τk)|2 for
modes that leave the horizon during the intermediate stage (Right). In these plots, we have the
following choice of parameters: ∆N2 = 1.0,∆N3 = 2.0, ck = 0.7, ηc = −6.8, ηi = −4.
3.2.2 The slope of the power spectrum towards the peak in realistic models
In the previous subsection, we proved that in the presence of a long-lasting intermediate
phase (ηi = −1) that is followed by a short non-attractor phase, the three phase model we
identified earlier is able to produce a slope that is higher than k4 towards the peak of the
power spectrum of curvature perturbation.
However, this is an exceptional result in the sense that it is not realized in realistic
models that are able to produce a pronounced peak for the power spectrum during inflation,
aimed to generate PBHs later in the radiation dominated era [27, 28]. In most of known
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models with this property the universe evolution generically spends a very short amount
of time (typically O(1) e-folding) during which the slow-roll parameter η quickly decreases
from ηsr = 0 to ηc ≤ −6 in the intermediate phase9.
In this subsection, according to the three phase model (Model 2) we identified earlier,
we will approximate the background during the intermediate phase with a constant −6 <
ηi < −3 that lasts about one e-fold. In this way, our aim is to establish the slope of the
power spectrum towards the peak for modes that exit the horizon immediately before the
transition to final non-attractor era. As before, the power spectrum for the whole range
of k space is defined through the expressions (3.10) and (3.11). Utilizing these formulas
together with the help of expressions we derived in Appendix C, we discuss our results
with some representative models below.
Figure 5 shows the evolution of the power spectrum for modes exiting the horizon
before the transition to the final non-attractor era, i.e. τk/τ0 > 1 → k/H0 < ck. Similar
to the two phase model we discussed in Section 3.1, power spectrum posses higher than
k4 slope for range of modes after the dip, that is due to the higher order k4 corrections
proportional to Gk function appearing in the expression for the enhancement factor. On
the other hand, we see that the scalar spectrum obtains a slope less than k3 towards the
peak, as k/H0 → ck. One obvious reason for this small slope is that as k/H0 → ck,
D
(0)
k v
R
R, D
(0)
k v
I
R, Fkk
2  Gkk4, similar to the model we discussed in Section 3.1. Therefore,
towards the peak, modulus square of the enhancement factor can be approximated by the
expression given in (3.14). This expression combined with the expression k3|Rk(τk)|2/2pi2
during the intermediate stage give rise to the behavior (green dotted) shown in Figure 6.
Compared to the full expression, we see that it provides a good fit for the behavior of the
power spectrum towards the peak.
We can then predict the slope towards the peak using our formulas. We however note
that with the parameter choices we made in these plots, it is not possible to make general
analytic predictions for the behavior of k3|Rk(τk)|2/2pi2 during the intermediate phase
from the expression provided in (A.17). As shown in Figure 6, this is due to the fact that
oscillatory terms appearing in the expression (A.17) makes the behavior of k3|Rk(τk)|2/2pi2
non-monotonic for the short range of scales associated with the intermediate stage of the
background evolution.
In Figure 7 and 8, we present a similar three phase model where the intermediate stage
has ηi = −4 and lasts ∆N2 = 2 e-folds. The conclusions one can make from these plots are
identical to the case we considered above. In particular, it is clearly visible that towards
the peak of the scalar power spectrum, the spectral index behaves as ns − 1 . 3.
To summarize our findings, we emphasize that in a three phase model as in Model 2,
the power spectrum reaches its peak for modes exiting the horizon during the intermediate
stage. Therefore, one needs to focus on these modes in order to determine the slope of
9See for example Figure 4 of [27] noting the relation −2δ ' η between the slow-roll parameter used
there with η used in this work.
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Figure 9. Scalar power spectrum in the bumpy axion model of [27] towards the peak. Large
spectral slopes after the spiky dip, as well as smaller than k3 slopes obtained towards the peak is
shown by dashed reference lines (brown,blue,black).
the power spectrum in scenarios exhibiting a non-attractor phases. In these scenarios, an
important observation is that the intermediate stage before the power spectrum reaches
its peak generically lasts a short amount of time, typically an e-fold where the background
can be parametrized by a large negative η in the range −6 ≤ ηi ≤ 3. Armed with this
information, we assumed that the intermediate stage can be approximately described by
a constant η phase where −6 ≤ ηi ≤ −3 and used our master formulas (3.10) and (3.11)
to determine the slope towards the peak. As we show in Figure 6 and 8, in this way we
conclude that the power spectrum obtains a slope less than k3. On the other hand, similar
to the two phase model we focused in Section 3.1, we have seen that power spectrum can
obtain large slopes after the dip which gradually relaxes to smaller slopes for smaller scales
(See e.g. the left panel in Figure 5 and 7).
It is important to note that these behaviors we note here is typically arises in realistic
models that has a pronounced peak in the scalar power spectrum, required to generate
PBHs in the post-inflationary universe. To guide the eye, in Figure 9 we plot the power
spectrum for modes that exit the horizon before the non-attractor era (ηc ' −6.8) in the
model of [27].
3.3 On the final transition between non-attractor and slow-roll phase
So far, we have learned that the method we use, based on a gradient expansion, allows us
for an analytic understanding of the behaviour of the curvature power spectrum during
the transition between attractor and non-attractor eras, alternative to approaches based
on Israel junction conditions as in [39]. Such method is useful for studying in detail the
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Figure 10. Time Evolution of slow-roll parameter η in terms of e-foldings when the background
evolves from non-attractor phase to the final graceful exit phase (slow-roll) for the model introduced
in [27] (Left). Evolution of ν2 in the same model through the transitions from the initial slow-roll
phase to non-attractor phase and again to the graceful exit phase (slow-roll) (Right). It is clearly
visible that ν2 stays constant through the final transition between non-attractor to graceful exit
phase.
shape of the spectrum right after the dip in the amplitude of the spectrum, and its slope
on its way towards the non-attractor phase.
It is also interesting to ask what happens during and right after the non-attractor phase:
in many realistic scenarios based on single field inflation, the phase of non-attractor only
lasts at most few e-folds, and then the inflationary evolution is connected again to a
prolonged slow-roll epoch, before inflation ends. Usually, this transitional stage between
non-attractor and final attractor epochs does not dramatically change the spectral slope,
and the spectral profile experiences only mild changes in amplitude (although it can be
characterized by decaying oscillatory features). In principle, one can study this phase
adapting the calculations of Appendix B and C for the modes leaving the horizon in this
time interval. However, focussing on a simplified setting, we can acquire some information
in a less time-consuming way, applying duality arguments as developed in [43–47] to a
representative class of scenarios.
We assume that, after the spiky peak in the curvature spectrum associated with a
non-attractor inflationary phase in the scenarios of Model 1 and Model 2 above, the
background inflationary dynamics gracefully exits to a final slow-roll phase, with 10  1
and η  , that will slowly lead the inflationary process towards to its end. We label
this phase as GE, and safely assume ge → 0 due to the hierarchy   ηge similar to the
non-attractor phase. We make the hypothesis that the non-attractor phase is described in
terms of constant roll (CR) dynamics. Then both in the constant roll CR and graceful
10Recall that this condition is guaranteed as  decreases very fast,  ∝ (−τ)−ηc during the non-attractor
phase (ηc) to tiny values.
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Figure 11. Power spectrum of curvature perturbation Rk for modes associated with the non-
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exit phases GE, the Mukhanov-Sasaki variable Qk = zRk follows the equation
Q′′k +
(
k2 − ν
2 − 1/4
τ 2
)
Qk = 0, (3.19)
where
ν2 ' 9
4
+
3
2
η +
1
4
η2 =
(
3 + η
2
)2
(3.20)
for constant η, and negligible . Furthermore (as we will show in a moment) during the
transition from CR to GE phase the second slow-roll parameter evolves from η → −6−η,
and the square of the index ν2 in (3.20) does not change [48, 65]. As ν2 is constant in the
transition between CR to GE, such duality automatically implies the following relation
between the slow-roll parameters of these stages,
ηc = −6− ηge. (3.21)
We illustrate these facts in Figure 10 for the model introduced in [27]. The invariance
of ν2 through the transition between non-attractor and graceful exit phase imply that in
both phases, the solution to (3.19) is given by
Qk =
√
pi
2
ei(ν+1/2)pi/2
√−τH(1)ν (−kτ) (3.22)
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where the normalization is chosen to ensure that the solution approaches the Bunch Davies
vacuum in the far past −kτ → ∞. At late times, this implies that the power spectrum
PR is given by the following expression
lim
−kτ→0
k3
2pi2
|Qk|2
z2
∝ k3(−τ)2ν
(
−2 cot(piν)
piν
+ (−kτ)−2ν 4
νΓ(ν)2
pi2
+ (−kτ)2ν 4
−ν csc2(piν)
Γ(ν + 1)2
)
,
∝ k3−2ν (3.23)
The term in the brackets in the first line of (3.23) originates from the late time limit of
|Qk|2 and ensures the invariance of k-dependence of the power spectrum when we move
from a non-attractor background with ν to a graceful exit phase where ν → −ν as implied
by the transformation η → −6 − η. This is due to the fact that, depending on the sign
of ν, the dominant term in the −kτ → 0 regime alternates between the second and last
term for the contributions within brackets in (3.23) – but this does not affect the overall k
dependence of the expression in (3.23). These arguments establish the k dependence of the
power spectrum for modes that exit the horizon after the transition to the non-attractor
phase: therefore for both the non-attractor era and for the graceful exit phase that follows,
the spectral k-dependence is given by
PR ∝ k3−2ν ∝ k3−|3+η| (3.24)
thanks to the properties we discussed above. The success of the prediction appearing in
(3.24) when applied to the non-attractor model discussed in [27] is shown in Figure 11,
and implies a mild spectral slope in the transition between non-attractor and subsequent
attractor phases.
4 Implications for stochastic gravitational wave backgrounds
We now discuss some phenomenological implications of our findings. Our method based
on a gradient expansion provides us with a better analytical control of the slope of the
spectrum right after the dip and towards the peak, including transient periods of very steep
growth of the spectrum with spectral index ns− 1 well larger than 4 which then relaxes to
a slope with spectral index ns − 1 . 3 in the proximity of the peak. Such an information
can be quite valuable to quantify the relevance of initial ‘kicks’ to the power spectrum in
increasing its amplitude, before its slope relaxes to smaller values as we showed in Section
3.2.2. Moreover, the very same method could be used to estimate the final regime of
transition from non-attractor to attractor inflationary expansion, though in some cases a
simpler description using duality arguments can be applied (as we learned in Section 3.3).
Although the first motivation to study inflationary models with non-attractor stages of
expansion is the production of primordial black holes (PBH), it is not immediately clear
whether our findings can lead to observable consequences for PBH formation. It is known
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that the PBH mass function11 is exponentially sensitive on the properties of the power
spectrum around the peak region (see e.g. [75]), but it is less sensitive to what happens
outside it [39]. In this context, it is highly unlikely that large slopes we obtained after the
dip has any consequences for PBH mass function. However, the analytic control we offer
on the shape of the power spectrum in the vicinity of the peak is certainly relevant for the
abundance of PBHs which we leave for future work. On the other hand, the properties of
the window function relating the curvature spectrum to the matter power spectrum (that
is relevant for PBH formation) can smooth out the steeper features one may obtain in the
slope of the former. It would be certainly interesting to explore models where the steeper
slopes, which occur right after the dip in the spectrum, can be extended until regions
nearby the peak, so to directly influence the physics PBH. This goes beyond the scope of
this article, and we leave the subject to future work.
Instead, in this Section we prefer to set aside the interesting but delicate topic of PBH
formation, and focus our attention on the consequences of our findings for the properties
of primordial stochastic gravitational wave backgrounds (SGWB). The question of the
possible profile for the energy density Ωgw as a function of the frequency is important since
determining the frequency profile of this quantity – in case of SGWB detection – can allow
to distinguish between astrophysical and primordial sources of SGWBs (see e.g. the recent
works [76, 77]).
First-order GWs: We start commenting on the fact that the results of Sections 2 and
3 can be applied with almost no change to single-field inflationary models based on G-
inflation [53], which are known to exhibit non-attractor solutions [78–80]. In these models,
the structure of the evolution equations for scalar and tensor modes have the same structure
as in standard scenarios with canonical kinetic terms – only the relation between the pump
field z and the inflationary scalar field is more involved [53]. It has been recently shown
[79, 80] that also the spectrum Ph associated with primordial tensor modes can have a
rapid growth in such scenarios. This since the corresponding tensor pump field can have
discontinuities in its derivatives, in a way that is very similar to what occurs at curvature
fluctuations in models with inflection point potentials (we refer the reader to [79, 80] for
full details on these scenarios). Hence, we conclude that the methods and results of [79, 80]
and of Sections 2 and 3 can be applied to the tensor sector as well, and the maximal tensor
spectral index nT in single field inflation can reach values of order nT ' 4 in non-attractor
models (although its more natural value in these scenarios is nT ' 3).
Second-order GWs: We continue discussing the consequences of our findings for second-
order GWs sourced during radiation-domination by an enhanced spectrum of scalar fluc-
tuations: see e.g. [49–51, 81–87]. Recently, convenient semi-analytic formulas to estimate
the amplitude of the induced tensor spectrum Ph produced during radiation and matter
11See e.g. recent explorations on the calculation of PBH abundance [66–69] and its dependence on
primordial and intrinsic non-gaussianity that scalar fluctuations may exhibit [48, 70–74].
29
���� ���� � �� ���
��-�
��-�
�����
�
� / ��
ℛ�
kp
k-0.8k3
k7
���� ���� � �� �����
-�
�����
�����
�����
�
��
� / ��
Ω���� ℛ2 ∝ k-1.6
k2.3
Figure 12. The behavior of the scalar power spectrum profile (4.5) inspired by our results in
Sections 2 and 3 (Left). The corresponding GW density spectrum during the radiation dominated
era derived via eqs. (4.1) and (4.2). In the right panel, the spectral dependence of GW energy
density in the IR, Ωgw ∝ k2.3 and UV, Ωgw ∝ P2R ∝ k−1.6 is shown by dashed purple and blue
lines respectively.
domination have been provided [88] (see also [89–92] for studies of related phenomena).
Following these works, by neglecting the non-Gaussianity12 of primordial fluctuations, the
amplitude of the tensor power spectrum at conformal time τ and a scale k can be written
as a convolution of the two copies of curvature power spectrum,
Ph(τ, k) =
∫ ∞
0
dv
∫ 1+v
|1−v|
du K(τ, u, v)PR(u k)PR(v k) (4.1)
with K(τ, u, v) a function whose complete expression can be found in [88], and PR is the
curvature power spectrum. Using the formula provided in (4.1), GW energy density can
then be calculated through [49, 95–97],
Ωgw(τ, k) =
1
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(
k
a(τ)H(τ)
)2
Ph(τ, k) , (4.2)
where the overline indicates time averaging over oscillations of the tensor power spectrum.
The expressions in (4.1) and (4.2) implies that if the curvature spectrum is enhanced by
the mechanisms discussed in the previous Sections, the tensor power spectrum can be
enhanced as well, and provide a SGWB directly detectable with GW experiments. The
case of secondary GWs produced during radiation domination is interesting because the
corresponding SGWB corresponds to a range of frequencies that can be detected with PTA
experiments (see e.g. [98, 99]); at the same time, the curvature perturbation spectrum itself
(that sources the GWs through second-order effects) is enhanced at scales such that can
12The spectrum of GWs induced by non-Gaussian scalar perturbations is studied in [93, 94].
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lead to the formation of PBH with masses in the LIGO-Virgo band.
Focussing then on the case of radiation domination, and making use of eq. (4.1), we are
going to compute the amplitude of the GW energy density (4.2) in the SGWB for three
different choices of spectral slopes:
PR(k) = As δ (ln (k/kp)) , (4.3)
PR(k) = 4As (k/kp)4 for k ≤ kp , 0 otherwise, (4.4)
PR(k) = 2.674 As[
c4(k/kp)−4 + c3 (k/kp)−3 + c3/2 (k/kp)−3/2 + c−0.4 (k/kp)0.4
]2 (4.5)
with an aim to compare our results with the results of [39]. In the last choice of power
spectrum in eq. (4.5), we have the following parameter choices c4 = 2.42 × 10−5, c3 =
2.94 × 10−4, c3/2 = 5.7 × 10−1, c−0.4 = 2.15. For the power law profile in (4.4), we make
the hypothesis that the spectral slope decay abruptly at the peak k = kp, whereas in (4.5)
the parameters are chosen such that spectra decays as k−0.8 as in the model we discussed
in Section 3.3. All the three spectra shown above are normalised to As when integrated
over all momenta in log-space, i.e.
∫
d(ln k) PR = As.
The power spectrum in eq. (4.3) corresponds to a delta-like spectrum peaked to a
given frequency in log-space, whereas (4.4) corresponds to a spectrum characterised at all
frequencies by the maximal slope allowed by [39]. (Choices (4.3) and (4.4) were already
compared in [39].) To represent realistic models, the scalar power spectrum in (4.5) is
engineered to allow for a cascade decay of powers in the slope: from k7 to k3 as scales
increase towards the peak of the spectrum (as motivated for example by the results of
Section 3.1). Moreover, after the peak, (4.5) provides a gentle decrease in power k−0.8 that
is meant to represent the transition from non-attractor to final attractor phase in realistic
models, as investigated in Section 3.3. Such spectral profile is represented in the left panel
of Figure 12.
Evaluating the integrals associated with expressions (4.1) and (4.2) numerically, we
present our results on ΩGW
13 in the right panel of Figure 12 for the corresponding power
spectrum profile in (4.5) whereas in Figure 13 we compare this results on Ωgw with the
ones obtained from the first two profiles provided in (4.3) and (4.4). The black and red
curves (already discussed in [39]) correspond to choices in eqs. (4.3) and (4.4), and show
that GW spectra scale respectively as k2 and k3 in the IR (small k limit), and the GW
spectral amplitude for the case of delta-function curvature spectrum has a much broader
support than the power-law example of eq. (4.4), see [39]. Our choice (4.5) is represented
with the orange curve. We found that the different power that characterizes the small-k
limit of PR with respect to eq. (4.4) does not lead to a drastic change in the GW density
13Notice that we represent the amplitude of ΩGW at the time of production during radiation domination.
The amplitude of the GW energy density today can be obtained making use of appropriate scalings and
transfer functions, see e.g. the detailed review in [100].
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Figure 13. Spectral dependence of Ωgw induced during the radiation dominated era by different
choices of primordial scalar power spectrum provided in eqs. (4.3) (Black), (4.4) (Dashed-red)
and (4.5) (solid-orange).
profile. However, we found that GW density scales with Ωgw ∝ k2.3 in the IR, i.e. with
a slope less than the induced Ωgw in the presence of a power-law scalar power spectrum
with k4 behavior all the way towards the peak (See the k3 IR scaling of red-dashed curve
in Figure 13). We would like to emphasize that in the light of our discussions in Section
3.2.2, we expect that IR scaling we found for the GW profile is a common feature for
realistic non-attractor inflationary scenarios that exhibit a pronounced peak in the scalar
power spectrum. On the other hand, the decaying slope k−0.8 characterizing the curvature
spectrum in eq. (4.5) for k > kp makes the domain of the GW energy domain much
broader compared to the choices in (4.3) and (4.4). In particular, after the peak has
reached, the resulting GW density induced by this profile continues to have support on the
UV tail of the momenta and it decays with a slope characterized by square of the scalar
power spectrum [101] Ωgw ∝ (PR)2 ∝ k1.6 as clearly shown in the right panel of Figure 12.
Moreover it is characterized by a a less pronounced peak with respect the previous two
examples: this is due to the fact that scalar power spectrum – although it has the same
normalization than the other cases – it has smaller amplitude around its peak. It would
be interesting to study in detail the implications of these findings for actual bounds, in
particular to understand whether by lowering the amplitude of Ωgw at the peak we can
more easily evade constraints on SGWB from PTA experiments. Moreover, it would also
be interesting to study implications for anisotropies of the SGWB [102, 103] induced by
PBH formation [104]. We plan to investigate this topic in a future work.
Note that the IR behavior we obtained here, i.e. Ωgw ∝ k2.3, is not in conflict with
the universal IR scaling, Ωgw ∝ k3, obtained in [105] for GW density profile from generic
sources. In this respect, the results of [105] relies on the assumption that the IR region of
Ωgw has to be smaller than the peak width of the source, i.e. k  ∆k. However, for the
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power spectrum we consider in Figure 12, the width of the region ∆k that significantly
contributes to GW density profile has a comparable length to the wave-numbers of the
induced GWs in the IR, i.e. k ∼ ∆k (as shown in the right panel of Figure 12). In
other words, in realistic non-attractor scenarios we consider in this work, the scalar power
spectrum that sources GWs is broad enough to violate the condition k  ∆k.
5 Summary
In this work we analysed the the slope of the curvature power spectrum in non-attractor
single field inflation. We made use of an approach based on a gradient expansion for solving
the mode equation of curvature perturbation. This method, first introduced in [43] and
extended here, allowed us to follow the changes in slope of the spectrum during its way
from large to small scales. We found that, after encountering a dip in its amplitude, the
curvature spectrum can acquire steep slopes with a spectral index up to ns−1 = 8, to then
relax to a more gentle growth towards its peak. In agreement with the realistic models
of non-attractor inflation found in the literature (See e.g. Figure 9), these results indicate
that the growth of the spectrum between the dip and the peak is not an uniform power
law. Moreover, modelling each phase with a constant slow-roll parameter η, we studied
realistic non-attractor models including a short intermediate stage before the onset of the
non-attractor era and found that towards its peak, the scalar power spectrum obtains
a spectral index of ns − 1 . 3 consistent with the maximum slope ns − 1 = 4 found
in [39, 42]. Making use of duality arguments developed in [43, 44], in a representative
scenario, we also investigated the behaviour of the spectrum after encountering the peak
associated with the non-attractor phase, i.e. during a transitional stage from non-attractor
back to final attractor evolution. In this way, we found that the amplitude of the power
spectrum decays mildly with ns − 1 = 3− |3 + ηc| where ηc . −6 is the value of η during
the non-attractor era. Finally, as an application, we investigated how these results on
the curvature spectrum affect the spectrum of gravitational waves induced by the strong
amplification of curvature fluctuations. Motivated by the realistic models we discuss in
Section 3.2.2 and 3.3, we made use of the example curvature spectrum in (4.5) (see also
Figure 12) to show that the resulting GW density obtains a spectral index 2 < nT < 3 in
the IR whereas in the UV, it decays mildly proportional to the square of the scalar power
spectrum, i.e. with a spectral index of nT = 2(ns − 1) = 6− 2|3 + ηc|.
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A The curvature perturbation Rk and fractional velocity vR
The expression we derived earlier for the enhancement factor αk in (2.30) suggests that
we require a knowledge of the fractional velocity vR in (2.27) to determine the shape of
the power spectrum for modes that leave the horizon before the transition (τ0) constant-
roll (η = ηc) era. In this appendix, we therefore aim to derive an expressions for vR
for the models we identified in the main text, i.e. for Model 1 and Model 2. For this
purpose, we resort to Mukhanov-Sasaki equation for the canonically normalized variable
Qk(τ) ≡ z(τ)Rk(τ),
Q′′k +
(
k2 − z
′′
z
)
Qk = 0, (A.1)
where
z′′
z
= (aH)2
[
2− + 3
2
η +
1
4
η2 − 1
2
η +
1
2
η˙
H
]
, (A.2)
which is exact to all orders in slow-roll parameters. For constant values of slow-roll pa-
rameters , η, an exact solution for Qk can be found in terms of the Hankel functions. In
order to see this, we re-write the the Mukhanov-Sasaki equation (A.1) as
Q′′k +
(
k2 − ν
2 − 1/4
τ 2
)
Qk = 0, (A.3)
where
ν2 ' 9
4
+
3
2
η +
1
4
η2 =
(
3 + η
2
)2
(A.4)
for constant η and  1. In this case, equation (A.3) has the general solution in terms of
Hankel functions of the first and second kind
Qk = A
√−τH(1)ν (−kτ) +B
√−τH(2)ν (−kτ). (A.5)
Using Rk(τ) = Qk(τ)/z(τ) and  ∝ (−τ)−η, expression for the curvature perturbation for
a phase with constant η (where  1) can be found.
Model 1: Slow-roll (SR) (ηsr = 0) → Constant-roll (CR) (ηc ≤ −6)
For a two phase model, we need an expression for the fractional velocity vR during the
initial slow-roll phase as we are interested in the enhancement of the modes that exit the
horizon before the transition to the constant-roll phase. Requiring that all modes are in
their Bunch-Davies vacuum initially (−kτ → ∞) in (A.5), the solution to the curvature
perturbation during slow-roll era (ηsr = 0 → ν = 3/2) is given by
Rsrk =
iH
Mpl
e−ikτ√
4srk3
(1 + ikτ), (A.6)
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where we have used z = (−Hτ)−1√2srMpl. The solution above immediately implies
R′k
3HkRk = −
(−kτ)2 + i(−kτ)3
3(1 + (−kτ)2) . (A.7)
This result makes it clear why the curvature perturbation settles to a constant solution
shortly after the horizon exit in standard slow-roll inflation, which can be understood in
the −kτ → 0 limit of eq. (A.7). For our purposes, we are interested in the fractional
velocity at the initial time τ = τk at around horizon crossing. With this in mind, we split
the fractional velocity at τ = τk to a real and imaginary part,
vRR = −
(−kτ)2
3(1 + (−kτ)2)
∣∣∣∣∣
τ=τk
= − c
2
k
3(1 + c2k)
, (A.8)
vIR =
(−kτ)3
3(1 + (−kτ)2)
∣∣∣∣∣
τ=τk
= − c
3
k
3(1 + c2k)
(A.9)
where we defined a positive number −kτk = k/Hk ≡ ck ≤ 1 to identify the size of the each
mode with respect to the horizon size at the initial time, i.e. at τ = τk. It is clear from
this expression that the imaginary part of vR includes an extra factor of ck compared to
the real part. We note that unless ck = 1, this translates into an extra suppression for the
imaginary part of the fractional velocity.
Model 2: SR (ηsr = 0) → ηi → CR (ηc ≤ −6)
For the three phase model, we need to develop a continous expression for the fractional
velocity through the transition at τ = τi. For this purpose, we will use a matching pro-
cedure for Rk and its derivative between the initial slow-roll era, i.e. (A.6) to a general
solution during the intermediate stage which is given by
Rintk =
iH
Mpl
(τ/τi)
ηi/2
√
4srk3
(−kτ)3/2 [AiH(1)ν (−kτ) +BiH(2)ν (−kτ)] , (A.10)
where ν = (3 + ηi)/2. Matching Rk and R′k at τ = τi in both phases we obtain
Ai = (−kτi)3/2e−ikτi
(−kτi)
(
H
(2)
ν (−kτi) + iH(2)ν−1(−kτi)
)
−H(2)ν−1(−kτi)
H
(1)
ν−1(−kτi)H(2)ν (−kτi)−H(1)ν (−kτi)H(2)ν−1(−kτi)
, (A.11)
Bi = (−kτi)3/2e−ikτi
(−kτi)
(
H
(1)
ν (−kτi) + iH(1)ν−1(−kτi)
)
−H(1)ν−1(−kτi)
H
(1)
ν (−kτi)H(2)ν−1(−kτi)−H(2)ν (−kτi)H(1)ν−1(−kτi)
. (A.12)
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Figure 14. Evolution of the real (Left) and imaginary part (Right) of the fractional velocity
according to (A.8), (A.9), (A.13) and (A.14) for modes exiting the horizon during the initial
slow-roll era with ηsr = 0 and during the intermediate stage with ηi = −1 where we took −kτk ≡
ck = 0.3 and ∆N2 = 7 as in the model we present in Figure 3 and 4.
Using these coefficients in the solution (A.17), the real and the imaginary part of the
fractional velocity can be written as
vint,RR = −
y
3
[
f1f3 − yi (f1f4 + f2f3) + y2i (f1f3 + f2f4)
f 23 − 2yif3f4 + y2i (f 23 + f 24 )
]
, (A.13)
vint,IR = −
y
3
[
y2i (f1f4 − f2f3)
f 23 − 2yif3f4 + y2i (f 23 + f 24 )
]
, (A.14)
where we defined y ≡ −kτ and functions fα = fα(y, yi, ν) with α = 1, 2, 3, 4 in terms of
the Bessel function of the first and second kind as
f1(y, yi, ν) = Jν−1(yi)Yν−1(y)− Yν−1(yi)Jν−1(y), (A.15)
f2(y, yi, ν) = Jν(yi)Yν−1(y)− Yν(yi)Jν−1(y) (A.16)
and f4 = f1(y, yi, ν + 1), f3 = −f2(yi, y, ν). Using these expressions, the modulus square
of the curvature perturbation during the intermediate phase reads as
|Rintk |2 =
H2
4srk3M2pl
(
τ
τi
)2ν [
f 23 − 2yif3f4 + y2i (f 23 + f 24 )
f3(yi, yi, ν)2
]
. (A.17)
Continuity of the real and the imaginary part of the fractional velocity can be confirmed
explicitly from the eqs in (A.13) and (A.14) as they reduce to their expressions (A.8) and
(A.9) during the slow-roll phase at τ = τi, i.e. at y = yi.
On the other hand, evaluating (A.13) and (A.14) at τ = τk and noting −kτi =
(k/H0) e∆N2 , we can find a k dependent expression for the fractional velocity for modes
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Figure 15. Evolution of k3|Rk|2 according to equation (A.6) and (A.17) for modes exiting
the horizon during the initial slow-roll era with ηsr = 0 and during the intermediate stage with
ηi = −1. The linear behavior of k3|Rk|2 as k/H0 → ck is shown clearly by a black dashed reference
line. The parameter choices are the same as in Figure 14.
that exit the horizon in the intermediate stage, namely for ck e
−∆N2 ≤ k/H0 ≤ ck. Recall
that for a fixed −kτk = ck, fractional velocity during slow-roll phase is constant for the
range of modes that exit the horizon during slow-roll phase, i.e. k/H0 ≤ cke−∆N2 < ck.
We represent these facts in Figure 14. for an example model including a transition from
slow-roll to an intermediate phase with ηi = −1 (ν = 1) and a duration of ∆N2 = 7
representing the model we discussed in Figure 3 and 4.
Similarly, one can verify that the modulus square of the curvature perturbation in
the intermediate stage (A.17) reduces to one in the slow-roll era at the transition time
τ = τi (see e.g. (A.6)). Following the same steps earlier for the fractional velocity, we can
determine k dependence of the modulus square of the curvature perturbation through the
transition:i.e. for modes exiting the horizon during the initial slow-roll and intermediate
stage. The behaviour of k3|Rk|2 is shown in Figure 15 where we have used the same model
parameters as in Figure 14.
B Model 1: Calculation of D(τk), Fk(τk) and G(τk)
In this appendix, we present the details on the calculation of the integrals associated with
the functions D(0)(τk),F (τk), G1(τk) and G2(τk) in the background model given in eq. (3.3):
Model 1. For convenience, we start by defining a new variable
x ≡ τ/τ0, (B.1)
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to re-parametrize the background pump field as
z(τ) =
{
z0 x
−1, x ≥ 1
z0 x
−(ηc+2)/2 xf ≤ x ≤ 1.
(B.2)
We begin our calculations with the function D(0)(τk) in (2.19). For xk > 1, i.e. for modes
leaving the horizon during the slow-roll era, we split the integral in (2.19) as
D(0)(τk) ' 3Hkz2(τk)τ0
{∫ xf
1
dx′
z2(x′)
+
∫ 1
xk
dx′
z2(x′)
}
. (B.3)
Using, (C.1), we get
D(0)(τk) = 1− 3
(ηc + 3)
[
e−(ηc+3)∆N +
ηc
3
]
x−3k , xk > 1, (B.4)
where we have used the fact that τf/τ0 = xf = e
−∆N . Next we focus on the double integral
in (2.22) and re-write it as
F (τk) = (τ0)
2
∫ xf
xk
dx′
z2(x′)
f(x′). (B.5)
where we defined the inner most integral f(x′) as
f(x′) ≡
∫ x′
xk
dx′′z2(x′′) =
∫ 1
xk
dx′′z2(x′′) +
∫ x′
1
dx′′z2(x′′). (B.6)
where the upper limit of the integral should be always treated as an intermediate time
whereas xk to be the initial. The outcome of these integrals depends on the value of the
x′ w.r.t unity. Now we first pick the case with xk > 1 where x′ > 1 (xk > x′ > 1). In this
case, we get
f(x′) = z20
(
1
xk
− 1
x′
)
, x′ > 1. (B.7)
In the opposite case where x′ < 1 (xk > 1 > x′), we have
f(x′) = z20
(
−x
′−(ηc+1)
ηc + 1
+ x−1k −
ηc
ηc + 1
)
, x′ < 1. (B.8)
Since we have obtained piecewise expression for f(x′), we can simply split F (τk) conve-
niently as
F (τk) = (τ0)
2
{∫ x∗
1
dx′
z2(x′)
f(x′) +
∫ 1
xk
dx′
z2(x′)
f(x′)
}
. (B.9)
to get
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F (τk) ' (τ0)2
{
− ηc
ηc + 3
[
e−(ηc+3)∆N
(ηc + 1)
+
1
2
]
+
1
(ηc + 3)
[
e−(ηc+3)∆N +
ηc
3
]
x−1k
+
x2k
6
− e
−2∆N
2(ηc + 1)
}
, xk > 1.
(B.10)
We now move on to the details of the calculation of G(τk) for xk > 1. We start by
re-writing Gk as
G(τk) = G1(τk)− F (τk)
D(0)(τk)
G2(τk) (B.11)
where we defined
G1(τk) = (τ0)
2
∫ xf
xk
dx′
z2(x′)
∫ x′
xk
dx′′z2(x′′)F (x′′) = (τ0)2
∫ xf
xk
dx′
z2(x′)
I(F )(x′), (B.12)
with
I(F )(x′) ≡
∫ x′
xk
dx′′z2(x′′)F (x′′), (B.13)
and
G2(τk) = (τ0)
2
∫ xf
xk
dx′
z2(x′)
∫ x′
xk
dx′′z2(x′′)D(x′′) = (τ0)2
∫ xf
xk
dx′
z2(x′)
I(D)(x′), (B.14)
with
I(D)(x′) ≡
∫ x′
xk
dx′′z2(x′′)D(0)(x′′). (B.15)
We can split the integrals in G1(τk) as
G1(τk) = (τ0)
2
{∫ xf
1
dx′
z2−(x′)
I
(F )
− (x
′) +
∫ 1
xk
dx′
z2+(x
′)
I
(F )
+ (x
′)
}
, (B.16)
where ± subscript in I(F )(x′) denotes the change in its argument x′ > 1(x′ < 1) and z+
and z− are given by the first and second line of (C.1), respectively. Similarly, we write
G2(τk) = (τ0)
2
{∫ xf
1
dx′
z2−(x′)
I
(D)
− (x
′) +
∫ 1
xk
dx′
z2+(x
′)
I
(D)
+ (x
′)
}
. (B.17)
We also note the following expressions that are required for the calculation of the integrals
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I(F )(x′) in (B.13),
F (x) ' (τ0)2
{
− ηc
ηc + 3
[
e−(ηc+3)∆N
(ηc + 1)
+
1
2
]
+
1
(ηc + 3)
[
e−(ηc+3)∆N +
ηc
3
]
x−1k
− e
−2∆N
2(ηc + 1)
− x
−1
k x
3
3
+
x2
2
}
, x > 1.
(B.18)
F (x) ' (τ0)2
{
− ηc e
−(ηc+3)∆N
(ηc + 3)(ηc + 1)
+
x−1k
ηc + 3
e−(ηc+3)∆N − e
−2∆N
2(ηc + 1)
+
x2
2(ηc + 1)
+
x(ηc+3)
ηc + 3
[
ηc
ηc + 1
− x−1k
]}
, x < 1.
(B.19)
It is useful to keep in mind that we evaluated the integrals above assuming xk > 1. Namely,
the first expression (B.18) is valid for xk > x > 1 whereas the second one in (B.19) is valid
for xk > 1 > x. Similarly, required by the integral I
(D)(x′) in (B.15), we note the following
expressions
D(0)(x) = − 3 x
−3
k
(ηc + 3)
[
e−(ηc+3)∆N +
ηc
3
]
+ x−3k x
3, xk > x > 1. (B.20)
and
D(0)(x) = − 3 x
−3
k
(ηc + 3)
[
e−(ηc+3)∆N − x(ηc+3)
]
, x < 1 < xk. (B.21)
Finally, we use (B.18), (B.19) in (B.13) and (B.20),(B.21) in (B.15) to obtain the functions
I(F )(x′) and I(D)(x′). The resulting expressions can be plugged in the final integrals in
(B.12) and (B.14) to determine G1(τk) and G2(τk) as
G1(τk)
(τ0)4
=
η2c e
−(2ηc+6)∆N
(ηc + 3)2(ηc + 1)2
+
η2c (3ηc + 1) e
−(ηc+3)∆N
2(ηc + 3)2(ηc − 1)(ηc + 1) +
ηc (3ηc + 11) e
−(ηc+5)∆N
2(ηc + 1)2(ηc + 5)(ηc + 3)
+
ηc (3η
2
c + 19ηc + 18)
4(ηc + 3)2(ηc + 5)
+
ηc e
−2∆N
4(ηc + 3)(ηc + 1)
+
(ηc − 3) e−4∆N
8(ηc + 1)2(ηc − 1)
+ x−2k
[
e−(2ηc+6)∆N
(ηc + 3)2
+
2ηc e
−(ηc+3)∆N
3(ηc + 3)2
+
η2c
9(ηc + 3)2
]
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+ x−1k
[
− 2ηc e
−(2ηc+6)∆N
(ηc + 3)2(ηc + 1)
− ηc(11ηc + 9) e
−(ηc+3)∆N
6(ηc + 3)2(ηc + 1)
− (3ηc + 11) e
−(ηc+5)∆N
2(ηc + 5)(ηc + 3)(ηc + 1)
− ηc (22η
2
c + 122ηc + 48)
60(ηc + 3)2(ηc + 5)
− ηc e
−2∆N
6(ηc + 3)(ηc + 1)
]
+ xk
[
− e
−(ηc+3)∆N
6(ηc + 3)
− ηc
18(ηc + 3)
]
+ x2k
[
− ηc e
−(ηc+3)∆N
6(ηc + 3)(ηc + 1)
− ηc
12(ηc + 3)
− e
−2∆N
12(ηc + 1)
]
+
7x4k
360
, xk > 1.
(B.22)
G2(τk)
(τ0)2
= x−4k
[
−3 e
−(2ηc+6)∆N
(ηc + 3)2
− 2ηc e
−(ηc+3)∆N
(ηc + 3)2
− η
2
c
3(ηc + 3)2
]
(B.23)
+ x−3k
[
3ηc e
−(2ηc+6)∆N
(ηc + 3)2(ηc + 1)
+
3ηc e
−(ηc+3)∆N
(ηc + 3)2
+
3 e−(ηc+5)∆N
(ηc + 5)(ηc + 1)
+
6 (η2c + 6ηc + 4) ηc
10(ηc + 3)2(ηc + 5)
]
+ x−1k
[
−e
−(ηc+3)∆N
(ηc + 3)
− ηc
3(ηc + 3)
]
+
x2k
15
, xk > 1.
For modes that leave the horizon during the initial slow-roll era, i.e. xk = (k/(ckH0))−1 >
1, shape of the power spectrum in Model 1 can be determined solely through the k depen-
dence of the functions D(0)(τk) F (τk), G1(τk) G2(τk) in (B.4), (B.10), (B.22) and (B.23) as
they appear inside the enhancement factor in (3.7) and (3.8).
In these expressions, It is important to realize that k dependent terms have coefficients
that can be organized in a hierarchal way in powers (determined by ηc) of a(τf )/a(τ0) = e
∆N
where ∆N is the duration of non-attractor era in number of e-folds. This result reflects
the fact that modes that leave during the slow-roll era are enhanced due to the presence
of non-attractor era that follows it.
It should be also noted that for modes that leave the horizon during slow-roll phase, k
dependence of the functions D(0)(τk) F (τk), G1(τk) G2(τk) is fixed and do not depend on
the properties of the background model (such as the value of ηc) during the non-attractor
era that follows it.
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C Model 2: Calculation of D(τk), Fk(τk) and G(τk)
In this appendix, we present the details on the calculation of the integrals associated with
the functions D(0)(τk),F (τk), G1(τk) and G2(τk) in the background model given in eq. (3.9):
Model 2. Using the notation of the previous appendix, we re-write the pump field as
z(τ) =

z0 e
∆N2x−1, x ≥ xi
z0 e
(ηi+2)∆N2/2 x−(ηi+2)/2, x0 ≤ x ≤ xi
z0 e
(ηi+2)∆N2/2 x−(ηc+2)/2, xf ≤ x ≤ x0.
(C.1)
where xi = τi/τ0 = e
∆N2 and xf = τf/τ0 = e
−∆N3 with ∆N2 and ∆N3 is the duration
of the intermediate and the constant-roll phase respectively.
In Model 2, calculation of the functions D(0)(τk), F (τk), G1(τk) and G2(τk) is much
more involved compared to the case in Model 1. In particular, the integrals in (B.3)
(B.5), (B.12) and (B.14) should be evaluated for each case of xk > xi > 1 and xi > xk > 1
separately, in order to capture the behavior of the functions both for modes leaving the
horizon in the initial slow-roll stage (xk > xi > 1) and intermediate stage (xi > xk > 1).
On the other hand, when calculating the integrals, we need to be careful in taking into
account different values of ηi during the intermediate stage. Keeping these facts in mind,
we follow similar steps shown in the Appendix B for calculating the integrals. In this way,
we present our results for the functions D(0)(τk), F (τk), G1(τk) and G2(τk) below.
For ηi 6= −3, we have
D(0)(τk) = 1− 3e
−ηi∆N2
ηc + 3
[
e−(ηc+3)∆N3 +
ηc − ηi
ηi + 3
+
ηi(ηc + 3)e
(ηi+3)∆N2
3(ηi + 3)
]
x−3k (C.2)
≡ CD0 + CD3 x−3k xk > xi > 1,
and
D(0)(τk) =
3
ηi + 3
− 3
ηc + 3
[
e−(ηc+3)∆N3 +
ηc − ηi
ηi + 3
]
x
−(ηi+3)
k (C.3)
≡ C˜D0 + C˜Dηi+3 x−(ηi+3)k xi > xk > 1.
On the other hand, for ηi = −3, we have
D(0)(τk) = 1− 3e
3∆N2
ηc + 3
[
e−(ηc+3)∆N3 +
ηc
3
− (ηc + 3)∆N2
]
x−3k (C.4)
≡ CD0 + CD3 x−3k xk > xi > 1,
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and
D(0)(τk) = − 3
ηc + 3
[
e−(ηc+3)∆N3 − 1]+ 3 ln(xk) (C.5)
≡ C˜D0 + C˜Dln(xk) lnxk xi > xk > 1.
For ηi 6= −3,−1, we have
F (τk)
τ 20
=
x2k
6
+ e−ηi∆N2
[
e−(ηc+3)∆N3 − 1
ηc + 3
+
3 + ηi e
(ηi+3)∆N2
3(ηi + 3)
]
x−1k (C.6)
+
(e−(ηc+3)∆N3 − 1)
ηc + 3
[
ηi − ηc
(ηi + 1)(ηc + 1)
− ηie
−(ηi+1)∆N2
ηi + 1
]
− ηi(e
−(ηi+1)∆N2 − e2∆N2)
(ηi + 3)(ηi + 1)
− (1 + ηi e
2∆N2)
2(ηi + 1)
− (e
−2∆N3 − 1)
2(ηc + 1)
≡ CF−2 x2k + CF1 x−1k + CF0 xk > xi > 1,
and
F (τk)
τ 20
=
x2k
2(ηi + 3)
+
[
e−(ηc+3)∆N3 − 1
(ηc + 3)(ηi + 1)
+
1
(ηi + 3)(ηi + 1)
]
x
−(ηi+1)
k (C.7)
+
(e−(ηc+3)∆N3 − 1)(ηi − ηc)
(ηc + 3)(ηi + 1)(ηc + 1)
− 1
2(ηi + 1)
− (e
−2∆N3 − 1)
2(ηc + 1)
≡ C˜F−2 x2k + C˜Fηi+1 x−(ηi+1)k + C˜F0 xi > xk > 1.
For ηi = −1, we have
F (τk)
τ 20
=
x2k
6
+
[
e∆N2−(ηc+3)∆N3
ηc + 3
+
e∆N2(ηc + 1)
2(ηc + 3)
− e
3∆N2
6
]
x−1k (C.8)
− (e
−(ηc+3)∆N3 − 1)(∆N2(ηc + 1) + ηc)
(ηc + 3)(ηc + 1)
+
(e2∆N2 − 2∆N2 − 3)
4
− (e
−2∆N3 − 1)
2(ηc + 1)
≡ CF−2 x2k + CF1 x−1k + CF0 xk > xi > 1,
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and
F (τk)
τ 20
=
x2k
4
−
[
(e−(ηc+3)∆N3 − 1)
ηc + 3
+
1
2
]
ln(xk) +
(e−(ηc+3)∆N3 − 1)
(ηc + 3)(ηc + 1)
(C.9)
− 1
4
− (e
−2∆N3 − 1)
2(ηc + 1)
≡ C˜F−2 x2k + C˜Fln(xk) ln(xk) + C˜F0 xi > xk > 1.
On the other hand, for ηi = −3, F (τk) is given by
F (τk)
τ 20
=
x2k
6
+ e3∆N2
[
e−(ηc+3)∆N3 − 1
ηc + 3
−∆N2 + 1
3
]
x−1k (C.10)
+
(e−(ηc+3)∆N3 − 1)
(ηc + 3)
[
ηc + 3
2(ηc + 1)
− 3e
2∆N2
2
]
+
3e2∆N2(2∆N2 − 1)
4
+
1
4
− (e
−2∆N3 − 1)
2(ηc + 1)
≡ CF−2 x2k + CF1 x−1k + CF0 xk > xi > 1,
and
F (τk)
τ 20
= −
[
(e−(ηc+3)∆N3 − 1)
2(ηc + 3)
+
1
4
]
x2k +
x2k
2
ln(xk) +
(e−(ηc+3)∆N3 − 1)
2(ηc + 1)
(C.11)
+
1
4
− (e
−2∆N3 − 1)
2(ηc + 1)
≡ C˜F−2 x2k + C˜Fx2k ln(xk) x
2
k ln(xk) + C˜F0 xi > xk > 1.
Note that in the formulas above, we have not distinguished different cases of constant ηc
as we always assume that ηc ≤ −6.
We now present our results for the functions G1(τk) and G2(τk) below. For modes
leaving the horizon during the initial slow-roll era G1(τk) obtains the following form
G1(τk)
τ 40
= CG10 + CG12 x−2k + CG11 x−1k + CG1−1 xk + CG1−2 x2k +
7x4k
360
xk > xi > 1,
(C.12)
where the coefficients C are functions of the parameters of the background model, i.e. C =
C(ηi, ηc,∆N2,∆N3) and the sub-index indicates which k dependent term the coefficient
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belongs to (Recall that xk ∝ k−1). For ηi 6= −1,−3,−5, they are given by
CG10 =
ηi (3η
2
i + 19ηi + 18) e
4∆N2
8(ηi + 3)2(ηi + 5)
− η
2
i (3ηi + 1)(ηi − ηc) e−(ηi−1)∆N2
2(ηi − 1)(ηi + 1)(ηi + 3)2(ηc + 3)
+
ηi(ηi − ηc) (η2i ηc + 7η2i − 3ηiη2c − 12ηiηc + 23ηi − 11η2c − 61ηc − 24) e−(ηi+1)∆N2
2(ηi + 1)2(ηi + 3)(ηi + 5)(ηc + 3)2(ηc + 5)
+
(ηi − ηc) (η2i ηc + 7η2i − ηiη2c − 4ηiηc + 5ηi + 3η2c + 19ηc + 18)
8(ηi − 1)(ηi + 1)2(ηc + 3)2(ηc + 5)
+
ηi e
2∆N2−2∆N3
4(ηi + 3)(ηc + 1)
+
(ηc − ηi) e−2∆N3
4(ηi + 1)(ηc + 1)(ηc + 3)
+
(ηc − 3) e−4∆N3
8(ηc − 1)(ηc + 1)2
+
η2i e
−2(ηi+1)∆N2−2(ηc+3)∆N3
(ηi + 1)2(ηc + 3)2
− ηi(ηi − ηc) e
−(ηi+1)∆N2−2∆N3
2(ηi + 1)(ηi + 3)(ηc + 1)(ηc + 3)
− 2η
2
i (ηi − ηc) e−2(ηi+1)∆N2−(ηc+3)∆N3
(ηi + 1)2(ηi + 3)(ηc + 3)2
+
η2i (ηi − ηc)2 e−2(ηi+1)∆N2
(ηi + 1)2(ηi + 3)2(ηc + 3)2
− ηi(ηi − ηc)(3ηiηc + ηi + 11ηc + 9) e
−(ηi+1)∆N2−(ηc+3)∆N3
2(ηi + 1)2(ηi + 3)(ηc + 1)(ηc + 3)2
+
(ηc − ηi) (−3η2i ηc − η2i + ηiη2c − 4ηiηc − 5ηi − 3η2c − ηc) e−(ηc+3)∆N3
2(ηi − 1)(ηi + 1)2(ηc − 1)(ηc + 1)(ηc + 3)2
+
(ηi − ηc)2 e−2(ηc+3)∆N3
(ηi + 1)2(ηc + 1)2(ηc + 3)2
− 2ηi(ηi − ηc) e
−(ηi+1)∆N2−2(ηc+3)∆N3
(ηi + 1)2(ηc + 1)(ηc + 3)2
+
η2i (3ηi + 1) e
−(ηi−1)∆N2−(ηc+3)∆N3
2(ηi − 1)(ηi + 1)(ηi + 3)(ηc + 3) −
ηi(ηi − ηc) e2∆N2
4(ηi + 1)(ηi + 3)(ηc + 3)
+
ηi(3ηc + 11) e
−(ηi+1)∆N2−(ηc+5)∆N3
2(ηi + 1)(ηc + 1)(ηc + 3)(ηc + 5)
+
(3ηc + 11)(ηc − ηi) e−(ηc+5)∆N3
2(ηi + 1)(ηc + 1)2(ηc + 3)(ηc + 5)
+
ηi(ηc − ηi) e2∆N2−∆N3(ηc+3)
2(ηi + 1)(ηi + 3)(ηc + 1)(ηc + 3)
(C.13)
CG12 =
e−2(ηi∆N2+(ηc+3)∆N3)
(ηc + 3)2
− 2(ηi − ηc) e
−2ηi∆N2−(ηc+3)∆N3
(ηi + 3)(ηc + 3)2
− 2ηi(ηi − ηc) e
−(ηi−3)∆N2
3(ηi + 3)2(ηc + 3)
+
η2i e
6∆N2
9(ηi + 3)2
+
2ηi e
−(ηi−3)∆N2−(ηc+3)∆N3
3(ηi + 3)(ηc + 3)
+
(ηi − ηc)2 e−2ηi∆N2
(ηi + 3)2(ηc + 3)2
(C.14)
CG11 = −
ηi e
3∆N2−2∆N3
6(ηi + 3)(ηc + 1)
− 2ηi e
−(2ηi+1)∆N2−2(ηc+3)∆N3
(ηi + 1)(ηc + 3)2
+
2(ηi − ηc) e−ηi∆N2−2(ηc+3)∆N3
(ηi + 1)(ηc + 1)(ηc + 3)2
+
4ηi(ηi − ηc) e−(2ηi+1)∆N2−(ηc+3)∆N3
(ηi + 1)(ηi + 3)(ηc + 3)2
− 2ηi(ηi − ηc)
2 e−(2ηi+1)∆N2
(ηi + 1)(ηi + 3)2(ηc + 3)2
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+
ηi(ηi − ηc) e3∆N2−(ηc+3)∆N3
3(ηi + 1)(ηi + 3)(ηc + 1)(ηc + 3)
− ηi (11η
2
i + 61ηi + 24) e
5∆N2
30(ηi + 3)2(ηi + 5)
+
(ηi − ηc) e−ηi∆N2−2∆N3
2(ηi + 3)(ηc + 1)(ηc + 3)
− (3ηc + 11) e
−ηi∆N2−(ηc+5)∆N3
2(ηc + 1)(ηc + 3)(ηc + 5)
+
ηi(ηi − ηc) e3∆N2
6(ηi + 1)(ηi + 3)(ηc + 3)
− ηi(11ηi + 9) e
−(ηi−2)∆N2−(ηc+3)∆N3
6(ηi + 1)(ηi + 3)(ηc + 3)
+
(ηi − ηc)(3ηiηc + ηi + 11ηc + 9) e−ηi∆N2−(ηc+3)∆N3
2(ηi + 1)(ηi + 3)(ηc + 1)(ηc + 3)2
+
ηi(11ηi + 9)(ηi − ηc) e−(ηi−2)∆N2
6(ηi + 1)(ηi + 3)2(ηc + 3)
− e
−∆N2ηi(ηi − ηc) (η2i ηc + 7η2i − 3ηiη2c − 12ηiηc + 23ηi − 11η2c − 61ηc − 24)
2(ηi + 1)(ηi + 3)(ηi + 5)(ηc + 3)2(ηc + 5)
(C.15)
CG1−1 = −
e−ηi∆N2−(ηc+3)∆N3
6(ηc + 3)
+
(ηi − ηc) e−ηi∆N2
6(ηi + 3)(ηc + 3)
− ηi e
3∆N2
18(ηi + 3)
(C.16)
CG1−2 = −
ηi e
−(ηi+1)∆N2−(ηc+3)∆N3
6(ηi + 1)(ηc + 3)
+
(ηi − ηc) e−(ηc+3)∆N3
6(ηi + 1)(ηc + 1)(ηc + 3)
− e
−2∆N3
12(ηc + 1)
+
ηi(ηi − ηc) e−∆N2(ηi+1)
6(ηi + 1)(ηi + 3)(ηc + 3)
− ηi e
2∆N2
12(ηi + 3)
+
ηi − ηc
12(ηi + 1)(ηc + 3)
(C.17)
On the other hand, for modes leaving the horizon in the intermediate stage, i.e. xi > xk > 1
G1(τk)
τ 40
= C˜G10 + C˜G1−2 x2k + C˜G1−4 x4k + C˜G12(1+ηi) x
−2(1+ηi)
k + C˜G1(ηi−1) x
−(ηi−1)
k + C˜G1(ηi+1) x
−(ηi+1)
k
xi > xk > 1,
C˜G10 =
(ηi − ηc)2 e−2(ηc+3)∆N3
(ηi + 1)2(ηc + 1)2(ηc + 3)2
+
(3ηc + 11)(ηc − ηi) e−(ηc+5)∆N3
2(ηi + 1)(ηc + 1)2(ηc + 3)(ηc + 5)
+
(ηc − ηi) e−2∆N3
4(ηi + 1)(ηc + 1)(ηc + 3)
+
(ηc − 3) e−4∆N3
8(ηc − 1)(ηc + 1)2
+
e−∆N3(ηc+3) (−3η2i ηc − η2i + ηiη2c − 4ηiηc − 5ηi − 3η2c − ηc) (ηc − ηi)
2(ηi − 1)(ηi + 1)2(ηc − 1)(ηc + 1)(ηc + 3)2
+
(ηi − ηc) (η2i ηc + 7η2i − ηiη2c − 4ηiηc + 5ηi + 3η2c + 19ηc + 18)
8(ηi − 1)(ηi + 1)2(ηc + 3)2(ηc + 5) (C.18)
C˜G1−2 =
(ηi − ηc) e−(ηc+3)∆N3
2(ηi + 1)(ηi + 3)(ηc + 1)(ηc + 3)
− e
−2∆N3
4(ηi + 3)(ηc + 1)
+
ηi − ηc
4(ηi + 1)(ηi + 3)(ηc + 3)
,
C˜G1−4 =
ηi + 7
8(ηi + 3)2(ηi + 5)
(C.19)
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C˜G12(1+ηi) =
2(ηc − ηi) e−(ηc+3)∆N3
(ηi + 1)2(ηi + 3)(ηc + 3)2
+
e−2(ηc+3)∆N3
(ηi + 1)2(ηc + 3)2
+
(ηi − ηc)2
(ηi + 1)2(ηi + 3)2(ηc + 3)2
,
C˜G1(ηi−1) =
(3ηi + 1) e
−(ηc+3)∆N3
2(ηi − 1)(ηi + 1)(ηi + 3)(ηc + 3) +
(3ηi + 1)(ηc − ηi)
2(ηi − 1)(ηi + 1)(ηi + 3)2(ηc + 3) (C.20)
C˜G1(ηi+1) =
(ηi − ηc) e−2∆N3
2(ηi + 1)(ηi + 3)(ηc + 1)(ηc + 3)
+
2(ηi − ηc) e−2(ηc+3)∆N3
(ηi + 1)2(ηc + 1)(ηc + 3)2
− (3ηc + 11) e
−(ηc+5)∆N3
2(ηi + 1)(ηc + 1)(ηc + 3)(ηc + 5)
− (ηc − ηi)(3ηiηc + ηi + 11ηc + 9) e
−(ηc+3)∆N3
2(ηi + 1)2(ηi + 3)(ηc + 1)(ηc + 3)2
− (ηi − ηc) (η
2
i ηc + 7η
2
i − 3ηiη2c − 12ηiηc + 23ηi − 11η2c − 61ηc − 24)
2(ηi + 1)2(ηi + 3)(ηi + 5)(ηc + 3)2(ηc + 5)
(C.21)
For ηi = −1, G1(τk) follows the same expression given in (C.12) for xk > xi > 1. However
the coefficients C are different and are given by
CG10 =
(∆N2ηc + ∆N2 + ηc)
2 e−2(ηc+3)∆N3
(ηc + 1)2(ηc + 3)2
− e
2∆N2−2∆N3
8(ηc + 1)
− e
4∆N2
64
+
(ηc − 3)e−4∆N3
8(ηc − 1)(ηc + 1)2
+
(3ηc + 11)(∆N2ηc + ∆N2 + ηc) e
−(ηc+5)∆N3
2(ηc + 1)2(ηc + 3)(ηc + 5)
+
(2∆N2 + 3) e
−2∆N3
8(ηc + 3)
− (∆N2ηc + ∆N2 + 2ηc + 1) e
2∆N2−(ηc+3)∆N3
4(ηc + 1)(ηc + 3)
− (5 + 2∆N2)(1 + ηc) e
2∆N2
16(ηc + 3)
+
(4∆N22 (η
2
c − 1) + ∆N2 (11η2c − 2ηc − 9) + 8η2c − ηc − 3) e−(ηc+3)∆N3
4(ηc − 1)(ηc + 3)2
+
(ηc + 1) (16∆N
2
2 (η
2
c + 6ηc + 5) + 4∆N2(13η
2
c + 82ηc + 81) + 45η
2
c + 298ηc + 345)
64(ηc + 3)2(ηc + 5)
(C.22)
CG12 =
e2∆N2−2(ηc+3)∆N3
(ηc + 3)2
+
(ηc + 1)
2 e2∆N2
4(ηc + 3)2
− (ηc + 1) e
4∆N2
6(ηc + 3)
+
e6∆N2
36
+
(ηc + 1) e
2∆N2−∆N3(ηc+3)
(ηc + 3)2
− e
4∆N2−∆N3(ηc+3)
3(ηc + 3)
(C.23)
CG11 = −
2(∆N2ηc + ∆N2 + ηc) e
∆N2−2(ηc+3)∆N3
(ηc + 1)(ηc + 3)2
+
e3∆N2−2∆N3
12(ηc + 1)
− 13 e
5∆N2
240
+
(2∆N2(ηc + 1) + 11ηc + 9) e
3∆N2−(ηc+3)∆N3
12(ηc + 1)(ηc + 3)
− e
∆N2−2∆N3
4(ηc + 3)
− (3ηc + 11) e
∆N2−(ηc+5)∆N3
2(ηc + 1)(ηc + 3)(ηc + 5)
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+
(∆N2 + 6)(ηc + 1) e
3∆N2
12(ηc + 3)
− (8∆N2(ηc + 1) + 11ηc + 9) e
∆N2−(ηc+3)∆N3
4(ηc + 3)2
− (ηc + 1) (8∆N2(ηc + 1)(ηc + 5) + 13η
2
c + 82ηc + 81) e
∆N2
16(ηc + 3)2(ηc + 5)
(C.24)
CG1−1 = −
e∆N2−(ηc+3)∆N3
6(ηc + 3)
− (ηc + 1) e
∆N2
12(ηc + 3)
+
e3∆N2
36
CG1−2 = −
(∆N2ηc + ∆N2 + ηc) e
−∆N3(ηc+3)
6(ηc + 1)(ηc + 3)
+
e2∆N2
24
− e
−2∆N3
12(ηc + 1)
− (2∆N2 + 3)(ηc + 1)
24(ηc + 3)
(C.25)
On the other hand, for ηi = −1 and xi > xk > 1, G1(τk) has the following form,
G1(τk)
τ 40
= C˜G10 + C˜G1ln(xk) ln(xk) + C˜
G1
ln(xk)2
ln(xk)
2 + C˜G1−2 x2k + C˜G1x2k ln(xk) x
2
k ln(xk) +
3x4k
64
xi > xk > 1,
where
C˜G10 =
(η2c + ηc + 2) e
−(ηc+3)∆N3
4(ηc − 1)(ηc + 3)2 +
(ηc − 3) e−4∆N3
8(ηc − 1)(ηc + 1)2 +
e−2(ηc+3)∆N3
(ηc + 1)2(ηc + 3)2
− (3ηc + 11) e
−(ηc+5)∆N3
2(ηc + 1)2(ηc + 3)(ηc + 5)
+
e−2∆N3
8(ηc + 3)
+
(ηc + 1) (9η
2
c + 66ηc + 101)
64(ηc + 3)2(ηc + 5)
(C.26)
C˜G1ln(xk) =
(3ηc + 11) e
−(ηc+5)∆N3
2(ηc + 1)(ηc + 3)(ηc + 5)
− 2e
−2(ηc+3)∆N3
(ηc + 1)(ηc + 3)2
+
(ηc + 1) (5η
2
c + 34ηc + 41)
16(ηc + 3)2(ηc + 5)
+
(3ηc + 1) e
−(ηc+3)∆N3
4(ηc + 3)2
+
e−2∆N3
4(ηc + 3)
(C.27)
C˜G1ln(xk)2 =
(ηc + 1) e
−(ηc+3)∆N3
(ηc + 3)2
+
e−2(ηc+3)∆N3
(ηc + 3)2
+
(ηc + 1)
2
4(ηc + 3)2
,
C˜G1−2 = −
ηc e
−(ηc+3)∆N3
4(ηc + 1)(ηc + 3)
− e
−2∆N3
8(ηc + 1)
− 3(ηc + 1)
16(ηc + 3)
,
C˜G1
x2k ln(xk)
= −e
−(ηc+3)∆N3
4(ηc + 3)
− ηc + 1
8(ηc + 3)
(C.28)
For ηi = −3 and xk > xi > 1, G1(τk) again follows the form given in (C.12). The coefficients
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C of each term in this case are as follows,
CG10 =
9e4∆N2−2(ηc+3)∆N3
4(ηc + 3)2
+
(ηc − 3) e−4∆N3
8(ηc − 1)(ηc + 1)2 −
e−2∆N3
8(ηc + 1)
+
e−2(ηc+3)∆N3
4(ηc + 1)2
− 3e
2∆N2−2(ηc+3)∆N3
2(ηc + 1)(ηc + 3)
+
3(3ηc + 11) e
2∆N2−(ηc+5)∆N3
4(ηc + 1)(ηc + 3)(ηc + 5)
− (3ηc + 11) e
−(ηc+5)∆N3
4(ηc + 1)2(ηc + 5)
+
3ηc + 11
64(ηc + 5)
+
(3ηc − 1) e−(ηc+3)∆N3
16 (η2c − 1)
+
3(∆N2(ηc + 3)− 2(ηc + 1)) e2∆N2−(ηc+3)∆N3
4(ηc + 1)(ηc + 3)
− 3(2∆N2(ηc + 3)− (ηc + 1)) e
2∆N2−2∆N3
8(ηc + 1)(ηc + 3)
+
3 (2∆N2 (η
2
c + 8ηc + 15)− 3η2c − 18ηc − 19) e2∆N2
16(ηc + 3)(ηc + 5)
− 9(8∆N2(ηc + 3)− 5ηc − 7) e
4∆N2−(ηc+3)∆N3
16(ηc + 3)2
+
3 (48∆N22 (ηc + 3)
2 − 12∆N2 (5η2c + 22ηc + 21) + 19η2c + 54ηc + 39) e4∆N2
64(ηc + 3)2
(C.29)
CG12 =
e6∆N2−2(ηc+3)∆N3
(ηc + 3)2
− 2(3∆N2(ηc + 3)− ηc) e
6∆N2−(ηc+3)∆N3
3(ηc + 3)2
+
(3∆N2(ηc + 3)− ηc)2 e6∆N2
9(ηc + 3)2
(C.30)
CG11 = −
3e5∆N2−2(ηc+3)∆N3
(ηc + 3)2
− (3ηc + 11) e
3∆N2−(ηc+5)∆N3
2(ηc + 1)(ηc + 3)(ηc + 5)
+
e3∆N2−2(ηc+3)∆N3
(ηc + 1)(ηc + 3)
+
(−6∆N2(ηc + 3) + 11ηc + 9) e3∆N2−(ηc+3)∆N3
12(ηc + 1)(ηc + 3)
− (−24∆N2(ηc + 3) + 11ηc + 9) e
5∆N2−(ηc+3)∆N3
4(ηc + 3)2
+
(3∆N2(ηc + 3)− ηc) e3∆N2−2∆N3
6(ηc + 1)(ηc + 3)
+
(−3∆N2 (η2c + 8ηc + 15) + 4η2c + 23ηc + 21) e3∆N2
12(ηc + 3)(ηc + 5)
− (60∆N
2
2 (ηc + 3)
2 − 5∆N2 (11η2c + 42ηc + 27) + 14η2c + 29ηc + 21) e5∆N2
20(ηc + 3)2
(C.31)
CG1−1 =
(3∆N2(ηc + 3)− ηc) e3∆N2
18(ηc + 3)
− e
3∆N2−(ηc+3)∆N3
6(ηc + 3)
,
CG1−2 = −
e2∆N2−(ηc+3)∆N3
4(ηc + 3)
+
(2∆N2(ηc + 3)− (ηc + 1)) e2∆N2
8(ηc + 3)
− e
−2∆N3
12(ηc + 1)
+
e−(ηc+3)∆N3
12(ηc + 1)
+
1
24
(C.32)
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On the other hand, for ηi = −3 and xi > xk > 1, G1(τk) has the following form,
G1(τk)
τ 40
= C˜G10 + C˜G1−2 x2k + C˜G1−4 x4k + C˜G1x4k ln(xk) x
4
k ln(xk) +
x4k
4
ln(xk)
2 xi > xk > 1,
C˜G10 =
1
8
(
(ηc − 3) e−4∆N3
(ηc − 1)(ηc + 1)2 +
(3ηc − 1) e−(ηc+3)∆N3
2(ηc − 1)(ηc + 1) +
2e−2(ηc+3)∆N3
(ηc + 1)2
− 2(3ηc + 11) e
−(ηc+5)∆N3
(ηc + 1)2(ηc + 5)
+
3ηc + 11
8(ηc + 5)
− e
−2∆N3
ηc + 1
)
,
C˜G1−2 =
e−2∆N3
8(ηc + 3)
− e
−(ηc+3)∆N3
2(ηc + 3)
+
(3ηc + 11) e
−(ηc+5)∆N3
4(ηc + 1)(ηc + 3)(ηc + 5)
− e
−2(ηc+3)∆N3
2(ηc + 1)(ηc + 3)
− 3η
2
c + 18ηc + 19
16(ηc + 3)(ηc + 5)
,
C˜G1−4 =
(5ηc + 7) e
−(ηc+3)∆N3
16(ηc + 3)2
+
e−2(ηc+3)∆N3
4(ηc + 3)2
+
9η2c + 34ηc + 37
64(ηc + 3)2
, (C.33)
and
C˜G1
x4k ln(xk)
= −e
−(ηc+3)∆N3
2(ηc + 3)
− 5ηc + 7
16(ηc + 3)
. (C.34)
For ηi 6= −1,−3,−5 and xk > xi > 1, G2(τk) has the following form,
G2(τk)
τ 20
= CG24 x−4k + CG23 x−3k + CG21 x−1k +
x2k
15
xk > xi > 1, (C.35)
where C = C(ηi, ηc,∆N2,∆N3). The coefficients of the first three terms above are given by
CG24 = −
3e−2ηi∆N2−2(ηc+3)∆N3
(ηc + 3)2
+
6(ηi − ηc) e−2ηi∆N2−(ηc+3)∆N3
(ηi + 3)(ηc + 3)2
− 2ηi e
−(ηi−3)∆N2−(ηc+3)∆N3
(ηi + 3)(ηc + 3)
+
2ηi(ηi − ηc) e−(ηi−3)∆N2
(ηi + 3)2(ηc + 3)
− η
2
i e
6∆N2
3(ηi + 3)2
− 3(ηi − ηc)
2 e−2ηi∆N2
(ηi + 3)2(ηc + 3)2
CG23 = −
3(ηi − ηc) e−ηi∆N2−2(ηc+3)∆N3
(ηi + 1)(ηc + 1)(ηc + 3)2
+
3ηi e
−(2ηi+1)∆N2−2(ηc+3)∆N3
(ηi + 1)(ηc + 3)2
+
3e−ηi∆N2−(ηc+5)∆N3
(ηc + 1)(ηc + 5)
− 3(ηi − ηc) e
−ηi∆N2−(ηc+3)∆N3
(ηi + 1)(ηc + 3)2
− 6ηi(ηi − ηc) e
−(2ηi+1)∆N2−(ηc+3)∆N3
(ηi + 1)(ηi + 3)(ηc + 3)2
+
3ηi e
−(ηi−2)∆N2−(ηc+3)∆N3
(ηi + 3)(ηc + 3)
+
3 (ηi − η2c − 6ηc − 4) (ηi − ηc) e−ηi∆N2
(ηi + 1)(ηi + 5)(ηc + 3)2(ηc + 5)
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+
3ηi(ηi − ηc)2 e−(2ηi+1)∆N2
(ηi + 1)(ηi + 3)2(ηc + 3)2
− 3(ηi − ηc) ηie
−(ηi−2)∆N2
(ηi + 3)2(ηc + 3)
+
3ηi (η
2
i + 6ηi + 4) e
5∆N2
5(ηi + 3)2(ηi + 5)
CFD1 = −
e−ηi∆N2−(ηc+3)∆N3
ηc + 3
+
(ηi − ηc) e−ηi∆N2
(ηi + 3)(ηc + 3)
− ηi e
3∆N2
3(ηi + 3)
(C.36)
On the other hand, for ηi 6= −1,−3,−5 and xi > xk > 1, G2(τk) has the following form,
G2(τk)
τ 20
= C˜G2−2 x2k + C˜G2(2ηi+4) x
−(2ηi+4)
k + C˜G2(ηi+1) x
−(ηi+1)
k + C˜G2(ηi+3) x
−(ηi+3)
k xi > xk > 1,
where the coefficient of each term is given by
C˜G2(2ηi+4) =
6(ηi − ηc) e−(ηc+3)∆N3
(ηi + 1)(ηi + 3)(ηc + 3)2
− 3e
−2(ηc+3)∆N3
(ηi + 1)(ηc + 3)2
− 3(ηi − ηc)
2
(ηi + 1)(ηi + 3)2(ηc + 3)2
,
C˜G2(ηi+1) =
3(ηi − ηc)
(ηi + 3)2(ηc + 3)
− 3e
−(ηc+3)∆N3
(ηi + 3)(ηc + 3)
,
C˜G2(ηi+3) =
3(ηc − ηi) e−2(ηc+3)∆N3
(ηi + 1)(ηc + 1)(ηc + 3)2
+
3(ηc − ηi) e−(ηc+3)∆N3
(ηi + 1)(ηc + 3)2
+
3 e−(ηc+5)∆N3
(ηc + 1)(ηc + 5)
+
3 (η2i − ηi(η2c + 7ηc + 4) + ηc(η2c + 6ηc + 4))
(ηi + 1)(ηi + 5)(ηc + 3)2(ηc + 5)
,
C˜G2−2 =
3
(ηi + 3)2(ηi + 5)
(C.37)
For ηi = −1 and xk > xi > 1, G2(τk) takes the same form in (C.35) where the coefficients
are given by
CG24 = −
3(ηc + 1) e
2∆N2−(ηc+3)∆N3
(ηc + 3)2
+
e4∆N2−(ηc+3)∆N3
ηc + 3
− 3e
2∆N2−2(ηc+3)∆N3
(ηc + 3)2
− 3(ηc + 1)
2 e2∆N2
4(ηc + 3)2
+
(ηc + 1) e
4∆N2
2(ηc + 3)
− e
6∆N2
12
(C.38)
CG23 =
3(2∆N2 + 3)(ηc + 1) e
∆N2−(ηc+3)∆N3
2(ηc + 3)2
+
3(∆N2ηc + ∆N2 + ηc) e
∆N2−2(ηc+3)∆N3
(ηc + 1)(ηc + 3)2
+
3e∆N2−(ηc+5)∆N3
(ηc + 1)(ηc + 5)
− 3e
3∆N2−(ηc+3)∆N3
2(ηc + 3)
− 3(ηc + 1)(ηi + 5) e
3∆N2
8(ηi + 3)(ηc + 3)
+
3e5∆N2
80
+
3(ηc + 1) e
∆N2
(
ηi (−8∆N2(ηc + 5) + 5η2c + 30ηc + 21)
16(ηi + 3)(ηc + 3)2(ηc + 5)
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+(8∆N2 + 19)η
2
c + 2(20∆N2 + 61)ηc + 123
)
16(ηi + 3)(ηc + 3)2(ηc + 5)
(C.39)
CG21 = −
e∆N2−(ηc+3)∆N3
ηc + 3
− (ηc + 1) e
∆N2
2(ηc + 3)
+
e3∆N2
6
.
On the other hand, for ηi = −1 and xi > xk > 1, G2(τk) has the following form,
G2(τk)
τ 20
= C˜G20 + C˜G22 x−2k + C˜G2x−2k ln(xk) x
−2
k ln(xk) +
3x2k
16
xi > xk > 1,
where
C˜G20 = −
3e−∆N3(ηc+3)
2(ηc + 3)
− 3(ηc + 1)
4(ηc + 3)
,
C˜G2
x−2k ln(xk)
=
3(ηc + 1)e
−∆N3(ηc+3)
(ηc + 3)2
+
3e−2∆N3(ηc+3)
(ηc + 3)2
+
3(ηc + 1)
2
4(ηc + 3)2
,
C˜G22 =
3(ηc + 1) e
−∆N3(ηc+3)
2(ηc + 3)2
+
3e−∆N3(ηc+5)
(ηc + 1)(ηc + 5)
− 3e
−2∆N3(ηc+3)
(ηc + 1)(ηc + 3)2
+
3 (3η3c + 25η
2
c + 53ηc + 31)
16(ηc + 3)2(ηc + 5)
(C.40)
Finally, for ηi = −3 and xk > xi > 1, G2(τk) follows the same form in (C.35) where the
coefficients are given by
CG24 =
2(3∆N2(ηc + 3)− ηc) e6∆N2−(ηc+3)∆N3
(ηc + 3)2
− 3e
6∆N2−2(ηc+3)∆N3
(ηc + 3)2
− (3∆N2(ηc + 3)− ηc)
2 e6∆N2
3(ηc + 3)2
,
CG23 = −
3 e3∆N2−2(ηc+3)∆N3
2(ηc + 1)(ηc + 3)
+
9 e5∆N2−2(ηc+3)∆N3
2(ηc + 3)2
+
3 e3∆N2−(ηc+5)∆N3
(ηc + 1)(ηc + 5)
− 3 e
3∆N2−(ηc+3)∆N3
2(ηc + 3)
− 9(2∆N2(ηc + 3)− (ηc + 1)) e
5∆N2−(ηc+3)∆N3
2(ηc + 3)2
− 3 (η
2
c + 6ηc + 7) e
3∆N2
4(ηc + 3)(ηc + 5)
+
9 (10∆N22 (ηc + 3)
2 − 10∆N2(ηc + 1)(ηc + 3) + 3η2c + 8ηc + 7) e5∆N2
20(ηc + 3)2
CG21 =
e3∆N2
3
(
3∆N2 − ηc
ηc + 3
)
− e
3∆N2−(ηc+3)∆N3
ηc + 3
, (C.41)
and for ηi = −3 and xi > xk > 1, G2(τk) has the following form
G2(τk)
τ 20
= C˜G20 + C˜G2−2 x2k + C˜G2x2k ln(xk) x
2
k ln(xk) +
3x2k
2
ln(xk)
2 xi > xk > 1,
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where the coefficients are given by
C˜G20 = −
3 e−(ηc+3)∆N3
2(ηc + 3)2
+
3 e−(ηc+5)∆N3
(ηc + 1)(ηc + 5)
− 3 e
−2(ηc+3)∆N3
2(ηc + 1)(ηc + 3)
− 3 (η
2
c + 6ηc + 7)
4(ηc + 3)(ηc + 5)
,
C˜G2−2 =
3(ηc + 1) e
−(ηc+3)∆N3
2(ηc + 3)2
+
3 e−2(ηc+3)∆N3
2(ηc + 3)2
+
3 (η2c + 4ηc + 5)
4(ηc + 3)2
,
C˜G2
x2k ln(xk)
= −3 e
−(ηc+3)∆N3
ηc + 3
− 3(ηc + 1)
2(ηc + 3)
. (C.42)
Some comments on the results of this Appendix are in order: First and foremost, due to
the presence of intermediate and non-attractor phase, modes that leave the horizon during
the slow-roll phase, xk > xi > 1, experience enhancement which appear as powers of e
∆N2
and e∆N3 in the coefficients C of the functions D(0)(τk), F (τk), G1(τk) and G2(τk). Another
important point is that similar to the case in Model 1, k dependence of the functions
D(0)(τk), F (τk), G1(τk), G2(τk) in Model 2 does not depend on the value of η during
the intermediate (ηi) and final non-attractor phase (ηc) for modes that leave the horizon
during the initial slow-roll era, xk > xi > 1. On the other hand, enhancement factors for
modes that leave the horizon during the intermediate stage does only depend on ∆N3. This
observation tells us that enhancement factors in our formulas appear in a cumulative sense:
the appearance of large exponential factors in the functions D(0)(τk), F (τk), G1(τk), G2(τk)
in any era stems from the presence of an era with a non-trivial η 6= 0 ( η < 0) that follows
it. More importantly, contrary to the modes that leave the horizon during the slow-roll era,
k dependence of the functions D(0)(τk), F (τk), G1(τk), G2(τk) now depends on the value of
ηi for modes that leave the horizon during the intermediate stage, xi > xk > 1.
D Remarks on the high slopes after kdip and ck = −kτk
As we have showed in Figure 1, for a short range of scales after the dip, k > kdip, power
spectrum obtains large spectral indices, as large as ns−1 = 8 and ns−1 = 6. Although, we
find it hard to guess the duration of this type of behavior using the formulas we developed
in this work, we show below that its duration can be lengthen depending on the choice of
the parameter ck = −kτk. In particular, we will establish a relation between the choice of
ck and the existence of higher order spectral evolution after the dip.
We start with the observation that evaluated at the initial time τ = τk at around horizon
crossing, the relation −kτk = k/Hk = ck sets the minimum size of all the super-horizon
modes that can be considered within the gradient expansion formalism. In this sense,
it applies to all k modes on super-horizon scales and can be seen as a measure on the
minimum softness of super-horizon modes we consider. As it is clear from its definition, ck
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Figure 16. Comparison of the power spectrum in Figure 1 (ck = 0.7) (brown curve) with the
same model where we take ck = 0.9 and ∆N = 2.73 (pink curve). These parameter choices are
made to match kdip in both curves. Blue (Cyan) colored points indicate the point in k space where
k6 behaviour in the power spectrum cease to exist.
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Figure 17. Comparison of G(τk) between the model in Figure 1 (Left) and the same model with
the parameter choices ck = 0.9 and ∆N = 2.73 (Right).
takes its maximal value of unity if we take the initial time τk to be the horizon crossing
time exactly, i.e. −kτk = k/Hk = 1. In this sense, smaller choices of ck corresponds to
an initial time τk that is identified after horizon crossing time for each individual mode.
In light of this discussion, it is natural tie a choice of large ck = O(1) ≤ 1 to the order
of gradient expansion in terms of k we undertake in Section 2.2. For example, truncating
the gradient expansion to k2 order, the authors assumed ck ' 0.35, whereas in this work
since we move to higher order in the gradient expansion, it is justified to adapt a larger
value of ck = 0.7 in models where higher order k terms play a significant role. We show
this natural relation between the choice of ck and higher order k corrections (parametrized
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by the function G(τk)) by Figure 16 where we plot the same model shown in Figure 1 for
a larger choice of ck = 0.9 (pink line) to compare it with the same scenario with ck = 0.7.
For ease of comparison, we choose slightly different duration for the non-attractor phase
∆N = 2.73 for the ck = 0.9 in order to align the scales where kdip in both curves occur. In
this plot, blue (cyan) dot on the ck = 0.9 (ck = 0.7) curve indicates the point k space beyond
which slope of the spectral index is less than 6, i.e. ns− 1 < 6. The difference between the
location of these points implies that larger choices for ck leads to more enhanced and longer
lasting higher order k dependent terms (parametrized by G(τk)) inside the enhancement
factor in (3.7) and (3.8). We support these findings by a plot (Figure 17) of the dominant
term G(τk)k
4 together with F (τk)k
2 appearing the enhancement factor αk (2.32) for both
scenarios. For ck = 0.9 case, it is clearly visible that the range of scales for which the
spectral behavior given by k8 → k6 → k4 → k3 (labeled by ∆(k/H0)cascade)14 is longer
compared to the ck = 0.7 case. More importantly, the difference between coloured dots
(blue and cyan) in this plot indicates that higher order corrections represented by the
function G(τk) are more enhanced and extends to wider range of scales compared to the
ck = 0.7 case. All these facts we present here indicate the strong link between the large
slopes obtained for scales k > kdip in the scalar power spectrum and the parameter choice
of ck in the gradient expansion formalism we undertake.
References
[1] S. Hawking, “Gravitationally collapsed objects of very low mass,” Mon. Not. Roy.
Astron. Soc. 152 (1971) 75.
[2] B. J. Carr and S. W. Hawking, “Black holes in the early Universe,” Mon. Not. Roy.
Astron. Soc. 168 (1974) 399–415.
[3] B. J. Carr, “The Primordial black hole mass spectrum,” Astrophys. J. 201 (1975) 1–19.
[4] S. Bird, I. Cholis, J. B. Mun˜oz, Y. Ali-Ha¨ımoud, M. Kamionkowski, E. D. Kovetz,
A. Raccanelli, and A. G. Riess, “Did LIGO detect dark matter?,” Phys. Rev. Lett. 116
no. 20, (2016) 201301, arXiv:1603.00464 [astro-ph.CO].
[5] S. Clesse and J. Garc´ıa-Bellido, “The clustering of massive Primordial Black Holes as
Dark Matter: measuring their mass distribution with Advanced LIGO,” Phys. Dark
Univ. 15 (2017) 142–147, arXiv:1603.05234 [astro-ph.CO].
[6] M. Sasaki, T. Suyama, T. Tanaka, and S. Yokoyama, “Primordial Black Hole Scenario for
the Gravitational-Wave Event GW150914,” Phys. Rev. Lett. 117 no. 6, (2016) 061101,
arXiv:1603.08338 [astro-ph.CO]. [erratum: Phys. Rev. Lett.121,no.5,059901(2018)].
14Note that the range of scales for which this behavior occurs can be determined by finding the scales at
which the functions G(τk) and F (τk) meets. The scales obtained via this procedure are shown as vertical
gray dashed lines in Figure 17.
55
[7] S. Clesse and J. Garc´ıa-Bellido, “Seven Hints for Primordial Black Hole Dark Matter,”
arXiv:1711.10458 [astro-ph.CO].
[8] P. Ivanov, P. Naselsky, and I. Novikov, “Inflation and primordial black holes as dark
matter,” Phys. Rev. D50 (1994) 7173–7178.
[9] J. Garc´ıa-Bellido, A. Linde, and D. Wands, “Density perturbations and black hole
formation in hybrid inflation,” Physical Review D 54 no. 10, (Nov, 1996) 6040–6058.
http://dx.doi.org/10.1103/PhysRevD.54.6040.
[10] B. Carr, F. Ku¨hnel, and M. Sandstad, “Primordial black holes as dark matter,” Physical
Review D 94 no. 8, (Oct, 2016) . http://dx.doi.org/10.1103/PhysRevD.94.083504.
[11] M. Sasaki, T. Suyama, T. Tanaka, and S. Yokoyama, “Primordial black
holes—perspectives in gravitational wave astronomy,” Classical and Quantum Gravity 35
no. 6, (Feb, 2018) 063001. http://dx.doi.org/10.1088/1361-6382/aaa7b4.
[12] J. Garcia-Bellido and E. Ruiz Morales, “Primordial black holes from single field models of
inflation,” Phys. Dark Univ. 18 (2017) 47–54, arXiv:1702.03901 [astro-ph.CO].
[13] J. M. Ezquiaga, J. Garcia-Bellido, and E. Ruiz Morales, “Primordial Black Hole
production in Critical Higgs Inflation,” Phys. Lett. B776 (2018) 345–349,
arXiv:1705.04861 [astro-ph.CO].
[14] G. Ballesteros and M. Taoso, “Primordial black hole dark matter from single field
inflation,” Phys. Rev. D97 no. 2, (2018) 023501, arXiv:1709.05565 [hep-ph].
[15] M. P. Hertzberg and M. Yamada, “Primordial Black Holes from Polynomial Potentials in
Single Field Inflation,” arXiv:1712.09750 [astro-ph.CO].
[16] H. Motohashi and W. Hu, “Primordial Black Holes and Slow-Roll Violation,” Phys. Rev.
D96 no. 6, (2017) 063503, arXiv:1706.06784 [astro-ph.CO].
[17] J. Yokoyama and S. Inoue, “Curvature perturbation at the local extremum of the inflaton
potential,” Physics Letters B 524 no. 1-2, (Jan, 2002) 15–20.
http://dx.doi.org/10.1016/S0370-2693(01)01369-7.
[18] A. Linde, “Fast-roll inflation,” Journal of High Energy Physics 2001 no. 11, (Nov, 2001)
052–052. http://dx.doi.org/10.1088/1126-6708/2001/11/052.
[19] W. H. Kinney, “Horizon crossing and inflation with large eta,” Physical Review D 72
no. 2, (Jul, 2005) . http://dx.doi.org/10.1103/PhysRevD.72.023515.
[20] J. Martin, H. Motohashi, and T. Suyama, “Ultra slow-roll inflation and the
non-gaussianity consistency relation,” Physical Review D 87 no. 2, (Jan, 2013) .
http://dx.doi.org/10.1103/PhysRevD.87.023514.
[21] H. Motohashi, A. A. Starobinsky, and J. Yokoyama, “Inflation with a constant rate of
roll,” Journal of Cosmology and Astroparticle Physics 2015 no. 09, (Sep, 2015) 018–018.
http://dx.doi.org/10.1088/1475-7516/2015/09/018.
[22] C. Germani and T. Prokopec, “On primordial black holes from an inflection point,” Phys.
56
Dark Univ. 18 (2017) 6–10, arXiv:1706.04226 [astro-ph.CO].
[23] K. Dimopoulos, “Ultra slow-roll inflation demystified,” Phys. Lett. B775 (2017) 262–265,
arXiv:1707.05644 [hep-ph].
[24] Z. Yi and Y. Gong, “On the constant-roll inflation,” Journal of Cosmology and
Astroparticle Physics 2018 no. 03, (Mar, 2018) 052–052.
http://dx.doi.org/10.1088/1475-7516/2018/03/052.
[25] C. Pattison, V. Vennin, H. Assadullahi, and D. Wands, “The attractive behaviour of
ultra-slow-roll inflation,” JCAP 1808 no. 08, (2018) 048, arXiv:1806.09553
[astro-ph.CO].
[26] S. Parameswaran, G. Tasinato, and I. Zavala, “Subleading Effects and the Field Range in
Axion Inflation,” JCAP 1604 no. 04, (2016) 008, arXiv:1602.02812 [astro-ph.CO].
[27] O. Ozsoy, S. Parameswaran, G. Tasinato, and I. Zavala, “Mechanisms for Primordial
Black Hole Production in String Theory,” JCAP 1807 (2018) 005, arXiv:1803.07626
[hep-th].
[28] M. Cicoli, V. A. Diaz, and F. G. Pedro, “Primordial Black Holes from String Inflation,”
JCAP 1806 no. 06, (2018) 034, arXiv:1803.02837 [hep-th].
[29] E. Silverstein and A. Westphal, “Monodromy in the CMB: Gravity Waves and String
Inflation,” Phys. Rev. D78 (2008) 106003, arXiv:0803.3085 [hep-th].
[30] L. McAllister, E. Silverstein, and A. Westphal, “Gravity Waves and Linear Inflation from
Axion Monodromy,” Phys. Rev. D82 (2010) 046003, arXiv:0808.0706 [hep-th].
[31] F. C. Adams, J. R. Bond, K. Freese, J. A. Frieman, and A. V. Olinto, “Natural inflation:
Particle physics models, power law spectra for large scale structure, and constraints from
COBE,” Phys.Rev. D47 (1993) 426–455, arXiv:hep-ph/9207245 [hep-ph].
[32] R. Flauger and E. Pajer, “Resonant Non-Gaussianity,” JCAP 1101 (2011) 017,
arXiv:1002.0833 [hep-th].
[33] T. Kobayashi and F. Takahashi, “Running Spectral Index from Inflation with
Modulations,” JCAP 1101 (2011) 026, arXiv:1011.3988 [astro-ph.CO].
[34] T. Kobayashi, A. Oikawa, and H. Otsuka, “New potentials for string axion inflation,”
Phys. Rev. D93 no. 8, (2016) 083508, arXiv:1510.08768 [hep-ph].
[35] E. Erfani, “Modulated Inflation Models and Primordial Black Holes,” Phys. Rev. D89
no. 8, (2014) 083511, arXiv:1311.3090 [astro-ph.CO].
[36] N. Cabo Bizet, O. Loaiza-Brito, and I. Zavala, “Mirror quintic vacua: hierarchies and
inflation,” JHEP 10 (2016) 082, arXiv:1605.03974 [hep-th].
[37] K. Kadota, T. Kobayashi, A. Oikawa, N. Omoto, H. Otsuka, and T. H. Tatsuishi, “Small
field axion inflation with sub-Planckian decay constant,” JCAP 1610 no. 10, (2016) 013,
arXiv:1606.03219 [hep-ph].
[38] T. Kobayashi, S. Uemura, and J. Yamamoto, “Polyinstanton axion inflation,” Phys. Rev.
57
D96 no. 2, (2017) 026007, arXiv:1705.04088 [hep-ph].
[39] C. T. Byrnes, P. S. Cole, and S. P. Patil, “Steepest growth of the power spectrum and
primordial black holes,” JCAP 1906 no. 06, (2019) 028, arXiv:1811.11158
[astro-ph.CO].
[40] W. Israel, “Singular hypersurfaces and thin shells in general relativity,” Nuovo Cim.
B44S10 (1966) 1. [Nuovo Cim.B44,1(1966)].
[41] N. Deruelle and V. F. Mukhanov, “On matching conditions for cosmological
perturbations,” Phys. Rev. D52 (1995) 5549–5555, arXiv:gr-qc/9503050 [gr-qc].
[42] P. Carrilho, K. A. Malik, and D. J. Mulryne, “Dissecting the growth of the power
spectrum for primordial black holes,” arXiv:1907.05237 [astro-ph.CO].
[43] S. M. Leach, M. Sasaki, D. Wands, and A. R. Liddle, “Enhancement of superhorizon
scale inflationary curvature perturbations,” Phys. Rev. D64 (2001) 023512,
arXiv:astro-ph/0101406 [astro-ph].
[44] D. Wands, “Duality invariance of cosmological perturbation spectra,” Phys. Rev. D60
(1999) 023507, arXiv:gr-qc/9809062 [gr-qc].
[45] W. H. Kinney, “Horizon crossing and inflation with large eta,” Phys. Rev. D72 (2005)
023515, arXiv:gr-qc/0503017 [gr-qc].
[46] K. Tzirakis and W. H. Kinney, “Inflation over the hill,” Phys. Rev. D75 (2007) 123510,
arXiv:astro-ph/0701432 [astro-ph].
[47] M. J. P. Morse and W. H. Kinney, “Large-η constant-roll inflation is never an attractor,”
Phys. Rev. D97 no. 12, (2018) 123519, arXiv:1804.01927 [astro-ph.CO].
[48] V. Atal and C. Germani, “The role of non-gaussianities in Primordial Black Hole
formation,” Phys. Dark Univ. 24 (2019) 100275, arXiv:1811.07857 [astro-ph.CO].
[49] K. N. Ananda, C. Clarkson, and D. Wands, “The Cosmological gravitational wave
background from primordial density perturbations,” Phys. Rev. D75 (2007) 123518,
arXiv:gr-qc/0612013 [gr-qc].
[50] B. Osano, C. Pitrou, P. Dunsby, J.-P. Uzan, and C. Clarkson, “Gravitational waves
generated by second order effects during inflation,” Journal of Cosmology and
Astroparticle Physics 2007 no. 04, (Apr, 2007) 003–003.
http://dx.doi.org/10.1088/1475-7516/2007/04/003.
[51] D. Baumann, P. Steinhardt, K. Takahashi, and K. Ichiki, “Gravitational wave spectrum
induced by primordial scalar perturbations,” Physical Review D 76 no. 8, (Oct, 2007) .
http://dx.doi.org/10.1103/PhysRevD.76.084019.
[52] V. Mukhanov, Physical Foundations of Cosmology. Cambridge University Press, Oxford,
2005. http://www-spires.fnal.gov/spires/find/books/www?cl=QB981.M89::2005.
[53] T. Kobayashi, M. Yamaguchi, and J. Yokoyama, “Generalized G-inflation: Inflation with
the most general second-order field equations,” Prog. Theor. Phys. 126 (2011) 511–529,
58
arXiv:1105.5723 [hep-th].
[54] Y.-i. Takamizu, S. Mukohyama, M. Sasaki, and Y. Tanaka, “Non-Gaussianity of
superhorizon curvature perturbations beyond δ N formalism,” JCAP 1006 (2010) 019,
arXiv:1004.1870 [astro-ph.CO].
[55] H. Kodama and T. Hamazaki, “Evolution of cosmological perturbations in a stage
dominated by an oscillatory scalar field,” Prog. Theor. Phys. 96 (1996) 949–970,
arXiv:gr-qc/9608022 [gr-qc].
[56] C. Germani and T. Prokopec, “On primordial black holes from an inflection point,” 2017.
[57] M. P. Hertzberg and M. Yamada, “Primordial black holes from polynomial potentials in
single field inflation,” Physical Review D 97 no. 8, (Apr, 2018) .
http://dx.doi.org/10.1103/PhysRevD.97.083509.
[58] M. Biagetti, G. Franciolini, A. Kehagias, and A. Riotto, “Primordial Black Holes from
Inflation and Quantum Diffusion,” JCAP 1807 no. 07, (2018) 032, arXiv:1804.07124
[astro-ph.CO].
[59] C. Pattison, V. Vennin, H. Assadullahi, and D. Wands, “Quantum diffusion during
inflation and primordial black holes,” JCAP 1710 no. 10, (2017) 046, arXiv:1707.00537
[hep-th].
[60] J. M. Ezquiaga and J. Garc´ıa-Bellido, “Quantum diffusion beyond slow-roll: implications
for primordial black-hole production,” JCAP 1808 (2018) 018, arXiv:1805.06731
[astro-ph.CO].
[61] D. Cruces, C. Germani, and T. Prokopec, “Failure of the stochastic approach to inflation
beyond slow-roll,” JCAP 1903 no. 03, (2019) 048, arXiv:1807.09057 [gr-qc].
[62] C. Pattison, V. Vennin, H. Assadullahi, and D. Wands, “Stochastic inflation beyond slow
roll,” JCAP 1907 (2019) 031, arXiv:1905.06300 [astro-ph.CO].
[63] J. Martin, H. Motohashi, and T. Suyama, “Ultra Slow-Roll Inflation and the
non-Gaussianity Consistency Relation,” Phys. Rev. D87 no. 2, (2013) 023514,
arXiv:1211.0083 [astro-ph.CO].
[64] A. A. Starobinsky, “Spectrum of adiabatic perturbations in the universe when there are
singularities in the inflation potential,” JETP Lett. 55 (1992) 489–494. [Pisma Zh. Eksp.
Teor. Fiz.55,477(1992)].
[65] Y.-F. Cai, X. Chen, M. H. Namjoo, M. Sasaki, D.-G. Wang, and Z. Wang, “Revisiting
non-Gaussianity from non-attractor inflation models,” arXiv:1712.09998
[astro-ph.CO].
[66] I. Musco and J. C. Miller, “Primordial black hole formation in the early universe: critical
behaviour and self-similarity,” Class. Quant. Grav. 30 (2013) 145009, arXiv:1201.2379
[gr-qc].
[67] S. Young, C. T. Byrnes, and M. Sasaki, “Calculating the mass fraction of primordial
black holes,” JCAP 1407 (2014) 045, arXiv:1405.7023 [gr-qc].
59
[68] A. Escriva`, C. Germani, and R. K. Sheth, “A universal threshold for primordial black
hole formation,” arXiv:1907.13311 [gr-qc].
[69] A. Moradinezhad Dizgah, G. Franciolini, and A. Riotto, “Primordial Black Holes from
Broad Spectra: Abundance and Clustering,” JCAP 1911 no. 11, (2019) 001,
arXiv:1906.08978 [astro-ph.CO].
[70] S. Young and C. T. Byrnes, “Primordial black holes in non-Gaussian regimes,” JCAP
1308 (2013) 052, arXiv:1307.4995 [astro-ph.CO].
[71] S. Young, D. Regan, and C. T. Byrnes, “Influence of large local and non-local bispectra
on primordial black hole abundance,” JCAP 1602 no. 02, (2016) 029, arXiv:1512.07224
[astro-ph.CO].
[72] S. Young, I. Musco, and C. T. Byrnes, “Primordial black hole formation and abundance:
contribution from the non-linear relation between the density and curvature
perturbation,” JCAP 1911 no. 11, (2019) 012, arXiv:1904.00984 [astro-ph.CO].
[73] V. De Luca, G. Franciolini, A. Kehagias, M. Peloso, A. Riotto, and C. U¨nal, “The
Ineludible non-Gaussianity of the Primordial Black Hole Abundance,” JCAP 1907 (2019)
048, arXiv:1904.00970 [astro-ph.CO].
[74] A. Kehagias, I. Musco, and A. Riotto, “Non-Gaussian Formation of Primordial Black
Holes: Effects on the Threshold,” arXiv:1906.07135 [astro-ph.CO].
[75] C. Germani and I. Musco, “Abundance of primordial black holes depends on the shape of
the inflationary power spectrum,” Physical Review Letters 122 no. 14, (Apr, 2019) .
http://dx.doi.org/10.1103/PhysRevLett.122.141302.
[76] S. Kuroyanagi, T. Chiba, and T. Takahashi, “Probing the Universe through the
Stochastic Gravitational Wave Background,” JCAP 1811 no. 11, (2018) 038,
arXiv:1807.00786 [astro-ph.CO].
[77] C. Caprini, D. G. Figueroa, R. Flauger, G. Nardini, M. Peloso, M. Pieroni,
A. Ricciardone, and G. Tasinato, “Reconstructing the spectral shape of a stochastic
gravitational wave background with LISA,” arXiv:1906.09244 [astro-ph.CO].
[78] S. Hirano, T. Kobayashi, and S. Yokoyama, “Ultra slow-roll G-inflation,” Phys. Rev. D94
no. 10, (2016) 103515, arXiv:1604.00141 [astro-ph.CO].
[79] M. Mylova, O. O¨zsoy, S. Parameswaran, G. Tasinato, and I. Zavala, “A new mechanism
to enhance primordial tensor fluctuations in single field inflation,” JCAP 1812 no. 12,
(2018) 024, arXiv:1808.10475 [gr-qc].
[80] O. Ozsoy, M. Mylova, S. Parameswaran, C. Powell, G. Tasinato, and I. Zavala, “Squeezed
tensor non-Gaussianity in non-attractor inflation,” JCAP 1909 no. 09, (2019) 036,
arXiv:1902.04976 [hep-th].
[81] R. Saito and J. Yokoyama, “Gravitational-wave background as a probe of the primordial
black-hole abundance,” Physical Review Letters 102 no. 16, (Apr, 2009) .
http://dx.doi.org/10.1103/PhysRevLett.102.161101.
60
[82] T. Nakama and T. Suyama, “Primordial black holes as a novel probe of primordial
gravitational waves. ii. detailed analysis,” Physical Review D 94 no. 4, (Aug, 2016) .
http://dx.doi.org/10.1103/PhysRevD.94.043507.
[83] J. Garc´ıa-Bellido, M. Peloso, and C. Unal, “Gravitational waves at interferometer scales
and primordial black holes in axion inflation,” Journal of Cosmology and Astroparticle
Physics 2016 no. 12, (Dec, 2016) 031–031.
http://dx.doi.org/10.1088/1475-7516/2016/12/031.
[84] K. Inomata, M. Kawasaki, K. Mukaida, Y. Tada, and T. T. Yanagida, “Inflationary
primordial black holes for the ligo gravitational wave events and pulsar timing array
experiments,” Physical Review D 95 no. 12, (Jun, 2017) .
http://dx.doi.org/10.1103/PhysRevD.95.123510.
[85] J. Garc´ıa-Bellido, M. Peloso, and C. Unal, “Gravitational wave signatures of inflationary
models from primordial black hole dark matter,” Journal of Cosmology and Astroparticle
Physics 2017 no. 09, (Sep, 2017) 013–013.
http://dx.doi.org/10.1088/1475-7516/2017/09/013.
[86] N. Orlofsky, A. Pierce, and J. D. Wells, “Inflationary theory and pulsar timing
investigations of primordial black holes and gravitational waves,” Physical Review D 95
no. 6, (Mar, 2017) . http://dx.doi.org/10.1103/PhysRevD.95.063518.
[87] K. Ando, K. Inomata, M. Kawasaki, K. Mukaida, and T. T. Yanagida, “Primordial black
holes for the ligo events in the axionlike curvaton model,” Physical Review D 97 no. 12,
(Jun, 2018) . http://dx.doi.org/10.1103/PhysRevD.97.123512.
[88] K. Kohri and T. Terada, “Semianalytic calculation of gravitational wave spectrum
nonlinearly induced from primordial curvature perturbations,” Phys. Rev. D97 no. 12,
(2018) 123532, arXiv:1804.08577 [gr-qc].
[89] E. Bugaev and P. Klimai, “Induced gravitational wave background and primordial black
holes,” Physical Review D 81 no. 2, (Jan, 2010) .
http://dx.doi.org/10.1103/PhysRevD.81.023517.
[90] K. Inomata, M. Kawasaki, K. Mukaida, Y. Tada, and T. T. Yanagida, “Inflationary
Primordial Black Holes as All Dark Matter,” Phys. Rev. D96 no. 4, (2017) 043504,
arXiv:1701.02544 [astro-ph.CO].
[91] J. Espinosa, D. Racco, and A. Riotto, “A cosmological signature of the sm higgs
instability: gravitational waves,” Journal of Cosmology and Astroparticle Physics 2018
no. 09, (Sep, 2018) 012–012. http://dx.doi.org/10.1088/1475-7516/2018/09/012.
[92] N. Bartolo, V. De Luca, G. Franciolini, M. Peloso, D. Racco, and A. Riotto, “Testing
primordial black holes as dark matter with lisa,” Physical Review D 99 no. 10, (May,
2019) . http://dx.doi.org/10.1103/PhysRevD.99.103521.
[93] R.-g. Cai, S. Pi, and M. Sasaki, “Gravitational Waves Induced by non-Gaussian Scalar
Perturbations,” Phys. Rev. Lett. 122 no. 20, (2019) 201101, arXiv:1810.11000
[astro-ph.CO].
61
[94] C. Unal, “Imprints of Primordial Non-Gaussianity on Gravitational Wave Spectrum,”
Phys. Rev. D99 no. 4, (2019) 041301, arXiv:1811.09151 [astro-ph.CO].
[95] D. Baumann, P. J. Steinhardt, K. Takahashi, and K. Ichiki, “Gravitational Wave
Spectrum Induced by Primordial Scalar Perturbations,” Phys. Rev. D76 (2007) 084019,
arXiv:hep-th/0703290 [hep-th].
[96] L. Alabidi, K. Kohri, M. Sasaki, and Y. Sendouda, “Observable Spectra of Induced
Gravitational Waves from Inflation,” JCAP 1209 (2012) 017, arXiv:1203.4663
[astro-ph.CO].
[97] K. Inomata, M. Kawasaki, K. Mukaida, Y. Tada, and T. T. Yanagida, “Inflationary
primordial black holes for the LIGO gravitational wave events and pulsar timing array
experiments,” Phys. Rev. D95 no. 12, (2017) 123510, arXiv:1611.06130
[astro-ph.CO].
[98] L. Lentati, S. R. Taylor, C. M. F. Mingarelli, A. Sesana, S. A. Sanidas, A. Vecchio, R. N.
Caballero, K. J. Lee, R. van Haasteren, S. Babak, and et al., “European pulsar timing
array limits on an isotropic stochastic gravitational-wave background,” Monthly Notices
of the Royal Astronomical Society 453 no. 3, (Aug, 2015) 2577–2599.
http://dx.doi.org/10.1093/mnras/stv1538.
[99] Z. Arzoumanian, A. Brazier, S. Burke-Spolaor, S. J. Chamberlin, S. Chatterjee,
B. Christy, J. M. Cordes, N. J. Cornish, K. Crowter, P. B. Demorest, and et al., “The
nanograv nine-year data set: Limits on the isotropic stochastic gravitational wave
background,” The Astrophysical Journal 821 no. 1, (Apr, 2016) 13.
http://dx.doi.org/10.3847/0004-637X/821/1/13.
[100] M. Maggiore, Gravitational Waves. Vol. 2: Astrophysics and Cosmology. Oxford
University Press, 2018. https://global.oup.com/academic/product/
gravitational-waves-9780198570899?cc=de&lang=en&#.
[101] J. R. Espinosa, D. Racco, and A. Riotto, “A Cosmological Signature of the SM Higgs
Instability: Gravitational Waves,” JCAP 1809 no. 09, (2018) 012, arXiv:1804.07732
[hep-ph].
[102] C. R. Contaldi, “Anisotropies of Gravitational Wave Backgrounds: A Line Of Sight
Approach,” Phys. Lett. B771 (2017) 9–12, arXiv:1609.08168 [astro-ph.CO].
[103] N. Bartolo, D. Bertacca, S. Matarrese, M. Peloso, A. Ricciardone, A. Riotto, and
G. Tasinato, “Anisotropies and non-Gaussianity of the Cosmological Gravitational Wave
Background,” arXiv:1908.00527 [astro-ph.CO].
[104] N. Bartolo, D. Bertacca, V. De Luca, G. Franciolini, S. Matarrese, M. Peloso,
A. Ricciardone, A. Riotto, and G. Tasinato, “Gravitational Wave Anisotropies from
Primordial Black Holes,” arXiv:1909.12619 [astro-ph.CO].
[105] R.-G. Cai, S. Pi, and M. Sasaki, “Universal infrared scaling of gravitational wave
background spectra,” arXiv:1909.13728 [astro-ph.CO].
62
