The area of parameterized approximation seeks to combine approximation and parameterized algorithms to obtain, e.g., (1 + ε)-approximations in f (k, ε)n O(1) time where k is some parameter of the input. The goal is to overcome lower bounds from either of the areas. We obtain the following results on parameterized approximability:
outputs a solution of size at least k/(1 + ε), or declares that the optimum solution has size less than k.
• In the (2-dimensional) geometric knapsack problem (2dk) we are given an axis-aligned square knapsack and a collection of axis-aligned rectangles in the plane (items). Our goal is to translate a maximum cardinality subset of items into the knapsack so that the selected items do not overlap. In the version of 2dk with rotations (2dkr), we are allowed to rotate items by 90 degrees. Both variants are NP-hard, and the best-known polynomial-time approximation factor is 2 + ε [Jansen and Zhang, SODA'04]. These problems admit a QPTAS for polynomially bounded item sizes [Adamaszek and Wiese, SODA '15] . We show that both variants are W[1]-hard. Furthermore, we present a PAS for 2dkr. For all considered problems, getting time f (k, ε)n O(1) , rather than f (k, ε)n g (ε) , would give FPT time f (k)n O(1) exact algorithms by setting ε = 1/(k + 1), contradicting W[1]-hardness. Instead, for each fixed ε > 0, our PASs give (1 + ε)-approximate solutions in FPT time.
For both misr and 2dkr our techniques also give rise to preprocessing algorithms that take n g (ε) time and return a subset of at most k g(ε) rectangles/items that contains a solution of size at least k/(1 + ε) if a solution of size k exists. This is a special case of the recently introduced notion of a polynomial-size approximate kernelization scheme [Lokshtanov et al., STOC '17] .
Introduction
Approximation algorithms and parameterized algorithms are two well-established ways to deal with NP-hard problems. An α-approximation for an optimization problem is a polynomialtime algorithm that computes a feasible solution whose cost is within a factor α (that might be a function of the input size n) of the optimal cost. In particular, a polynomial-time approximation scheme (PTAS) is a (1 + ε)-approximation algorithm running in time n g(ε) , where ε > 0 is a given constant and g is some computable function. In parameterized algorithms we identify a parameter k of the input, that we informally assume to be much smaller than n. The goal here is to solve the problem optimally in fixed-parameter tractable (FPT) time f (k)n O(1) , where f is some computable function. Recently, researchers started to combine the two notions (see, e.g., the survey by Marx [34] ). The idea is to design approximation algorithms that run in FPT (rather than polynomial) time, e.g., to get (1 + ε)-approximate solutions in time f (k, ε)n O(1) . In this paper we continue this line of research on parameterized approximation, and apply it to two fundamental rectangle packing problems.
Our results and techniques
Our focus is on parameterized approximation algorithms. Unfortunately, as observed by Marx [34] , when the parameter k is the desired solution size, computing (1 + ε)-approximate solutions in time f (k, ε)n O(1) implies fixed-parameter tractability. Indeed, setting ε = 1/(k+1) guarantees to find an optimal solution when that value equals to k ∈ N and we get time f (k, 1/(k + 1))n O(1) = f (k)n O(1) . Since the considered problems are W[1]-hard (in part, this is established in our work), they are unlikely to be FPT and similarly unlikely to have such nice approximation schemes.
Instead, we construct algorithms (for two maximization problems) that, given ε > 0 and an integer k, take time f (k, ε)n g (ε) and either return a solution of size at least k/(1 + ε) or declare that the optimum is less than k. We call such an algorithm a parameterized approximation scheme (PAS) . Note that if we run such an algorithm for each k ≤ k then we can guarantee that we compute a solution with cardinality at least min{k, OPT}/(1 + ε) where OPT denotes the size of the optimal solution. So intuitively, for each ε > 0, we have an FPT-algorithm for getting a (1 + ε)-approximate solution.
In this paper we consider the following two geometric packing problems, and design PASs for them.
Maximum Independent Set of Rectangles.
In the maximum independent set of rectangles problem (misr) we are given a set of n axis-parallel rectangles R = {R 1 , . . . , R n } in the two-dimensional plane, where R i is the open set of points (x i ). A feasible solution is a subset of rectangles R ⊆ R such that for any two rectangles R, R ∈ R we have R ∩ R = ∅. Our objective is to find a feasible solution of maximum cardinality |R |. W.l.o.g. we assume that x . misr is very well-studied in the area of approximation algorithms. The problem is known to be NP-hard [24] , and the current best polynomial-time approximation factor is O(log log n) for the cardinality case [11] (addressed in this paper), and O(log n/ log log n) for the natural generalization with rectangle weights [12] . The cardinality case also admits a (1 + ε)-approximation with a running time of n poly(log log(n/ε)) [15] and there is a (slower) QPTAS known for the weighted case [1] . The problem is also known to be W[1]-hard w.r.t. the number k of rectangles in the solution [33] , and thus unlikely to be solvable in FPT time f (k)n O(1) . In this paper we achieve the following main result: Theorem 1. There is a PAS for misr with running time k
In order to achieve the above result, we combine several ideas. Our starting point is a polynomial-time construction of a k × k grid such that each rectangle in the input contains some crossing point of this grid (or we find a solution of size k directly). By applying (in a non-trivial way) a result by Frederickson [21] on planar graphs, and losing a small factor in the approximation, we define a decomposition of our grid into a collection of disjoint groups of cells. Each such group defines an independent instance of the problem, consisting of the rectangles strictly contained in the considered group of cells. Furthermore, we guarantee that each group spans only a constant number O ε (1) of rectangles of the optimum solution. Therefore in FPT time we can guess the correct decomposition, and solve each corresponding subproblem in n Oε(1) time. We remark that our approach deviates substantially from prior work, and might be useful for other related problems.
An adaptation of our construction also leads to the following (1 + )-approximative kernelization. 
The goal is to find a feasible packing of a subset I ⊆ I of the items of maximum cardinality |I |. Such packing maps each item i ∈ I into a new translated rectangle ( The result is proved by parameterized reductions from a variant of the W[1]-hard subset sum problem, where we need to determine whether a set of m positive integers contains a k-tuple of numbers with sum equal to some given value t. The difficulty for reductions to 2dk or 2dkr is of course that rectangles may be freely selected and placed (and possibly rotated) to get a feasible packing.
We complement the W[1]-hardness result by giving a PAS for the case with rotations (2dkr) and a corresponding kernelization procedure like in Theorem 2 (which also yields a PSAKS). The above result is based on a simple combination of the following two (non-trivial) building blocks: First, we show that, by losing a fraction ε of the items of a given solution of size k, it is possible to free a vertical strip of width N/k Oε(1) (unless the problem can be solved trivially). This is achieved by first sparsifying the solution using the above mentioned result by Frederickson [21] . If this is not sufficient we construct a vertical chain of relatively wide and tall rectangles that split the instance into a left and right side. Then we design a resource augmentation algorithm, however in an FPT sense: we can compute in FPT time a packing of cardinality k if we are allowed to use a knapsack where one side is enlarged by a factor 1 + 1/k Oε(1) . Note that in typical resource augmentation results the packing constraint is relaxed by a constant factor while here this amount is controlled by our parameter.
Theorem 4. For 2dkr there is a PAS with running time
k O(k/ ) n O(1
Related work
One of the first fruitful connections between parameterized complexity and approximability was observed independently by Bazgan [3] and Cesati and Trevisan [10] : They showed that EPTASs, i.e., (1 + ε)-approximation algorithms with f (ε)n O(1) time, imply fixed-parameter tractability for the decision version. Thus, proofs for W[1]-hardness of the decision version became a strong tool for ruling out improvements of PTASs, with running time n g(ε) , to EPTASs. More recently, Boucher et al. [8] improved this approach by directly proving W[1]-hardness of obtaining a (1 + ε)-approximation, thus bypassing the requirement of a W[1]-hard decision version (see also [17] ).
The systematic study of parameterized approximation as a field was initiated independently by three separate publications [9, 13, 19] . A very good introduction to the area including key definitions as well as a survey of earlier results that fit into the picture was given by Marx [34] . In particular, Marx also defined a so-called standard FPT-approximation algorithm (with performance ratio c) that, given input (x, k) will run for f (k)|x| O(1) time and return (say, for a maximization problem) a solution of value at least k/c if the optimum is at least k. As mentioned earlier, Marx pointed out that a standard FPT-approximation scheme that finds a solution of value at least k/(1 + ε) in time f (k, ε)|x| O(1) if OPT ≥ k is not interesting to study: By setting ε = 1/(k + 1) we can decide the decision problem "OPT ≥ k?" in FPT time. Thus, such a scheme is not helpful if the decision problem is W[1]-hard and therefore unlikely to have an FPT-algorithm. Nevertheless, PASs can be useful in this case, as they imply standard FPT-approximation algorithms with ratio 1 + ε for each fixed ε > 0 despite W[1]-hardness.
A central goal of parameterized approximation is to settle the status of problems like dominating set or clique, which are hard to approximate and also parameterized intractable. Recently, Chen and Lin [14] made important progress by showing that dominating set admits no constant-factor approximation with running time
Generally, for problems without exact FPT-algorithms, the goal is to find out whether one can beat inapproximability bounds by allowing FPT-time in some parameter; see e.g. [23, 4, 5, 6, 30, 29, 16, 22, 7] ).
For the special case of misr where all input objects are squares a PTAS is known [20] 
A Parameterized Approximation Scheme for MISR
In this section we present a PAS and an approximate kernelization for misr. We start by showing that there exists an almost optimal solution for the problem with some helpful structural properties (Sections 2.1 and 2.2). The results are then put together in Section 2.3.
Definition of the grid
We try to construct a non-uniform grid with k rows and k columns such that each input rectangle overlaps a corner of this grid (see Figure 1) . To this end, we want to compute k − 1 vertical and k − 1 horizontal lines such that each input rectangle intersects one line from each set. There are instances in which our routine fails to construct such a grid (and in fact such a grid might not even exist). For such instances, we directly find a feasible solution with k rectangles and we are done. i − 1/2. We continue with this construction until we reach an iteration k * such that 
Proof. Let
i . By construction, using the fact that all coordinates are integer, for any two such rectangles
Hence, R i(k ) and R i(k ) are disjoint. Therefore, the rectangles R i(1) , . . . , R i(k) are pairwise disjoint and thus form a feasible solution.
The algorithm for constructing the horizontal lines works symmetrically.
We apply the algorithms due to Lemma 5. If one of them finds a set of k independent rectangles then we output them and we are done. Otherwise, we obtain the sets L V and L H . For convenience, we define two more vertical lines with x-coordinates with j ∈ {0, . . . , |L V |}) and two consecutive horizontal grid lines (defined via y-coordinates
we obtain a grid cell whose corners are the intersection of these respective lines. We interpret the grid cells as closed sets (i.e., two adjacent grid cells intersect on their boundary). 
Groups of rectangles
Let R * denote a solution to the given instance with |R * | = k. We prove that there is a special solution R ⊆ R * of large cardinality that we can partition into s ≤ k groups R 1∪ . . .∪R s such that each group has constant size O(1/ 8 ) and no grid cell can be intersected by rectangles from different groups. The remainder of this section is devoted to proving the following lemma. Given the solution R * we construct a planar graph G 1 = (V 1 , E 1 ). In V 1 we have one vertex v i for each rectangle R i ∈ R * . We connect two vertices v i , v i by an edge if and only if there is a grid cell g ∈ G such that R i and R i intersect g and R i and R i are crossed by the same horizontal or vertical line in L V ∪ L H or if R i and R i contain the top left and the bottom right corner of g, resp. Note that we do not introduce an edge if R i and R i contain the bottom left and the top right corner of g, resp. (see Fig. 1 ): this way we preserve the planarity of the resulting graph, however we will have to deal with the missing connections in a later stage.
Lemma 8. The graph G 1 is planar.
Next, we use a result by Frederickson [21] to obtain a subgraph G 1 of G 1 in which each connected component has constant size. Let G 1 be the graph obtained when applying Lemma 9 to G 1 with := /2 and let
2 ) be the respective value c . Now we would like to claim that if two rectangles R i , R i intersect the same grid cell g ∈ G then v i , v i are in the same component of G 1 . Unfortunately, this is not true. It might be that there is a grid cell g ∈ G such that R i and R i contain the bottom left corner and the top right corner of g, resp., and that v i and v i are in different components of G 1 . We fix this in a second step. We define a graph G 2 = (V 2 , E 2 ). In V 2 we have one vertex for each connected component in G 1 . We connect two vertices w i , w i ∈ V 2 by an edge if and only if there are two rectangles R i , R i such that their corresponding vertices v i , v i in V 1 belong to the connected components of G 1 represented by w i and w i , resp., and there is a grid cell g whose bottom left and top right corner are contained in R i and R i , resp.
Lemma 10. The graph G 2 is planar.
Similarly as above, we apply Lemma 9 to G 2 with := 2c1 and let
) denote the corresponding value of c . Denote by G 2 the resulting graph. We define a group R q for each connected component
Proof. Assume that in G 1 there is an edge connecting v i , v i . Then the latter vertices are in the same connected component C j of G 1 and thus they are in the same group R q . Otherwise, if there is no edge connecting v i , v i in G 1 then R i and R i contain the bottom left and top right corners of g, resp. Assume that v i and v i are contained in the connected components C j and C j of G 1 , resp. Then w j , w j ∈ V 2 , {w j , w j } ∈ E 2 and w j , w j are in the same connected component of V 2 . Hence, R i , R i are in the same group R q . It remains to prove that each group R q has constant size and that |R | ≥ (1 − )|R * |.
Lemma 12. There is a constant
Proof. At most 2 · |V 1 | vertices of G 1 are deleted when we construct G 1 from G 1 . Each vertex in G 1 belongs to one connected component C j , represented by a vertex w j ∈ G 2 . At most 2c1 |V 2 | vertices are deleted when we construct G 2 from G 2 . These vertices represent at most
This completes the proof of Lemma 7.
The algorithm
In our algorithm, we compute a solution that is at least as good as the solution R as given by Lemma 7. For each group R j we define by G j the set of grid cells that are intersected by at least one rectangle from R j . Since in R each grid cell can be intersected by rectangles of only one group, we have that G j ∩ G q = ∅ if j = q. We want to guess the sets G j . The next lemma shows that the number of possibilities for one of those sets is polynomially bounded in k.
Proof. The cells G j intersected by R j are the union of all cells G(R) with R ∈ R j where for each rectangle R the set G(R) denotes the cells intersected by R. Each set G(R) can be specified by indicating the 4 corner cells of G(R), i.e., top-left, top-right, bottom-left, and bottom-right corner. Hence there are at most k 4 choices for each such R. The claim follows since
We hence achieve the main result of this section.
Proof of Theorem 1. Using Lemma 14, we can guess by exhaustive enumeration all the sets
. We obtain one independent problem for each value j ∈ {1, . . . , s} which consists of all input rectangles that are contained in G j . For this subproblem, it suffices to compute a solution with at least
) by complete enumeration. Thus, we solve each of the subproblems and output the union of the computed solutions. The overall running time is as in the claim. If all the computed solutions have size less than (1 − ε)k, this implies that the optimum solution is smaller than k. Otherwise we obtain a solution of size at least (1 − ε)k ≥ k/(1 + 2ε) and the claim follows by redefining ε appropriately.
Essentially the same construction as above also gives an approximate kernelization algorithm as claimed in Theorem 2, see Appendix A for details.
A Parameterized Approximation Scheme for 2DKR
In this section we present a PAS and an approximate kernelization for 2dkr. W.l.o.g., we assume that k ≥ Ω(1/ 3 ), since otherwise we can optimally solve the problem in time n
O(1/
3 ) by exhaustive enumeration. In Section 3.1 we show that, if a solution of size k exists, there is a solution of size at least (1 − )k in which no item intersects some horizontal strip
at the bottom of the knapsack. In Section 3.2 we show that, if there exists a solution of size k that does not use the mentioned strip, then we can compute in polynomial time a set of size (k ) O(1/ ) that contains a solution of size k (where we are allowed to use the full knapsack). Combining these two results gives Theorem 4.
Freeing a Horizontal Strip
In this section, we prove the following lemma that shows the existence of a near-optimal solution that leaves a sufficiently tall empty horizontal strip in the knapsack (assuming k ≥ Ω(1/ 3 )). W.l.o.g., ε ≤ 1. Since we can rotate the items by 90 degrees, we can assume w.l.o.g. that w i ≥ h i for each item i ∈ I. 
We classify items into large and thin items. Via a shifting argument, we get the following lemma.
Lemma 16. There is an integer B ∈ {1, . . . , 8/ } such that by losing a factor of 1 + in the objective we can assume that the input items are partitioned into
large items L such that
Let B be the integer due to Lemma 16 and we work with the resulting item classification. If |T | ≥ k then we can create a solution of size k satisfying the claim of Lemma 15 by simply stacking k thin items on top of each other: any k thin items have a total height of at most
Thus, from now on assume that |T | < k.
Sparsifying large items. Our strategy is now to delete some of the large items and move the remaining items. This will allow us to free the area
Denote by OPT the almost optimal solution obtained by applying Lemma 16. We remove the items in OPT T := OPT ∩ T temporarily; we will add them back later.
We construct a directed graph G = (V, A) where we have one vertex
and only if we can draw a vertical line segment of length at most (1/k) B N that connects item i with item i without intersecting any other item such that i lies above i, i.e., the bottom coordinate of i is at least as large as the top coordinate of i, see Figure 2 for a sketch. We obtain the following proposition since for each edge we can draw a vertical line segment and these segments do not intersect each other.
Proposition 17. The graph G is planar.
Next, we apply Lemma 9 to G with := . Let G = (V , A ) be the resulting graph. We remove from OPT L all items i ∈ V \ V and denote by OPT L the resulting solution. We push up all items in OPT L as much as possible. If now the strip (0, N ) × (0, (1/k) B N ) is not intersected by any item then we can place all the items in T into the remaining space. Their total height can be at most k · (1/k) B+2 N ≤ (1/k) B+1 N and thus we can leave a strip
N and width N empty. This completes the proof of Lemma 15 for this case.
Assume next that the strip (0, N )×(0, (1/k) B N ) is intersected by some item: the following lemma implies that there is a set of c = O(1/ 2 ) vertices whose items intuitively connect the top and the bottom edge of the knapsack. 
2 ) more large items from OPT L . Since we can assume that k ≥ Ω(1/
3 ) this will lose only a factor of 1 + O( ) in the objective. To this end we define K + 1 deletion rectangles, see Figure 2 . We place one such rectangle R between any two consecutive items i , i +1 . The height of R equals the vertical distance between i and i +1 (at most (1/k) B N ) and the width of R equals (1/k) B N . Since v i , v i +1 are connected by an arc in G , we can draw a vertical line segment connecting i with i +1 . We place R such that it is intersected by this line segment. Note that for the horizontal position of R there are still several possibilities and we choose one arbitrarily. Finally, we place a special deletion rectangle between the item i K and the top edge of the knapsack and another special deletion rectangle between the item i 1 and the bottom edge of the knapsack. The heights of these rectangles equal the distance of i 1 and i K with the bottom and top edge of the knapsack, resp. (which is at most (1/k) B N ), and their widths equal (1/k) B N . They are placed such that they touch the bottom edge of i 1 and the top edge of i K , resp.
Lemma 19. Each deletion rectangle can intersect at most 4 large items in its interior. Hence, there can be only O(K) ≤ O(c ) = O(1/
2 ) large items intersecting a deletion rectangle in their interior.
Observe that the deletion rectangles and the items in {i 1 , . . . , i K } separate the knapsack into a left and a right part with items OPT lef t and OPT right , resp. We delete all items in i 1 , . . . , i K and all items intersecting the interior of a deletion rectangle. Each deletion rectangle and each item in {i 1 , . . . , i K } has a width of at least (1/k) B N . Thus, we can move all items in OPT lef t simultaneously by (1/k) B N units to the right. After this, no large item intersects the area (0, (1/k) B N ) × (0, N ). We rotate the resulting solution by 90 degrees, hence getting an empty horizontal strip (0, N ) × (0, (1/k) B N ). The total height of items in OP T T is at most k · (1/k) B+2 N ≤ (1/k) B+1 N . Therefore, the items in OP T T can be stacked (one on top of the other) inside a horizontal strip of height (1/k) B+1 N that can be placed right below the rectangles in OPT lef t ∪ OPT right . This leaves an empty horizontal strip of height (1/k)
N at the bottom of the knapsack. This completes the proof of Lemma 15.
FPT-algorithm with resource augmentation
We now compute a packing that contains as many items as the solution due to Lemma 15. However, it might use the space of the entire knapsack. In particular, we use the free space in the knapsack in the latter solution in order to round the sizes of the items. In the following lemma the reader may think of k
There is an algorithm for 2dkr with a running time of Note that Lemma 20 yields an FPT algorithm if we are allowed to increase the size of the knapsack by a factor 1 + O(1/k) wherek is a second parameter.
In the remainder of this section, we prove Lemma 20 and we do not differentiate between large and thin items anymore. Assume that there exists a solution OPT of size k that leaves the area [0, N ] × [0, N/k] of the knapsack empty. We want to compute a solution of size k . We use the empty space in order to round the heights of the items in the packing of OPT to integral multiples of N/(k k ). Note that in OPT an item i might be rotated. Thus, depending on this we actually want to round its height h i or its width w i . To this end, we define rounded heights and widths
Lemma 21. There exists a feasible packing for all items in OPT even if for each rotated item i we increase its width w i toŵ i and for each non-rotated item i ∈ OPT we increase its height h i toĥ i .
To visualize the packing due to Lemma 21 one might imagine a container of heightĥ i and width w i for each non-rotated item i and a container of height h i and widthŵ i for each rotated item i . Next, we group the items according to their valuesĥ i andŵ i . We define I w the items that are not among the k items with smallest width and height, resp. At most 2k
2 ) items remain, denote them bȳ I. Then, in time (kk ) O(k ) we can solve the remaining problem by completely enumerating over all subsets ofĪ with at most k elements. For each enumerated set we check within the given time bounds whether its items can be packed into the knapsack (possibly via rotating some of them) by guessing sufficient auxiliary information. Therefore, if a solution of size k for a knapsack of width N and height (1 − 1/k)N exists, then we will find a solution of size k that fits into a knapsack of width and height N . Now the proof of Theorem 4 follows by using Lemma 15 and then applying Lemma 20
. The setĪ is the claimed set (which intuitively forms the approximative kernel), we compute a solution of size at least (1 − ε)k ≥ k/(1 + 2ε) and we can redefine ε appropriately.
Hardness of Geometric Knapsack
We show that 2dk and 2dkr are both W[1]-hard for parameter k by reducing from a variant of subset sum. Recall that in subset sum we are given m positive integers x 1 , . . . , x m as well as integers t and k, and have to determine whether some k-tuple of the numbers sums to t; this is W[1]-hard with respect to k [18] . In the variant multi-subset sum it is allowed to choose numbers more than once. It is easy to verify that the proof for W[1]-hardness of subset sum due to Downey and Fellows [18] extends also to multi-subset sum. (See Lemma 23 in Section B.) In our reduction to 2dkr we prove that rotations are not required for optimal solutions, making W[1]-hardness of 2dk a free consequence.
Proof sketch for Theorem 3. We give a polynomial-time parameterized reduction from multi-subset sum to 2dkr with output parameter k = O(k 2 ). This establishes W[1]-hardness of 2dkr.
Observe that, for any packing of items into the knapsack, there is an upper bound of N on the total width of items that intersect any horizontal line through the knapsack, and similarly an upper bound of N for the total height of items along any vertical line. We will let the dimensions of some items depend on numbers x i from the input instance (x 1 , . . . , x m , t, k) of multi-subset sum such that, using these upper bound inequalities, a correct packing certifies that y 1 + . . . + y k = t for some k of the numbers. The key difficulty is that there is a lot of freedom in the choice of which items to pack and where in case of a no instance.
To deal with this, the items corresponding to numbers x i from the input are all almost squares and their dimensions are incomparable. Concretely, an item corresponding to some number x i has height L + S + x i and width L + S + 2t − x i ; we call such an item a tile.
(The exact values of L and S are immaterial here, but L S t > x i holds.) Thus, when using, e.g., a tile of smaller width (i.e., smaller value of x i ) it will occupy "more height" in the packing. The knapsack is only slightly larger than a k by k grid of such tiles, implying that there is little freedom for the placement. Let us also assume for the moment, that no rotations are used. Accordingly, we can specify k vertical lines that are guaranteed to intersect all tiles of any packing that uses k 2 tiles, by using pairwise distance L − 1 between them. Moreover, each line is intersecting exactly k private tiles. The same holds for a similar set of k horizontal lines. Together we get an upper bound of N for the sum of the widths (heights) along any horizontal (vertical) line. Since the numbers x i occur negatively in widths, we effectively get lower bounds for them from the horizontal lines. When the sizes of these tiles (and the auxiliary items below) are appropriately chosen, it follows that all upper bound equalities must be tight. This in turn, due to the exact choice of N , implies that there are k numbers y 1 , . . . , y k with sum equal to t.
Unsurprisingly, using just the tiles we cannot guarantee that a packing exists when given a yes-instance. This can be fixed by adding a small number of flat/thin items that can be inserted between the tiles (see Figure 3 , but note that it does not match the size ratios from this proof); these have dimension L × S or S × L. Because one dimension of these items is large (namely L) they must be intersected by the above horizontal or vertical lines. Thus, they can be proved to enter the above inequalities in a uniform way, so that the proof idea goes through.
Finally, let us address the question of why we can assume that there are no rotations. This is achieved by letting the width of any tile be larger than the height of any tile, and adding a final auxiliary item of width N and small height, called the bar. To get the desired number of items in a solution packing, it can be ensured that the bar must be used as no more than k 2 tiles can fit into N × N and there is a limited supply of flat/thin items. W.l.o.g., the bar is not rotated. It can then be checked that using at least one tile in its rotated form will violate one of the upper bounds for the height. This completes the proof sketch.
Open Problems
This paper leaves several interesting open problems. A first obvious question is whether there exists a PAS also for 2dk (i.e., in the case without rotations). We remark that the algorithm from Lemma 20 can be easily adapted to the case without rotations. Unfortunately, Lemma 15 does not seem to generalize to the latter case. Indeed, there are instances in which we lose up to a factor of 2 if we require a strip of width Ω ε,k (1) · N to be emptied, see Figure 4 . We also note that both our PASs work for the cardinality version of the problems: an extension to the weighted case is desirable. Unlike related results in the literature (where extension to the weighted case follows relatively easily from the cardinality case), this seems to pose several technical issues. We remark that all the problems considered in this paper might admit a PTAS in the standard sense, which would be a strict improvement on our PASs. Indeed, the existence of a QPTAS for these problems [1, 2, 15] suggests that such PTASs are likely to exist. However, finding those PTASs is a very well-known and long-standing problem in the area. We hope that our results can help to achieve this challenging goal. 
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A Omitted Proofs for Sections 2 and 3
Proof of Lemma 8. We define a planar embedding for G 1 based on the position of the rectangles in R * . Each vertex v i ∈ V 1 is represented by a rectangleR i which is defined to be the convex hull of all corners of cells of G that are contained in R i . Let e = {v i , v i } ∈ E 1 be an edge. Let g be a grid cell that R i and R i both intersect. If R i and R i intersect the same horizontal line H ∈ L H then we represent e by a horizontal line segment connectingR i andR i such that H contains . We do a symmetric operation if R i and R i intersect the same vertical line V ∈ L V . If R i and R i contain the top left and the bottom right corner of g, resp., then we represent e by a diagonal line segment connectingR i andR i within g. We do this operation with each edge e ∈ E 1 . Note that in each grid cell we draw at most one diagonal line segment. By construction, no two line segments intersect and hence G 1 is planar.
Proof of Lemma 9.
A result by Frederickson [21] states that for any integer r any n-vertex planar graph can be divided into O(n/r) regions with no more than r vertices each, and O(n/ √ r) boundary vertices in total. We choose r := O(1/( ) 2 ) and then we have at most · n boundary vertices in total. We define V to be the set of non-boundary vertices.
Proof of Lemma 10. We define a planar embedding for G 2 . Let w j ∈ V 2 and assume that w j represents a connected component C j of G 1 . We represent C j by drawing the rectanglē R i for each vertex v i ∈ C (like in the proof of Lemma 8 the rectangleR i is defined to be the convex hull of all corners of cells of G that are contained in R i ) and the following set of line segments (actually almost the same as the ones defined in the proof of Lemma 8). Consider two rectangles R i , R i ∈ C j intersecting the same grid cell g.
If R i , R i intersect the same horizontal line H ∈ L H then then we draw a horizontal line segment connectingR i andR i such that is a subset of H .
If R i and R i contain the top left and the bottom right corner of g, resp., then we draw a diagonal line segment connectingR i andR i within g. This yields a connected area A j representing C j (and thus w j ).
Let e = {w j , w j } ∈ E 2 . We want to introduce a line segment representing e. By definition of E 2 there must be grid cell g and two rectangles R i , R i intersecting g whose vertices belong to different connected components of G 1 and that R i and R i contain the bottom left and the top right corner of g, resp. Note that then there can be no vertex v i ∈ V 1 whose rectangle contains the top left or the bottom right corner of g: such a rectangle would be connected by an edge with both R i and R i in G 1 and then all three rectangles R i , R i , R i would be in the same connected component of G 1 . We draw a diagonal line segment connectingR i andR i within g and then does not intersect any area A j for any vertex w j ∈ V 2 . Also, since we add at most one line segment per grid cell g these line segments do not intersect each other. Hence, G 2 is planar.
Proof of Theorem 2. First, we define the grid as described in Section 2.1. In case that the algorithm in Lemma 5 finds a solution of size k then we define the kernelR to be this solution and we are done. Otherwise, we enumerate all possible sets G k of the kind as described in Lemma 14, at most k . Also, we can guarantee that the output of our algorithm is a subset ofR and henceR contains a (1 + )-approximative solution.
Proof of Lemma 16. Let OPT denote the optimal solution to the given instance. For each
For any item i ∈ I there can be at most four values of B such that i is contained in the respective set I(B ). Hence, there must be one value B ∈ {1, . . . , 8/ } such that |I(B) ∩ OPT| ≤ 2 |OPT|. Each item i ∈ I \ I(B) is then contained in L or T . Since |I(B) ∩ OPT| ≤ 2 |OPT| we lose only a factor of (1 − 2 ) −1 ≤ 1 + in the approximation ratio.
Proof of Lemma 19.
Each deletion rectangle has a height of at most (1/k) B N and a width of exactly (1/k) B N . Each large item has height and width at least (1/k) B N . Therefore, each deletion rectangle can intersect with at most 4 large items in its interior (intuitively, at its 4 corners).
Proof of Lemma 21.
For each item i ∈ OPT we perform the following operation. Each item i ∈ OPT such that i is placed underneath i (i.e., such that the y-coordinate of the top edge of i is upper-bounded by the y-coordinate of the bottom edge of i) is moved by N/(k k ) units down. If i is not rotated then we increase the height of i toĥ i by appending a rectangle of width w i and heightĥ i −h i ≤ N/(k k ) underneath i. If i is rotated then we increase the width of i toŵ i by appending a rectangle of width h i and heightŵ i − w i ≤ N/(k k ) underneath i. Since we moved down the mentioned other items before, the new (bigger) item does not intersect any other item. We do this operation for each item i ∈ OPT . In the process, we move each item down by at most (k − 1)N/(k k ) and when we increase its height then the y-coordinate of its bottom edge decreases by at most N/(k k ). Initially, the y-coordinate of the bottom edge of any item was at least N/k. Hence, at the end the y-coordinate of the bottom edge of any item is at least
Hence, all rounded items are contained in the knapsack.
Proof of Lemma 22.
Consider the packing for OPT due to Lemma 21 in which we increased the height of each non-rotated item i toĥ i and the width of each rotated item i toŵ i . Suppose that there is a set I Proof. Downey and Fellows [18] give a parameterized reduction from perfect code(k) to subset sum. The created instances (x 1 , . . . , x m , t, k) have the property that all numbers have digits 0 or 1 when expressed in base k + 1. Moreover, the target value t is equal to 1 . . . 1 k+1 . Accordingly, when any k numbers x i sum to t there can be no carries in the addition. Thus, no two selected numbers may have a 1 in the same position. Hence, allowing to select numbers multiple times does not create spurious solutions, giving us a correct reduction from perfect code(k) to multi-subset sum.
We split the proof of Theorem 3 into two separate statements for 2dkr and 2dk. Throughout, we take a knapsack to be an N by N square with coordinate (0, 0) in the bottom left corner and (N, N ) at top right. The first coordinate of any point in the knapsack measures the horizontal (left-right) distance from the point to (0, 0); the second coordinate measure the vertical (up-down) distance from (0, 0). All items in the following construction are given such that their sizes reflect their intended rotation in a solution, i.e., heights refers to vertical dimensions and widths to horizontal dimensions.
We begin by constructing an instance of 2dk. Throughout, for an item R, we will use height(R) and width(R) denote its height and width. The instance of 2dk is defined as follows:
We define constants
(The specific values will not be important so long as k 2 · t ≤ S and k 2 · S ≤ L. Intuitively, the identifiers are chosen to mean small and large.) The knapsack has height and width both equal to
(1)
We call these items tiles. We say that each tile R(i, ·) corresponds to the number x i from the input that it was constructed for. Since the x i are pairwise different, the x i corresponding to any tile can be easily read off from both height and width. We point out that all tiles have height strictly between L + S and L + S + t and width strictly between L + S + t and L + S + 2t. We add p := k · (k − 1) items T (1), . . . , T (p) with height L and width S. We call these the thin items. We add p items F (1), . . . , F (p) with height S and width L. We call these the flat items.
We add a single (very flat and very wide) item of height (2k − 2) · t and width N , which we call the bar.
The created instance has a target value of k = k 2 + 2p + 1. (The intention is to pack all thin and all flat items, the bar, and exactly k 2 tiles.) This completes the construction. Clearly, all necessary computations can performed in polynomial time. The parameter value k = k 2 + 2p + 1 is upper bounded by O(k 2 ). It remains to prove correctness.
Correctness. We need to prove that the instance (x 1 , . . . , x m , t, k) is yes for multi-subset sum if and only if the constructed instance is yes for 2dkr.
⇐=:
Assume that the created instance is yes for 2dkr, i.e., that it has a packing with k = k 2 + 2p + 1 items and fix any such packing. Observe that the packing must contain at least k 2 tiles as there are only 2p + 1 items that are not tiles. We will show that the packing uses exactly k 2 tiles, the 2p thin/flat items, and the bar. It is useful to recall that tiles have height and width both greater than L + S no matter whether they are rotated.
Consider the effect of placing k vertical lines in the knapsack at horizontal coordinates
. We first observe that these lines must necessarily intersect all tiles of the packing because each of them has width at least L: The distance between any two consecutive lines is L − 1, same as the distance from the left border of the knapsack to the first line. The distance from the kth vertical line to the right border is also strictly less than L:
Observe that no line can intersect more than k tiles: Any two tiles of the packing may not overlap and may in particular not share their intersection with any line. Since each line has length N and each intersection with a tile has length greater than L, there can be at most k tiles intersected by any line as
Overall, this means that the packing contains at most k 2 tiles: There are k lines that intersect all tiles of the packing, each of them intersecting at most k. By our earlier observation, this implies that the packing contains exactly k 2 tiles in addition to all 2p flat/thin items. Moreover, each line intersects exactly k tiles and no two lines intersect the same tile.
Let us now check how the vertical lines and the flat and thin items interact. Clearly, each both flat as well as rotated thin items have width L and height S. Accordingly, each flat and each rotated thin item must be intersected by at least one of the k vertical lines. We already know that a total length of at least k · (L + S) of each line is occupied by the k tiles that the line intersects. This leaves at most a length of
for intersecting flat and rotated thin items, and allows for intersecting at most k − 1 of them. (Again, no two items can share their intersection with the line.) Thus, there are at most p = k · (k − 1) of the flat and rotated thin items in the packing.
Before analyzing the vertical lines further, let us perform an analogous argument for k horizontal lines with vertical coordinates L − 1, 2 · (L − 1), . . . , k · (L − 1) and their intersection with tiles and flat/thin items. It can be verified that each of them similarly intersects exactly k tiles and that no tile is intersected twice. The argument for flat and thin items is analogous as well, except that we now reason about rotated flat and (non-rotated) thin items, which have height L and width S; we find that there are at most p such items and that each horizontal line intersects at most k − 1 of them. Since in total there must be 2p flat and thin items, this implies that both sets of lines (horizontal and vertical) intersect p of these items each. Since flat and thin items can be swapped freely, we may assume that none of these items are rotated, and that the vertical lines intersect the p flat items and the horizontal lines intersect the p thin items.
We know now that the packing contains exactly k 2 tiles as well as the p flat and the p thin items. Thus, to get a total of k = k 2 + 2p + 1 items, it must also contain the bar, which has height N and width (2k − 2) · t. W.l.o.g., we may assume that the bar is not rotated, or else we could rotate the entire packing. 3 It follows that all vertical lines intersect the bar due to its width of N , which matches the width of the knapsack.
Let us now analyze both vertical and horizontal lines further. The goal is to obtain inequalities on the values x i that go into the construction of the tiles; up to now we have only used that they are fairly large. We know that each vertical line intersects k tiles, k − 1 flat items, and the bar . Let h 1 , . . . , h k denote the heights of the tiles (ordered arbitrarily) and recall that each flat item has height S while the bar has height (2k − 2) · t. Since all intersections with the line are disjoint and the line has length N (equaling the height of the knapsack), we get that
At this point, in order to plug in values for the h i , it is important whether any of the tiles are rotated; we will show that having at least one rotated tile causes a violation of (4). To this end, recall that (non-rotated) tiles have heights strictly between L + S and L + S + t and widths strictly between L + S + t and L + S + 2t. Thus, if at least one tile is rotated then it has height greater than L + S + t, rather than the weaker bound of greater than L + S. Using this, the right-hand side of (4) can be lower bounded by
contradicting (4). Thus, none of the tiles intersected by the vertical line can be rotated. Since each tile is intersected by a vertical line, it follows that no tiles can be rotated and we can analyze the lines using the sizes as given in (2) and (3). Let us return to replacing the values h i in (4) . Recall that the height of a tile is equal to L + S + x i where x i is the corresponding integer from the input to the initial multi-subset sum instance. Thus, if the ith intersected tile corresponds to input integer y i ∈ {x 1 , . . . , x m } then by (2) we have
Plugging this into (4) yields
More formally, item R a,b is a tile corresponding to y i , where i = 1 + ((a − b) mod k), and accordingly has height(R a,b ) = L + S + y i and width(R a,b ) = L + S + 2t − y i . This yields the required property that for each a ∈ [k] the items R a,1 , . . . , R a,k contain tiles corresponding to all numbers y 1 , . . . , y k (and correctly contain multiple copies for numbers that appear more than once). The same holds for items
We use height(R i,j ) and width(R i,j ) to refer to height and width of tile R i,j . We use left(R), right(R), top(R), and bottom(R) to specify the coordinates of any item in our packing, i.e., for the k 2 tiles, the 2p flat/thin items, and the bar. The coordinates for tiles are chosen as
Let us first check some basic properties of these coordinates:
We observe that each tile is assigned coordinates that match its size, i.e., width (R a,b 
All coordinates lie inside the knapsack. Clearly, all coordinates are non-negative and it suffices to give upper bounds for top(R a,k ) and right(R k,b ). Recall that by construction each set of tiles R a,1 , . . . , R a,k contains tiles corresponding to all numbers y 1 , . . . , y k , and same for R 1,b , . . . , R k,b . Thus we get
Similarly, we get
We will later use the gap of (2k − 2) · t between N and N − (2k − 2) · t to place the bar item, as its height exactly matches the gap. For any tile R a,b the possible coordinates fall into very small intervals, using that all heights and widths of tiles lie strictly between L + S and L + S + 2t. We show this explicitly for left(R a,b ):
In this way, we get the following intervals for left(R a,b ), right(R a,b ), bottom(R a,b ), and top(R a,b ). (Note that we sacrifice the possibility of tighter bounds in order to get the same simple form of bound for top and right and for bottom and left.)
We can now easily verify that no two tiles We will now specify coordinates for the p flat and the p thin items. For this purpose the intervals for coordinates of the tiles (8)-(11) are highly useful. For thin items, there will always be two adjacent tiles, to the left and to the right, and we use the intervals to get top and bottom coordinates. For flat items the situation is the opposite; there are adjacent tiles on the top and bottom sides and we use the intervals to get left and right coordinates. Recall that thin items have height L and width S, whereas flat items have height S and width L.
We 
Clearly, the coordinates match the dimension of If a > c then c ≤ a − 1 and using (17) and (8) Thus, in all four cases there is no overlap, as claimed.
(2) There are no overlaps between any tile R a,b and any thin item T c,d :
Thus, in both cases there is no overlap, as claimed. Overall, we find that there are no overlap between any pair of items placed so far. It remains to add the bar to complete our packing. We already observed earlier that top(R a,k ) = N − (2k − 2) · t. Similarly, using (19) Proof. We can use the same construction as in the proof of Theorem 24 to get a parameterized reduction from multi-subset sum to 2dk.
If the constructed instance is yes for 2dk then it is also yes for 2dkr, as the same packing of k = k 2 + 2p + 1 items can be used. As showed earlier, the latter implies that the input instance is yes for multi-subset sum. Conversely, if the input instance is yes for multi-subset sum then we already showed that there is a feasible packing to show that the constructed instance is yes for 2dkr. Since the packing did not require rotation of any items, it is also a feasible solution showing that the instance is yes for 2dk. The total height of the k/2 items on the bottom of the knapsack can be made arbitrarily small. Suppose that we wanted to free up an area of height f (k) · N and width N or of height N and width f (k) · N (for some fixed function f ). If the total height of the items on the bottom is smaller than f (k) · N then we would have to eliminate the k/2 items on the bottom or the k/2 items on top. Thus, we would lose a factor of 2 > 1 + ε in the approximation ratio.
