Abstract: Forecasting abrupt variations in wind power generation (the so-called ramps) helps achieve large scale wind power integration. One of the main issues to be confronted when addressing wind power ramp forecasting is the way in which relevant information is identified from large datasets to optimally feed forecasting models. To this end, an innovative methodology oriented to systematically relate multivariate datasets to ramp events is presented. The methodology comprises two stages: the identification of relevant features in the data and the assessment of the dependence between these features and ramp occurrence. As a test case, the proposed methodology was employed to explore the relationships between atmospheric dynamics at the global/synoptic scales and ramp events experienced in two wind farms located in Spain. The achieved results suggested different connection degrees between these atmospheric scales and ramp occurrence. For one of the wind farms, it was found that ramp events could be partly explained from regional circulations and zonal pressure gradients. To perform a comprehensive analysis of ramp underlying causes, the proposed methodology could be applied to datasets related to other stages of the wind-topower conversion chain.
Introduction
One of the main drawbacks of wind energy is that it exhibits intermittent generation greatly depending on environmental conditions. Wind power forecasting has proven to be an effective tool for facilitating wind power integration from both the technical and the economical perspective [1, 2] . Research on this field is mainly concerned with the modelling of wind power dynamics, these resulting from the interaction between several processes taking place in the wind-to-power conversion chain. Fig. 1 depicts this chain, reflecting the meteorological stage (the local wind as a result of atmospheric processes occurring at different temporal/ spatial scales) and the technological stage (the conversion of local wind into electricity by the wind turbines). An issue of growing interest over the last few years is that of wind power ramp forecasting [3] . Ramp events represent a particular case of wind power dynamics characterised by a large and rapid variation (1-4 h) observed in the power output of a wind farm or portfolio. Due to its very nature, ramps may derive in large forecasting errors, with the negative consequences from the economic and the technical perspective [4] . Hence wind power forecasting traditionally focuses on minimising the overall error committed in large time periods, the impact of such extreme situations may be occasionally undervalued by forecasters. Consequently, wind power ramp forecasting arises as a need for improving forecasts during these events.
As a particular case of wind power dynamics, ramp events are conditioned to processes occurring at any stage of the wind-to-power conversion chain. Indeed, ramps can be motivated by different meteorological phenomena (from large-scale fronts to local phenomena such as thunderstorms and thermally-driven flows), but also by specific conditions of the wind farm operation (rotor yaw misalignment, wind turbine shutdown, rotor-wake interactions etc.). Monitoring/modelling the stages involved in the wind-to-power conversion chain generates massive multivariate datasets that can be employed to explore ramp underlying causes, and eventually improve ramp forecasting. For example, outputs generated with numerical weather prediction (NWP) models represent with different levels of realism the atmosphere dynamics that ultimately are responsible for the climate variability at different spatial scales: general circulation models (GCMs), due to their coarser horizontal resolution, provide estimates of the climate system that are physically coherent at global/hemispheric and continental spatial scales, while regional circulation models (RCMs), with increased spatial resolution with respect to GCMs, provide estimations of the regional climate variability by resolving processes at smaller spatial scales over specific areas. In addition, observational data gathered at weather stations characterise local weather conditions, and data gathered by the SCADA (supervisory control and data acquisition) system embody information about the wind farm state. However, all these datasets are likely to contain large amounts of irrelevant information for ramp explanation and the question of how to identify potential explanatory variables oriented to ramp forecasting is nowadays relatively unexplored.
Some authors have contributed to a better understanding of wind power ramp underlying causes by analysing qualitatively some of the aforementioned stages, specially atmospheric phenomena. In this vein, an interesting classification of the main meteorological processes that may derive in ramp events and their predictability was provided in [5] . Cutler et al. [6] reported one of the first attempts to categorise wind power ramps for the case of a single wind farm, located in North-West coast of Tasmania. To this end, NWP outputs provided by a RCM were employed. Another interesting case study is the pilot project in the Alberta Electric System Operator (AESO) area (Canada), a relatively flat region situated close to a large mountain range. In this case, orographic effects were deemed to be determinant in explaining ramp events [7] . More recently, Bossavy et al. [8] applied NWP ensembles to analyse the temporal uncertainty of ramp occurrence. To this end, the case of a single wind farm located in complex terrain in France was considered. Based on meteorological outputs provided by the Ensemble Prediction System of the European Centre for MediumRange Weather Forecasts (ECMWF), the authors obtained the probabilities of ramp occurrence for different sets of time intervals. were of main interest in detecting days with ramp occurrence in both regions. Finally, a few works have analysed ramp event causes and predictability based merely on power data gathered by the SCADA system [10, 11] . Due to ramp event underlying causes are likely to depend strongly on specific-case features (local climate, portfolio size, wind turbine layout etc.), expertise gained from the aforementioned qualitatively analyses cannot be easily generalised to other case studies. To our knowledge, a more general approach for exploring ramp causes within the wind-to-power conversion chain is still required. With this purpose, an innovative methodology to systematically relate massive datasets to wind power ramp occurrence is here introduced. It consists of a two-staged approach: first, principal component analysis (PCA) is employed to identify relevant features of the raw dataset. Second, the notion of mutual information (MI) is employed to identify those features showing maximum dependence with ramp occurrence. The proposed methodology can be applied to any dataset originated from the wind-to-power conversion process. As a particular case, the contribution of the global/synoptic scales to ramp occurrence at the wind farm level is here considered.
The remaining of this paper is organised as follows. Section 2 provides a general description of the proposed methodology. The employed datasets are detailed in Section 3. The obtained results are presented and discussed in Section 4. The paper ends in Section 5 with the main conclusions of the work.
Methodology
As mentioned above, ramps events represent a particular case of wind power dynamics characterised by an abrupt change of the power output. These events can be motivated by processes occurring at any stage of the wind-to-power conversion chain. These underlying processes are assumed to be properly captured in large datasets generated by means of monitoring/modelling techniques (see Fig. 1 ). The proposed methodology aims to systematically search for relationships between a certain massive dataset, denoted by X hereafter, and the wind power ramp events. Specifically, X is a matrix in R x , gathering J time series organised column-wise, in such a way that x u j with 1 < t < N and 1 <j <J represents the fth value of the y'th time series.
Mathematically

X
(1)
It is assumed that ramp events observed within a wind power time series can be characterised in some way by a one-dimensional (ID) time series, here denoted by r = [r 1 ,r 2 , ...,r N ] T . There exist several approaches to define r, (1 <t<N) , in the form of either a binary or a continuous-valued function. A detailed review can be found in [12] , where the authors discussed some of the drawbacks related to the use of binary definitions and introduce the so-called ramp function as a means to characterise wind power ramp events in a continuous range. The idea behind this function is to evaluate the ramp intensity at each time step by considering the power gradient observed within several time scales. Mathematically, the ramp function at time t is given by r&N) = E W 'H> (2) where X N is a parameter that customises the range of time scales in which ramps are to be captured and W^ is the wavelet transform of the wind power time series based on the Haar function, given by
where p t is the power record at time t. For further details on the ramp function, readers are referred to [12] . From here on, r, is assumed to be the ramp function customised to capture ramp events of durations between 1 and 4h {\ N =5) and re-scaled between -1 and 1, for convenience. Fig. 2 shows the ramp function of the wind power time series of wind farm A (see Section 3 for details) during a 4 days period. Our objective here is to explore the extent to which processes captured in the dataset underlie ramp events, that is, if there exists some kind of link between X and r. With this purpose, a two-staged methodology is introduced in the following subsections. 
Identifying features in the original dataset
PCA is a statistical technique oriented to reveal the underlying structure of the data through data compression [13] . The idea behind PCA is that raw data do not represent an efficient way to store information if the involved variables are correlated. Thus, through an appropriate linear transformation, it is possible to obtain a new set of variables which are mutually uncorrelated, in such a way that a reduced number of these variables (those related to the main modes of variability) accounts for the maximum possible variance of the original dataset. In practice, by applying PCA to X, J modes (also referred to as empirical orthogonal functions, EOFs) together with J principal components (PCs) are obtained. The EOFs are vectors in R J . PCs are time series of length N, showing how the original data are organised into modes across time. In this work, eoj denotes the y'th EOF, p<^ is the associated PC and A, -represents the percentage of the variability explained by the related mode. In addition, modes are to be organised in decreasing order of the explained variance. By doing this, first modes can be thought of as the main features of the original dataset as they show the way in which data combine to jointly exhibit maximum variance. It holds that
and A, -> A, -for any 1 < i <j < J. A final remark needs to be done: PCA assumes that matrix X is composed by zero-mean variables. In the remaining of this paper, the use of standardised variables is assumed (i.e. each variable has been rescaled to zero mean and unit variance).
Assessing the relationship between data features and ramp events
The second part of the methodology consists in assessing the dependence between the aforementioned main features of the dataset and ramp occurrence. To this end, the notion of MI is employed. MI is thought of as a reliable tool for assessing non-linear dependence between random variables without any request about the model of dependency [14, 15] . MI is an outcome of the information theory [16] . Within this context, the notion of entropy of a random variable 7, denoted by H(Y), is used as a measurement of the uncertainty related to Y, while conditional entropy, H(Y\Z), represents the uncertainty of Y given the outcome of another random variable Z By combining these two concepts,
MI(Y, Z) = H{Y) -H{Y\Z),
establishes how much the outcome of Ztells us about the outcome of 7 which enables a measurement of the dependence between both variables. In practice, for the case of continuous random variables,
MI(Y, Z) is defined as follows
where fy(y) and fz(z) are the probability density functions (pdf) of 7 and Z, and fyziy, z) is the joint pdf of the mentioned random variables.
In view of these aspects, in order to estimate the dependence between the y'th mode obtained through PCA, eolj, and ramp occurrence, we assume that the time series p^ and r represent an ordered sequence of N realisations of two random variables, PCj and R respectively, with some kind of (non-linear) dependence between them. Then, through (6) and density estimation techniques, it is possible to compute MI(PCj, R).
Finally, we point out that the MI is likely to be overestimated when it is computed from a finite number of samples [17] . In this work, the associated bias will be assessed following the expressions detailed in [15] .
Description of the datasets
The remaining of this paper deals with a particular application of the proposed methodology. With this aim, two sets of data were considered. One refers to data gathered by the SCADA system for two wind farms located in Spain. The second dataset originates from the reanalysis performed by the National Centers for Environmental Prediction (NCEP).
Wind farm data
Two wind farms located in the Iberian Peninsula have been considered in this work. They are referred to as wind farms A and B (see Fig. 3 ). The rated power of the wind farms are 24.5 and 36 MW, respectively. Measurements of wind power output averaged on an hourly basis were available for each wind farm. In A problem concerning wind power modelling is the identification of wind power dynamics due to abnormal operation (breakdown, maintenance, untwisting sequence of power cables or transmission system operator (TSO) stop order). To remove these data, such periods were identified in the base of an additional dataset reporting the status of every wind turbine on a 10-minute basis. As a result, the percentage of valid wind power data was found to be 93.43% for wind farm A and 92.51% for wind farm B. It is noted that some ramp events observed in the original wind power time series were actually due to abnormal operation. More details on the data-cleaning process can be found in [18] .
Meteorological data
The meteorological dataset employed in this work originates from the reanalysis performed by NCEP [19] . This reanalysis has two main advantages as compared with other atmospheric reanalyses (see [20] for a list of current reanalyses). First, the horizontal resolution of 0.5° represents the highest of the reanalysis datasets available at the time of the elaboration of this work. Second, the time series of the meteorological variables are provided with a 1 h resolution, matching with the wind power time series resolution. This issue represents a strong motivation for selecting the mentioned reanalysis dataset, as one of the goals of the study is to seek potential relationships between atmospheric variables and local wind power events (ramps events) characterised by a duration of around 1-4 h.
The meteorological dataset consists of 5859 hourly time series, resulting from considering a grid with 21 x 31 nodes and nine meteorological variables per node. The grid covers the Iberian Peninsula (latitudes from 35°N to 45°N and longitudes from 10°W to 5°E, see Fig. 3 ) with the aforementioned resolution of 0.5°. The nine meteorological variables, detailed in Table 1 , are the two components of the horizontal wind speed at three vertical levels (10 m above sea level, 850 and 500 hPa), mean sea-level pressure (MSLP) and geopotential height at two vertical levels (850 and 500 hPa). These meteorological variables are usually thought of as natural candidates for explaining the wind variability at the surface [21, 22] . Similar meteorological variables have been considered in previous works to explain wind power dynamics (see [9, 23, 24] , among others).
Application to GCM outputs
In this section, the methodology introduced in Section 2 is utilised to identify information in the global/synoptic scales relevant for explaining power ramp occurrence at the wind farm level. To this end, datasets described in Section 3 are employed.
Meteorological feature identification
PCA is to be applied to a variety of subsets of the meteorological dataset. These subsets arise from considering different combinations of meteorological variables and spatial domains, as follows: (a.8) AZ: Geopotential thickness of the layer between pressure levels 850 and 500 hPa, given by AZ=Z S00 -Z sso . This case is considered because the mentioned thickness is related to horizontal temperature gradients, which cause vertical shear of the geostrophic winds (i.e. thermal winds) [25] . (c) Application of the PCA: Selecting a case in (a) and a spatial domain in (b) yields a specific matrix X. After applying PCA to this matrix, the first four EOFs, PCs and percentages of the explained variability are retained for subsequent analysis.
Combining the number of cases given in (a) with the spatial domains described in (b) yields a total of 8 x 18 PCAs for the case of wind farm A and 8 x 16 PCAs for the case of wind farm B. As the large amount of outputs obtained from these analyses, in the following only a reduced number of cases are described for illustrative purposes (a deeper analysis can be found in [18] ).
Let us consider the case for UV W (a.l) in the domain D A (a grid centred in wind farm A with 9 x 9 nodes). Matrix X is given by (see (7)) where the first upper-index is a time index (JVis the length of the time series) and the second upper-index refers to the node in the domain D A . According to the notation in (1), the number of columns is J= 2 x 9 x 9 = 162. Consequently, eof is a vector in R 162 . This EOF can be consistently represented in the domain D A considering that its two first components are referred to the two first columns in X, i.e. f/ 10 and Fio at the node (1 x 1) mD A , third and fourth components of eo^-refer to U\Q and V\Q at the node (1 x 2) and so on. It is also noted that for scalar fields (e.g. MSLP), there is only one time series per node, hence the EOFs can be represented as contour maps in the related spatial domain. 
Fig. 5 First four EOFs obtained by applying PCA to MSLP in the domain D A (for illustrative purposes, the EOFs have been re-scaled with the standard deviation). The square shows wind farm A location
likely to be related to regional wind regimes governed by the channelling effect of the Ebro valley (which is located in this area). These regimes are known as Cierzo (NW) and Bochorno (SE) [21, 22, 24] . Concerning the picture on the right, the spatial structure of the mode reveals that the Mediterranean coast plays a key role in explaining the variability of the wind field at 10 m height.
Concerning the scalar fields [cases (a.5)-(a.8)], the spatial variability of these fields was found to be noticeable lower than that of the wind fields (specially the wind at the surface). In these cases, PCA is unable to capture meaningful structures in the spatial variability of the data. Consequently, the application of the PCA yielded EOFs that were mostly related to the so-called Buell patterns [13] , reflecting EOFs characterised by a homogeneous field for the first EOF followed by orthogonal dipole and tripole patterns, as a means to optimally capture the variability of the field given the PCA constraints. These patterns can be observed in Fig. 5 , which shows the first four EOFs for the MSLP in the domain D A . For this particular case, the first EOF can be interpreted as the average pressure level in the spatial domain (low/high pressure), which accounted for more than the 85% of the total variability, while second and third EOFs represent pressure gradients in the area (probably indicating the passage of large scale weather systems), accounting for 6.65 and 5.52% of the total variability, respectively.
Dependence between meteorological features and wind power ramp events
In this section, the dependence between meteorological features and wind power ramp occurrence at the wind farm level is explored. In particular, we shall estimate MI(PCj, R) in base of vectors p<^ and r. pc; represents any of the PCs obtained in Section 4.1 and r represents the ramp function values of a wind power time series as described in Section 2.
Before proceeding, and for illustrative purposes, the interactions between p<^ and r are shown for a particular case. Fig. 6 shows the histograms and the scatter plot of the ramp function at wind farm A and the first PC obtained from applying PCA to UV W at D 5 A (the related EOF is shown in Fig. 4, left) . It can be seen that, despite the bell shape of the histograms, high ramp intensities seem to be related mostly to PC values in the ranges [-20, -10] and [0, 10] . Thus, a certain non-linear dependence could be expected between these two variables since the knowledge of the PC at some time instant conveys some information about the probability of having a high ramp intensity at the same time instant.
Results for wind farm A:
The results obtained for wind farm A are gathered in Fig. 7 . This figure consists of four plots referring to the first four PCs considered for the MI assessment. Each plot displays eight stacks of bars according to the different cases described in (a) variable selection. Finally, each stack contains as many bars as spatial domains considered in (b) domain selection. The vertical axis indicates Mi%, the MI as a percentage
,wV,(lxl) ^10 u; 7 iV,(lxl Several conclusions can be drawn from Fig. 7 . First, the MI estimates are, in general, very low. Indeed, they range from 1 to 6%, meaning that the uncertainty reduction of the ramp function derived from the knowledge of a certain PC is relatively limited. Furthermore, the lowest records fit with the estimated bias, indicating that these levels of MI are likely to be more a statistical effect due to the finite number of samples than a real dependence between the related variables.
Regarding the results related to wind fields [cases (a.l)-(a.4)], the highest levels of MI were attained for UV W (in particular, by the two first PCs), outperforming the marks obtained for UVgso, which in turn overcame the results obtained for UVsoom particular, the signal with the highest MI was found to be the first PC of the PCA applied to UVIQ in the smaller domain considered, D A . It is possible to observe that larger domain sizes lead to a smooth decrease in ML /(| . However, it is worthy to mentioning that the abrupt decrease of MI observed for domains larger than D A has to do with the fact that the dominant pattern (the channelling effect of the Ebro valley showed by eofi in Fig. 4 left) becomes the second EOF in terms of explained variance; this also explains the abrupt increase in MI observed in the second PC. Conversely to UVIQ, the PCs obtained for UV S QQ provided very low MI levels no matter the PC or the domain size considered, suggesting that ramp events at the wind farm level have little connection (if any) with the wind field at this pressure level. For the case of the PC\ of the UVSSQ field, there seems to be an optimal domain size to seek relations between this meteorological variable and ramp occurrence; this domain size was found to be D A . However, this result does not necessarily mean that the wind field at this pressure level contributes with additional information in explaining ramp events as a visual inspection of the modes revealed that the related EOFs were found to merge features of UV W and UV S00 . In a similar manner, the high level of MI obtained for UVs (first PC, smallest domain) may be due to the fact that the related EOF captures the same effect as the first mode of UV W (i.e. the prevailing wind direction NW-SE determined by the channelling effect of the Ebro valley). Results concerning scalar fields [cases (a.5)-(a.8)] were found to be, in general, of little less relevance, as they barely reached a MI% of 4%. For the case of the MSLP, it is noted that, despite the high level of explained variance of the first PC (see Fig. 5 ), the second and third PCs showed higher levels of MI than the first PC. This fact reveals that the presence of pressure gradients is more informative on ramp event occurrence than the average pressure level in the spatial domain, even when the latter accounts for most of the variance of this meteorological variable. Specifically, zonal pressure gradients detected on large spatial domains provided the highest MI scores among the scalar field features. A similar reasoning could be applied to the results obtained for the second PC of Z 850 , which is related to meridional gradients. On the other hand, cases involving meteorological variables at high altitude (Z 50 o and AZ) did not show either relevant MI levels or any kind of dependence with the PC or the domain size considered. Fig. 8 displays the MI between the ramp function at wind farm B and the set of PCs obtained from the PC As. The vertical axis was scaled as in Fig. 7 so as to point out a significant result: that the uncertainty reduction of the ramp occurrence derived from the knowledge of the PCs were found to be notably lower in this case study. It can be observed that the levels of MI barely exceeded 3%, half of the results attained at wind farm A. In addition, considering different domain sizes or meteorological variables revealed little impact on the MI estimates, which were in many cases similar to the estimated bias (dashed line).
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Results for wind farm B:
Concerning wind fields, results for UVIQ and UVgso were qualitatively similar. Unlike what was observed at wind farm A, second and third PCs of MSLP provided lower MI levels than the first PC, suggesting that pressure gradients are likely to be less informative on ramp events than the average pressure level. The best results among the scalar fields were obtained for the second PC (domain Df) and third PC (domain Dg) of Z 850 . In both cases, the associated EOF was related to a zonal gradient of the field. Finally, results concerning Z S(M and AZ showed very low MI marks, which is in line with those results obtained for wind farm A.
Further discussion
The analysis presented above shows how specific features relevant in explaining wind power ramp occurrence can be identified in a large dataset. It is reminded that the objective here is to facilitate the definition of low-dimensional signals meaningful for ramp forecasting. Concerning the results obtained for wind farm A, it was found that PCs related to regional weather regimes and zonal pressure gradients could represent a good choice to feed a ramp forecasting model as compared with other candidates derived from the same dataset. The link between pressure gradients and ramp occurrence has been identified in previous works ( [26] in Tasmania and [27] in Portugal, among others). Thus, the proposed methodology seemed to work well in identifying relevant spatial domains, meteorological variables and meteorological features. Interestingly, results concerning wind farm B suggested a weaker link of ramp events with the global scale. To better reflect this idea, the highest mark of each stack of bars in Figs. 7 and 8 has been retained and sorted in decreasing order (see Fig. 9 ). This fact might be due to either the inherent limitations of the proposed methodology or the fact that a limited dataset was employed (reduced the number of meteorological variables considered and spatial domain restricted to the Iberian Peninsula). However, the hypothesis of different degrees of connection between the global scale and the wind power dynamics at the two considered case studies is also postulated. Indeed, ramps can be motivated by meteorological processes occurring at several spatial/temporal scales. Thus, the use of GCM outputs limits the analysis to those events caused by meteorological processes resolved by the atmospheric model.
At this point, in order to put the results of the analysis in context, a description of potential limitations of the methodology is provided. An important limitation of the methodology deals with the use of PCA to reveal features in the data. Indeed, EOFs represent the way in which the variables involved in the analysis combine to jointly exhibit maximum variance. For the case of meteorological variables, these modes were interpreted as relevant atmospheric patterns in an effort to identify underlying physical mechanisms that dominate the dynamics in the considered domain. However, it is important to bear in mind that the EOFs result from the data, but also from the statistical tool employed, which imposes specific conditions to the results obtained. In particular, PCA provides orthogonal modes and uncorrelated PCs. This may come into conflict when relating EOFs with physical processes because the main modes of variability of a non-linear and highly complex system as the atmosphere are not necessarily orthogonal or uncorrelated [28, 29] . In order to address this issue, the technique known as rotated PCA could be employed, though its application requires some arbitrary decisions that also condition to some extent the patterns obtained [30] .
Probably, the main limitation of the proposed approach has to do with the ramp characterisation. Indeed, the employed ramp function only conveys observed ramps, that is, ramps that finally happened. However, observed ramps merely represent a portion of the situations that ramp forecasting should address, and the ramp function fails in capturing situations where wind power volatility is high even when a ramp event did not happened. As an example, let us think of a wind farm operating at a wind speed very close to the cut-out wind speed. In such situation, the probability of having a ramp-down event is higher than operating at nominal wind speed, but the ramp function is unable to capture the associated risk because it is built from the observed power output. This fact is likely to affect specially TSOs because assessing backup reserves requires dealing with uncertainty. Thus, a proper MI assessment (Section 4.2) would require the ramp function to be upgraded so that it conveys also the probability of ramp. This issue would probably require the use of advanced techniques dealing with generation scenarios and probabilistic forecast, which is out of the scope of this work, though represents a clear path for improvement.
Conclusions
To improve ramp forecasting, ramp underlying causes need to be explored. This requires dealing with large datasets derived from monitoring/modelling the stages involved in the wind-to-power conversion chain. To this end, a methodological proposal oriented to systematically relate ramp events to massive datasets was presented.
As a particular case, the proposed methodology was employed to explore the relationships between atmospheric dynamics at the global/synoptic scales and ramp events experienced at the wind farm level. To this end, reanalysis data generated with a GCM were employed together with generation data originated from two wind farms located in Spain. This analysis has provided a preliminary quantification on what can be expected from this method. In particular, experimental results allowed us to identify spatial domains and atmospheric circulation features that are to a certain degree relevant in explaining ramp occurrence for one of the wind farms. Specifically, the link between the reanalysis dataset and ramp events at this wind farm was found to be mainly associated to regional weather regimes governed by the channelling effect of the Ebro valley (Cierzo and Bochorno) and the presence of zonal pressure gradients over the Iberian Peninsula, which are likely to be indicative of the passage of large scale weather systems. Results concerning the second wind farm suggested a weaker link of ramp events with the global scale.
An important point of the proposed methodology is that it can be readily applied to datasets related to other stages of the wind-to-power conversion process. This would eventually provide a comprehensive understanding of ramp underlying causes. In addition, we point out that the outputs of the analysis could eventually allow for the elaboration of meaningful explanatory variables to feed wind power ramp forecasting models. This is so because the methodology extracts low-dimensional information from big data on the basis of the estimated dependence with ramp events.
