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GENERALIZED QUANTUM ZENO DYNAMICS AND ERGODIC
MEANS
N. BARANKAI AND Z. ZIMBORÁS
Abstract. We prove the existence of uniform limits for certain sequences of prod-
ucts of contractions and elements of a family of uniformly continuous propagators
acting on a Hilbert or a Banach space. From the point of view of Quantum Physics,
the considered sequences can represent the evolution of a system whose dynamics,
described by a continuous propagator, is disturbed by a sequence of generic quan-
tum operations (e.g., projective measurements or unitary pulses). This includes
and also generalizes the so-called quantum Zeno dynamics. The time-evolution
obtained from the limits of the considered sequences are described by propagators
generated by ergodic means. The notion of such ergodic means is generalized in
this paper to also include propagators of time-dependent generators, and thus our
results can be used to develop new forms of active decoherence suppression. In
a similar way, we also consider the effective time-evolution obtained from adding
to the possibly time-dependent generator of the original propagator a generator
of a uniformly continuous contraction semi-group with asymptotically increasing
weight in the sum. By proving a generalized adiabatic theorem, it is shown that
also for this set-up the resulting time-evolution is governed by a suitable ergodic
mean.
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1. Introduction
Performing frequent measurements on a quantum system, in order to determine
whether it is in a particular subspace, forces the system to remain in that subspace.
This phenomenon is called the quantum Zeno effect [32, 37] and the limiting time
evolution within the projected subspace is referred to as the quantum Zeno dynam-
ics [17]. The quantum Zeno effect has been demonstrated in several experiments
[30, 34, 41, 42], and there has been a considerable effort to analyze it from a theoret-
ical and mathematical point of view, see [20] and references therein. In recent years,
its possible application to quantum information processing tasks, e.g., active deco-
herence avoidance and error correction, has also been studied. Motivated by some
current works along this research line [4, 6, 7, 8, 10, 36], we give a generalization of
these results concerning propagators with possibly time-dependent generators acting
on Banach spaces.
1.1. Statement of the main results. We study two central questions concerning
the quantum Zeno dynamics and the adiabatic theorem.
First, let H be a Hilbert space and BpHq be the space of bounded linear trans-
formations of H endowed with the usual sup-norm } ¨ }BpHq. Let T P BpHq be a
contraction on H and K P BpHq be the generator of pF ptqqtě0, a uniformly continu-
ous semi-group on H. We ask the question, what is the uniform limit and speed of
convergence of the sequence
(1.1) Cn ¨
`
TF pt{nq˘n n P N , t P R`0 ,
as n tends to infinity, where the sequence pCnqnPN Ă BpHq is a ‘natural’ choice which
guarantees an interesting, non-trivial limit in the uniform topology of BpHq.
More generally, let X be a Banach space, let K : rt1, t2s Ñ BpX q be continuous
on the finite, closed interval rt1, t2s. Define the propagator F p¨, ¨q as the solution of
the initial value problem
B1F pu, vq “ KpuqF pu, vq t1 ď v ď u ď t2,
F pv, vq “ 1X .(1.2)
Assume that for each s P rt1, t2s and for each n P N, a partition Tnpsq of rt1, ss
defined through the sequences t1 “ sn,0 ă sn,1 ă ¨ ¨ ¨ ă sn,n “ s is given, such that
the norms of these partitions converges to zero as n tends to infinity. Then, the
same question can be raised regarding the uniform limit of the products
(1.3) Cn ¨
n´1ź
l“0
TF psn,l`1, sn,lq n P N
3in BpX q.
Our first main result connects the existence of the limit in (1.3) to the exis-
tence of an ergodic mean. For every infinite sequence α “ pα1, α2, ¨ ¨ ¨ q of sequences
pαn,lq0ďlăn of positive numbers satisfying an admissibility criterion, and for every
isometric isomorphism T P BpX q we associate an ergodic mean Pα,T which operates
on the Banach space C0prt1, t2s,BpX qq of the continuous, BpX q valued functions
(see section 2 for details). Then, the generalized quantum Zeno theorem is stated
roughly as
Theorem (Generalized quantum Zeno dynamics of contractions). Let X be a Ba-
nach space with a decomposition X “ XI ‘ XC such that both XI and XC are closed
subspaces of X and the continuous projection PI corresponding to XI and its com-
plementary projection PC are norm one. Assume that T P BpX q is of the form
T “ TI ‘ TC, where TI P BpXIq is an isometric isomorphism, while TC P BpXCq is
a strict contraction. Let K P C0prt1, t2s,BpX qq and define the propagator F p¨, ¨q as
the solution of the initial value problem (1.2). Assume that Pα,TIrPIKPIs exists and
let Gp¨, t1q be the solution of the initial value problem
B1Gpu, t1q “ Pα,TIrPIKPIspuqGpu, t1q t1 ď u ď t2,
Gpt1, t1q “ PI,(1.4)
If α satisfies a certain condition on the variance of its members and rt1, t2s Q t ÞÑ
PIKptqPI admits a certain approximability condition, then
(1.5) lim
nÑ8
T´nI
n´1ź
l“0
TF ˝ pραn,l`1 ˆ ραn,lq “ Gp¨, t1q
in the C0 norm.
The functions ραn,l : rt1, t2s ÞÑ rt1, t2s, n P N, 0 ď l ď n are defined through ραn,lpsq “
t1 ` ps ´ t1q
řl´1
k“0 αn,k. Therefore, for every s P rt1, t2s and for every n P N the
sequence t1 “ ραn,0psq ă ραn,1psq ă ¨ ¨ ¨ ă ραn,npsq “ s is a partition of the interval
rt1, ss.
Second, assume that A P BpHq generates a uniformly continuous contraction semi-
group and let K P BpHq. Then, if γ ą 0, we are interested in the large γ behavior
of the semi-group
(1.6) Fγptq :“ exp
`pγA`Kqt˘ t P R`0 .
More generally, let X be a Banach space, A P BpX q be a generator of a uni-
formly continuous contraction semi-group and let K P C0prt1, t2s,BpX qq. Define the
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propagator Fγp¨, ¨q as the solution of the initial value problem
B1Fγpu, vq “
`
γA`Kpuq˘Fγpu, vq t1 ď v ď u ď t2,
Fγpv, vq “ 1X .(1.7)
Then, the same question can be raised regarding the large γ behavior of (1.7).
For every uniformly continuous group pT ptqqtPR Ă BpX q we can associate an er-
godic mean
(1.8) PT rKs :“ lim
0ăSÑ8
1
S
ż S
0
T´1psqKT psq ds K P BpX q,
whenever this limit exists in the uniform topology of BpX q. The generalized adia-
batic theorem is the following statement.
Theorem (Generalized adiabatic theorem of contractions). Let X be a Banach space
with a decomposition X “ XI‘XC such that both XI and XC are closed subspaces of
X and the continuous projection PI corresponding to XI and its complementary pro-
jection PC are norm one. Assume that the semi-group pT ptqqtě0 Ă BpX q, generated
by A P BpX q is of the form T “ TI ‘ TC, where pTIptqqtě0 Ă BpXIq is a restric-
tion of a group of isometric isomorphisms of XI to R
`
0 , while pTCptqqtě0 P BpXCq
is a semi-group of strict contractions acting on XC. Let K P C0prt1, t2s,BpX qq,
0 ď t1 ă t2 ă 8 and let Fγp¨, ¨q be the solution of the initial value problem (1.7).
Assume that for all t P rt1, t2s, PPITIPIrKptqs exists and let Gp¨, t1q be the solution of
the initial value problem
B1Gpu, t1q “ PTIrPIKpuqPIsGpu, t1q t1 ď u ď t2,
Gpt1, t1q “ PI.(1.9)
Then, if rt1, t2s Q t ÞÑ PIKptqPI admits a certain approximability condition, then for
every t P pt1, t2s
(1.10) lim
0ăγÑ8
}Fγpt, t1q ´ TI,γptqGpt, t1q}BpX q “ 0.
and the convergence is uniform on every compact subset of pt1, t2s, whenever K is
constant valued.
Here, TI,γptq “ TIpγtq for all t P R`0 .
1.2. Previous results. Concerning p1.1q, if T is a projection P onto a closed sub-
space of H, and pF ptqqtPR is a strongly continuous unitary group, then the limit of
(1.1) with the choice Cn “ P has been studied many times in the past fifty years
and there are numerous results concerning it, see for instance [15, 16, 24, 32] and
5references therein. Limiting our interest to a uniformly continuous unitary group
with the skew-adjoint generator ´iH , then it is long known that
(1.11) lim
nÑ8
`
PF pt{nq˘n “ P exp`´iHZt˘ t P R,
where the Hamiltonian HZ “ PHP is called the Zeno Hamiltonian and the time evo-
lution generated by HZ is usually referred to as the Zeno dynamics. For experimental
investigations of the Zeno dynamics, see [2, 3, 5, 23, 25, 28, 29, 30, 34, 38, 39, 41, 42]
and [20, 26] for reviews of the subject from the physical point of view.
The physical interpretation of the time evolution given by (1.11) represents the
evolution of a system whose unitary dynamics is disturbed by a sequence of projec-
tive measurements imitating a type of ‘continuous observation’ in the large n limit
[32]. Recently, generalization of this scenario to weak measurement protocols in the
limited case of systems undergoing computational time evolution in a quantum error
correction framework has been studied [10, 36]. Without dwelling on the fine de-
tails, [10] and [36] studied a family of contractions of the form P ‘Tε P BpS1q, ε P R
representing weak measurements on the Banach space of the first Schatten class of
BpHq. Here P is a bounded projection and Tε is strictly contractive for all ε P R.
The unitary time evolution has been given by (1.2) with Kp¨q “ ´irLp¨q, ‚s, where
Lp¨q is a continuous family of bounded self-adjoint operators in BpHq and r‚, ‚s is
the commutator of the arguments. The form of Lp¨q has been chosen to be relevant
for quantum computing. It has been shown, that the limit
(1.12) ρ8ptq ” lim
nÑ8
ρnptq “ lim
nÑ8
n´1ź
l“0
TεF ptn,l`1, tn,lq ρ0 tn,l :“ l t
n
, t P R`0
exists for all initial density matrices ρ0 with respect to the } ¨ }1 norm and the speed
of convergence is bounded by
(1.13) }ρnptq ´ ρ8ptq}1 ď p1ptqe
h1t
n
` p2ptqe
h2t
n
fpεq `Opn´2q,
where h1, h2 are constants depending on the dimension of the computational space
and on the norms of various parts of L P C0pr0, ts,BpHqq. The real valued functions
p1p¨q and p2p¨q are second order, n-independent polynomials of t, and fpεq is a
positive function. This suggests that the convergence with respect to the topology
induced by } ¨ }1 should be uniform in BpS1q. However, as (1.13) suggests, this
convergence can be exponentially slow in the time variable, which could raise doubts
concerning the applicability of (1.13) for large times in concrete practical situations.
If the contraction T is equal to a unitary U P BpHq and the uniformly continuous
semi-group pF ptqqtě0 is unitary, the latter being generated by ´iH , then the resulting
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time evolution given by (1.1) is called ‘single unitary dynamical control’ in quantum
computing theory. In [4], the limit of (1.1) was studied rigorously and the connection
to ergodic means has been pointed out. In particular, it was shown that if the ergodic
mean
(1.14) PU rHs :“ lim
nÑ8
1
n
n´1ÿ
l“0
U˚lHU l
exists in the uniform topology, then
(1.15) lim
nÑ8
U˚npUF pt{nqqn “ expp´iPU rHstq t P R
uniformly. Furthermore, for any Hamiltonian H of the form H “ H0`U˚H1U´H1,
where H0, H1 P BpHq and PU rH0s exists and non-vanishing, the author found››U˚npUF pt{nqqn ´ exp`´iPU rHst˘››BpHq
ď `p1p|t|q ` p2p|t|qe2}H1}BpHq|t|˘e}H}BpHq|t|
n
`Opn´2q,(1.16)
where p1p¨q and p2p¨q are n-independent third and second order polynomials of |t|,
respectively. For a general H P BpHq, for which PU rHs exists, the convergence of
(1.15) has been also proved. Similar statements have been proved concerning the
in-time non-equidistant control protocols.
If the spectrum σU of U contains only isolated eigenvalues, then the ergodic mean
(1.14) exists for all H P BpHq and it is equal to
(1.17) PU rHs “
ÿ
λPσU
PλHPλ,
where Pλ is the spectral projection of λ P σU . Surprisingly, this ergodic mean shows
up if one considers the large γ ą 0 behavior of the semi-group pFγptqqtě0 generated
by the sum γA ` B, where A,B P BpHq, H being a finite dimensional Hilbert-
space and the spectrum σA of A is contained in C
´, such that its purely imaginary
eigenvalues are diagonalizable: In a recent study [6], the authors found that if these
conditions on A are fulfilled, then
lim
0ăγÑ8
›››››exp`pγA`Bqt˘´ PI exppγAtq exp
˜ ÿ
λPσAX iR
PλBPλt
¸›››››
BpHq
“ 0(1.18)
holds for all t P R`0 , where
(1.19) PI “
ÿ
λPσAX iR
Pλ.
7Now, assume that A shares the assumptions above, let us denote its generated semi-
group by pT ptqqtě0 and define PC :“ 1H ´ PI. Then, H decomposes as H “ PIH ‘
PCH with a corresponding block-diagonal decomposition T p¨q “ T p¨qI‘T p¨qC, where
the semi-groups pTIptqqtě0 and pTCptqqtě0 are acting on PIH and PCH, respectively.
Furthermore, they satisfy
TI ptqT ˚I ptq “ T ˚I ptqTI ptq “ 1PIH t P R,
}TCptq}BpHq ď M expp´ωtq t P R`0 ,(1.20)
with some M,ω P R` and M ě 1. Then, we observe›››› 1S
ż S
0
T ˚psqBT psq ds´ 1
S
ż S
0
T ˚I psqBTIpsq ds
››››
BpHq
ď 2}B}BpHqM
S
ż S
0
e´ωs ds` }B}BpHqM
2
S
ż S
0
e´2ωs ds,(1.21)
thus
(1.22) PTIrBs :“ lim
SÑ8
1
S
ż S
0
T ˚I psqBTIpsq ds “ lim
SÑ8
1
S
ż S
0
T ˚psqBT psq ds,
where PTIrBs is the ergodic mean of B with respect to the unitary group pFIptqqtPR.
This can be calculated easily using (1.17):
(1.23) PTIrBs “
ÿ
λPσAX iR
PλBPλ.
With this observation in hand, the speed of convergence of (1.18) found by [6] can
be written as›››››exp`pγA`Bqt˘´ PI exppγAtq exp`PTIrBst˘
›››››
BpHq
ď cA,BpMA ` 1q
γ
MA}B}BpHqetMA}B}BpHq ´ }PTIrBs}BpHqet}PTI rBs}BpHq
MA}B}BpHq ´ }PTIrBs}BpHq
`MAe
MA}B}BpHq
γ
ż 8
0
e´ηsppsq ds` e´γtppγtq,(1.24)
where cA,B is a positive constant, η “ mint|ℜpλq|2 : λ P σAziRu, MA ě 1 and
p : R`0 Ñ R` satisfy the inequalities
(1.25) }F ptq}BpHq ďMA, }F ptqPC}BpHq ď e´ηtpptq, t P R`0 .
8 N. BARANKAI AND Z. ZIMBORÁS
If A is self-adjoint, then, provided that σA Ă C´, we can set MA “ 1, p ” 1 and
take the limit η Ñ 0 in (1.24), so›››››exp`pγA`Bqt˘´ PI exppγAtq exp pPTIrBstq
›››››
BpHq
ď 2cA,B
γ
}B}BpHqet}B}BpHq ´ }PTIrBs}BpHqet}PTI rBs}BpHq
}B}BpHq ´ }PTIrBs}BpHq
` e´γt.(1.26)
The same conclusions arises if one studies - instead of the uniformly continuous
semi-group expppγA`Bqtq, but the products
(1.27) pE exppLt{nqqn,
where E is a completely positive operator acting on a Hilbert-Schmidt space HHS of
finite dimensional square matrices and L is a generator of a completely positive trace
preserving semi-group on the same space. The spectrum of E is contained within the
closed unit disk D and all the eigenvalues located on BD are diagonalizable within
BpHHSq. Again, we have the decomposition E “ EI‘EC given by the complementary
projections
(1.28) PI “
ÿ
λPσEXBD
Pλ , PC “ 1HHS ´ PI.
It has been shown [7], that the limit of the product (1.27) is given by
(1.29) lim
nÑ8
E´nI pE exppLt{nqqn “ exp pLZtq , LZ “
ÿ
λPσEXBD
PλLPλ.
A short calculation gives
(1.30) PEIrLs :“ lim
nÑ8
1
n
n´1ÿ
l“0
EI
˚l
LEI
l “ LZ,
and the convergence is uniform in BpHHSq. Therefore, an ergodic mean PEIrLs pops
up again in the limit (1.29).
In this study, we give further insights into the appearance of the ergodic means
such like (1.14), (1.23) and (1.30). The observation that the Zeno Dynamics, single
unitary dynamical control and adiabatic theorems are interrelated is not new and
dates back to at least [18] and [19]. It is surprising that an enlightening, rigorous
mathematical explanation of this connection in arbitrary Banach spaces has been
missing, nonetheless the correspondence has been verified even experimentally [41].
9Fortunately, the recent results of [6] and [7] give a well developed foundation of the
theory in finite dimension.
1.3. Content and structure of the paper. In this paper, we take further steps
into the direction of a complete mathematical description of the phenomenon and
widen its range of applicability to systems whose time evolution propagator is gen-
erated by continuously time dependent, bounded operators. To avoid technical
difficulties, we concentrate here on uniform convergence and assume contractivity
of the control operator T throughout the paper. Uniform convergence appears to
be a rather restrictive condition, but from an experimental point of view, it is well
confirmed: In most cases, the initial datum of systems coupled to their environments
are not known exactly.
The paper is organized as follows. In section 2, a generalization of ergodic means to
time dependent operator families is introduced and some of its elementary properties
are discussed. In section 3, we introduce a weakening of the definition of growth
bound of a semi-group [14] which allows us to prove Lyapunov-type (exponential)
upper bounds on products of the form (1.2) by using the Trotter product formula.
This definition agrees with the usual one if the semi-group in question does not have
a ‘hump’ [33] and clearly weaker if it does. In many physical situations, the Banach
space X on which (1.2) acts as well as the contraction T admit a decomposition
X “ XI ‘ XC and T “ TI ‘ TC, where TI : XI Ñ XI is an isometric isomorphism
and TC : XC Ñ XC is a strict contraction. In section 4, we present technical results
which enables us to show that the existence of the limit of (1.2) depends only on the
isometric part of T . We prove the main theorems in section 5 and section 6. Some
frequently used facts are listed in the appendix.
1.4. Notation. Throughout the paper, indices of products of operators descend
from left to the right, i.e. for every integral pair n ă m and any sequence Kn, . . . , Km
of operators, the product
śm
l“nKl is meant to be equal to KmKm´1 ¨ ¨ ¨Kn. The
empty product always takes the unit value and the empty sum is equal to zero. The
number sets N0, R
` and R`0 denote the non-negative integers, positive reals and non-
negative reals, respectively. If X is a Banach space, then the index of the operator
norm } ¨ }BpX q is dropped in the proofs, but not in the statements. Therefore, if } ¨ }
appears in a proof, it always means } ¨ }BpX q.
2. Ergodic mean in Cprt1, t2s,BpX qq
Application of operator theoretic methods in ergodic theory originated in the
work of J. von Neumann [35]. After that, the subject has been grown enormously,
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see [11] for an encyclopedic survey of the field. Here, we introduce an ergodic
mean in C0prt1, t2s,BpX qq that is suitable for our purposes and consider some of its
elementary properties involving an adaptation of L. W. Cohen’s ergodic theorem [9].
We have gained inspiration from the classic texts containing the elementary proof of
the mean ergodic theorem of contractions on Hilbert spaces of F. Riesz [40] and from
the Banach space generalization of the theorem due to K. Yosida [43], see E. Hopf’s
short book [27] for an early review. In the time independent case, the ergodic mean
introduced in (1.14) resembles the entangled ergodic means, see [1, 12, 13, 21, 22, 31]
for recent results in this direction.
Let rt1, t2s, t1 ă t2 be a closed, finite interval and X be a Banach space. The
notation Crprt1, t2s,BpX qq stands for the Banach space of r times continuously dif-
ferentiable, BpX q valued functions with the usual Cr norm:
(2.1) }K}Cr “
rÿ
p“0
}BptK}C0 ,
where Bpt stands for the pth ordinary derivative of Kp¨q. The notation C0,1prt1, t2s,
BpX qq stands for the Banach space of Lipschitz continuous, BpX q valued functions
with the usual norm:
(2.2) }K}C0,1 “ }K}C0 ` rKs1, rKs1 “ sup
s,s1Prt1,t2s
s‰s1
}Kpsq ´Kps1q}BpX q
|s´ s1| ,
whenever rKs1 is finite. We again warn the reader that in the proofs, for the sake
of brevity, } ¨ } stands for the uniform norm of BpX q.
2.1. Definition and elementary properties.
Definition 2.1. Let α “ pα1, α2, . . . q be a sequence of sequences of positive numbers
pαn,lq0ďlăn. We say that α is admissible, if
(2.3)
n´1ÿ
l“0
αn,l “ 1, lim
nÑ8
max
0ďlăn
αn,l “ 0, lim
nÑ8
n´2ÿ
l“0
|αn,l`1 ´ αn,l| “ 0
hold for all n P N.
For a given admissible α, we define γαn,l :“
řl´1
p“0 αn,p and the maps ρ
α
n,l : rt1, t2s ÞÑ
rt1, t2s, ραn,lpsq :“ t1 ` ps´ t1qγαn,l for each n P N and 0 ď l ă n.
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Given an admissible α and an isometric isomorphism T : X Ñ X , we define the
functions P
pn,kq
α,T rKs P Cprt1, t2s,BpX qq, 0 ă k ă n, n P N as
(2.4) P
pn,kq
α,T rKspsq :“
kÿ
l“0
T´l
`
γαn,l`1K ˝ ραn,l`1 ´ γαn,lK ˝ ραn,l
˘psqT l s P rt1, t2s,
for every K P Cprt1, t2s,BpX qq. Particularly, we use the notation Ppnqα,T for Ppn,n´1qα,T .
We need some computational properties of P
pn,kq
α,T .
Lemma 2.2. Let n P N, 0 ă k ă n an integer. If K P C0,1prt1, t2s,BpX qq, then
(2.5)
››Ppn,kqα,T rKspsq››BpX q ď ps´ t1qrKs1 ` }K}C0.
Furthermore, if K P Cr`1prt1, t2s,BpX qq and 0 ď p ď r is an integer, then
(2.6)
››`BptPpn,kqα,T rKs˘psq››BpX q ď ps´ t1q}Bp`1t K}C0 ` pp` 1q}BptK}C0.
Proof. Let s P rt1, t2s, then
››Ppn,kqα,T rKspsq›› “
›››››
kÿ
l“0
γαn,l`1T
´l
`
Kpραn,l`1psqq ´Kpραn,lpsqq
˘
T l
`
kÿ
l“0
`
γαn,l`1 ´ γαn,l
˘
T´lKpραn,lpsqqT l
›››››
ď
kÿ
l“0
γαn,l`1pραn,l`1psq ´ ραn,lpsqqrKs1 `
kÿ
l“0
αn,l}K}C0,
ď ps´ t1q
kÿ
l“0
γαn,l`1αn,lrKs1 `
n´1ÿ
l“0
αn,l}K}C0,
ď ps´ t1q
n´1ÿ
l“0
αn,lrKs1 `
n´1ÿ
l“0
αn,l}K}C0 ,
ď ps´ t1qrKs1 ` }K}C0,(2.7)
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where 0 ď γαn,l ď 1, 0 ď l ď n has been used. The second part of the statement is
proved in a similar way:
››`BptPpn,kqα,T rKs˘psq›› “
›››››
kÿ
l“0
`
γαn,l`1
˘p`1
T´l
`BptKpραn,l`1psqq ´ BptKpραn,lpsqq˘T l
`
kÿ
l“0
´`
γαn,l`1
˘p`1 ´ `γαn,l˘p¯T´lBptKpραn,lpsqqT l
›››››
ď
kÿ
l“0
`
γαn,l`1
˘p`1 ›››››T´l
ż ρα
n,l`1psq
ρα
n,l
psq
Bp`1t Kpvq dv T l
›››››
`
kÿ
l“0
´`
γαn,l`1
˘p`1 ´ `γαn,l˘p`1¯
›››››T´lBptKpραn,lpsqqT l
›››››
“
kÿ
l“0
`
γαn,l`1
˘p`1 ›››››
ż ρα
n,l`1psq
ρα
n,l
psq
Bp`1t Kpvq dv
›››››
`
kÿ
l“0
pp` 1qξpl αn,l}BptKpραn,lpsqq}
ď ps´ t1q
kÿ
l“0
γαn,l`1αn,l}Bp`1t K}C0 ` pp` 1q
n´1ÿ
l“0
αn,l}BptK}C0
“ ps´ t1q
kÿ
l“0
lÿ
m“0
αn,lαn,m}Bp`1t K}C0 ` pp` 1q}BptK}C0
ď ps´ t1q
˜
n´1ÿ
l“0
αn,l
¸2
}Bp`1t K}C0 ` pp` 1q}BptK}C0
“ ps´ t1q}Bp`1t K}C0 ` pp` 1q}BptK}C0,(2.8)
where 0 ď γαn,l ď ξl ď γαn,l`1 ď 1 for all 0 ď l ă n and Taylor’s theorem has been
used. 
Lemma 2.3. Let K P C0prt1, t2s,BpX qq. Then, for any s P rt1, t2s, 0 ă k ă n,
(2.9)
››››
ż s
t1
P
pn,kq
α,T rKspvq dv
››››
BpX q
ď ps´ t1q}K}C0.
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Proof. Consider K P C0prt1, t2s,BpX qq and s P rt1, t2s. Then,››››
ż s
t1
P
pn,kq
α,T rKspvq dv
››››
“
›››››
kÿ
l“0
T´l
˜ż s
t1
γαn,l`1Kpραn,l`1pvqq ´ γαn,lKpραn,lpvqq dv
¸
T l
›››››
“
›››››
kÿ
l“0
ż ρα
n,l`1psq
ρα
n,l
psq
T´lKpvqT l dv
›››››
ď ps´ t1q
kÿ
l“0
αn,l}K}C0
ď ps´ t1q}K}C0.(2.10)

Lemma 2.4. Let K P C0prt1, t2s,BpX qq. Then, for all 0 ă k ă n,››››
ż s
t1
P
pn,kq
α,T rK ´ T´1KT spvq dv
››››
ď 2ps´ t1q max
0ďlďk
αn,l }K}C0 ` ps´ t1q
k´1ÿ
l“0
|αn,l`1 ´ αn,l|
ˆ
´
}K}C0 ` sup
vPrρα
n,l
psq,ρα
n,l`1psqs
››Kpvq ´Kpραn,lpsqq››¯.(2.11)
Proof. Let K P C0prt1, t2s,BpX qq. For any s P rt1, t2s we have››››
ż s
t1
P
pn,kq
α,T rK ´ T´1KT spvq dv
››››
“
›››››
kÿ
l“0
ż ρα
n,l`1psq
ρα
n,l
psq
T´l
`
Kpvq ´ T´1KpvqT ˘T l dv
›››››
“
›››››
ż ραn,1psq
ραn,0psq
Kpvq dv `
kÿ
l“1
T´l
˜ż ρα
n,l`1psq
ρα
n,l
psq
Kpvq dv ´
ż ρα
n,l
psq
ρα
n,l´1psq
Kpvq dv
¸
T l
´
ż ρα
n,k`1psq
ρα
n,k
psq
T´k´1KpvqT k`1 dv
›››››.(2.12)
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Taking a closer look on the middle term, we can write›››››T´l
˜ż ρα
n,l`1psq
ρα
n,l
psq
Kpvq dv ´
ż ρα
n,l
psq
ρα
n,l´1psq
Kpvq dv
¸
T l
›››››
“
›››››
ż ρα
n,l`1psq
ρα
n,l
psq
Kpvq dv ´
ż ρα
n,l
psq
ρα
n,l´1psq
Kpvq dv
›››››
“
›››››`pραn,l`1psq ´ ραn,lpsqq ´ pραn,lpsq ´ ραn,l´1psqq˘Kpραn,lpsqq
`
ż ρα
n,l`1psq
ρα
n,l
psq
`
Kpvq ´Kpραn,lpsqq
˘
dv
´
ż ρα
n,l
psq
ρα
n,l´1psq
`
Kpvq ´Kpραn,lpsqq
˘
dv
›››››
ď ˇˇpραn,l`1psq ´ ραn,lpsqq ´ pραn,lpsq ´ ραn,l´1psqqˇˇ ››Kpραn,lpsqq››
`
ż ρα
n,l`1psq
ρα
n,l´1psq
››Kpvq ´Kpραn,lpsqq›› dv
ď ps´ t1q|αn,l ´ αn,l´1|
´››Kpραn,lpsqq››
` sup
vPrρα
n,l
psq,ρα
n,l`1psqs
››Kpvq ´Kpραn,lpsqq››¯
ď ps´ t1q|αn,l ´ αn,l´1|
´››K››
C0
` sup
vPrρα
n,l
psq,ρα
n,l`1psqs
››Kpvq ´Kpραn,lpsqq››¯(2.13)
On the other hand, ›››››
ż sn,1
sn,0
Kpvq dv ´
ż sn,k`1
sn,k
T´k´1KpvqT k`1 dv
›››››
ď 2ps´ t1q max
0ďlďk
αn,l }K}C0.(2.14)
Therefore,››››
ż s
t1
P
pn,kq
α,T rK ´ T´1KT s dv
››››
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ď 2ps´ t1q max
0ďlďk
αn,l }K}C0 ` ps´ t1q
k´1ÿ
l“0
ˇˇˇ
αn,l`1 ´ αn,l
ˇˇˇ
ˆ
´
}K}C0 ` sup
vPrρα
n,l
psq,ρα
n,l`1psqs
››Kpvq ´Kpραn,lpsqq››¯.(2.15)

Corollary 2.5. Let K P C0prt1, t2s,BpX qq. For any s P rt1, t2s and for all 0 ă k ă n,
(2.16)
››››
ż s
t1
P
pn,kq
α,T rK ´ T´1KT s dv
›››› ď Dαpnqps ´ t1q}K}C0 ,
where
(2.17) Dαpnq “ 2 max
0ďlăn
αn,l ` 3
n´2ÿ
l“0
|αn,l`1 ´ αn,l|.
Definition 2.6. Let F be a linear subspace of Cprt1, t2s,BpX qq which is complete
in the norm topology induced by some } ¨ }F . For a given K P F , we say that its
ergodic mean (with respect to the admissible α and the isometric isomorphism T )
exists, if the sequence P
pnq
α,T rKs converges uniformly in the } ¨ }F norm. In this case,
the limit limnÑ8P
pnq
α,T rKs is denoted by Pα,T rKs and called the ergodic mean of K.
Remark 2.7. To motivate our definition, consider the isometric isomorphism T P
BpX q, the continuous K : rt1, t2s Ñ BpX q, the propagator F p¨, ¨q as the solution of
the initial value problem (1.2), and an admissible α. Then, for any s P rt1, t2s, and
the partition of rt1, ss defined by t1 “ ραn,0psq ă ¨ ¨ ¨ ă ραn,npsq “ s, n P N, we have
n´1ź
l“0
TF pραn,l`1psq, ραn,lpsqq “ T n
n´1ź
l“0
T´lF pραn,l`1psq, ραn,lpsqqT l
“ T n
˜
1X `
n´1ÿ
l“0
ż ρα
n,l`1psq
ρα
n,l
psq
T´lKpvqT l dv ` ¨ ¨ ¨
¸
“ T n
ˆ
1X `
ż s
t1
P
pnq
α,T rKspvq dv ` ¨ ¨ ¨
˙
,(2.18)
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from which we anticipate that if the limit limnÑ8P
pnq
α,T rKs exists in the uniform
topology of F , than the limit
(2.19) Gps, t1q :“ lim
nÑ8
T´n
n´1ź
l“0
TF pραn,l`1psq, ραn,lpsqq
also exists, its convergence is uniform in the topology of F and it should be equal
to the solution of the initial value problem
B1Gps, t1q “ Pα,T rKspsqGps, t1q t1 ď s ď t2,
Gpt1, t1q “ 1X .(2.20)
Let DomrpPα,T q Ď Crprt1, t2s,BpX qq, r P N0 be the set which contains all K P
Crprt1, t2s,BpX qq for which limnÑ8Ppnqα,T rKs exists in the Cr norm. Similarly, let
Dom0,1pPα,T q Ď C0,1prt1, t2sBpX qq be the set which contains all K P C0,1prt1, t2s,
BpX qq for which limnÑ8Ppnqα,T rKs exists in the C0,1 norm. Then, the notations for
the kernels KerrpPα,T q and Ker0,1pPα,T q are obvious. At last, let us denote with
P rprt1, t2s,BpX qq the BpX q valued polynomials of order at most r ă 8, restriced to
the domain rt1, t2s.
We list some elementary properties of Pα,T .
Theorem 2.8. Let X be a Banach space and T P BpX q be an isometric isomorphism.
Let α be an admissible sequence of sequences of positive numbers. Then,
1) Pα,T maps Dom
rpPα,T q into Crprt1, t2s,BpX qq and Dom0,1pPα,T q into
C0,1prt1, t2s,BpX qq.
2) Let K0 P BpX q and K P C0prt1, t2s,BpX qq be the constant function of value
K0. Then, Pα,T rKs exists if and only if limnÑ8
řn´1
l“0 αn,lT
´lKT l exists in
the uniform topology of BpX q.
3) If K P Dom0,1pPα,T q, then }Pα,T rKs}C0 ď p1` t2 ´ t1q}K}C0,1.
4) If K P Domr`1pPα,T q, then }Pα,T rKs}Cr ď pr`2`t2´t1q}K}Cr`1. Therefore,
Domr`1pPα,T q X P rprt1, t2s,BpX qq is closed.
5) For every K P C0prt1, t2s,BpX qq, if K ´ T´1KT P Dom0pPα,T q, then
limnÑ8P
pnq
α,T rK ´ T´1KT s “ 0.
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6) Ker0pPα,T q is a linear subspace of the closure of functions in C0prt1, t2s,BpX qq
of the form K “ L´T´1LT , K P Dom0pPα,T q. More precisely, Ker0pPα,T q
is equal to the linear set
(2.21) tL´ T´1LT : L P C0prt1, t2s,BpX qqu XDom0pPα,T q
C0 XDom0pPα,T q.
7) For every K P Dom0pPα,T q, Pα,T rKs commutes with T .
8) Pα,T is an involution on Dom
0pPα,T q.
Proof.
1) Fix n P N and 0 ď l ă n. Let K P DomrpPα,T q. The functions K ˝ ραn,l are
members of Crprt1, t2s,BpX qq, thereforePpnqα,T rKs P Crprt1, t2s,BpX qq. Since Ppnqα,T rKs
is convergent in the Cr norm, the statement follows by uniform convergence. If
K P Dom0,1pPα,T q, then K ˝ ραn,l is a composition of Lipschitz continuous functions,
therefore it is also Lipschitz continuous. Again, uniform convergence in the C0,1
norm implies the statement.
2) Let K0 P BpX q, s P rt1, t2s, then
P
pnq
α,T rKspsq “
n´1ÿ
l“0
`
γαn,l`1 ´ γαn,l
˘
T´lK0T
l “
n´1ÿ
l“0
αn,lT
´lK0T
l.(2.22)
Hence, the limit exists in the C0 norm, if and only if the ergodic mean
(2.23) Pα,T rK0s “ lim
nÑ8
n´1ÿ
l“0
αn,lT
´lK0T
l
exists.
3) Let K P Dom0,1pPα,T q. Using Lemma 2.2, we obtain
(2.24) }Pα,T rKs}C0 “ lim
nÑ8
}Ppnqα,T rKs}C0 ď p1` t2 ´ t1q}K}0,1.
4) Let K P Domr`1pPα,T q. Using Lemma 2.2, we obtain
}Pα,T rKs}Cr “ lim
nÑ8
}Ppnqα,T rKs}Cr “ lim
nÑ8
rÿ
p“0
}BptPpnqα,T rKs}C0
ď pr ` 2` t2 ´ t1q}K}Cr`1,(2.25)
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from which the first part of the statement follows. For any K P P rprt1, t2s,BpX qq,
we have Br`1t K “ 0, therefore }K}Cr “ }K}Cr`1 and so }Pα,T rKs}Cr ď pr ` 2 `
t2 ´ t1q}K}Cr whenever Pα,T rKs exists. From this estimate, and the fact that
P rprt1, t2s,BpX qq is closed, the second part of the statement follows.
5) Since K P C0prt1, t2s,BpX qq, for any ε ą 0, there exists δε ą 0, such that for any
two x, x1 P rt1, t2s for which |x´x1| ď δε holds, }Kpxq´Kpx1q} ď ε also holds. Since
α is admissible, there exists Nε,s P N such that
(2.26) 2ps´ t1q max
0ďlăn
αn,l ă δε and ps´ t1q
n´2ÿ
l“0
|αn,l`1 ´ αn,l| ă δε
hold whenever n ą Nε,s. Thus, if n ą Nε,s holds, then for any 0 ă l ă n ´ 1 and
x, x1 P rραn,l´1psq, ραn,l`1psqs,
(2.27) |x´x1| ď ραn,l`1psq´ραn,l´1psq “ ps´t1qpαn,l`αn,l´1q ď 2ps´t1q max
0ďlăn
αn,l ă δε
is satisfied, therefore }Kpxq´Kpx1q} ď ε. Using Lemma 2.4, this enables us to write
(2.28)
››››
ż s
t1
P
pnq
α,T rK ´ T´1KT spvq dv
›››› ď ε››K››C0 ` ε
´››K››
C0
` ε
¯
n ą Nε,s.
That is
(2.29) lim
nÑ8
››››
ż s
t1
P
pnq
α,T rK ´ T´1KT spvq dv
›››› “ 0,
but P
pnq
α,T rKs converges in the C0 norm, so taking the limit and integration are
exchangeable, thereso
(2.30)
››››
ż s
t1
Pα,T rK ´ T´1KT spvq dv
›››› “ 0.
Since Pα,T rK´T´1KT s P C0prt1, t2s,BpX qq and the equality holds for all s P rt1, t2s,
we have to have Pα,T rK ´ T´1KT s “ 0.
6) Define the spaces
M :“ tL´ T´1LT : L P C0prt1, t2s,BpX qqu XDom0pPα,T q,
M :“ tL´ T´1LT : L P C0prt1, t2s,BpX qqu XDom0pPα,T q
C0
.(2.31)
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Note that 5) implies Pα,T rMs “ 0. Let K be a member of M X Dom0pPα,T q, let
Kε PM such that }K ´Kε}C0 ď ε. Then, the application of Lemma 2.3 gives››››
ż s
t1
`
P
pnq
α,T rKs ´Ppnqα,T rKεs
˘pvq dv›››› ď pt2 ´ t1q}K ´Kε}C0
ď pt2 ´ t1qε.(2.32)
Uniform convergence and 5) ensures that
lim
nÑ8
››››
ż s
t1
`
P
pnq
α,T rKs ´Ppnqα,T rKεs
˘pvq dv›››› “
››››
ż s
t1
`
Pα,T rKs ´Pα,T rKεs
˘pvq dv››››
“
››››
ż s
t1
Pα,T rKspvq dv
›››› ,(2.33)
thus
(2.34)
››››
ż s
t1
Pα,T rKspvq dv
›››› ď pt2 ´ t1qε,
so limnÑ8P
pnq
α,T rKs “ 0 in the C0 norm. This calculation shows that any member
K of M has either vanishing ergodic mean or Pα,T rKs does not exists. Let
(2.35) M1 :“ Ker0pPα,T qz
`
MXDom0pPα,T q
˘
.
We prove that Ker0pPα,T q ĎM, that is M1 is empty. Let K PM1. By definition
of M1, K ‰ 0 must hold. Provided by the Hahn-Banach separation theorem, there
exists ϕ P C0prt1, t2s,BpX qq˚, for which ϕpKq “ 1 and ϕ vanishes on all members of
M. Then,
ϕpKq “ ϕpKq ` ϕpT´lKT lq ´ ϕpT´lKT lq
“ ϕpK ´ T´lKT lq ` ϕpT´lKT lq
“
l´1ÿ
k“0
ϕ
`
T´kKT k ´ T´1pT´kKT kqT ˘` ϕpT´lKT lq
“ ϕpT´lKT lq(2.36)
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for all l P N0, provided that whenever Pα,T rKs exists, then Pα,T rT´kKT ks also
exists, therefore T´kKT k ´ T´1pT´kKT kqT PM for all k P N0. Note that
P
pnq
α,T rKs “ ´γαn,0K ˝ ραn,0
`
n´1ÿ
l“1
γαn,l
´
T´pl´1q
`
K ˝ ραn,l
˘
T l´1 ´ T´l`K ˝ ραn,l˘T l¯
`γαn,nT´n
`
K ˝ ραn,n
˘
T n.(2.37)
The middle term in the sum of the right hand side of (2.37) belongs to tL´T´1LT :
L P C0prt1, t2s,BpX qqu. To show that it belongs toM, fix n P N and 0 ă l ă n. The
crucial observation is that for any m P N and 0 ď k ă m, ραm,k ˝ ραn,l “ ραn,l ˝ ραm,k
holds: For any s P rt1, t2s,`
ραm,k ˝ ραn,l
˘psq “ t1 ` pραn,lpsq ´ t1qγαm,k
“ t1 `
`
t1 ` ps´ t1qγαn,l ´ t1
˘
γαm,k
“ t1 ` ps´ t1qγαn,lγαm,k
“ t1 `
`
t1 ` ps´ t1qγαm,k ´ t1qγαn,l
“ t1 ` pραm,kpsq ´ t1qγαn,l
“ `ραn,l ˝ ραm,k˘psq.(2.38)
Therefore, for any M P Cprt1, t2s,BpX qq,
P
pmq
α,T rMs ˝ ραn,l “
m´1ÿ
k“0
T´k
´
γαm,k`1K ˝ ραm,k`1 ˝ ραn,l ´ γαm,kK ˝ ραm,k ˝ ραn,l
¯
T k
“
m´1ÿ
k“0
T´k
´
γαm,k`1K ˝ ραn,l ˝ ραm,k`1 ´ γαm,kK ˝ ραn,l ˝ ραm,k
¯
T k
“ Ppmqα,T rM ˝ ραn,ls.(2.39)
Assume that M P Dom0pPα,T q. Let ε ą 0 be arbitrary. Then, there exists Nε such
that for all v P rt1, t2s, and n ą Nε,
(2.40) }Pα,T rMspvq ´Ppnqα,T rMspvq} ď ε.
Particularly, if v “ ραn,lpsq for some s P rt1, t2s,
(2.41) }`Pα,T rMs˘pραn,lpsqq ´ `Ppnqα,T rMs˘pραn,lpsqq} ď ε.
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But P
pnq
α,T rMs ˝ ραn,l “ Ppnqα,T rM ˝ ραn,ls, so
(2.42) }Pα,T rMs ˝ ραn,l ´Ppnqα,T rM ˝ ραn,ls}C0 ď ε.
That is,Pα,T rM˝ραn,ls exists and is equal toPα,T rMs˝ραn,l. Substituting T´pl´1qKT l´1´
T´lKT lK in the place of M , we see that T´lpK ˝ ραn,lqT l ´ T´pl`1qpK ˝ ραn,lqT l`1 is
a member of M, so
(2.43) ϕ
`
T´lpK ˝ ραn,lqT l ´ T´l´1pK ˝ ραn,lqT l`1
˘ “ 0.
Provided that γαn,0 “ 0, γαn,n “ 1 and ραn,n “ idrt1,t2s,
(2.44) ϕ
´
P
pnq
α,T rKs
¯
“ ϕpT´nKT nq “ ϕpKq,
where (2.36) has been used. Therefore,
(2.45) 0 “ ϕp0q “ lim
nÑ8
ϕpPpnqα,T rKsq “ ϕpKq “ 1,
which is impossible.
7) Let K P Dom0pPα,T q. Then, T´1KT P Dom0pPα,T q also holds, so K ´ T´1KT P
Dom0pPα,T q. Using T´1Ppnqα,T rKsT “ Ppnqα,T rT´1KT s, we can write
T´1Pα,T rKsT “ Pα,T rT´1KT s to obtain“
T,Pα,T rKs
‰ “ T `Pα,T rKs ´ T´1Pα,T rKsT ˘
“ T `Pα,T rKs ´Pα,T rT´1KT s˘
“ TPα,T rK ´ T´1KT s
“ 0,(2.46)
due to 5).
8) Consequence of 7): Assume that K P Dom0pPα,T q, then
Pα,T
“
Pα,T rKs
‰ “ lim
nÑ8
˜
n´1ÿ
l“0
γαn,l`1T
´l
`
Pα,T rKs ˝ ραn,l`1
˘
T l
´
n´1ÿ
l“0
T´lγαn,l
`
Pα,T rKs ˝ ραn,l
˘
T l
¸
(2.47)
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“ lim
nÑ8
n´1ÿ
l“0
γαn,l`1Pα,T rKs ˝ ραn,l`1 ´ γαn,lPα,T rKs ˝ ραn,l
“ lim
nÑ8
`
γαn,nPα,T rKs ˝ ραn,n ´ γαn,0Pα,T rKs ˝ ραn,0
˘
“ Pα,T rKs,(2.48)
due to γαn,0 “ 0, γαn,n “ 1 and ραn,n “ idrt1,t2s. 
2.2. Two existence results. Theorem 2.8 shows that there are significant proper-
ties of the usual ergodic mean which are lost when the more general framework of
Definition 2.6 is introduced. The two main difficulties are: The domain of Pα,T is
not in general closed and the kernel of Pα,T is not in general the closure of functions
of the form K ´ T´1KT , K P C0prt1, t2s,BpX qq, nor even necessarily closed. One
can raise the question whether the domain of Pα,T is non-trivial, that is whether
it contains functions beyond those members of C0prt1, t2s,BpX qq which commute
with T at every point of their argument. It is hard to answer such a question in
the greatest generality, but we can give explicit examples which demonstrate the
non-triviality of the domain of Pα,T . These examples already demonstrate that the
bounds of 3) and 4) of Theorem 2.8 cannot be in general improved. But before
moving to the concrete examples, we need two technical statements.
Lemma 2.9. Let ω P C of modulus one and k P N, k ą 1. Then,
(2.49) lim
nÑ8
n´1ÿ
l“0
ωl
pl ` 1qk ´ lk
nk
exists and it is equal to one if ω “ 1 and vanishes in any other case.
Proof. Let ω P C and k P N as the Lemma stated. If ω “ 1, we have a telescopic
sequence after the sum, thus
(2.50)
n´1ÿ
l“0
pl ` 1qk ´ lk
nk
“ n
k
nk
“ 1.
Assume that ω ‰ 1. Then,
n´1ÿ
l“0
ωl
pl ` 1qk ´ lk
nk
“ 1
nk
n´1ÿ
l“0
k´1ÿ
m“0
ˆ
k
m
˙
ωllm(2.51)
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Let us introduce the moment generating function fpξq “ ω exppξq, then
n´1ÿ
l“0
ωl
pl ` 1qk ´ lk
nk
“ 1
nk
n´1ÿ
l“0
k´1ÿ
m“0
ˆ
k
m
˙“Bmξ f l‰p0q
“ 1
nk
k´1ÿ
m“0
ˆ
k
m
˙«
Bmξ
˜
n´1ÿ
l“0
f l
¸ff
p0q
“ 1
nk
k´1ÿ
m“0
ˆ
k
m
˙„
Bmξ
ˆ
1´ fn
1´ f
˙
p0q
“ 1
nk
k´1ÿ
m“0
ˆ
k
m
˙« mÿ
p“0
ˆ
m
p
˙
Bm´pξ p1´ fnq ¨ Bpξ p1´ fq´1
ff
p0q.(2.52)
Changing the variable of the first derivative to ζ “ ω exppξq, we can rewrite it as
“Bm´pξ p1´ fnq‰pξq “ “pζBζqm´pp1´ ζnq‰`ζpξq˘
“ ´nm´pζnpξq
“ ´nm´pωn exppnξq,(2.53)
for p ă m and, since |p1´ fnq|p0q ď 2,
(2.54) |Bm´pξ p1´ fnq|p0q “ 2nm´p.
for all 0 ď p ď m. Changing the variable of the second derivative in the last line of
(2.52) to ρ “ 1´ ω exppξq we can rewrite it as
“Bpξ p1´ fq‰pξq “
„`pρ´ 1qBρ˘p 1
ρ

pρpξqq
“
«
p´1qp1
ρ
`
pÿ
q“2
q ´ 1
q ` 1
1´ p´qqp´q`2
ρq
ff
pρpξqq,(2.55)
which can be verified using induction and the formula
(2.56)
`pρ´ 1qBρ˘p 1
ρs
“ s
ρs`1
´ s
ρs
.
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We have the following estimates of the parts of the sum in (2.55):ˇˇˇ
ˇp´1qp1ρ
ˇˇˇ
ˇ ď 1|ρ|ˇˇˇ
ˇˇ pÿ
q“2
q ´ 1
q ` 1
1
ρq
ˇˇˇ
ˇˇ ď |ρ|p ´ 1|ρ| ´ 1 ´ 1|ρ| ´ 1 ă |ρ|
p ´ 1
|ρ| ´ 1 ´
1
|ρ|ˇˇˇ
ˇˇ pÿ
q“2
q ´ 1
q ` 1
´p´qqp´q`2
ρq
ˇˇˇ
ˇˇ ď pÿ
q“2
qp
qq|ρ|q ă
pÿ
q“2
qp
|ρ|q ă
řp
q“0 q
p
mint1, |ρ|pu .(2.57)
Setting ξ “ 0 and therefore ρ “ 1´ ω, we obtain the following upper bound:
(2.58)
ˇˇBpξ p1´ fq´1ˇˇp0q| ă |1´ ω|p ´ 1|1´ ω| ´ 1 ` 1∆pω, pq
pÿ
q“0
qp,
where∆pω, pq “ mint1, |1´ω|pu. The sumřpq“0 qp can be estimated using Bernoulli’s
formula:
pÿ
q“0
qp “ 1
p` 1
pÿ
j“0
ˆ
p` 1
j
˙
B`j p
p`1´j
“ p
p`1
p` 1
pÿ
j“0
ˆ
p` 1
j
˙
B`j
1
pj
ă p
p`1
p` 1
pÿ
j“0
ˆ
p` 1
j
˙
B`j
“ pp`1,(2.59)
where the B`j ’s are Bernoulli numbers of the second kind satisfying
(2.60)
pÿ
j“0
ˆ
p` 1
j
˙
B`j “ p` 1.
These results can be used to estimate |n´křn´1l“0 ωl`pl ` 1qk ´ lk˘|. Namely, we can
write
k´1ÿ
m“0
mÿ
p“0
ˆ
k
m
˙ˆ
m
p
˙
2nm´p
|1´ ω|p
|1´ ω| ´ 1 “
2
ř1
s“0p´1qs`1p|1´ ω| ` n ` sqk
|1´ ω| ´ 1 ,
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k´1ÿ
m“0
mÿ
p“0
ˆ
k
m
˙ˆ
m
p
˙
2nm´p
1
|1´ ω| ´ 1 “
2
ř1
s“0p´1qs`1pn` 1` sqk
|1´ ω| ´ 1(2.61)
and, if n ą k ě p holds,
k´1ÿ
m“0
mÿ
p“0
ˆ
k
m
˙ˆ
m
p
˙
2nm´p
pp`1
∆pω, pq ă 2
k´1ÿ
m“0
mÿ
p“0
ˆ
k
m
˙ˆ
m
p
˙
nm
p
∆pω, pq .(2.62)
Note that for all p P N, either ∆pω, pq “ 1 or ∆pω, pq “ |1 ´ ω|p holds, therefore
∆pω, pq “ ∆ppω, 1q “: ∆ppωq. Continuing (2.62), we can write
2
k´1ÿ
m“0
mÿ
p“0
ˆ
k
m
˙ˆ
m
p
˙
nm
p
∆pωq “ 2
k´1ÿ
m“0
ˆ
k
m
˙
mnmp∆´1pωq ` 1qm´1
“
k´1ÿ
m“0
ˆ
k
m
˙
mpp1`∆´1pωqqnqm
“ 2k
1`∆´1pωq
´`p1`∆´1pωqqn` 1˘k
´`p1`∆´1pωq˘n` 1qk´1 ´ `p1`∆´1pωqqn˘k¯.(2.63)
Since
lim
nÑ8
1
nk
p|1´ ω| ` n` 1qk ´ p|1´ ω| ` nqk
|1´ ω| ´ 1 “ 0,
lim
nÑ8
1
nk
pn ` 2qk ´ pn ` 1qk
|1´ ω| ´ 1 “ 0,
lim
nÑ8
k
nk
k
1`∆´1pωq
´`p1`∆´1pωqqn` 1˘k ´ `p1`∆´1pωq˘n ` 1qk´1
´`p1`∆´1pωqqn˘k¯ “ 0,(2.64)
the proof of the statement of the Lemma is completed. 
Lemma 2.10. Let ω P C of modulus one and z P C, z ‰ 0. Then,
(2.65) lim
nÑ8
n´1ÿ
l“0
ωl
pl ` 1q exp `z l`1
n
˘´ l exp `z l
n
˘
n
exists and it is equal to exppzq if ω “ 1 and vanishes in any other case.
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Proof. Let ω P C and z P N as the Lemma stated. If ω “ 1, we again have a
telescopic sequence after the sum, thus
(2.66)
n´1ÿ
l“0
pl ` 1q exp `z l`1
n
˘´ l exp `z l
n
˘
n
“ exppzq.
Assume that ω ‰ 1 and ω exppz{nq ‰ 1. We can rewrite (2.65) as
n´1ÿ
l“0
ωl
pl ` 1q exp `z l`1
n
˘´ l exp `z l
n
˘
n
“ e
z{n ´ 1
n
n´1ÿ
l“0
lωlelz{n ` 1
n
1´ ωnez
1´ ωez{n .(2.67)
The second term tends zero uniformly on every bounded subset of C. The first term
is
ez{n ´ 1
n
n´1ÿ
l“0
lωlelz{n “ p1´ ez{nqω
nezpn´1q{n
1´ ωez{n `
ω
n
ωez ´ 1
p1´ ωez{nq2 ,(2.68)
which tends to zero as nÑ8 uniformly on every bounded subset of C. 
Proposition 2.11. Let H be a Hilbert space, F Ď BpHq be a two sided ideal of BpHq
wich is complete in the unitarily invariant norm } ¨ }F . Define α through αn,l “ l{n
and consider the isometry with the left multiplication with some unitary U P BpHq
whose spectrum σU contains only finitely many points. Then,
1) For every K P P rpr0, ts,BpFqq,
(2.69) Pα,U rKs “
ÿ
λPσU
PλKPλ.
2) For every periodic K P C0pr0, 2pis,BpFqq, which is of the form Kpsq “ř
kPZKk expp2piiksq, s P r0, 2pis, where Kk P BpFq are equal to zero but
finitely many, we have
(2.70) Pα,U rKs “
ÿ
λPσU
PλKPλ.
Proof.
1) Let m P N0 be the smallest integer such that Bm`1s K “ 0, m ď r, that is
Kpsq “ řmk“0Kksk, where Kk P BpFq. Then,
(2.71) PλP
pnq
α,U rKspsqPµ “
mÿ
k“0
skPλKkPµ
n´1ÿ
l“0
pλµql pl ` 1q
k`1 ´ lk`1
nk`1
.
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for all s P r0, ts and λ, µ P σU . If λ “ µ, then PλPpnqα,U rKsPλ “ PλKPλ. Otherwise,
since K is a finite degree polynomial and σU is finite, the limits of (2.65) are uniform
in the degree k and ωλ,µ “ λµ. Therefore,
(2.72) lim
nÑ8
P
pnq
α,U rKs “
ÿ
λPσU
PλKPλ.
2) Assume the Kk’s are supported on the set of integers t´m, . . . , 0, . . . , mu, m ě 0.
Let n P N greater than the maximum of the set of integers
Λ “ tl P N : λµ “ expp2piitk{lq, λ ‰ µ, λ, µ P σU ,
t P r0, 2pis, k P Z, |k| ď mu,(2.73)
which is finite, since σU is finite. Then, an upper bound on (2.67) with the substi-
tution ω “ λµ, λ ‰ µ and z “ 2piikt can be given using
(2.74)
ˇˇ
1´ e2piitk{nˇˇ “
ˇˇˇ
ˇˇ2piik ż t{n
0
e2piiv dv
ˇˇˇ
ˇˇ ď 2pi|k|t
n
,
and the exact equation (2.68):ˇˇˇ
ˇˇn´1ÿ
l“0
pλµql pl ` 1q exp
`
2piikt l`1
n
˘´ l exp `2piikt l
n
˘
n
ˇˇˇ
ˇˇ ď 1
n
ˆ
2pi|k|t` 2
∆
` 2
∆2
˙
ď 1
n
ˆp2piq2m` 2
∆
` 2
∆2
˙
,(2.75)
where
(2.76) ∆2 “ min
λ,µPσ
λ‰µ
min
kPZ
|k|ďm
inf
0ătď2pi
inf
nPN
nąmaxΛ
2
`
1´ ℜ `λµe2piikt{n˘˘ ą 0.
This allows us to write
}PλPpnqα,U rKsptqPµ}BpFq ď }Pλ}BpFq }Pµ}BpFq
˜
}K0}BpFq 2
n
1
∆
`
1
n
ˆp2piq2m` 2
∆
` 2
∆2
˙ mÿ
k“´m
k‰0
}Kk}BpFq
¸
,(2.77)
whenever λ ‰ µ. The projections Pλ P BpFq are understood as left multiplications
with the corresponding projection Pλ P BpHq. Therefore, PλPpnqα,U rKsPµ Ñ 0 in
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C0pr0, 2pis,BpFqq uniformly over the set σU , whenever λ ‰ µ. If λ “ µ, Lemma 2.10
shows that PλP
pnq
α,U rKsPλ “ PλKPλ. Therefore, the statement of the Proposition
follows. 
Remark 2.12. The proof of statement 2) of Proposition 2.11 illustrates why in
general the domain and the kernel of Pα,T cannot be closed in the C
0 topology:
the bound (2.77) is uniform in the t variable only if Λ is a finite set, which holds
if Kk “ 0 for all |k| ą m with some m ě 0. In this case, ∆ is finite as well as the
r.h.s of (2.77). However, if tKkukPZ contains infinitely many non-vanishing members
of BpFq, the set Λ is infinite. However, if one would ease the uniform convergence
to point-wise convergence, it could be proved that limnÑ8P
pnq
α,U rKsptq exists in the
uniform topology of BpFq if K satisfies the Sobolev property
(2.78)
ÿ
kPZ
p1` |k|q}Kk}BpFq ă 8.
These and other issues will be addressed in a later publication.
3. Weak growth bounds
If X is a Banach space, then every uniformly continuous semi-group pF ptqqtě0 Ă
BpX q is of the form F ptq “ exppKtq with some K P BpX q [14]. Note that if F1, F2 :
R
`
0 Ñ BpX q are uniformly continuous semi-groups generated by K1, K2 P BpX q,
then the Trotter product formula (see [14]) applies without any restriction on K1
and K2, that is
(3.1) lim
nÑ8
››exp`pK1 `K2qt˘´ “F1pt{nqF2pt{nq‰n››BpX q “ 0 t P R`0 .
We again warn the reader, that, for the sake of brevity, in what follows, the subscript
of the uniform norm } ¨ }BpX q is omitted in the proofs of the statements.
Let X be a Banach space. Every uniformly continuous semi-group pF ptqqtě0 Ă
BpX q is quasi-contractive, i.e. }F ptq}BpX q ď exppwtq is satisfied for all t P R`0 with
some w P R for which w ď }K}BpX q holds, if K P BpX q generates pF ptqqtě0. Let ω
be defined by
(3.2) ω :“ inftw P R : D 1 ďMw ă 8 st. }F ptq}BpX q ďMwewt for all t P R`0 u,
then ω is the growth bound of pF ptqqtě0. It turns out that the following definition is
useful to obtain error bounds with the Trotter product formula that performs better
than the bound }F ptq}BpX q ď expp}K}BpX qtq.
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Definition 3.1. Let X be a Banach space and let pF ptqqtě0 Ă BpX q be a uniformly
continuous semi-group generated by K P BpX q. Then, ωK P R is the weak growth
bound of pF ptqqtě0, if
(3.3) ωK “ inftw P R : }F ptq}BpX q ď ewt for all t P R`0 u.
Proposition 3.2. The weak growth bound admits the following properties.
1) For any K P BpX q,
(3.4) ωK “ sup
vPR`
ln } exppKvq}BpX q
v
.
2) If K P Cprt1, t2s,BpX qq, ´8 ă t1 ă t2 ă 8, then ω : rt1, t2s Ñ R, s ÞÑ ωKpsq
is continuous.
Proof.
1) It is straightforward that supvPR` v
´1 ln } exppKvq} ď ωK . Assume that
(3.5) sup
vPR`
v´1 ln } exppKvq} ă ωK ,
then, there exists 0 ă ε, such that
(3.6) sup
vPR`
v´1 ln } exppKvq} ă ωK ´ ε,
so for all v P R`, the inequality
(3.7) } exppKvq} ă epωK´εqv ă eωKv
holds and extends to R`0 by continuity. But this contradicts to the fact that ωK is
the weak growth bound of
`
exppKvq˘
vě0
.
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2) Let s, s1 P T :“ rt1, t2s, Fspvq :“ exp
`
Kpsqv˘, v P R`0 and ∆ :“ Kps1q ´Kpsq P
BpX q. Then, the application of the Trotter product formula (3.1) yields
}Fspvq ´ Fs1pvq} “ lim
mÑ8
››››”Fs ´ vm
¯ım
´
„
Fs
´ v
m
¯
exp
ˆ
∆v
m
˙m››››
“ lim
mÑ8
›››››
m´1ÿ
l“0
Fs
ˆ
vpm´lq
m
˙ˆ
1X´ exp
ˆ
∆v
m
˙˙„
Fs
´ v
m
¯
exp
ˆ
∆v
m
˙l›››››
ď lim
mÑ8
m´1ÿ
l“0
eωKpsqv exp
ˆ
}∆} l
m
˙›››1X ´ exp´∆ v
m
¯›››
ď lim
mÑ8
m´1ÿ
l“0
eωKpsqv exp
ˆ
}∆} l
m
˙
exp
´
}∆} v
m
¯ }∆}v
m
“ lim
mÑ8
eωKpsqv exp
´
}∆} v
m
¯ }∆}v
m
1´ expp}∆}vq
1´ expp}∆}v{mq
“ eωKpsqv ˇˇ1´ e}∆}v ˇˇ.(3.8)
Changing the roles of Fsp¨q and Fs1p¨q in the calculation above, we find
(3.9) }Fspvq ´ Fs1pvq} “ eωKps1qv
ˇˇ
1´ e}∆}v ˇˇ.
Define the functions fw,δ : R
`
0 Ñ R`0 , w P T , δ ě 0 as
(3.10) fw,δpvq “
$&
%
δ if v “ 0,
exppωKpwqvq
v}Fwpvq}
ˇˇ
1´ eδv ˇˇ if 0 ă v,
which are continuous on R`0 . Using the concavity of the logarithm, we get
ln }Fspvq}
v
ď 1
v
ln
´
}Fs1pvq} ` }Fs1pvq ´ Fspvq}
¯
ď ln }Fs1pvq}
v
` }Fs1pvq ´ Fspvq}
v}Fs1pvq}
“ ln }Fs1pvq}
v
` fs1,}∆}pvq,(3.11)
where (3.8) has been used. Similarly, with the help of (3.9) we can write
(3.12)
ln }Fs1pvq}
v
ď ln }Fspvq}
v
` fs,}∆}pvq.
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Combining the inequalities (3.11) and (3.12), we obtain
(3.13)
ln }Fs1pvq}
v
´ fs,}∆}pvq ď ln }Fspvq}
v
ď ln }Fs1pvq}
v
` fs1,}∆}pvq.
Let C be a compact subset of R`0 . Then, the function g : C ˆ T Ñ R`0 , gpv, sq :“
}Fspvq} is continuous and its image is compact, therefore closed and bounded. Ad-
ditionally,
(3.14) 0 ă inf
pv,sqPCˆT
gpv, sq
holds, because if 0 “ infpv,sqPCˆT gpv, sq would be true, then, since the domain and
the range of g is closed, a pair pv0, s0q P C ˆ T could be found such that 0 “
gpv0, s0q “ }Fs0pv0q}, which contradicts to basic properties of uniformly continuous
semi-groups. Therefore, fw pw “ s, s1q has the upper bound
exppωKpwqvq
v}Fwpvq}
ˇˇ
1´ e}∆}v ˇˇ ď exp
´
supsPT }Kpsq} ¨ supvPC v
¯
infpv,sqPCˆT gpv, sq
ˇˇ
1´e}∆}v ˇˇ
v
“: fC,s,s1pvq, v P C.(3.15)
Using (3.13), we obtain
(3.16)
ln }Fs1pvq}
v
´ fC,s,s1pvq ď ln }Fspvq}
v
ď ln }Fs1pvq}
v
` fC,s,s1pvq
for all v P C. Taking the supremum in the variable v over C, we can write
(3.17)
sup
vPC
ln }Fs1pvq}
v
´ sup
vPC
fC,s,s1pvq ď sup
vPC
ln }Fspvq}
v
ď sup
vPC
ln }Fs1pvq}
v
` sup
vPC
fC,s,s1pvq.
Since supvPC fC,s,s1pvq Ñ 0 if sÑ s1, then
(3.18) lim
s1Ñs
sup
vPC
ln }Fs1pvq}
v
“ sup
vPC
ln }Fspvq}
v
.
Since C is an arbitrary compact subset of R`0 , we can write
(3.19) lim
s1Ñs
sup
vPR`
0
ln }Fs1pvq}
v
“ sup
vPR`
0
ln }Fspvq}
v
,
which proves the continuity of s ÞÑ ωKpsq. 
The next lemma constrains from above the growth bounds of uniformly continuous
semi-groups whose generators are weighted sums of generators of semi-groups.
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Lemma 3.3. Let X be a Banach space and let Γ :“ tKn,l : n P N, 0 ď l ă nu be a
subset of BpX q. Let α “ pα1, α2, . . . q be a sequence of sequences pαn,lq0ďlăn n P N
of non-negative reals. Let ωn,l P R be the weak growth bounds of the semi-groups
pFn,lptqqtě0, each of them generated by the corresponding Kn,l. Define
(3.20) Σn,lpΓ, αq :“
lÿ
p“0
αn,pKn,p, Ωn,lpΓ, αq :“
lÿ
p“0
αn,pωn,p, 0 ď l ă n,
and ΣnpΓ, αq :“ Σn,n´1pΓ, αq, ΩnpΓ, αq :“ Ωn,n´1pΓ, αq, particularly. Then, for all
n P N and 0 ď l ă n, the semi-groups generated by each Σn,lpΓ, αq satisfy
(3.21)
››exp`Σn,lpΓ, αqt˘››BpX q ď }exp pΩn,lpΓ, αqtq}BpX q
for all t P R`0 . Furthermore, if the uniform limit
(3.22) PrΓ, αs :“ lim
nÑ8
ΣnpΓ, αq
exists in BpX q and the limit
(3.23) ΩrΓ, αs :“ lim
nÑ8
ΩnpΓ, αq
also exists, then the semi-group generated by PrΓ, αs satisfies } exppPrΓ, αstq}BpX q ď
exppΩrΓ, αstq for all t P R`0 .
Proof. The statement is a straightforward consequence of the Trotter product for-
mula. For a fixed n P N, we have Σn,0pΓ, αq “ αn,0K0, thus } exp
`
Σn,0pΓ, αqt
˘} ď
exppαn,0ωn,0tq provided that α contains only non-negative numbers. Assume that
(3.21) holds for some 0 ă l ă n ´ 1. Then, the product formula gives
››exp`Σn,l`1pΓ, αqt˘›› “ lim
mÑ8
›››››
«
exp
˜
Kn,l
αn,lt
m
¸
exp
˜
Σn,lrΓ, αs t
m
¸ffm›››››
ď lim
mÑ8
›››››exp
˜
Kn,l
αn,lt
m
¸›››››
m ›››››exp
˜
Σn,lrΓ, αs t
m
¸›››››
m
ď exp
´
αn,lωn,lt
¯
exp
˜
Ωn,lrΓ, αst
¸
“ exp
˜
Ωn,l`1rΓ, αst
¸
(3.24)
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for all t P R`0 . If the limits (3.22) and (3.23) exist, then the continuity of the
exponential function and the norm gives››exp`PrΓ, αst˘›› “ lim
nÑ8
››exp`ΣnpΓ, αqt˘››
ď lim
nÑ8
exppΩnrΓ, αstq
“ exppΩrΓ, αstq(3.25)
for all t P R`0 . 
Corollary 3.4. Let H be a Hilbert space, U P BpHq be unitary and α “ pα1, α2, . . . q
be a set of sequences of non-negative reals as described above. Let X Ď BpHq be a
two sided ideal endowed with the unitarily invariant norm } ¨ }X such that pX , } ¨ }X q
forms a Banach space. Let K P BpX q be a generator of a uniformly continuous semi-
group of weak growth bound ωK. Define U
˚pKUp as either to be equal to LpU˚KL
p
U or
R
p
U˚KR
p
U for any p P N0, where L‚, R‚ denote the multiplication with the argument
from the left and from the right, respectively. Then,
(3.26)
›››››exp
˜
lÿ
p“0
αn,pU
˚pKUp t
¸›››››
BpX q
ď exp
˜
lÿ
p“0
αn,p ωK t
¸
t P R`0 .
Furthermore, if
řn´1
l“0 αn,l “ 1 holds for all n P N and the ergodic mean
(3.27) Pα,U rKs :“ lim
nÑ8
n´1ÿ
l“0
αn,lU
˚lKU l
exists in BpX q, then Pα,U rKs generates a semi-group which satisfy
(3.28)
››exp`Pα,U rKst˘››BpX q ď exppωKtq
for all t P R`0 .
Proof. Let Γ be defined through its members Kn,l “ U˚lKU l. Since the norm } ¨ }X
is unitarily invariant, K ÞÑ U˚lKU l is an isometry of BpX q for every l P N0. Thus,
(3.29) } exp`Kn,lt˘} “ }U˚l exp`Kt˘U l} “ } exp`Kt˘} ď exppωKtq
holds for all t P R`0 . Concerning the second statement, we can apply Lemma 3.3
with ωn,l :“ ωK to conclude (3.26). Furthermore, provided that
řn´1
l“0 αn,l “ 1 and
(3.27) exists, we also have (3.28). 
Tthe following statement will be used in section 6.
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Corollary 3.5. Let X be a Banach space and let K P Cprt1, t2s,BpX qq, ´8 ă t1 ă
t2 ă 8. If the weak growth bound of pexppKptqvqqvě0 is denoted by ωKptq, then
(3.30)
››››exp
ˆ
v
ż t2
t1
Kptq dt
˙›››› ď exp
ˆ
v
ż t2
t1
ωKptq dt
˙
holds for all v P R`0 .
Proof. Let α be given as in Lemma 3.3 with the additional properties of the members
(3.31)
n´1ÿ
l“0
αn,l “ 1, lim
nÑ8
max
0ďkăn
αn,k “ 0.
Define Γ as the set containing the elements Kn,l :“ Kptn,lq, where
(3.32) tn,l :“ t1 ` pt2 ´ t1q
l´1ÿ
p“0
αn,p, 0 ď l ă n.
Provided that (3.31) holds and K is continuous, the uniform limit
(3.33) lim
nÑ8
n´1ÿ
l“0
αn,lKn,l “ lim
nÑ8
n´1ÿ
l“0
αn,lKptn,lq “ 1
t2 ´ t1
ż t2
t1
Kptq dt
exists in BpX q. Using Proposition 3.2, rt1, t2s Q t ÞÑ ωKptq is continuous, therefore
integrable on rt1, t2s. In the notation of Lemma 3.3, we write
(3.34) lim
nÑ8
ΩnpΓ, αq “ lim
nÑ8
n´1ÿ
l“0
αn,lωn,l “ 1
t2 ´ t1
ż t2
t1
ωKptq dt.
Using Lemma 3.3, we obtain
(3.35)
››››exp
ˆ
u
t2 ´ t1
ż t2
t1
Kptqdt
˙›››› ď exp
ˆ
u
t2 ´ t1
ż t2
t1
ωKptq dt
˙
for all u P R`0 . Substitution of u “ pt2´ t1qv, where v P R`0 completes the proof. 
Proposition 3.6 concerns the growth properties of solutions F p¨, ¨q of the initial
value problem
B1F pu, vq “ KpuqF pu, vq, t1 ď v ď u ď t2,
F pv, vq “ 1X ,(3.36)
where K P Cprt1, t2s,BpX qq, ´8 ă t1 ă t2 ă 8.
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Proposition 3.6. Let X be a Banach space and let K P Cprt1, t2s,BpX qq. Then,
the solution F p¨, ¨q of (3.36) satisfies
(3.37) }F pu, vq}BpX q ď exp
ˆż u
v
ωKpsq ds
˙
, t1 ď v ď u ď t2,
where ωKpsq is the weak growth bound of the uniformly continuous semi-group gen-
erated by Kpsq if s P rt1, t2s.
Proof. Since rt1, t2s is closed, K is uniformly continuous. Let ε ą 0 be given, then
there exists δε ą 0 such that for all s, s1 P rt1, t2s, if |s ´ s1| ă δε holds, }Kps1q ´
Kpsq} ă ε also holds. Let s0, . . . , smε defined through
(3.38) sk :“ v ` kδε
mε
if 0 ď k ă mε, smε :“ u, mε :“
R
u´ v
δε
V
.
Then, using the characteristic functions of the intervals rsl, sl`1s, 0 ď l ă m, we
have
(3.39) sup
sPrs0,smε s
›››››Kpsq ´
m´1ÿ
l“0
Kpslqχrsl,sl`1spsq
››››› ă ε.
We apply Peano’s perturbation theorem for linear equations of which proof we write
out in detail for the sake of completeness. For any s P rsl, sl`1s we have
}F ps, slq´ exp
`
Kpslqs
˘} “ ››››
ż s
sl
`
KptqF pt, slq ´Kpslq exp
`
Kpslqt
˘
dt
››››
ď
ż s
sl
››KptqF pt, slq ´Kptq exp`Kpslqt˘›› dt
`
ż s
sl
››`Kptq ´Kpslq˘ exp`Kpslqt˘›› dt
ă }K}C0
ż s
sl
››F pt,slq´ exp`Kpslqt˘››dt`ε et2}K}C0 ps´slq.(3.40)
Applying Grönwall’s inequality, we can write
}F ps, slq ´ exp
`
Kpslqs
˘} ă ε et2}K}C0 eps´slq}K}C0 ´ 1}K}C0(3.41)
Since F p¨, ¨q satisfies the integral equation
(3.42) F ps1, sq “ 1X `
ż s1
s
KpwqF pw, sq dw, v ď s ď s1 ď u,
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its norm satisfies the integral inequality
(3.43) }F ps1, sq} ď 1`
ż s1
s
}Kpwq} }F pw, sq} dw ď 1` }K}C0
ż s1
s
}F pw, sq} dw.
A further application of Grönwall’s inequality yields
(3.44) }F psmε, sl`1q}ď exp ppsmε ´ sl`1q}K}C0q .
Using (A.1), (3.41) and (3.43), we obtain›››››F pu, vq´
mε´1ź
l“0
exp
`
Kpslqpsl`1 ´ slq
˘›››››
ď ε e}K}C0 pu´vqet2}K}C0
R
u´ v
δε
V
eδε}K}C0 ´ 1
}K}C0
ď ε pu´ vqe}K}C0 pu´vqet2}K}C0 e
δε}K}C0 ´ 1
δε}K}C0(3.45)
Therefore,
}F pu, vq} ď
›››››F pu, vq ´
mε´1ź
l“0
exp
`
Kpslqpsl`1 ´ slq
›››››`
›››››
mε´1ź
l“0
exp
`
Kpslqpsl`1 ´ slq
›››››
ď ε pu´ vqe}K}C0 pu´vqet2}K}C0 e
δε}K}C0 ´ 1
δε}K}C0 ` e
řmε´1
l“0 ωKpslq
psl`1´slq.(3.46)
As εÑ 0 we can assume δε Ñ 0, so
(3.47) lim
εÑ0
ε pu´ vqe}K}C0 pu´vqet2}K}C0 e
δε}K}C0 ´ 1
δε}K}C0 “ 0.
Furthermore, if δε Ñ 0, then mε Ñ8. Thus, Proposition 3.2 allows us to write
(3.48) lim
εÑ0
mε´1ÿ
l“0
ωKpslqpsl`1 ´ slq “
ż u
v
ωKpsq ds.
Hence,
(3.49) }F pu, vq} ď exp
ˆż u
v
ωKpsq ds
˙
.

37
Proposition 3.7 is a perturbation result concerning the solutions Gp¨, ¨q, Hp¨, ¨q of
the initial value problems
B1Gpu, vq “ KpuqGpu, vq, B1Hpu, vq “ LpuqHpu, vq, t1 ď v ď u ď t2,
Gpv, vq “ 1X , Hpv, vq “ 1X ,(3.50)
where K,L P Cprt1, t2s,BpX qq, ´8 ă t1 ă t2 ă 8.
Proposition 3.7. Let X be a Banach space and let K,L P Cprt1, t2s,BpX qq, ´8 ă
t1 ă t2 ă 8 and Gp¨, ¨q, Hp¨, ¨q be solutions of the initial value problems (3.50). Let
ω : rt1, t2s Ñ R be integrable on rt1, t2s, which dominates the weak growth bounds
ωKp¨q and ωLp¨q on rt1, t2s. Then,
(3.51) }Gpu, vq ´Hpu, vq}BpX q ď exp
ˆż u
v
ωpsq ds
˙ ż u
v
}Kpsq ´ Lpsq}BpX q ds
holds for all t1 ď v ď u ď t2.
Proof. Let K,L P Cprt1, t2s,BpX qq. Since rt1, t2s is closed, K and L are uniformly
continuous on rt1, t2s, therefore for every ε ą 0, there exists δε such that if s, s1 P
rt1, t2s and |s ´ s1| ď δε hold, then both }Kpsq ´Kps1q} ď ε and }Lpsq ´ Lps1q} ď ε
hold. Define s0, . . . , smε as in (3.38), then using the estimate (3.45) and the triangle
inequality, we can write
}Gpu, vq ´Hpu, vq} ď
›››››
mε´1ź
l“0
exp
`
Kpslqpsl`1 ´ slq
˘´ mε´1ź
l“0
exp
`
Lpslqpsl`1 ´ slq
˘›››››
`fpεq,(3.52)
where
(3.53) fpεq “ ε pu´ vq
ÿ
XPtK,Lu
e}X}C0 pu´vqet2}X}C0
eδε}X}C0 ´ 1
δε}X}C0
Using (A.1), we obtain›››››
mε´1ź
l“0
exp
`
Kpslqpsl`1 ´ slq
˘´ mε´1ź
l“0
exp
`
Lpslqpsl`1 ´ slq
˘›››››
ď exp
˜
mε´1ÿ
p“0
ωpsqpsp`1´spq
¸
mε´1ÿ
l“0
e´ωpslqpsl`1´slq
ˆ
›››exp`Kpslqpsl`1´slq´ exp`Lpslqpsl`1´slq˘›››.(3.54)
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We have to estimate the differences of the last line of the previous equation. For
any 0 ď l ă mε, introduce for the sake of brevity ∆l :“ Lpslq ´Kpslq P BpX q and
σl :“ sl`1 ´ sl. Then, we can apply the Trotter product formula:››exp pKpslqσlq´ exp pLpslqσlq››
“ lim
nÑ8
›››”exp ´Kpslqσl
n
¯ın
´
”
exp
´
Kpslqσl
n
¯
exp
´
∆l
σl
n
¯ın›››
ď lim
nÑ8
n´1ÿ
p“0
›››exp ´Kpslqσl
n
¯›››n´p ›››1X´ exp ´∆lσl
n
¯›››
ˆ
›››exp´Kpslqσl
n
¯
exp
´
∆l
σl
n
¯›››p
ď lim
nÑ8
›››exp ´Kpslqσl
n
¯›››n›››1X ´ exp ´∆lσl
n
¯››› n´1ÿ
p“0
›››exp ´∆lσl
n
¯›››p
ď lim
nÑ8
eωpslqσle}∆l}σl{n
}∆l}σl
n
1´ expp}∆l}σlq
1´ expp}∆l}σl{nq
“ eωpslqσl |1´ expp}∆l}σlq|
ď σl}∆l}eωpslqσle}∆l}σl .(3.55)
This result can be substituted into (3.54) to obtain›››››
mε´1ź
l“0
exp
`
Kpslqpsl`1´slq
˘´mε´1ź
l“0
exp
`
Lpslqpsl`1´slq
˘›››››
ď exp
˜
mε´1ÿ
p“0
ωpsqpsp`1 ´ spq
¸
mε´1ÿ
l“0
psl`1 ´ slq}∆l}e}∆l}psl`1´slq
ď exppδε max
0ďlăn
}∆l}q exp
˜
mε´1ÿ
p“0
ωpsqpsp`1´spq
¸
mε´1ÿ
l“0
psl`1´slq}Kpslq´Lpslq}.(3.56)
In taking the εÑ 0 limit, we can assume δε Ñ 0, therefore we can use (3.47), (3.48)
and the fact that s ÞÑ }Kpsq ´ Lpsq} is continuous, so
(3.57) lim
εÑ0
mε´1ÿ
l“0
psl`1 ´ slq}Kpslq ´ Lpslq} “
ż u
v
}Kpsq ´ Lpsq} ds,
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hence
(3.58) }Gpu, vq ´Hpu, vq} ď exp
ˆż u
v
ωpsq ds
˙ ż u
v
}Kpsq ´ Lpsq} ds,
which is the statement of the Proposition. 
4. Some technical results
Let P P BpX q be a projection to a closed subspace of the Banach space X satis-
fying }P }BpX q “ 1, let K0, . . . , Kn´1 P Cprt1, t2s,BpX qq, ´8 ă t1 ă t2 ă 8. Let Tn
be a partition of rt1, t2s, defined by t1 “ tn,0 ă tn,1 ă ¨ ¨ ¨ ă tn,n “ t2. Define Flp¨, ¨q,
0 ď l ă n as the solutions of the initial value problems
B1Flpu, vq “ KlpuqFlpu, vq tn,l ď v ď u ď tn,l`1,
Flpv, vq “ 1X .(4.1)
Then, the product
śn´1
l“0 PFlptn,l`1, tn,lq can be interpreted from the physical point of
view as the time evolution of a system disturbed by the projective measurement P at
time instances tn,1, . . . , tn,n´1 such that the time evolution between the consecutive
measurements is given by the operators Flp¨, tlq, 0 ď l ă n. Lemma 4.1 shows, that if
the measurements are frequent within the time interval rt1, t2s and }P }BpX q “ 1, then
only the functions PKlP count in the time evolution, that is if Glp¨, ¨q, 0 ď l ă n
are the solutions of the initial value problems
B1Glpu, vq “ pPKlP qpuqGlpu, vq tn,l ď v ď u ď tn,l`1,
Glpv, vq “ P,(4.2)
then the time evolution can be well approximated by
śn´1
l“0 Glptn,l`1, tn,lq.
Lemma 4.1. Let Tn be a partition of the interval rt1, t2s, ´8 ă t1 ă t2 ă 8 given by
t1 “ tn,0 ă ¨ ¨ ¨ ă tn,n “ t2 with norm |Tn| :“ max0ďlănptn,l`1 ´ tn,lq. Let P P BpX q
be a projection satisfying }P }BpX q “ 1. Let K0, . . . , Kn´1 be continuous functions
mapping the intervals rtn,l, tn,l`1s to BpX q. Define Flp¨, ¨q and Glp¨, ¨q, 0 ď l ă n as
the solutions of (4.1) and (4.2), respectively. Let ωl : rtn,l, tn,l`1s Ñ R, 0 ď l ă n
be integrable on rtn,l`1, tn,ls such that they dominate both ωpPKlP qp¨q and ωKlp¨q on the
intervals rtn,l, tn,l`1s. Then, for all x P X ,›››››
n´1ź
l“0
PFlptn,l`1, tn,lq x´
n´1ź
l“0
Glptn,l`1, tn,lq x
›››››
X
ď nΩ |Tn|2 f rTns}Px}X ` Ω |Tn| grTns}p1X ´ P qx}X ,(4.3)
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where
Ω :“
ż t2
t1
ωptq dt ωp¨q :“
n´1ÿ
l“0
ωlp¨qχrtn,l,tn,l`1sp¨q
f rTns :“ ΛrTns
´
k2K exp
`
kK |Tn|
˘` k2P exp`kP |Tn|˘¯ “ k2K ` k2P `O`|Tn|˘
ΛrTns :“ max
0ďlăn
exp p}ωl}L1ptn,l`1 ´ tn,lqq “ 1`O
`|Tn|˘
grTns :“ }1X ´ P }k0 exp
˜ż tn,1
tn,0
´
k0 ´ ω0ptq
¯
dt
¸
“ k0 `O
`|Tn|˘,(4.4)
with the constants kK , kP and k0:
kK :“ max
0ďlăn
}Kl}C0 , kP :“ max
0ďlăn
}PKlP }C0, k0 :“ }PK0p1X ´ P q}C0.(4.5)
Proof. Let Fl and Gl, 0 ď l ă n be given as in the statement of the Lemma. The
inequalities
}PFlptn,l`1, tn,lqP } ď }Flptn,l`1, tn,lq} ď exp
˜ż tn,l`1
tn,l
ωKlptq dt
¸
ď exp
˜ż tn,l`1
tn,l
ωptq dt
¸
(4.6)
and
(4.7) }Glptn,l`1, tn,lq} ď exp
˜ż tn,l`1
tn,l
ωpPKlP qptq dt
¸
ď exp
˜ż tn,l`1
tn,l
ωptq dt
¸
are simple consequences of the properties of the norm, }P } “ 1 and Proposition 3.6.
Using these upper bounds and (A.1), we get›››››
˜
n´1ź
l“0
PFlptn,l`1, tn,lq
¸
P ´
n´1ź
l“0
Glptn,l`1, tn,lq
›››››
ď ΩΛrTns
n´1ÿ
l“0
}PFlptn,l`1, tn,lqP ´Glptn,l`1, tn,lq}.(4.8)
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Since the first two members of the Picard series of PFlptn,l`1, tn,lqP andGlptn,l`1, tn,lq
agree for all 0 ď l ă n, we can use (A.5) and (A.6) to obtain
}PFlptn,l`1, tn,lqP ´Glptn,l`1, tn,lq} ď |Tn|2k2KekK |Tn| ` |Tn|2k2P ekP |Tn|
“ |Tn|2 f rTns
ΛrTns .(4.9)
The substitution of this result into (4.8) leads to
(4.10)
›››››
˜
n´1ź
l“0
PFlptn,l`1, tn,lq
¸
P ´
n´1ź
l“0
Glptn,l`1, tn,lq
››››› ď nΩ |Tn|2 f rTns.
Let us denote P :“ 1X ´ P . Since the initial projection of
śn´1
l“0 Glptn,l`1, tn,lq is P
and }P } “ 1, we can write›››››
˜
n´1ź
l“0
PFlptn,l`1, tn,lq ´
n´1ź
l“0
Glptn,l`1, tn,lq
¸
P
›››››
“
›››››
˜
n´1ź
l“0
PFlptn,l`1, tn,lq
¸
P
›››››
“
›››››
˜
n´1ź
l“1
PFlptn,l`1, tn,lqP
¸
PFlptn,1, tn,0qP
›››››
ď exp
ˆż t2
t1
ωptq dt
˙
exp
˜
´
ż tn,1
tn,0
ωptq dt
¸
}P }
8ÿ
p“1
} K0(pptn,1, tn,0q}
p!
ď ΩΛrTns}P }
8ÿ
p“1
ptn,1 ´ tn,0qpkp0
p!
ď ΩΛrTns}P }ptn,1 ´ tn,0qk0ek0ptn,1´tn,0q
ď Ω |Tn|grTns.(4.11)
Since for any x P X , the equation x “ Px` Px holds, the statement of the lemma
follows. 
Let X be a Banach space with a decomposition X “ XI ‘ XC such that both XI
and XC are closed subspaces of X and the continuous projection PI corresponding
to XI and its complementary projection PC are norm one. Assume that T P BpX q
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is of the form T “ TI ‘ TC, where TI P BpXIq is an isometric isomorphism, while
TC P BpXCq is a strict contraction, that is }TC}BpX q “ }TC}BpXCq ă 1. Lemma 4.2
shows, that the results of Lemma 4.1 apply also to products where the projection is
replaced by T .
Lemma 4.2. Let X be a Banach space with a decomposition X “ XI ‘ XC and
T “ TI‘ TC P BpX q obeying the conditions described above. Let Tn be a partition of
the interval rt1, t2s, ´8 ă t1 ă t2 ă 8 given by t1 “ tn,0 ă ¨ ¨ ¨ ă tn,n “ t2 with norm
|Tn| :“ max0ďlănptn,l`1 ´ tn,lq. Let K0, . . . , Kn´1 be continuous functions mapping
the intervals rtn,l, tn,l`1s, 0 ď l ă n to BpX q. Let ωl : rtn,l, tn,l`1s Ñ R, 0 ď l ă n
be integrable on rtn,l, tn,l`1s such that they dominate both ωpPKlP qp¨q and ωKlp¨q on the
intervals rtn,l, tn,l`1s. Define Flp¨, ¨q and Glp¨, ¨q, 0 ď l ă n as the solutions of (4.1)
and (4.2), respectively. Then,›››››
n´1ź
l“0
TFlptn,l`1, tn,lq ´ T nI
n´1ź
l“0
T´lI Glptn,l`1, tn,lqT lI
›››››
ď nΩ |Tn|2hrTns ` Ω |Tn|h1rTns ` Ω }TC}n(4.12)
for all t P R`0 , where Ω and the error functions h and h1 are defined through
Ω :“
ż t2
t1
ωptq dt ωp¨q :“
n´1ÿ
l“0
ωlp¨qχrtn,l,tn,l`1sp¨q
hrTns :“ ΛrTns
`
k2Ke
kK |Tn|p1` τCekK |Tn|q ` k2P ekP |Tn|
˘
“ p1` τCqk2K ` k2P `Op|Tn|q
h1rTns :“ τCΛrTnsekP |Tn| “ τCp1`O
`|Tn|˘q,
ΛrTns :“ max
0ďlăn
exp p}ωl}L1ptn,l`1 ´ tn,lqq “ 1`O
`|Tn|˘(4.13)
with constants
kK :“ max
0ďlăn
}Kl}C0, kP :“ max
0ďlăn
}PKlP }C0, τC :“
1` }TC}BpX q
1´ }TC}BpX q .(4.14)
Proof. Define TˆI :“ TI ‘ PC P BpX q, TˆC :“ PI ‘ TC P BpX q and Tˆ´1I :“ T´1I ‘ PI P
BpX q. Note that the equations
(4.15) T “ TˆITˆC “ TˆCTˆI, Tˆ´1I TˆI “ TˆI Tˆ´1I “ 1X
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hold and }TˆC} “ }TˆI} “ 1 by the assumptions posed on the norms of PC and PI. We
apply the notation Fl :“ Tˆ´lI Flptn,l`1, tn,lqTˆ lI , so that the equation
(4.16)
n´1ź
l“0
TFlptn,l`1, tn,lq “ Tˆ nI
n´1ź
l“0
TˆCFl
holds. Since TˆI is an isometric isomorphism in BpX q, we can write
(4.17)
›››››
n´1ź
l“0
TF ptn,l`1, tn,lq ´ Tˆ nI
n´1ź
l“0
PIFlPI
››››› “
›››››
n´1ź
l“0
TˆCFl ´
n´1ź
l“0
PIFlPI
››››› .
We introduce the following members of BpX q
Ak :“
˜
kź
l“0
PIFl
¸
PI, Bk :“
kÿ
l“0
˜
kź
p“l
PIFp
¸˜
l´1ź
q“0
TCFq
¸
PC,
Ck :“
kÿ
l“0
˜
kź
p“l
TCFp
¸˜
l´1ź
q“0
PIFq
¸
PI, Dk :“
˜
kź
l“0
TCFl
¸
PC,(4.18)
where 0 ď k ă n. They satisfy the relations
Ak`1 “ PIFk`1Ak Bk`1 “ PIFk`1
`
Bk `Dk
˘
Ck`1 “ PCFk`1
`
Ak ` Ck
˘
Dk`1 “ TCFk`1Dk.(4.19)
for all 0 ď k ă n. Moreover, let us introduce their sums as
(4.20) Σk :“ Ak `Bk ` Ck `Dk, 0 ď k ă n,
and the differences
(4.21) ∆k :“ Σk ´
kź
l“0
TˆCFk, 0 ď k ă n.
We prove the following assertion: if m is a non-negative integer, then
}∆m} ď ΛrTns|Tn|2k2Ke2kK |Tn| exp
˜ż tn,m`1
tn,0
ωpsq ds
¸
mÿ
l“0
δT,l,
δT,l “ p1` }TC}q p1´ }TC}
lq
1´ }TC} , 0 ď l ă n.(4.22)
We prove by induction. For m “ 0, the equation TˆCF0 “ Σ0 holds, thus }TˆCF0 ´
Σ0} “ 0, which is the result of the evaluation of the inequality (4.22) at m “ 0.
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Assume that the statement holds for some integral m ą 0. Then, provided that
}TˆC} “ 1,
}∆m`1} “
›››TˆCFm`1∆m ` TˆCFm`1Σm ´ Σm`1›››
ď
›››TˆCFm`1∆m›››` ›››TˆCFm`1Σm ´ Σm`1›››
ď exp
˜ż tn,m`2
tn,m`1
ωpsq ds
¸
}∆m} `
›››TˆCFm`1Σm ´ Σm`1›››(4.23)
where the inequality
}TˆCFm`1} ď }TˆC}
›››Tˆ´pm`1qI Fm`1ptn,m`2, tn,m`1qTˆm`1I ›››
ď exp
˜ż tn,m`2
tn,m`1
ωpsq ds
¸
,(4.24)
provided by Proposition 3.6 has been used. We have to show that›››TˆCFm`1Σm ´ Σm`1››› ď ΛrTns|Tn|2k2Ke2kK |Tn| exp
˜ż tn,m`1
tn,0
ωpsq ds
¸
ˆp1´ }TC}qp1´ }TC}
m`1q
1´ }TC} .(4.25)
Since both the initial and the final projections of TC P BpX q are equal to PC, a short
calculation with the help of equations of (4.19) gives
PI
´
TˆCFm`1Σm ´ Σm`1
¯
PI “ PIFm`1 Cm,
PI
´
TˆCFm`1Σm ´ Σm`1
¯
PC “ 0,
PC
´
TˆCFm`1Σm ´ Σm`1
¯
PI, “ 0,
PC
´
TˆCFm`1Σm ´ Σm`1
¯
PC “ PCFm`1Bm,(4.26)
which results in
(4.27)
›››TˆCFm`1Σm ´ Σm`1››› ď }PIFm`1Bm} ` }PCFm`1Cm} .
We can obtain an upper bound of both terms of the sum as follows. Provided that
}PC} “ }PI} “ 1 and TˆI is an isometric isomorphism, we can use (A.5) and (A.6) to
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obtain
PxFmPy ď kK |Tn|ekK |Tn|(4.28)
holds for all 0 ď m ă n, whenever px, yq is equal to either pC, Iq or pI,Cq. Thus, we
can write
(4.29) }PIFm`1Bm} ď }Bm} |Tn|kKekK |Tn|, }PIFm`1 Cm} ď }Cm} |Tn|kKekK |Tn|.
Furthermore,
}Cm} “
›››››
mÿ
k“0
˜
mź
p“k`1
TCFp
¸
¨ TCFkPI ¨
˜
k´1ź
q“0
PIFq
¸
¨ PI
›››››
ď
mÿ
k“0
}TC}m´k`1 }PCFkPI} ¨
mź
p“0
p‰k
}Fp}
ď |Tn|kKekK |Tn| exp
˜ż tn,m`1
tn,0
ωpsq ds
¸
mÿ
k“0
}TC}m´k`1 exp
˜
´
ż tn,k`1
tn,k
ωpsq ds
¸
ď ΛrTns|Tn|kKekK |Tn| exp
˜ż tn,m`1
tn,0
ωpsq ds
¸
}TC} p1´ }TC}m`1q
1´ }TC} .(4.30)
Substitution of this result into the inequality (4.29) gives
}PIFm`1Cm}
ď ΛrTns|Tn|2k2Ke2kK |Tn| exp
˜ż tn,m`1
tn,0
ωpsq ds
¸
}TC} p1´ }TC}m`1q
1´ }TC} .(4.31)
Regarding }Bm}, a similar calculation gives
}Bm} ď ΛrTns|Tn|kKekK |Tn| exp
˜ż tn,m`1
tn,0
ωpsq ds
¸
1´ }TC}m`1
1´ }TC} ,(4.32)
and
(4.33) }PIFm`1Bm} ď ΛrTns|Tn|2k2Ke2kK |Tn| exp
˜ż tn,m`1
tn,0
ωpsq ds
¸
1´ }TC}m`1
1´ }TC} ,
which imply (4.25).
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Turning our attention back to equation (4.17), we observe that›››››
n´1ź
k“0
TˆCFk ´
n´1ź
k“0
PIFkPI
››››› ď
›››››
n´1ź
k“0
TˆCFk ´ Σn´1
›››››`
›››››Σn´1 ´ An´1
›››››
ď }∆n´1} ` }Bn´1} ` }Cn´1} ` }Dn´1}.(4.34)
We use }TC} ă 1 to obtain
řn´1
l“0 δT,l ď nτC and so
}∆n´1} ď nΩΛrTns|Tn|2k2KτCe2kK |Tn|.(4.35)
Then, using the upper bounds (4.30), (4.32) and }TC} ă 1 again allows us to write
(4.36) }Bn´1} ` }Cn´1} ď ΩΛrTns|Tn|τCkKekK |Tn|,
and
(4.37) }Dn´1} “
›››››
˜
n´1ź
l“0
TCFl
¸
PC
››››› ď }TC}n
n´1ź
l“0
}Fl} ď Ω }TC}n .
Thus, the l.h.s. of (4.34) has the upper bound
(4.38)
›››››
n´1ź
l“0
TˆCFl ´
n´1ź
l“0
PIFlPI
››››› ď nΩ |Tn|2τCh2rTns ` Ω |Tn|τCh1rTns ` Ω }TC}n,
where h1 and h2 are defined through
(4.39) h1rTns “ ΛrTnskKek|Tn|, h2rTns “ ΛrTnsk2Ke2kK |Tn|.
We apply Lemma 4.1 to the projection PI and the sequences Tˆ
´l
I Flp¨, ¨qTˆ lI and
Tˆ´lI Glp¨, ¨qTˆ lI , 0 ď l ă n: Provided that the initial projection of
śn´1
k“0 PIFkPI is
PI, we can write
(4.40)
›››››
n´1ź
l“0
PIFlPI ´
n´1ź
l“0
T´lI Glptl`1, tlqT lI
››››› ď nΩ |Tn|2`kKh1rTns ` hP rTns˘,
where
(4.41) hP rTns “ ΛrTnsk2P ekP |Tn|.
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Combining (4.38) and (4.40) with the triangle inequality leads to›››››
n´1ź
l“0
TFlptn,l`1, tn,lq ´ T nI
n´1ź
l“0
T´lI Glptn,l`1, tn,lqT lI
›››››
“
›››››
n´1ź
l“0
TFlptn,l`1, tn,lq ´ Tˆ nI
n´1ź
l“0
T´lI Glptn,l`1, tn,lqT lI
›››››
“
›››››
n´1ź
l“0
TˆCFl ´
n´1ź
l“0
T´lI Glptl`1, tlqT´lI
›››››
ď
›››››
n´1ź
l“0
TˆCFl ´
n´1ź
l“0
PIFlPI
›››››`
›››››
n´1ź
l“0
PIFlPI ´
n´1ź
l“0
T´lI Glptn,l`1, tn,lqT´lI
›››››
ď nΩ |Tn|2
`
kKh1rTns ` τCh2rTns ` hP rTns
˘` τC|Tn|h1rTns ` Ω }TC}n(4.42)
which is the statement of the Lemma. 
Corollary 4.3. Let X be a Banach space with a decomposition X “ XI ‘ XC such
that both XI and XC are closed subspaces of X and the continuous projection PI
corresponding to XI and its complementary projection PC are norm one. Assume
that T P BpX q is of the form T “ PI‘TC, where TC P BpXCq is a strict contraction.
Let K P Cprt1, t2s,BpX qq and define the propagator F p¨, ¨q as the solution of the
initial value problem
B1F pu, vq “ KpuqF pu, vq t1 ď v ď u ď t2
F pv, vq “ 1X .(4.43)
Let Gp¨, ¨q be the solution of the initial value problem
B1Gpu, vq “
`
PIKPI
˘puqGpu, vq t1 ď v ď u ď t2,
Gpv, vq “ PI.(4.44)
Let α “ pα1, α2, . . . q be a sequence of sequences pαn,lq0ďlăn of positive numbers sat-
isfying
(4.45)
n´1ÿ
l“0
αn,l “ 1 lim
nÑ8
max
0ďlăn
αn,l “ 0 lim
nÑ8
?
n max
0ďlăn
αn,l “ 0.
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Then,
(4.46) lim
nÑ8
n´1ź
l“0
T
`
F ˝ pραn,l`1 ˆ ραn,lq
˘ “ Gp¨, t1q
in the C0 norm.
Proof. Let ω : rt1, t2s Ñ R be integrable such that ω dominates both ωK and ωPKP on
the interval rt1, t2s. Let s P rt1, t2s. Set Tnpsq to be the partition of the interval rt1, ss
given by t1 “ ραn,0psq ă ¨ ¨ ¨ ă ραn,npsq “ s. Define K0, . . .Kn´1 as the restrictions of
K to the intervals rραn,lpsq, ραn,l`1psqs, 0 ď l ă n. Then, the application of Lemma
4.2 gives ›››››
n´1ź
l“0
TF pραn,l`1psq, ραn,lpsqq ´ PI
n´1ź
l“0
PIGpραn,l`1psq, ραn,lpsqqPI
›››››
“
›››››
n´1ź
l“0
TF pραn,l`1psq, ραn,lpsqq ´
n´1ź
l“0
Gpραn,l`1psq, ραn,lpsqq
›››››
“
›››››
n´1ź
l“0
TF pραn,l`1psq, ραn,lpsqq ´Gps, t1q
›››››
ď nΩ |Tnpsq|2gps´ t1q ` Ω |Tnpsq|g1ps´ t1q ` Ω }TC}n,(4.47)
where Ω and the error functions g and g1 are defined through
Ω “
ż s
t1
ωptq dt
gps´ t1q “ Λnps´ t1q
´
}K}2C0e}K}C0 |Tnpsq| ` τC}K}2C0e2}K}C0 |Tnpsq|
`}PIKPI}2C0e}PIKPI}C0 |Tnpsq|
¯
g1ps´ t1q “ τCΛnps´ t1qe}PIKPI}C0 |Tnpsq|
Λnps´ t1q “ exp
`}ω}L1ps´ t1q max
0ďlăn
αn,l
˘
(4.48)
with
τC :“ 1` }TC}BpX q
1´ }TC}BpX q .(4.49)
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Since |Tnpsq| “ ps ´ t1qmax0ďlăn αn,l, the upper bound appearing in (4.47) is uni-
formly bounded on rt1, t2s for every n P N. Furthermore, since }TC}n Ñ 0 and (4.45)
holds, this upper bound turns to zero as n tends to infinity. 
Remark 4.4. Corollary 4.3 is a generalization and, concerning the speed of conver-
gence, is an improved form of (1.13) studied in [10] and [36].
5. Generalized quantum Zeno dynamics
Consider an arbitrary isometric isomorphism T : X Ñ X and the admissible
α defined through αn,l “ l{n. For any K0 P BpX q, the constant valued function
rt1, t2s Q sÑ Kpsq “ K0 ´ T´1K0T is in the kernel of Pα,T :
(5.1) }Ppn,kqα,T rKs}C0 ď
2}K0}BpX q
n
,
therefore P
pnq
α,T rKs Ñ 0. It was first pointed out in [4], that the bound (5.1) enables
one to prove the convergence of (1.1) with the choice Cn “ T´n if Pα,T rKs exists.
In [4], the following strategy was used: If K P Cprt1, t2s,BpX qq is such that, BtK “ 0
and Pα,T rKs exists, then one decomposes it as K “ Pα,T rKs`K. Since Pα,T rKs “
0, then for every ε ą 0, there exists Kε “ Lε ´ T´1LεT , Lε being constant valued
functions, such that }Kε ´K}C0 ď ε [43]. One first proves
(5.2) lim
nÑ8
T´n
´
T exp
`
Pα,T rKst{n`Kεt{n
˘¯n “ exp`Pα,T rKst˘
using (5.1). Then, after proving that
(5.3)›››´T exp`Pα,T rKst{n`Kεt{n˘¯n ´ ´T exp`Pα,T rKst{n`Kt{n˘¯n›››
BpX q
“ Opεq
holds, one concludes that
(5.4) lim
nÑ8
T´n
´
T exp
`
Kt{n˘¯n “ exp`Pα,T rKst˘.
Here, the same strategy will be used. After proving a result similar to (5.1), we
follow that strategy in the proof of the first main Theorem of the paper.
Lemma 5.1. Given and admissible α, an isometric isomorphism T P BpX q, K P
C0,1prt1, t2s,BpX qq such that K “ L´ T´1LT , L P C0,1prt1, t2s,BpX qq we have
(5.5)
››Ppn,kqα,T rKspsq››BpX q ď ψps´ t1qSαpnq}L}C0,1 ,
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where ψpxq “ 2maxt2, 3xu and
(5.6) Sαpnq “ max
0ďlăn
αn,l `
n´2ÿ
l“0
|αn,l`1 ´ αn,l|.
Proof. Let α be admissible, K “ L´ T´1LT , L P C0,1prt1, t2s,BpX qq. Then,
P
pn,kq
α,T rKs “
kÿ
l“0
T´l
´
γαn,l`1
`
K ˝ ραn,l`1
˘´ γαn,l`K ˝ ραn,l˘¯T l
“ γαn,1
`
L ˝ ραn,1
˘´ γαn,0`L ˝ ραn,0˘
`
kÿ
l“1
T´l
´
γαn,l`1
`
L ˝ ραn,l`1
˘´ 2γαn,l`L ˝ ραn,l˘` γαn,l´1`L ˝ ραn,l´1˘¯T l
´T´pk`1q
´
γαn,k`1
`
L ˝ ραn,k`1
˘´ γαn,k`L ˝ ραn,k˘¯T k`1.(5.7)
In what follows, we give upper bounds on the three terms arising in (5.7). Using the
identity
γαn,k`1
`
L ˝ ραn,k`1
˘´ γαn,k`L ˝ ραn,k˘
“ γαn,k`1
´
L ˝ ραn,k`1 ´ L ˝ ραn,k
¯
´ αn,k
`
L ˝ ραn,k
˘
,(5.8)
and the fact γαn,0 “ 0, γαn,1 “ αn,1, we can write
}γαn,1Lpραn,1psqq ´ γαn,0Lpραn,0psqq} ď αn,1}Lpραn,1psqq}
ď αn,1}L}C0(5.9)
for any s P rt1, t2s. Similarly,
}γαn,k`1Lpραn,k`1psqq ´ γαn,kLpραn,kpsqq} ď γαn,k`1}Lpραn,k`1psqq ´ Lpραn,kpsqq}
`αn,k}Lpραn,kpsqq}
ď γαn,k`1αn,kps´ t1qrLs1 ` αn,k}L}C0
ď αn,kps´ t1qrLs1 ` αn,k}L}C0(5.10)
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for any s P rt1, t2s. To give an upper bound on the term
řk
l“1 ¨ ¨ ¨ of (5.7), we first
do some manipulation on its summands using the identity γαn,l`1 ´ γαn,l “ αn,l:
γαn,l`1
`
L ˝ ραn,l`1
˘´ 2γαn,l`L ˝ ραn,l˘` γαn,l´1`L ˝ ραn,l´1˘
“ γαn,l`1
`
L ˝ ραn,l`1 ´ L ˝ ραn,l
˘´ γαn,l`L ˝ ραn,l ´ L ˝ ραn,l´1˘
`αn,l
`
L ˝ ραn,l
˘´ αn,l´1`L ˝ ραn,l´1˘
“ γαn,l`1
´`
L ˝ ραn,l`1 ´ L ˝ ραn,l
˘´ `L ˝ ραn,l ´ L ˝ ραn,l´1˘¯
`2αn,l
`
L ˝ ραn,l ´ L ˝ ραn,l´1
˘
`pαn,l ´ αn,l´1q
`
L ˝ ραn,l´1
˘
.(5.11)
For any s P rt1, t2s, the following upper bounds are nearly straightforward. First,
}`Lpραn,l`1psqq ´ Lpραn,lpsqq˘´ `Lpραn,lpsqq ´ Lpραn,l´1psqq››
ď }Lpραn,l`1psqq ´ Lpραn,lpsqq} ` }Lpραn,lpsqq ´ Lpραn,l´1psqq}
ď sup
sPrρα
n,l´1psq,ρ
α
n,l`1psqs
2}Lpραn,l`1psqq ´ Lpραn,l´1psqq}
ď 2ps´ t1q|αn,l ´ αn,l´1|rLs1.(5.12)
Second,
}Lpραn,lpsqq ´ Lpραn,l´1psqq} ď αn,l´1ps´ t1qrLs1.(5.13)
Finally,
(5.14) }Lpραn,l´1psqq} ď }L}C0 .
Therefore, ›››››
kÿ
l“1
T´l
`
γαn,l`1L ˝ ραn,l`1 ´ 2γαn,lL ˝ ραn,l ` γαn,l´1L ˝ ραn,l´1
˘
T l
›››››
ď ps´ t1q
kÿ
l“1
`
2γαn,l`1|αn,l ´ αn,l´1| ` 2αn,l`1αn,l´1
˘rLs1
`
kÿ
l“1
|αn,l ´ αn,l´1|}L}C0.(5.15)
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Combining (5.9), (5.10), (5.15) with the help of triangle inequality, we arrive to
}Ppn,kqrKspsq} ď αn,1}L}C0 ` αn,kps´ t1qrLs1 ` αn,k}L}C0
`ps´ t1q
kÿ
l“1
`
2γαn,l`1|αn,l ´ αn,l´1| ` 2αn,l`1αn,l´1
˘rLs1
`
kÿ
l“1
|αn,l ´ αn,l´1|}L}C0 .(5.16)
Using αn,l, γ
α
n,l ď 1, we get
}Ppn,kqrKspsq} ď 2 max
0ďlăn
αn,l}L}C0 ` ps´ t1q max
0ďlăn
αn,lrLs1
`2ps´ t1qrLs1
k´1ÿ
l“0
|αn,l`1 ´ αn,l|
`2ps´ t1qrLs1 max
0ďlăn
αn,l
k´1ÿ
l“0
αn,l
`}L}C0
k´1ÿ
l“0
|αn,l`1 ´ αn,l|
ď
´
2}L}C0 ` 3ps´ t1qrLs1
¯
max
0ďlăn
αn,l
`
´
2ps´ t1qrLs1 ` }L}C0
¯ n´2ÿ
l“0
|αn,l`1 ´ αn,l|
ď
´
2}L}C0 ` 3ps´ t1qrLs1
¯´
max
0ďlăn
αn,l `
n´1ÿ
l“0
|αn,l`1 ´ αn,l|
¯
ď ψps´ t1q
´
max
0ďlăn
αn,l `
n´1ÿ
l“0
|αn,l`1 ´ αn,l|
¯
}L}C0,1.(5.17)

Remark 5.2. When L P C0,1prt1, t2s,BpX qq is constant valued, than rLs1 “ 0 and
with the choice αn,l “ l{n, (5.16) reduces to (5.1). Nearly the same holds, if one
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considers (5.5): If rLs1 “ 0, then }L}C0,1 “ }L}BpX q and (5.5) gives
(5.18) }Pα,T rKspsq}BpX q ď ψps´ t1q
}L}BpX q
n
.
Noting that the l.h.s of this equation does not depend on s, andminsPrt1,t2s ψps´t1q “
4, we get back (5.1) up to a factor of two.
Corollary 5.3. Given and admissible α, an isometric isomorphism T P BpX q,
K P C0,1prt1, t2s,BpX qq such that K “ L ´ T´1LT , L P C0,1prt1, t2s,BpX qq, p ą 0
we have
(5.19)
›› Ppn,kqα,T rKs(pps, t1q››BpX qď
`
2` 3ps´ t1q
˘2p
3pp!
Spαpnq}L}pC0,1 .
Proof.
›› Ppn,kqα,T rKs(pps, t1q›› ď
ż s
t1
dvp ¨ ¨ ¨
ż v2
t1
dv1 S
p
αpnq}L}pC0,1
pź
k“1
ψpvk ´ t1q
ď 2pSpαpnq}L}pC0,1
ż s
t1
dvp ¨ ¨ ¨
ż v2
t1
dv1
pź
k“1
`
2` 3pvk ´ t1q
˘
ď Spαpnq}L}pC0,1
ˆ
2
3
˙p ż 2`3ps´t1q
2
dup ¨ ¨ ¨
ż u2
2
du1
pź
k“1
uk
ď Spαpnq}L}pC0,1
ˆ
2
3
˙p ż 2`3ps´t1q
0
dup ¨ ¨ ¨
ż u2
0
du1
pź
k“1
uk
ď
ˆ
2
3
˙p `2` 3ps´ t1q˘2p
2pp!
Spαpnq}L}pC0,1.(5.20)

Theorem 5.4 (Generalized Zeno dynamics of contractions). Let X be a Banach
space with a decomposition X “ XI ‘ XC such that both XI and XC are closed
subspaces of X and the continuous projection PI corresponding to XI and its com-
plementary projection PC are norm one. Assume that T P BpX q is of the form
T “ TI ‘ TC, where TI P BpXIq is an isometric isomorphism, while TC P BpXCq is
a strict contraction. Let K P C0prt1, t2s,BpX qq and define the propagator F p¨, ¨q as
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the solution of the initial value problem
B1F pu, vq “ KpuqF pu, vq t1 ď v ď u ď t2
F pv, vq “ 1X .(5.21)
Let Gp¨, ¨q be the solution of the initial value problem
B1Gpu, vq “ Pα,T rPIKPIspuqGpu, vq t1 ď v ď u ď t2
Gpv, vq “ PI,(5.22)
Let α be an admissible set of sequences of positive numbers satisfying the additional
condition
(5.23) lim
nÑ8
?
n
n´1ÿ
l“0
|αn,l`1 ´ αn,l| “ 0
Assume that
(1) the uniform ergodic mean Pα,TIrPIKPIs exists, and
(2) as a member of the kernel of Pα,TI, the difference PIKPI ´ Pα,TIrPIKPIs
can be approximated by members of Ker0,1pPα,TIq of the form L ´ T´1I LTI,
L P C0prt1, t2s,BpX qq with arbitrary precision in the C0 norm.
Then,
(5.24) lim
nÑ8
T´nI
n´1ź
l“0
TF ˝ pραn,l`1 ˆ ραn,lq “ Gp¨, t1q
in the C0 norm.
Remark 5.5. If (5.23) holds, then
(5.25) lim
nÑ8
?
n max
1ďlăn
αn,l “ 0
also holds. To see this, note that min0ďlăn αn,l ă n´1 holds obviuosly, there-
fore limnÑ8min0ďlăn αn,l “ 0. Assume that αn,p “ max0ďlăn αn,l and αn,q “
min0ďlăn αn,l. Then,
(5.26) |?nαn,p ´
?
nαn,q| “
?
n
ˇˇˇ
ˇˇ ÿ
pďlăq
αn,l`1 ´ αn,l
ˇˇˇ
ˇˇ ď ?n n´1ÿ
l“0
|αn,l`1 ´ αn,l|,
which implies (5.25).
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Proof. For the sake of brevity, let KI :“ PIKPI and K :“ KI ´ Pα,TIrKIs. Note
that Pα,TIrKs “ 0. Let Kε “ Lε ´ T´1I LεTI P Ker0,1pPα,TIq, Lε P C0prt1, t2s,BpX qq
such that }K ´ Kε}C0 ď ε for a given ε ą 0. We extend this notation to the case
ε “ 0, such that K0 ” K. We define the propagators Fn,l,εp¨, ¨q, n P N, 0 ď l ă n;
Gp¨, ¨q and Hn,l,εp¨, ¨q, n P N, 0 ď l ă n as the solutions of the following initial value
problems:
B1Fn,l,εpu, vq “
`
Pα,TIrKIs ` T´lI KεT lI
˘puqFn,l,εpu, vq t1 ď v ď u ď t2,
Fn,l,εpv, vq “ PI,
B1Gpu, vq “
`
Pα,TIrKIs
˘puqGpu, vq t1 ď v ď u ď t2,
Gpv, vq “ PI,
B1Hn,l,εpu, vq “ Ppn,lqα,TI rKεspuqHn,l,εpu, vq t1 ď v ď u ď t2,
Hn,l,εpv, vq “ PI.(5.27)
Let s P rt1, t2s and let Tnpsq “ pραn,0psq, . . . , ραn,npsqq denote the partition of the
interval rt1, ss.
Step 1. We prove
(5.28) lim
nÑ8
›››››
n´1ź
l“0
TF ˝ pραn,l`1 ˆ ραn,lq ´ T nI
n´1ź
l“0
Fn,l,0 ˝ pραn,l`1 ˆ ραn,lq
›››››
C0
“ 0.
For every s P rt1, t2s, the application of Lemma 4.2 and statement 7) of Theorem
2.8 gives ›››››
n´1ź
l“0
TF
`
ραn,l`1psq, ραn,lpsq
˘´ T nI n´1ź
l“0
Fn,l,0
`
ραn,l`1psq, ραn,lpsq
˘›››››
ď nΩ |Tnpsq|2 hrTnpsqs ` Ω|Tnpsq| h1rTnpsqs ` Ω }TC}n,
ď nΩ |Tnpsq|2
`p1` τCq}K}2C0 ` }KI}2C0 `Op|Tnpsq|q˘
`Ω|Tnpsq|τC
`
1`Op|Tnpsq|q
˘` Ω}TC}n.(5.29)
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Here, τC is equal to p1` }TC}qp1´ }TC}q´1 and
(5.30) Ω “ exp
ˆż s
t1
ωpvq dv
˙
,
where ω : rt1, t2s Ñ R dominates the weak growth bounds of both K,KI P Cprt1, t2s,
BpX qq. Since |Tnpsq| ă pt1 ´ t2qmax0ďlăn αn,l, if (5.23) and so (5.25) holds, (5.28)
follows.
Step 2. Given ε ą 0, the following estimate holds:›››››T nI
n´1ź
l“0
Fn,l,0 ˝ pραn,l`1 ˆ ραn,lq ´ T nI
n´1ź
l“0
Fn,l,ε ˝ pραn,l`1 ˆ ραn,lq
›››››
C0
ď εpt2 ´ t1qe3}K}C0 pt2´t1qe2εpt2´t1q.(5.31)
Let ε ą 0 and s P rt1, t2s be given. We can apply Grönwall’s Lemma for the integral
inequality (3.43) in case of both Fn,l,εp¨, ¨q and Fn,l,0p¨, ¨q and use Proposition 3.7 to
obtain›››››T nI
n´1ź
l“0
Fn,l,0
`
ραn,l`1psq, ραn,lpsq
˘´ T nI n´1ź
l“0
Fn,l,ε
`
ραn,l`1psq, ραn,lpsq
˘›››››
“
›››››
n´1ź
l“0
Fn,l,0
`
ραn,l`1psq, ραn,lpsq
˘´ n´1ź
l“0
Fn,l,ε
`
ραn,l`1psq, ραn,lpsq
˘›››››
ď
n´1ÿ
l“0
fn,lpsqgn,lpsq
›››Fn,l,0`ραn,lpsq, ραn,l´1psq˘´ Fn,l,ε`ραn,lpsq, ραn,l´1psq˘›››
ď
n´1ÿ
l“0
fn,lpsqgn,lpsqwn,lpsq
ż ρα
n,l
psq
ρα
n,l´1psq
}K0pvq ´Kεpvq} dv
ď εps´ t1q
n´1ÿ
l“0
αn,lfn,lpsqgn,lpsqwn,lpsq,(5.32)
where
fn,lpsq “ exp
´
}Pα,TIrKs `K0}C0
`
ραn,npsq ´ ραn,l`1psq
˘¯
ď exp
´
}K}C0ps ´ t1q
¯
,(5.33)
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gn,lpsq “ exp
´
}Pα,TIrKs `Kε}C0
`
ραn,lpsq ´ ραn,0psq
˘¯
ď exp
´
}K}C0ps´ t1q
¯
exp
´
εps´ t1q
¯
,(5.34)
wn,lpsq “ exp
´
p}K}C0 ` εq
`
ραn,l`1psq ´ ραn,lpsq
˘¯
ď exp
´
}K}ps´ t1q
¯
exp
´
εps´ t1q
¯
.(5.35)
Therefore, ›››››T nI
n´1ź
l“0
Fn,l,0
`
ραn,l`1psq, ραn,lpsq
˘´ T nI n´1ź
l“0
Fn,l,ε
`
ραn,l`1psq, ραn,lpsq
˘›››››
ď εps´ t1qe3}K}C0 ps´t1qe2εps´t1q,(5.36)
from which (5.31) follows.
Step 3. We prove
lim
nÑ8
›››››T nI
n´1ź
l“0
Fn,l,ε ˝ pραn,l`1 ˆ ραn,lq ´ T nI Hn,n,εp¨, t1qGp¨, t1q
›››››
C0
“ 0.(5.37)
Note that for any s P rt1, t2s, ραn,0psq “ t1 and ραn,npsq “ s. We write
T nI
n´1ź
l“0
Fn,l,ε
`
ραn,l`1psq, ραn,lpsq
˘´ T nI Hn,n,ε`ραn,npsq, ραn,0psq˘G`ραn,n,εpsq, ραn,0psq˘
“ T nI
n´1ÿ
k“0
˜
n´1ź
l“k`1
Fn,l,ε
`
ραn,l`1psq, ραn,lpsq
˘¸
ˆ∆εn,k
`
ραn,k`1psq, ραn,kpsq, ραn,k´1psq
˘
G
`
ραn,k´1psq, ραn,0psq
˘
,(5.38)
where
∆εn,k
`
ραn,k`1psq, ραn,kpsq, ραn,k´1psq
˘
“ Fn,k,ε
`
ραn,k`1psq, ραn,kpsq
˘
Hn,k´1,εpραn,kpsq, ραn,0psq
˘
´Hn,k,ε
`
ραn,k`1psq, ραn,0psq
˘
G
`
ραn,k`1psq, ραn,kpsq
˘
.(5.39)
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The various terms in (5.38) and (5.39) can be estimated as follows. First, using
Proposition 3.6, we get›››››
n´1ź
l“k`1
Fn,l,ε
`
ραn,l`1psq, ραn,lpsq
˘››››› ď
ż ραn,npsq
ρα
n,k`1psq
ωpvq dv,
››G`ραn,k´1psq, ραn,0psq˘›› ď
ż ρα
n,k´1psq
ραn,0psq
ωpvq dv.(5.40)
Beyond that of Corollary 5.3, we have the estimates
››› T´kI KIT kI (p`ραn,k`1psq, ραn,kpsq˘
››› ď αpn,kps´ t1qp
p!
}KI}pC0,
 
Pα,TIrKIs
(
p
`
ραn,k`1psq, ραn,kpsq
˘ ď αpn,kps´ t1qp
p!
}Pα,TIrKIs}C0(5.41)
for all p P N0. Therefore, the application of (A.8) to (5.39) results in
}∆εn,k
`
ραn,k`1psq, ραn,kpsq, ραn,k´1psq
˘} ď 2ÿ
p“1
`
f ppqn ps´ t1q
˘2
exppf ppqn ps ´ t1qq,(5.42)
where the error functions f
p1q
n and f
p2q
n are given by
f p1qn pxq “ x max
0ďlăn
αn,l}KI}C0 ` p2` 3xq
2
3
Dαpnq}Lε}C0,1 ,
f p2qn pxq “ x max
0ďlăn
αn,l}PrKIs}C0 ` p2` 3xq
2
3
Dαpnq}Lε}C0,1 .(5.43)
Therefore,›››››T nI
n´1ź
l“0
Fn,l,ε ˝ pραn,l`1 ˆ ραn,lqpsq ´ T nI Hn,n,εps, t1qGps, t1q
›››››
C0
ď Ω
n´1ÿ
l“0
exp
˜
´
ż ρα
n,l`1psq
ρα
n,l
psq
ωpvq dv
¸
2ÿ
p“1
`
f ppqn ps´ t1q
˘2
exppf ppqn ps´ t1qq
ď nΩexp
ˆ
pt2 ´ t2q}ω}L1 max
0ďlăn
αn,l
˙ 2ÿ
p“1
`
f ppqn ps´ t1q
˘2
exppf ppqn ps´ t1qq.(5.44)
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Since (5.23) holds by assumption, when combined with Remark 5.5, it guarantees
the convergence
(5.45) lim
nÑ8
f ppqn “ 0
in the C0 norm. Therefore, (5.37) follows.
Step 4.
(5.46) lim
nÑ8
}T nI Hn,n,εp¨, t1qGp¨, t1q ´ T nI Gp¨, t1q}C0 “ 0.
We can apply Proposition 3.6 and 3.7 to obtain
››T nI `Hn,n,εps, t1q ´ 1X ˘Gps, t1q›› ď exp
ˆż s
t1
ωpvq dv
˙
}Hn,n,εps, t1q ´ 1X }
ď exp
ˆż s
t1
ωpvq dv
˙
}Ppnqα,TIrKεspsq}(5.47)
for any s P rt1, t2s. Since Ppnqα,TIrKεs Ñ 0 in the C0 norm and ω is integrable, we
arrive to (5.46).
Finally, for any ε ą 0 we have
lim
nÑ8
›››››T´nI
n´1ź
l“0
TF
`
ραn,l`1 ˆ ραn,l
˘´Gp¨, t1q
›››››
ď εpt2 ´ t1qe3}K}C0 pt2´t1qe2εpt2´t1q,(5.48)
therefore the Theorem is proved. 
Remark 5.6. Let T P BpX q an isometric isomorphism, the admissible α defined
through αn,l “ l{n, n P N, 0 ď l ă n. Consider the interval r0, ts, 0 ă t ă 8. Let
K P BpX q be equal to K “M `L´ T´1LT , where M,L P BpX q and M commutes
with T . Then, the calculation in the third step of the proof can be repeated for the
constant valued K if Pα,TIrKs is replaced byM . Then, the following relation, which
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will be used later in section 6 can be derived:›››››T n exp
˜
n´1ÿ
l“0
T´lpL´ T´1LT qT l t
n
¸
exppMtq ´ T n
n´1ź
l“0
exp
ˆ
T´lKT l
t
n
˙›››››
BpX q
“
›››››T n exp
ˆ
pL´ T´nLT nq t
n
˙
exppMtq ´ T n
n´1ź
l“0
exp
ˆ
T´lKT l
t
n
˙›››››
BpX q
ď exp pωtq
´
}M}BpX q ` 2}L}BpX q
¯2 2t2
n
ˆ exp
ˆ´
|ω| ` }M}BpX q ` 2}L}BpX q
¯ t
n
˙
,(5.49)
if ω dominates both weak growth bounds ωK and ωM .
6. Generalized adiabatic theorem
We now turn to the proof of the generalized adiabatic theorem. In order to be
comprehensive, we begin with a specialized definition of ergodic means with respect
to uniformly continuous isometric isomorphism groups and a standard Theorem
concerning them.
Definition 6.1. Let X be a Banach space and pT ptqqtPR Ă BpX q be a uniformly
continuous group of isometric isomorphisms. We say that the uniform ergodic mean
of K P BpX q with respect to T exists, if
(6.1) PT rKs :“ lim
SÑ8
1
S
ż S
0
T´1psqKT psq ds
exists in the uniform topology of BpX q.
The set of all K P BpX q for which (6.1) exists is denoted by DompPT q.
Theorem 6.2. Let X be a Banach space, pT ptqqtPR Ă BpX q be a uniformly contin-
uous group of isometric isomorphisms generated by A P BpX q.
(1) DompPT q is a closed subspace of BpX q on which PT acts continuously.
(2) For every K P DompPT q, PT rKs commutes with all members of pT ptqqtPR.
(3) PT is an involution on DompPT q.
(4) The kernel of PT is the uniform closure of the linear space
(6.2) N :“ LintL´ T´1pvqLT pvq : L P BpX q, v P Ru.
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(5) The kernel of PT is the uniform closure of the linear space
(6.3) CA :“ trL,As : L P BpX qu.
(6) Let K P DompPT q with weak growth bound ωK. Then, the weak growth bound
of PT rKs satisfies ωPT rKs ď ωK.
Proof.
1) Follows from the bound
(6.4)
›››› 1S
ż S
0
T´1psqKT psq ds
›››› ď }K}
and a standard 3ε argument.
2) For every S ą 0 and t P R, we have
T ptq
S
ż S
0
T´1psqKT psq ds “ 1
S
ż S
0
T´1ps´ tqKT psq ds
“ 1
S
ż S`t
t
T´1psqKT ps` tq ds
“ 1
S
ż S`t
t
T´1psqKT psq dsT ptq.(6.5)
Therefore,
lim
SÑ8
››››
„
T ptq, 1
S
ż S
0
T´1psqKT psq ds
››››
“ lim
SÑ8
›››› 1S
ż S`t
t
T´1psqKT psq ds´ 1
S
ż S
0
T´1psqKT psq ds
››››
“ lim
SÑ8
›››› 1S
ż S`t
S
T´1psqKT psq ds´ 1
S
ż t
0
T´1psqKT psq ds
››››
ď lim
SÑ8
2}K}t
S
“ 0.(6.6)
3) Straightforward consequence of 2).
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4) Let t P R, L P BpX q. Then,
1
S
ż S
0
T´1psq`L´ T´1ptqLT ptq˘T psq ds
“ 1
S
ż S
0
T´1psqLT psq ds´ 1
S
ż S`t
t
T´1psqLT psq ds
“ 1
S
ˆż t
0
T´1psqLT psq ds´
ż S`t
S
T´1psqLT psq ds
˙
.(6.7)
Therefore,
(6.8)
›››› 1S
ż S
0
T´1psq`L´ T´1ptqLT ptq˘T psq ds›››› ď 2}L}tS ,
so PT rN s “ 0.
Assume that K P KerpPT qzN , where N is the }¨}BpX q-closure of N . Since K ‰ 0,
provided by the Hahn-Banach separation theorem, there exists ϕ P BpX q˚ such that
ϕpKq “ 1 and ϕpN q “ 0. Let t P R be arbitrary, then
ϕpKq “ ϕpKq ´ ϕpT´1ptqKT ptqq ` ϕpT´1ptqKT ptqq
“ ϕpK ´ T´1ptqKT ptqq ` ϕpT´1ptqKT ptqq
“ ϕpT´1ptqKT ptqq.(6.9)
Therefore,
ϕ
ˆ
1
S
ż S
0
T´1psqKT psq ds
˙
“ 1
S
ż S
0
ϕ
`
T´1psqKT psq˘ ds
“ 1
S
ż S
0
ϕ pKq ds
“ ϕ pKq .(6.10)
However, then we obtain
(6.11) 0 “ ϕp0q “ ϕpPT rKsq “ lim
SÑ8
ϕ
ˆ
1
S
ż S
0
T´1psqKT psq ds
˙
“ ϕpKq “ 1,
which is impossible.
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5) First, we prove that CA Ď KerpPT q, then we show that CA is dense in N . To
prove the first statement, note that for any L P BpX q and any ε ą 0,
(6.12)
L´ T´1pεqLT pεq
ε
P N .
Since KerpPT q is closed and PT is continuous on its domain, we have
(6.13) PT
“rL,As‰ “ lim
εÑ0
PT
„
L´ T´1pεqLT pεq
ε

“ 0.
Therefore CA Ď KerpPT q. To see that CA is dense in N , first observe
(6.14) L´ T´1pvqLT pvq “ ´
ż v
0
`BtpT´1LT q˘psq ds “ ´
ż v
0
rT´1psqLT psq, As ds.
Since T p¨q is uniformly continuous, for any v P R, v ą 0, L P BpX q and any ε ą 0,
there exists Npε, L, vq P N, such that if n ą Npε, L, vq, then
(6.15) max
0ďlďn
sup
sPrlv{n,pl`1qv{ns
}rT´1plv{nqLT plv{nq, As ´ rT´1psqLT psq, As} ď ε,
that is ›››››vn
nÿ
l“0
rT´1plv{nqLT plv{nq, As ´
ż v
0
rT´1psqLT psq, As
››››› ď vε,(6.16)
whenever n ą Npε, L, vq. Since
v
n
nÿ
l“0
rT´1plv{nqLT plv{nq, As P CA,(6.17)
any member of N of the form L ´ T´1pvqLT pvq, v ą 0, L P BpX q can be approxi-
mated by members of CA. For v “ 0, the approximation is trivial, while for v ă 0,
a similar argument works. Since members of the form L ´ T´1pvqLT pvq, v P R,
L P BpX q generates N , it follows that CA is dense in N , therefore its closure is the
kernel of PT provided by 4).
6) Let S ą 0 and v P R`0 . For any 0 ď s ď S, provided that T psq is an isometric
isomorphism, we have ωT´1psqKT psq “ ωK . Using Corollary 3.5, we obtain
(6.18)
››››exp
ˆ
v
S
ż S
0
T´1psqKT psq ds
˙›››› ď exp
ˆ
v
S
ż S
0
ωT´1psqKT psq ds
˙
“ exppωKvq.
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Therefore,
}exp pPT rKsvq} “ lim
SÑ8
››››exp
ˆ
v
S
ż S
0
T´1psqKT psq ds
˙››››
ď exp pωKvq ,(6.19)
which proves the statement. 
Theorem 6.3. Let A P BpX q be the generator of pT ptqqtPR, a uniformly continuous
group of isometric isomorphisms. Let K P BpX q and assume that PT rKs exists.
Then, for any t P R`0 ,
(6.20) lim
0ăγÑ8
››exp`pγA`Kqt˘´ T pγtq exppPT rKstq››BpX q “ 0.
Proof. We define Tγptq :“ T pγtq for all γ ą 0 and t P R`0 . A short calculation gives
exp
`pγA`Kqt˘ “ lim
nÑ8
n´1ź
l“0
exppγAt{nq exppKt{nq
“ Tγptq lim
nÑ8
n´1ź
l“0
exp
ˆ
T´lγ pt{nqKT lγpt{nq
t
n
˙
.(6.21)
Step 1. Let Kε P BpX q satisfying }K ´Kε} ď ε. Then,
(6.22)
››exp`pγA `Kqt˘´ exp`pγA `Kεqt˘›› ď εt exp ``}K} ` ε˘t˘ .
To see this, note that the application of Proposition 3.7 with the trivial upper bound
}K} ` ε on the weak growth bounds ωK and ωKε gives››››exp
ˆ
T´lγ pt{nqKT lγpt{nq
t
n
˙
´ exp
ˆ
T´lγ pt{nqKεT lγpt{nq
t
n
˙››››
ď exp
ˆ`}K} ` ε˘ t
n
˙ż t{n
0
}T´lγ pt{nqpK ´KεqT lγpt{nq} ds
ď ε exp
ˆ`}K} ` ε˘ t
n
˙
t
n
.(6.23)
Therefore, using (A.1), we obtain›››››
n´1ź
l“0
exp
ˆ
T´lγ pt{nqKT lγpt{nq
t
n
˙
´
n´1ź
l“0
exp
ˆ
T´lγ pt{nqKεT lγpt{nq
t
n
˙›››››
ď εt exp ``}K} ` ε˘t˘ ,(6.24)
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from which, when combined with (6.21), (6.22) follows.
Step 2. Let F P DompPT q be of the form F “ PT rF s ` rL,As for some L P BpX q.
Then,
(6.25)
››exp`pγA ` F qt˘´ Tγptq exp`PT rF st˘›› ď 2}L}
γ
exp
ˆ
2}L}
γ
˙
.
To see this, we first use statement 2) of Theorem 6.2 to get
Tγptq lim
nÑ8
n´1ź
l“0
exp
ˆ
T´lγ pt{nqFT lγpt{nq
t
n
˙
“ Tγptq lim
nÑ8
n´1ź
l“0
exp
ˆ
PT rF s t
n
` T´lγ pt{nqrL,AsT lγpt{nq
t
n
˙
.(6.26)
Let ε ą 0 be given. Since T p¨q is uniformly continuous on the interval r0, γts, there
exists Npε, γtq P N, such that if n ą Npε, γtq, then
(6.27) max
0ďlăn´1
sup
sPr ltn , pl`1qtn s
››››T psq ´ T
ˆ
lt
n
˙›››› ď ε.
But in that case, a short calculation shows
›››››T´lγ pt{nqrL,AsT lγpt{nq tn ´
ż pl`1qt{n
lt{n
T´1γ psqrL,AsTγpsq ds
›››››
“
›››››T´1γ plt{nqrL,AsTγplt{nq tn ´
ż pl`1qt{n
lt{n
T´1γ psqrL,AsTγpsq ds
›››››
ď 2ε}rL,As} t
n
.(6.28)
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Therefore, combining the upper bounds
›››››PT rF s tn `
ż pl`1qt{n
lt{n
T´1γ psqrL,AsTγpsq ds
›››››
“
›››››
ż pl`1qt{n
lt{n
T´1γ psq
`
PT rF s ` rL,As
˘
Tγpsq ds
›››››
ď }F } t
n
,››››T´1γ plt{nqFTγplt{nq tn
›››› ď }F } tn(6.29)
with (6.28), Proposition 3.7 and (A.1), we can arrive to
›››››Tγptq
n´1ź
l“0
exp
ˆ
T´lγ pt{nqFT lγpt{nq
t
n
˙
´Tγptq
n´1ź
l“0
exp
˜
PT rF s t
n
`
ż pl`1qt{n
lt{n
T´1γ psqrL,AsTγpsq ds
¸›››››
ď 2ε}rL,As} expp}F }tq.(6.30)
Since ε ą 0 can be chosen arbitrarily, we have
lim
nÑ8
Tγptq
n´1ź
l“0
exp
ˆ
T´lγ pt{nqFT lγpt{nq
t
n
˙
“ lim
nÑ8
Tγptq
n´1ź
l“0
exp
˜
PT rF s t
n
`
ż pl`1qt{n
lt{n
T´1γ psqrL,AsTγpsq ds
¸
.(6.31)
However,
ż pl`1qt{n
lt{n
T´1γ psqrL,AsTγpsq ds “
1
γ
ż pl`1qt{n
lt{n
`BtpT´1γ LTγq˘psq ds
“ 1
γ
T´lγ pt{nq
`
T´1γ pt{nqLTγpt{nq ´ L
˘
T lγpt{nq,(6.32)
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that is
Tγptq
n´1ź
l“0
exp
˜
PT rF s t
n
`
ż pl`1qt{n
lt{n
T´1γ psqrL,AsTγpsq ds
¸
“ Tγptq
n´1ź
l“0
exp
ˆ
PT rF s t
n
` 1
γ
T´lγ pt{nq
`
T´1γ pt{nqLTγpt{nq ´ L
˘
T lγpt{nq
˙
.(6.33)
Applying the statement of Remark 5.6 with ω :“ }F }, we get›››››Tγptq exp
ˆ
1
γ
`
T´1γ ptqLTγptq ´ L
˘˙
exp
`
PT rF st
˘
´Tγptq
n´1ź
l“0
exp
˜
PT rF s t
n
`
ż pl`1qt{n
lt{n
T´1γ psqrL,AsTγpsq ds
¸›››››
ď exp p}F }tq
´
}PT rF s} ` 2γ´1}L}
¯2 2t2
n
ˆ exp
ˆ´
}F } ` }PT rF s} ` 2γ´1}L}
¯ t
n
˙
.(6.34)
Since γ, as well as t is fixed, in the light of (6.31) this gives us
lim
nÑ8
Tγptq
n´1ź
l“0
exp
ˆ
T´lγ pt{nqFT lγpt{nq
t
n
˙
“ Tγptq exp
ˆ
1
γ
`
T´1γ ptqLTγptq ´ L
˘˙
exp
`
PT rF st
˘
(6.35)
Using (A.6), we have››››exp
ˆ
1
γ
`
T´1γ ptqLTγptq ´ L
˘˙´ 1X
›››› ď 2}L}γ exp
ˆ
2}L}
γ
˙
,(6.36)
so we arrive to
(6.37)
››exp`pγA ` F qt˘´ Tγptq exp`PT rF st˘›› ď 2}L}
γ
exp
ˆ
2}L}
γ
˙
,
which is just (6.25).
Step 3. Using the assumption of the Theorem, PT rKs exists. Using statement 3)
of Theorem 6.2, K :“ K ´PT rKs is in the kernel of PT . Provided by statement 5)
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of the same Theorem, there exists Lε P BpX q such that }K ´ rLε, As} ď ε. Using
(6.22) and (6.25) we have››exp`pγA`Kqt˘´ Tγptq exp`PT rKst˘››
ď 2}Lε}
γ
exp
ˆ
2}Lε}
γ
˙
` εt exp ``}K} ` ε˘t˘ ,(6.38)
therefore
(6.39) lim
0ăγÑ8
››exp`pγA `Kqt˘´ Tγptq exp`PT rKst˘›› ď εt exp ``}K} ` ε˘t˘ ,
Since ε ą 0 is arbitrary, we proved (6.20). 
Theorem 6.4 (Generalized adiabatic theorem of contractions). Let X be a Ba-
nach space with a decomposition X “ XI ‘ XC such that both XI and XC are closed
subspaces of X and the continuous projection PI corresponding to XI and its com-
plementary projection PC are norm one. Assume that the uniformly continuous
semi-group pT ptqqtě0 Ă BpX q generated by A P BpX q is of the form T “ TI ‘ TC,
where pTIptqqtě0 Ă BpXIq is a restriction of a group of isometric isomorphisms of X
to R`0 , while pTCptqqtě0 Ă BpXCq is a semi-group of strict contractions with growth
bound wC ă 0. Let K P C0prt1, t2s,BpX qq, 0 ď t1 ă t2 ă 8 and let Fγp¨, ¨q be the
solution of the initial value problem (1.7). Assume that for all t P rt1, t2s, PTIrKptqs
exists and let Gp¨, t1q be the solution of the initial value problem
B1Gpu, t1q “ PTIrPIKpuqPIsGpu, t1q t1 ď u ď t2
Gpt1, t1q “ PI.(6.40)
Moreover, assume that for all ε ą 0, there exists Lε P C0,1prt1, t2s,BpXIqq such that
(6.41)
››`PIKPI ´PTIrPIKPIs˘´ rLε, AIs››C0 ď ε,
where AI P BpXIq generates pTIptqqtě0. Then, for any t P pt1, t2s
(6.42) lim
0ăγÑ8
}Fγpt, t1q ´ TI,γptqGpt, t1q}BpX q “ 0,
where TI,γptq “ TIpγtq and the convergence is uniform on every compact subset of
pt1, t2s, whenever K is constant valued.
Proof. Let ω : rt1, t2s Ñ R be integrable on rt1, t2s and assume that ω dominates
the weak growth bounds ωKp¨q and ωPIKp¨qPI. Note that A generates a contraction
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semi-group, therefore for every s P rt1, t2s and for any v P R`0 , we have››exp`pγA`Kptqqv˘›› ď lim
nÑ8
}exppγAv{nq}n } }exppKptqv{nq}n
ď lim
nÑ8
}exppKptqv{nq}n
ď exppωKptqvq.(6.43)
That is, provided by statement 1) of Proposition 3.2, the weak growth bounds satisfy
the inequality ωγA`Kptq ď ωKptq ď ωptq for all t P rt1, t2s. The same argument can be
repeated to obtain
(6.44) ωγAI`PIKptqPI ď ωPIKptqPI ď ωptq
within BpXIq. Therefore, using Proposition 3.6, we have
}Fγpu, vq} ď exp
ˆż u
v
ωKpsq ds
˙
ď exp
ˆż u
v
ωpsq ds
˙
,
}Gpu, vq} ď exp
ˆż u
v
ωPIKpsqPI ds
˙
ď exp
ˆż u
v
ωpsq ds
˙
.(6.45)
Provided by statement 2) of Proposition 3.2, the uniform continuity of K on rt1, t2s
implies the same property of ωKp¨q. Define ρn,lptq :“ t1 ` lpt ´ t1q{n for all n P N,
0 ď l ă n. Then, since PI is a norm one projection, for any ε ą 0 we can choose Nε
such that for any t P rt1, t2s, the inequalities
max
0ďlăn
sup
sPrρn,lptq,ρn,l`1ptqs
}Kpsq ´Kpρn,lptqq} ď ε,(6.46)
max
0ďlăn
sup
sPrρn,lptq,ρn,l`1ptqs
}PIKpsqPI ´ PIKPIpρn,lptqq} ď ε,(6.47)
max
0ďlăn
sup
sPrρn,lptq,ρn,l`1ptqs
}ωKptq ´ ωKpρn,lptqq} ď ε(6.48)
and
max
0ďlăn
sup
sPrρn,lptq,ρn,l`1ptqs
}ωPIKptqPI ´ ωPIKpρn,lptqqPI} ď ε(6.49)
are all satisfied, whenever n ě Nε. Note that Nε depends neither on γ, nor on A.
Step 1. The consideration above quarantees that for a given ε ą 0, if n ą Nε, then
(6.46)-(6.48) are all satisfied, therefore their application with the help of Proposition
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3.7, (A.1) and (6.45) gives us
›››››Fγpt, t1q ´
n´1ź
l“0
exp
ˆ´
γA `Kpρn,lptqq
¯t´ t1
n
˙›››››
“
›››››
n´1ź
l“0
Fγpρn,l`1ptq, ρn,lptqq ´
n´1ź
l“0
exp
ˆ´
γA `Kpρn,lptqq
¯t´ t1
n
˙›››››
“ εpt´ t1q exp
ˆż t
t1
ωpsq ds
˙
exp
ˆ
ε
t´ t1
n
˙
,(6.50)
if n ą Nε.
Step 2. In order to decouple the strictly contractive part of Tγptq from its isometric
part, we first define Kn,l :“ K ˝ ρn,l for any n P N, 0 ď l ă n. Then, for any
t P rt1, t2s we can write
exp
ˆ´
γA `Kn,lptq
¯t´ t1
n
˙
“ lim
mÑ8
m´1ź
k“0
Tγ
ˆ
t´ t1
nm
˙
exp
ˆ
Kn,lptqt´ t1
nm
˙
.(6.51)
The application of Lemma 4.2 shows
›››››
m´1ź
k“0
Tγ
ˆ
t ´ t1
nm
˙
exp
ˆ
Kn,lptqt ´ t1
nm
˙
´TI,γ{npt´ t1q
m´1ź
k“0
T´k
I,γ{nmpt ´ t1q exp
ˆ
PIKn,lptqPI t´ t1
nm
˙
T kI,γ{nmpt´ t1q
›››››
ď Ωn,l,tΛn,l,m pt´ t1q
2
n2m
´
}Kn,lptq}2e}Kn,lptq}pt´t1q{nm
`τC,n,l,m}Kn,lptq}2e2}Kn,lptq}pt´t1q{nm ` }PIKn,lptqPI}2e2}PIKn,lptqPI}pt´t1q{nm
¯
`Ωn,l,tτC,n,l,mΛn,l,m}Kn,lptq}e}Kn,lptq}pt´t1q{nm t´ t1
nm
`Ωn,l,t
››TC,γ{nmpt´ t1q››m ,(6.52)
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where
Ωn,l,t “ exp
ˆ
ωKpρn,lptqq
t´ t1
n
˙
ď exp
˜ż ρn,l`1ptq
ρn,lptq
ωpsq ds` εt´ t1
n
¸
,
Λn,l,m “ exp
ˆ
|ωKpρn,lptqq|
t´ t1
nm
˙
,
τC,n,l,m “
1` ››TC,γ{nmps´ t1q››
1´ ››TC,γ{nmps´ t1q˘›› ,(6.53)
whenever n ě Nε (the inequality (6.48) has been used). Since
››TC,γ{nmpt´ t1q›› ď exp
ˆ
γwC
t´ t1
nm
˙
(6.54)
and x ÞÑ p1` xq{p1 ´ xq is monotonically increasing on r0, 1q, we can obtain
τC,n,l,m ď coth
ˆ
γwC
t´ t1
2nm
˙
,(6.55)
thereso
(6.56) lim
mÑ8
t´ t1
nm
τC,n,l,m “ 2
γ|wC| .
Therefore, taking the mÑ8 limit of the r.h.s of (6.52) gives
(6.57) 2Ωn,l,t
1
γ|wC|
ˆ
t ´ t1
n
}Kn,lptq}2 ` }Kn,lptq}
˙
` Ωn,l,teγwCpt´t1q{n.
Simultaneously performing the limit process on the l.h.s also, we obtain
››››exp
ˆ´
γA `Kn,lptq
¯t´ t1
n
˙
´ PI exp
ˆ´
γAI ` PIKn,lptqPI
¯t ´ t1
n
˙››››
ď 2Ωn,l,t 1
γ|wC|
ˆ
t´ t1
n
}Kn,lptq}2 ` }Kn,lptq}
˙
` Ωn,l,teγwCpt´t1q{n(6.58)
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Since (6.44) holds, (6.58) combined with (A.1), the upper bound on Ωn,l,t contained
within (6.53) and the approximation inequality (6.48) results in
›››››
n´1ź
l“0
exp
ˆ´
γA `Kn,lptq
¯t´ t1
n
˙
´ PI
n´1ź
l“0
exp
ˆ´
γAI ` PIKn,lptqPI
¯t´ t1
n
˙›››››
ď exp
ˆż t
t1
`
ωpsq ` ε˘ ds˙
ˆ
„
2pt´ t1q
γ|wC|
`}Kn,lptq}2 ` n}Kn,lptq}˘` neγwCpt´t1q{n

(6.59)
if n ě Nε.
Step 3. Given ε ą 0, t1 ă t ď t2 and Nε as described before the first step of the
proof, the assumptions of the Theorem quarantees the existence ofPTIrPIKpρn,lptqqPIs
for all 0 ď l ă n, n P N and the existence of Lε P C0,1prt1, t2s,BpX qq such that
››`PIKpρn,lptqqPI ´PTIrPIKpρn,lptqqPIs˘´ Lpρn,lptqq›› ď ε(6.60)
for all 0 ď l ă n, n P N. Let n ě Nε. We can apply (6.38), (6.44) and (A.1) to
obtain
›››››PI
n´1ź
l“0
exp
ˆ´
γAI ` PIKn,lptqPI
¯t´ t1
n
˙
´
n´1ź
l“0
FI,γ{nptq exp
ˆ
PTIrPIKpρn,lptqqPIs
t´ t1
n
˙›››››
ď exp
ˆż t
t1
`
ωpsq ` ε˘ ds˙ expˆ}ωPIKp¨qPI}C0 t ´ t1n
˙
ˆ
«
2}Lε}C0
γ
exp
ˆ
2}Lε}C0
γ
˙
` εt´ t1
n
exp
ˆ
}K}C0 t ´ t1
n
˙ff
,(6.61)
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whenever n ě Nε. Using statement 3) of Theorem 6.2 and (6.47), to apply (A.1) for
the same n, we obtain›››››
n´1ź
l“0
FI,γ{nptq exp
ˆ
PTIrPIKpρn,lptqqPIs
t´ t1
n
˙
´ FI,γGpt, t1q
›››››
“
›››››
n´1ź
l“0
Fγpρn,l`1ptq, ρn,lptqq ´
n´1ź
l“0
exp
ˆ´
γA `Kpρn,lptqq
¯t´ t1
n
˙›››››
“ εpt´ t1q exp
ˆż t
t1
ωpsq ds
˙
exp
ˆ
ε
t´ t1
n
˙
.(6.62)
Step 4. Keeping the chosen ε ą 0 n ě Nε, we can combine the inequalities (6.50),
(6.59), (6.61) and (6.62) to obtain
(6.63) }Fγ,t1 ´ TI,γGpt, t1q} ď fpn, εq ` gpn, ε, γq n ě ε,
where fpn, εq and gpn, ε, γq can be easily read out from (6.50), (6.59), (6.61) and
(6.62). Set n to be equal to Nε. Then, provided that for any fixed n,
(6.64) lim
γÑ8
gpn, ε, γq “ 0,
we can obtain that for the given ε ą 0,
lim
γÑ8
}Fγ,t1pt, t1q ´ TI,γGpt, t1q} ď fpNε, εq
“ 2εpt´ t1q exp
ˆż t
t1
ωpsq ds
˙
exp
ˆ
ε
t´ t1
Nε
˙
(6.65)
Since Nε Ñ8 can always be chosen whenever εÑ 0, this implies
(6.66) lim
γÑ8
}Fγ,t1pt, t1q ´ TI,γGpt, t1q} “ 0.
Step 5. If K is contant, then (6.41) is redundant due to statement 5) of Theorem
6.2. Moreover, the discretization steps based on (6.46)-(6.49) are unnecessary and
one has to consider only the analogs of (6.59) and (6.61). Therefore, let ω P R such
that ωPIKPI, ωK ď ω and choose ε ą 0. Provided by statement 5) of Theorem 6.2,
there exists Lε P BpXIq, such that
(6.67)
››`PIKPI ´PTIrPIKPIs˘´ rLε, AIs››BpXIq ď ε.
74 N. BARANKAI AND Z. ZIMBORÁS
A similar calculation which resulted in (6.58) gives›››exp ´´γA`K¯pt´ t1q¯´ PI exp ´´γAI ` PIKPI¯pt´ t1q¯›››
ď 2eωpt´t1q 1
γ|wC|
`pt´ t1q}K}2 ` }K}˘` eωpt´t1qeγwCpt´t1q,(6.68)
while the calculation which gives (6.61) can also be adapted to obtain›››››PI exp ``γAI ` PIPI˘pt´ t1q˘´ FI,γptq exp`PTIrPIKPIspt´ t1q˘
›››››
ď eωpt´t1qe|ωPIKPI |pt´t1q2}Lε}
γ
exp
ˆ
2}Lε}
γ
˙
.(6.69)
Let t P C, where C Ă pt1, t2s is compact with cM “ maxC and cm “ minC.
Combining the inequalities above, we arrive to›››exp´´γA `K¯pt ´ t1q¯´ FI,γptq exp`PTIrPIKPIspt´ t1q˘›››
ď 2e|ω|pcM´t1q 1
γ|wC|
`pcM ´ t1q}K}2 ` }K}˘` e|ω|pcM´t1qeγwCpcm´t1q
`e|ω|pcM´t1qe|ωPIKPI |pcM´t1q2}Lε}
γ
exp
ˆ
2}Lε}
γ
˙
.(6.70)
For large enough γ, the r.h.s of (6.70) is monotonically decreasing and tends to zero
as γ tends to infinity. Therefore, one can always choose an Lε dependent γε such
that whenever γ ě γε, the r.h.s of (6.70) is less than ε. Since the bound in (6.70)
is independent of t P C and depends only on the compact set C, we have that if
γ ě γε, then
(6.71) }Fγp¨, t1q ´ Fγ,Ip¨qGp¨, t1q}C0 ď ε
on C. Thus, the last statement of the Theorem is proved. 
Appendix
Some simple statements frequently used in the paper are collected here.
Lemma A.1. Let X be a Banach space, A0, . . . , An´1, B0, . . . , Bn´1 P BpX q such
that }Ak}BpX q, }Bk}BpX q ď exppMkq for all 0 ď k ă n and with someM0, . . . ,Mn´1 ą
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0. Assume that for all max 0 ď k ă n, expp´Mkq ď N holds. Then,
(A.1)
›››››
n´1ź
l“0
Al ´
n´1ź
l“0
Bl
›››››
BpX q
ď Ne
řn´1
k“0 Mk
n´1ÿ
l“0
}Al ´Bl}BpX q
Proof. Follows directly from
(A.2)
n´1ź
l“0
Al ´
n´1ź
l“0
Bl “
n´1ÿ
k“0
˜
n´1ź
l“k`1
Al
¸
pAk ´Bkq
˜
k´1ź
l“0
Bl
¸
.

For every K P Cprt1, t2s,BpX qq, the solution of the initial value problem (1.2)
comes in the form of the Picard series
(A.3) F pu, vq “
8ÿ
l“0
 
K
(
l
pu´ vq,
where
 
K
(
0
pu, vq “ 1X and
(A.4)
 
K
(
l
pu, vq “
ż u
v
dsl ¨ ¨ ¨
ż s2
v
ds1Kpslq ¨ ¨ ¨Kps1q
for l ą 0. The following statements can be easily verified using the definition of the
C0 norm and Taylor’s theorem:
Lemma A.2. Let X be a Banach space.
1) If K P Cprt1, t2s,BpX qq, then
(A.5)
›› K(
l
pu, vq››
BpX q
ď pu´ vq
p
p!
}K}p
C0
.
2) If K P Cprt1, t2s,BpX qq, then
(A.6)
›››››F pu, vq ´
k´1ÿ
l“0
 
K
(
l
pu, vq
›››››
BpX q
ď pu´ vqk}K}kC0 expppu´ vq}K}C0q.
For an arbitrary X P Cprt1, t2s,BpX qq, let us denote the propagator generated by
X by FXp¨, ¨q, that is FXp¨, ¨q is the solution of the initial value problem (1.2), where
K is replaced by X. Assume that there exists a function fX : rt1, t2s Ñ R such that
for any t1 ď v ă u ď t2 and l P N0
(A.7)
 
X
(
l
pu´ vq ď f
l
Xpu´ vq
l!
.
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The last statement is the following:
Lemma A.3. If K,L,M P Cprt1, t2s,BpX qq, t1 ď w ă v ă u ď t2, then
}FK`Mpu, vqFMpv, wq ´ FMpu, wqFKpu, vq}BpX q
ď g2K`M,Mpu, v, wq exp
`
gK`M,Mpu, v, wq
˘
`h2K,Mpu, v, wq exp
`
hK,Mpu, v, wq
˘
,(A.8)
where
gX,Y pu, v, wq “ fXpu´ vq ` fY pv ´ wq,
hX,Y pu, v, wq “ fXpu´ vq ` fY pu´ wq.(A.9)
Proof. Note that
(A.10)
 
K `M(
1
pu, vq `  M(
1
pv, wq “  M(
1
pu, wq `  K(
1
pu, vq.
Therefore,
}FK`Mpu, vqFMpv, wq ´ FMpu, wqFKpu, vq}
ď
8ÿ
k“2
kÿ
l“0
›› K `M(
l
pu, vq›› ›› M(
k
pv, wq››` ›› M(
k
pu, wq›› ››› K(
l´k
pu, vq
›››
ď
8ÿ
k“2
kÿ
l“0
f lK`Mpu´ vq
k!
fk´lM pv ´ wq
pk ´ lq! `
f lMpu´ wq
k!
fk´lK pu´ vq
pk ´ lq!
ď
8ÿ
k“2
`
fK`Mpu´ vq ` fMpv ´ wq
˘k
k!
`
`
fKpu´ vq ` fMpu´ wq
˘k
k!
ď `fK`Mpu´ vq ` fMpv ´ wq˘2 exp`fK`Mpu´ vq ` fMpv ´ wq˘
``fKpu´ vq ` fMpu´ wq˘2 exp`fKpu´ vq ` fMpu´ wq˘.(A.11)

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