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Motivated by the theory of phase transition dynamics, we consider one-dimen-
sional, nonlinear hyperbolic conservation laws with nonconvex flux-function con-
taining vanishing nonlinear diffusive–dispersive terms. Searching for traveling wave
solutions, we establish general results of existence, uniqueness, monotonicity, and
asymptotic behavior. In particular, we investigate the properties of the traveling
waves in the limits of dominant diffusion, dominant dispersion, and asymptotically
small or large shock strength. As the diffusion and dispersion parameters tend to 0,
the traveling waves converge to shock wave solutions of the conservation law,
which either satisfy the classical Oleinik entropy criterion or are nonclassical
undercompressive shocks violating it. © 2002 Elsevier Science
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1. INTRODUCTION
This paper (together with the follow-up papers [4, 5]) concerns the effect
of vanishing diffusion and dispersion on the solutions of hyperbolic or
hyperbolic-elliptic systems of conservation laws. This research is directly
motivated by complex models arising in the modeling of phase dynamics in
solids or fluids. In continuum physics, many materials are governed by
constitutive laws that fail to be globally convex, so that the corresponding
system of conservation laws fail to be genuinely nonlinear. As a conse-
quence, small-scale effects induced by a higher-order regularization must be
taken into account, even at the hyperbolic level of description. An analysis
of traveling wave solutions is essential in order to describe the dynamics of
small-scale dependent propagating waves such as phase transitions. Fluid
models including capillarity have for instance been studied by Slemrod
[23] and Truskinovsky [24]. In the present paper, we restrict attention to
a scalar hyperbolic model, while the forthcoming articles [4, 5] will be
devoted to an analysis of traveling wave solutions to a system of two con-
servation laws arising in phase transition dynamics. We refer to [17] for a
review on this subject and further references.
Consider the nonlinear hyperbolic conservation law
ut+f(u)x=0, u(x, t) ¥ R, x ¥ R, t > 0, (1.1)
where the flux f: RQ R is a smooth function satisfying
ufœ(u) > 0 for all u ] 0, lim
±.
fŒ=+.. (1.2)
The case f(u)=u3, for instance, is typical in nonlinear elasticity. It is well-
known that general solutions of (1.1) are discontinuous and cannot be
uniquely determined from their initial data. It is customary to add a
vanishing right-hand side to (1.1) in order to regularize the solutions and,
in the limit, select physically meaningful solutions.
Here we investigate the effect of a nonlinear diffusion b(u) > 0 and non-
linear dispersion coefficients c1(u), c2(u) > 0 on the solutions of (1.1). Pre-
cisely, we supplement the conservation law (1.1) with vanishing diffusion
and dispersion, as follows:
ut+f(u)x=b(b(u) ux)x+c(c1(u)(c2(u) ux)xŒ, u=ub, c(x, t), (1.3)
where b > 0 and c \ 0 are some parameters tending to zero. Recall that the
diffusion has a smoothing effect on the solutions of (1.1), while the disper-
sion tends to generate oscillations. The regime in which both effects are
kept in balance is particularly challenging. From now on, we assume that
the ration c/b2 is constant.
To tackle the model (1.3), let us first make the following fundamental
observation. Based on the prescribed dispersion coefficients c1, c2, let us
choose any function U such that
Uœ(u)=c1(u)
c2(u)
, u ¥ R.
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Since c1, c2 > 0, the function U: RQ R is strictly convex and can play the
role of a mathematical entropy for (1.1). Define the corresponding entropy
flux by
F(u)=F u
0
UŒ(s) fŒ(s) ds, u ¥ R.
The last term in the right-hand side of (1.3) takes a somewhat simpler form
in the entropy variable uˆ=UŒ(u), indeed:
“tu+“xf(u)=b(b(u) ux)x+c(c1(u)(c1(u) uˆx)x)x. (1.3Œ)
Moreover, any solution of (1.3) satisfies the balance law:
“tU+“xF(u)
=b(b(u) UŒ(u) ux)x−bb(u) Uœ(u) |ux |2
+c 1 uˆc1(u)(c1(u) uˆx)x−c1(u)22 |uˆx |22x
=b 1b(u)
c(u)
uˆuˆx 2−x−b b(u)c(u) |uˆx |2+c 1 uˆc1(u)(c1(u) uˆx)x−c1(u)
2
2
|uˆx |22
x
.
(1.4)
In the right-hand side of (1.4), the contribution from the diffusion decom-
poses into a conservative term and a non-positive (dissipative) one, while
the dispersive contribution is entirely conservative. We conclude that, in
the formal limit b, cQ 0, any limiting solution u=lim ub, c of (1.3)
satisfies the entropy inequality
“tU(u)+“xF(u) [ 0. (1.5)
Hayes and LeFloch [8–10] and Baiti, LeFloch and Piccoli [3] inves-
tigated the implications of the single entropy inequality (1.5) on the solu-
tions of the conservation law (1.1). When the flux function is convex, (1.5)
is sufficiently discriminating to single out a unique solution of the Cauchy
problem. This is no longer true under the assumption (1.2). In [3, 8–10,
18], the existence, uniqueness, and properties of the solutions of (1.1)–
(1.2)–(1.5) was investigated. In particular, it was recognized therein that the
equation (1.1)–(1.2) admits two types of shock waves:
(1) The classical shocks satisfy the Oleinik entropy inequalities.
(2) The nonclassical shocks violate them and satisfy solely the
inequality (1.5). They are undercompressive, in the sense that the character-
istics pass through the shock, rather than focus on it as is the case with
classical shocks.
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General solutions may contain undercompressive nonclassical shocks,
which are not uniquely characterized by (1.5) and must be selected via an
extra condition, called a kinetic relation. Necessary conditions on classical
and nonclassical shocks were found, which provide us guidelines when
searching for traveling wave trajectories. The terminology used here comes
from former works on the dynamics of phase transitions in solids, by
Abeyaratne and Knowles [1, 2], Truskinovsky [24, 25] and LeFloch [16].
See the review [17] for further background on the subject.
Our objective in this paper is investigating the existence, uniqueness, and
asymptotic properties of the traveling wave solutions of (1.3). We will also
derive many detailed properties of the kinetic relation arising in the diffu-
sive-dispersive limit. In the rest of the introduction we briefly review the
literature on the equation (1.1). This paper is directly motivated by a pio-
neering work on the subject by Jacobs et al. [13] who discovered nonclas-
sical diffusive-dispersive trajectories for a conservation law with cubic flux.
A traveling wave of (1.3) is a smooth function of the form
ub, c(x, t)=u(y), y=x−lt,
where the constant l is called the wave speed, satisfying the ordinary
differential equation
−luy+f(u)y=b(b(u) uy)y+c(c1(u)(c2(u) uy)y)y, u=ub, c, (1.6)
and the boundary conditions
lim
yQ ±.
u(y)=u± , lim
yQ ±.
uy(y)= lim
yQ ±.
uyy(y)=0, (1.7)
where u± are constant states. Letting b, cQ 0, we see that the pointwise
limit
u(x, t)= lim
b, cQ 0
ub, c(x, t)=˛u− for x < lt,
u+ for x > lt,
(1.8)
is a weak solution of (1.1) satisfying the inequality (1.5). From (1.6)–(1.7),
one deduce that u− , u+ and l satisfy the Rankine–Hugoniot relation
−l(u+−u−)+f(u+)−f(u−)=0. (1.9)
A traveling wave connecting two states u− and u+ and converging to a
classical (resp. nonclassical) shock will be called a classical (resp. nonclas-
sical) trajectory.
As far the scalar conservation laws are concerned, the traveling waves of
various diffusive-dispersive models were investigated successfully, in the
following situations (assuming constant dispersion, so basically U(u)=u2):
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(1) When f(u)=u2, Bona and Schonbek [6] proved that the trajec-
tories exist iff u− \ u+, which is the classical entropy condition. Hence, all
of the traveling waves converge to classical shock waves when the flux is
convex.
(2) When f(u)=u3, the equation (1.3) is called the modified
Korteweg–deVries–Burgers equation. Jacobs et al. [13] established the
existence of nonclassical trajectories. They also obtained an explicit
characterization of the nonclassical shocks in this case. See Example 2.4
below.
(3) When f(u)=u3 and based on the nonlinear diffusion-dispersion
term
b(|ux | ux)x+cuxxx,
Hayes and LeFloch [8] proved the existence of nonclassical trajectories
and also obtain an explicit formula for the nonclassical shocks.
(4) When f is a general flux satisfying (1.2), Hayes and Shearer [11]
were able to establish the existence of nonclassical traveling waves, using
the Melnikoff integral technique. More precisely, assuming that there exists
a nonclassical trajectory, they prove the existence of a family of nonclassi-
cal trajectories that are perturbations of the former.
For traveling wave solutions to a system of two conservation laws, we
refer to Schulze and Shearer [21] and Bedjaoui and LeFloch [4, 5]. Recall
also that undercompressive shock waves were also studied for nonlinear
systems lacking strict hyperbolicity and regularized with diffusion only
(Isaacson, Marchesin and Plohr [12], Schecter and Shearer [20], Liu and
Zumbrun [19], and the references therein) and for a phase transition
model including viscosity and capillarity effect (Slemrod [23], Abeyaratne
and Knowles [1, 2], Truskinovsky [24, 25], LeFloch [16]).
In the present paper, we achieve the following objectives:
(1) We treat general nonlinear diffusion-dispersion, encompassing
nonlinear diffusion (or viscosity) and dispersion (or capillarity) coefficients.
(2) We obtain a complete characterization of the classical and
nonclassical trajectories.
(3) We provide detailed information concerning the non-classical
shocks in terms of the associated kinetic function j(u). Namely, monotoni-
city and asymptotic properties of interest for the applications are estab-
lished. In particular, we prove that:
(i) For any given value of the ratio c/b2, all the shocks with
sufficiently small strength are always classical.
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(ii) For any given left-hand value u− , the shocks are all classical if
the ratio c/b2 is sufficiently small, i.e. if the diffusion is sufficiently large.
(iii) For any given left-hand value u− , there always exist nonclas-
sical trajectories leaving from u− provided the ratio c/b2 is sufficiently
large, i.e. provided the dispersion is sufficiently large.
Furthermore, in [4], under some assumption on the flux-function, we
will show also that, given some value of the ratio c/b2, there always exist
nonclassical trajectories corresponding to shocks of sufficiently large
strength.
The analysis in this paper provides a complete description of the existence
and behavior of nonclassical and classical shocks associated with (1.3). We
stress that no explicit formula for the nonclassical shocks is available, except
in the cubic flux case treated in [13]. In Section 2, we state the main results
established in this paper; see Theorem 2.3 below. In Section 3, the nonclas-
sical trajectories are studied by keeping the left-hand state and the shock
speed fixed and using the ratio of the diffusion to the dispersion as a
parameter. Section 4 contains various asymptotic properties of the nonclas-
sical traveling waves. In Section 5, the analysis is completed by taking the
ratio of the diffusion to the dispersion fixed. The properties of the classical
trajectories are derived, and a proof of our main theorem is given.
2. MAIN RESULTS
We are primarily interested in values b, c > 0. The limiting cases b=0 or
c=0 are dealt with at the end of the section. First of all, the equations
(1.6)–(1.7) can be integrated once and provide
cc1(u)(c2(u) yy)y+bb(u) uy=−l(u−u−)+f(u)−f(u−). (2.1)
From (1.7) and (2.1), letting yQ+. we obtain the so-called Rankine–
Hugoniot relation
−l(u+−u−)+f(u+)−f(u−)=0. (2.2)
When c=0, (2.1) is an ordinary differential equation on the real line: all of
the solutions are monotone and their behavior is easily determined by
straightforward monotonicity arguments. See Theorem 2.5 below for a
statement of the result in this case.
The (more interesting) case c ] 0 requires a phase plane analysis. Define
the ratio of the diffusion to the dispersion coefficients by
d(u)=
b(u)
c1(u) c2(u)
> 0
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and set v=c2(u) uy. Then (2.1) becomes
uy=
v
c2(u)
, (2.3i)
cc1(u) vy=−bc1(u) d(u) v+g(u, l)−g(u− , l), (2.3ii)
lim
yQ ±.
u(y)=u± , lim
yQ ±.
v(y)=0, (2.3iii)
where
g(u, l) :=f(u)−lu.
The relation (2.2) then reads
g(u− , l)=g(u+, l).
By definition, an equilibrium point of (1.3) is a pair (u, v) for which the
vector field in the right-hand side of (2.3i)–(2.3ii) vanishes. Since f is a
function of the form (1.2), a left-state u− and a speed l being given, there
exist at most three equilibrium points (including u− itself) (u, 0) satisfying
g(u, l)=g(u− , l). (2.4)
Our goal is to systematically study the system (2.3) and, for a given left-
state u− and a given speed l, to determine which equilibria the traveling
waves are connecting.
We will need the following notation. Consider the graph of the function
f in the (u, f)-plane. In view of (1.2), for any u ] 0 there exists a unique
line that passes through the point with coordinates (u, f(u)) and is tangent
to the graph at some point (jÃ(u), f(jÃ(u))) with jÃ(u) ] u. In other
words
fŒ(jÃ(u))=f(u)−f(j
Ã(u))
u−jÃ(u)
for all u ] 0. (2.5)
Note that ujÃ(u) < 0 and by continuity jÃ(0)=0. Thanks to (1.2), the map
jÃ: RQ R is strictly monotone decreasing and onto, and so is invertible.
The inverse function denoted by j−Ã satisfies
fŒ(u)=f(u)−f(j
−Ã(u))
u−j−Ã(u)
for all u ] 0.
Finally, for each u− we set
lÃ(u−)=fŒ(jÃ(u−)),
which is a lower bound for all shock speeds l satisfying (2.2) for some u+.
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We will also use the notation
c(u) :=
c1(u)
c2(u)
,
and, given u− ,
H(u− , u+)=F
u+
u−
(g(s, l)−g(u− , l)) c(s) ds, u+ ¥ R (2.6)
with
l=l(u− , u+) :=˛f(u+)−f(u−)u+−u− if u+ ] u− ,
fŒ(u−) if u+=u− .
(2.7)
Lemma 2.1. If there exists a traveling wave of (2.3) connecting u− to u+,
then we have
H(u− , u+) \H(u− , u−)=0,
where the inequality is strict if u− ] u+ and b > 0.
Proof. Multiplying (2.3ii) by v/c1(u), integrating over R and using
(2.3iii), we find
0 [ b F
R
d(u(y)) v(y)2 dy=F
R
(g(u(y), l))−g(u− , l)) c(u(y)) uy(y) dy
=F u+
u−
(g(s, l))−g(u− , l)) c(s) ds
=H(u− , u+),
which proves the desired inequality.
Alternatively, one can observe that −H(u− , u+) represents the entropy
dissipation of the shock (1.8). Indeed, a straightforward calculation yield
H(u− , u+)=l(U(u+)−U(u−))−F(u+)+F(u−),
which is non-negative in view of the entropy inequality (1.5). L
By a direct calculation based on the expression (2.6) and on the assump-
tion (1.2), one easily checks [3] that:
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Lemma 2.2. There exists a strictly monotone decreasing function jÅ.:
RQ R such that for all u− ] 0
H(u− , u+)=0 and u+ ] u− iff u+=jÅ.(u−).
Moreover, for all u− , u+, we have
H(u− , u+) > 0 iff sgn(u−) j
Å
.(u−) < sgn(u−) u+ < sgn(u−) u−
and
sgn(u−) j−Ã(u−) [ sgn(u−) jÅ.(u−) [ sgn(u−) jÃ(u−).
The function jÅ. corresponds to the maximal negative entropy dissipa-
tion. Combining the above two lemmas, we deduce that, if there exists a
traveling wave of (2.3) connecting u− to u+, then
u+ lies between j
Å
.(u−) and u− .
Define also the function jÄ. and l. by the conditions l.(0)=0 and, for
u− ] 0,
l.(u−)=
f(u−)−f(j
Å
.(u−))
u− −j
Å
.(u−)
=
f(u−)−f(j
Ä
.(u−))
u− −j
Ä
.(u−)
, (2.8)
and sgn(u−) j
Å
.(u−) [ sgn(u−) jÄ.(u−). The speed l.(u−) is the maximal
admissible speed for the range of right-hand states u+ included between
jÄ.(u−) and j
Å(u−), at least. Recall that lÅ(u−) is a lower bound for the
speeds.
It is a simple matter to check that, up to some trivial rescaling, the
(trajectories of the) traveling waves depend upon b and c only through the
ratio
d :=`c /b ¥ [0,.].
To state the results, for each left-hand state u− we define the shock set
generated by the equation (2.1) as
S`c /b(u−) :={u+/there exists a traveling wave satisfying (1.6)–(1.7).}.
Theorem 2.3. (Case b, c > 0.) Consider the traveling wave solutions of
(1.6)–(1.7) under the assumption that satisfies (1.2) and the ratio of the
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dispersion to the diffusion d=`c /b belongs to the interval (0,.). Then
there exists a function jÅd: RQ R satisfying
sgn(u) jÅ.(u) < sgn(u) j
Å
d(u) [ sgn(u) jÃ(u) for all u ] 0. (2.9)
and such that
Sd(u)=˛{jÅd(u)} 2 (jÄd(u), u] for u \ 0,[u, jÄd(u) 2 {jÅd(u)} for u [ 0. (2.10)
Here, the function dÃd is defined from j
Å
d by
f(u)−f(jÃd (u))
u−jÃd (u)
=
f(u)−f(jÅd(u))
u−jÅd(u)
for all u ] 0,
with the constraint sgn(u) jÃd (u) [ sgn(u) jÃd (u).
Furthermore, the function jÅd is strictly monotone decreasing, and in
particular the shock speed
lÅd(u) :=l(u, j
Å
d(u))
is strictly monotone increasing for u > 0 and strictly monotone decreasing for
u < 0. Finally, there exists a Lipschitz continuous function oÃ: RQ
[0,.), u0 W oÃ(u0), which is strictly monotone in each interval u0 < 0 and
u0 > 0 and with oÃ(0)=0, such that
jÅd Q j
Å
. as dQ.,
jÅd — jÃ for all doÃ(u0) [ 1.
(2.11)
Observe that (2.9) implies the following inequalities for the function jÃd :
sgn(u) jÄ.(u) > sgn(u) j
Ä
d(u) \ sgn(u) jÃ(u) for all u ] 0. (2.12)
Theorem 2.3 is the main result in the present paper, and its proof is the
subject of Sections 3 to 5 below. The function jÅd: RQ R is called the
kinetic function associated with the model (1.3). It completely characterizes
the dynamics of the nonclassical shock waves of the hyperbolic conserva-
tion law (1.1). Based on the monotonicity properties of the kinetic function
in Theorem 1.3, the Riemann problem for (1.1) can be solved uniquely;
see [3].
Example 2.4. When the flux is taken to be the cubic function f(u)=u3
and when c1(u)=c2(u)=b(u)=1, the kinetic function is known explicitly,
after Jacobs et al. [13]; namely,
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jÃ(u)=−
u
2
, jÅ.(u)=−u,
jÅd(u)=˛ −u2 for |u| < 2`23d ,
−u+
`2
3 d
for |u| \
2`2
3 d
.
Note also that oÃ(u0)=
9u20
8 .
In the zero-dispersion case, it is easy to check the following result whose
proof is omitted.
Theorem 2.5. (Case b > 0 and c=0.) Consider the traveling wave
solutions of (1.6)–(1.7) under the assumption that the flux satisfies (1.2) and
d :=`c /b=0. Then the shock set is given by
S0(u)=˛[jÃ(u), u] for u \ 0,[u, jÃ(u)] for u [ 0. (2.13)
In the zero-diffusion case, we obtain
Theorem 2.6. (Case b=0 and c > 0.) Consider the traveling wave
solutions of (1.6)–(1.7) under the assumption that the flux satisfies (1.2) and
d :=`c /b=.. Then the shock set is given by
S.(u)={j
Å
.(u)} for all u. (2.14)
We point out that Theorem 2.6 is not the obvious limit of Theorem 2.3,
since the set in (2.10) when dQ. is much larger than the set in (2.14). The
model in Theorem 2.6 is an Hamiltonian system, whose trajectories
coincide with the contour of the associated energy.
The rest of the present section is devoted to providing a proof of
Theorem 2.6. We also introduce here the important function G (see (2.16)
below), which will play a role throughout this paper. For definiteness we
suppose that the left-hand state is positive,
u− > 0,
the other case being completely similar. It will be convenient to set
u0=u− .
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Given a speed in the interval
l ¥ (lÃ(u−), fŒ(u−)),
there exists exactly three distinct solutions u0, u1 and u2 of the equation
(2.4) with
u2 < jÃ(u0) < u1 < u0. (2.15)
Define now the important function
G(u, u0, l) :=F
u
u0
(g(s, l)−g(u0, l)) c(s) ds. (2.16)
Observe that “uG(u, u0, l)=0 iff (2.4) holds, i.e. u is an equilibrium point.
Lemma 2.7. Fixing u0 > 0 and l in the interval l ¥ (lÃ(u−), fŒ(u−)), the
function G˜(u) :=G(u, u0, l) satisfies
G˜(u) < 0 for all u < u2 or u ¥ (u, u0),
G˜Œ(u) > 0 for all u ¥ (u2, u1) or u > u0.
(2.17)
Moreover, if l ¥ (lÃ(u0), l.(u0)), we have
G˜(u0)=0 < G˜(u2) < G˜(u1).
If l=l.(u0) then
G˜(u0)=G˜(u2)=0 < G˜(u1).
If l ¥ (l.(u0), fŒ(u0)), then
G˜(u2) < 0=G˜(u0) < G˜(u1).
Observe that the functions G and H are related in the following way:
G(u, u0, l)=H(u, u0) iff l=l(u0, u). (2.18)
In view of Lemma 2.1, one must have H(u0, u) \ 0 for the existence of a
traveling wave connecting u0 to u. Thus, from Lemma 2.7 we conclude that
if there exists a trajectory connecting u0 to u1 then l ¥ [lÃ(u0), fŒ(u0)],
(2.19)
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and
if there exists a trajectory connecting u0 to u2 then l ¥ [lÃ(u0), l.(u0)].
(2.20)
Proof of Theorem 2.6. Suppose that there exists a trajectory connecting
u− > 0 to some u+ ] u− . Multiplying (2.3ii) by v/c1(u)=c(u) uy we find
c
2
(v2)y=(g(u, l)−g(u− , l)) c(u) uy.
After integration on some interval (−., y] we arrive at
c
2
v2(y)=G(u(y), u− , l). (2.21)
As yQ+. it follows from (2.3iii) that
G(u+, u− , l)=0.
In view of (2.18), this is equivalent to
H(u+, u−)=0
and, therefore, with Lemma 2.2 we have
u+=j
Å
.(u−), l=l.(u−).
Since u− > 0 and thus u+ < 0 < u− , we see by Lemma 2.7 that the func-
tion G(u, u− , l) remains positive for all u between u+ and u− . Thus we get
v(y)=−=2
c
G(u(y), u− , l). (2.22)
This leads to an equation for the trajectory in the (u, v) plane:
v=v¯(u)=−=2
c
G(u, u− , l) , u ¥ [u+, u−],
with the boundary conditions
v¯(u−)=v¯(u+)=0.
Clearly, the solution v¯ is well-defined and unique, and v¯(u) > 0 for all
u ¥ (u+, u−).
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Based the change of variables y ¥ [−.,.]W u=u(y) ¥ [u+, u−]
defined by
dy=
c2(u)
v¯(u)
du,
and we recover from the curve v=v¯(u) a unique trajectory yW
(u(y), v(y)). This completes the proof of Theorem 2.6. L
Proof of Lemma 2.7. The sign of GŒ is the same as the sign of the func-
tion g(u, l)−g(u0, l)=(u−u0)(
f(u)−f(u0)
u−u0
−l). The properties concerning GŒ
are immediate from the graph of the function f. Note that G(u0)=0 and
(by monotonicity) G(u1) > G(u0). To complete the proof, we only need to
check the sign of G(u2). But G(u2)=H(u0, u2) whose sign was studied in
Lemma 2.2. This completes the proof of Lemma 2.7. L
3. NONCLASSICAL TRAJECTORIES CORRESPONDING TO
A FIXED SPEED
In this section and the following one, we fix a propagation speed l and a
left-hand state u0 > 0, and we search for trajectories connecting this left-
hand state u0 to the associated equilibrium u2 introduced in Section 2.
According to our earlier discussion (see the conclusion (2.20)), we neces-
sarily have
u2 ¥ [jÅ.(u0), jÃ(u0)], l ¥ [lÃ(u0), l.(u0)]. (3.1)
The conditions (3.1) will thus be assumed throughout this section and
Section 4. We are going to prove that a trajectory connecting u0 to u2 exists
if and only if the parameter b/`c has a specific value, depending of
course on u0 and l. Note here that, in Section 5, we will instead fix the
parameter b/`c and u0, and then determine which speed can be attained
by a nonclassical trajectory.
The eigenvalues of the system (2.3) are found to be
m=
1
2
1 −b d(u)
c
± =b2 d(u)2
c2
+
4
c
fŒ(u)−l
c1(u) c2(u)
2 .
Specifically (for b ] 0, say) we set
m(u, l, b)=
b d(u)
2c
1 −1− sgn(c)=1+4cc1(u) c2(u)
b2 b(u)2
(fŒ(u)−l)2 ,
m¯(u, l, b)=
b d(u)
2c
1 −1+sgn(c)=1+4cc1(u) c2(u)
b2 b(u)2
(fŒ(u)−l)2 . (3.2)
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The following lemma covers the general case b \ 0 and c ¥ R, c ] 0. (It also
applies to all three equilibria u0, u1, and u2, so (3.1) is not needed at this
stage yet.)
Lemma and Definition 3.1. Properties of equilibria. Some values u−
and l being fixed, let (u, 0) be an equilibrium point of (2.4).
If c(fŒ(u)−l) > 0 then (u, 0) is a saddle point having two real eigenvalues:
m < 0 < m¯.
If c < 0 and fŒ(u)−l > 0, then Re(m) and Re(m¯) are both positive and
(u, 0) is referred to as an unstable equilibrium. If furthermore b2 b(u)2+
4cc1(u) c2(u)(fŒ(u)−l) < 0 then it is called an unstable node as it corre-
sponds to two real positive eigenvalues 0 < m < m¯. Otherwise, if b2 b(u)2+
4cc1(u) c2(u)(fŒ(u)−l) < 0, it is called an unstable spiral since it corre-
sponds to two complex conjugate eigenvalues with positive real parts.
If c > 0 and fŒ(u)−l < 0, then Re(m) and Re(m¯) are both negative and
(u, 0) is referred to as a stable point. If furthermore b2 b(u)2+4cc1(u)
c2(u)(fŒ(u)−l) > 0 then it corresponds to a stable node with two real nega-
tive eigenvalues m < m¯ < 0. Otherwise, if b2 b(u)2+4cc1(u) c2(u)(fŒ(u)−l)
> 0, it is a stable spiral with two complex conjugate eigenvalues with negative
real parts.
The dependence of these eigenvalues with respect to their arguments will
be essential in several monotonicity arguments below:
Lemma 3.2. In the case c > 0 and in the range of parameters where
m(u, l, b) and m¯(u, l, b) remain realvalued, more specifically when fŒ(u)−
l > 0 we have
“m
“l (u, l, b) > 0,
“m
“b (u, l, b) < 0
and
“m¯
“l (u, l, b) < 0,
“m¯
“b (u, l, b) < 0.
For c > 0, without loss of generality and by a straightforward rescaling
of the traveling wave, we can now assume
c=1. (3.3)
We now state our main result in this section, relying strongly on the
conditions (3.1).
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Theorem 3.3. Given two states u0 > 0 and u2 < 0 corresponding to a
propagation speed l satisfying
l=
f(u2)−f(u0)
u2−u0
¥ (lÃ(u0), l.(u0)]
or equivalently l ¥ (l.(u2), lÃ
−1
(u2)]), there is a unique diffusion b \ 0 such
that u0 can be connected to u2 by a traveling wave solution.
By Lemma 2.1, we have m¯(u0) > 0 and it is well-known ([7] for a
general reference) that there are two orbits leaving from u0 at y=−. and
satisfying
lim
yQ −.
v(y)
u(y)−u0
=m¯(u0, l, b) c2(u0). (3.4)
A direct verification from (2.3) (by (2.3i), v and uy have the same sign),
shows that one orbit approaches this point in the quadrant Q1=
{u > u0, v > 0} while the other approaches it in the quadrant Q2=
{u < u0, v < 0}. On the other hand, there are two orbits reaching u2 at
y=+. and satisfying
lim
yQ+.
v(y)
u(y)−u2
=m(u2, l, b) c2(u2). (3.5)
One orbit approaches this point in the quadrant Q3={u > u2, v < 0}, the
other approaches in the quadrant Q4={u < u2, v > 0}.
We now check that:
Lemma 3.4. In the phase plane, a traveling wave solution connecting u0 to
u2 necessarily approaches the equilibrium (u0, 0) at y=−. through the
quadrant Q2, and the equilibrium (u2, 0) at y=+. through the quadrant Q3.
Proof. Suppose that such a traveling wave satisfies u > u0 and v > 0 in a
neighborhood of the point (u0, 0). By continuity, since limyQ+. u(y)=
u2 < u0 there would exist some value y0 such that
u(y0)=u0.
Multiplying (2.3ii) by v/c1(u)=c(u) uy, (recall that c=1), we then find
1
2 (v
2)y+b d(u) v2=(g(u, l)−g(u0, l)) c(u) uy.
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Integrating over (−., y0] we arrive at
1
2 v
2(y0)+b F
y0
−.
d(u(y)) v2(y) dy=G(u(y0), u0, l)=0.
Therefore, since b d( · ) > 0 we have v(y0)=0. Combining with the condi-
tion u(y0)=u0, by a standard uniqueness theorem for the Cauchy problem
associated with the ODE (2.3i)–(2.3ii), we conclude that u — u0 and v — 0
on R. This of course contradicts the assumption that the trajectory should
connect to u2 at+..
The argument around the equilibrium (u2, 0) is somewhat different.
Suppose that the trajectory satisfies u < u2 and v > 0 in a neighborhood of
the point (u2, 0). There would exist some value y1 achieving a local
minimum, that is such that
u(y1) < u2, uy(y1)=0, uyy(y1) \ 0.
From the equation (2.3i), we would obtain first v(y1)=0 and then by dif-
ferentiation vy(y1)=uyy(y1) c(u(y1)) \ 0. Combining the last two relations
with (2.3ii) we would obtain
G −u(u(y1), u0, l)=g(u(y1), l)−g(u0, l) \ 0,
which is in contradiction with (2.17) in Lemma 2.7 since u(y1) < u2 and
G −u(u(y1), u0, l) < 0. L
Next, we show that any traveling wave is monotone in some range.
Lemma 3.5. If u=u(y) is a solution of the system (2.3i)–(2.3ii)
defined on some interval (−., y¯) and such at limyQ −. u(y)=u0 and
u1 < u(y) < u0 for all y < y¯, then uy < 0 on the interval (−., y¯).
Similarly, if u=u(y) is a solution of the system (2.3i)–(2.3ii) defined on
some interval (y¯,+.) and such that limyQ+. u(y)=u2 and u2 < u(y) < u1
for all y > y¯, then uy < 0 on the interval (y¯,+.).
Proof. We only treat the first statement, the proof of the second one
being similar. By contradiction, there would exist y1 ¥ (−., y0) such that
uy(y1)=0, uyy(y1) \ 0.
Then, using the equation (2.3ii) would yield G −u(u(y1), u0, l) \ 0, which
contradicts (2.17) in Lemma 2.7. L
Proof of Theorem 3.3. For each b \ 0, we consider the orbit leaving
from u0 and satisfying u < u0 and v < 0 in a neighborhood of (u0, 0). This
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trajectory crosses the v-axis for the ‘‘first time’’ at some point (u1, v
−
1 (b)).
In view of Lemma 3.5, this part of trajectory is the graph of a function
[u1, u0] ¦ uW v−(u, l, b).
Moreover, by standard theorems on differential equations, v− is a smooth
function with respect to its argument (u, l, b) ¥ [u1, u0]×(lÃ(u0), l.(u0)]×
[0,+.).
Similarly, for each b \ 0, we consider the orbit arriving at u2 and satisfy-
ing u > u2 and v < 0 in a neighborhood of (u2, 0). This trajectory crosses
the v-axis for the ‘‘last time’’ at some point (u1, v
+
1 (b)) (or equivalently for
the ‘‘first time’’ as y decreases from +.). By Lemma 3.5, this trajectory is
the graph of a function
[u2, u1] ¦ uW v+(u, l, b).
The function v+ depends smoothly upon (u, l, b) ¥ [u2, u1]×(lÃ(u0), l.(u0)]
×[0,+.).
Combining (2.3i) and (2.3ii), we can write for each of these curves
uW v−(u) and uW v+(u) a differential equation in the (u, v) plane:
v
dv
du
(u)+b
b(u)
c1(u)
v(u)=G −u(u, u0, l). (3.6)
The continuous function
[0,+.) ¦ bW w(b) :=v+(u1, l, b)−v−(u1, l, b)=v+1 (b)−v−1 (b)
measures the distance (in the phase plane) between the two trajectories at
u=u1. Therefore the condition w(b)=0 characterizes the traveling wave
solution of interest connecting u0 to u2. The existence of such a root b is
obtained as follows. L
Case 1: Suppose first that b=0. Integrating (3.6) on one hand with
v=v− and over the interval [u0, u1], on the other hand with v=v+ and
over the interval [u2, u1], we get
1
2 (v
−
1 (b))
2=G(u1, u0, l)
and
1
2 (v
+
1 (b))
2=G(u1, u0, l)−G(u2, u0, l)=G(u1, u2, l),
respectively. Since G(u2, u0, l) > 0, v
−
1 (b) < 0 and v
+
1 (b) < 0 (by Lemmas
2.7 and 3.4), we conclude that w(0) > 0.
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Case 2: Consider next the limit bQ.. On one hand, for b > 0 and
since v1 < 0, we get in the sameway as above
1
2 (v
−
1 (b))
2 < G(u1, u0, l). (3.7)
On the other hand, consider the function v+. Dividing (3.6) by v+, integrat-
ing over the interval [u2, u1], and recalling that v
+
1 (b)=v+(u1), we find
v+1 (b)=−b F
u1
u2
b(u)
c1(u)
du−F u1
u2
G −u(u, u0, l)
v+(u)
du.
Since v=c(u) uy [ 0 and G −u(u) \ 0 in the interval [u2, u1], we obtain
v+1 (b) [ −ob(u1−u2), (3.8)
where o=infu ¥ [u1, u0] b(u)/c1(u) > 0. Combining (3.7) and (3.8), for large
values of b we get v+1 (b) < v
−
1 (b), and so w(b) < 0.
Henceforth, by the intermediate value theorem, there exists at least one
value b such that
w(b)=0,
which establishes the existence of a trajectory connecting u0 to u2. Thanks
to Lemma 3.5, it satisfies uy < 0 globally.
The uniqueness of the solution b of w(b)=0 is checked as follows.
Suppose that there would exist two orbits v=v*(u) and v*=v*(u) asso-
ciated with distinct values b and b* > b, respectively. Then, Lemma 3.2
would give
m¯(u0, b*, l) < m¯(u0, b, l), m(u2, b*, l) < m(u2, b, l).
So, in the (u, v) plane, there would exist u3 ¥ (u2, u0) satisfying
v(u3)=v*(u3),
dv*
du
(u3) \
dv
du
(u3).
Comparing the equations (3.6) valid for both v and v*, we get
v(u3)1dvdu (u3)−dv*du (u3)2=(b*−b) b(u3)c1(u3) v(u3). (3.9)
Now, since v(u3) ] 0 (the connection with the third critical point (u1, 0) is
impossible), we obtain a contradiction, as the two sides of (3.9) have
opposite signs. This completes the proof of Theorem 3.3. L
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Remark 3.6. It is not difficult to see also that the functions v ±1 intro-
duced in the proof of Theorem 3.3 satisfy:
bW v−1 (b) is monotone increasing (3.10)
and
bW v+1 (b) is strictly monotone increasing. (3.11)
In particular, the function w(b) :=v1+(b)−v
−
1 (b) is strictly monotone
decreasing. L
The existence of the nonclassical traveling waves is thus established. We
also can prove:
Theorem 3.7. Define
D={(u0, u2) ¥ R+×R−/u2 ¥ [jÅ.(u0), jÃ(u0))}
={(u0, u2) ¥ R+×R−/u0 ¥ [jÅ.(u2), j−Ã(u2))}
and consider the function
D ¦ (u0, u2)W b(u0, u2),
which associates the (unique) value b such that there is a (nonclassical)
traveling wave connecting u0 to u2 (Theorem 3.3). Then we have:
(1) b(u0, u2) is a strictly monotone increasing function of u2, mapping
the interval [jÅ.(u0), j
Ã(u0)) onto some interval of the form [0, bÃ(u0))
where bÃ(u0) ¥ (0,.).
(2) b(u0, u2) is a strictly monotone increasing function of u0, mapping
the interval [jÅ.(u2), j
−Ã(u2)) onto the interval [0, bÃ(j−Ã(u2))).
The value bÃ(u0) will be called the critical diffusion at u0: Nonclassical
trajectories leaving from u0 exists only when b [ bÃ(u0).
Proof. We will prove the first statement, the proof of the second one
being similar. So we fix u0 > 0 and u
g
2 < u2 < u0 so that
lÃ(u0) < l=
f(u2)−f(u0)
u2−u0
< l*=
f(ug2 )−f(u0)
ug2 −u0
[ l.(u0).
Proceeding by contradiction, we assume that
b* :=b(u0, u
g
2 ) \ b :=b(u0, u2).
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Then Lemma 3.2 implies
m¯(u0, l, b) \ m¯(u0, l, b*) > m¯(u0, l*, b*).
Let v=v(u) and v*=v*(u) be the solutions of (3.6) associated with b
and b*, respectively, and connecting u0 to u2, and u0 to u
g
2 , respectively. By
continuity, there would exist some u3 ¥ (u2, u0) such that
v(u3)=v*(u3),
dv*
du
(u3) \
dv
du
(u3).
Combining (3.6) for v and v*, we get
v(u3) 1dv*du (u3)−dvdu (u3)2+v(u3)(b*−b) b(u3)c1(u3)=(l*−l)(u0−u3),
which leads to a contradiction since the left-hand side is positive and the
right-hand side is strictly negative. Namely we have on one hand v(u3) < 0
and dv*du (u3)−
dv
du (u3) \ 0, and on the other hand b*−b \ 0, b > 0, l*−l > 0,
and u0−u3 > 0. We conclude that b* < b, which completes the proof of
Theorem 3.7. L
4. MONOTONICITY AND ASYMPTOTIC PROPERTIES
In this section, we derive some important asymptotic properties of the
nonclassical trajectories. First we check that the critical diffusion remains
finite.
Theorem 4.1. With the notation of Theorem 3.7, we have:
(1) bÃ(u0) <. for all u0.
(2) Moreover, there exists a traveling wave connecting u0 to u2=
jÃ(u0) for the critical diffusion b=bÃ(u0).
Proof. Consider some value u0 > 0 together with the corresponding
values jÃ(u0) and lÃ(u0)=
f(jÃ(u0))−f(u0)
j
Ã(u0)−u0
. By Theorem 3.3, for each given
l ¥ (lÃ(u0), l.(u0)], there exists a nonclassical trajectory denoted by a
uW v(u) and connecting u0 to some u2 with
l=
f(u2)−f(u0)
u2−u0
, u2 < jÃ(u0), b=b(u0, u2).
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On the other hand, taking any ug0 > u0 and l*=
f(ug0 )−f(u
g
1 )
ug0 −u
g
1
where ug1=
jÃ(u0), it easy to check from (3.1) that for all b* sufficiently large,
m(ug1 , l*, b*) remains real and
m(ug1 , l*, b*) < 0.
Then, for large values of the parameter b* and for the values ug0 and l*, let
us consider the trajectory uW v*(u) arriving at ug1 and satisfying
lim
uQ u+1
v*(u)
u−ug1
=m(ug1 , l*, b*) c2(u
g
1 ) < 0.
Two different situations should be distinguished. L
Case 1. The curve v* crosses the curve v at some point u3 where
ug1 < u3 < u0, v(u3)=v*(u3),
dv
du
(u3) \
dv*
du
(u3).
Comparing the equation (3.6) valid for both v and v*, we get
v(u3) 1dv*du (u3)−dvdu (u3)2+(b*−b) b(u3)c1(u3) v(u3)
=G −u(u3, u
g
0 , l*)−G
−
u(u3, u0, l).
In view of our assumptions and since v(u3) < 0 we conclude that, in this
first case, b < b*.
Case 2. v* does not cross v on the interval (ug1 , u0).
Then, necessarily the trajectory v* crosses the u-axis at some point
u4 ¥ (ug1 , u0]. Integrating the equation (3.6), satisfied by the function v, on
the interval [u2, u0] we obtain
b F u2
u0
b(u)
c(u)
v(u) du=G(u2, u0, l)−G(u0, u0, l).
On the other hand, integrating (3.6) for v* over [ug1 , u4] we get
b* F u
g
1
u4
b(u)
c(u)
v*(u) du=G(ug1 , u
g
0 , l*)−G(u4, u
g
0 , l*).
Since, by assumption,
F u2
u0
b(u)
c(u)
v(u) du > F u
g
1
u4
b(u)
c(u)
v*(u) du,
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we deduce from the last two equations that
b [ b*
G(u2, u0, l)−G(u0, u0, l)
G(ug1 , u
g
0 , l*)−G(u4, u
g
0 , l*)
[ Cb*,
where C is a constant independent of u2. More precisely, u2 describes a
small neighborhood of jÃ(u0), while u
g
0 and u4 remain fixed.
Finally, we conclude that in both cases
b(u0, u2) [ CŒb*,
where b* is a large (the condition depends on u0 only) diffusion and CŒ is
independent of the right-hand state u2 under consideration. Hence we have
obtained an upper bound for the function u2 W b(u0, u2). This completes the
proof of the first statement in the theorem.
The second statement is a consequence of the fact that b(u0, u2) remains
bounded as u2 tends to jÃ(u0) and of the continuity of the traveling wave v
with respect to the parameters l and b, i.e., we can define
v( · , u0, bÃ(u0))= lim
u2 Q j
Ã(u0)
v( · , u0, b(u0, u2)). L
The function bÃ(u0) is a function of u0 > 0 mapping the interval (0,.)
onto some interval [bÃ, bÃ] where 0 [ bÃ [ bÃ [.. The values bÃ and bÃ
correspond lower and upper bounds for the critical diffusion, respectively.
The following theorem shows that the range of the function bÃ(u0) has
the form [0, bÃ]. Hence, for u0 fixed, a nonclassical trajectory can be found
when the diffusion is too large. On the other hand, for a fixed diffusion,
one can always find a nonclassical trajectory provided the left-hand state is
taken to be sufficiently small.
Theorem 4.2. With the notation of Theorem 3.7, we have bÃ=0. More
precisely, the asymptotic behavior of bÃ(u0) as u0 Q 0 is described as follows:
(1) If f −−−(0) ] 0, then bÃ(u0) ’ ou0, with o := f
−−−(0)
4`2 d(0)
.
(2) If f −−−(0)=0, then bÃ(u0)=o(u0).
Example 4.3. Returning to Example 2.4 of a cubic flux and a linear
diffusion and dispersion, we obtain for u0 > 0 and for all u2 ¥ [−u0/2, u0]
b(u0, u2)=
3
2`2
(u0−`4u22+4u0u2+u20). (4.1)
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This function increases monotonically in u2 from the value 0 to the critical
diffusion value
bÃ(u0)=
3u0
2`2
.
In this case, the function bÃ is a linear function and so the extreme critical
values are bÃ=0 and bÃ=+..
Proof of Theorem 4.2. To estimate the function bÃ(u0) as u0 Q 0, we
aim at comparing it with a function bÃg determined explicitly from the cubic
function f* associated with the given flux f by Taylor expansion near
u0=0. We will rely on Example 4.2, which provides the critical diffusion
associated with f* explicitly. L
Case 1. First, we assume that f −−−(0) ] 0. Consider some value u0 > 0
and the corresponding speed l=lÃ(u0) so that, with the notation
(2.4)–(2.15) introduced earlier, u2=u1=jÃ(u0).
A straightforward Taylor expansion for the function G(u) :=
G(u, u0, lÃ(u0)) yields
G(u)−G(u2)=c(u2) fœ(u2)
(u−u2)3
6
+(f −−−(0) c(0)+g(|u2 |+|u|))
(u−u2)4
24
=
(u−u2)3
24
(a(3u2+u)+o(|u2 |+|u|)),
where a :=f −−−(0) c(0), limuQ 0 g(u)=0 and limuQ 0
o(u)
u =0. Since f
−−−(0) ] 0,
it is not difficult to see that u2=jÃ(u0)=−(1+g(u0)) u0/2 (as is the case
for the cubic flux f(u)=u3). As a consequence, for all u ¥ [u2, u0] we have
the inequalities 4u2 < u+3u2 < u0+3u2=u2(1+g(u0)). So we arrive at
:G(u)−G(u2)−a(u+3u2) (u−u2)324 : [ g(u0) a |u+3u2 | (u−u2)
2
24
. (4.2)
Now, given some small e > 0, we can assume that u0 is sufficiently small
so that
(i) g(u0) < e,
(ii) c(0)(1− e) [ c(u) [ c(0)(1+e) for all u ¥ [u2, u0],
(iii)
b(0)
c(0)
(1− e) [ b(u) [
b(0)
c(0)
(1+e) for all u ¥ [u2, u0],
(iv) −
u0
2
(1+e) [ u2 [ −
u0
2
(1− e).
(4.3)
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Consider the cubic function f −−−(0) u3/6, associated with the flux f in the
neighborhood of 0. More precisely, introduce the flux f* given by
f*(u)=k
u3
6
, k=(1+e) f −−−(0). (4.4)
Consider also the diffusion b*(u)=b(0), the dispersion c*(u)=c(0),
cg1 (u)=c1(0), c2(u)=c2(0), and the corresponding function G* defined by
G −g(u)=(f*(u)−f*(u
g
0 )−f
−
g(u2)(u−u
g
0 ) c*(u),
where we select the point ug0=−2u2. In other words, the left-hand state u
g
0
(of the traveling wave associated with f*) is determined from the right-
hand state u2 (of the traveling wave associated with f). A straightforward
calculation yields the expression
G*(u)−G*(u2)=
a(1+e)
24
(u+3u2)(u−u2)3. (4.5)
In view of Example 4.3, the critical diffusion function bÃg associated with
the flux f* is found to be
bÃg(u
g
0 )=
`k
4`2 d(0)
ug0 . (4.6)
For the value b* :=bÃg(u
g
0 ), there exists a traveling wave trajectory (for the
flux f*, the diffusion function b*, the dispersion function c* defined earlier)
connecting ug0 to u
g
2 :=u2, which we will denote by v*=v*(u). By defini-
tion, in the phase plane it satisfies
v*
dv*
du
(u)+bÃg
b*(u)
cg1 (u)
v*(u)=G*Œ(u). (4.7)
Consider also the traveling wave trajectory v=v(u) associated with the
flux f and the diffusion b :=bÃ(u0) and connecting u0 to u2. First of all, in
the easy case that bÃ(u0)(1− e) < b
Ã
g(u0), we immediately obtain the desired
inequality:
bÃ(u0) [ (1+2e) bÃg(ug0 ) [ (1+2e)
`k
4`2 d(0)
ug0
then using (4.3iv) and (4.4),
bÃ(u0) [ (1+2e)
`k
4`2 d(0)
u0(1+e) [ (1+Ce)
`f −−−(0)
4`2 d(0)
u0,
which is an upper bound for the critical diffusion.
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Let us now assume that bÃ(u0)(1− e) > b
Ã
g(u
g
0 ) and derive a similar
inequality on bÃ(u0). It follows from (3.2) that
dv
du
(u2)=m(u2) c2(u2) [
−1
1− e
bÃg(u
g
0 )
b(0)
c1(0)
(1− e)
=m*(u2) c
g
2 (u2)=
dv*
du
(u2).
This indicates how the trajectories leave from the point u2: v is locally
below v*. Suppose that the two trajectories meet for some first value
u3 ¥ (u2, u0], so v(u3)=v*(u3) with necessarily dvdu (u3) \
dv*
du (u3). From the
equations (3.6) satisfied by v=v(u) and v*=v*(u), we deduce
v(u3)2
2
+b F u3
u2
v(u)
b(u)
c1(u)
du=G(u3)−G(u2),
and
v*(u3)2
2
+b* F u3
u2
v*(u)
b(u)
c1(u)
du=G*(u3)−G*(u2),
respectively. Subtracting these two equations and using (4.2) and (4.5), we
obtain
b F u3
u2
v(u)
b(u)
c1(u)
du−b* F u3
u2
v*(u)
b*(u)
cg1 (u)
du
=G(u3)−G(u2)−(G*(u3)−G*(u2))
\ (g(u0)− e)
a
24
(u3+3u2)(u3−u2)3. (4.8)
However, by assumption and using (4.3), the right-hand side of (4.8) is
positive while its left-hand side is negative. We conclude that the two
curves cannot intersect, except of course at u2, and thus u
g
0 [ u0, and
necessarily
F u0
u2
|v(u)| du > F u
g
0
u2
|v*(u)| du. (4.9)
On the other hand, we have
bÃ(u0)
b(0)
c(0)
(1− e) F u0
u2
|v(u)| du [ bÃ(u0) F
u0
u2
b(u)
c1(u)
|v(u)| du=G(u2)−G(u0).
(4.10)
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Now, using (4.3iii) we obtain |3u2+u0 | [
u0
2 (1+3e) [ |u2 |
1+3e
1− e and |u2−u0 | [
u0
2 (3+e) [ |u2 |
3+e
1− e. Based on these inequalities, we deduce from (4.2) that
G(u2)−G(u0) [
a
24
|u2 |4 (1+e)(1+3e)(3+e)3 (1− e)−4
[
9a
8
|u2 |4 (1+ce), (4.11)
for some c > 0.
Concerning the second curve, v*=v*(u), we have
bÃg(u
g
0 )
b(0)
c1(0)
F u
g
0
u2
|v*(u)| du=G*(u2)−G*(u
g
0 )
=(1+e)
9a
8
u42. (4.12)
Combining (4.9)–(4.12) we get
bÃ(u0)
b(0)
c1(0)
(1− e) [
b(0)
c1(0)
bÃg(u
g
0 )
(1+ce)
(1+e)
.
Hence we conclude that
bÃ(u0) [ (1+cŒe) bÃg(u*0)
[ (1+ce)
`f −−−(0)
4`2 d(0)
u0, (4.13)
which therefore holds in all cases.
Exactly the same analysis as before but based on the cubic function
f*(u)=ku3 with k=(1− e) f −−−(0) (reversing the role of f* and f,
however), we could also derive the following inequality (for sufficiently
small u0):
bÃ(u0) \
`f −−−(0)
4`2 d(0)
u0(1−Ce). (4.14)
The proof of the first item is complete since e is arbitrary in (4.13)–(4.14).
Case 2. Consider now the case f −−−(0)=0.
A straightforward Taylor expansion gives that for u ¥ [u2, u0]
G(u)−G(u2)=fœ(u3)
(u−u2)3
6
600 BEDJAOUI AND LEFLOCH
for some u3 ¥ (u2, u). Since G(u) < G(u2), we have also fœ(u3) < 0. By
assumption, u3 ¥ (u2, 0) and fœ(u3)=O(u33)=O(u32). Then we can write
|G(u)−G(u2)| [ C |u2 |3 (u−u2)3, (4.15)
where C is a positive constant. For e > 0 fixed and in a sufficiently small
neighborhood of u0=0, we have
(i) u20 < e,
(ii) Cu22 < e,
(iii) c(0)(1− e) [ c(u) [ c(0)(1+e) for all u ¥ [u2, u0],
(iv)
b(0)
c1(0)
(1− e) [
b(u)
c1(u)
[
b(0)
c1(0)
(1+e) for all u ¥ [u2, u0].
(4.16)
Consider the function f*(u)=k u
3
6 where k > 0 will be chosen later, and
the functions c*, b* and G* defined earlier and we still use ug0=−2u2.
Consider the corresponding trajectory connecting ug0 to u2. On the interval
u ¥ [u2, ug0], we get
G*(u)−G*(u2)=
kc(0)
24
(3u2+u)(u−u2)3 [
kc(0)
6
u2(u−u2)3 (4.17)
Combining (4.15) and (4.17), we get
G(u)−G(u2)−(G*(u)−G*(u2)) \ 1kc(0)6 −Cu22 2 |u2 | (u−u2)3
\ 1kc(0)
6
− e2 |u2 | (u−u2)3 (4.18)
for all u ¥ [u2, u0]. By choosing k=6e/c(0), the right-hand side of (4.18) is
positive. By assuming
bÃ(u0)(1− e) > b
Ã
g(u
g
0 ),
one can prove as in the case f −−−(0) ] 0 that the two trajectories under
consideration cannot meet. Then necessarily ug0 [ u0 and (4.9) holds.
On the other hand, rewrite the estimates (4.15) and (4.17) in the form
G(u2)−G(u0) [ C 278 |u2 |
3 u30
=CŒ |u2 |3 u30
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and
G*(u2)−G*(u0) \
k
6
c(0) |u2 | (u
g
0 −u2)
3
\ 27e |u2 |4.
Combining these inequalities as was done in the case f −−−(0) ] 0, we obtain
bÃ(u0)(1− e) [
CŒ |u2 |3 u30
27e |u2 |4
bÃg(u
g
0 ) [
CŒu30
27e |u2 |
bÃg(u
g
0 ).
Since bÃg(u
g
0 )=3`k/3`2 ug0 , and using (4.16i), we deduce that
bÃ(u0) [ Ceu0, (4.19)
where C is some positive constant. The estimate (4.19) also holds if
bÃ(u0(1− e)) [ bÃg(ug0 ),
and the proof of Theorem 4.3 is thus completed.
5. CLASSICAL AND NONCLASSICAL TRAJECTORIES:
PROOF OF THEOREM 2.3
We begin this section by studying classical trajectories. Given some
u0 > 0 and b > 0, we study the existence of the (classical) traveling waves
connecting u−=u0 to u+=u1; see the notation (2.4)–(2.15). The shock
speed here lies in the interval l ¥ (lÃ(u0), fŒ(u0)).
According to the results in Sections 3 and 4, for u0 > 0 fixed, we obtain a
diffusion value for each speed (in some range) so we can consider the
mapping
lW b(l, u0),
which is defined and strictly decreasing from the interval [lÃ(u0), l.(u0)]
onto [0, bÃ(u0)]. Hence this mapping admits an inverse function
bW l(u0, b)
defined from the interval [0, bÃ(u0)] onto [lÃ(u0), l.(u0)]. By construc-
tion, given any b ¥ (0, bÃ(u0)) there exists a nonclassical traveling trajec-
tory (associated with the shock speed l(b, u0)) leaving from u0 and solving
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the equation with the prescribed diffusion b. The function l(b, u0) is
extended to arbitrary values b by setting
l(b, u0)=lÃ(u0) for all b \ bÃ(u0).
Theorem 5.1. Fix some u0 > 0 and b > 0. For every speed satisfying
l(b, u0) < l [ fŒ(u0), there exists a unique traveling wave connecting u−=u0
to u+=u1.
Moreover, in the case that b \ bÃ(u0) there also exists a traveling wave
connecting u−=u0 to u+=u1 for all l ¥ [lÃ(u0), fŒ(u0)].
Proof. We first treat the case b [ bÃ(u0). Consider the function
uW v−(u, l, b) defined on [u1, u0] that was introduced earlier in the proof
of Lemma 3.5. We have either v−(u1, l, b)=0 and the proof is completed,
or else v−(u, l, b) < 0. In the latter case, the function v− is a solution of
(3.6) that extends further on the left-hand side of u− in the phase plane. On
the other hand, this curve cannot cross the nonclassical trajectory uW
(u, v(u)) connecting u−=u0 to u+=jÅ(u0, b). Indeed, by Lemma 3.2 we
have
m(u0, l, b) [ m(u0, l(u0, b), b).
If the two curves would cross, there would exist u* ¥ (jÅ(u0, b), u1) such
that
v(u*)=v−(u*) and
dv
du
(u*) [
dv−
du
(u*).
By comparing the equations (3.6) satisfied by these two trajectories, we get
v(u*) 1dv
dv
(u*)−
dv−
du
(u*)2=(l−l(u0, b))(u*−u0) c(u*). (5.1)
This leads to a contradiction since the right-hand side of (5.1) is positive
while the left-hand one is negative. We conclude that the function v− must
cross the u-axis at some point u3 with u2 < jÅ(u0, b) < u3 < u1. The curve
uW v−(u, l, b) on the interval [u3, u0] corresponds to a solution yW u(y)
of (2.3) in some interval (−., y3] with uy(y3)=0 and
v−y (y3)=g(u(y3), l)−g(u0, l)=
GŒ(u3)
c(u3)
, (5.2)
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which is positive by (2.17). Thus uyy(y3) > 0 and, necessarily, u(y) > u3 for
y > y3. Indeed, assume that there exists y4 > y3, such that u(y4)=
u(y3)=u3. Then multiplying (2.3ii) by v− and integrating over [y3, y4], we
obtain
v2−(y4)+b F
y4
y3
d(u(y)) v−(y)2 dy=G(u3)−G(u3)=0.
This would means that u(y)=u3 for all y, which is excluded since u−=u1.
Now, since u [ u0, we deduce that u is bounded. Finally, by integration
on (−., y], we get
v2−(y)+b F
y
−.
d(u(y)) v−(y)2 dy=G(u(y))−G(u0).
This implies that v is bounded and that the function u is defined on the
whole line R. When yQ+., the trajectories (u, v) converges to a critical
point which can only be (u1, 0).
Consider now the case b > bÃ(u0). The proof is essentially same as the
one given above. However, we replace the nonclassical trajectory with the
curve uW v+(u) defined on the interval [u2, u1]. For each l fixed in
(lÃ(u0), fŒ(u0)) (since b > bÃ(u0)) and thanks to Remark 3.6, the function,
w=v+−v− (defined in Section 3 with v−(u, l, b) and v+(u, l, b) and
extended to l ¥ (fŒ(u2), fŒ(u0))) satisfies w(b) < 0. On the left-hand side of
u1, with the same argument as in the first part above, we can prove that the
extension of v− does not intersect v+ and must converge to (u1, 0). Finally
the case l=lÃ(u0) is reached by continuity. L
Theorem 5.2. If lÃ(u0) < l < l(u0, b), then there is no traveling wave
connecting u−=u0 to u+=u1.
Proof. Assume that there exists a traveling wave connecting u0 to u1. As
in Lemma 3.3, we prove easily that such a curve must approach (u0, 0)
from the quadrant Q1 and coincides with the function v− on the interval
[u1, u0]. On the other hand, as in the proof of Theorem 5.1, we see that
this curve does not cross the nonclassical trajectories. On the other hand,
Lemma 3.2 gives m(u0, l, b) \ m(u0, l(u0, b), b), thus, the classical curve
remains under the nonclassical one. So v−(jÅ(u0, b)) < v(jÅ(u0, b)), where
(u, v(u)) denotes the nonclassical trajectory. Assume now that the curve
(u, v−(u)) meets the u-axis for the first time at some point (u3, 0) with
u3 < jÅ(u0, b) < u2. The previous curve defined on [u3, u0] corresponds to
a solution yW u(y) of (2.3), defined on some interval (−., y3] with
uy(y3)=0 and uyy(y3) > 0. Thus vy(y3) satisfies (5.2) and is negative, by
(2.17). This implies that uyy(y3) < 0 which is a contradiction. Finally, the
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trajectory remains under the u-axis for u < u2, and cannot converge to any
critical point. L
Let us return to the nonclassical traveling waves but regarding now b as
a fixed parameter. We define the kinetic function for nonclassical shocks,
(u0, b)W jÅ(u0, b)=u2,
where u2 denotes the right-hand state of the nonclassical trajectory. So we
have
f(u0)−f(u2)
u0−u2
=l(u0, b). (5.3)
Note that jÅ(u0, b) makes sense for all u0 ¥ R but b < bÃ(u0). According to
Theorem 5.1, this function can be extended to all values of b by setting
jÅ(u0, b)=jÃ(u0) for all b \ bÃ(u0). (5.4)
The following is an important property of the kinetic function:
Theorem 5.3. For each b > 0, the mapping u0 W jÅ(u0, b) is strictly
monotone decreasing.
Proof. Fix u0 > 0, b > 0, l=l(u0, b) and u2=jÅ(u0, b). First suppose
that b \ bÃ(u0). Then for all ug0 > u0, since jÃ is known to be strictly
monotone, it is clear that
jÅ(ug0 , b) [ jÃ(ug0 ) < jÃ(u0)=jÅ(u0, b).
Suppose now that b < bÃ(u0). Then, for u
g
0 > u0 in a neighborhood of u0
the speed l*=f(u
g
0 )−f(u2)
ug0 −u2
satisfies l* ¥ (lÃ(ug0 ), l.(ug0 )). Then, there exists a
nonclassical traveling wave connecting ug0 to u2 for some b*=b(u
g
0 , u2).
The second statement in Theorem 3.7 gives b* > b. The first statement in
Theorem 3.7 gives jÅ(ug0 , b*) < j
Å(ug0 , b) and the proof of Theorem 5.3 is
completed. L
Remark 5.4. Observe finally that from Theorem 5.3, we immediately
deduce the monotonicity of the shock speed as a function of u0.
Proof of Theorem 2.3. The results in Sections 3 to 5 provide us with the
existence and uniqueness of the nonclassical shocks, while Theorems 5.1
and 5.2 are concerned with the classical trajectories. These results prove
that the shock set (see Section 2) is given by (2.9)–(2.10).
On the other hand, the monotonicity properties of the kinetic function
and the shock speed are provided by Theorem 5.3 and Remark 5.4, while
the asymptotic behavior was the subject of Theorem 4.3. L
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