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ABSTRACT 
 An underlying assumption of contextual cueing experiments is that repetition of a display 
will elicit contextual cueing, irrespective of the particular arrangement of items in the display. 
However, there is reason to doubt this assumption; a number of display properties have been 
shown to predict response times in visual search experiments, including target eccentricity, target 
quadrant, visual crowding, and visual clutter. The effects of display properties may therefore 
limit the interpretability of contextual cueing effects that do not control for differences in these 
variables. Further, display properties may be linked to the memorability of a display. If this is the 
case, then it may be possible for displays with certain properties to facilitate or inhibit context 
learning, because such displays are more or less memorable. The present study sought to 
estimate the impact of the confounding influence of display properties on RTs in the contextual 
cueing task. A multiple regression analysis of a large contextual cueing data set confirmed that 
target eccentricity, target quadrant, and visual clutter impact response times in the contextual 
cueing task. The first simulation study showed that significant group-level contextual cueing 
effects are unlikely to arise in the absence of context learning. However, display properties can 
influence the size of effects analyzed at the level of individual displays. A second simulation 
study investigated a variety of parameters that may influence RTs in the contextual cueing task. 
Surprisingly, the strength of association between display properties and display memorability 
was not predictive of contextual cueing. However, the mean of the memorability score 
distribution, the probability of a learned display showing an effect, and the magnitude of the 
effect were all predictive of contextual cueing. Crucially, interactions between these variables 
suggest that contextual cueing may reflect small effects that occur somewhat frequently or larger 
effects that occur infrequently, but not somewhere in between. 
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CHAPTER 1: INTRODUCTION 
 
 In contextual cueing experiments, participants are consistently faster at finding targets 
embedded in spatial configurations they have seen before (i.e., repeated displays), compared with 
spatial configurations they have never seen (i.e., novel displays; Chun & Jiang, 1998). The 
contextual cueing effect is the difference between the mean response time (RT) for novel 
displays and the mean RT for repeated displays. This difference, which reflects faster visual 
search after learning repeated spatial context, can be calculated at different scales. Typically, the 
contextual cueing effect is reported at the group level, averaging across all the participants in the 
experiment (e.g., Brady & Chun, 2007). Some recent work, however, has considered the 
contextual cueing effect at the level of an individual participant or an individual display (Annac 
et al., 2019; Colagiuri & Livesey, 2016; Lleras & von Mühlenen, 2004; Schlagbauer et al., 2012; 
Smyth & Shanks, 2008). Regardless of the scale, an underlying assumption of these calculations 
is that displays are interchangeable; that is, repetition of any display will elicit contextual cueing 
irrespective of the particular arrangement of items in the display. If this is true, then displays can 
be randomly generated at the beginning of the experiment without constraints on the properties 
of those displays. However, there is reason to doubt that all displays will show similar effects; a 
number of display properties have been shown to predict RTs in visual search experiments, 
including target eccentricity (Carrasco et al., 1995; Wolfe et al., 1998), target quadrant (Gilchrist 
& Harvey, 2006), visual crowding (Wertheim et al., 2006), and visual clutter (Rosenholtz et al., 
2007).  
 First, RTs tend to be faster when targets are near the center of the display, compared with 
more peripheral targets (Carrasco et al., 1995; Wolfe et al., 1998). Second, since Westerners are 
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accustomed to reading from top to bottom and from left to right (e.g., Ferretti et al., 2008), RTs 
are often faster when targets are in the top-left quadrant of the screen than in the bottom-right 
(Gilchrist & Harvey, 2006). Third, when targets are isolated from distractors, they are generally 
found more quickly than targets immediately surrounded by distractors (Wertheim et al., 2006). 
Finally, displays that are not cluttered with objects and features typically yield faster RTs than 
cluttered displays (Rosenholtz et al., 2007). These findings imply that, all other things being 
equal, displays with optimal properties will yield faster RTs than other displays—even if the 
displays are unlearned.  
 When calculating the difference in RTs between conditions of the contextual cueing task, 
the effects of display properties are necessarily lumped in with the effect of context learning. No 
previous contextual cueing study has attempted to control for variation in display properties. 
Especially for studies with small sample sizes, in which differences between displays do not 
necessarily average out, variation in display properties limit how the contextual cueing effect can 
be interpreted. For example, some participants may receive a disproportionately large number of 
optimal displays in the repeated condition, thereby inflating the group-level contextual cueing 
effect. Conversely, some participants who exhibit contextual cueing may be slowed down by 
suboptimal displays. As a result, the group-level contextual cueing effect is reduced. Indeed, 
previous work showed considerable variability between participants in the size of their 
contextual cueing effects (Lleras & von Mühlenen, 2004). More recent work found that 
individual differences between participants do not predict the amount of time savings attributable 
to contextual cueing (Ballew et al., in preparation). This suggests that differences between 
participants may be due instead to differences in the properties of the displays they receive. 
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 Another concern is whether displays with certain properties can facilitate or inhibit 
context learning. It may be easier to learn some displays through repeated exposure because their 
properties are more memorable. If this is true, then the contextual cueing effect will be boosted 
for displays with optimal properties. Conversely, effects will diminished for displays with 
suboptimal properties. There is a burgeoning literature concluding that not all displays show 
evidence of contextual cueing (Annac et al., 2019; Colagiuri & Livesey, 2016; Schlagbauer et 
al., 2012; Smyth & Shanks, 2008). This provides further evidence that the size of the contextual 
cueing effect is dependent on the particular displays that participants receive. 
 Finally, it is important to consider the mechanism underlying contextual cueing, and how 
this mechanism relates to the magnitude of the effect. When the spatial context of a display is 
recognized during a trial, visual attention can be deployed to the target location earlier (Chun & 
Jiang, 2003). This results in a smaller number of fixations per display in the repeated condition 
than in the novel condition (Annac et al., 2019; Peterson & Kramer, 2001; Tseng & Li, 2004). 
When calculated at the group-level, the contextual cueing effect is generally smaller than the 
time it takes to make a single saccade (Gilchrist, 2011). If all repeated displays show a contextual 
cueing effect, then the group-level effect should be at least as large as the duration of a saccade. 
Since this is not the case for most reported effects (e.g., Chun & Jiang, 1998; Colagiuri & 
Livesey, 2016), this suggests that there are time savings in RTs only for a fraction of displays, or 
that the effect manifests less frequently for some displays than others.  
 None of these issues have been addressed in previous work on contextual cueing. Thus, 
the present study sought to estimate the impact of the confounding influences of display 
properties on RTs in the contextual cueing task. Toward this end, a large data set from a 
previously-conducted contextual cueing experiment was re-analyzed with this focus in mind. 
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This experiment was conducted specifically to replicate the findings in Experiment 1 of Chun 
and Jiang (1998), and display property variables were saved alongside response variables. Thus, 
this data set permitted high-powered analyses of the relationship between display properties and 
the contextual cueing effect. Statistics gathered from these analyses were then used as parameters 
in two simulation studies. The first simulation study addressed concerns that significant 
differences between display conditions could arise even in the absence of context learning. The 
second simulation study explored a variety of parameters that may influence RTs in the 
contextual cueing task, and evaluated the plausibility of contextual cueing effects arising under 
various conditions. 
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CHAPTER 2: CONTEXTUAL CUEING EXPERIMENT 
 
 The original purpose of the contextual cueing experiment was to replicate Experiment 1 
of Chun and Jiang (1998). Importantly for the current study, the response variables and display 
variables were saved during the experiment. This permitted new analysis of the time savings 
attributable to context learning in the repeated condition, as well as time savings attributable to 
display effects in the novel condition, where context learning is unavailable.  
Methods 
Participants 
A total of 170 participants (111 female, 59 male, mean age = 19.0 years) took part in the 
study. All of the participants were undergraduates at the University of Illinois at Urbana-
Champaign. They were given course credit as compensation for their participation. All 
participants self-reported normal or corrected-to-normal visual acuity and normal color vision. 
None of the participants were aware of the purpose of the study. 
Exclusion Criteria 
 Participants were excluded from analysis if, due to technical error or experimenter error, 
they did not complete the experiment. Ten participants were excluded for this reason. 
Participants were also excluded if they had an error rate of 20% or higher on the contextual 
cueing task. This cutoff was chosen to match the cutoff used in Experiment 1 of Chun and Jiang 
(1998). Seven participants were excluded for this reason. Thus, for the current data analysis, 153 
participants (101 female, 52 male, mean age = 19.0) were included. 
For the participants that were included in the study, response times on contextual cueing 
trials that exceeded 4000 milliseconds were discarded—again, per the procedure in Chun and 
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Jiang (1998). Only 17% of participants had trials that were excluded for this reason. Among this 
subset of participants, an average of 2.2 trials were excluded due to timeout. Incorrect trials for 
participants remaining in the study were also discarded. The mean percentage of trials discarded 
per participant for this reason was 2.51%. 
Design and Procedure 
The design of the contextual cueing task was identical to Experiment 1 in Chun and Jiang 
(1998), with two small exceptions described below. Before the test began, the search displays 
were generated. The search displays were different for each participant. The target was a T-
shaped stimulus rotated either 90 or 270 degrees. The search array was an invisible 8-by-6 grid. 
Thus, there were 48 possible locations. Twelve of these locations were chosen as target locations 
that appeared only in the repeated condition; a different twelve were chosen as target locations 
for the novel condition. The remaining 24 locations were used as target locations for the practice 
block. The distractor was an L-shaped stimulus rotated either 0, 90, 180, or 270 degrees. There 
were 11 distractor locations chosen for each display. These locations could be selected from any 
of the remaining 47 locations. The distractor locations associated with a certain target location in 
the repeated displays were preserved across blocks. In contrast, the locations of the distractors in 
the novel displays were free to vary from block to block. 
The target orientation was free to vary (either 90° or 270°) across blocks in both 
conditions. This was done so that a given display was not associated with a given response. 
However, the target color was preserved across blocks in both conditions. In repeated displays, 
the color and orientation of distractors were also preserved across blocks. In novel displays, these 
variables were random across blocks. The displays were heterogeneously colored, with the 
constraint that there be an equal number of items of each of the four colors used (red, blue, 
7 
 
yellow, and green) in each display. Examples of one display in each condition, as they were 
presented over the course of the task, are illustrated in Figure 1. None of the displays were 
identical to other displays within the same condition or between conditions, nor were they 
identical to the practice displays. 
 
 
Figure 1. Examples of two displays used in the contextual cueing task: a repeated display and a 
novel display. The illustration shows how each display looked as it was presented multiple times 
over the course of the task. Note that the distractors remained the same over time in the repeated 
displays, but not in the novel displays. The target is circled here, for illustrative purposes. Note, 
however, that the target was not circled during the search task. 
 
 
 
 The participants were given instructions about the search task and were shown examples 
of the stimuli. In addition, participants were instructed to view the search display passively, 
allowing the target to “pop out” from among the distractors. This instruction has been shown to 
induce positive contextual cueing effects more reliably than allowing the participants to choose 
their own (typically active) search strategies spontaneously (Lleras & von Mühlenen, 2004). 
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Note that no such instruction was given to participants in Chun & Jiang (1998). Crucially, the 
participants were not told that some of the displays would repeat.  
 The first block was a practice block. None of the displays presented during practice were 
presented during the remainder of the test. After the practice, each of the remaining 25 blocks 
contained 12 repeated trials and 12 novel trials. The presentation order of the trials was 
randomized for each block. This was done to counter any order effects that might have otherwise 
arisen. Note that the current experiment used fewer than the 30 blocks used in Chun & Jiang 
(1998). This decision was made to shorten the overall experiment, which included other tasks not 
described here. Importantly, previous work has shown that the contextual cueing effect can be 
observed in paradigms with shorter durations (e.g., Kroell, 2019; Travis et al., 2013). 
A trial began with the participant pressing the spacebar. A central fixation dot then 
appeared and remained on screen for 500 milliseconds. After that, the search display was 
presented. As quickly and as accurately as possible, the participant searched for the target and 
identified whether the stem of the target was pointing to the left or right. The participant 
responded by using the “z” and “/” keys on the keyboard, respectively. The display remained on 
screen until a response key was pressed or seven seconds had elapsed. Auditory feedback was 
given in the form of a short, high-pitched tone for correct responses. A longer, lower-pitched 
tone was presented for incorrect responses. The screen was then cleared in preparation for the 
next trial, which began after a one-second blank. After each block, there was a mandatory 10-
second break. After this break, the participant could rest further or press the spacebar to begin the 
next block. Accuracy and response time was recorded on each trial. 
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Apparatus and Stimuli 
The contextual cueing search array subtended approximately 37.2-by-28.3 degrees in 
visual angle. The background was gray (RGB values: [120,120,120]), and the stimuli were 
presented in red, blue, yellow, and green. Each stimulus subtended approximately 2.3-by-2.3 
degrees in visual angle. The stimuli were jittered randomly in steps of 0.2 degrees within a range 
of ± 0.8 degrees of visual angle along the vertical and horizontal axes. The jitter was preserved 
across blocks for repeated displays and was random across blocks for novel displays. 
Results 
Group-Level Contextual Cueing Effects 
Group-level mean RTs in the contextual cueing task, as a function of epoch and 
condition, are illustrated in Figure 2. The results of a two-way repeated-measures ANOVA on 
RTs are as follows. There was a significant main effect of condition (F(1,152) = 338.12, p < 
.001, partial omega squared = 0.69), which indicates that mean RTs varied between conditions. 
There was a significant main effect of epoch (F(4,608) = 670.79, p < .001, partial omega squared 
= 0.96), which indicates that mean RTs varied over time. There was also a significant interaction 
between epoch and condition (F(4,608) = 5.27, p < .001, partial omega squared = 0.12), which 
indicates that the difference between mean RTs in the novel and repeated conditions varied over 
time. These findings replicate those of Chun and Jiang (1998). The group-level contextual cueing 
effect, averaged across trials in the fifth epoch of the experiment, was 76.15 ms. 
 
10 
 
 
Figure 2. Group-level mean RTs on the contextual cueing task, as a function of epoch and 
condition 
 
 
 
Calculation of Display Properties and Display Memorability 
 The main objective of re-analyzing the contextual cueing data set was to determine the 
impact of display properties and display memorability on RTs. Thus, measures of target 
eccentricity, target quadrant, visual crowding, visual clutter, and memorability were obtained for 
each display. Target eccentricity was obtained by determining the Euclidean distance (in number 
of pixels) between the center of the display and the center of the target item. In all, there were 12 
possible eccentricities, each shared between four locations within the 6-by-8 invisible grid (see 
Figure 3). Target quadrant was obtained by determining whether the target resided in the upper-
left, upper-right, lower-left, or lower-right quadrant of the display. Given that participants tend to 
search the display from left to right and top to bottom (Ferretti et al., 2008; Gilchrist & Harvey, 
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2006), the quadrants were numbered from one to four accordingly (see Figure 4). A proxy for 
visual crowding was obtained by determining the number of distractors immediately surrounding 
the target. Note that the number of immediately adjacent spatial locations was 8 for central 
targets, but only 5 or 3 for targets along the perimeter. To control for eccentricity effects when 
obtaining measures of visual crowding, the set of adjacent spatial locations for targets along the 
perimeter was expanded to include the 8 locations with the smallest Euclidean distance from the 
target. Visual crowding was then measured as the number of distractors occupying these 8 
locations (see Figure 5). Two scalar measures of visual clutter, sub-band entropy and feature 
congestion, were obtained by running each of the display image files used in the experiment 
through the Matlab algorithms developed by Rosenholtz et al. (2007). The distributions of the 
five display property measures are illustrated in Figures 6 through 10. 
 
 
Figure 3. Eccentricity (in pixels) of each target location in the display, rounded to the nearest 
whole number. 
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Figure 4. Numbering scheme for quadrants in the display. 
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Figure 5. Examples of three target locations (presented in the darker shade of each of the three 
hues) and their nearest eight spatial locations (presented in lighter shades of the same hues). The 
dark green dot represents a central target location. Note that the nearest eight spatial locations are 
all immediately adjacent to the target. The dark red dot represents a peripheral target location 
with 3 immediately adjacent locations. The set of adjacent spatial locations for this target was 
expanded to include the next nearest 5 locations. The dark blue dot represents a peripheral target 
location with 5 immediately adjacent locations. The set of adjacent spatial locations for this 
target was expanded to include the next nearest 3 locations. 
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Figure 6. Proportion of displays in each condition of the contextual cueing experiment, arranged 
by target eccentricity. Note that the proportions are approximately equal across target 
eccentricities. 
 
 
 
 
Figure 7. Proportion of displays in each condition of the contextual cueing experiment, arranged 
by target quadrant. Note that the proportions are approximately equal across target eccentricities. 
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Figure 8. Probability density functions for feature congestion in each condition of the contextual 
cueing experiment. 
 
 
 
 
Figure 9. Probability density functions for sub-band entropy in each condition of the contextual 
cueing experiment. 
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Figure 10. Proportion of displays in each condition of the contextual cueing experiment, 
arranged by the number of distractors immediately surrounding the target. 
 
 
 
 Measures of display memorability were obtained by running the image file for each 
unique display used in the contextual cueing task through the MemNet assessor developed by 
Khosla et al. (2015). This analysis was implemented on the GANalyze framework developed by 
Goetschalckx et al. (2019). Unfortunately, since this network was trained on real-world images 
and not on abstract visual search displays, the resulting memorability scores suffered from severe 
ceiling effects; 95.28% of all memorability scores reached the ceiling of 1. Indeed, most existing 
pre-trained neural network models for estimating image memorability have been trained 
exclusively on real-world images (e.g., Bainbridge et al., 2013; Bylinskii et al., 2015), and are 
therefore unsuitable for the present study. As such, the memorability scores obtained using the 
MemNet assessor were discarded. For the second simulation described in Chapter 4, simulated 
memorability scores were created instead. 
Multiple Regression Analysis 
 Multiple regression models were constructed to predict RTs in the novel condition of the 
contextual cueing task. Constraining the data set to this condition was done to eliminate the 
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effect of context learning on RTs. As a result, variation in RTs was expected to be more strongly 
related to display properties in this condition than in the repeated condition. RTs in the multiple 
regression models were predicted as a function of factors known to contribute to RT in visual 
search tasks: block in the experiment (i.e., the practice effect), target eccentricity, target 
quadrant, visual crowding, sub-band entropy, and feature congestion. Because RTs have been 
shown to have a nonlinear relationship to block (Chun & Jiang, 2003), RTs were predicted as a 
logarithmic function of block. Further, due to small variation in absolute feature congestion 
values, these values were z-standardized prior to regression.  
 The full model was compared against reduced models, to determine which model had the 
best fit. Because the residuals were not normally distributed, the models were re-fit as 
generalized linear models with inverse Gaussian error distributions. The best-fitting model 
dropped sub-band entropy and visual crowding as factors, but retained the other factors. The 
regression equation for this model was significant (F(4, 44558) = 1211.00, p < .001), with a Cox 
& Snell pseudo R-squared of 0.11. Equation (1) depicts this model. 
 
𝑅𝑇 =  865.36 −  103.79(log (𝑋ଵ))  +  1.25(𝑋ଶ)  +  10.14(𝑋ଷ)  −  18.45(𝑋ସ)                        
+  5.10(𝑋ଵ𝑋ଷ)  −  0.03(𝑋ଶ𝑋ଷ)  +  0.06(𝑋ଶ𝑋ସ)  +  8.09(𝑋ଷ𝑋ସ)  +  𝑒                   (1) 
where RT is the predicted response time, X1 is the observed block number, X2 is the observed 
target eccentricity, X3 is the observed target quadrant, X4 is the z-standardized observed feature 
congestion, and e is an error term. 
 
 
 
Display-Level Contextual Cueing Effects 
 Contextual cueing was also examined at the level of individual displays. This was done to 
measure the amount of variability in the contextual cueing effect between displays that differed 
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in their properties. If contextual cueing occurs similarly across all repeated displays, irrespective 
of their properties, then the distribution of display-level effects should have little variability. If, 
however, some displays are more likely to show contextual cueing than others, or they show a 
larger effect, then the distribution should have a large amount of variability. 
 Display-level contextual cueing effects were calculated by the following process. First, 
analysis was restricted to RTs in the fifth epoch of the experiment, where the difference between 
the novel and repeated conditions was the largest (see Figure 2). Second, the mean RT in the 
novel condition was calculated individually for each participant. Third, for each participant, the 
mean RT for each of their repeated displays was calculated. Finally, the mean RT for the 
repeated display was subtracted from the mean RT of the novel displays, yielding the display-
level contextual cueing effect. This process is analogous to the process for calculating the group-
level contextual cueing effect, and has been used broadly in recent studies of display-level 
effects (e.g., Schlagbauer et al., 2012; Smyth & Shanks, 2008).  
 The distribution of the display-level effects, representing 12 repeated displays for each of 
the 153 participants, is illustrated in Figure 11. This distribution has a mean of 68.74 ms and a 
standard deviation of 237.33 ms. The large amount of variability relative to the mean suggests 
that some repeated displays elicited stronger contextual cueing than others. Further, the large 
percentage of effects at or below zero suggests that, despite many repetitions, some displays did 
not elicit contextual cueing. 
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Figure 11. Probability density function of the display-level contextual cueing effects. 
 
 The contextual cueing experiment was not designed to control for display properties. As 
such, it may be misleading to calculate display-level effects by comparing repeated displays to 
novel displays with properties that differ. Doing so confounds reductions in RTs attributable to 
contextual cueing with those attributable to display properties. Therefore, a second analysis 
calculated display-level effects by comparing repeated displays to novel displays with similar 
properties. This was done by the same process as before, but limited to a smaller subset of the 
novel displays for each comparison. For any given repeated display, the goal was to compare it 
against only those novel displays that share a similar target eccentricity, target quadrant, and 
feature congestion level. Since there is considerable variability in the distributions of these 
variables (see Figures 6 through 8), it is unlikely that any single novel display will be identical to 
any repeated display across all three dimensions. For example, if a participant received two 
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displays that share the same target eccentricity, their targets must necessarily occupy different 
quadrants (see Figure 3). Further, the feature congestion of each display is free to vary, based on 
the arrangement of its distractors. Another consideration is the small number of novel displays 
available during the fifth epoch of the experiment: an average of 58 per participant, after 
exclusions. Considering that the probability of finding an adequate number of novel displays 
with highly similar properties is low, a liberal criterion for similarity was used.   
 First, the distribution of feature congestion scores in the repeated condition was divided 
in half with a median split. The feature congestion of a given repeated display could therefore 
belong to one of these halves. Second, target quadrants 1 and 2 were grouped together as the 
faster quadrants, while target quadrants 3 and 4 were grouped together as the slower quadrants. 
A given repeated display could have a target that belonged to one of these two groups. Third, the 
six eccentricities closest to a given display’s target eccentricity were grouped together as the 
similar eccentricity group. The remaining six eccentricities were grouped together as the 
dissimilar eccentricity group. With each set of the three display properties divided in half, the 
probability of a novel display having similar properties as the repeated display, according to 
these criteria, was 1 in 8. Thus, it was expected that an average of 7.25 of the 58 novel displays 
in the fifth epoch of the experiment would have similar properties to a given repeated display. 
The results confirmed that, on average, 7.26 novel displays were similar to a given repeated 
display. The display-level contextual cueing effect was then calculated as the mean RT of these 
similar novel displays minus the mean RT of the repeated display. 
 The distribution of display-level contextual cueing effects, calculated by comparing 
displays with similar properties, is illustrated in Figure 12. This distribution has a mean of 77.10 
ms and a standard deviation of 278.17 ms. As before, the large amount of variability relative to 
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the mean suggests that some repeated displays elicited stronger contextual cueing than others. 
Also as before, there are a large percentage of effects at or below zero, suggesting that some 
displays did not elicit contextual cueing.  
 
 
Figure 12. Probability density function of display-level contextual cueing effects, calculated by 
comparing repeated displays to novel displays with similar properties. 
 
 
 There was a fairly strong correlation between the display-level contextual cueing effects 
calculated by comparing displays with similar properties and the effects calculated without this 
restriction (r = .63, p < .001). This suggests that there is consistency in the magnitude of display-
level effects, regardless of how they are calculated. However, the lack of a stronger correlation 
suggests that differences between displays can moderate the magnitude of the contextual cueing 
effect. Even when comparing repeated displays to similar novel displays, some display 
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differences remain. However, these display differences are smaller than when comparing 
repeated displays to all novel displays. This restriction therefore yields an estimate of the 
contextual cueing effect that is less influenced by display properties.  
 A t-test of the two display-level effect distributions showed that their means did not 
significantly differ (M1 = 68.74 ms, SD1 = 237.33; M2 = 77.10, SD2 = 278.17 ; t(1835) = .98, p = 
.33). Although individual display-level effects were subject to moderation based on the 
properties of the novel displays they were compared against, these differences averaged out 
across the large sample of repeated displays in this experiment. With this in mind, the second 
simulation study, described in Chapter 4, calculated display-level effects without restricting the 
set of novel displays. 
Discussion 
 The experiment replicated Experiment 1 in Chun and Jiang (1998) with a large sample 
size, and found the same pattern of results. Critically, RTs were faster in the repeated condition 
than in the novel condition. This indicates that participants had learned some amount of spatial 
context during the experiment, and were able to visually search faster when presented with 
learned displays. The properties of the contextual cueing displays were calculated, which 
permitted their influence on RTs to be estimated. In line with much previous work on visual 
search (e.g., Carrasco et al., 1995; Gilchrist & Harvey, 2006; Wolfe et al., 1998; Rosenholtz et 
al., 2007), RTs were significantly influenced by target eccentricity, target quadrant, and feature 
congestion. RTs were not predicted by sub-band entropy, as in other work (Rosenholtz et al., 
2007). This may have been due to the small variation in this dimension for relatively simple, 
abstract contextual cueing displays, compared with more complex real-world images (Asher et 
al., 2013; Henderson et al., 2009); since sub-band entropy was already low, slight increases or 
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decreases did not impact RTs significantly. RTs were also not predicted by the number of 
neighboring distractors, in contrast to previous work on visual crowding (Wertheim et al., 2006). 
This may have been due to the high level of similarity between the target and distractors. Since 
each item required foveation to determine its identity, peripheral vision could not be used to 
determine the identity of items. As a result, visual crowding did not have a detrimental effect on 
search. 
 There was a fairly strong correlation between the two distributions of display-level 
effects: those calculated by comparing repeated displays to all novel displays, and those 
calculated by comparing repeated displays only to novel displays that are somewhat similar. This 
suggests that there is consistency in the magnitude of the effect, regardless of how it is 
calculated. However, the lack of a stronger correlation suggests that differences between displays 
can moderate the magnitude of the contextual cueing effect. This moderation is relevant when 
making determinations about which displays show significant contextual cueing effects and 
which do not, as has been attempted in recent work (Annac et al., 2019; Colagiuri & Livesey, 
2016; Schlagbauer et al., 2012; Smyth & Shanks, 2008). However, differences between displays 
average out when estimating the mean of display-level effects across a large sample size. 
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CHAPTER 3: SIMULATION STUDY 1 
 
 The purpose of the first simulation study was to determine whether variability in display 
properties can give rise to significant differences between the novel and repeated conditions, 
even in the absence of context learning. If so, this limits how the contextual cueing effect can be 
interpreted. For example, some significant effects may be solely the result of differences between 
displays, and not the result of context learning. In addition, some effects may be inflated, the 
result of context learning and display properties combined. This simulation study provides an 
estimate of the frequency with which such distortions happen. 
Methods 
 For this simulation study, a population of 10,000 simulated participants was generated. 
Data for these simulated participants during the fifth epoch of the contextual cueing experiment 
were generated using the coefficients obtained from the best multiple regression model for the 
novel condition RTs (see Equation (1)). This model was used because it explicitly assumes no 
learning of displays, since each display changes across presentations. Likewise, the RTs for the 
simulated participants were generated under the assumption that no learning takes place. 
 For each simulated participant, twelve target locations were randomly chosen without 
replacement from the 48 possible locations in the display. These target locations were assigned 
to the repeated condition. Then, another twelve target locations were randomly chosen without 
replacement from the remaining 36 locations in the display, to be used in the novel condition. 
Note that this process is identical to the process for deciding target locations in the contextual 
cueing experiment described in Chapter 2. Target location defined the eccentricity and quadrant 
of the target. Feature congestion was randomly sampled from the distribution of feature 
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congestion observed for the given target location in the experiment data set. Finally, the 
simulated RT for each display in each block was generated as a linear combination of log block, 
target eccentricity, target quadrant, feature congestion, the interaction terms, and an error term 
randomly sampled from the residuals of the multiple regression model. RTs were constrained to 
be within the range observed in the experiment data set (i.e., between 91 ms and 4000 ms). If a 
simulated RT exceeded either of these boundaries, the RT was generated again with another 
randomly sampled error term. 
Results 
 Ten thousand simulated experiments apiece were conducted at sample sizes that ranged 
from 10 to 100 in steps of ten. For each simulation, a random sample at the given set size was 
drawn from the simulated population. A t-test was performed, to examine whether the mean RT 
in the repeated condition of the simulated experiment was significantly lower than the mean RT 
in the novel condition (i.e., whether the data show evidence of contextual cueing). Figure 13 
plots the percentage of experiments showing a significant difference between conditions, as a 
function of sample size. Across all sample sizes in the simulation study, the percentage of 
significant t-tests was near chance, with a tendency for the percentage to decrease as sample size 
increased. 
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Figure 13. The percentage of simulated experiments with significant t-tests, as a function of 
sample size. The dashed line represents the percentage of significant t-tests expected by chance. 
 
 
 
 Chance level was determined by the sampling distributions for mean RTs in each 
condition (see Figure 14). Note that the standard error of the distribution is smaller in the novel 
condition than in the repeated condition. This is because, by design, there are five times as many 
unique displays in the novel condition than in the repeated condition. The tails of the distribution 
for the repeated condition are thicker than those of the novel condition—and therefore more 
likely to contain means that will significantly differ from the more central means of the novel 
condition. To determine the level of chance, the 95% confidence interval of the sampling 
distribution was calculated for the novel condition. The lower boundary of this confidence 
interval was a mean RT of 921.64 ms. The z-score for this same mean RT, with respect to the 
sampling distribution for the repeated condition, was -0.88. The percentage of the sampling 
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distribution for the repeated condition below this z-score was 18.9%. The probability of a mean 
RT in the novel condition being at or above the mean of its sampling distribution is 50% Thus, 
the mean RT in the repeated condition is expected to be significantly faster than that of the novel 
condition 9.45% of the time. In light of this chance level, the percentages in Figure 13 suggest 
that variability in display properties will not give rise to significant contextual cueing effects in 
the absence of context learning at a level greater than chance. 
 
          
Figure 14. Sampling distributions for mean RTs in the novel and repeated conditions in 
Simulation Study 1. The dashed vertical lines represent the 95% confidence interval of the novel 
distribution. Note that the spread of the repeated distribution is greater than that of the novel 
condition.  
 
 
 
 When display property differences lead to significant mean RT differences between 
conditions, how large is the difference? Figure 15 plots the mean of the significant group-level 
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contextual cueing effects in the simulation study, as a function of sample size. The results show 
that the magnitude of significant differences in mean RTs decreases as sample size decreases. In 
other words, inflation of the group-level contextual cueing effect, which is the result of 
differences between displays and not context learning, is reduced by increasing the sample size. 
 
 
Figure 15. Means of the significant group-level contextual cueing effects in Simulation Study 1, 
as a function of sample size. 
 
 
 
Discussion 
 Based on the results of the first simulation study, it seems relatively rare that variability 
in display properties can lead to significant differences between conditions in the absence of 
context learning. Put another way, most observed differences between the repeated and novel 
conditions in the literature are likely due to context learning, and not random variation between 
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displays. Even so, it is worth considering that variation between displays can impact RTs, 
modulating the difference between the experimental conditions. It is widely reported in the visual 
search literature that display properties affect RTs (e.g., Wolfe et al., 1998; Rosenholtz et al., 
2007), and yet this finding has gone unaddressed in the contextual cueing literature.  
 One goal of studying contextual cueing is to estimate how much faster visual search 
becomes after spatial context is learned. For this estimate to be valid, it must only include the 
effect of context learning, and not the effects of display properties. The first simulation study 
showed that increasing sample size reduces the amount by which display properties distort 
group-level effects. Increasing the sample size of future studies will therefore yield a more 
accurate group-level contextual cueing effect. Better yet, experimentally controlling for display 
properties would greatly improve estimates. The recent trend toward examining display-level 
effects (Annac et al., 2019; Colagiuri & Livesey, 2016; Schlagbauer et al., 2012; Smyth & 
Shanks, 2008), which are more susceptible to variation between displays, demonstrates the 
importance of removing this confound from future analyses.  
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CHAPTER 4: SIMULATION STUDY 2 
 
 The second simulation study explored four parameters that may influence RTs in the 
repeated condition of the contextual cueing task. The first parameter is the strength of association 
between display properties and memorability. This parameter is of concern because some 
displays may have properties that increase their chances of being remembered. If this is true, 
then these same displays may also be more likely to elicit contextual cueing, compared with less 
memorable displays. Recent studies have found that a variety of display properties are predictive 
of memorability, including salience, object statistics, and emotionality (e.g., Isola et al., 2011; 
Khosla et al., 2015). Of note, these studies focused exclusively on real-world images with 
semantic content, such as scenes, human faces, and landscapes. Display properties with semantic 
content predict memorability considerably better than display properties without semantic 
content (Khosla et al., 2015). Memorability for images that are abstract and devoid of semantic 
content altogether, such as contextual cueing displays, has not been studied. As such, the 
relationship between display properties and memorability for such images is unknown. 
Therefore, the second simulation explored three different levels of associative strength between 
display properties and memorability: 0.2 (weak association), 0.5 (moderate association), and 0.8 
(strong association). The simulation study evaluated the impact of these different levels of 
associative strength on RTs in the contextual cueing task. Since these parameter values spanned 
a large range, this allows for interpolation to other levels of associative strength. 
 The second parameter is the mean of the memorability score distribution. Studies of 
image memorability have revealed scores ranging from 0 to 1 (e.g., Khosla et al., 2015). Again, 
it important to note that these studies have focused on real-world images. Many images from this 
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category can be expected to be reasonably memorable due to their semantic content. Contextual 
cueing displays, by contrast, are missing the semantic content that makes other images 
memorable. As such, it is likely that the inherent memorability of contextual cueing displays is 
low. Thus, the second simulation assumed three different means of the memorability score 
distribution for contextual cueing displays: 0.03, 0.06, and 0.09. 
 Another reason for choosing these particular parameter values was the expected 
relationship between memorability and the probability of learning a repeated display. The 
simulation assumed that the probability of learning a repeated display compounds with each 
exposure to the display, and that the rate of compounding is proportional to the memorability 
score of the display. The equation for the probability of learning a repeated display after a given 
number of exposures is depicted in Equation (2).    
 
𝑃் =  ൞
                                                                                                
𝑀 if 𝑇 = 1                                                                                               
𝑀 +  ෍((1 − 𝑃௧) ∗ 𝑀) otherwise
்ିଵ
௧ୀଵ
                                         (2)  
 
for all positive integers, where PT represents the probability of learning a display after T 
exposures, M represents the memorability score of the display, and t represents the current 
iteration of the summary notation. 
 
 
 
 It is important to note that the compound probability of learning a contextual cueing 
display rises quickly after the first exposure to a display. Figure 16 illustrates this point. Even 
relatively low memorability scores, such as 0.1 and 0.2, have compound probabilities that exceed 
90% during the final five blocks of the experiment. This means that, even for displays that have 
low prior odds of being learned, there is a high likelihood that they will be learned by the critical 
window of the contextual cueing experiment, when differences between the repeated and novel 
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condition are measured. If this is the case, then there will be no significant differences between 
displays above a certain memorability threshold, since they will all be learned.   
 
 
Figure 16. The compound probability of learning a contextual cueing display, as a function of 
the number of exposures to the display and the memorability score of the display. The dashed 
vertical lines represent the critical window of the contextual cueing experiment, during which the 
contextual cueing effect is calculated. Note that, despite the large range of memorability scores 
shown here, all displays in this range have compound probabilities exceeding 90% during the 
critical window. 
 
 
 However, the mean of the memorability score distribution is unknown, and may be below 
such a threshold. Many real-world images have low memorability scores, despite containing 
semantically meaningful information (e.g., Goetschalckx  et al., 2019; Khosla et al., 2015). In 
contrast to these images, contextual cueing displays are abstract and contain no semantic 
information to facilitate memory. Such images may therefore be especially difficult to learn. 
Indeed, the contextual cueing literature has consistently found that participants do not explicitly 
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remember any of the repeated displays above chance, despite upwards of 20 exposures to each 
(e.g., Chun & Jiang, 1998; Chun & Jiang, 2003). This reasoning further supports assuming small 
means for memorability. Figure 17 illustrates that means in this range span a much greater range 
of probabilities during the critical window of the experiment, which would likely yield 
significant differences between displays.  
 
 
 
Figure 17. The compound probability of learning a contextual cueing display, as a function of 
the number of exposures to the display and the memorability score of the display. The dashed 
vertical lines represent the critical window of the contextual cueing experiment, during which the 
contextual cueing effect is calculated. Note that, for this range of memorability scores, there is a 
large amount of variability in the compound probabilities during the critical window. 
 
 
 The third parameter in the simulation study is the probability of a learned display 
showing a contextual cueing effect. It is not guaranteed that learning a display through repeated 
exposure will result in faster RTs to subsequent presentations of that display. In order for this 
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benefit to occur, the display must be recognized when it is presented, and visual attention must 
be deployed selectively to the probable target location (Chun & Jiang, 1998). If this does not 
occur, then visual search will proceed stochastically, as in the case of the novel displays. To 
explore how the probability of a learned display showing a contextual cueing effect impacts RTs 
in the repeated condition, the second simulation assumed three mean probabilities: 0.55, 0.75, 
and 0.95. These parameter values spanned the range of probabilities between the chance level of 
0.5 and the guaranteed level of 1.0, allowing for interpolation to other probabilities in between 
these values. 
 The fourth parameter is the amount that an RT decreases when contextual cueing occurs. 
As noted in Chapter 1, reported contextual cueing effects are confounded with the effects of 
display properties, making it difficult to estimate how much of the effect is attributable solely to 
contextual cueing. Moreover, the practice of averaging across multiple displays raises the 
possibility that the magnitude of the effect is diluted by displays that do not elicit contextual 
cueing (Smyth & Shanks, 2008). One remedy to this problem is the finding that the average 
number of fixations in the repeated condition is smaller than in the novel condition (Annac et al., 
2019; Peterson & Kramer, 2001; Tseng & Li, 2004). Instead of relying on previous estimates of 
the magnitude of the effect, the second simulation study assumed that the magnitude of the effect 
is based on the time saved by making fewer fixations. Specifically, RTs for learned displays that 
showed an effect were reduced by the time it takes to make a single saccade. Since the duration 
of a saccade is variable (Gilchrist, 2011), the second simulation study assumed three possible 
mean durations: 200 ms, 250 ms, and 300 ms. 
 The purpose of the second simulation study was twofold. The first objective was to 
evaluate how the group-level effect obtained from the experiment in Chapter 2 compares to 
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simulated group-level effects obtained under different parameter conditions. The second 
objective was to evaluate how the distribution of display-level effects obtained from the 
experiment in Chapter 2 compares to the distributions of simulated display-level effects obtained 
under different parameter conditions.  
Methods 
 In order to be comprehensive, the parameter values chosen for the simulation included 
low, medium, and high values for each of the four parameters. Thus, the second simulation study 
had a 3 x 3 x 3 x 3 design. Before the simulation study could begin, new simulated data sets 
needed to be generated. The first data sets were the distributions of simulated memorability 
scores. These data were generated based on the first two parameters: 1) the strength of 
association between display properties and memorability, and 2) the mean of the memorability 
score distribution. The second data sets were simulated populations, with RTs that were based on 
the simulated memorability scores, as well as the last two parameters: 1) the probability of a 
learned display showing a contextual cueing effect, and 2) the amount that an RT decreases when 
contextual cueing occurs. 
Generating Memorability Scores 
 Because there were 3 levels for both of the parameters used to generate memorability 
scores, this yielded 9 distributions of memorability scores. Put another way, there were 9 
memorability scores for each simulated display in a population. For simplicity, the second 
simulation study assumed that there is a linear relationship between display properties and 
display memorability, and that there are no interactions between the display properties. The 
multiple regression analysis from Chapter 2 found that target eccentricity, target quadrant, and 
feature congestion were each positively associated with RT. For the second simulation study, it 
36 
 
was assumed that the same display properties that slow down RTs will also make those displays 
harder to learn. Therefore, the second simulation study assumed a negative association between 
these display properties and memorability. With this setup, the same properties that lead to faster 
RTs in general may also lead to a higher likelihood of contextual cueing taking place. 
 The equation for generating a memorability score is given in Equation (3). The intercept 
of the line was the desired mean of the memorability score distribution, given by the second 
parameter listed above. The display properties were z-standardized so that each of their 
distributions would have a mean of zero. As a result, simulated memorability scores could 
deviate from the desired mean in either direction, based on the display properties, but the scores 
averaged out to the desired mean. The contribution of each of the display properties to the 
memorability score were scaled by factors that ensured the memorability scores would deviate 
from the mean by no more than .01 before the error term was applied. This small range was 
chosen because it was expected that contextual cueing displays do not differ very strongly from 
each other. The formula for each scaling factor is given by Equation (4). The error term 
determined the strength of association between display properties and memorability. The amount 
of error applied to each memorability score was randomly selected from a normal distribution 
with a mean of 0 and a standard deviation of either .006, .003, or .0015. By adding error terms 
with different standard deviations, this introduced noise into the memorability score 
distributions, reducing the strength of association between display properties and memorability 
to 0.2, 0.5, and 0.8, respectively. This was confirmed by running an analysis of the linear models 
predicting memorability as a function of the three display properties; the r-squared values for the 
models were 0.2, 0.5, and 0.8, matching the desired parameter values. The nine memorability 
score distributions are depicted in Figure 18. 
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𝑚 =  𝑏଴ −  𝑏ଵ𝑋ଵ −  𝑏ଶ𝑋ଶ − 𝑏ଷ𝑋ଷ + 𝑒                                                  (3) 
where m is a memorability score, b0 is the mean of the memorability score distribution given by 
the chosen parameter value, X1 is the simulated target eccentricity, X2  is the simulated target 
quadrant, X3 is the simulated feature congestion, e is an error term, and b1, b2, and b3 are scaling 
factors. Note that each of the simulated display property values were z-standardized before the 
memorability scores were generated. 
 
 
𝑏 =  
0.01
3 ∗ max (𝑋)
                                                                    (4) 
 
where b is a scaling factor and X is the distribution of a given display property. 
 
 
 
 
Figure 18. Probability density functions of memorability scores for each combination of 1) 
associative strength between display properties and memorability, and 2) mean memorability. 
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Generating New RTs 
 The second simulation study took the set of RTs generated for the population in the first 
simulation study and modified them to reflect the influence of the four parameters. Because there 
were three levels for each of the four parameters, there were 81 combinations. Thus, 81 different 
simulated populations were generated. Generating the RTs for each simulated population was 
accomplished through a two-step process. 
 First, the simulated memorability scores were used to determine the probability of 
learning a repeated display by a given block of the contextual cueing experiment. For each 
repeated display at each of the five simulated blocks, a random number was drawn from a 
uniform distribution between 0 and 1. If the number was less than or equal to the compound 
probability for that display at that block (given by Equation (2)), the display was considered 
learned, and was thus capable of eliciting a contextual cueing effect. All of the novel displays 
were assumed to be unlearned. 
 Second, the probability of a learned display showing a contextual cueing effect was 
allowed to vary as a parameter in the simulation study. Since the probability of a learned display 
showing an effect is unknown, three mean probabilities were used: 0.55, 0.75 and 0.95. These 
probabilities were chosen because they represent points along the range between chance level 
(i.e., 0.5) and guaranteed level (i.e., 1.0). If during the previous step a display was learned, then a 
random number was drawn from a uniform distribution with a range of 0.1 and a mean equal to 
the parameter value (i.e., 0.5-0.6, 0.7-0.8, or 0.9-1.0). This random number was the probability of 
the display showing a contextual cueing effect. Next, a second random number was drawn from 
a uniform distribution between 0 and 1. If this number was less than or equal to the randomly-
selected probability, then the display showed a contextual cueing effect. 
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 The amount deducted from the display’s RT was based on the observation in eye-tracking 
studies that, on average, there are fewer fixations in the repeated condition of the contextual 
cueing task than in the novel condition (Annac et al., 2019; Peterson & Kramer, 2001; Tseng & 
Li, 2004). For the second simulation study, the contextual cueing effect reflected reducing the 
number of fixations by one. Saccade latencies vary considerably (Gilchrist, 2011), so the 
simulation assumed three different latencies: 200 ms, 250 ms, and 300 ms. If a display showed a 
contextual cueing effect, the RT for that display (originally calculated in Simulation Study 1) 
was reduced by subtracting a number drawn from a normal distribution with a mean of 200, 250, 
or 300 and a standard deviation of 15. This standard deviation was chosen to ensure that the 
display-level effect reflected the variability of relatively short, medium, and long saccade 
latencies observed in the literature (Peterson & Kramer, 2001; Tseng et al., 2004). All novel 
displays retained their RTs from Simulation Study 1. 
Simulation Study 
 Once the new sets of RTs for each simulated population had been generated, the 
simulation study was conducted. For each of the 81 populations, one thousand simulated 
experiments were conducted. This was done by randomly sampling 153 simulated participants 
from the corresponding population. This sample size was chosen to mirror the sample size of the 
experiment in Chapter 2, which allowed for direct comparisons between the simulated sample 
and the observed sample. For each simulated experiment, the group level-contextual cueing 
effect was calculated. In addition, the distribution of display-level contextual cueing effects was 
calculated, using the same procedure as in Chapter 2 (i.e., by comparing each repeated display 
with all 12 of the simulated participant’s novel displays). This procedure was chosen over the 
alternative procedure for calculating display-level effects because the relevant statistic was the 
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mean of the distribution of effects, not the individual effects themselves. Since there was no 
difference between the means of the two display-level effect distributions reported in Chapter 2, 
the simpler procedure was used.   
Results 
 The first objective of the second simulation study was to evaluate the simulated group-
level contextual cueing effects obtained under different parameter conditions. In particular, 
which combination of parameter values give rise to group-level effects that resemble the group-
level effect observed in Chapter 2? For each of the 81 parameter conditions, one thousand 
simulated group-level effects were calculated. The distribution of simulated group-level effects 
within a condition constitutes a sampling distribution of means. The mean of each sampling 
distribution was calculated, as well as its 99% confidence interval. Then, the observed group-
level effect from Chapter 2 (i.e., 76.15 ms) was compared to each sampling distribution, yielding 
its z-score. If the group-level contextual cueing effect observed in Chapter 2 fell within the 99% 
confidence interval for a given sampling distribution, this would suggest that the observed 
contextual cueing effect could plausibly come from such a sampling distribution. 
 There were 81 z-scores: one for each comparison of the observed group-level contextual 
cueing effect to the sampling distribution of group-level effects for a given parameter 
combination. To determine the contributions of each parameter to the z-score of the observed 
group-level contextual cueing effect, a 3 (strength of association: 0.2, 0.5, 0.8) x 3 (mean 
memorability: 0.03, 0.06, 0.09) x 3 (probability of effect: 0.55, 0.75, 0.95) x 3 (magnitude of 
effect: 200 ms, 250 ms, 300 ms) ANOVA was conducted on the absolute value of the z-scores. 
The absolute values of the z-scores were used because the main concern in this analysis was the 
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amount that the observed effect diverged from the mean of a sampling distribution, not the 
direction of the divergence.  
 The main effect of strength of association was not significant (F(2, 80) = 0.20, p = .889), 
which indicates that absolute z-scores did not differ based on the strength of association between 
display properties and memorability. There was a significant main effect of mean memorability 
(F(2, 80) = 964.10, p < .001), which indicates that absolute z-scores differed based on the mean 
of the memorability distribution. Follow-up t-tests confirmed that the mean absolute z-score in 
the 0.03 mean memorability condition (M.03 = 3.24, SD.03 = 2.67) significantly differed from 
those of the other two conditions (M.06 = 8.54, SD.06 = 5.00; M.09 = 11.42, SD.09 = 5.; t.03,.06(53) = 
-4.85, p.03,.06 < .001 ; t.03,.09(53) = -6.66, p.03,.09 < .001). This indicates that absolute z-scores 
increased as the mean of the memorability distribution increased (see Figure 19).  
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Figure 19. Boxplots showing absolute z-scores as a function of the mean of the memorability 
score distribution. 
 
 There was a significant main effect of probability (F(2, 80) = 1015.62, p < .001), which 
indicates that absolute z-scores differed based on the probability that a learned display showed an 
effect. Follow-up t-tests confirmed that the mean absolute z-score in each probability condition 
significantly differed from those of the other conditions (M.55 = 3.65, SD.55 = 2.72; M.75 = 7.50, 
SD.75 = 4.73; M.95 = 12.04, SD.95 = 5.92; t.55,.75(53) = -3.68, p.55,.75 < .001; t.75,.95(53) = -3.11, 
p.75,.95 = .003; t.55,.95(53) = -6.70, p.55,.95 < .001). This indicates that absolute z-scores increased as 
the probability of a learned display showing an effect increased (see Figure 20).  
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Figure 20. Boxplots showing absolute z-scores as a function of the mean probability that a 
learned display shows a contextual cueing effect. 
 
 
 
 There was a significant main effect of magnitude (F(2, 80) = 541.98, p < .001), which 
indicates that absolute z-scores differed based on the amount that RTs decreased when learned 
displays showed a contextual cueing effect. Follow-up t-tests confirmed that the mean absolute 
z-score in the 200 ms magnitude condition (M200 = 4.68, SD200 = 3.72) significantly differed 
from those of the other two conditions (M250 = 7.70, SD250 = 5.24; M300 = 10.81, SD300 = 6.37; 
t200,250(53) = -2.44, p200,250 = .02; t200,300(53) = -4.32, p200,300 < .001). This indicates that absolute 
z-scores increased as the magnitude of simulated contextual cueing effects increased (see Figure 
21). 
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Figure 21. Boxplots showing absolute z-scores as a function of the mean magnitude of the 
contextual cueing effect. 
 
 
 
 There was a significant two-way interaction between mean memorability and probability 
of effect (F(4, 320) = 105.93. p < .001), which indicates that differences in absolute z-scores 
attributable to the mean of the memorability score distribution varied based on the probability 
that a learned display showed an effect (see Figure 22). There was a significant two-way 
interaction between mean memorability and magnitude (F(4, 320) = 61.28, p < .001), which 
indicates that differences in absolute z-scores attributable to the mean of the memorability score 
distribution varied based on the magnitude of the simulated contextual cueing effect (see Figure 
23). Finally, there was a significant two-way interaction between probability and magnitude 
(F(4, 320) = 58.65, p < .001), which indicates that differences in absolute z-scores attributable to 
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the probability that a learned display showed an effect varied based on the magnitude of the 
simulated effect (see Figure 24). None of the other interactions reached significance. 
 
 
Figure 22. Mean z-scores as a function of the mean of the memorability score distribution and 
the mean probability that a learned display shows a contextual cueing effect. 
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Figure 23. Mean z-scores as a function of the mean of the memorability score distribution and 
the mean magnitude of the contextual cueing effect. 
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Figure 24. Mean z-scores as a function of the mean probability that a learned display shows a 
contextual cueing effect and the mean magnitude of the contextual cueing effect. 
 
 
 
 Figure 25 depicts the mean and 99% confidence interval of each sampling distribution, as 
well as which sampling distributions overlap with the observed group-level contextual cueing 
effect from Chapter 2. Each sampling distribution in Figure 25 represents a unique combination 
of parameter values, collapsed across levels of the associative strength factor, since this factor 
was not statistically significant. Of the 27 conditions, only 6 had sampling distributions that 
overlapped with the observed group-level contextual cueing effect from Chapter 2. This implies 
that observed group-level contextual cueing effect could have plausibly come from one these 6 
sampling distributions, but not from the others. 
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Figure 25. Sampling distributions of simulated group-level contextual cueing effects, as a 
function of 1) the mean of the memorability score distribution, 2) the mean probability of a 
learned display showing a contextual cueing effect, and 3) the magnitude of the reduction in RT 
attributable to context learning. Sampling distributions were collapsed across the three strengths 
of association between display properties and memorability. The dashed line represents the 
magnitude of the group-level contextual cueing effect observed in the experiment in Chapter 2. 
Note that, of the 27 sampling distributions, only 6 of them overlap with the dashed line. These 6 
distributions, each marked with a red asterisk, comprise the subset of parameter combinations 
that can give rise to plausible group-level effects, such as those observed in the contextual cueing 
literature. 
 
 
* 
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 The second objective of the second simulation study was to evaluate the simulated 
display-level contextual cueing effects obtained under different parameter conditions. In 
particular, which combination of parameter values give rise to a distribution of simulated 
display-level effects that resemble the distribution of display-level effects observed in Chapter 2? 
The frequency with which the simulated and observed distributions match provides a measure of 
the likelihood that a certain set of parameter values can give rise to the observed data set. This 
analysis was restricted to the 6 conditions that had z-scores within the 99% confidence interval 
of the corresponding sampling distribution (see Figure 25). For each simulated experiment in 
each of the 6 parameter conditions, a t-test was performed. This t-test compared the distribution 
of simulated display-level effects to the distribution of display-level effects obtained in Chapter 
2. The percentage of nonsignificant t-tests, indicating no difference between the observed sample 
and the simulated sample, was calculated for each condition. The results of this analysis are 
summarized in Table 1.  
 
Table 1 
 
Percentage of Simulated Display-Level Contextual Cueing Effect Distributions that Do Not 
Significantly Differ from the Observed Distribution 
  
Simulation Parameters  
Mean of 
Memorability Scores 
Mean Probability  
of Effect 
Mean Magnitude  
of Effect (ms) Percentage 
0.03 0.55 250 0.95 
0.03 0.75 200 0.79 
0.03 0.55 200 0.72 
0.03 0.55 300 0.48 
0.06 0.55 200 0.47 
0.03 0.75 250 0.07 
*Note: the conditions presented here are collapsed across the three levels of the associative 
strength parameter. 
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Discussion 
 The second simulation study revealed that only a minority of the simulated conditions 
could have given rise to group-level or display-level contextual cueing effects that are 
comparable to those observed in the experiment in Chapter 2. Surprisingly, group-level 
contextual cueing effects did not differ between conditions that assumed different levels of 
associative strength between display properties and memorability. This may be due to the small 
standard deviation of the memorability distributions. The small amount of variation in 
memorability may not have been enough to noticeably impact RTs, especially when averaged 
across a large sample.  
 The other three parameters did have significant impacts on group-level effects. In 
particular, group-level effects became larger as each of the three parameters increased. 
Considering that reported group-level effects are relatively small (e.g., Chun & Jiang, 1998; 
Colagiuri & Livesey, 2016), each parameter impacted whether the resulting group-level effect 
would exceed reported effects. This explains why only a select few of the parameter conditions 
could plausibly give rise to group-level effects as small as those reported in the literature; in 
order for a high parameter value to not give rise to a high group-level effect, it needed to be 
balanced out by lower values for the other parameters. 
  For example, only distributions of memorability scores with means of 0.03 or 0.06 were 
able to produce group-level effects similar to those observed in Chapter 2. Memorability score 
distributions with a mean of 0.09 produced group-level effects that were considerably higher 
than the observed effect. This is likely due to the high compound probability of learning a 
repeated display with a high memorability score. Over 80% of displays with a memorability 
score of 0.09 will be learned by the fifth epoch of the experiment, when the contextual cueing 
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effect is calculated. By contrast, only about 50% of displays with memorability scores of 0.03 
will be learned by the fifth epoch (see Figure 17). Neither of the low values for the other two 
parameters were low enough to offset the increase in group-level effects attributable to a high 
mean memorability score. 
 As another example, note that each of the three mean magnitudes of the contextual 
cueing effect could lead to plausible group-level effects (see Figure 25). However, larger 
magnitudes needed to be balanced out by smaller values of the other parameters. If the 
contextual cueing effect is driven by a reduction in fixations to find the target, then it would be 
not possible to show an effect for every display while at the same time showing a group-level 
effect as small as that observed in Chapter 2; the time saved by eliminating an average of one 
fixation would be larger than most reported effects (e.g., Chun & Jiang, 1998; Colagiuri & 
Livesey, 2016). Instead, an effect of this magnitude could only be obtained if a subset of displays 
show an effect, or if some displays showed an effect less often than others. Indeed, the 
interaction between the magnitude of the effect and the probability of a learned display showing 
an effect suggests that large magnitudes require low probabilities in order to result in small 
contextual cueing effects. Smaller magnitudes, in contrast, can withstand higher probabilities—
but not as high as 95%. In sum, display-level effects may be either small and somewhat frequent 
or large and infrequent, but not somewhere in between. 
 When considering only the simulation conditions that have plausible z-scores, there was 
considerable variability in their display-level contextual cueing effects (see Table 1). Simulated 
experiments were most likely to show a distribution of display-level effects that matched the 
distribution observed in Chapter 2 if the mean of the memorability score distribution was low, 
the probability of a learned display showing an effect was low, and the magnitude of the 
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simulated effect was moderate. The more that the parameter values differed from these ideals, 
the less often the simulated distribution of display-level effects matched the distribution observed 
in Chapter 2. 
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CHAPTER 5: GENERAL DISCUSSION 
 
 An underlying assumption in the contextual cueing literature is that all repeated displays 
will show a similar contextual cueing effect. There is reason to doubt this claim, considering that 
RTs in visual search experiments are known to vary as a function of display properties such as 
target eccentricity (Carrasco et al., 1995; Wolfe et al., 1998), target quadrant (Gilchrist & 
Harvey, 2006), visual crowding (Wertheim et a., 2006), and visual clutter (Rosenholtz et al. 
2007). The results of the multiple regression analysis in Chapter 2 replicated many of these 
findings. In the novel condition of the contextual cueing experiment, where learning of displays 
cannot be utilized, there was variation in RTs due to target eccentricity, target quadrant, and 
feature congestion. This suggests that different samples of displays can show differences in RTs, 
even without context learning. Of note, the displays used in the contextual cueing task have a 
much narrower range of feature congestion and sub-band entropy values than those observed in 
the scene literature (Asher et al., 2013; Henderson et al., 2009). This may explain why sub-band 
entropy did not predict RTs in the contextual cueing tasks. However, the effect of feature 
congestion was strong enough to overcome the limit in variation of this data set. The high level 
of target-distractor similarity may explain why visual crowding did not significantly impact RTs. 
 The display properties that predict RTs in the novel condition are also present in the 
repeated condition. In addition, the repetition of displays permits learning. Thus, observed 
differences in RTs between conditions may reflect display effects, context learning, or an 
interaction thereof. In the contextual cueing literature, it is difficult to parse the relative 
contributions of these separate effects. In contrast, the current simulation studies make inferences 
about these contributions.  
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 The first simulation study quantified the contribution of display effects to contextual 
cueing in the absence of learning. The chance-level performance across the full range of sample 
sizes suggests that differences in display properties alone are unlikely to lead to significant 
contextual cueing effects—especially at larger sample sizes, in which differences between 
displays are more likely to average out. Instead, the contextual cueing effect observed in the 
literature is much more likely to be the result of context learning. Nonetheless, it is possible that 
some observed contextual cueing effects may be the result of display effects, and that this effect 
is more likely for smaller sample sizes. Indeed, testing the sampling distributions for each 
condition showed that 9.45% of the time, a significant difference between conditions is expected 
based on display effects alone.  
 The second simulation study explored parameters that may influence RTs in the 
contextual cueing task, and determined which parameter values can give rise to plausible group-
level and display-level effects. In particular, contextual cueing effects with large magnitudes 
require low probabilities and low memorability scores in order for the magnitude of contextual 
cueing to match that observed in the contextual cueing literature. That is, if the mean magnitude 
of the contextual cueing effect is assumed to be 300 ms, then the mean probability of a learned 
display showing an effect needs to be 55%, and the mean memorability score needs to be 0.03. If 
not every learned display shows an effect, then the group-level contextual cueing effect is 
reduced to a plausible level. If the probability is any higher, the group-level contextual cueing 
effect is larger than those observed in the literature. Smaller magnitudes, such as 200 ms and 250 
ms, can tolerate a probability as high as 75%, and a memorability score as high as 0.06 in one 
case, and still give rise to plausible effects.  
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 The current study is the first to propose that some repeated displays may be more 
memorable, and thus more likely to show a significant contextual cueing effect. Image 
memorability is primarily driven by the properties of images (Khosla et al., 2015). This drove the 
hypothesis that displays with optimal properties are more likely to be remembered, and thus 
more likely to show a contextual cueing effect. The results of Chapter 4 revealed that the 
associative strength between display properties and memorability scores was not predictive of 
the contextual cueing effect. This was likely due to the small standard deviations of the 
memorability score distributions. The small amount of variation in memorability may not have 
been enough to noticeably impact RTs, especially when averaged across a large sample.  
However, variation in the other parameters significantly impacted the size of the contextual 
cueing effect, both at the group level and the display level. Overall, the results of the second 
simulation study suggest that the magnitude of the group-level effect typically reported in the 
literature is most likely the result of an effect that does not manifest every time for every display. 
Instead, there may be a small number of large display-level effects, or a larger number of small 
display-level effects.  
Limitations 
 The present study made use of a large pre-existing contextual cueing data set to make 
inferences about the relationships between display properties, display memorability, and 
contextual cueing. Of note, these data were not collected to specifically test these relationships. 
Future work should test the hypotheses derived here using designs that specifically target display 
properties and display memorability. That is, future work should empirically determine what 
makes some contextual cueing displays more memorable than others. Then, two sets of 
contextual cueing displays can be generated: one that contains only memorable displays and one 
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that contains only unmemorable displays. By comparing the contextual cueing effects observed 
using memorable displays to those observed using unmemorable displays, it may be possible to 
identify a causal mechanism of context learning as a function of memorability.  
 Another avenue for future research should control for effects of display properties. This is 
particularly relevant for studies investigating contextual cueing effects for individual displays 
(e.g., Smyth & Shanks, 2008). Comparisons between the repeated and novel condition of 
conventional contextual cueing experiments may be confounded because display properties are 
not equivalent across displays. To control for this possibility, future work should design the 
contextual cueing experiment such that all displays have equal display properties. Alternatively, 
controlling for display properties could be done by only comparing repeated displays to novel 
displays that share the same display properties. The analysis in Chapter 2 calculated display-level 
effects by comparing repeated displays to similar novel displays. However, the considerable 
variability within display property dimensions limited the similarity between repeated displays 
and novel displays. Future work can overcome this limitation by designing future experiments to 
reduce the variability in display properties. By ruling out displays with differing display 
properties, this will provide a fairer basis for comparison, allowing for a purer measure of 
contextual cueing.  
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CHAPTER 6: CONCLUSION 
 
 The present study aimed to address possible confounding influences of display properties 
on RTs in the contextual cueing task. Multiple regression analysis replicated previous work 
(Carrasco et al., 1997; Rosenholtz et al., 2007; Wolfe et al., 1998) in showing that target 
eccentricity, target quadrant, and feature congestion predict RTs in visual search without context 
learning. The first simulation study revealed that some samples may show evidence of contextual 
cueing due to display properties alone. However, this appears to be rare and due to chance. 
Indeed, 9.45% of samples would be expected to show statistically significant differences 
between the repeated and novel conditions due to chance alone. 
 The second simulation study revealed that obtaining the small group-level contextual 
cueing effect reported in the literature requires the display-level effect to be relatively rare. That 
is, only a subset of repeated displays show an effect, or some displays show an effect less often 
than others. The current study provides preliminary evidence that display properties do not 
strongly contribute to group-level contextual cueing effects. However, display properties appear 
to be more relevant when analyzing effects at the level of individual displays. Display 
memorability may play a role in determining which displays show an effect and which do not, if 
variation in memorability between displays is greater than the second simulation assumed. 
Future work should strive to clarify this relationship empirically, so that the mechanism driving 
contextual cueing can be understood more fully. 
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