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Sur un Th~or~me de Shamir 
G~P~RD JACOB 
Universitg Paris VII, 2, place Jussieu, 75 O05--Paris, France 
Shamir has proved that any algebraic power series over a free monoid X*, 
with coefficients in an abe!Jan semiring A, may be calculated by a representation 
of X* into the A-ring A(H)  of a half-free-group H. The same result has been 
proved by Nivat, with the A-ring A(G) of a free group G. 
We state here the converse of this result: Any power series defined by 
such a representation is algebraic. In order to prove that, we use the following 
material: a particular class of transductions, which we call "regulated rational 
transductions." They seem to be the good generalization for power series of the 
"faithfully rational transductions" for languages. 
INTRODUCTION 
Les propri6t6s des transductions rationnelles de langages ont bien connues 
depuis les travaux de Nivat (1968), de Ginsburg (1966), de Elgot et Mezei 
(1965) et de Eilenberg (1973). Elles en font un outil puissant pour l'6tude 
des langages context-free, ou langages alg6briques. 
La g6n6ralisation aux s6ries formelles (en variables non commutatives) 
n'est pas imm6diate, en premier lieu parce que les transductions de s6ries 
formelles sont, en g6n6ral, des applications non partout d6finies. L ' image 
par une transduction rationnelle (resp. alg6brico-rationnelle) d'une s6rie 
rationnelle (resp. alg6brique) est-elle une s6rie de la m~me nature ? Deux 
d6marches sont possibles pour r6pondre ~ ces questions. 
La premiere d6marche, qui fait l 'objet des travaux de Fliess (1969) (1971) 
consiste g rechercher quelles sont les conditions qu'il faut imposer an semi- 
anneau des coefficients pour pouvoir r@ondre par l'affirmative ~t ces deux 
questions. Cette d6marche a permis ~ Fliess d'obtenir des r6sultats puissants 
dans le cas rafionnel (1972). Par contre les r6sultats ont presque inexistants 
dans le cas alg6brique. 
La seconde d6marche consiste ~ obtenir des r6sultats ind@endants de 
la nature du semi-anneau des coefficients. Elle passe par la recherche d'une 
bonne g6nfralisation aux s6ries formeUes de la notion de "transductions 
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fidhles," connue dans le cas des langages (voir, par exemple, Nivat, (1968)). 
C'est une telle g6n6ralisation que nous proposons ici sous l'appellation de 
"transductions rationnelles r6gul6es." 
Aprhs l'introduction des notations et des g6n4ralit6s (Section 1) oh nous 
rappelons notamment que l'6tude des transductions de s6ries formelles se 
ram6ne 5 l'6tude des s6ries formelles sur les produits X* × Y* de deux 
monoides libres, nous d4finissons (Section 2) les transductions rationnelles- 
r6gul6es et alg4briques-r6gul4es, t en 6tablissons les principales propri6t6s: 
l'image par une transduction rationnelle-r6gul6e (resp. alg6brique-r4gul6e) 
d'une s6rie rationnelle (resp. alg6brique) est une s6rie rationnelle (resp. 
alg6brique). De plus, chacune de ces deux classes de transductions est stable 
par composition. Nous 6tablissons aussi qu'une transduction de A((X)) 
dans A((Y)) est rationnelle-r4gul6e si et seulement si la transduction i verse, 
de A((Y)) dans A((X)), est "rationnelle d'image finie" (i.e., d~finie par une 
repr6sentation matricielle de Y* dans l'alg~bre A(X) des polyn6mes sur X*). 
Notons que ceci 6tablit la coh6rence de nos d6finitions avecla th6orie des 
langages: les transductions rati0nnelles-rfgul6es de langages ont exactement 
les transductions rationnelles fid~les. 
Dans la Section 3, nous pr6sentons quelqucs exemples de transductions 
rationnelles r6gulfes; puis nous pr6cisons les rapports d'inclusion entre les 
diverses classes de transductions rationnelles rencontrfes en Section 2. 
Les d6monstrations de la Section 2 reposent essentiellement sur deux 
lemmes techniques, dont la Section 4 pr6sente la dfmonstration. Celle-ci 
utilise le fait que les s6ries rationnelles (resp. alg6briques) d'ordre au moins 
6gal k un entier p fix6 peuvcnt 6tre caract6ris6es par une certaine forme de 
syst&mes d'6quations dont elles sont solutions. 
Nous terminons cet article, en Section 5, en 6tablissant la r6ciproque du 
th~or~me de Shamir (1967), qui devient une cons6quence directe des r6sultats 
de la Section 2. I1 en est de m~me pour le r6sultat de Nivat (1973). On obtient 
ainsi une double caractfrisation des s6ries alg6briques, en termes de repr6sen- 
tations matricielles de X* dans l'alg&bre stricte soit d'un monoide involutif, 
soit d'un groupe libre. De fa~on analogue, le th6or~me de Kleene-Schiitzen- 
berger pr6sentait une caract6risation des sfries formelles rationnelles en 
termes de repr6sentations matricielles dans le semi-anneau des coefficients. 
Le r4sultat obtenu peut aussi se pr6senter comme une r6ciproque du 
"th6or6me de Chomsky-Schiitzenberger" ; il fournit la caract6risation suivante: 
soit n un entier au moins 4gal ~ 2. Une s6rie formelle est alg6brique si et 
seulement si elle est image de la sfrie caract4ristique d  l'ensemble de Dyck 
(resp. de Dyck restreint) sur 2n lettres par une transduction rationnelle 
r6gul6e. 
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1. NOTATIONS El' DI~FINITIONS G~N~RALES 
Notre but est l%tude de certaines transductions de s6ries formelles 
coefficients dans un semi-anneau commutatif et unitaire. Mais cette ~tude 
nous amine ~ utiliser des s6ries formelles dont les coefficients sont eux-m~me 
des s6ries formelles propres, en variables non commutatives. Nous devons 
donc donner les d6finitions g6n6rales concernant les s6ries formelles dans 
le cadre d'un semi-anneau de coefficients non n~cessairement commutatij ni 
unitaire. 
Par serni-anneau, nous entendons un ensemble B muni de deux op6rations 
internes; pour la premi+re, not6e +,  l'ensemble B poss~de la structure de 
monoide commutatif, l'616ment neutre de ce monoide &tant not6 0~ ou plus 
simplement 0. La seconde op6ration, not6e multiplicativement, fait de Bun 
semi-groupe. La loi multiplicative est distributive par rapport ?a la loi additive 
et le 0 est 616ment nul. C'est-~-dire, 
V/3~B 0 ./3 =/3 .0  =0. 
Pour tout semi-anneau B, on peut construire un semi-anneau B~ unitaire, 
obtenu en adjoignant ~ B une unit6 E. On pose B~ = B si B est unitaire. 
Simon Best  l'ensemble des sommes {13 + nE I n ~ N,/3 e B}, les op6rations 
~tant d6finies de mani~re 6vidente, puisque Best  muni d'une structure 
canonique de ~-alg~bre. 
(a) Series Formelles (Fliess, 1971) 
Soit Bun  semi-anneau quelconque, et soit X* le monoide libre sur un 
ensemble fini X. On appelle mots les 616ments de X*. L'616ment neutre de 
X*, ou "mot vide," sera not6 e x ou plus simplement e. On note B((X)) 
la B-alg~bre ~ gauche des sgries formelles ur X* ?t coefficients darts B. Une 
telle s&rie s'6crit eomme une somme formelle: 
a = ~ ((a, f ) f  If ~ X*), 
off (f---~ (a, f ) )  est une application quelconque de X* dans B. Le produit 
dit "produit de Cauchy," de deux series a et a', est d6fini par 
VfEX*  (aa',f) = ~{(a , f ' ) (a ' , f " ) t f ' f "  =f ; f ' , f "  eX*}. 
On d6finit sur B((X)) un autre produit, le produit de Hadamard, not6 Q 
Vf ~ X* (a Q a', f )  = (a, f)(a', f ) .  
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Lorsque B est unitaire, ~t toute partie L de X* on peut associer sa sdrie 
caract&istique: 
car l  = {1 - f  tf L}. 
On note encore, dans ce cas, 
Vf~X* 1 "f =f.  
On appelle support de la sfrie a, not6 supp a, le support de l'application 
( f -~  (a, f))  de X* dans B: 
supp a = {f~X* [(a,f) =/: 0}. 
Les s&ies formelles de B((X)) dont le support est fini sont appe16es 
polyn6mes. Elles forment une sous-B-alg~bre ~ gauche de B((X)), not~e 
B(X). On identifie B ~ l'ensemble des s&ies dont le support est contenu 
dans {e}. II est clair qu'en plus de la structure canonique de B-alg&bre ~t 
gauche, le produit de Cauchy induit sur B((X)) et B(X) une structure de 
B-alg~bre ~ droite. 
Les deux alg~bres B(X) et B((X)) sont respectivement les B-alg~bres 
stricte et large du monoide libre X*, notions introduites par Bourbaki (1970). 
Notons que la B-alg&bre stricte B(H) d'un monoide H est d~finie quel que 
soit ce monoide. Par contre la B-alg~bre large du monoide M ne peut &re 
d~finie que si la condition suivante st v&ifi&: par tout mot m deM, l'ensemble 
des couples (ml, me) de M x M tels que l'on ait (mlm 2= m) est fini. Dans 
un pr6c~dent m~moire (Jacob, 1972), nous avons pr6sent~ la classe de 
monogdes la plus g~n6rale dans laquelle peuvent &re d~finies toutes les 
notions fitudi&s ici. On retrouve comme cas particuliers les "mono~des 
litt&aux" de Fliess (1972). II nous suffira dans cet article d'~tudier les 
monoides M qui sont produits d'un nombre fini de monoides libres: 
Les 616ments de M, encore appel6s mots, sont dans ce cas le n-uples 
x x . . .  x 
off l'on a, pour tout j  = 1, 2,..., n, 
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le produit dans M 6tant d6fini par 
t t t t " ' "  X t (fq X fi~ X "'" X fi,)(fil X fi~ X "'" X f i , )=fq fq  X fi~.f~2 X f i , f i , .  
La B-alg6bre des s6ries formelles (resp. des polyn6mes) sera not6e B((M)) 
(B(M)).  Fliess a adopt6 dans ce cas une notation tensorielle qu'il justifie dans 
(Fliess, 1972): 
B((M)) --= B<(Xq @ X,~ @ ... @ X~.)) 
B (M)  = B(Xq @ X~2 @... @ Xi,). 
Nous nous permettrons ici d'utiliser l'une ou l'autre 6criture, suivant la 
commodit6 de l'expos6. De m6me, on se permettra par la suite les deux 
notations 
B, (M)  = B~,(Xq @ X~ @... @ X~,) 
Bree((M)) = Brec((Xq @ Xi~ @""  @ Xi,)}, etc. 
Dans toute la suite, on posera 
X + = X*\{e} 
et pour tout mono'ide M produit fini de monoides libres 
M + = M\{e}. 
Enfin, pour tout semi-anneau B, on notera J/[N(B ) le semi-groupe multi- 
plicatif des matrices carr6es de dimension N (pour N E N*) A coefficients 
dans B. 
DI~FINITION 1.1 (Fliess, 1970). Soit M un produit fini de monoides 
libres. Une s6rie a de B((M}} est dite reconnaissable s'il existe un entier N 
strictement positif et une repr6sentation /z de M + dans Jgy(B), tels que 
l'on ait 
a = (a, e)e + ~, {(t~f)lNf ]f~ M+}. 
Les s6ries reconnaissables deB((M)) forment clairement un sous-B-module 
gauche et A droite de B((M)), n0t6 Bree((M)). Dans le cas d'un monoide 
libre de type fini X*, Bree((X)) est une sous-B-alg~bre de B((X)). Pour 
6tablir ces r6sultats, il suffit de reprendre dans le cas d'un semi-anneau non 
unitaire, les calculs de Schtitzenberger. Calculs que nous serons amen6s h 
expliciter en Section 2 pour 6tablir le Lemme 2.3. Signalons au passage que 
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si B n'est pas unitaire, il peut exister des polyn6mes qui ne soient pas s6ries 
reconnaissables (ex: si B = 27/; X = {x}, le polyn6me 2x 8 n'est pas recon- 
naissable darts (2Z) ((X))). Schiitzenberger (1961) et Fliess (1972) ont donn6 
deux autres formes 6quivalentes de la d6finition des s6ries reconnaissables, 
qui se g6n6ralisent imm6diatement au cas d'un semi-anneau non unitaire. 
LEMME 1.1. Soit M un produit fini de monoides libres. Une sdrie a de 
B((M))  est reconnaissable si et seulement s i i l  existe un entier N strictement 
positif, une reprdsentation ~ de M + clans///tc(B), et une matrice p de//IN(B~) 
tels que l' on air 
a = (a, e)e + ~, {Tr (p lx f ) f l f~  M+}. 
Le mJme dnoncd reste vrai en remplafant Tr(p/zf) par Tr((/zf)p). 
LEMME 1.2. Soit M un produit fini de mono~'des libres. Une s&ie a de 
B((M))  est reconnaissable si et seulement s i i l  existe un entier N strictement 
positif, une reprdsentation t* de M + dans ~N(B) ,  une matrice ligne ~ h N termes 
et une matrice colonne 7 ~ N termes, dont les coe)ficients ont clans B~ , tels que 
l' on ait 
a = (a, e)e + ~ {h(/~f) 7f I f  ~ LF/+}. 
Le monoide libre X* est r6union disjointe des ensembles X k (h ~ N). 
Les 616ments de X J~ sont appel6s roots de longueur h, et l'on note I f l  la 
longueur du mot fde  X*. De m~me si l'on a 
m =£ X x "" x x X8  x "" X M 
onposel m I = l f i l l  + Ifi~J + "" + Ifi, J. 
L'entier I m Iest appel6 longueur du mot m a 21//. On note Mk l'ensemble 
des roots m de M de longueur k. Un polynSme a de B(M)  est dit de degrd 
n si l 'on a 
supp a C{e} • M a U 2V/2 U "." u M~, 
suppa~{e}UM 1U ... w Mn_ 1. 
On note B~(M)  l'ensemble des polyn6mes de degr6 au plus 6gal ~ p. 
De m~me, une s6rie a est dite d'ordre n ~ N si l'on a 
supp a C M~ • MIMn+I • M. 
On note B~((M)) l'ensemble des s6ries formelles d'ordre au moins 6gal 5 p. 
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Supposons donn6e, pour tout entier n, une s6rie formelle an ~ Bn((M)). 
On peut d6finir la somme ~=0 an = a, en posant pour tout mot f de M 
(a,f) = ~ (an,f) 
n=0 
puisque cette derni6re somme est une somme finie. 
En d'autres termes, B((M)) est une B-alg6bre complete pour la topologie 
qui admet pour syst~me fondamental voisinages de 0 la famiUe (Bn((M)))n ~ F~. 
De m6me, la famille (Bn(M))~ ~ est un syst~me fondamental de voisinages 
de 0 d'une topologie sur B(M). Cette topologie st s6par6e, puisque l'on a 
('l Bn(M) ----- {0}. 
hen 
B((M)) est te compl6t6 s6par6 de B(M) pour cette topologie. 
Soit a une s6rie de BI((M)). On appelle quasi-inverse d a la s6rie 
a +=a+a 2+a s+- - .+a  n+. . . .  
La sfrie a + est la seule s6rie formelle de B((M)) qui v6rifie l'6quation 
a+=a+a.a  +(resp.a + =a+a +'a ) .  
On posera aussi dans ce eas a* = e + a +. 
Les s6ries de BI((M)) seront appel6es dries formelles propres, ou quasi- 
inversibles. 
Une sous-B-alg&bre de B((M)) est dite rationnellementfermde si et seulement 
si chaque lois qu'elle eontient une s6rie quasi-inversible, lle eontient aussi 
son quasi-inverse. La fermeture rationnelle d'une sous-B-alg&bre c~ de 
B((M)) est la plus petite sous-B-alg~bre de B((M)) rafionnellement ferm6e 
qui eontienne ~. 
D~FINITION 1.2. Schiitzenberger (1962). Une s6rie a de B((M)) est dite 
rationneUe si et seulement si elle appartient A la fermeture rationnelle Brat((M)) 
de B(M) dans B((M)). 
On v6rifie qu'une s6rie formelle propre est rationnelle si et seulement si 
elle appartient ~la fermeture rationnelle B~at((M)) de BI(M )dans B ((M)). 
Les s6ries formelles alg6briques ont 6t6 introduites par Schiitzenberger 
(voir Chomsky-Schiitzenberger, 1963). Elles sont les sommes d'un 616ment 
de Bet  d'une composante de la solution propre d'un syst~me alg6brique 
propre (Schiitzenberger, 1963; Nivat, 1968; Cori et Richard, 1972) ou 
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"algdbrique constructif" (Fliess, 1971, 1972). Nous choisissons de les prdsenter 
ici dans une formulation qui nous sera utile dans la partie technique de cet 
article (Section 4). 
Soit M un produit fini de monoides libres. La structure canonique de 
N-alg~bre de B induit sur B((M)) une structure de N-alg~bre. Soit I un 
ensemble fini. On note 
B((X)) *N N((I)), (1) 
le coproduit, ou produit libre, des deux N-algbbres B((X)) et N((1)). Les 
dldments de ce coproduit s'dcrivent formellement comme sommes finies 
de produits finis d'dldments de B((X)) et de N ((1)), les opdrations de N-alg~bre 
&ant ddfinies clairement par les axiomes d'associativitd et de distributivitd. 
Si ~f est une sous-B-alg~bre de B((X)), et ~ une sous-N-alg~bre de 
N ((I)), on notera 
*~ 9 ,  (2) 
la sous-N-alg~bre de B((X)) ,~ N((1)) engendr& par cg et 9 .  
Notons M @ I* le coproduit des deux monoi'des Met I*. Ses dldments ont 
les produits formels finis d'dldments de Met  de I*. C'est donc le monoide 
engendrd par les ensembles Met  1" de g~ndrateurs avec comme seules 
relations celles ddfinissant les structures de monoides de M et de I*. 
B((M)) et N((I)) peuvent &re considdr&s comme deux sous-N-alg~bres 
de B,{M @ 1")). On en ddduit un homomorphisme canonique ~de N-alg~bre 
de B((M)),~ N((I)) dans B~((M@I*)). On appelle alors support d'un 
dldment q de B((M)) ,~ N((I)) le support de la s6rie ~o(q) de B,((M @ I*)), 
ce que l'on note 
supp q = supp ~o(q). 
Si q est un dldment de B((M)) ,~ N( I )  et si a = (a~)i~ I est un I-uple de 
sdries formelles appartenant 5 B((M)), on note q(a) la sdrie formelle de 
B((M)) obtenue en substituant h toute lettre i ~ I dans l'expression de q la 
s&ie ai. 
DEFINITION 1.3. Soit W une sous-B-alg~bre ~ gauche de B((M)). On 
appelle syst~me ~-algdbrique sur B((M)) la donnde d'un couple (I, q), o~ 
I es t  un ensemble fini, et off q = (q~)i~1 est un I-uple d'616ment de ~ ,~ N( I ) .  
Un syst&ne ~-algdbrique (I, q) sur B({M)) est appeld syst&me propre 
si l'on a. 
Vi c I supp qi kJ ({e} k_) I)  = 2~. 
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DI~FINITION 1.4. Soit ~ une sous B-alg~bre 5 gauche de B((M)), et soit 
(3, q) un syst~me C~-alg6brique sur B((M)). On appelle solution du syst~me 
(/, q) tout I-uple a = (ai)i~ I de s6ries de B((M)) telles que l'on ait 
ce que l'on note encore 
Vi ~ I qi = q i (a)  
= q( . ) .  
LEMME 1.3 (Schiitzenberger, 1962). Tout systbme C~-algdbrique propre 
(3, q) sur B((M)) admet une et une seule solution formde de sdries formelles 
propres. Cette solution sera appelde solution propre du systbme (1, q). 
La d6monstration de Schiitzenberger (1962) ou celle de Cori et Richard 
(1972) se g6n6ralise imm6diatement. 
DI~FINITION 1.5. Une sfrie a de B((M)) est dite ~-algdbrique ou algd- 
brique sur ~ si elle est somme d'un 616ment de Bet  d'une composante de 
la solution propre d'un syst~me ~-alg6brique propre. 
DIh¢INITION 1.6. Une sfrie a de B((M)) est dite algdbrique si elle est 
alg6brique sur B(M) .  
Si Best  commutatif, on vfrifie sans peine qu'une sfrie formeUe propre 
est alg6brique si et seulement si elle est alg6brique sur BI(M).  
On dit qu'une sous-B-alg~bre c~ de B((M)) est algdbriquement fermde si 
toute s6rie alg6brique sur ~ appartient ~ ~. 
LEMME 1.4. Soit ~une sous-B-algbbre de B((M)). L'ensemble des sdries 
formelles algdbriques sur cg est une sous-B-algbbre algdbriquement fermde de 
B((M)). C' est la fermeture alg6brique de ~ dam B((M)). 
D~FINITION 1.7. Un syst~me (3, q) C~-alg6brique sur B((M)) est dit 
lindaire h droite si, pour 616ment i de 3, on a 
q~ ~ ~ + rd • N(I>, 
supp qi C M u M • L 
LEMME 1.5 (Schiitzenberger, (1962). Une sdrie formelle de B((M)) 
appartient h la fermeture rationnelle de c~ dam B((M)) si et seulement si elle 
est somme d'un dldment de Bet  d'une composante de la solution propre d'un 
systkme C~-algdbrique propre lindaire h droite. 
SUR UN THEOREME DE SHAMIR 227 
Interpr6tant ce lemme dans le cas off M est un monoide libre X*, et 
o6 cg = B(X) ,  on obtient le corollaire: 
COROLLAIRE (thdorkme de Kleene-Schiitzenberger (Schiitzenberger, 1962). 
Toute sdrie reconnaissable d B((X)) est rationnelle (24). Si Best  un semi- 
anneau nitaire la r~ciproque est vraie. 
On a done quel que soit B: Bree((X))CBrat£X)) et l'6galit6 si Best  
unitaire. Si Best  unitaire, on a done, en particulier, B(X)  C Bree((X)). 
(b) Tr ansductions 
Nous nous fixons, ~t pr6sent et pour toute la suite de eet article, un semi- 
anneau A commutatif et unitaire. 
Soient X et Z deux ensembles finis. 
A toute s6rie formelle txz ~ [A((X))]((Z)), on peut assoeier canoniquement 
une application partielle A-lin6aire de A((Z)) dans A((X)), qui prolonge 
l'application de Z* dans A((X)) d6finie par la s6rie txz sur Z* ?~ coefficients 
dans A (( X)). 
On posera done, pour tout a ~ A((Z)), 
tx~(a) = Y {(a, h) t~z(h) I h ~ Z*}, (3) 
l ' image 6tant d6finie chaque fois que la somme infinie 6crite a un sens. 
D~FINITION 1.8. On appelle (Z, X)-transduction (~t coefficients dans A) 
toute application partielle A-lin6aire de A((Z)) dans A((X)) associ6e cano- 
niquement ~ une s6rie 
txz e [A((x))]((z)). 
On 6crira aussi "transduction de A((Z)) dans A((X))," ou plus simplement 
"transduction". La classe des (Z, X)-transductions est donc, par d6finition, 
en bijection avec l'ensemble des s6ries formelles de [A((X))]((Z}. [Pour une 
d6finition plus g6n6rale des transductions, voir Fliess (1972).] 
Notons X*  X Z* le monoide produit de X* et de Z*. 
A une m4me s6rie formelle t ~ A((X @ Z} on peut associer les deux 
s6ries formelles 
txz ~ [A((X'2)]•Z)) et tzx e [A•Z>]((X)), 
d6finies par les 6galitfs 
Vt~ ~ Z* (txz, 17) = {(t, f × h) f i f  ~ X*}, 
Vf ~ X* (tzx, f )  = {(t, f × h) I h ~ Z*}. 
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On constate ainsi que les deux A-alg~bres [A<<X>>]<<Z>> et [A<<Z>>]<<X'?> 
sont toutes deux canoniquement isomorphes ~A<<X @ Z>>. 
DI~FINITION 1.9. Une (X, Z)-transduction et une (Z, X)-transduction 
sont dites inverses t'une de l'autre si elles sont associ6es ~ deux s6ries 
t~x ~ [A<<Z>>]<<X>>, 
t.~ e [A<<X>>]<<Z>>, 
qui se correspondent dans l'isomorphisme canonique entre ces deux 
A-alg~bres. Elle peuvent done ~tre d6finies par la m~me s6rie 
t ~ A<<X @ Z>>. 
Les (Z, X)-transductions rationnelles et alg6brico-rationnelles poss~dent 
en commun la propri6t6 suivante: Elles peuvent ~tre d6finies par des re- 
pr6sentations matricielles de Z* dans A<<X)). Pr6cisons: 
D~FINITION 1.10. Soit cg une sous-A-alg~bre de A<<X)). Une (Z, X)- 
transduction est dite C#-reconnaissable si lle est d6finie par une s6rie txz de 
[A((X))]((Z)) reconnaissable dans l'alg~bre qg(Z)). Traduisons, la s6rie 
txz d6finit une transduction Cg-reconnaissable si et seulement si il existe une 
s6rie t o ~ c#, un entier N, et une repr6sentation/~ de Z +dans d/dN(cg), tels 
que l'on air 
t,,z = to + Y~ {(~)l~h ] h E Z+}. 
On a alors, pour toute s6rie a E A <<Z>>, d'apr6s (3), 
txz(a) = (a, e) to + Z {(~, h)(~h)lN I h e Z+}. (4) 
Dans le cas o6 l'alg~bre c# est unitaire--ee qui suppose que A soit un 
semi-anneau nitaire--on salt que 1'on a cgree<<X>> = cgrat<<X>>. Cela 
permet de pr6senter avee coh6renee l s d6finitions classiques. 
DI~FINITION 1.11. Les (Z, X)-transductions (Arat<<X)))-reeonnaissables 
sont appel6es transductions rationnelles. 
Les (Z, X)-transductions (A<X))-reconnaissables sont appel6es rationnelles- 
d' image-finie. 
Les (Z, X)-transductions (Aalg<(x)))-reconnaissables sont appel~es 
algdbrico-rationnelles. 
Ces d6finitions ont 6t6 introduites par Nivat (1968) avec les appellations 
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suivantes: K-transductions g6n4ralis4es, K-transductions g4n6ralisfes d'image 
finie, C-transductions g4n4ralis6es. [Voir aussi Fliess (1972); voir Fliess 
(1970) pour les transductions alg4brico-rationnelles.] 
I1 faut bien noter qu'une (Z, X)-transduction ~- est "rationnelle-d'image- 
finie" non pas si l ' image r(h) de tout mot de Z* est un polyn6me, mais si 
peut 4tre d4finie par une repr4sentation matricielle dont tous les coefficients 
sont des polyn6mes. 
Fliess (1969) a 4tabli l'4galit6 suivante, aux isomorphismes canoniques prbs: 
Arat(( X @ Z)) = [ Arat(( X)) ]mt(( Z)) = [Arat((Z))]mt((JO). 
On en d6duit que les inverses des transductions rationnelles ont encore 
les transductions rationnelles. Par contre, les transductions inverses des 
transductions rationnelles-d'image-finie 'ont pas encore &6 6tudi6es: on 
verra que ce sont les transductions rationnelles rfigul6es. 
Rappelons ia d6finition classique des transductions fiddles. 
DI~FINITION 1.12 (Nivat, i968). Une (Z, X)-transduction est dite fidHe 
si la s6rie formelle qui la d6finit, eonsid6r~e comme sfirie sur X* ~ coefficient 
dans A((Z)), appartient 
[A(Z)]{{X?). 
I1 est clair qu'une (Z, X)-transduction est une application partout d6finie 
si et seulement si c'est une transduction fid~le. (Ceci ~ condition que l'on ne 
dispose dans A que de sommes finies. Nous n'~tudions pas ici le cas off A est 
un anneau topologique ou valu&) 
C'est 5 l'intSrieur de cette notion primitive qu'il nous faudra construire 
une classe un peu plus "fine" de transductions. 
2. TRANSDUCTIONS R]~GUL]~ES 
Soit A un semi-anneau commutatif et unitaire. Soient X et Z deux ensembles 
finis. 
Notre but est d'obtenir des r6sultats ind@endants de la nature du semi- 
anneau A. Nour supposons par cons~quent que seules les sommes finies 
sont d6finies dans A. 
Soient c~ une sous-A-alg~bre de A{{X)), et soit Nun  entier strictement 
positif. Soit/~ une repr6sentation de Z+ dans J/N((#). Posons 
~,(a) = Z {0, h) ~h t h ~ z+). 
643/27]3-3 
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II est clair que l'on peut d6finir la s6rie [tz,(a)]lN si et seulement si la 
somme infinie , 
{(a, h)(tzh)l N ] h + Z +} 
est d6finie, au sens de la topologie eanonique de A((X)). En cons6quence 
la transduction reconnaissable d6finie par la repr6sentation t~ sera partout 
d6finie si et seulement si la s6rie 
Y~ {(t~h).~ I h + z+) 
est d6finie, c'est-~t-dire encore si et seulement si l'ordre de la s6rie (/~h)l N 
tend vers l'infini quand la longueur du mot h tend vers l'infini. 
Cette condition ne suffit pas en g6n6ral pour obtenir les r6sultats que nous 
avons en rue, I1 faudra pour eela faire porter la condition non sur un seul 
coefficient de la somme matrieielle/~,(a), mais sur 1!ensemble de ses coeffi- 
cients. Nous 6tudierons done les repr6sentations/z de Z+ dans dC'N(C~) telles 
que la somme matricielle infinie 
Z {(,h) I h + z+) 




rdgul¢e si l'on a 
Soient X et Z deux ensembles finis, et soit Nun  entier 
Une repr6sentation /~de Z +dans  d//N(A((X)) est dite 
DI~FINITION 2.2. Les notations ont celles de la d6finition 2.1. Une s6rie 
txz de [A((X))]((Z)) est dite rationnelle-rdgulde (resp. algdbrique-rdgulde) 
s'il existe un entier N strictement positif, une s6rie rationnelle (resp. alg6bri- 
que) t o de A((X)), et une repr6sentation r6gul6e ~ de Z +dans ~N(Arat((X))) 
(resp. ~N(Aalg((x)))) tels que l'on ait 
txz = to + Y= {(~h)l~T I h z Z+). 
D~FINITION 2.3. Une (Z,X)-transduction est dite rationnelle-rdgulde 
(resp. alg~brique-rdgul~e) si et seulement si elle est d6finie par une s6rie 
formelle rationnelle-r6gul6e (r sp. alg6brique-r6gul6e) de [A((X))]((Z)). 
SUR UN TIcII~ORI~ME DE SHAMIR 231 
La d6finition montre que les transductions rationnelles-r6gul4es sont des 
transductions rationnelles, et que les transductions alg6briques-r6gul4es 
sont alg6brico-rationnelles. Elle montre aussi que ces transductions sont des 
applications partMles partout dffinies. 
On notera [Arat(~X))]reg~Z)) (resp. [aaIg~<x~,}]reg(~Z))) l'ensemble des 
s6ries rationnelles-r6gul4es (resp. alg6briques-r6gul~es) de [A((X))]~(Z). 
Pour simplifier les 6nonc6s, nous utiliserons le symbole ~ pour d6signer 
Pun quelconque des deux qualificatifs "rationnel" ou "alg6brique". 
On parlera ainsi des s6ries ~-r4gul4es, de transductions ~-r4gul4es, et l'on 
notera [A~(X))]reg((Z)) l'ensemble des s6ries ~-r6gul4es de [A{~X))]~{Z)). 
Aprhs ces quelques dffinitions, nous en venons ~ l'4tude des transductions 
c~-rfgul6es. Le Th6orbme 1 concerne les propridtds de ces transductions. 
La Proposition 2.1 et le Th6orhme 2 s'attachent 5 en pr6ciser la nature. La 
Proposition 2.2 particularise au cas off A est un semi-anneau ordonnd positif. 
Mais avant d'aborder cette 4rude, nous 6nongons deux lemmes techniques, 
dont la d6monstration fera l'objet de la Section 4. 
Notation 2.1. Soient ~ et ~ deux semi-anneaux. On dit que (~, 9 )  
forme un couple commutant si: 
(i) ~ est une ~-alg6bre ~droite et ~ gauche, et 
(ii) Vd~etVcc~cd:dc .  
Soient X et Z deux ensembles finis. 
Soit (~, 9 )  un couple commutant. Soit Nun  entier strictement positif, 
et soit/~ une repr4sentation de Z + dans ~'N(~((X))). Cette repr6sentation 
se prolonge d'une et d'une seule facon en un homomorphisme partiel de 
~-alg6bre--que nous noterons/x.--de ~x(Z)) dans ~/~N(~f(X))), d6fini par 
Va 6 6~1~Z)~ /z,(a) = ~ {(a, h)(tzh ) I h ~ Z+}. (5) 
LEMME 2.1. Soit c~ une A-algkbre telle que (A, off) forme un couple corn- 
mutant. Soit ~ une sous-M-alg~bre de ~. Soient N un entier strictement positif, 
et tz une reprdsentation de Z + dam dg~(~(X)  4-~@~at((X))), vdrifiant la 
condition suivante: 
Alors l' application partieUe tz, est partout ddfinie, et l' on a 
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Remarque. Ce lemme sera utilis6 en particulier dans le cas off l 'on a 
= A~((Y)} ~ = Af t (Y )} .  
On aura alors successivement 
~(x)  = A(X)  + [A~%(Y))h (X)  
~(X} -I- ~raat~X)) = A(X}  -[- [A~((Y)}]lat ((Y)}. 
LEMME 2.2. Soit ~ une A-algkbre, telle que (A, %~) soit un couple commutant. 
Soit Nun entier strictement positif, et soit t~ une reprdsentation rdgulde de 
Z + dam dgu(~((X}}). Alors l'application partielle t~. est partout ddfinie, 
et l'on a 
~,(A%Z))) C ~u(~%<X))). 
Dans le cas off a = rationnel, ce Lemme 2.2 est un cas particulier du 
Lemme 2.1. 
Ces deux lemmes seront d6montr6s en Section 4. 
TH~OR~ME 1. Propridtds des transductions ~-rdguldes. 
(a) L'image d'une sdrie de A~((Z)) par une (Z-X)-transduction ~-rdgulde 
est une sdrie de A~((X)). 
(b) L'application composde de deux transductions e-rdguldes est une tram- 
duction a-rdgulde. 
Preuve du Thdorgme 1. 
(a) Soit txz = t o + ~ {(tth)lu h [ h ~ Z +} une s6rie formelle a-rfgul6e 
de [A((X))]((Z)), d6finie par une repr6sentation r6gul6e /~ de Z +dans  
d[~v(A~((X))). Soit a une s6rie de A~((Z)). L'image de a par la transduction 
txz est, d'apr~s (4) et (5), 
t~z(a) = (a, e) to + D, (~) ] IN -  
I1 suffit alors d'utiliser le Lemme 2.1 dans le cas off ~ = A pour en conclure 
que l'on a 
txz(a ) e A~'((X}}. 
(b) Soient 
t~z = to + Z {(~h)lNh / h ~ Z÷} 
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et 
r~,," = ro + Y, {(~ghN'g I g ~ Y+} 
deux s6ries formelles e~-r6gul~es, d~finies par deux repr&entations r~gul~es 
tz : Z + -+ d f  :~(A~((Y ) ) ,  
v : Y+- -~ d / [N , (A~( fX}) .  
I1 s'agit de d&erminer quelle est l'application compos~e 
rxr  o Iyz . 
Par une m&hode et des calculs analogues ~ ceux de Nivat (1974), nous 
allons d&erminer l'applicafion compos4e rxy o t r z ,  en calculant l'image de 
tout mot de Z*. Tout d'abord, calculons l'image du mot vide: 
rxr  o trz(e)  = rxr(to) = s o . 
D'apr~s le (a), la s&ie s o appartient ~ A~((X)). 
Soit A pr6sent fun  mot de Z +. Calculons son image: 
rx r°  t r z ( f )  = rxr((/z/)lN ) 
= (tzf, e)lN ro + (V*((tzf)lu))aN ""
La transduction rxr  o t r z  est donc la somme des deux transducfions r et r'  
d6finies respectivement par 
r(e) -~ So, gf  c Z'-  r ( f )  -~ (tLf, e)iN r o 
r'(e) = O, V f  c Z + r ' ( f )  = (v.( ( tzf ) lN)) lN,  . 
L'applieation de Z +dans ~N(A)  d~finie par 
f -+  (/,f, e) 
est clairement une reprdsentation, et c'est une representation nilpotente 
puisque/, est une repr&entation r6gul6e. Posons alors 
Vf~ Z + Af = ((t*~ e) (tzf, e) 0 r°) 
A est une repr6sentation nilpotente, donc r6gul6e de Z + dans J / [N(A~((X) ) ) .  
Et l'on a 
Vf  e Z + r ( f )  = (•f)l.2N • 
Nous en d6duisons que ~- est une transduction c~-r~gul6e. 
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D6montrons A pr&ent que r '  est aussi une repr6sentation a-r6gul6e. 
Pour cela, nous d6finissons une repr&entation p de Z+ dans JddNXN,(A~((X))) 
en posant 
vf~ z+ (d ) . ' , . '  = (~.((d).)),'~'. 
On a alors 
et 
Nous aurons alors 
*'(f) = (dh l .~ '  • 
Reste h v6rifier que p est une repr6sentation r6gul6e. Soient donc p et q 
des nombres entiers tels que l'on ait 
~(e~) C ~G(AKY>) ,  
v(Y~) c dCN.(&ZX>). 
n(z.0) c JZN(&(<Iz>), 
v .(Aq((Y)) C ddN,(AI({X)) , 
Vi, j v.((n(Z~%j) C JZ~,(&<<X>), 
ce qui se traduit encore 
p(Z ~q) C J~NN,(AI((X))). 
Nous avons donc 6tabli que la transduction rxv o trz est somme de deux 
transductions a-r6gul6es. On peut v6rifier que la somme de deux transductions 
c~-r6gul6es est une transduction ~-r6gul6e, ce que nous expliciterons dans 
la d6monstration de la Proposition 2.1. D'ofl le r6sultat. 
PROPOSITION 2.1. Aux isomorphismes canoniques pr&, on a l'dgalit~ 
suivante: 
[A%<X>>]re<<Z>> = A<Z> + [&%<X>>yaKZ>>. 
Cette proposition pr6sente une comparaison entre s6ries rationnelles et 
s4ries reconnaissables. Elle est calqu6e, tant dans son 6nonc6 que dans sa 
d6monstration, sur le th6or6me de Kleene-Schiitzenberger (voir Schiitzen- 
berger, 1962). Nous pr&entons cette d6monstration en quatr e &apes, qui 
font l'objet des lemmes suivants. 
LEMME 2.3. L'ensemble [A~((X))]reg ((Z)) est une sous-[A~((X))]-alg~bre 
h gauche et h droite de [A~((X))]((Z)). 
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Soient a 0 et b 0 deux s6ries de A~((X>>, soient/z et be' deux repr4sentations 
r6gul6es de Z +, 
be : z+ - ,  ~N(A~<<X)) ) ,  
be' : Z + -.-+ ,/~N'(A~<(X>>), 
permettant de d6finir les deux sdries a-r6gul4es 
= a0 + a' = a0 + 2 {(be(h))~uh I h ~ Z+}, 
b = b 0 + b' = b o + Z {(be'(h))zN'h l h c Z+}. 
Soit enfin 13 une s4rie de A~((X)). I1 nous faut 6tablir que les sgries a -}- b, 
fla, a/3, a • b, sont toutes a-r4gul6es. La m6thode est celle de Schiitzenberger 
(1962). Mais nous devrons 6tablir de plus que chaque repr4sentation construite 
par Schiitzenberger st r4gul6e. 
(a) 
a + b ~ [A~((X>>]reg (<Z>>. 
On construit la reprgsentation v de Z +dans  dLN+N,+2(A~((X))) d4finie 
"par blocs" en posant pour tout mot h de Z + 
vh = 
i (1)(beh) (1)(be'h) (~h)~N+(~'h)~N,\ 
~h 0 (~h)(X) | 
0 be'h (be'h) ! 
0 0 0 (N') / 
Les expressions (1)(beh) et (1)(be'h) d6signent la premi6re ligne des matrices 
beh et be'h, les expressions (beh)(N) et (be'h)(N') d6signent la derni6re colonne 
de ces m~mes matrices. On v&ifie imm4diatement que la repr6sentation v 
est r4gul6e si be et be' le sont. On a donc 
a' + b' e [A~((XS)]r~g <<z)) 
d'oh immgdiatement le r4sultat. 
(b) fla et aft sont a-r6gulges. 
Comme pa 0 et %/3 appartiennent 7 A~((X)), il suffit de montrer que/3a' 
et a'/3 sont a-rggul4es. C'est une consgquence imm6diate de Ia construction 
des deux repr6sentations vet  p de Z+ dans ~//d2N(A~((X)) d4finies, pour tout 
mot h de Z +, par 
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Ces deux repr6sentations sont r6gul6es si et seulement si/~ est r6gul6e. 
(c) a • b est ~-r6gul6e. 
On a en effet 
a • b = aob o + aob' + a'b o + a'b'. 
D'apr+s (a) et (b), il suffit de montrer que a'b' est ~-r6gul6e. 
Appelons T la matrice N × N '  qui a pour seul terme non nul, 6gal 
1'unit6 1 de A, le dernier terme de la premiere colonne. On pose alors 
et l 'on prolonge pen  une repr6sentation de Z +. Pour tout h ~ Z +, on a alors 
ph = ( ;  h ~ {(~hl) T(bdh2) ] hlh2 = h'hl # e}). 
Id h 
Le r6sultat sera 6tabli si l'on montre que p est une repr6sentation r6gul6e. 
Or il est clair que si l 'on a 
~(Z~) C ~u(&(<X>)),  
~'(z~') c ~N,(&<<x))) ,  
on a aussi l'inclusion 
d'ofl le r6sultat. 
p(Z ~+i°'-l) C ~/~N+N'(AI~X))), 
LEMME 2.4. L'algbbre [A~((X))] reg ((Z)) contient l'algbbre des polyn6mes 
Pour 6tablir ce lemme, il suffira, en vertu du lemme pr6c6dent, d'6tablir 
Vz E Z z ~ [-//~((X)}] reg ((Z}}. 
Or la s6rie z peut 6tre obtenue ~ partir de la repr6sentation/L de Z + dans 
dd2(A~((X}}) d6finie par 
Vz' v~z t~z' = ( 0 00) 
La repr6sentation/, 6tant nilpotente, elle est r6gul6e. 
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LEMME 2.5. L'ensemble [A~((X))] reg ((Z))(3 [AI(X))]((Z)) des s&ies ~- 
rdgulies "propres en X"  est une sous-[Al~((X))]-alg~bre rationnellement fermde 
de [ A~(~ x)) ] ( z)). 
L'ensemble d ~ des s6ries ~-r6gul6es "propres en X"  est une sous-[Al~((X}]- 
alg6bre de [A~((X}]((Z)). C'est une cons4quence imm6diate du Lemme 2.3. 
Reste donc ~t montrer que eette alg6bre est rationnellement fermfe dans 
[AI~X))]((Z)). Soit donc a une sfrie c~-r4gul~e propre en X, et quasi- 
inversible dans [AI~((X))]((Z)). Elle peut 4tre d4finie par une reprfsentation 
r6gul6e/z de Z +dans ./gw(A~(X))), et l'on a 
Vh a Z + (ixh)vv ~ AI~(X)), 
a = ~ {(tZh)lNh ] h ~ Z+}. 
Reprenons la construction de M. P. Schiitzenberger. Appelons T la matrice 
carr4e N × N dont le seul terme non nul, 6gal ~t 1, est le dernier terme de la 
premi&e colonne. On aura pour tout mot h de Z+: 
T(ixh) T e ~N(A~((X))),  
car le seul terme non nul de cette matrice est 6gal ~ ([zh)iN. Construisons 
la repr4sentation v de Z + dans ~N(A~((X))) d4finie en posant, pour toute 
lettre z de Z, 
vz = (tzz)(I q- T), 
off I d6signe la matrice unit4 en dimension N. 
Calculant vh pour tout mot h de Z +, on constate que vh peut s'fcrire comme 
somme de deux termes B het  C h , en posant, 
B~ = (l~h)(I + T) + ~ {(~hh) T(l~h~)(I + T) I hqh~ = h, h~ :/: e} 
G = 
lhl 
{(/~hq) T(tzh~) T.. .  (tzh~,)(I + r )  ] hqh~ ... h~, = h, h~ + e}. 
n=3 
La matrice C1~ appartient toujours ~ d//w(AI~X)) . D'autre part, si l 'on a 
alors pour tout mot h de longueur (2p - -  1), on a 
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La repr6sentation vest donc r6gul6e si/z est r6gul6e. D'autre part, il est clair 
que l'on a 
a + = ~ {vh)lNh I h ~ Z+}. 
Le lemme est donc 6tabli. 
De ces trois lemmes, on tire imm6diatement l'inclusion 
[AI~((X))] rat ((Z)) + A(Z)  C [na((X))] reg ((Z)). 
Pour d6montrer la Proposition 2.1, il suffit donc d'6tablir l'inclusion inverse, 
ce qui fait l'objet du lemme suivant 
LEMME 2.6. On a l'inclusion suivante: 
[A~((X))]reg ((Z)) C A(Z)  + [A~((X))] rat ((Z)). 
Soit en effet t = t o + t' une s~rie a-r6gu16e de [A{(X))]((Z)), avec 
t o ~ A~((X}},  
t' = ~ {(tzh)lNh [h ~ Z+}, 
off/~ est une reprfsentation r6gul6e de Z+ dans ~'N(A~((X))). 
I1 est clair que la sfrie t o appartient 5 A(Z)  + [AI~((X))] rat ((Z)). Montrons 
qu'il enest  de m6me de t'. Pour tout mot h E Z +, posons 
hh = (ixh)h. 
On a ainsi d6fini une repr6sentation h de Z+ dans ~N([A~((X))]I (Z)) ,  et 
l'on a 
t' = ()t.(car Z+))IN , 
off (car Z +) d6signe la s6rie caract6ristique de Z+; 1.  est d6fini en (5). 
Cette s6rie (car Z +) appartient ~A~ rat ((Z)). Or, puisque/x est une repr6sen- 
tation r6gul6e, on en d6duit pour h la propri6t4 suivante: 
3p e ~ a(z,) c ~N((&%(x)))~ (z)). 
I1 s'ensuit que sont v6rifi6es pour h les hypotheses du Lemme 2.2, en posant 
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Le Lemme 2.2. permet done d'affirmer 
(A,(car Z+))IN C _//<Z> -q- [Ala<<X>>] ra45 <<Z>>, 
ce qui termine la d6monstration. 
TH~OM~ME 2. Soient X et Z deux ensembles finis, et soit Aun  semi-anneau 
commutatif et unitaire. Aux isomorphismes canoniques prks, on a l'dgalitd 
[Arat((X))] reg ((Z>> = [}/<Z>] TM ((X)).  
Elle se fait en 4tablissant une double inclusion Preuve. 
(a) 
[A~<<X>>] reg <<Z>> C [-/l<Z>] ~<<Z>>. 
Soit en effet t = t o + t' une s6rie a-r6gul6e de [A<<X)>]<<Z)), d6finie ~t 
l'aide d'une repr&entation c~-r6gul6e/~ de Z+ dans ~N(A~((X))). I1 est clair 
que t o appartient ~ [A<Z)] ~ <<X)>. Posons alors, pour tout mot h de Z +, 
Ah = h(~h). 
On d6finit ainsi une repr&entation A de Z +dans -~N([A(Z)]  ~ <<X>>). De plus, 
comme/~ est r6gul6e, on a 
3p e ~ ~[z~) c Jz~([A<z>]~ <<x>>). 
La repr6sentation A est done r6gul6e; utilisant le Lemme 2.1, on obtient 
alors en particulier 
(A.(car Z+))I~ v C [A(Z)] ~ ((X)), 
ce qui 6tablit cette premihre inclusion. 
Cette premi6re inclusion est done valable aussi dans le eas alg4brique. 
I1 n'en sera pas de m4me pour l'inclusion inverse. 
(b) [A<Z>]~ <<X>> C [A~t <<X>>?~t <<Z>>. 
Soit rune  s6rie de [_//<Z)]~t<(x)). Comme ~/<Z) est un semi-anneau unitaire, 
la s6rie res t  reconnaissable. Elle peut donc 6tre d6finie ~ l'aide d'une re- 
pr6sentation/~ de Z+ dans JgN(A(Z)). Posons alors 
240 GI}RARD JACOB 
Cette s6rle est quasi-inversible dans J/ZN(A(Z})((.X)), et l'on a 
M + = ~ {/xf) f I f ~ X+}, 
r = (M+) IN  . 
Or Schiitzenberger (1961) a 6tabli que les coefficients du quasi-inverse d'une 
matrice M appartiennent h la fermeture par somme, produit et quasi-inversion 
de l'ensemble des coefficients de la matrice M. Le m~me r6sultat peut aussi 
~tre d6montr6 en suivant une m6thode due ~t Richard (1970); on calcule 
"par blocs" le quasi-inverse de M, et on raisonne par r6currence sur la 
dimension de la matrice M. 
Dans le cas pr6sent, les coefficients de M appartiennent ~ [AI(X}](Z}, et 
donc 5 fortiori A [A~rat((X))] rat ((Z)). Reste 5 montrer que [Arlat((X))]rat((Z)) 
est ferm6 par somme, par produit et par quasi-inverse. (Ce quasi-inverse 
6tant calcuI6, modulo l' isomorphisme canonique, dans [A((Z))]I ((X)).) La 
fermeture par somme et produit est 6vidente, puisque [A[at((X))] rat ((Z)) 
est une alg~bre. Soit donc a une s6rie de [Arat((X))] rat ((Z)). Elle est quasi- 
inversible dans [A((Z))]((X)). Pour calculer son quasi-inverse, posons 
avec 
a : a 0 --t- a t 
a o ~ A[ at ((X)), 
a' e [A~t ((X))]pt ((Z)), 
et utilisons la formule de caleul du quasi-inverse d'une somme (voir par 
exemple, Fliess, 1969): 
(ao + a') + = ao + + ((ao*)a')+ ao* ,
ofa l'on a pos6 
a0*  = e "-~ a0+.  
On v6rifie ais6ment que l'on a 
(ao + a') + ~ [ Afar1 ((X))] rat ((Z)), 
ce qui termine la d~monstration. 
On retrouve les langages comme cas particuliers des s6ries formelles, en 
prenant les coefficients dans le "semi-anneau de Boole" ~,  commutatif, 
deux 616ments 0 et 1, enti6rement d6fini par la relation 
1+1:1 .  
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Quand on s'int4resse aux "coefficients d'ambiguit6" des langages, on est 
conduit ~ 6tudier les s4ries formelles 5 coefficients dans N. Plus g4n4ralement, 
on pourra 6tudier les alg4bres de s6ries formelles ~t coefficients dans un 
semi-anneau B+ totalement ordonn6 off 0 est le plus petit 614ment. (Pour toutes 
ces notions, voir Nivat, 1968 et Fliess, 1974). 
LEMME 2.7. Soit B+ un semi-anneau totalement ordonnd oil 0 est le plus 
petit dldment. On a alors l'dgalitd 
[B+((Z))] rat ((X)) N [B+(Z)]((X)) = [B+(Z)] rat ((X)). 
On 6tablit ce lemme en s'inspirant d'une m6thode due h Fliess (1974). Soit 
azx une s6rie appartenant 5 [B+((Z))] rat ((X)) n [B+(Z)]((X)). Elle s'ficrit 
encore 
azx = ao + ~, , 
05 a 0 appartient h B+(Z),  et o5 a~ est l'une des composantes d'un I-uple 
(ai)i E I  de s6ries formelles v6rifiant un syst~me d'6galit6s de la forme 
c~i = bi + ~ ciS~i , 
je I  
o5 les coefficients bi et ci s appartiennent R [B+((Z))]I (X ) .  Pour tout mot 
f de X +, on a donc les ~galit6s 
( . , , s )  = , i )  + x ( z   (ci, -- 
Comme pour tout mot f, (al ,  f )  appartient fi B+(Z),  et que B+ est ordonn6 
positif il s'ensuit que pour tout mot f  de X +, les termes(b D f )  ct (qS, f )  appar- 
tiennent 5 B+(Z).  I1 en est de m6me pour (~., f )  chaque fois que le terme 
qS est non nul. 
De proche en proche, on constate--en 61iminant si nfcessaire les 6quations 
n'intervenant pas pour d6terminer a l - -que tous les termes b s et ciS des 
6quations restantes appartiennent 5 [B+(Z)] 1 (X ) ,  d'o5 le r6sultat. 
PROPOSITION 2.3. Lorsque le semi-anneau des coefficients est le semi-anneau 
de Boole ~,  ou plus gdndralement un semi-anneau B+ eommutatif totalement 
ordonnd dont 0 est le plus petit dldment, les classes des transductions rationnelles 
rdguldes et rationnelles fid~les ont confondues. 
Cette proposition est la cons6quence immfdiate du Lemme 2.7. 
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3. EXEMPLES 
Nous donnons d'abord quelques exemples de transductiom rationnelles 
rdguldes. Nous ferons ensuite une comparaison entre les diff6rentes classes de 
transductions introduites. Les exemples pr6sent6s ont inspir6s de Fliess 
(1972). 
EXEMPLE 3.1. La transduction qui consiste ~ faire le produit de Hadamard 
avec une s6rie rationnelle fix6e r de A({X)) est la transduction rationnelle 
r6gul6e d6finie par la s6rie 
{(~,f)f  × f t f~ X*}. 
On remarquera que cette transduction est fi elle-m~me son propre inverse. 
EXEMPLE 3.2. Tout homomorphisme 9 de X* dans Y* permet de 
d6finir deux transductions: 
(i) l'image directe par 9, not6e go,, qui est la (X, Y)-transduction ddfinie par 
9,(a) = ~ {(a,f) 9 f l feX*} ;  
(ii) l'image inverse par 9, not6e 9", qui est la (Y, X)-transduetion d6finie 
par 
VgG Y* go*(g) = ~{f l f~X* ,9 f=g}.  
Ces deux transductions sont d6finies par la m~me s6rie t de A{{X @ Y)): 
t = Z{f  X 9f l fGX*}.  
On a clairement 
trx ~ [A(Y)] rat {{X)) 
et donc aussi, par le Thforgme 2, 
txy e [Ar~t ((x>]rog ((Y}. 
Pour tout morphisme % la transduction image inverse par 9 est done ration- 
nelle r6gul6e. Par contre la transduction image directe par go n'est rationnelle 
r6gul6e que si 9 est un morphisme "continu," c'est-~t-dire si l'on a 
go(x) ¢ Y+. 
EXEMPLE 3.3. Le produit de Cauchy ?t gauche (resp. ~ droite) avec une 
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sTrie rationnelle fix6e est une transduction rationnelle rTgulTe, comme on le 
v4rifie ais6ment. De m4me, le produit de Cauehy 5 gauche (resp. ~ droite) 
par une sTrie algTbrique st une transduction algTbrique r6gulTe. 
EXEMPLE 3.4. Soitf0 un mot fix4 de X*. Posons 
t = ~,{ fo f  ×f ] feX*} .  
C'est une s6rie de A( (X  × X)) qui permet de ddfinir deux transductions 
rationnelles rTgulTes inverses l'une de l'autre. L'une d'elle est un cas parficulier 
de l'exemple prTcTdent: C'est le produit de Cauchy ~ gauche parr0. Son 
"inverse" est la transduction r de A((X)) dans A((X)), d4finie par 
Vie  X*,  r ( fo f  ) = f, 
Vf e X* \ foX*  , r(w) = O. 
Cette transduction consiste ~ faire le produit de Hadamard avec la sdrie 
(fo car X*) puis ~t "simplifier" ~ gauche par le mot f0- 
EXEMPLE 3.5. Soit x une lettre de X. On appelle d4riv4e partielle par 
rapport 5 x la transduction 8/3x d4finie par 
~x(X ~) _ .x . -1  
w '  ~ Xl{x} ~ (x') = o, 
¢9 , cq f ,  a , 
Vf, f '  e X*  ~x ( f f  ) =~xx( f ) .  + f . ~x ( f  ). 
C'est une transduction rationnelle-r6gul6e, elle est d6finie par la reprTsentation 
de X +dans dfz(A(X)) , 
On appelle d6riv6e partielle toute transduction compos6 d'un hombre fini 
de d6riv6es partielles de la forme 8/~x i , off x iest  une lettre de _32. D'apr6s 
le Th4or6me 1, les d4riv4es partielles sont des transductions rationnelles 
r4gul6es. 
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EXEMPLE 3.6. Peut-on rfaliser certaines "projections" par des transduc- 
tions rationnelles r6gul6es ? L'exemple suivant cherche h r@ondre h cette 
question. 
Soient X et Y deux alphabets disjoints, et soit 7r x l'homomorphisme d  
(X U Y)* dans X* appel6 projection sur X,  d6fini par 
Vx ~ X ~x(x) = x, 
Vy e Y ~x(y)  = e. 
On notera encore ~r x la transduction image directe par rr x . 
Dt~FINITION 3.1. Soit a une sfrie de A( (X  u Y)). On appellera "projection 
sur X modulo a" la transduction ~de A( (X  U Y)) dans A((X)) d6finie par 
Vb ~ A( (X  u Y)) .r(b) = zrx(b @ a). 
DI}FINITION 3.2. Une sfrie a de A((X U Y)) sera dite Y-bornde si l'on a 
la propri6t6 suivante: 
3k ~ N Vw, w' ~ (X U Y)*, Vg ~ Y* 
(a, wgw') =/=0 ~ [ g l <~ k. 
Cela signifie que les roots de Y* qui sont facteurs de mots du support de a 
sont de longueur born6e. 
LEMME 3.1. Soit a une sdrie rationnelle de A( (X  u Y)). Pour que la 
projection sur X modulo a soit une transduction rationnelle rdgulde, il suffit que 
la sdrie a soit Y-bornge. 
En effet, on peut d6crire cette transduction comme compos6e de la trans- 
duction "produit de Hadamard avec a," et de la transduction de A( (X  U Y)) 
dans A((X)) d6finie par la s6rie suivante: 
car Y • xcar U Y x x lx~X 
i \ i~O 
I1 est clair que cette s6rie appartient 
[A (X  W y)]rat ((X)). 
]D'apr~s le Th6or~me 2, elle d6finit une transduction rationnelle r6gul6e de 
A(X  U Y)) dans A((X)). 
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COROLLAIRE. Pour qu'une transduction "r de A<(Y}) clans A((X}) soit 
rationnelle r~gulde, il faut et il suffit qu'il existe une sdrie rationnelle r, Y-bornde, 
de A( (X u Y)), telle que l'on ait 
Vb ~ A<(Y)) ~(b) = ~x(~y*(b) 0 r), 
oh 7rr est l'homomorphisme de "projection sur }7.,, 
Dans le cas des langages, ce lemme a 6t6 d6montr6 par Boasson et Nivat 
(1973). 
La condition est sufiisante d'apr~s l'Exemple 3.2 et le Lemme 3.1. Montrons 
qu'elle est nficessaire: Soit z la transduction rationnelle rfgulfe de A<<Y}) 
dans A((X)) d6finie par la s~rie 
t e [A<r) ]~t  <<x)). 
Soit donc tz une repr6sentation de X + dans J /N(A<Y}) et t o un polyn6me 
de A(Y) ,  tel que 1'on ait 
t ~- t o + 2 {(btf)luf I f  ~ X+} • 
Soit ~ la matrice de dgN(AI(X U Y}) d6finie par 
= Z ((~x) x I x ~ x}.  
D'apr~s un r6sultat de Schiitzenberger (1962), le quasi-inverse ~+ de la 
matrice ~ appartient 
~u(A I  ~t <<X w Y))). 
I1 est clair que la s~rie 
r = to + (~+) IN  
est Y-born6e, qu'elle est rationnelle, et qu'elle v6rifie la condition de l'6nonc& 
LEMME 3.2. Si A est un semi-anneau ordonn6 positif, ou un sous-semi- 
anneau d'un corps, il suffit, pour qu'une s&ie rationnelle r de A<<X t3 Y)) 
soit Y-bornde, qu' elle vdrifie la condition 
3p ~ N Vw ~ supp a [ ~rv(w)] ~ p [ 7rx(W)[. 
(1) A Ordonng Positif 
On ~crit r sous la forme 
r = (r, e)e @ ~ {(ttW)lN W ] w ~ (X L) Y)+), 
643/27/3-4 
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off /~ est une repr6sentation de (Xu  Y)+ dans d/N(A ) avec N~ N\{O}. 
Posons 
I ={1,  2,..., N}, 
/1 = {i ~ x l ~ e (x  u Y)*, (~)1~ ¢ o}, 
I~ = {j e I I  3~ e (x  u Y)*, (.w)j~ ~ 0}. 
Pour tout i e /~,  on choisit w~ e (X v3 Y)* tel que (/,w~),~ soit non nul; pour 
tout je I~ ,  on choisit w/e(Xu  Y)* tel que (tzw/)sx soit non nul. Nous 
raisons une construction analogue dans le second cas. 
(2) A Sous-Semi-Anneau d'un Corps K 
On dcrit r sous la forme 
r = (r, e)e + F~ (A(,w) r I w ~ (x  v Y)+} 
off A (resp. y) est une matrice ligne (resp. colonne) ~t N termes appartenant 
~t A, et /~ une repr6sentation de (X u Y)+ dans .///{N(A)(avec Ne N\{0}). 
L'ensemble des vecteurs ligne {h(/zw)[ w e (X t.) Y*)} engendre un K-espace 
vectorielL de dimension finie. On en extrait une base finie {A(/~w~)] i ~/1} de L. 
L'ensemble des colonnes {(/zw)y ] w E (X t3 Y)*} engendre un K-espace 
vectoriel D de dimension finie. On peut donc en extraire une base finie 
{(t~w/)y I J ~ I2} de D. 
Dans un cas comme dans l'autre, on obtient le r6sultat suivant: Soit w o 
un mot de (X k) Y)+. Pour que l'on ait 
Vw, w' e (X w Y)* (r, ww0w' ) = 0,  
il suffit que l'on ait 
V(i, j) e /1  × 18 (r, W~WoW~') = 0. 
Posons alors, pour l'entier p de l'hypoth~se 
k = p • supp{[ 7rx(WiW/) [ 1 ( i , j )~ 11 × I~}, 
on en d6duit 
VWo ~ Y+, ¥w, w' ~ (X w Y)*, 
I w0[ > k ~ (r, wwow') = 0 ,  
ce qui &ablit le lemme. 
Nous pouvons ~ pr&ent dnoncer la r&iproque du Lemme 3.1. 
PROPOSITION 3.1. Soit r une s(rie rationnelle de A((X U Y)). On suppose 
que A est, soit un semi-anneau ordonng positif, soit un sous-semi-anneau d' n 
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corps K. Pour que la projection sur X modulo r soit une transduction rationnelle 
rdgulde, il faut et il suffit que la sdrie r soit Y-bornde. 
Le Lemme 3.1 dit que cette condition est suffisante quel que soit le semi- 
annean A. 
Montrons que la condition est n6cessaire. Soit ~- la transduction "projection 
sur X modulo r," et supposons que ~- soit une transduction rationnelle 
r6gul4e. I1 existe donc un entier N strictement positif, et une repr6sentation 
r4gul4e/~ de (X u Y)+ dans J{N(Arat((X))), tels que l'on ait 
Vb e A~(X u Y)) ~-(b) = [/~.(b)]lN. 
Soit p un entier strictement Positif tel que l'on ait 
~((X U Y) ' )  C d4,(&K<X>). 
On a alors 
Vw ~ (X w y)+ t~w ~ d[N(AE(j~I/~) {<X))), 
o• le symbole E dSsigne la fonction "partie enti6re". Or, pour tout mot w de 
(X u Y)+, le support de ~-(w) est soit l'ensemble vide, soit rrx(w ). On en d6duit 
T(W) "~Tx(W)], 
On a donc, pour tout mot du support de r, 
l ~(w)l ~< (p - 0 I,~x(w)l, 
et le Lemme 3.2 permet de conclure. 
Nous avons ainsi achev6 l'6tude de l'Exemple 3.6. 
Apr6s avoir pr6sent6 ces quelques exemples de transductions rationnelles 
r6gul4es, nous nous proposons de pr6senter les relations d'inclusion entre les 
diff&entes classes de (Z, X)-transductions rationneUes que nous avons intro- 
dukes. Chacune de ces classes de transductions rationnelles est d4finie par 
une sous-A-alg6bre de [Arat((X))]rat~(Z)). II nous suffira donc de pr6ciser les 
relations d'inclusion entre ces alg6bres. A cet effet, nous posons 
D = [Ap t ((X))] tee ((Z)), 
E = [A[~* ((xb]~t ( (z) ,  
F = [A,~t <<x))],~ <<z>> = [A<Z)]x~, <<X>>, 
G A rag <(X X Z)) a [A fZ) ]  <(X)), 
g -= A rat ~(X @ Z) .  
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De plus, si nous voulons nous borner aux s6ries "propres ell X" ,  il sera bon de 
poser 
K = [AI((X)) ] ((Z)). 
Les r6sultats pr6c6demment 6 ablis permettent de pr6senter les inclusions 
suivantes: 
] DC ECFC GC H] 
Dans le cas off A est un semi-anneau ordonn6 off 0 est le plus petit 616ment, 
on a 
F=G.  
Nous nous proposons d'6tablir les inclusions trictes suivantes: 
GnK~HnK]  
Avant d'ftablir ces r6sultats, faisons les remarques suivantes. 
Remarque 1. Pour toute s6rie txz ~ E, on a 
Vh e Z + (txz , h) ~ Alht((X)). 
Remarque 2. Pour toute s6rie txz e F, on a 
3p ~ N, Vh ~ Z+, VnsN,  
I h [ > np => (txz , h) ~ An((X)). 
Remarque 3. Une s6rie txz de H appartient A G si et seulement si l'ordre 
de la s6rie (txz , h) tend vers l'infini en m~me temps que la longueur du 
mot h de Z +. 
Nous pouvons h pr6sent 6tablir les inclusions trictes annonc6es: 
D # E. (6) 
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Soit en effet x une lettre de X. Pour route lettre z de Z, posons 
I ) /zz = |0 0 . 
0 1 
Appelons txz la s6rie 
Y, ((~h)13 [ h ~ z+) = y~ {xJ,~l × h [ I h I ~ 2~).  
Cette s6rie appartient 5F, puisque l'on a 
Vz, z' ~ Z ~(zz') = x . 
0 
Comme elle est propre en X, elle appartient ~ E, puisque l'on a 
F = E + A<Z). 
Or elle ne peut appartenir ~ D d'apr&s la Remarque 1. 
E @ F. (7) 
Ceei simplement paree que E et A<Z)  sont disjoints, et que l'on a 
F = E + A<Z) 
G v~ H et G n K v a H t3 K. (8) 
Cette deuxi+me in6galit6 implique la premi&e. Soit done s une s6rie fix~e 
de A[ at ((X)). Posons 
txz =,  2 {h I h ~ z*}. 
I1 est clair que cette s6rie appartient h K, et qu'elle appartient ~ H\G. 
4. PRECV~ DES LEMMES 2.1 ET 2.2 
La d6monstration des deux lemmes techniques repose sur l'6tude des 
s6ries rationnelles et alg6briques d'ordre au moins 6gal ~t un entier p fix& 
Dt~FINITION 4.1. Soit A un semi-anneau quelconque. Soit pun  entier 
strictement positif. Une s6rie de A((X))  est dite p-alg6brique (resp. p-ration- 
helle) si et seulement si elle est composante de la solution propre d'un syst~me 
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(A(X))-alg6brique (resp. (A~X))-alg6brique lin6aire ~ droite) (I, q), off 
pour tout 616ment i de I, qi appartient ~ l'id6al ~ droite de A(X)  *N N( I )  
engendr6 par A~(X) .  Ce que l'on note: 
Vi ~ I qi ~ A , (X)  • [A (X)  ,~ N(I ) ] .  
Les notations utilis6es sont dffinies en (1) et (2). 
En d'autre termes, on a un syst~me d'6quations de la forme: 
(~t = Z ai~qa(a), 
h~H 
off H est un ensemble fini, et off l'on a 
Vi E I Vh ~ H ai~ E A~(X) ,  
Vh E H q~ e A(X)  *N N(1)  
(resp. qn ~ {e} t3 I) .  
On notera respectivement A~lg((x)) et Arpat((x)) les ensembles des s6ries 
p-alg6briques et p-rationneUes de A((X)). Ii est clair que ce sont des s6ries 
d'ordre au moins 6gal [ p. On va 6tablir que ce sont exactement les s6ries 
algfbriques (resp. rationnelles) d'ordre all moins 6gal ~ p, ce qui s'6crit 
encore 
A~"((X)) = A~(X))  n A~((X)). (9) 
PROPOSITION 4.1. Pour tout entier p strictement positif, on a l'dgalitd 
Nous aUons 6tablir ce r6sultat dans le cas alg6brique, laissant au 
lecteur le, soin de v6rifier que la m6thode propos6e est valable aussi dans 
le cas rationnel. 
La d6monstration se fait par r6currence sur p. Pour p = 1, cette 6galit6 
est une formulation d'un r6sultat dfi ~ Greibach (1965): toute s6rie formelle 
alg6brique est composante de la solution d'un syst~me d'6quations ous 
"forme standard de Greibach." [Dans sa th~se, Nivat (I968) a donn6 une 
d6monstration matricielle de ce r6sultat, beaucoup lus rapide.] 
I1 nous faut ~ pr6sent 6tablir la r~currence. Soit doncp un entier strictement 
positif, et soit a ~ (ei)iel la solution propre d'un syst~me (A(X))-alg6brique 
(I, q), off l'on a 
Vi • I qi ~ A , (X)  • [A(X)  *N N(I ) ] .  
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I1 est clair que l'on peut ~crire les s6ries q~(e) sous la forme suivante: 
v ie  I q~(~) = ~ + Y. a~%~((O, 
h~H 
off H est un ensemble fini, et off l 'on a 
ai ' dJt~i e A (X) ,  
rl~ e A(X)  *~ N( I} .  
On en d4duit 




Mais cette lois, chacun des termes d,] I~ • q~. • r h appartient ?tl'id6al ~t droite de 
A(X)  ,~  N( I )  engendr6 par A2~(X) .  Posons alors 
avec  
On obtient alors 
Vi ~ I ai = Yi + ai' 
a/e  A:o+lfX),  
supp Yi C X p. 
! 
Vie  I cri = Yi + (~i , 
en posant 
, + F, d?q/~) ~d~). 
h~H 
Soit une 6galit 6 de la forme 
6i' = qit(ff) = qi'(~ ~- a'), 
off qi' appartient ~t 
A~+I(X  ) " [A<X)  ,~ N( I )} .  
Ce qui peut encore s'6crire sous la forme 
< = s,~(.9 
avec (7 i' ~ A~+I<X ) • [A<X)  ,~ N( I ) ] .  
Cela 4tablit le rdsultat suivant: 
A~Ig((X)) C AP(X)  ± A ~ l /Y \ \  I p+l \ \~/ /  
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[voir (9) pour la notation], d'ofl, par r6currence, 
L'inclusion inverse est imm6diate. La proposition est done &ablie. 
PROPOSITION 4.2. Une sdrie de A((X)) est p-algdbrique (resp. p-rationnelle) 
si et seulement sieUe est composante de la solution propre d' un syst~me (Aalg((X)))- 
algdbrique (resp. ( Arat((X)) -lingaire gz droite) (1, q) ou pour tout dldment i de I, 
qi appartient ~ l'iddal h droite de A((X)) ,~ N( I )  engendr~ par A~Ig((x)) 
(resp. par Arpat(( X)) ). 
Explicitons. Dans le cas algdbrique, on aura 
Vi  ~ I qt E A~lg( (X) )  • [Aalg((X)) *N IV(I)]. 
Dans le cas rationnel, on aura 
Vi ~ I qi = ~ aiarh (somme finie), 
h~H 
avec 
ain ~ Attar(x)) et r h e {e} U L 
Ce qui s'6crit encore 
Vi ~ I q, e Agt((X)) • [{e} U I]. 
Iei encore, nous raisonnons dans le eas alg6brique. Le eas rationnel se 
traite de la m6me fa~on. 
I1 est clair que route sdrie p-alg6brique est par d6finition, eomposante 
de la solution propre d'un syst~me d'6quations de la forme propos6e dans 
l'6nonc6. R6eiproquement, soit a une s6rie composante de la solution propre 
d'un syst+me d'dquation de la forme (/, q), avec 
vi + I q~ + A~lg((X)). [A~lg((X)) *N N(I)]. 
Ce syst~me st un syst~me (Aalg((X)))-alg6brique propre, la s6rie a appartient 
done ~ la fermeture alg6brique de Aalg((X)) dans A((X)), et done aussi ~t 
Aalg((X)) d'apr+s le Lemme 1.2. C'est done une s6rie alg6brique, et il est 
ctair qu'elle est d'ordre au moins 6gal ~ p. D'ofl le r6sultat. 
Preuve des Deux Lemmes Techniques 
Soient A un semi-armeau quelconque, (g une A-alg~bre ~ gauche et 
droite de 5.  
SUR UN THEOI~ME DE SHAMIR 253 
Soit/z une repr6sentation r6gulfe de Z +dans dg'N(c~((X))). Elle se prolonge 
en une application semi-lin6aire partout d6finic de A((Z)) dans J/N(~((X))), 
d6finie par l'6galit6 (5), que nous rappelons 
Si ~ et ~' sont denx 616ments de _/1, h et h' deux mots de Z*, on a 
~,(~h) ~,(~'h') = ~(~h) ~'(~,h'), 
l~ ,(  o~h • o/ h') = o~od (l~hh' ). 
Pour que/~, soit un homomorphisme d A-alg+bre de A-alg+bre, il suffira 
donc que soit v6rifi6e la condition 
W E A, Vg, ~ ~, cx7 = 7cx. 
Condition que nous supposons 5 pr~sent r~alis~e. Elle dit exactement que 
(A, ~) forme un "couple commutant" (voir notation 2.1). 
Soit donc une repr6sentation/z de Z+ dans dZN(~(X)  + ~(~X)) )  v6rifiant 
la condition 
3p ~ N ~(Z ~) C ~N(~<(X))) .  
On a clairement 
~,.(A(Z)) C d/~,(~<<X))). 
On est donc ramen6 ~ 6tudier l'image par/z,  des sfries de A~((X)) .  
Preuve duLemme 2.1. Soit tout d'abord a une s6rie p-rationnelle de 
A((X)).  Elle est donc l'une des composantes d'un I-uple cr ~- (cri)i~ I de s6ries 
formelles v~rifiant un syst&me d'6quations de la forme 
Vi E I ~ = a~ + ~ b /~ , 
.~I 
off les ai et bj sont des polyn6mes d'ordre au moins 6gal 5 p. Comme/z,  est 
un homomorphisme d A-alg~bre, on a 
~,(~,) = ~,(~) + ~ F,,(b?) ~,%). 
Mais les conditions v6rifi6es par/~ imposent 
On volt donc que chacune des s~ries-coefficients de chacune des matrices 
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i~,(ai) est composante de la solution d'un syst&me (~l~((X)))-alg6brique 
lindaire ~ droite propre. 
Comme chacune des ~-alg~bres ~@rat((X)) et ~alg((X)) est rationnellement 
ferm6e dans ..@((X)), on en d6duit, dans chacun des deux cas, 
et finalement 
~,(A~tCz))) C JZN(~<X) + 2~%X))). 
Preuve du Lemme 2.2. Soit ~ pr6sent a une s6rie de A~lg((z)), composante 
de la solution propre a = (ai)ie I d'un syst~me d'6quations (I, q) de la forme 
Vie  I ai = qi(a), 
q~ e A~(X)  [A (X)  *N N(I)]. 
On peut comme dans le cas prdc6dent prendre les images par/x, des deux 
membres des 6quations v~rifi6es par les s6ries a i . Mais cette fois-ci inter- 
viennent dans q~ des facteurs appartenant h A(X) .  Aussi nous n'obtenons 
plus un syst~me (~((X)))-alg6brique, mais seulement un syst~me (~((X)))- 
alg6brique. 
Dans ces conditions point n'est nfcessaire de distinguer ~ et ~; si/~ est 
une repr6sentation r6gul6e de Z + dans .///[N(C~alg((X))), on d6duit du syst~me 
d'6quations 
~,(ai) = ~,(q,(a)) 
que chacune des s~ries (t~,(ai))# est composante de la solution propre d'un 
syst~me (~alg((X)))-alg~brique propre. Comme cgalg((X)) est alg6briquement 
ferm6 dans (~((X)), c'est une s6rie alg~brique. On a donc 
5. Rt~CIPROQUE DU THI~OR~ME DE SHAMIR 
Apr6s quelques rappels de d4finitions, et l'introduction des notations, 
nous rappelons les r6sultats obtenus par E. Shamir (1967) et M. Nivat (1974); 
puis nous en &ablirons la r6ciproque, sous forme d'un double th6or~me de 
caract4risation des s4ries alg6briques. 
Bolt Y un ensemble fini, et soit Y = {2~ I Y ~ Y} un ensemble, disjoint de Y, 
muni d'une bijection (not6e -) avec Y; Posons Zr = g u Y. 
SUR UN THI~OREME DE SHAMIR 255 
On peut pr6senter le groupe libre (Gr,  .J_) sur l'ensemble Y comme 6tant 
le monoide d4fini par l'ensemble Zr de g6ndrateurs, etles relations 
YyeY  y _L35 =2_ky  = 1. 
Le monoi'de involutif (Hr, AL) sur Y est le monoMe d6fini par l'ensemble 
Zr de g6n6rateurs etles relations 
Vy~Y yAk2= 1. 
C'est le "half-free-group" de Shamir (1967). 
Le monoi'de polycyclique (Y&, _~) sur Y est le monoide d6fini par l'ensemble 
Zr U {0} de g6n6rateurs, etles relations 
Vy e Y y I_~_Y = 1, 
0 est "616ment nul", 
y~:y ' :~y  [~_y =0.  
C'est aussi lc quotient de Rees du monoide involutif Hr  par l'id6al bilat~re 
engendr6 par 
{y Ak f f  l y & y'}. 
Pour la d6finition du quotient de Rees, volt, par exemple, Clifford et Preston 
(1961). Pour l'6tude du monGde polycyclique, voir Nivat et Perrot (1970), 
Perrot (1972). 
Pour les autres notions rappe16es ici, on peut voir en particulier Nivat (1968) 
et Fliess (1971). 
Les monoides Gr et Hr sont canoniquement quotients du mono~de libre 
Zr*. On appelle rdduction de Dyck (resp. rlduction de Dyck restreinte) sur 
Zr* l'application p (resp. p') de Zr* dans lui-m6me, qui ~ tout mot h de Zr* 
associe le seul mot de Zr* de longueur minimale qui air m6me image que lui 
dans le quotient Gr (resp. Hr). I1 est clair que les applications pet  p' sont 
idempotentes. L'ensemble G rest  en bijection avec l'ensemble {h ~ Zr*[h  
= p(h)} des mots de Zr* "r~duits modulo p." On identifiera Gr avec cet en- 
semble, muni de l'op4ration: h A_ h' -~ p(hh'). De m~me on identifiera Hr 
avec l'ensemble {h ~ Zr* ] h = p'(h)} des roots de Zr* "r6duits modulo p'," 
muni de l'op6ration: h A_ h' = p'(hh').. 
Les applications p et p' s'identifient alors aux homomorphismes canoniques 
de Zr* sur les deux quotients Gr et Hr  • 
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Si h o est un 616ment de Gr (resp. Hy), c'est-5-dire un mot de Zr* r6duit 
modulo p (resp. r6duit modulo p'), on pose 
Kho = {h ~ zy*  I p(h) = ho) 
(resp. K '  = {h ~ Zy* I p'(h) = h0} ). ho 
Appelons respectivement kj~° et k~o les s6ries caractfristiques deces deux sous- 
ensembles de Zy*. En particulier, pour h 0 = e, l'616ment neutre de Zr*, les 
ensembles Ks = Dr* et Ks' = Dr* sont les ensembles de Dyck, et de Dyek 
restreint sur Zr*. On note dr* et dr* leurs s6ries caract6ristiques. Sin est le 
cardinal de Y, et s'il n'y a pas risque de confusion, on posera 
Gy = G n Hy  = Hn 
dy* = d*  d~* = d'*. 
On sait que pour tout ensemble fini Y, les ensembles Dr* et Dr* sont 
alg6briques non ambigus. I1 s'en suit que quel que soit le semi-anneau 
unitaire dans lequel on ehoisisse les coefficients, les s6ries dr* et dr* sont 
alg6briques. 
Le m~me r6sultat est vrai, quel que soit le mot h 0 de Zr* r6duit modulo O 
(resp. modulo p'), pour l'ensemble K% et la s6rie k% (resp. pour l'ensemble 
K~0 et la s6rie k~0 ). Pour la d6monstration de ces r6sultats, on peut voir 
Nivat (1968). 
Les notations 6tant pr6sent6es, nous pouvons 6noncer les r6sultats obtenus 
par E. Shamir et M. Nivat. 
Tm~OR~ME 3 (Shamir, 1967). Pour route sdrie algdbrique a sur X*, il 
existe un ememble fini Y, un dl~ment y du monoi'de involutif (ou "half-free-group") 
Hr  , et une reprdsentation cpde X*  dam A(Hr ) ,  telle que l'on ait 
Vf e X + 
On peut choisir ~ pour avoir 
Vx~X 
(a, f )  = (~f, ~). 
supp ~ox C Y Y*. 
Pour &ablir ce r6sultat, Shamir &udie les arbres de d6rivation de la "gram- 
maire context-free-pond6r6e" qui engendre a. I I en  d6duit la possibilit6 de 
mettre cette grammaire pond6r6e sous forme standard e Greibach. Dans sa 
th~se, Nivat (1968) a adopt6 la d6marche inverse, d6duisant le r6sultat de 
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Shamir de la possibilit6 de mettre tout syst~me alg6brique propre sous forme 
de Greibach. Dans Nivat (1974) la dfifinition d'une "forme de Greibach 
double" lui a permis de r@ondre ~ une question de Shamir: le r6sultat 
ci-dessus reste valable en remplagant le monoide involutif par le groupe 
libre. Signalons aussi que le r6sultat de Shamir a &6 red6montr~ r6cemment 
par Stanat (1972). Pour la commodit6 de l'expos6, nous choisissons de 
pr6senter ces r6sultats ous la forme suivante. 
PROPOSITION 5.1. (Nivat, 1974). Si a est une sdrie de Aalg((X)), il existe 
un gldment y du groupe libre G~ sur l'ensemble a deux dldments et un homomor- 
phisme 9 de X*  darts A(G2),  l'algkbre striete du groupe G2, tels que 
vf  ~ x+ (,,, f )  = (~f, r). 
COROLLAIRE 5.1. Si a est une sdrie algdbrique de A<(X}}, il existe une 
reprdsentation t~de X + dam J/Z2(_d(G~)), telle que 
rye  X + (a, f )  = (/~f, 1)12, 
olt 1 ddsigne l¥1dment neutre du groupe G2. 
PROPOSITION- 5.2. (D'apr& Shamir, 1967). M~me dnoncd que la Proposi- 
tion 5.1, mais en remplafant le groupe G 2 par le monoi'de involutif H~ . 
COROLLAIRE 5.2. On remplace, dam lYnoncd du Corolla#e 5.1, G 2 par H 2 . 
PROPOSITION 5.3. COROLLAIRE 5.3. 3/l~mes dnoncds que la proposition et 
le Corollaire 5.1, en remplai:ant G2 par le monoide polycyclique sur l'ensemble 
h deux gdn&ateurs. 
Ce troisi+me cas m'a 6t6 signal6 par Fliess, comme &ant une cons6quence 
imm6diate des d6finitions et des r6sultats obtenus avec le monoide involutif 
(Proposition 5.2 et Corollaire 5.2). 
TH~OR/~ME 4. (de reprlsentation des sdries algdbriques). Soit A un 
semi-anneau commutatif etunitaire. I l  y a dquivalence, pour une sdrie a E A((X)),  
entre les dnoncts uivants: 
(i) a e Aalg<<X>>. 
(ii) II existe un mot y ~ G~ , et un homomorphisme ~ de X + dans A<G2) , tel 
que 
g feX+ (a , f )  = (q~f, r)- 
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(iii) II existe une representation i~ de X + dam Jg2(A(G~)) telle que 
V feX  + (a , f )  = (ixf, 1)12. 
(iv) II existe un ensemble fini Y, un mot 7 e Gr  , un entier N ~ N*, et 
une reprdsentation 1 ~ de X + clans dJN(A( Gr)) telle que 
Vf ~ X + (a, f )  = (~f, Y)ln. 
(v) Pour tout ensemble fini Y de cardinal au moins dgal gt 2, il existe un 
entier N ~ N* et une reprdsentation iz de X+ dam Jdn(A(Gr ) )  telle que 
Vf~X + (a , f )  =(t~f, 1)1 N . 
Preuve du thdorbme 4. 
(i) => (ii) et (iii) Proposition 5.1 et Corollaire 5.1. 
(ii) ou (iii) ~ (iv) imm6diat. 
(iv) ou (v) ~ (i). 
L 'homomorphisme canonique de Zr* sur Gr induit un homomorphisme 
surjectif X de A-alg~bre de ,/~lv(A(Zy)) sur  J//~N(A(Gy)). On peut donc 
construire un homomorphisme v de X +dans  ddN(A(Zr) )  tel que l'on ait 
V E x+ x o ~(w) = t*(f). 
En effet soit V une application de ,//¢N(A(Gr)) dans . /~N(A(Zr)) telle que 
l'application X ° V soit l'application identique. Une telle application existe, 
puisque X est surjective. I1 suffit alors de poser 
Vx ~ X vx = ~l o tzx 
et de pro!onger ven  un homomorphisme d e monoide fi X +. On a alors 
vf  ~ z+ (~f, ~,) = Z {(q, h) I p(h) = r}. 
Pogons  ,. 
a = ~ {(/~/, 7) lNf  t f e X*\{e}}. 
La repr6sentation v de X+ dans ~ 'u(A(Zy) )  d6finit une s6rie de 
A Z r~ X [ ( r)] l  << )), et donc une (Zr ,  X)-transduction r, eli l 'on a 
~(k~)  = a .  
Posons a = (a, e) e + a'. ' 
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On peut donc traduire ainsi l'4nonc4 (iv): II existe un mot r6duit y de Zy* 
et une repr6sentation rationnelle r6gul4e ~- de d(Zy)  dans _d(X) telle que 
a' = ~-(k,). 
I1 est donc clair que (iv) ~ (i). 
De m4me l'6nonc6 (v) est 4quivalent ~ l'6nonc6: Pour tout ensemble fini 
de cardinal )2 ,  il existe une transduetion rationnelle r6gulfe r de -d(Zv) 
dans A(X)  telle que 
a, = f f~ , ) .  
On a done bien (v) ~ (i). Mais aussi, (iii) ~ (v), car l'6nonc4 (iii) dit qu'il 
existe une transduetion rationnelle-r6gul4e a de A(Z2)  dans _d(X) telle que 
~' = ~(a~),. 
8oit Y un ensemble de cardinal plus grand que 2; posons Z 2 = {c~,/3, &,/$}, 
Y - {Yi}. Soit 9 l 'homomorphisme d Z2* dans Zr*  d6fini par 
~(~) = y~ ~0(/3) = y~ ~(~) = 5~ ~(~) =)~ 
On a clairement 
4"  = Y~ {h f ~(h) ~ D<}.  
Ce qui dit exactement que d2* est image de dr* par une transduction ration- 
helle r6gul6e 0. On a done 
a' = ~(G*)  = ~ o o (ay* ) .  
a' est donc image de d r par l'application compos6e a o 0 de deux transductions 
rationnelles r4gul6es, c'est-~-dire par une transduction rationnelle r6gul6e, 
d'apr6s le Th4or6me 1. En traduisant, on retrouve imm6diatement l'6none4(v). 
I1 est clair que les d4monstrations se reproduisent telles quelles dans le 
eas off l'on n'utilise plus le groupe libre, mais le monoide involutif. Le eas du 
monoide polycyelique s'en d6duit aussi sans peine: si le mot h de Zr*, r6duit 
modulo p', n'appartient pas 7t l'id6al bilat6re .~ engendr6 par {yy[y  ~ y'} 
de Zr*, alors le support de la s6rie kl~ est enti6rement eontenu dans Zr*\.~. 
TU~OR/~ME 4 (bis). L'dnoncd du Thdor~me 4 reste vrai si l'on remplace 
uniquement " groupe libre" par " monoi'de involutif", ou " monoide polycyclique", 
G 2 par H2 ou 2 e~, Gr par H r ou Y~, et, dam le cas du monoide polycyclique, 
si on remplace "un mot 7" par "mot 7-diffdrent de 0." 
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Ces th~orbmes pr6cisent ainsi sous quelle forrne on a obtenu une r6ciproque 
au "th6or~me de Chomsky-Schfitzenberger." 
THI~OI~ME 5. THI~OI~ME DE CItOMSKY-ScHfJTZENBEGER. (voir Sch~tzen- 
berger, (1963)). Soit n un entier au moins ~gal h 2, soit A un semi-anneau 
commutatif et unitaire. Une sdrie de A((X))  est algdbrique si et seulement si elle 
est image de la sdrie caractdristique de l' ensemble de Dyck D~* (resp. de l' ensemble 
de Dyck restreint D~*) par une transduction rationnelle rdgulde. 
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