In each direction k, for each frontier F k;p between two strips p and p+1, there are two non-empty regions (e.g., two half disks) separated by F k;p such that both regions are covered by the same strips in all other directions. . . . . . . By developing vector eld tomography in recent years, a very powerful device has become available for determining the distribution of a vectorial quantity from non-invasive measurement. The tomographic reconstruction of uid velocity elds was proposed in 2], 15] and 20] as an important application. Theses articles describe the reconstruction problem using one of two di erent reconstruction methods. In the rst type of method the problem of reconstructing the vector eld is led back to reconstructing a scalar eld from which the vector eld can be calculated. In the second, using algebraic methods, the vector components are directly computed.
In the rst type of approach the decomposition of vector elds into two parts is utilized, according to Helmholtz's theorem:ṽ =ṽ w +ṽ q : (1) v w denotes the source-free (solenoidal) andṽ q the curl-free (irrotational) part of the eld.
In the case of a two-dimensional eld in a plane, each part is then described by a scalar eld. The source-free componentsṽ w can be expressed by the vector potential wẽ z and the curl-free componentsṽ q by the scalar potential q: v w = r wẽ z = @w @x 2 ; ? @w @x 1 ] T (2) v q = rq = @q @x 1 ; @q @x 2 ] T :
Hereẽ z denotes the unit vector normal to the investigated plane. In 2] it is shown that for vector tomography two types of interaction between the vector eld and the ray used must be distinguished. 
In both cases, , the support ofṽ, is supposed to be compact. Reconstruction formulas of v from (3) and (4) have been proposed 2]. However in most of the practical applications, only y l is measured and thus, only v w is reconstructed from the tomographic data. In the following, we consider only this problem. One of the most important questions in such inverse problems in which a function has to be computed from measurements, is the e ciency of the measurement geometry. The Fourier analysis approach introduced in 19], developed in 13], and generalized in 8], 5], leads to sampling conditions and the optimal interlaced scheme in scalar tomography. Let us remark that the interlaced scheme was rst proposed by Cormack 4] using elegant geometric arguments. The approach developed in 13] can be used in vector tomography for establishing sampling conditions and the optimality of the interlaced scheme. Recent developments on Fourier theory 9], on sampling conditions and e cient schemes for the fan-beam data 14] could also be applied in vector tomography.
Using equation (3) only the solenoidal component can be reconstructed from the data, and the problem of reconstructing the vector eld leads to to the problem of calculating the scalar eld w. This eld can be computed by the Filtered-Backprojection or the Direct-Fourier-Method which have been previously extended and changed for processing the data measured over the vector elds. The solenoidal part is then calculated from the derivatives (2) . If y t ( ; s) is measurable then the same operation can be applied to (4) and the irrotational component can also be estimated. Unfortunately, in many practical applications only y l ( ; s) is measured. In this case, if the eldṽ is divergenceless, the value of its normal component on the boundary @ allows us to compute q (see 16]), and thus by using the tomographic data y l , the vector eldṽ can be completely determined.
In 20] and 21] an algebraic approach is proposed, which directly yields the vector components. Here the investigated plane is discretized by a grid of pixels and the line integral (3) or (4) is approximated by a weighted sum over the vector components inside those pixels intersected by the ray. The measurement leads to a set of linear equations. Hence, the problem of reconstruction is converted to the problem of solving this set. The system matrix is in general not square and is ill-conditioned. The solution is computed iteratively 21] or by a singular value decomposition 20], in order to obtain a normal solution.
The Filtered-Backprojection algorithm is the most popular and probably the most ecient reconstruction method for a large amount of data. It has been adapted to interlaced sampling. This algorithm works perfectly if su cient care is taken for the backprojection algorithm in the interpolation step (see 8] and references therein). However, this algorithm is based on Radon transform inversion formulas, since the rst one was originally given by Radon 18] . When reconstructing from very few data (let's say 100), these methods cannot be easily justi ed. Is Radon transform still usable then in this case? In fact, algebraic methods can be more easily justi ed and seem to provide better reconstructions.
In contrast, for the algebraic methods not only the measured data are assumed to be discrete, but also the object. The discrete pixel model used in ART is natural in order to visualize the solution, but quite arbitrary from a mathematical point of vue.
Both Buonocore 3] and Natterer 12] proposed a Direct Algebraic (D.A.) method for scalar eld reconstructions. This method takes into account the discrete nature of the measured data and simply supposes that the investigated object lies in a Sobolev space (the square integrable function space L 2 ( ) is generally considered). Regularization methods have also been proposed for this approach in 10]. In our work, this model is extended for vector tomography. It is shown that the numerically pleasant features are preserved, so that an equally e cient algorithm can be used just as in the scalar case.
In section II, we present an adaptation of the well known e cient sampling scheme in vector tomography. The vector eld tomography sampling requirements are shown to be essentially the same as those in scalar tomography. In section III, we present the D.A. approach for vector tomography. An algorithm for e cient geometry is proposed. An e cient implementation of this algorithm based on its invariances is proposed in section IV. In section V, we present numerical experiments. They show that the interlaced scheme provides almost as good a reconstruction as the standard scheme from half as many samples as the standard scheme.
II. Efficient sampling

A. Introduction
To save both time and money, it is of great interest to reduce the number of data to a minimum. The Radon transform of the investigated object is sampled by measurement, and hence as for any other sampling problem, this minimum is given by a sampling theorem. For scalar tomography this was originally formulated by Rattey and Lindgren 19] . They have also shown that for the scalar case, the band region of a Radon transform (which is decisive for the necessary amount of sampling points) has a very speci c shape, called the bowtie-shape, which is denoted by S in the following. The Natterer's mathematical approach 13] gives a precise de nition of S = f(m; ); j j < b; jmj < max(j j=#; (1=# ? 1)bg, where m; are the respective variables of the suitable Fourier transform of Rf( ; s) (see 8], 9], 13] for precise de nitions and generalizations), b is essentially the band-limit of the measured function f, and 0 < # < 1 (real arbitrary close to 1 introduced for mathematical reasons). The Petersen and Middleton sampling theorem 17] allows sampling of a function on lattices, i.e., sets of the form fWk; k 2 ZZ 2 g where W is a non-singular matrix and the sampling points are the whole linear combinations of the column vectors of matrix W. The generalized non-overlapping condition (Nyquist-Shannon) means simply that the sets S + 2 W ?t k, with k 2 ZZ 2 are disjoint (where S is the support of the Fourier transform of the function to be sampled). If a rectangular sampling grid of the Radon Transform is assumed, with respect to the sampling theorem, the repetitions of the bowties are placed side by side. As is shown in gure 2 (left),the frequency plane is not e ciently utilized in this case. Due to the speci c shape of S, there is a lot of free space between adjacent spectra. If other sampling schemes are chosen, the bowties can be packed in a more e cient way. In gure 2 (right) such an alternative scheme with the corresponding distribution of the bowties in the frequency plane is shown. Although only half of the necessary sampling points in direction of the radial coordinate s are used and therefore half of the amount of measured data is saved, the bowties do not overlap and no aliasing occurs.
As a precondition of such e cient two-dimensional sampling grids, an exact knowledge is needed of the support of the Fourier transform of the sampled function. In order to also use such schemes for vector eld tomography, the support of the Fourier transform of the vector eld projection is investigated below. A very intuitive approach shows that interlaced sampling is e cient in vector eld tomography and allows sparing of half of the measurements compared to the standard approach. Moreover, the sampling conditions are essentially the same as in scalar tomography. A approach based on Natterer's mathematical proof 13] will be given elsewhere.
First, however, we want to be precise about extensions of classical de nitions (see 13]) used in the next section. We will use the following de nitions of the 1D and 2D b 2 ) ). Equation (6) already clearly shows that e cient interlaced sampling exists with apparently only a few more points than in the scalar case (the Fourier support is apparently just a bit larger).
C. Sampling schemes
It can be stated that the support of the Fourier transform of a vector eld projection has the same bowtie-shape support as in the scalar case. Thus, the application of e cient two-dimensional sampling schemes is also possible for vector eld tomography.
In almost tile the Fourier plane: this shows that the interlaced scheme is an optimal scheme for S.
The previous sampling schemes are also valid in vector tomography with a small adaptation. The results of section II-B yield a widening of S becoming S 0 = f(m; ); j j < b; jmj < 1 + max(j j=#; (1=# ? 1)bg, thus the vectorsũ 1 andũ 0 1 in gure 2 only have to be replaced byũ 00 1 andũ 000 1 with respective components (2(1 + b=#); 0) t and (2+b=# 0 ; b) t . Choosing # 00 and # 000 such that b=# 00 = 1+b=# b=# 000 = 2+b=# 0 , i.e., # 00 = b b+# # and # 000 = b b+2# 0 # 0 , we obtain the same sampling conditions replacing # by # 00 in the standard case and # 0 by # 000 in the interlaced case. The number of projections only has to be slightly greater (one more) in each case.
Remark that K must be even in the interlaced scheme for using the symmetry of the 
Thus Notice the di erence with the usual tomography optimal algorithm matrices: where brc is the greatest integer smaller or equal to r, dre is the smallest integer greater or equal to r. Note that the main di erence with the well known natural pixels in scalar tomography is the antisymmetry: k+K = ? k . Note that if P is odd, the center strip is used twice to get the rotational invariance. Thus, for solving the original least squares problem, we have to weigh the corresponding measurement with a factor 1= p 2. In this case the number of null eigenvalues of the matrix R e R e is 2K ? 2 (11) Remark that when P is odd, the points ( k ; s p ) t of the interlaced geometry can be written W I (k 0 ; p 0 ) t for some integers k 0 and p 0 . Thus, as seen in section II-C K has to be even to result in an e cient interlaced scheme, i.e., in order to make use of the Radon transform symmetry and to avoid dealing with the standard data when goes from 0 to 2 . When P is even, the points ( k ; s p ) t of the interlaced geometry can be written (0; 1=P) t +W I (k 0 ; p 0 ) t for some integers k 0 and p 0 . K must then be odd to obtain an interlaced sampling, i.e., to use the Radon transform symmetry. Thus, K and P must have a di erent parity in the case of interlaced schemes. This plays an important role in the decomposition of the D.A. matrix presented in the next section in proposition 4.
B.2 An e cient robust algorithm
The rst ideas for processing interlaced data with the Direct Algebraic approach came from W. Klaverkamp 11] . In the following we adapted a di erent algorithm proposed in 7] to vector tomography. A complete proof of the least-squares matrix decomposition into a real block-rectangular matrix is given.
Interlaced data give the same reconstruction as that obtained with twice as much data in the corresponding standard scheme. Thus, a natural way to formulate the reconstruction problem is to seek the best approximation of f in range(R ) from the interlaced data. As in section IV-A, we rst reorganize the measurement in order to get an invariant rotational scheme. From (10) we denote for k = 0; : : : ; K ? 1: l + k;p = We also derive from (11) l ? k;p = 
We can reorganize the strip functions l e k;p of R according to both the interlaced schemes underlying the standard one. From (12) and (13) The KdP=2e 2KdP=2e matrix of the last least squares problem is denoted (R + ; R ? ) and has the following regular structure: In the following, we show that the complex matrixR ;k can be simply transformed into a real matrix. The matrices R ;k andR ;k are written 
where S ;k;10 and S ;k;01 are real matrices, S ;K?k;10 = ?S ;k;10 , S ;K?k;01 = ?S ;k;01 . Moreover, S +;k;10 = (S +;k;01 ) t . Below, S +;k;10 is denoted S k . We will make use of the obvious lemma:
Lemma 1: Let a j 2 IR; j = 0; : : :; K ? 1 such that a j = a K? (17) is shown. for obvious geometrical reasons (see gure 6), thus equation (18) is shown. We summarize the results obtained in the next proposition :
Thus from equation (19), we see that the least squares problem (14) is reduced through Discrete Fourier Transforms of order K and multiplications by roots of unity e ?ik =2K to the computation of the SVD of K real rectangular blocks of dimension dP=2e 2dP=2e. Note that the computational cost is of the same order as for the standard scheme. Once the SVD is computed, the reconstruction cost is of the same order as for ltered backprojection. Thus, the D.A. is not only very interesting in the case of data sparsity, but also competitive in the case of xed geometries with large K (and P).
V. Numerical experiments
In this section we will show the e ciency of the proposed Direct Algebraic method. The new approach is compared to another algebraic method, the Algebraic Reconstruction Technique (ART), which is extended to vector eld tomography 21]. We have also shown that interlaced sampling schemes yield reconstructions almost as good as standard schemes when using the Direct Algebraic method. We propose to use one solenoidal test eld. A plot of this eld is given in gure 7. In this plot all vectors have the same length to illustrate the orientation of the eld. In gure 8, the component v 1 of the eld is depicted as a 3d-plot. Since both elds are solenoidal, the longitudinal e ect of (3) is used. As an Comparison of the plots of the reconstructed v 1 -components in Figure 9 and Figure 10 elucidates that the reconstruction with ART is far more distorted by noise. Figure 11 presents the v 1 -component reconstructed with D.A. and interlaced data (K = 35; P = 33 : 35 22=2 data). Although only half of the data is used, almost no di erence in the results obtained with the standard scheme can been seen. Indeed the relative error for the interlaced geometry is only slightly higher than for the standard type (see Tab. 1). Reconstructions from interlaced data are, of course, more sensitive to noise, see gures 12 and 13. The advantage of the new method becomes obvious if the image resolution is increased and the eld is reconstructed on a grid of 64 64 pixels. In contrast to ART which yields faulty results, with the D.A. approach the same quality is realized for the reconstructions even if the data are reduced for the interlaced scheme. The D.A. solution does not depend on the number of pixels. The ART approach needs to be regularized when the number of pixels is too large. Enforcing the solution to be numerically b-band limited allows us to obtain good results even with interlaced data (see 6]).
If we have to make an estimate with only around 100 data, then interlaced data yield a more accurate reconstruction. In Figure 14 , we present the reconstruction of v 1 from the standard scheme K = 14; P = 8, or 112 data. In Figure 16 we present the reconstruction of v 1 from the interlaced scheme K = 19; P = 12, or 114 data. In this case the interlaced scheme yields a much better estimation of v 1 than a standard scheme having almost the same number of data. The interlaced reconstruction is in fact very close to the corresponding 19 12 standard reconstruction given in Figure 15 . These results are con rmed by the relative error values: E = 22:2 for the K = 19; P = 12 standard scheme (with 228 data), E = 22:6 for the K = 19; P = 12 interlaced scheme (with 114 data), whereas E = 36:9 for the K = 14; P = 8 interlaced scheme (with 112 data).
VI. Conclusion
We have proposed a new reconstruction method for vector eld tomography. The approach is an adaptation of the Direct Algebraic method for scalar elds. It is shown that in the case of vector eld tomography, the pleasant features of scalar tomography are preserved and a very e cient implementation of the algorithm is possible. We have also shown that the support of the Fourier transform of the projection of a vector eld has the same speci c bowtie-shaped form as in scalar tomography. This enables the use of an e cient interlaced sampling scheme which requires only half of the data needed for the standard sampling geometry to obtain the same quality of reconstruction. The proposed method is an adaptation of the Direct Algebraic algorithm used in the scalar case. We have proposed an e cient implementation of this method for interlaced data in vector eld tomography that can be also used in the scalar case. These theoretical results were con rmed by a nal simulation. With the proposed approach, a reconstruction method for vector elds is now available which yields reconstructions of high quality with half of the data needed for standard geometry, and a minimum of computational cost. 
