The significance of memory propagation in controlling the stochastic behavior of partial-discharge phenomena is demonstrated by determination of various conditional amplitude and phaseof-occurrence distributions for both measured and simulated discharge pulses. A system that can be used to measure directly a set of both conditional and unconditional pulse amplitude and phase distributions needed to reveal memory effects and quantify the phase-resolved stochastic properties of partial-discharge pulses, is briefly described. It is argued that not only is an unraveling of memory effects essential in any attempt to understand the physical basis for the observed stochastic behavior of partial-discharge phenomena, but also that the data on conditional distributions provide additional statistical information that may be needed to optimize the reliability of partial-discharge pattern recognition schemes now being considered for use in insulation testing.
INTRODUCTION
C ONSIDERABLE interest appears to exist in using information about the statistics of pulsating partialdischarge (PD) phenomena for identification or pattern recognition purposes as evident from numerous recent publications on the subject [1] [2] [3] [4] [5] . The types of statistical data considered for pattern recognition are generally the distributions in phase-of-occurrence of PD pulses and the phase-resolved pulse amplitude or average charge distributions [6] [7] [8] [9] [10] [11] . The latter type of distributions can be considered as refinement of the information obtained from the conventional pulse-height analysis methods introduced by Bartnikas and Levi [12] . The expectation is that these distributions can provide unique signatures that might help to identify the source of PD, i.e., the type of defect in the electrical insulation that is responsible for the occurrence of PD. Up to the present time, the pattern recognition approach has achieved only limited success, especially when applied to practical systems, and there has been reason to question the reliability of this approach.
Before one can assess the reliability of signatures based on pulse phase or amplitude distributions, it is essential to understand more about the basic mechanisms that determine the stochastic behavior of PD phenomena under different conditions. It has been shown [13] [14] [15] [16] [17] [18] [19] that pulsating PD is in general a complex stochastic process characterized by significant effects of memory propagation. From measurement of conditional phase-of-occurrence and pulse amplitude distributions it can be shown that the amplitude and phase-of-occurrence of any discharge event depends on the amplitudes and phases-of-occurrence of previous events. As discussed below, conditional distributions differ from unconditional distributions in that they specifically include only PD pulses that occur when the previous discharge event (or events) satisfy certain welldefined restrictions, e.g. in their amplitudes or phases-ofoccurrence. The conditional distributions inherently contain information about pulse-to-pulse or phase-to-phase correlations indicative of memory effects, which is not contained in ordinary unconditional distributions.
The purposes of this work are: (1) to show the importance of memory effects using selected results from measurements and computer simulations, (2) to indicate how memory effects are revealed from measurement of conditional distributions, (3) to describe a method for measuring conditional distributions, (4) to explain how the effects of memory complicate the interpretation of unconditional distributions, and (5) to propose the use of sets of conditional distributions to provide multidimensional 'patterns' for use in future recognition schemes. Results are presented here from both experiments with point-todielectric gaps and Monte-Carlo simulations that demonstrate the importance of memory propagation effects in controlling the stochastic behavior of ac-generated PD.
THE PHYSICAL BASIS FOR MEMORY PROPAGATION
It has been unequivocally demonstrated from experimental observations that, in general, the pulsating PD is a non Markovian process [6, 12, 13] . This means that both the statistical probabilities for growth and initiation of a PD pulse can be determined not only by the phase (or time) of the previous PD events but also by the amplitudes and phases of earlier events. Thus, for example, the amplitude of a PD pulse and its phase or time separation from previous PD events are not independent quantities. This means that a meaningfully interpretation of data on PD amplitudes cannot be found without corresponding information about PD time (or phase) intervals.
The existence of memory propagation is expected from relatively simple physical considerations.
Whenever a PD event occurs, it can leave an 'imprint' in the form of ions, excited metastable species, or surface charge, all of which modify the conditions in the discharge gap for times that may be comparable to or significantly longer than the mean time between PD events. For negative corona pulses generated by applying a constant dc voltage to a pointplane electrode gap in electronegative gases like air, the most conspicuous memory effect is that associated with residual ion space charge from previous discharges that modifies the local electric field strength near the cathode (point electrode) [12, 14] . In cases where ac-generated PD occur on or near a solid dielectric surface, the predominant memory effect may be due to surface charge deposition by the discharge pulses. The effect of surface charge on PD initiation and growth in a dielectric-barrier gap can be simulated with a computer using a stochastic model briefly described here.
There are two categories of memory effects that need to be distinguished. The first category is identified with processes from which the discharge site can recover, i.e. processes that do not permanently modify the geometrical and material aspects of the site. Examples of processes that fit into this category are the formation of ion space charge and dielectric surface charge which can dlllsipate without changing the other characteristics of the"gap. In the second category are those effects that result in permanent changes of the discharge site. Among these are the introduction during PD activity of permanent surface charge and chemical transformations of the surface or gas ,at the site. The first category of memory effects ,is the primary focus of this work. It is these effects that givr ise to the 'stationary' stochastic behavior reportt!d' ,here. The effects that change the physical and chemicJ1 properties of a discharge gap lead to nonstationary be~vior, i.e. changes in stochastic characteristics with time manifested by changes in the conditional and uncondItional pulse-amplitude and phase-of-occurrence distribut~ons. Observed changes in the stochastic charactetihtiat a.re, in fact, indicative of PD-induced aging. Evidence or'temporal change in the statistical characteristics of PD that can be attributed to aging effects, is seen in results from previously reported measurements [20] [21] [22] [23] .
Two consequences of memory propagation are: (1) the interpretation of measured unconditional PD pulse amplitude and phase distributions becomes nontrivial, and (2) the unconditional distributions are susceptible to nonstationary behavior. Nonstationary behavior results in an inability to obtain reproducible data for measured statistical distributions even from 'controlled' experiments in which PD is generated in simple, well-defined discharge gaps under ostensibly identical conditions. This nonstationary behavior often is evident by simply observing the discharge pattern over time with an oscilloscope and is manifested by random, unpredictable changes with time of the PD amplitude and phase distributions. Unpredictable changes can be a consequence of the correlation between PD pulse amplitude and the time that has elapsed since the last PD event. If pulse amplitude and time separation are not independent random variables, then any effect that changes the probability of PD initiation (such as associated with changes in the electron emissivity of metal or charged dielectric surfaces) will also change the most probable amplitude of a PD pulse. This can be true even though the physical shape of the discharge gap and composition of the gas contained therein remain unchanged.
QUANTIFYING THE EFFECTS OF MEMORY PROPAGATION
The existence and relative significance of memory effects can be established by determining various conditional pulse-amplitude and phase-of-occurrence distributions. Detailed definitions and discussions of the various properties of conditional distributions are given elsewhere [13] [14] [15] [16] and will not be repeated here. The purpose of this discussion is to consider some specific examples that are easily interpreted and unequivocally indicate the existence of memory effects for ac-generated PD. As an example, one could determine if the amplitude, qt, of the j th positive PD pulse is dependent on the phase separation ll4>f.i-1 = 4>t-4>t-1between this pulse and the previous positive pulse by measuring the conditional amplitude distribution P1(qtlll4>f.i-1 E ll4>d, where ll4>f.i-1 is referred to as the 'fixed' variable and is restricted to values that lie within a selectable 'window' ll4>i. Here P1(qtlll4>f.i-1 E ll4>ddqt gives the probability that the amplitude will have a value between qt and qt + dqt if ll4>f.i-1 lies within ll4>i. This conditional distribution can be determined by recording only the amplitudes of those PD pulses that have phase separations from the previous pulse which lie within an arbitrarily specified fixed range (see Section 4) . If it is found that the conditional distribution changes shape or shifts when different values for ll4>iare selected, then it can be concluded that the amplitude of a pulse depends on its phase separation from the previous event. Thus the growth of a PD pulse would appear to depend on when the previous event occurred. It should be possible to establish whether qt also depends on the amplitude, qt-1' of the previous pulse from determination of the second-order conditional distribution P2(qtlll4>f.i-1,qt-1) where it is implied by this notation that both ll4>t,;-1 and qt-1 are restricted to values that lie within specified windows [13] .
A 'complete' stochastic characterization of the PD phenomenon requires a determination of a set of many different conditional distributions [15] . In the following discussion, we shall consider as an example the conditional distributions P1 (4) (1) Again, it is assumed that Q+ is restricted to lie within a specified window. In the case of a point-to-dielectric discharge gap or a cavity in a solid insulator, Q+ is a measure of the net charge deposited on the dielectric surface by the PD events during a given positive half cycle. We shall consider as another example the second-order conditional pulse-amplitude distribution P2(qi l4>i,Q-).
It should be noted that although the range of the fixed variable, e.g. Q+ for the distribution P1( 4>iIQ+), is arbitrary, it is desirable to choose ranges that are as narrow as possible. The effect of varying the ranges of fixed variables has been considered previously [14, 15] . Of course, the narrower the range, the longer will be the time (or equivalently the greater the number of voltage cycles) required to acquire sufficient data to accurately determine a conditional distribution.
The selection of window size, therefore, necessarily requires a compromise.
REAL-TIME STOCHASTIC ANALYZER
Conditional PD pulse-amplitude or phase-of-occurrence distributions can be measured directly in 'real time', i.e. while the data are collected, by using an extension of the previously described methods [12, 24] for measuring pulse-height distributions that employ a multichannel analyzer (MCA). Essentially all that is required for conditional measurements is an electronic filter that controls the data sent to the MCA so that the only pulses recorded are those that appear under restricted conditions satisfied by previous PD events. Figure 1 shows a block diagram of such an electronic filter that can be used to measure, in real time, a set of conditional and unconditional pulse-amplitude and phase-of-occurrence distributions. This system which is called 'stochastic analyzer', is an extended version of a previously described device [14, 17] that was used to obtain data on the stochastic properties of dc corona pulses. In addition to the distributions previously measured, the present version allows measurement of many different phase-restricted distributions needed to characterize the stochastic behavior of ac-generated PD. Stochastic analyzer. The individual components are defined as follows: A amplifier, G gate, S switc~. DDG digital delay pulse generator, MCA multichannel analyzer. SCA single channel analyzer, TAC time-to-amplitude converter. The~t control logic circuit is similar to that previously described [14] . Details of this measurement system are given elsewhere [16] . Table 1 .
Memory Propagation Effects in Interpreting
Conditional (PI and P2) and unconditional (Po) PD pulse amplitude and phase distributions considered in the present work. Table 1 Pulse diagram corresponding to the different indicated circuit points in Figure 1 for measurement ofpl(q,3IQ~).
able distributions given in Table 1 have been discussed previously [14, 16] . The different components that comprise the measurement system are defined in the caption of Figure 1 . The complete documentation of the system operation together with descriptions of the individual circuits and discussion of its range of applicability is given elsewhere [16] . To illustrate briefly how the system works, we shall consider here the measurement of two specific types of conditional distributions. Table 2 .
Configuration of switches in Figure 1 for measurement of the different indicated distributions 
Po(tPf) pl(tPfIQ:I:) p2(qfIQ:I:, 4>;) i = 1,2,... i = 1,2,... SI e" = e e' = e' e" = e' Table 2 were selected for consideration here because they can be interpreted easily and unambiguously in terms of expected memory propagation from half cycle to half cycle [14] .
It is assumed here that a sinusoidal alternating voltage is applied to the discharge site as indicated in Figure 2 . In order to specify the phases of PD events, a phase reference is needed for each cycle of the applied voltage. This phase reference is supplied by a zero-crossing detector that generates a narrow pulse at the beginning of each cycle. For the measurement of P1( 4>; IQ+), the pulse from the zero-crossing detector is used to trigger a digital-delay generator DDGI that in turn produces a pulse of phase width~4>I as indicated in Figure 2 . This pulse enables the operation of a gated integrator that produces an output pulse at the end of the phase interval~4>I which is proportional in amplitude to the sum of the amplitudes of all positive PD pulses that occurred in this phase interVol. 28 No.6, December 1993 909 val. Thus, the output pulse from the gated integrator has an amplitude proportional to Q+. The output of the gated integrator is sent to a single-channel analyzer (SCA) which will produce an output pulse only if its input falls within the window Q+ :I:6Q+
The Q+ window is specified by the upper and lower discrimination levels of the SCA [16] and can be arbitrary selected and changed to cover any or all observed values for Q+. If an output pulse is produced by the SCA, it is used to trigger another digital delay generator, DDG2, which in turn produces a pulse of phase width~4>Nthat encompasses the region where the negative PD pulses occur. This pulse controls the operation of a digital pulse selector that counts the negative pulses which appear in the interval~4>Nup to a preselected integer value, i 2: 1 (i = 3 in Figure 2 ). Prior to the occurrence of the selected event and coincident with the beginning of~4>N, the pulse selector sends a pulse to trigger the start of a time-to-amplitude converter (TAC). When the selected event occurs, it sends a pulse to stop the TAC which then produces a pulse with an amplitude proportional to the difference between the phase of the selected event and the beginning of the interval~4>N (~4>3 in Figure 2 ). Since the beginning of~4>N is a known fixed phase, the output of the TAC, which is recorded by the MCA, gives a direct measure of the phase of occurrence of the desired event. It is thus seen how this filter controls information sent to the MCA so that, for the example considered in Figure 2 , the phase of the third negative pulse is recorded only if the net charge from the positive PD events on the previous half cycle lies within a restricted range. The conditional distributions, P1(4>;IQ+ E~Q+), can be measured in this way for any value of i and range~Q+. If~Q+ is chosen to be sufficiently large to encompass the entire range of allowed Q+ values, then the result will be a measurement of the unconditional distribution Po(4>;).
The measurement of P2(Qll4>1", Q+) also uses the output of the gated integrator plus SCA to specify the value for Q+ as indicated in Figure 2 , but not shown again in Figure 3 . The phase of the first negative PD pulse, 4>1", is specified by the digital-delay generator DDG3 that is triggered by the~t control logic circuit at the start of the DDG2 pulse. As for the measurement of P1(4);IQ+), DDG2 is triggered by the output of SCA only if Q+ lies within a specified range. The window for the fixed variable 4>"1 is denoted by 264>"1 in Figure 3 and is determined by the adjustable width and delay of DDG3. In this case the TAC is not used and the effect of the filter is to control the passage of pulses through the analog gate G to the MCA. The~t control logic circuit that controls G, allows the amplitude of a PD pulse from amplifier A2 to be recorded by the MCA only if it is indeed the first negative pulse and only if the restrictions on both Q+ and 4>1 are satisfied. In the limit that the 4>1 window is made large enough to encompass all allowed values, the result will be a measurement of the first-order conditional distribution PI(QlIQ+). Likewise, for a sufficiently large Q+ window, the result will be a measurement of the 'phaseresol ved' distri bu tion PI (Q114> 1) which no longer contains information about memory propagated from the previous half cycle. If both Q+ and 4>1 are permitted to assume any allowed value, then the measurement will yield the unconditional amplitude distribution Po(Ql)'
It should be noted that although the system shown in Figure 1 has the advantage that it allows observation of the discharge in real time, it has the disadvantage that it allows determination of only one conditional or unconditional distribution at any given time. The software approach used to analyze the results of the Monte-Carlo simulation of PD considered below overcomes this limitation i.e., it allows the determination of a multitude of distributions simultaneously and thus makes more efficient use of the available data.
EXAMPLES FROM MEASUREMENTS USING POINT-TO-DIELECTRIC GAP
As an e;x:ample of an observed phase-to-phase memory propagation effect, we consider the conditional phase distributions Pl(4)iIQ+), i = 1,2,..., measured when a 200 Hz ac voltage is applied to a point-to-dielectric gap in air for which the dielectric is polytetrafluoroethylene (PTFE) and the point-to-dielectric gap spacing is 1.5 mm. For the specific case considered here, a 3.0 kV rms sinusoidal voltage was applied to the gap and the PTFE was a flat 4 x 8 cm rectangular sheet with a 1 mm thickness fastened directly to a metal surface. The experimental conditions are similar to those described in our earlier work [14] .
The characteristics of the PD detector and the method of calibration have also been covered in our earlier work [13, 17, 251 . The data on various distributions were obtained from a 'real time' measurement using the stochastic analyzer described above. A description of the measurement and analysis procedures used to obtain these data is given elsewhere [16] . The experimental results shown here were obtained under conditions for which the discharge behavior was stationary, i.e. there were no significant changes in stochastic behavior during the time of measurement.
These results were selected merely to demonstrate the existence of memory effects and do not represent a 'complete' stochastic characterization. extensive measurements have been performed for different materials and gap configurations, and the results of this investigation will be covered in a future work [19] . Figure 4 are selected results for the conditional distributions that apply to the 1st, 8th, and 16th negative PD pulses for the indicated ranges that define the Q+ windows. The distributions have been normalized arbitrarily to their maximum values. Also shown by the dashed lines are the corresponding normalized unconditional phase-of-occurrence distributions Po(4)i ). The phase resolution for 4>iwhich is determined by the number of channels selected from the MCA [16] is smaller than the width of the data points shown.
Shown in
The results clearly demonstrate the existence of a significant memory effect. The larger the amount of charge produced by PD events in the previous positive half cycle, the sooner in phase will be the most probable occurrence of PD events on the next negative half cycle. This is clearly indicated by the fact that the peaks in the distributions for Pl(4)iIQ+) shift down in phase as the ranges of values for Q+ are increased (compare the solid and Figure 4) . A memory effect of this type is expected [6, 14] and predicted using the stochastic model considered in Section 6. The memory of PD charge in the previous positive half cycle diminishes with increasing i, as expected, but is seen from Figure 4 to persist even at i = 16. The data shown in Figure 5 correspond to a second order conditional amplitude distribution of the first pulse on the positive half cycle conditioned on the indicated range of values for Q-and c/>t. In this case the point_ to-dielectric gap spacing is zero, i.e. the point electrode touched the PTFE surface. The PD could be considered here to occur on or near the dielectric surface. The ranges selected for Q-and c/>tare indicated in the Figure. The distributions shown in Figure 5 are also consistent with the model discussed below and with previously reported data for pulses in the negative half cycle [6] . They indicate that as Q-increases, the mean amplitude of the first pulse to occur on the positive half cycle at a particular phase will also increase. This is a general trend that should apply to all phases at which the first pulse can occur. The results shown in both figures clearly demonstrate the importance of memory effects in influencing the stochastic behavior of PD pulses. Such effects are observed to occur for a wide range of discharge gap conditions [19] , and can be expected to occur in any gap configuration where solid dielectric surfaces are present. A stochastic model of PD based on a Monte-Carlo simulation has been developed that can generate a continuous sequence of phase-correlated pulses with stochastic properties similar to those seen in point-to-dielectric gaps such as shown in the previous section.
Details of the physical basis for this model are covered elsewhere [18] and will not be discussed here. Briefly, the model used to generate the results shown here employs the following assumptions:
1. the PD initiation probability is governed by a quantum mechanical electron surface field-emission process, 2. the PD growth has a quasi-normal distribution and is strictly limited to prevent field reversal at the dielectric surface, 3. the charge deposited on the dielectric surface by a PD event is proportional to the amplitude of that event, and 4. the decay of dielectric surface charge between half cycles is negligible.
These assumptions are not required for the simulation, but are considered to be reasonable for PD that occur in gaps that contain solid dielectric surfaces, e.g. for cavities in solid insulation and for metal-solid dielectric interfaces. Models that use different sets of assumptions have been investigated and will be discussed in a future work.
The PD pulses generated by the simulation are subjected to a sorting routine from w~ich various conditional or unconditional phase-of-occurrence, pulse amplitude, and integrated-charge distributions are extracted. The sorting routine is, in a sense, a software version of the stochastic analyzer described in Section 4. A brief description of this routine is given elsewhere [16] . As in the case of the system described above, the sorting routine requires that the ranges for the fixed variables in the desired conditional distributions be predefined. Figure 6 are examples of results for the nor- Consistent with experimental observations, the results of the simulation indicate that the larger the value of Q+ the sooner on average will be the phases of pulses that occur on the next half cycle. For the case shown in Figure 6 , it is seen that the unconditional phase-ofoccurrence distributions exhibit bimodal structure which is most pronounced at i = 1. This bimodal structure is a reflection of that which occurs in Po(Q+). It must be realized that because of the memory effect, ,pi and Q+ are not independent random variables and therefore, Po (,pi) and Po(Q+) are not independent distributions. They are, in fact, related by the integral expression [10] 00 Po(,pi)= J Po(Q+)Pl(,piIQ+)dQ+ (2) o which follows from the law of probabilities.
Thus, structure that appears in the profile for Po(Q+) can give rise to a corresponding structure in Po(,pi). In the example considered here, it has been shown that the bimodal structure in Po(Q+) results primarily from the differences in total charge Q+ that occur in the cases where one or two PD events happen on the positive half cycle. Similar structure is also observed for data obtained from point-to-dielectric gaps [19] .
It is also interesting to note from Figure 6 that as i increases, the bimodal structure in Pl(,piIQ+) diminishes. This again is the consequence of a loss of memory about Q+ due to surface-charge neutralization by the earlier PD events on the same negative half cycle. Determinations of other conditional distributions from the simulation of PD such as p2 (qtIQ-,,pt) show stochastic trends consistent with corresponding experimental results such as shown in Figure 5 [18].
IMPLICATIONS OF MEMORY PROPAGATION ON THE INTERPRETATION OF PHASE-RESOLVED PO DATA
Results from measurements and simulations such as shown in the previous Sections indicate that even under rather well-defined gap conditions one can obtain PD pulse-amplitude and phase distributions that exhibit complex, multimodal structures. Much of this structure and complexity can be unraveled by determination of conditional distributions. It can thus be argued that conditional distributions yield much more refined information The implications of memory effects revealed here on the interpretation of phase-resolved measurements reported by others [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] will now be considered.
The unconditional phase-of-occurrence distributions as shown by the dashed lines in Figure 4 are related to the conditional distributions by an integral expression which is a generalized form of Equation (2), namely
where Po(Q'f )dQ'f is the probability that the net PD charge in the previous half cycle will lie in the range Q'f to Q'f +dQ'f. For i > 1, the occurrence of the ith pulse may depend on previous pulses that occurred in the same half cycle. This was shown in Section 6. Taking into account, for example, the randomizing effect of the first pulse in a half cycle on the phase-of-occurrence of the second pulse gives
4)
where rp' = 0 or 11" for positive or negative half cycles respectively, and a small phase shift crp is introduced to allow for the possibility that a pulse may actually occur slightly before the voltage zero crossing as is the case for the i = 1 data in Figure 4 . Similar, but more complex, integral expressions involving higher order conditional distributions can be written for Po(rpf), i > 2.
The unconditional phase-resolved distribution of PD events in a particular half cycle is given by where Po( rp:!: E~rp:!:)~rp:!: is the probability that any event will occur in the phase interval~rp:!:,P~j is the probability that an ith pulse will actually occur in the j th half cycle, and averages have been performed over M cycles and over the phase window selected. The P~j can be viewed as weighting factors for the distributions Po( rpf) such as given by Equation (4) . The number N is chosen to be larger than or equal to the maximum number of PD pulses that can occur in a half cycle. The phase windows~rp:!: are arbitrarily specified by the measurement procedure.
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The phase-resolved amplitude distribution for the first pulse in a given half cycle is related to distributions shown in This distribution determines the probability that any PD pulse will have a particular amplitude q:!:if it occurs in the phase windows~rp:!:.
Equations (5) and (7) indicate the formidable difficulties to be encountered in the interpretation of unconditional phase-resolved PD data even under conditions where the PD behavior is stationary. The unconditional distributions can, in fact, be constructed from a set of conditional distributions using the above expressions if the process is known to be stationary. The occurrence of nonstationary behavior can often be revealed by observing changes in the profiles of the unconditional distributions Po(Q+) and Po(Q-) for which statistically significant data can be obtained relatively quickly.
IMPLICATIONS OF MEMORY PROPAGATION ON PO PATTERN RECOGNITION
In general, because of the effects of memory propagation which are undoubtedly inherent to nearly all PD processes, the unconditional PD amplitude and phase distributions are sensitive to relatively small physical or chemical changes in the discharge gap conditions such as might result from interaction of the discharge with a surface. The sensitivity to nonstationary behavior is much less evident in conditional distributions. This is to be expected since, as more restrictions are placed on the conditions under which a phenomenon is observed, one is ensuring that it will exhibit less statistical variability due to changes in uncontrollable external factors. In the measurement of conditional distributions, one is, in a sense, defining the discharge gap conditions more precisely by taking into account the history of discharge activity, i.e. data are recorded only if the previous discharge activity in the gap satisfies certain criteria as specified by the fixed variables that define a particular conditional distribution.
It can thus be argued from the information presented here that measurement of conditional distributions not only provides more insight into the physics of PD phenomena but may also prove useful for pattern recognition purposes. In the development of reliable pattern recognition methods using minimization or neural networking schemes [1, 2, 26, 27] , it is desirable to optimize the information content of the data used for this purpose. The use of unconditional phase or amplitude distributions for pattern recognition is analogous to using a spectrometer of very poor resolution to identify molecular species by their optical absorption or emission spectra. Data on conditional distributions that give an indication of memory effects may provide the additional, 'highly resolved' information needed for reliable pattern recognition. The inclusion of conditional distributions gives a multidimensional 'pattern. ' As an example, one could define a pattern consisting of the sets of distributions The analysis of complex multidimensional patterns can be performed with the aid of a computer. The determination of a set of distributions like that shown above can be made from recorded PD data using a computer program similar to that used to obtain the distributions presented here for the Monte-Carlo simulation. It should be noted that the system shown in Figure 1 does not make efficient use of the available data in the sense that it permits the measurement of only one kind of distribution at any given time. It is therefore not well suited for acquiring the quantity of data needed for reliable pattern recognition. On the other hand, the software system used to analyze the simulated PD permits simultaneous recording ---of a multitude of distributions.
To perform the stochastic analysis considered here using the software approach, it is only required that the PD data be digitally recorded as an ordered pair of numbers corresponding to amplitude and phase together with an appropriate cycle or time indicator, e.g., {q~, <p~} where q~and <P~are respectively the amplitude and phase of the i th positive or negative PD pulse in the j th cycle of the applied voltage, where o~<P~~211'.Typically it is necessary to have data from many cycles « 105) for a good stochastic analysis.
Although it is clear that measurement of conditional distributions can provide data that are more refined and reproducible, it is not yet clear how such data should be used for pattern recognition and how reliable the recognition process is likely to be. Detailed stochastic analysis of PD has known inherent limitations [16] and these must be considered in designing systems that utilize data on conditional distributions for pattern recognition purposes. It should be understood, for example, that the types of memory effects considered here pertain to discharges that occur at a single site, and an analysis of data which shows these effects would indicate that the PD occur predominantly at a single location. On the other hand, if multiple sites are observed, the interpretation of the measured distributions in terms of memory effects takes on an added complexity. It is clear that more work is required before one can integrate detailed stochastic analysis procedures into practical PD measurement systems and assess the reliability of pattern recognition schemes that could utilize the types of stochastic data considered in this work.
