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COMPLEX ZERO STRIP DECREASING OPERATORS
DAVID A. CARDON
Abstract. Let φ(z) be a function in the Laguerre-Po´lya class. Write φ(z) =
e−αz
2
φ1(z) where α ≥ 0 and where φ1(z) is a real entire function of genus 0 or 1.
Let f(z) be any real entire function of the form f(z) = e−γz
2
f1(z) where γ ≥ 0
and f1(z) is a real entire function of genus 0 or 1 having all of its zeros in the strip
S(r) = {z ∈ C : − r ≤ Im z ≤ r}, where r > 0. If αγ < 1/4, the linear differential
operator φ(D)f(z), where D denotes differentiation, is known to converge to a real
entire function whose zeros also belong the strip S(r). We describe several necessary
and sufficient conditions on φ(z) such that all zeros of φ(D)f(z) belong to a smaller
strip S(r1) = {z ∈ C : − r1 ≤ Im z ≤ r1} where 0 ≤ r1 < r and r1 depends on φ(z)
but is independent of f(z). We call a linear operator having this property a complex
zero strip decreasing operator or CZSDO. We examine several relevant examples, in
certain cases we give explicit upper and lower bounds for r′, and we state several
conjectures and open problems regarding complex zero strip decreasing operators.
1. Introduction
An important problem in the theory of the distribution of zeros of a collection
of entire functions is to understand the effect of linear operators that act on the
collection. It is particularly interesting when the operators preserve a nice property
about the location of the zeros. The linear operators we will study in this paper are
differential operators φ(D) where φ(z) is a function in the Laguerre-Po´lya class and
D is differentiation. If f(z) is a real entire function satisfying appropriate technical
requirements whose zeros belong to the strip S(r) = {z ∈ C : − r ≤ Im z ≤ r}, we
study the problem of when all zeros of φ(D)f(z) belong to a smaller strip S(r′) where
0 ≤ r′ < r. The main results in the paper are stated in Theorems 1.5 and 1.6.
Before stating these theorems we will need a few definitions and a technical lemma
that defines the linear differential operator φ(D) and tells us when the expression
φ(D)f(z) makes sense.
Definition 1.1 (LP and LP1). The Laguerre-Po´lya class, denoted LP , consists of
the real entire functions whose Weierstrass product representations are of the form
(1) czmeαz−βz
2
∏
k
(
1− z
αk
)
ez/αk ,
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where c, α, β, αk are real, β ≥ 0, m is a nonnegative integer, and
∑
k |αk|−2 < ∞.
The subclass LP1 of LP consist of those function in LP with β = 0 in equation (1).
The class LP consists of the entire functions obtained as uniform limits on com-
pact sets of sequences of real polynomials having only real zeros. See Levin [12,
Thm. 3, p. 331]. Motivation for why this class of functions naturally arises in relation
to differential operators is given in §2.
Definition 1.2 (LP(r) and LP1(r)). For r ≥ 0, the extended Laguerre-Po´lya class,
denoted LP(r), consists of the real entire functions having the Weierstrass product
representation in equation (1) except that the zeros belong to the strip
S(r) = {z ∈ C : − r ≤ Im z ≤ r}.
Thus, the zeros of a function f(z) ∈ LP(r) are either real or occur in complex
conjugate pairs. The subclass LP1(r) of LP(r) consists of those function in LP1(r)
with β = 0 in equation (1). If r < 0 or r is imaginary, we define LP(r) = LP and
S(r) = R.
The following lemma shows how functions in LP define linear differential operators
on functions in LP(r). A trivial modification to the proof of a theorem in Levin [12]
gives:
Lemma 1.3 (Levin [12], Thm.8, p.360). Assume
φ(z) = e−γ1z
2
φ1(z) =
∞∑
k=0
akz
k ∈ LP
where γ1 ≥ 0 and φ1(z) ∈ LP1. Also let r ≥ 0 and assume f(z) = e−γ2z2f1(z) ∈
LP(r) where γ2 ≥ 0 and f1(z) ∈ LP1(r). If γ1γ2 < 1/4, the linear differential
operator φ(D) is defined by
(2) φ(D)f(z) =
∞∑
k=0
akf
(k)(z),
where D denoted differentiation. The sum converges uniformly on every compact
subset of C and φ(D)f(z) ∈ LP(r).
The assumption γ1γ2 < 1/4 is essential. Levin [12, p.361] gives the explicit example
φ(z) = e−γ1z
2
and f(z) = e−γ2z
2
to show that φ(D)f(z) diverges at z = 0 when
γ1γ2 = 1/4.
In the lemma the zeros of f(z) are in the strip S(r) as are the zeros of φ(D)f(z).
So, φ(D) is an operator that preserves the strip S(r) containing the zeros. However,
our main interest in this paper is to study the operators φ(D) such that the zeros of
φ(D)f(z) belong to a strictly smaller strip S(r1) where 0 ≤ r1 < r.
Definition 1.4 (Complex zero strip decreasing operator or CZSDO).
(a) Given a function φ(z) = e−γ1z
2
φ1(z) ∈ LP where φ1(z) ∈ LP1, we define
LPγ1(r) to be the subclass of LP(r) of functions of the form f(z) = e−γ2z2f1(z)
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where f1(z) ∈ LP1(r) and γ2 is any nonnegative real number such that γ1γ2 <
1/4.
(b) The linear differential operator φ(D) in part (a) is called a complex zero strip
decreasing operator if for each r > 0 there exists a corresponding r1 with
0 ≤ r1 < r such that φ(D)f(z) ∈ LP(r1) for all f(z) ∈ LPγ1(r). For short,
we will say φ(D) is a CZSDO.
Lemma 1.3 implies φ(D)f(z) ∈ LP(r) for all f(z) ∈ LPγ1(r), which is why we
defined LPγ1(r) in Definition 1.4(a).
In this paper we will prove two main theorems. Theorem 1.5 provides a sufficient
condition for φ(D) to be a CZSDO. Theorem 1.6 gives a necessary condition for φ(D)
to be a CZSDO.
Theorem 1.5. Assume φ(z) = e−α
2z2/2φ1(z) where φ1(z) ∈ LP1 and α > 0. If
f(z) ∈ LPα2/2(r), then φ(D)f(z) ∈ LP(√r2 − α2). Therefore φ(D) is a CZSDO.
Theorem 1.6.
(a) If φ(z) ∈ LP1 has order ρ < 1, then φ(D) is not a CZSDO.
(b) If φ(z) ∈ LP1 has order ρ = 1 but is of minimal type, then φ(D) is not a
CZSDO.
(c) If φ(z) = eαz where α ∈ R and f(z) ∈ LP(r), then φ(D)f(z) = f(z + α).
Hence φ(D) is not a CZSDO.
Therefore, a necessary condition for φ(D) ∈ LP1 to be a CZSDO is: If the Weierstrass
canonical product for φ(z) is
φ(z) = czmeαz
∏
n
(1− z/an)ez/an ,
then the product
czm
∏
n
(1− z/an)ez/an ,
with the term eαz omitted, has order ρ = 1 and type σ > 0 or has order ρ > 1.
Note that since functions in LP1 and LP1(r) have Weierstrass canonical products
of genus g = 0 or g = 1 and since the genus is related to the order ρ by g ≤ ρ ≤ g+1,
the order of any of these functions satisfies 0 ≤ ρ ≤ 2. So, in Theorem 1.6 the only
relevant orders satisfy 1 ≤ ρ ≤ 2.
Theorem 1.5 and 1.6 are important in the context of the following general problem:
If Ω ⊆ C is a set of particular interest and if π(Ω) is the class of all (real or com-
plex) univariate polynomials whose zeros lie only in Ω, then characterize the linear
transformations T : π(Ω) → π(Ω) ∪ {0}. Furthermore, if πn(Ω) is the subclass of
polynomials in π(Ω) of degree at most n, then characterize the linear transformations
T : πn(Ω)→ π(Ω) ∪ {0}.
Recently, Borcea and Bra¨nde´n [1] solved these problems in the case when Ω is a
line, a circle, a closed half-plane, a closed disk, or the complement of an open disk.
They gave several different types of descriptions that all linear operators having these
zero preserving properties must satisfy.
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An unsolved case of this problem is when Ω = S(r) is a strip in the complex plane,
the case studied in this paper. An operator T on real polynomials in π(S(r)) with the
CZSDO property clearly satisfies T : π(R)→ π(R) ∪ {0}. However, simple examples
show that converse is false. A full characterization of CZSDOs in the style of Borcea
and Bra¨nde´n as in [1] would require some kind of modification to their description.
The linear operators in Theorem 1.5, Theorem 1.6, and Conjecture 5.4 (stated later
in §5) give a large class of explicit examples of linear operators that preserve the strip
S(r), but better yet, are complex zero strip decreasing operators. Conjecture 5.4
(if true) would give a complete classification of CZSDOs of the form φ(D) where
φ(z) ∈ LP.
Our results are related to but different from those of Craven and Csordas [7] in
which they studied linear transformations T on real polynomials p(x) such that the
number of complex zeros of T [p(x)] is less than or equal to the number of complex
zeros of p(x). In their enjoyable survey article [9], Craven and Csordas explain many
interesting results pertaining to operators that preserve reality of zeros.
The rest of the paper is organized as follows: In §2, we explain a heuristic to help
motivate the context for this paper. In §3, we prove Theorem 1.5. In §4, we proof
Theorem 1.6. In §5, we give several examples and conjectures. Finally, in §6, we
suggest questions for further study on this topic.
2. Some philosophy and heuristics
Much of the discussion in this paper becomes significantly more intuitive if one
keeps in mind the following fundamental fact:
Theorem 2.1 (Gauss-Lucas). Every convex set containing all the zeros of a polyno-
mial also contains all of its critical points.
Proofs can be found in many places but we especially like the treatise on the
analytic theory of polynomials by Rahman and Schmeisser [14].
This theorem provides a natural strategy for constructing examples of linear oper-
ators with particular zero preserving features. As an example of this approach, the
differential linear operator φ(D) in Theorems 1.5 and 1.6 is quite natural as follows:
Suppose f is a real polynomial with zeros in S(r), and let α be real and nonzero. If
I is the identity operator and D is differentiation,(
I − D
α
)
f(z) = f(z)− f
′(z)
α
= −e
αz
α
d
dz
(
e−αzf(z)
)
.
The zeros of f(z) − f ′(z)/α are those of d
dz
(
e−αzf(z)
)
. By considering the Gauss-
Lucas Theorem and the approximation e−αz ≈ (1 − αz
n
)n, we see that the zeros of
f(z)− f ′(z)/α approximately belong to the convex hull of the zeros of f(z) and the
real number n/α which is the only root of (1 − αz/n)n. But since the roots of f(z)
and the root n/α are in S(r), this convex hull lies inside the strip S(r) as well. Taking
the limit shows that the roots of f(z) − f ′(z)/α belong to S(r). We conclude that
if φ(z) = zm
∏n
k=1(1− z/αk) is a polynomial in which all αk are real, then the zeros
of φ(D)f(z) belong to the strip S(r). By taking slightly more care, we can extend
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both φ and f to be entire functions that are sufficiently nice limits of sequences of
polynomials (thus obtaining Lemma 1.3). Hence, we obtain the case φ ∈ LP and
f ∈ LP(r), which is the main focus of this paper.
Applications of this general strategy produce a wide variety of interesting facts
about zeros of polynomials. A good reference is Chapter 5 of [14].
3. Proof of Theorem 1.5
Assume φ(z) = e−α
2z2/2φ1(z) where φ1(z) ∈ LP1 and let f(z) ∈ LPα2/2(r) for
r > 0. We will show that exp
( − α2D2
2
)f(z) ∈ LP(√r2 − α2). Then since φ1(D)
preserves LP(√r2 − α2), it will follow that φ(D)f(z) ∈ LP(√r2 − α2).
To understand the effect of the differential operator exp(−α2D2
2
) where α ≥ 0, we
first consider some simpler exponential operators.
Lemma 3.1 (Shifting Operator). Let β be any complex number and n be a nonneg-
ative integer. Then exp(βD)zn = (z + β)n. Consequently, if f ∈ LP(r) for r ≥ 0,
then exp(βD)f(z) = f(z + β).
Proof. By a simple calculation
exp(βD)zn =
∞∑
k=0
βk
k!
dk
dzk
zn =
n∑
k=0
βk
k!
n(n− 1)(n− 2) · · · (n− k + 1)zn−k
=
n∑
k=0
(
n
k
)
βkzn−k = (z + β)n.
Hence, exp(βD)f(z) = f(z+β) holds whenever f(z) is a polynomial. By taking limits
of sequences of polynomials, the result holds for functions in the class LP(r). 
Corollary 3.2. Let α, β ∈ R where α > 0 and let D denote differentiation. Since
cos(αz + β) =
1
2
(
e(αz+β)i + e−(αz+β)i
)
and
sin(αz + β) =
1
2i
(
e(αz+β)i − e−(αz+β)i),
it follows immediately that for any f(z) ∈ LP(r)
cos(αD + β)f(z) = 1
2
(
eiβf(z + iα) + e−iβf(z − iα))
and
sin(αD + β)f(z) = 1
2i
(
eiβf(z + iα)− e−iβf(z − iα)).
Lemma 3.3 (Effect of Cosine and Sine Operators). Let α, β ∈ R where α > 0, let D
denote differentiation, and let f(z) ∈ LP(r) where r ≥ 0. Then
cos(αD + β)f(z) ∈ LP(
√
r2 − α2)
and
sin(αD + β)f(z) ∈ LP(
√
r2 − α2).
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Proof. One can compare the Weierstrass product representation of f(z + iα) with
that of f(z− iα) to concluded that the zeros of cos(αD+β)f(z) and sin(αD+β) are
in the strip S(
√
r2 − α2). Po´lya used this idea in the proof of Hilfssatz II in his 1926
paper [13] on the Riemann zeta function in which he proved a Riemann hypothesis
for a ‘fake’ zeta function. He considered a slightly simpler case, but likely was aware
of the fact stated in this lemma. One proof attributed to de Bruijn when f(z) is a
polynomial is found in [14, Theorem 2.5.1,p. 88]. This lemma may be regarded as an
extension of Jensen’s theorem: If f is a polynomial with real coefficients, then the
nonreal critical points of f lie in the union of all the Jensen discs of f . For additional
history and various generalizations see Section 2.4 of [14].
If f(z) is of the form f(z) = ceδz where c, δ ∈ R, then f(z) ∈ LP and hence
cos(αD + β)f(z) ∈ LP ⊆ LP(
√
r2 − α2).
Similarly,
sin(αD + β)f(z) ∈ LP ⊆ LP(
√
r2 − α2).
The lemma is true in this case.
If f(z) is not of the form ceδz , then the Weierstrass canonical product for f(z)
contains a term of the form e−γz
2
where γ > 0 or the product contains at least one
term corresponding to a root of f(z). Denote the real zeros of f(z) by rn and denote
the complex roots with positive imaginary part by sn + itn. By combining terms for
complex conjugate roots in the Weierstrass product, we find that f(z) has the form
czmeδz−γz
2
∏
n
(
1− z
rn
)
ez/rn
∏
n
(
1− z
sn+itn
)(
1− z
sn−itn
)
exp
(
2snz
s2n+t
2
n
)
(3)
= czmeδz−γz
2
∏
n
(
1− z
rn
)
ez/rn
∏
n
(sn+itn−z)(sn−itn−z)
s2n+t
2
n
exp
(
2snz
s2n+t
2
n
)
where δ, γ, c ∈ R, γ ≥ 0, and m is a nonnegative integer. For z = x+ iy,
|f(z)|2 = |c|2(x2 + y2)me2δx+2γ(y2−x2)
∏
n
(x−rn)+y2
r2n
exp
(
2x
rn
)
(4)
×
∏
n
(x−sn)2+(y−tn)2
s2n+t
2
n
· (x−sn)2+(y+tn)2
s2n+t
2
n
· exp ( 4snx
s2n+t
2
n
)
.
Let z = x+ iy be a root of
cos(αD + β)f(z) = 1
2
(
eibf(z + iα) + e−iβf(z − iα))
with y ≥ 0. Then
|f(z − iα)|2 = |f(z − iα)|2.
By way of contradiction, assume that the root z is not in the strip S(
√
r2 − α2). Then
y > 0 and y2 > r2 − α2. We will show that each nonconstant term in the product
for |f(z − iα)|2 is less than or equal to the corresponding term in the product for
|f(z+ iα)|2 and that strict inequality holds for at least one term. This will show that
|f(z − iα)|2 < |f(z + iα)|2 contrary to the hypothesis.
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First, we consider the factors of |f(z − iα)|2 and |f(z + iα)|2 associated with the
exponential term e2δx+2γ(y
2−x2) in equation (4). Since y > 0 this gives
(5) e2δx+2γ((y−α)
2−x2) ≤ e2δx+2γ((y+α)2−x2),
where the inequality is strict if and only if γ > 0.
Next, we consider the factors associated with real roots (if there are any) of f(z).
Since y > 0, we have
(6) (x2 + (y − α)2)m < (x2 + (y + α))m
and
(7)
(x− rn)2 + (y − α)2
r2n
exp
(
2x
rn
)
<
(x− rn)2 + (y + α)2
r2n
exp
(
2x
rn
)
.
Finally, we consider the factors of |f(z− iα)|2 and |f(z + iα)|2 associated complex
conjugate pairs of roots (if there are any) of f(z). We will show that
(x− sn)2 + (y − α− tn)2
s2n + t
2
n
· (x− sn)
2 + (y − α+ tn)2
s2n + t
2
n
· exp
(
4snx
s+n t
2
n
)
(8)
<
(x− sn)2 + (y + α− tn)2
s2n + t
2
n
· (x− sn)
2 + (y + α+ tn)
2
s2n + t
2
n
· exp
(
4snx
s+n t
2
n
)
.
Inequality (8) holds if and only if
[(x− sn)2 + (y − α− tn)2][(x− sn)2 + (y − α + tn)2](9)
< [(x− sn)2 + (y + α− tn)2][(x− sn)2 + (y + α + tn)2].
Subtracting the left hand side of (9) from the right hand side along with a small
calculation gives
[(x− sn)2 + (y + α− tn)2][(x− sn)2 + (y + α + tn)2]
− [(x− sn)2 + (y − α− tn)2][(x− sn)2 + (y − α + tn)2]
= 8αy
(
(x− sn)2 + y2 − t2n + α2
)
.
Thus (8) and (9) hold if and only if
(10) (x− sn)2 + y2 > t2n − α2.
Because the root z does not belong to S(
√
r2 − α2) but does satisfy 0 ≤ Im z ≤ r, it
follows that y2 > r2−α2 ≥ t2n−α2 and therefore (10) holds implying that inequality (8)
holds.
If γ > 0 in the product representation of f(z) in equation (3), then inequality (5)
is strict. If f(z) has at least one root then at least one of strict inequalities (6), (7),
or (8) holds. Either way,
|f(z − iα)|2 < |f(z + iα)|2,
which is a contradiction. This completes the proof of Lemma 3.3 for the operator
cos(αD + β). The proof for the operator sin(αD + β) entirely similar. The proof of
the lemma is complete. 
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Recently Lagarias [11] applied operators such as the one in Lemma 3.3 to study
the zero distribution on the ‘critical line’ for various differenced L-functions from
analytic number theory. Several generalizations of Lemma 3.3 can also be found in
Cardon [2, 6, 3, 4].
Lemma 3.4. Let α ≥ 0 and assume f(z) ∈ LPα2/2(r). Then
exp(−α2D2
2
)f(z) ∈ LP(
√
r2 − α2).
Proof. We take advantage of the limit formula
lim
n→∞
(
cos
(
αz
n
))n2
= exp(−α2z2
2
).
Initially, let f(z) be a polynomial in LP(r). Applying the formula in Lemma 3.3 a
total of n2 times for the operator cos(αD
n
) gives
(
cos
(
αD
n
))n2
f(z) ∈ LP
(√
r2 − α2
n2
− · · · − α2
n2
)
= LP(
√
r2 − α2).
Taking the limit gives exp(−α2D2
2
)f(z) ∈ LP(√r2 − α2). By considering sequences of
polynomials in LP(r), the result extends to functions f(z) = e−β2z2/2f1(z) in LP(r),
provided we assume αβ < 1 as required by Lemma 1.3. 
Now that we understand the effect of the operator exp(−α2D2
2
), we can finish the
proof of Theorem 1.5. Assume φ(z) = e−α
2z2/2φ1(z) where φ1(z) ∈ LP1 and let
f(z) ∈ LPα2/2(r). By Lemma 3.4,
exp
(− α2D2
2
)
f(z) ∈ LP(
√
r2 − α2).
By Lemma 1.3, φ1(D) maps LP(
√
r2 − α2) into itself. Hence,
φ(D)f(z) = φ1(D) exp
(− α2D2
2
)
f(z) ∈ LP(
√
r2 − α2).
Since α > 0 this proves that φ(D) is a CZSDO and the proof of Theorem 1.5 is
complete.
4. Proof of Theorem 1.6
Since the proof requires the concepts of order ρ and type σ of an entire function, we
recall their definitions, which we take from Chapter 1 of Levin [12]. For an arbitrary
entire function φ, set
Mφ(r) = max
|z|=r
|φ(z)|.
The function φ is said to have finite order if there exists a positive real number k > 0
such that
(11) Mφ(r) < e
rk
for all sufficiently large r. If φ has finite order, the order ρ of φ is defined to be the
greatest lower bound of the numbers k in (11).
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It follows that for arbitrary ǫ > 0
(12) er
ρ−ǫ
< Mφ(r) < e
rρ+ǫ
where the inequality on the right holds for all sufficiently large r and the inequality
on the left holds for some positive increasing sequence {rn} with limn→∞ rn =∞.
The type σ of a function φ having positive finite order ρ is the greatest lower bound
of the positive numbers ǫ such that
(13) Mφ(r) < e
ǫrρ
for all sufficiently large r. If σ = 0, then φ is said to have minimal type.
Lemma 4.1. Let φ(z) ∈ LP1. If φ(D)φ(−D) is not a CZSDO, then φ(D) is not a
CZSDO. Therefore, in proving Theorem 1.6 there is no loss of generality in assuming
that φ(z) ∈ LP1 is an even function.
Proof. Suppose, by way of contradiction, that φ(D) is a CZSDO. For any r > 0, there
exists r1 with 0 ≤ r1 < r such that for any f(z) ∈ LP(r) it follows that φ(D)f(z) ∈
LP(r1). The operator φ(−D) maps LP(r) into itself. So, φ(D)φ(−D)f(z) ∈ LP(r1)
implying that φ(D)φ(−D) is a CZSDO, which contradicts the hypothesis. Therefore,
φ(D) is not a CZSDO. 
By Lemma 4.1, there is no loss of generality in assuming φ(z) in an even function.
Therefore, we will assume φ(z) in the rest of the proof of Theorem 1.6.
The key to proving Theorem 1.6 will be to let φ(D) act on extremal example
functions with evenly spaced zeros that are on the boundary of the strip S(r). If
φ(0) 6= 0, we will consider φ(D)fa(z), where
(14) fa(z) = cos(a(z − ir)) cos(a(z + ir)) = 12
(
cos(2az) + cosh(2ar)
)
.
If φ(0) = 0, we will consider φ(D)ga(z), where
ga(z) = cos
2(a(z − ir) cos2(a(z + ir)).(15)
In both cases, we’ll show φ(D) is not a CZSDO by choosing a > 0 to be sufficiently
large. Computing with fa(z) and ga(z) will require the following easy lemma:
Lemma 4.2. For any φ(z) ∈ LP, φ(D)eaz = φ(a)eaz. Consequently, if φ(z) is even,
then
φ(D) cos(az) = φ(ai) cos(az)
φ(D) sin(az) = φ(ai) sin(az)
φ(D) cosh(az) = φ(a) cosh(az)
φ(D) sinh(az) = φ(a) sinh(az).
Proof. Write φ(z) =
∑∞
n=0 cnz
n. Then
φ(D)eaz =
∞∑
n=0
cn
dn
dzn
eaz =
∞∑
n=0
cna
neaz = φ(a)eaz.
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When φ(z) is even, the formulas involving cos(az), sin(az), cosh(az), and sinh(az)
follow immediately by expressing them in terms of exponential functions. 
Lemma 4.3. Let φ(z) ∈ LP1 be an even function and suppose φ(0) 6= 0.
(a) If φ(z) has order ρ < 1, then φ(D) is not a CZSDO.
(b) If φ(z) has order ρ = 1 but is of minimal type, then φ(D) is not a CZSDO.
Proof. By multiplying φ(z) by a nonzero real number, if necessary, we may suppose
without loss of generality that φ(0) = 1. Because φ(z) is even and φ(0) = 1,
Mφ(r) = max
|z|=r
|φ(z)| = φ(ir).
Also since φ(0) = 1 if β is constant, then φ(D)β = β.
Applying the operator φ(D) to the function fa(z) in equation (14) and using
Lemma 4.2 gives
φ(D)fa(z) = 2
−1
(
φ(2ai) cos(2az) + cosh(2ar)
)
= 2−1φ(2ai)
(
cos(2az) +
cosh(2ar)
φ(2ai)
)
.
Since a is positive φ(2ai) > 1. There are two possible cases:
(i) If 0 < cosh(2ar
φ(2ai)
≤ 1, the zeros of φ(D)fa(z) are real.
(ii) If cosh(2ar)
φ(2ai)
> 1, the zeros of φ(D)fa(z) are complex.
In case (i), there exists r1 with 0 ≤ 2ar1 ≤ π/2 such that
cos(2ar1) =
cosh(2ar)
φ(ai)
.
Then
φ(D)fa(z) = 2
−1φ(2ai)
(
cos(2az) + cos(2ar1)
)
= φ(2ai) cos(a(z − r1)) cos(a(z + r1)).
This verifies that the roots of φ(D)fa(z) are real in the case (i), as claimed.
In case (ii), since cosh(2ar)/φ(2ai) > 1 and φ(2ai) > 1, there exists r1 with 0 <
r1 < r such that
1 < cosh(2ar1) =
cosh(2ar)
φ(2ai)
< cosh(2ar).
We obtain
φ(D)fa(z) = 2
−1φ(2ai)
(
cos(2az) + cosh(2ar1)
)
= φ(2ai) cos(a(z − ir1)) cos(a(z + ir1)),
which shows that the roots of φ(D)fa(z) are complex with imaginary part ±r1. Solv-
ing for r1 gives
(16) r1 =
1
2a
cosh−1
(
cosh(2ar)
φ(2ai)
)
.
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We will show that, by choosing a to be sufficiently large, case (ii) occurs and r1
can be made to be arbitrarily close to r, proving that φ(D) is not a CZSDO.
As in part (a) of Lemma 4.3, suppose φ(z) has order ρ < 1. For all sufficiently
large positive a,
Mφ(2a) = φ(2ai) < e
(2a)ρ .
Then for sufficiently large a we have
cosh(2ar)
φ(2ai)
>
e2ar
2e(2a)ρ
> 1.
Therefore, the roots of φ(D)fa(z) have nonzero imaginary part ±r1, as in equa-
tion (16), and
r1 =
1
2a
cosh−1
(
cosh(2ar)
φ(2ai)
)
>
1
2a
cosh−1
(
e2ar
2e(2a)ρ
)
>
1
2a
log
(
e2ar
2e(2a)ρ
)
= r − (2a)ρ−1 − log(2)
2a
.
By choosing a to be sufficiently large, this lower bound on r1 can be made to be
arbitrarily close to r. Therefore, there does not exist r′ with 0 ≤ r′ < r such that
φ(D)h(z) ∈ LP(r′) for all h(z) ∈ LP(r). This show that φ(D) is not a CZSDO when
ρ < 1, proving Lemma 4.3(a).
Next, as in part (b) of Lemma 4.3, assume φ(z) has order ρ = 1 and has minimal
type. For any ǫ > 0 and all sufficiently large r,
Mφ(r) = φ(ir) < e
ǫr.
Choosing ǫ to be very small relative to r and letting a be sufficiently large gives
cosh(2ar)
φ(2ai)
>
e2ar
2φ(2ai)
>
e2ar
2eǫa
> 1.
Therefore, the roots of φ(D)fa(z) have imaginary part ±r1, as in equation (16), and
r1 =
1
2a
cosh−1
(
cosh(2ar)
φ(2ai)
)
>
1
2a
cosh−1
(
e2ar
2e2ǫa
)
>
1
2a
log
(
e2ar
2e2ǫa
)
= r − ǫ− log 2
2a
.
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By choosing ǫ to be sufficiently small and a sufficiently large, this lower bound for r1
can be made to be arbitrarily close to r. This shows that φ(D) is not a CZSDO when
φ(z) has order ρ = 1 and has minimal type, proving Lemma 4.3(b). 
Combining Lemmas 4.1 and 4.3 proves Theorem 1.6 parts (a) and (b) in the case
φ(0) 6= 0. We next deal with the case φ(0) = 0.
Lemma 4.4. Let φ(z) ∈ LP1 be an even function and suppose φ(0) = 0.
(a) If φ(z) has order ρ < 1, then φ(D) is not a CZSDO.
(b) If φ(z) has order ρ = 1 but is of minimal type, then φ(D) is not a CZSDO.
Proof. After multiplying φ(z) by a constant, if necessary, we may assume φ(z) is of
the form
φ(z) = z2mφ1(z)
where m is a positive integer and φ1(0) = 1. We will let φ(D) act on the function
ga(z) from equation (15). Rewrite ga(z) as
ga(z) = cos
2(a(z − ir)) cos2(a(z + ir))
=
1
4
+
cosh(4ar)
8
+
cos(4az)
8
+
cosh(2ar) cos(2az)
2
.
Differentiating 2m-times gives
g(2m)a (z) = (−1)m
(
(4a)2m cos(4z)
8
+
(2a)2m cosh(2r) cos(2z)
2
)
.
Applying φ1(D) to this expression with the help of Lemma 4.2 gives
φ(D)ga(z)
= (−1)m
(
(4a)2mφ1(4ai) cos(4az)
8
+
(2a)2m cosh(2ar)φ1(2ai) cos(2az)
2
)
= (−1)m22m−1a2m(4m−1φ1(4ai) cos(4az) + cosh(2ar)φ1(2ai) cos(2az)).
Let z be a zero of the φ(D)ga(z). Then
0 = 22m−2φ1(4ai) cos(4az) + cosh(2ar)φ1(2ai) cos(2az)
= 22m−2φ1(4ai)
(
2 cos2(2az)− 1)+ cosh(2ar)φ1(2ai) cos(2az).
Solving for cos(2az) results in
cos(2az) =
− cosh(2ar)φ1(2ai)±
√
cosh2(2ar)φ21(2ai)+2
4m−1φ21(4ai)
22mφ1(4ai)
.
There are two types of solutions depending on the choice of sign. It will suffice for
us to consider only those solutions corresponding to choosing the negative sign. For
these solutions,
(17) 0 = cos(2az) +
cosh(2ar)φ1(2ai)+
√
cosh2(2ar)φ21(2ai)+2
4m−1φ21(4ai)
22mφ1(4ai)
.
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The fraction expression in (17) has the lower bound:
cosh(2ar)φ1(2ai)+
√
cosh2(2ar)φ21(2ai)+2
4m−1φ21(4ai)
22mφ1(4ai)
>
cosh(2ar)φ1(2ai)
22m−1φ1(4ai)
.(18)
As in Lemma 4.4(a), assume φ(z) has order ρ < 1. The order of φ1(z) is the same as
that of φ(z). So, given ǫ > 0 there exists a positive increasing sequence {an} tending
to ∞ such that
e(2an)
ρ−ǫ
< Mφ1(2an) = φ1(2ani)
for all n. Also for all sufficiently large an,
Mφ1(4an) = φ1(4ani) < e
(4an)ρ+ǫ.
Assuming ǫ satisfies 0 < ǫ < ρ < ρ+ ǫ < 1 and letting an be sufficiently large gives
cosh(2anr)φ1(2ani)
22m−1φ1(4ani)
>
e2anre(2an)
ρ−ǫ
22me(4an)ρ+ǫ
> 1.(19)
This implies that the fraction term in equation (17) is larger than 1. Hence, there
exists r1 with 0 < r1 ≤ r such that
0 = cos(2anz) +
cosh(2anr)φ1(2ani)+
√
cosh2(2anr)φ21(2ani)+2
4m−1φ21(4ani)
22mφ1(4ani)
= cos(2anz) + cosh(2anr1)
= 2 cos(an(z − ir1)) cos(an(z + ir1)).
Thus φ(D)gan(z) has roots with imaginary part r1. Solving for r1 and using inequal-
ities (18) and (19) gives a lower bound for r1.
r1 =
1
2an
cosh−1
(
cosh(2anr)φ1(2ani)+
√
cosh2(2anr)φ21(2ani)+2
4m−1φ21(4ani)
22mφ1(4ani)
)
>
1
2an
cosh−1
(
e2anre(2an)
ρ−ǫ
22me(4an)ρ+ǫ
)
>
1
2an
log
(
e2anre(2an)
ρ−ǫ
22me(4an)ρ+ǫ
)
= r +
1
2an
(
(2an)
ρ−ǫ − (4an)ρ+ǫ − log(22m)
)
> r − 1
2an
(
(4an)
ρ+ǫ + log(22m)
)
.
By choosing an sufficiently large, we cause the lower bound on r1 to be arbitrarily
close to r. So, φ(D) is not a CZSDO in the case ρ < 1, proving Lemma 4.4(a)
Next, as in Lemma 4.4(b), assume φ(z) has order ρ = 1 and minimal type. Then
the same is true for φ1(z). We choose a small positive ǫ with 0 < ǫ < ρ = 1. Thus
there exists a positive increasing sequence tending to ∞ such that
e(2an)
ǫ
< Mφ1(2an) = φ1(2ani)
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for all n. Also since φ1(z) has order ρ = 1 and minimal type,
Mφ1(4an) < e
ǫ(4an)
for all sufficiently large an. For small ǫ and large an the lower bound on the fraction
in inequality (18) is then bounded below as follows:
cosh(2anr)φ1(2ani)
22m−1φ1(4ani)
>
e2anre(2an)
ǫ
22meǫ(4an)
> 1.
Therefore, similarly to the previous case in which ρ < 1, φ(D)gan(z) has roots with
imaginary part r1 > 0 where
r1 =
1
2an
cosh−1
(
cosh(2anr)φ1(2ani)+
√
cosh2(2anr)φ21(2ani)+2
4m−1φ21(4ani)
22mφ1(4ani)
)
>
1
2an
cosh−1
(
e2anre(2an)
ǫ
22meǫ(4an)
)
>
1
2an
log
(
e2anre(2an)
ǫ
22meǫ(4an)
)
= r +
1
2an
(
(2an)
ǫ − log(22m)− 4ǫan
)
> r − 4ǫ− log(2
2m)
2an
.
If ǫ is sufficiently small and an is sufficiently large, the lower bound on r1 can be made
to be arbitrarily close to r. This shows that φ(D) is not a CZSDO when φ(z) has
order ρ = 1 and has minimal type, proving Lemma 4.4(b). 
Combining Lemmas 4.1 and 4.4 proves Theorem 1.6 parts (a) and (b) in the case
φ(0) = 0.
We have now established Theorem 1.6 parts (a) and (b). Theorem 1.6(c) was
actually proved in Lemma 3.1. That is, if α ∈ R, then eαDf(z) = f(z + α). The
operator eαD merely translates the zeros of f(z) horizontally in the complex plane
and does not reduce the size of the strip S(r) containing the roots. So, eαD is not a
CZSDO.
The proof of Theorem 1.6 is now complete.
5. Examples and Conjectures
In this section, we give several examples and make some conjectures based on these
examples.
Example 5.1. In Lemmas 3.3 we showed that for a, b ∈ R where a > 0 and for any
f(z) ∈ LP(r) with r > 0,
(20) cos(aD + b)f(z) ∈ LP(
√
r2 − a2)
and
(21) sin(aD + b)f(z) ∈ LP(
√
r2 − a2).
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Example 5.2. In Lemma 3.4 we showed that for a > 0 and any f(z) ∈ LP1(r) with
r > 0
(22) exp
(
−a
2D2
2
)
f(z) ∈ LP(
√
r2 − a2)
Example 5.1 suggests that if φ(z) ∈ LP1 has a ‘lower density’ of zeros then φ(aD)
might be a CZSDO. We state this as a conjecture:
Conjecture 5.3. Let n(t) denote the number of roots of φ(z) ∈ LP1 in the interval
(−t, t). Suppose
lim inf
t→∞
n(t)
t
> 0.
Then there exists a positive constant cφ such that for any f(z) ∈ LP(r) with r > 0 it
follows that
φ(aD)f(z) ∈ LP
(√
r2 − cφa2
)
.
From the proof of Theorem 1.6 and in light of Examples 5.1 and 5.2 we make
another conjecture:
Conjecture 5.4 (Classification of φ(D) that are CZSDOs). If φ(z) ∈ LP has a
Weierstrass canonical product of the form
φ(z) = ceαz−βz
2
∏
n
(
1− z
αn
)
exp
(
z
αn
)
,
then φ(D) is a CZSDO if and only if any one of the following conditions is satisfied:
(i) β > 0.
(ii) β = 0 and the product
∏
n(1− z/αn)ez/αn has order ρ = 1 and type σ > 0.
(iii) β = 0 and the order of the product
∏
n(1− z/αn)ez/αn satisfies 1 < σ ≤ 2.
In other words, we would have a complete classification of the functions φ(z) ∈ LP
such that φ(D) is a CZSDO.
Example 5.5. (Simple Zeros) In [5], Cardon and de Gaston showed that if φ1(z) ∈
LP1 has infinitely many zeros and if f(z) ∈ LP then φ1(D)f(z) has only simple
real zeros. This guarantees that if φ(z) = e−α
2z2/2φ1(z) and α ≥ r, then for any
f(z) ∈ LPα2/2(r), the function φ(D)f(z) has only simple real zeros.
Example 5.6 (Lower bound on r′). Let φ(z) ∈ LP where φ(z) is not of the form
ceαz. By computing the derivative of the logarithmic derivative and using the product
representation in equation (1) and if z is not a root of φ we obtain(
φ′(z)
φ(z)
)′
=
φ′′(z)φ(z)− (φ′(z))2
(φ(z))2
= − 1
z2
− β − 1
(z − αk)2 < 0.
Then for z not a root
(23) [φ′(z)]2 − φ(z)φ′′(z) > 0.
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This is called Laguerre’s inequality. Suppose φ(0) = 1. Then the constant bφ defined
by
bφ = [φ
′(0)]2 − φ(0)φ′′(0) = [φ′(0)]2 − φ′′(0)
is positive.
Letting φ(aD) act on z2 + r2 where a > 0 and r > 0 gives
φ(aD)(z2 + r2) =
∞∑
k=0
akφ(k)(0)
k!
dk
zk
(z2 + r2)
= φ(0)(z2 + r2) + aφ′(0)(2z) + a
2
2
φ′′(0)(2)
= z2 + 2aφ′(0)z + r2 + a2φ′′(0)
= (z + aφ′(0))2 + r2 − ([φ′(0)]2 − φ′′(0))a2
= (z − aφ′(0))2 + r2 − bφa2.
The roots of φ(aD)(z2+r2) belong to the strip S(
√
r2 − bφa2) but they do not belong
to any smaller strip.
The calculation of φ(aD)(z2 + r2) implies that φ ∈ LP1, φ(0) 6= 0, and φ(D) is a
CZSDO that maps LP(r) into LP(r′) with 0 ≤ r′a < r, we have a lower bound for
r1. That is, if 0 ≤ a ≤ r/b1/2φ , then
r′a ≥
√
r2 − bφa2.
In all explicit examples of CZSDOs in the paper involving the differential operator
φ(D), we see that the narrowing of the strip S(r) to S(r′) involved constants bφ and
cφ where √
r2 − bφa2 ≤ r′ ≤
√
r2 − cφa2.
Conjecture 5.7. Assume φ(D) is any CZSDO where φ(z) ∈ LP and let r > 0 and let
a > 0. Then there exists positive constants bφ ≥ cφ such that for any f(z) ∈ LP1(r)
it follows that φ(aD)f(z) ∈ LP(r′a) where√
r2 − bφa2 ≤ r′a ≤
√
r2 − cφa2
and where we replace the lower or upper bounds by 0 whenever the expression under
the radical is negative.
Example 5.8. (Multiplier Sequences) In this paper we defined CZSDOs fairly nar-
rowly because we restricted ourselves to the case of CZSDOs of the form φ(D) for
φ ∈ LP . It is easy to find examples of CZSDOs that are not of the form φ(D) where
φ ∈ LP by considering multiplier sequences known to preserver the reality of zeros.
We recall that a sequence of numbers
γ0, γ1, γ2, . . .
in called a multiplier sequence of the first kind if for any polynomial
f(z) = a0 + a1z + · · ·+ anzn
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having only real zeros, the new polynomial
(24) Γ[f(z)] = γ0a0 + γ1a1z + · · · γnanzn
also has only real zeros. Important classical results about multiplier sequences were
proved by Po´lya and Schur. For a nice discussions about the classical results see
Schmeisser [14] Section 5.7 and Levin [12] Chapter VIII Section 3. Multiplier se-
quences are still a topic of investigation as can be seen in papers of Craven, Csordas,
and Fox [8, 9, 10], just to name a few. Consider the multiplier sequence given by
Γ = {γk} = {αk} where 1 < α. If for r > 0,
f(z) =
∞∑
n=0
anz
n ∈ LP(r)
then
Γ[f(z)] =
∞∑
n=0
an(αz)
n ∈ LP(r/α).
So, this is an example of a CZSDO. However, if 0 < α < 1, then this multiplier
sequence increases the size of the strip containing the zero and is not a CZSDO.
6. Questions for further study
In addition to the conjectures stated in the previous section, we end this paper
with several open problems concerning complex zero strip decreasing operators.
Open Problem 6.1. Completely classify the CZSDOs of the form φ(D), which is the
type studied in this paper. This might be done by proving Conjecture 5.4.
Open Problem 6.2. Completely classify the CZSDOs resulting from Γ-sequences as in
equation (24).
Open Problem 6.3. Completely classify CZSDOs when the space being acted on is
the space of all real polynomials whose roots belong to the region Ω = S(r) for r > 0.
Such a classification might be in the style of Borcea and Bra¨nde´n’s classification in [1],
which was mentioned in the introduction to the paper.
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Abstract. Let φ(z) be a function in the Laguerre-Po´lya class. Write φ(z) =
e−αz
2
φ1(z) where α ≥ 0 and where φ1(z) is a real entire function of genus 0
or 1. Let f(z) be any real entire function of the form f(z) = e−γz
2
f1(z) where
γ ≥ 0 and f1(z) is a real entire function of genus 0 or 1 having all of its zeros in
the strip S(r) = {z ∈ C : −r ≤ Im z ≤ r}, where r > 0. If αγ < 1/4, the linear
differential operator φ(D)f(z), where D denotes differentiation, is known to
converge to a real entire function whose zeros also belong the strip S(r). We
describe several necessary and sufficient conditions on φ(z) such that all zeros
of φ(D)f(z) belong to a smaller strip S(r1) = {z ∈ C : − r1 ≤ Im z ≤ r1}
where 0 ≤ r1 < r and r1 depends on φ(z) but is independent of f(z). We call
a linear operator having this property a complex zero strip decreasing operator
or CZSDO. We examine several relevant examples, in certain cases we give
explicit upper and lower bounds for r′, and we state several conjectures and
open problems regarding complex zero strip decreasing operators.
1. Introduction
An important problem in the theory of the distribution of zeros of a collection
of entire functions is to understand the effect of linear operators that act on the
collection. It is particularly interesting when the operators preserve a nice property
about the location of the zeros. The linear operators we will study in this paper are
differential operators φ(D) where φ(z) is a function in the Laguerre-Po´lya class and
D is differentiation. If f(z) is a real entire function satisfying appropriate technical
requirements whose zeros belong to the strip S(r) = {z ∈ C : − r ≤ Im z ≤ r},
we study the problem of when all zeros of φ(D)f(z) belong to a smaller strip S(r′)
where 0 ≤ r′ < r. The main results in the paper are stated in Theorems 1.5 and 1.6.
Before stating these theorems we will need a few definitions and a technical
lemma that defines the linear differential operator φ(D) and tells us when the
expression φ(D)f(z) makes sense.
Definition 1.1 (LP and LP1). The Laguerre-Po´lya class, denoted LP , consists of
the real entire functions whose Weierstrass product representations are of the form
(1) czmeαz−βz
2 ∏
k
(
1− z
αk
)
ez/αk ,
where c, α, β, αk are real, β ≥ 0, m is a nonnegative integer, and
∑
k |αk|−2 <
∞. The subclass LP1 of LP consists of those functions in LP with β = 0 in
equation (1).
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The class LP consists of the entire functions obtained as uniform limits on
compact sets of sequences of real polynomials having only real zeros. See Levin [13,
Thm. 3, p. 331]. Motivation for why this class of functions naturally arises in
relation to differential operators is given in §2.
Definition 1.2 (LP(r) and LP1(r)). For r ≥ 0, the extended Laguerre-Po´lya class,
denoted LP(r), consists of the real entire functions having the Weierstrass product
representation in equation (1) except that the zeros belong to the strip
S(r) = {z ∈ C : − r ≤ Im z ≤ r}.
Thus, the zeros of a function f(z) ∈ LP(r) are either real or occur in complex
conjugate pairs. The subclass LP1(r) of LP(r) consists of those functions in LP1(r)
with β = 0 in equation (1). If r < 0 or r is imaginary, we define LP(r) = LP and
S(r) = R.
The following lemma shows how functions in LP define linear differential oper-
ators on functions in LP(r). A trivial modification to the proof of a theorem in
Levin [13] gives:
Lemma 1.3 (Levin [13], Thm.8, p.360). Assume
φ(z) = e−γ1z
2
φ1(z) =
∞∑
k=0
akz
k ∈ LP
where γ1 ≥ 0 and φ1(z) ∈ LP1. Also let r ≥ 0 and assume f(z) = e−γ2z2f1(z) ∈
LP(r) where γ2 ≥ 0 and f1(z) ∈ LP1(r). If γ1γ2 < 1/4, the linear differential
operator φ(D) is defined by
(2) φ(D)f(z) =
∞∑
k=0
akf
(k)(z),
where D denoted differentiation. The sum converges uniformly on every compact
subset of C and φ(D)f(z) ∈ LP(r).
The assumption γ1γ2 < 1/4 is essential. Levin [13, p.361] gives the explicit
example φ(z) = e−γ1z
2
and f(z) = e−γ2z
2
to show that φ(D)f(z) diverges at z = 0
when γ1γ2 = 1/4.
In the lemma the zeros of f(z) are in the strip S(r) as are the zeros of φ(D)f(z).
So, φ(D) is an operator that preserves the strip S(r) containing the zeros. However,
our main interest in this paper is to study the operators φ(D) such that the zeros
of φ(D)f(z) belong to a strictly smaller strip S(r1) where 0 ≤ r1 < r.
Definition 1.4 (Complex zero strip decreasing operator or CZSDO).
(a) Given a function φ(z) = e−γ1z
2
φ1(z) ∈ LP where φ1(z) ∈ LP1, we de-
fine LPγ1(r) to be the subclass of LP(r) of functions of the form f(z) =
e−γ2z
2
f1(z) where f1(z) ∈ LP1(r) and γ2 is any nonnegative real number
such that γ1γ2 < 1/4.
(b) The linear differential operator φ(D) in part (a) is called a complex zero
strip decreasing operator if for each r > 0 there exists a corresponding r1
with 0 ≤ r1 < r such that φ(D)f(z) ∈ LP(r1) for all f(z) ∈ LPγ1(r). For
short, we will say φ(D) is a CZSDO.
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Lemma 1.3 implies φ(D)f(z) ∈ LP(r) for all f(z) ∈ LPγ1(r), which is why we
defined LPγ1(r) in Definition 1.4(a).
In this paper we will prove two main theorems. Theorem 1.5 provides a sufficient
condition for φ(D) to be a CZSDO. Theorem 1.6 gives a necessary condition for
φ(D) to be a CZSDO.
Theorem 1.5. Assume φ(z) = e−α
2z2/2φ1(z) where φ1(z) ∈ LP1 and α > 0. If
f(z) ∈ LPα2/2(r), then φ(D)f(z) ∈ LP(√r2 − α2). Therefore φ(D) is a CZSDO.
Theorem 1.6.
(a) If φ(z) ∈ LP1 has order ρ < 1, then φ(D) is not a CZSDO.
(b) If φ(z) ∈ LP1 has order ρ = 1 but is of minimal type, then φ(D) is not a
CZSDO.
(c) If φ(z) = eαz where α ∈ R and f(z) ∈ LP(r), then φ(D)f(z) = f(z + α).
Hence φ(D) is not a CZSDO.
Therefore, a necessary condition for φ(D) ∈ LP1 to be a CZSDO is: If the Weier-
strass canonical product for φ(z) is
φ(z) = czmeαz
∏
n
(1− z/an)ez/an ,
then the product
czm
∏
n
(1− z/an)ez/an ,
with the term eαz omitted, has order ρ = 1 and type σ > 0, or has order ρ = 1 and
maximal type, or has order ρ > 1.
Note that since functions in LP1 and LP1(r) haveWeierstrass canonical products
of genus g = 0 or g = 1 and since the genus is related to the order ρ by g ≤ ρ ≤ g+1,
the order of any of these functions satisfies 0 ≤ ρ ≤ 2. So, in Theorem 1.6 the only
relevant orders satisfy 1 ≤ ρ ≤ 2.
Theorems 1.5 and 1.6 are important in the context of the following general
problem: If Ω ⊆ C is a set of particular interest and if π(Ω) is the class of all (real
or complex) univariate polynomials whose zeros lie only in Ω, then characterize
the linear transformations T : π(Ω) → π(Ω) ∪ {0}. Furthermore, if πn(Ω) is the
subclass of polynomials in π(Ω) of degree at most n, then characterize the linear
transformations T : πn(Ω)→ π(Ω) ∪ {0}.
Borcea and Bra¨nde´n [1] solved these problems in the case when Ω is a line, a
circle, a closed half-plane, a closed disk, or the complement of an open disk. They
gave several different types of descriptions that all linear operators having these zero
preserving properties must satisfy. In a recent preprint, Bra¨nde´n and Chasse [2]
classify the zero preserving linear operators when Ω = S(r) is a strip in the complex
plane.
The case when Ω = S(r) is a strip is the setting of this paper. An opera-
tor T on real polynomials in π(S(r)) with the CZSDO property clearly satisfies
T : π(R) → π(R) ∪ {0}. However, simple examples show that converse is false. A
full characterization of CZSDOs in the style of Borcea and Bra¨nde´n [1] and Bra¨nden
and Chasse [2] would require some kind of modification to their descriptions. The
linear operators in Theorem 1.5, Theorem 1.6, and Conjecture 5.4 (stated later in
§5) give a large class of explicit examples of linear operators that preserve the strip
S(r), but better yet, are complex zero strip decreasing operators. Conjecture 5.4
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(if true) would give a complete classification of CZSDOs of the form φ(D) where
φ(z) ∈ LP .
Our results are related to but different from those of Craven and Csordas [8] in
which they studied linear transformations T on real polynomials p(x) such that the
number of complex zeros of T [p(x)] is less than or equal to the number of complex
zeros of p(x). In their enjoyable survey article [10], Craven and Csordas explain
many interesting results pertaining to operators that preserve reality of zeros.
The rest of the paper is organized as follows: In §2, we explain a heuristic to
help motivate the context for this paper. In §3, we prove Theorem 1.5. In §4, we
proof Theorem 1.6. In §5, we give several examples and conjectures. Finally, in §6,
we suggest questions for further study on this topic.
2. Some philosophy and heuristics
Much of the discussion in this paper becomes significantly more intuitive if one
keeps in mind the following fundamental fact:
Theorem 2.1 (Gauss-Lucas). Every convex set containing all the zeros of a poly-
nomial also contains all of its critical points.
Proofs can be found in many places but we especially like the treatise on the
analytic theory of polynomials by Rahman and Schmeisser [15].
This theorem provides a natural strategy for constructing examples of linear
operators with particular zero preserving features. As an example of this approach,
the differential linear operator φ(D) in Theorems 1.5 and 1.6 is quite natural as
follows: Suppose f is a real polynomial with zeros in S(r), and let α be real and
nonzero. If I is the identity operator and D is differentiation,(
I − D
α
)
f(z) = f(z)− f
′(z)
α
= −e
αz
α
d
dz
(
e−αzf(z)
)
.
The zeros of f(z)− f ′(z)/α are those of ddz
(
e−αzf(z)
)
. By considering the Gauss-
Lucas Theorem and the approximation e−αz ≈ (1− αzn )n, we see that the zeros of
f(z) − f ′(z)/α approximately belong to the convex hull of the zeros of f(z) and
the real number n/α which is the only root of (1 − αz/n)n. But since the roots
of f(z) and the root n/α are in S(r), this convex hull lies inside the strip S(r) as
well. Taking the limit shows that the roots of f(z)− f ′(z)/α belong to S(r). We
conclude that if φ(z) = zm
∏n
k=1(1−z/αk) is a polynomial in which all αk are real,
then the zeros of φ(D)f(z) belong to the strip S(r). By taking slightly more care,
we can extend both φ and f to be entire functions that are sufficiently nice limits of
sequences of polynomials (thus obtaining Lemma 1.3). Hence, we obtain the case
φ ∈ LP and f ∈ LP(r), which is the main focus of this paper.
Applications of this general strategy produce a wide variety of interesting facts
about zeros of polynomials. A good reference is Chapter 5 of [15].
3. Proof of Theorem 1.5
Assume φ(z) = e−α
2z2/2φ1(z) where φ1(z) ∈ LP1 and let f(z) ∈ LPα
2/2(r) for
r > 0. We will show that exp
( − α2D22 )f(z) ∈ LP(√r2 − α2). Then since φ1(D)
preserves LP(√r2 − α2), it will follow that φ(D)f(z) ∈ LP(√r2 − α2).
To understand the effect of the differential operator exp(−α2D22 ) where α ≥ 0,
we first consider some simpler exponential operators.
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Lemma 3.1 (Shifting Operator). Let β be any complex number and let f be any
entire function. Then exp(βD)f(z) = f(z + β).
Proof. This is a trivial consequence of the Taylor series expansion of f(z + β) and
the definition of exp(βD)f(z) since exp(βD)f(z) =
∑∞
k=0
βkf(k)(z)
k! = f(z+β). 
Corollary 3.2. Let α, β ∈ R, let D denote differentiation, and let f be an entire
function. Since
cos(αz + β) =
1
2
(
e(αz+β)i + e−(αz+β)i
)
and
sin(αz + β) =
1
2i
(
e(αz+β)i − e−(αz+β)i),
it follows immediately that
cos(αD + β)f(z) = 12
(
eiβf(z + iα) + e−iβf(z − iα))
and
sin(αD + β)f(z) = 12i
(
eiβf(z + iα)− e−iβf(z − iα)).
Lemma 3.3 (Effect of Cosine and Sine Operators). Let α, β ∈ R where α > 0, let
D denote differentiation, and let f(z) ∈ LP(r) where r ≥ 0. Then
cos(αD + β)f(z) ∈ LP(
√
r2 − α2)
and
sin(αD + β)f(z) ∈ LP(
√
r2 − α2).
Proof. One can compare the Weierstrass product representation of f(z + iα) with
that of f(z−iα) to concluded that the zeros of cos(αD+β)f(z) and sin(αD+β) are
in the strip S(
√
r2 − α2). Po´lya used this idea in the proof of Hilfssatz II in his 1926
paper [14] on the Riemann zeta function in which he proved a Riemann hypothesis
for a ‘fake’ zeta function. He considered a slightly simpler case, but likely was aware
of the fact stated in this lemma. One proof attributed to de Bruijn when f(z) is a
polynomial is found in [15, Theorem 2.5.1,p. 88]. This lemma may be regarded as
an extension of Jensen’s theorem: If f is a polynomial with real coefficients, then
the nonreal critical points of f lie in the union of all the Jensen discs of f . For
additional history and various generalizations see Section 2.4 of [15].
If f(z) is of the form f(z) = ceδz where c, δ ∈ R, then f(z) ∈ LP and hence
cos(αD + β)f(z) ∈ LP ⊆ LP(
√
r2 − α2).
Similarly,
sin(αD + β)f(z) ∈ LP ⊆ LP(
√
r2 − α2).
The lemma is true in this case.
If f(z) is not of the form ceδz, then the Weierstrass canonical product for f(z)
contains a term of the form e−γz
2
where γ > 0 or the product contains at least
one term corresponding to a root of f(z). Denote the real zeros of f(z) by rn and
denote the complex roots with positive imaginary part by sn + itn. By combining
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terms for complex conjugate roots in the Weierstrass product, we find that f(z)
has the form
czmeδz−γz
2 ∏
n
(
1− zrn
)
ez/rn
∏
n
(
1− zsn+itn
)(
1− zsn−itn
)
exp
(
2snz
s2n+t
2
n
)
(3)
= czmeδz−γz
2∏
n
(
1− zrn
)
ez/rn
∏
n
(sn+itn−z)(sn−itn−z)
s2n+t
2
n
exp
(
2snz
s2n+t
2
n
)
where δ, γ, c ∈ R, γ ≥ 0, and m is a nonnegative integer. For z = x+ iy,
|f(z)|2 = |c|2(x2 + y2)me2δx+2γ(y2−x2)
∏
n
(x−rn)+y
2
r2n
exp
(
2x
rn
)
(4)
×
∏
n
(x−sn)
2+(y−tn)
2
s2n+t
2
n
· (x−sn)2+(y+tn)2s2n+t2n · exp
(
4snx
s2n+t
2
n
)
.
Let z = x+ iy be a root of
cos(αD + β)f(z) = 12
(
eibf(z + iα) + e−iβf(z − iα))
with y ≥ 0. Then
|f(z − iα)|2 = |f(z − iα)|2.
By way of contradiction, assume that the root z is not in the strip S(
√
r2 − α2).
Then y > 0 and y2 > r2 − α2. We will show that each nonconstant term in the
product for |f(z − iα)|2 is less than or equal to the corresponding term in the
product for |f(z+ iα)|2 and that strict inequality holds for at least one term. This
will show that |f(z − iα)|2 < |f(z + iα)|2 contrary to the hypothesis.
First, we consider the factors of |f(z− iα)|2 and |f(z+ iα)|2 associated with the
exponential term e2δx+2γ(y
2−x2) in equation (4). Since y > 0 this gives
(5) e2δx+2γ((y−α)
2−x2) ≤ e2δx+2γ((y+α)2−x2),
where the inequality is strict if and only if γ > 0.
Next, we consider the factors associated with real roots (if there are any) of f(z).
Since y > 0, we have
(6) (x2 + (y − α)2)m < (x2 + (y + α))m
and
(7)
(x − rn)2 + (y − α)2
r2n
exp
(
2x
rn
)
<
(x− rn)2 + (y + α)2
r2n
exp
(
2x
rn
)
.
Finally, we consider the factors of |f(z−iα)|2 and |f(z+iα)|2 associated complex
conjugate pairs of roots (if there are any) of f(z). We will show that
(x− sn)2 + (y − α− tn)2
s2n + t
2
n
· (x − sn)
2 + (y − α+ tn)2
s2n + t
2
n
· exp
(
4snx
s2n + t
2
n
)
(8)
<
(x− sn)2 + (y + α− tn)2
s2n + t
2
n
· (x− sn)
2 + (y + α+ tn)
2
s2n + t
2
n
· exp
(
4snx
s2n + t
2
n
)
.
Inequality (8) holds if and only if
[(x− sn)2 + (y − α− tn)2][(x− sn)2 + (y − α+ tn)2](9)
< [(x − sn)2 + (y + α− tn)2][(x− sn)2 + (y + α+ tn)2].
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Subtracting the left hand side of (9) from the right hand side along with a small
calculation gives
[(x − sn)2 + (y + α− tn)2][(x− sn)2 + (y + α+ tn)2]
− [(x− sn)2 + (y − α− tn)2][(x− sn)2 + (y − α+ tn)2]
= 8αy
(
(x− sn)2 + y2 − t2n + α2
)
.
Thus (8) and (9) hold if and only if
(10) (x− sn)2 + y2 > t2n − α2.
Because the root z does not belong to S(
√
r2 − α2) but does satisfy 0 ≤ Im z ≤ r,
it follows that y2 > r2 − α2 ≥ t2n − α2 and therefore (10) holds implying that
inequality (8) holds.
If γ > 0 in the product representation of f(z) in equation (3), then inequality (5)
is strict. If f(z) has at least one root then at least one of strict inequalities (6), (7),
or (8) holds. Either way,
|f(z − iα)|2 < |f(z + iα)|2,
which is a contradiction. This completes the proof of Lemma 3.3 for the operator
cos(αD + β). The proof for the operator sin(αD + β) entirely similar. The proof
of the lemma is complete. 
Recently Lagarias [12] applied operators such as the one in Lemma 3.3 to study
the zero distribution on the ‘critical line’ for various differenced L-functions from
analytic number theory. Several generalizations of Lemma 3.3 can also be found in
Cardon [3, 7, 4, 5].
Lemma 3.4. Let α ≥ 0 and assume f(z) ∈ LPα2/2(r). Then
exp(−α2D22 )f(z) ∈ LP(
√
r2 − α2).
Proof. We take advantage of the limit formula
lim
n→∞
(
cos
(
αz
n
))n2
= exp(−α2z22 ).
Initially, let f(z) be a polynomial in LP(r). Applying the formula in Lemma 3.3 a
total of n2 times for the operator cos(αDn ) gives(
cos
(
αD
n
))n2
f(z) ∈ LP
(√
r2 − α2n2 − · · · − α
2
n2
)
= LP(
√
r2 − α2).
Taking the limit gives exp(−α2D22 )f(z) ∈ LP(
√
r2 − α2). By considering sequences
of polynomials in LP(r), the result extends to functions f(z) = e−β2z2/2f1(z) in
LP(r), provided we assume αβ < 1 as required by Lemma 1.3. 
Now that we understand the effect of the operator exp(−α2D22 ), we can finish
the proof of Theorem 1.5. Assume φ(z) = e−α
2z2/2φ1(z) where φ1(z) ∈ LP1 and
let f(z) ∈ LPα2/2(r). By Lemma 3.4,
exp
(− α2D22 )f(z) ∈ LP(√r2 − α2).
By Lemma 1.3, φ1(D) maps LP(
√
r2 − α2) into itself. Hence,
φ(D)f(z) = φ1(D) exp
(− α2D22 )f(z) ∈ LP(√r2 − α2).
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Since α > 0 this proves that φ(D) is a CZSDO and the proof of Theorem 1.5 is
complete.
4. Proof of Theorem 1.6
Since the proof requires the concepts of order ρ and type σ of an entire function,
we recall their definitions, which we take from Chapter 1 of Levin [13]. For an
arbitrary entire function φ, set
Mφ(r) = max
|z|=r
|φ(z)|.
The function φ is said to have finite order if there exists a positive real number
k > 0 such that
(11) Mφ(r) < e
rk
for all sufficiently large r. If φ has finite order, the order ρ of φ is defined to be the
greatest lower bound of the numbers k in (11).
It follows that for arbitrary ǫ > 0
(12) er
ρ−ǫ
< Mφ(r) < e
rρ+ǫ
where the inequality on the right holds for all sufficiently large r and the inequality
on the left holds for some positive increasing sequence {rn} with limn→∞ rn =∞.
The type σ of a function φ having positive finite order ρ is the greatest lower
bound of the positive numbers ǫ such that
(13) Mφ(r) < e
ǫrρ
for all sufficiently large r. If σ = 0, then φ is said to have minimal type.
Lemma 4.1. Let φ(z) ∈ LP1. If φ(D)φ(−D) is not a CZSDO, then φ(D) is
not a CZSDO. Therefore, in proving Theorem 1.6 there is no loss of generality in
assuming that φ(z) ∈ LP1 is an even function.
Proof. Suppose, by way of contradiction, that φ(D) is a CZSDO. For any r > 0,
there exists r1 with 0 ≤ r1 < r such that for any f(z) ∈ LP(r) it follows
that φ(D)f(z) ∈ LP(r1). The operator φ(−D) maps LP(r) into itself. So,
φ(D)φ(−D)f(z) ∈ LP(r1) implying that φ(D)φ(−D) is a CZSDO, which con-
tradicts the hypothesis. Therefore, φ(D) is not a CZSDO. 
By Lemma 4.1, there is no loss of generality in assuming φ(z) in an even function.
Therefore, we will assume φ(z) is even in the rest of the proof of Theorem 1.6.
The key to proving Theorem 1.6 will be to let φ(D) act on extremal example
functions with evenly spaced zeros that are on the boundary of the strip S(r). If
φ(0) 6= 0, we will consider φ(D)fa(z), where
(14) fa(z) = cos(a(z − ir)) cos(a(z + ir)) = 12
(
cos(2az) + cosh(2ar)
)
.
If φ(0) = 0, we will consider φ(D)ga(z), where
ga(z) = cos
2
(
a(z − ir)) cos2 (a(z + ir)).(15)
In both cases, we’ll show φ(D) is not a CZSDO by choosing a > 0 to be sufficiently
large. Computing with fa(z) and ga(z) will require the following easy lemma:
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Lemma 4.2. For any φ(z) ∈ LP, φ(D)eaz = φ(a)eaz. Consequently, if φ(z) is
even, then
φ(D) cos(az) = φ(ai) cos(az)
φ(D) sin(az) = φ(ai) sin(az)
φ(D) cosh(az) = φ(a) cosh(az)
φ(D) sinh(az) = φ(a) sinh(az).
Proof. Write φ(z) =
∑∞
n=0 cnz
n. Then
φ(D)eaz =
∞∑
n=0
cn
dn
dzn e
az =
∞∑
n=0
cna
neaz = φ(a)eaz .
When φ(z) is even, the formulas involving cos(az), sin(az), cosh(az), and sinh(az)
follow immediately by expressing them in terms of exponential functions. 
Lemma 4.3. Let φ(z) ∈ LP1 be an even function and suppose φ(0) 6= 0.
(a) If φ(z) has order ρ < 1, then φ(D) is not a CZSDO.
(b) If φ(z) has order ρ = 1 but is of minimal type, then φ(D) is not a CZSDO.
Proof. By multiplying φ(z) by a nonzero real number, if necessary, we may suppose
without loss of generality that φ(0) = 1. Because φ(z) is even and φ(0) = 1,
Mφ(r) = max
|z|=r
|φ(z)| = φ(ir).
Also since φ(0) = 1 if β is constant, then φ(D)β = β.
Applying the operator φ(D) to the function fa(z) in equation (14) and using
Lemma 4.2 gives
φ(D)fa(z) = 2
−1
(
φ(2ai) cos(2az) + cosh(2ar)
)
= 2−1φ(2ai)
(
cos(2az) +
cosh(2ar)
φ(2ai)
)
.
Since a is positive φ(2ai) > 1. There are two possible cases:
(i) If 0 < cosh(2ar)φ(2ai) ≤ 1, the zeros of φ(D)fa(z) are real.
(ii) If cosh(2ar)φ(2ai) > 1, the zeros of φ(D)fa(z) are complex.
In case (i), there exists r1 with 0 ≤ 2ar1 ≤ π/2 such that
cos(2ar1) =
cosh(2ar)
φ(ai)
.
Then
φ(D)fa(z) = 2
−1φ(2ai)
(
cos(2az) + cos(2ar1)
)
= φ(2ai) cos(a(z − r1)) cos(a(z + r1)).
This verifies that the roots of φ(D)fa(z) are real in the case (i), as claimed.
In case (ii), since cosh(2ar)/φ(2ai) > 1 and φ(2ai) > 1, there exists r1 with
0 < r1 < r such that
1 < cosh(2ar1) =
cosh(2ar)
φ(2ai)
< cosh(2ar).
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We obtain
φ(D)fa(z) = 2
−1φ(2ai)
(
cos(2az) + cosh(2ar1)
)
= φ(2ai) cos(a(z − ir1)) cos(a(z + ir1)),
which shows that the roots of φ(D)fa(z) are complex with imaginary part ±r1.
Solving for r1 gives
(16) r1 =
1
2a
cosh−1
(
cosh(2ar)
φ(2ai)
)
.
We will show that, by choosing a to be sufficiently large, case (ii) occurs and r1
can be made to be arbitrarily close to r, proving that φ(D) is not a CZSDO.
As in part (a) of Lemma 4.3, suppose φ(z) has order ρ < 1. For all sufficiently
large positive a,
Mφ(2a) = φ(2ai) < e
(2a)ρ .
Then for sufficiently large a we have
cosh(2ar)
φ(2ai)
>
e2ar
2e(2a)ρ
> 1.
Therefore, the roots of φ(D)fa(z) have nonzero imaginary part ±r1, as in equa-
tion (16), and
r1 =
1
2a
cosh−1
(
cosh(2ar)
φ(2ai)
)
>
1
2a
cosh−1
(
e2ar
2e(2a)ρ
)
>
1
2a
log
(
e2ar
2e(2a)ρ
)
= r − (2a)ρ−1 − log(2)
2a
.
By choosing a to be sufficiently large, this lower bound on r1 can be made to be
arbitrarily close to r. Therefore, there does not exist r′ with 0 ≤ r′ < r such that
φ(D)h(z) ∈ LP(r′) for all h(z) ∈ LP(r). This show that φ(D) is not a CZSDO
when ρ < 1, proving Lemma 4.3(a).
Next, as in part (b) of Lemma 4.3, assume φ(z) has order ρ = 1 and has minimal
type. For any ǫ > 0 and all sufficiently large r,
Mφ(r) = φ(ir) < e
ǫr.
Choosing ǫ to be very small relative to r and letting a be sufficiently large gives
cosh(2ar)
φ(2ai)
>
e2ar
2φ(2ai)
>
e2ar
2eǫa
> 1.
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Therefore, the roots of φ(D)fa(z) have imaginary part ±r1, as in equation (16),
and
r1 =
1
2a
cosh−1
(
cosh(2ar)
φ(2ai)
)
>
1
2a
cosh−1
(
e2ar
2e2ǫa
)
>
1
2a
log
(
e2ar
2e2ǫa
)
= r − ǫ− log 2
2a
.
By choosing ǫ to be sufficiently small and a sufficiently large, this lower bound for
r1 can be made to be arbitrarily close to r. This shows that φ(D) is not a CZSDO
when φ(z) has order ρ = 1 and has minimal type, proving Lemma 4.3(b). 
Combining Lemmas 4.1 and 4.3 proves Theorem 1.6 parts (a) and (b) in the case
φ(0) 6= 0. We next deal with the case φ(0) = 0.
Lemma 4.4. Let φ(z) ∈ LP1 be an even function and suppose φ(0) = 0.
(a) If φ(z) has order ρ < 1, then φ(D) is not a CZSDO.
(b) If φ(z) has order ρ = 1 but is of minimal type, then φ(D) is not a CZSDO.
Proof. After multiplying φ(z) by a constant, if necessary, we may assume φ(z) is
of the form
φ(z) = z2mφ1(z)
where m is a positive integer and φ1(0) = 1. We will let φ(D) act on the function
ga(z) from equation (15). Rewrite ga(z) as
ga(z) = cos
2(a(z − ir)) cos2(a(z + ir))
=
1
4
+
cosh(4ar)
8
+
cos(4az)
8
+
cosh(2ar) cos(2az)
2
.
Differentiating 2m-times gives
g(2m)a (z) = (−1)m
(
(4a)2m cos(4z)
8
+
(2a)2m cosh(2r) cos(2z)
2
)
.
Applying φ1(D) to this expression with the help of Lemma 4.2 gives
φ(D)ga(z)
= (−1)m
(
(4a)2mφ1(4ai) cos(4az)
8
+
(2a)2m cosh(2ar)φ1(2ai) cos(2az)
2
)
= (−1)m22m−1a2m(4m−1φ1(4ai) cos(4az) + cosh(2ar)φ1(2ai) cos(2az)).
Let z be a zero of the φ(D)ga(z). Then
0 = 22m−2φ1(4ai) cos(4az) + cosh(2ar)φ1(2ai) cos(2az)
= 22m−2φ1(4ai)
(
2 cos2(2az)− 1)+ cosh(2ar)φ1(2ai) cos(2az).
Solving for cos(2az) results in
cos(2az) =
− cosh(2ar)φ1(2ai)±
√
cosh2(2ar)φ21(2ai)+2
4m−1φ21(4ai)
22mφ1(4ai)
.
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There are two types of solutions depending on the choice of sign. It will suffice for
us to consider only those solutions corresponding to choosing the negative sign. For
these solutions,
(17) 0 = cos(2az) +
cosh(2ar)φ1(2ai)+
√
cosh2(2ar)φ21(2ai)+2
4m−1φ21(4ai)
22mφ1(4ai)
.
The fraction expression in (17) has the lower bound:
cosh(2ar)φ1(2ai)+
√
cosh2(2ar)φ21(2ai)+2
4m−1φ21(4ai)
22mφ1(4ai)
>
cosh(2ar)φ1(2ai)
22m−1φ1(4ai)
.(18)
As in Lemma 4.4(a), assume φ(z) has order ρ < 1. The order of φ1(z) is the
same as that of φ(z). So, given ǫ > 0 there exists a positive increasing sequence
{an} tending to ∞ such that
e(2an)
ρ−ǫ
< Mφ1(2an) = φ1(2ani)
for all n. Also for all sufficiently large an,
Mφ1(4an) = φ1(4ani) < e
(4an)
ρ+ǫ
.
Assuming ǫ satisfies 0 < ǫ < ρ < ρ+ ǫ < 1 and letting an be sufficiently large gives
cosh(2anr)φ1(2ani)
22m−1φ1(4ani)
>
e2anre(2an)
ρ−ǫ
22me(4an)ρ+ǫ
> 1.(19)
This implies that the fraction term in equation (17) is larger than 1. Hence, there
exists r1 with 0 < r1 ≤ r such that
0 = cos(2anz) +
cosh(2anr)φ1(2ani)+
√
cosh2(2anr)φ21(2ani)+2
4m−1φ21(4ani)
22mφ1(4ani)
= cos(2anz) + cosh(2anr1)
= 2 cos(an(z − ir1)) cos(an(z + ir1)).
Thus φ(D)gan(z) has roots with imaginary part r1. Solving for r1 and using in-
equalities (18) and (19) gives a lower bound for r1.
r1 =
1
2an
cosh−1
(
cosh(2anr)φ1(2ani)+
√
cosh2(2anr)φ21(2ani)+2
4m−1φ21(4ani)
22mφ1(4ani)
)
>
1
2an
cosh−1
(
e2anre(2an)
ρ−ǫ
22me(4an)ρ+ǫ
)
>
1
2an
log
(
e2anre(2an)
ρ−ǫ
22me(4an)ρ+ǫ
)
= r +
1
2an
(
(2an)
ρ−ǫ − (4an)ρ+ǫ − log(22m)
)
> r − 1
2an
(
(4an)
ρ+ǫ + log(22m)
)
.
By choosing an sufficiently large, we cause the lower bound on r1 to be arbitrarily
close to r. So, φ(D) is not a CZSDO in the case ρ < 1, proving Lemma 4.4(a)
Next, as in Lemma 4.4(b), assume φ(z) has order ρ = 1 and minimal type. Then
the same is true for φ1(z). We choose a small positive ǫ with 0 < ǫ < ρ = 1. Thus
there exists a positive increasing sequence tending to ∞ such that
e(2an)
ǫ
< Mφ1(2an) = φ1(2ani)
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for all n. Also since φ1(z) has order ρ = 1 and minimal type,
Mφ1(4an) < e
ǫ(4an)
for all sufficiently large an. For small ǫ and large an the lower bound on the fraction
in inequality (18) is then bounded below as follows:
cosh(2anr)φ1(2ani)
22m−1φ1(4ani)
>
e2anre(2an)
ǫ
22meǫ(4an)
> 1.
Therefore, similarly to the previous case in which ρ < 1, φ(D)gan(z) has roots with
imaginary part r1 > 0 where
r1 =
1
2an
cosh−1
(
cosh(2anr)φ1(2ani)+
√
cosh2(2anr)φ21(2ani)+2
4m−1φ21(4ani)
22mφ1(4ani)
)
>
1
2an
cosh−1
(
e2anre(2an)
ǫ
22meǫ(4an)
)
>
1
2an
log
(
e2anre(2an)
ǫ
22meǫ(4an)
)
= r +
1
2an
(
(2an)
ǫ − log(22m)− 4ǫan
)
> r − 4ǫ− log(2
2m)
2an
.
If ǫ is sufficiently small and an is sufficiently large, the lower bound on r1 can be
made to be arbitrarily close to r. This shows that φ(D) is not a CZSDO when φ(z)
has order ρ = 1 and has minimal type, proving Lemma 4.4(b). 
Combining Lemmas 4.1 and 4.4 proves Theorem 1.6 parts (a) and (b) in the case
φ(0) = 0.
We have now established Theorem 1.6 parts (a) and (b). Theorem 1.6(c) is
Lemma 3.1. That is, if α ∈ R, then eαDf(z) = f(z +α). The operator eαD merely
translates the zeros of f(z) horizontally in the complex plane and does not reduce
the size of the strip S(r) containing the roots. So, eαD is not a CZSDO.
The proof of Theorem 1.6 is now complete.
5. Examples and Conjectures
In this section, we give several examples and make some conjectures based on
these examples.
Example 5.1. In Lemma 3.3 we showed that for a, b ∈ R where a > 0 and for any
f(z) ∈ LP(r) with r > 0,
(20) cos(aD + b)f(z) ∈ LP(
√
r2 − a2)
and
(21) sin(aD + b)f(z) ∈ LP(
√
r2 − a2).
Example 5.2. In Lemma 3.4 we showed that for a > 0 and any f(z) ∈ LP1(r)
with r > 0
(22) exp
(
−a
2D2
2
)
f(z) ∈ LP(
√
r2 − a2).
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Example 5.1 suggests that if φ(z) ∈ LP1 has a ‘lower density’ of zeros then
φ(aD) might be a CZSDO. We state this as a conjecture:
Conjecture 5.3. Let n(t) denote the number of roots of φ(z) ∈ LP1 in the interval
(−t, t). Suppose
lim inf
t→∞
n(t)
t
> 0.
Then there exists a positive constant cφ such that for any f(z) ∈ LP(r) with r > 0
it follows that
φ(aD)f(z) ∈ LP
(√
r2 − cφa2
)
.
From the proof of Theorem 1.6 and in light of Examples 5.1 and 5.2 we make
another conjecture:
Conjecture 5.4 (Classification of φ(D) that are CZSDOs). If φ(z) ∈ LP has a
Weierstrass canonical product of the form
φ(z) = ceαz−βz
2 ∏
n
(
1− z
αn
)
exp
(
z
αn
)
,
then φ(D) is a CZSDO if and only if any one of the following conditions is satisfied:
(i) β > 0.
(ii) β = 0 and the product
∏
n(1 − z/αn)ez/αn has order ρ = 1 and type σ > 0
or has order ρ = 1 and maximal type.
(iii) β = 0 and the order of the product
∏
n(1− z/αn)ez/αn satisfies 1 < σ ≤ 2.
In other words, we would have a complete classification of the functions φ(z) ∈ LP
such that φ(D) is a CZSDO.
Example 5.5 (Simple Zeros). In [6], Cardon and de Gaston showed that if φ1(z) ∈
LP1 has infinitely many zeros and if f(z) ∈ LP then φ1(D)f(z) has only simple
real zeros. This guarantees that if φ(z) = e−α
2z2/2φ1(z) and α ≥ r, then for any
f(z) ∈ LPα2/2(r), the function φ(D)f(z) has only simple real zeros.
Example 5.6 (Lower bound on r′). Let φ(z) ∈ LP where φ(z) is not of the form
ceαz. By computing the derivative of the logarithmic derivative and using the
product representation in equation (1) and if z is not a root of φ we obtain(
φ′(z)
φ(z)
)′
=
φ′′(z)φ(z)− (φ′(z))2
(φ(z))2
= − 1
z2
− β − 1
(z − αk)2 < 0.
Then for z not a root
(23) [φ′(z)]2 − φ(z)φ′′(z) > 0.
This is called Laguerre’s inequality. Suppose φ(0) = 1. Then the constant bφ
defined by
bφ = [φ
′(0)]2 − φ(0)φ′′(0) = [φ′(0)]2 − φ′′(0)
is positive.
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Letting φ(aD) act on z2 + r2 where a > 0 and r > 0 gives
φ(aD)(z2 + r2) =
∞∑
k=0
akφ(k)(0)
k!
dk
zk
(z2 + r2)
= φ(0)(z2 + r2) + aφ′(0)(2z) + a
2
2 φ
′′(0)(2)
= z2 + 2aφ′(0)z + r2 + a2φ′′(0)
= (z + aφ′(0))2 + r2 − ([φ′(0)]2 − φ′′(0))a2
= (z − aφ′(0))2 + r2 − bφa2.
The roots of φ(aD)(z2 + r2) belong to the strip S(
√
r2 − bφa2) but they do not
belong to any smaller strip.
The calculation of φ(aD)(z2 + r2) implies that φ ∈ LP1, φ(0) 6= 0, and φ(D) is
a CZSDO that maps LP(r) into LP(r′) with 0 ≤ r′a < r, we have a lower bound
for r1. That is, if 0 ≤ a ≤ r/b1/2φ , then
r′a ≥
√
r2 − bφa2.
In all explicit examples of CZSDOs in the paper involving the differential oper-
ator φ(D), we see that the narrowing of the strip S(r) to S(r′) involved constants
bφ and cφ where √
r2 − bφa2 ≤ r′ ≤
√
r2 − cφa2.
We note that Theorem 1.8 in [2] provides additional examples of CZSDOs in-
volving these square root expressions.
Conjecture 5.7. Assume φ(D) is any CZSDO where φ(z) ∈ LP and let r > 0
and let a > 0. Then there exist positive constants bφ ≥ cφ such that for any
f(z) ∈ LP1(r) it follows that φ(aD)f(z) ∈ LP(r′a) where√
r2 − bφa2 ≤ r′a ≤
√
r2 − cφa2
and where we replace the lower or upper bounds by 0 whenever the expression under
the radical is negative.
Example 5.8 (Multiplier Sequences). In this paper we defined CZSDOs fairly
narrowly because we restricted ourselves to the case of CZSDOs of the form φ(D)
for φ ∈ LP . It is easy to find examples of CZSDOs that are not of the form φ(D)
where φ ∈ LP by considering multiplier sequences known to preserver the reality
of zeros. We recall that a sequence of numbers
γ0, γ1, γ2, . . .
in called a multiplier sequence of the first kind if for any polynomial
f(z) = a0 + a1z + · · ·+ anzn
having only real zeros, the new polynomial
(24) Γ[f(z)] = γ0a0 + γ1a1z + · · · γnanzn
also has only real zeros. Important classical results about multiplier sequences
were proved by Po´lya and Schur. For a nice discussions about the classical results
see Schmeisser [15] Section 5.7 and Levin [13] Chapter VIII Section 3. Multiplier
sequences are still a topic of investigation as can be seen in papers of Craven,
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Csordas, and Fox [9, 10, 11], just to name a few. Consider the multiplier sequence
given by Γ = {γk} = {αk} where 1 < α. If for r > 0,
f(z) =
∞∑
n=0
anz
n ∈ LP(r)
then
Γ[f(z)] =
∞∑
n=0
an(αz)
n ∈ LP(r/α).
So, this is an example of a CZSDO. However, if 0 < α < 1, then this multiplier
sequence increases the size of the strip containing the zero and is not a CZSDO.
6. Questions for further study
In addition to the conjectures stated in the previous section, we end this paper
with several open problems concerning complex zero strip decreasing operators.
Open Problem 6.1. Completely classify the CZSDOs of the form φ(D), which is the
type studied in this paper. This might be done by proving Conjecture 5.4.
Open Problem 6.2. Completely classify the CZSDOs resulting from Γ-sequences as
in equation (24).
Open Problem 6.3. Completely classify CZSDOs when the space being acted on is
the space of all real polynomials whose roots belong to the region Ω = S(r) for
r > 0. Such a classification might be in the style the classification theorems in [1]
and [2], which were mentioned in the introduction.
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