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Software maintenance is a costly problem for industry, typically taking up to 50-
75% of the cost of software development [Sommerville 04].  Traditional Computer 
Science programs often do not prepare students to face this problem.  Since a large part 
of software maintenance is software comprehension, better comprehension methods are a 
major part of the answer to the problem.  Students often do not know how to comprehend 
already written code and do not know how to work in groups, hence new graduates are 
typically forced to learn the very important skill of software comprehension on the job.  It 
is proposed that students should be taught a standardized way of software comprehension 
in preparation for the software maintenance jobs most will have.  
The comprehension/maintenance area of computer science education has not been 
extensively covered as a research topic.  This work is a detailed proposal for a software 
maintenance course, using techniques utilized by other researchers in their efforts to 
teach software maintenance as well as the new idea of teaching software comprehension 
techniques in a required course.  This work outlines a course that will be designed to 
better prepare students for work in the area of software maintenance by teaching them 
software comprehension methods.  The course includes best practices, a large-scale 
project, and focuses primarily on code comprehension methods.  This course represents a 
standardized way to teach students software comprehension skills that are needed in the 
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1.1 Introduction to Software Comprehension 
Software comprehension deals with studying how a programmer learns what 
computer code does.  There are a number of theories on comprehension.   
One popular theory is that a programmer makes a mental map of the code by 
looking at and recognizing various knowledge structures [Pennington 87].  These 
knowledge structures include specific domain knowledge as well as recognized structures 
in the code.  For example, let us assume that a programmer sees a while loop in some 
code that he/she is trying to comprehend.  The programmer will probably immediately 
look for the condition to exit the loop, how the condition is changed, and the end of the 
loop, because that is how while loops are structured in general.  The mental map of the 
code is then used to predict what will happen next in the code [Pennington 87].  This 
mental map is from classical knowledge structure comprehension in psychology and is 
not necessarily related to a flowgraph (though the knowledge structure could be a 
flowgraph).   
Knowledge in this area of software comprehension is usually gained through the 
scientific method and double blind experiments, which is somewhat unusual in the field 
of computer science.  Knowledge structure comprehension is done in one of three ways: 
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top-down, bottom-up, or a mixture of both (called metacognition) [Pennington 87] [Shaft 
95]. 
Another popular area of software comprehension research is measured 
comprehension.  This area of software comprehension research uses graph-theoretic 
software models and some software metrics to measure the comprehendability of 
programs.  McCabe’s cyclomatic complexity [McCabe 76] is one of the best known 
graph-theoretic metrics.  This metric can be used to devise a methodology for structured 
testing [McCabe 76].  Intuitively, programs with a higher cyclomatic complexity number 
should be more difficult to understand because they have more control flow branches.  
Other measures have also been suggested as possible measures to gauge program 
complexity.  Some examples are: lines of code, scope metric, and various object-oriented 
metrics [Mathias et al. 99]. 
Yet another popular area of software comprehension is automatic program 
comprehension.  In automatic program comprehension, the idea of “slicing” a program is 
used to break a large program into more manageable slices or smaller parts of the given 
program.  So instead of trying to comprehend the program as a monolith, the programmer 
can try to comprehend the slices.  By definition, a slice is a set of statements related by 
d4ata and control flow [Weiser 82].  Since identifying program slices is something that 
can be done programmatically, this process can be automated.  Slicing can be useful for 
debugging of computer programs and during program comprehension [Agrawal and 
Horgan 90].  Research into this field generally deals with creating slicing tools 
[Wichaipanitch 03] [Wichaipanitch et al. 05] and making slicing algorithms more 
efficient [Larsen and Harold 96].    
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1.2 Statement of the Problem 
Software maintenance is a problem that plagues the software industry.  Since 
maintenance takes up approximately 50-75% of the cost of software development 
[Sommerville 04], anything that can be done to reduce that cost would be helpful.  
Program comprehension is the central to maintenance because a programmer who is 
working on a piece of code is generally not the original programmer of that software, so 
the programmer must take the time to learn what the code does.  Even if the original 
programmer works on his/her own code during maintenance, that programmer may not 
remember what that code does, so still software comprehension manifests itself as a 
critical issue.   
It is generally known that traditional computer science education does not 
adequately prepare a future programmer for software maintenance.  Maintenance skills 
are usually learned on the job, and perhaps not learned well enough.  To address this 
deficiency, a course was developed as part of this thesis work to teach programmers how 
to comprehend code to improve the process of software maintenance.  Based on the 
programming maturity of the students and the courses taken previously, it seems that a 
course on software maintenance could be a required one-hour course, preferably a junior 
or senior level class.  By teaching students comprehension techniques, students can be 







2.1 Current Status 
 
Computer Science curricula generally do a great job of preparing students for 
being productive members of software development teams.  However, computer science 
programs do less well at preparing students for the inevitable software maintenance task.  
While going through the courses at the Computer Science Department at OSU (and most 
other programs), generally students receive little or no training or practice on how to do 
software maintenance.  The focus seems to be on teaching programming languages, 
programming skills, and the formal models and abstractions necessary for problem 
solving.  However, to be productive in the software industry, students need to learn about 
software maintenance also.  This thesis outlines a course to teach students how to write 
maintainable code, how to test that code, and how to understand a piece of code they are 
given.   
It appears that software comprehension is the common underlying problem.  
Computer Science programs prepare students for new software development. However, 
students may not know how to test existing code systematically, correct it, or add to it 
because they might not have understood how the code works.  Teaching students how to 
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comprehend code and write code that is maintainable is so important that it should be 
required and should be taught early before students are allowed to acquire bad or 
questionable programming practices and habits. 
2.2 Previous Research into Software Maintenance Education 
Software maintenance education has been studied before, but not extensively.  
Cornelius and his colleagues [Cornelius et al. 1989] advocated the idea that maintenance 
education should be a project-based workshop where students are given a large software 
project and are required to maintain it.  They recommended that students work in small 
groups to mirror what is typically done in the software industry.  They recommended no 
formal lectures but instead holding weekly meetings with the instructor.  The workshop 
was divided into five phases: familiarization with the system, selection of a number of 
enhancements together with design of the selected enhancements, reviews, 
implementation of the enhancements, and new function testing and regression testing 
[Cornelius et al. 1989].  This class was available only to honors students in the second 
semester of their sophomore year. 
Postema and her colleagues [Postema et al. 2001] also had a project-based class to 
teach maintenance as part of their regular software engineering course.  Students were 
responsible for maintaining a large software project that was passed on from semester to 
semester and class to class.  The project involved simulations.  Part of the code may have 
been reused on different projects.  This approach seemed to be mostly concerned with the 
four different types of maintenance (corrective, adaptive, perfective, and preventive) and 
not with the actual understanding of the code or how understanding the code could help 
in driving down the cost of software maintenance.   
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Allen and his colleagues [Allen et al. 03] suggested that maintenance can be 
learned by having the students work on a program that is being used by real customers.  
Their program was DrJava (available at drjava.sourceforge.net).  Their students made 
enhancements to this open source Java IDE.  This approach appears to be especially 
helpful in the field of comprehension because open source code is not always 
documented well.  Perhaps the technique advocated by Allen and his colleagues [Allen et 
al. 03] could be adapted to a program comprehension course.  However, Allen and his 
colleagues were not investigating comprehension.  They were looking at teaching 
extreme programming to their students.   
Collofello [Collofello 89] did not believe that the topic of maintenance would take 
a whole class.  He taught the first four lectures of his software engineering class at 
Arizona State University on maintenance.  He did bring up some valid issues with 
maintenance as far as a student’s view of it is concerned.  He dedicated a whole lecture to 
the background of maintenance and the myths about it.  He spent a single lecture on 
going over top-down and bottom-up comprehension, a lecture on changing software and 
documenting changes, and a lecture on validating software changes.  However, it seems 
that software maintenance experience is something that should be taught separately from 
a software engineering course. 
Perhaps the most interesting and radical suggestion was put forth by Stephan H. 
Edwards [Edwards 03].  His idea was to rethink all of computer science education in 
terms of a test-first mentality rather than a code-first mentality.  What makes his ideas so 
radical is that he proposed to first teach students how to test code, not how to write it.  
His argument is that this approach allows students to better understand how code works.  
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The main argument made is that students in introductory programming classes 
often only test the code on the sample data provided, which provides no guarantee that 
their program will work for other valid data.  Code testing is a very important part of 
comprehension, and knowing how to test code helps a person to better understand how it 
works [Edwards 03].  However, the idea that students need to learn how to test their code 






3.1 Basis of the Course 
The proposed comprehension course would combine some of the research that 
was discussed previously in Chapter II into a one-hour course.  This course would be a 
junior level class. This course would have Computer Science II as a prerequisite.  Other 
courses such as Data Structures I and Discrete Mathematics would be helpful to have as 
prerequisites, but they seem to be at too high a level for this class to easily fit into the 
current system.  The Discrete Mathematics background that is needed in the proposed 
class, namely basic graph theory, can be taught in a single lecture, and the Data 
Structures background that might be helpful for the programming assignments can be 
worked around by using simpler data structures.  
An ideal textbook for this course would be [Arthur 88].  The first four chapters of 
the book could be covered directly.  The book has assignments in each chapter that 
reinforce the material.  Also the book has great examples of various software engineering 
documents and, in the author's opinion, they are better than the examples offered by 
Sommerville [Sommerville 04].  However, this book is out of print.  Sommerville’s 
textbook [Sommerville 04] is a viable replacement.  The two chapters on test planning 
and software testing could be covered directly in this course.  A number of other topics 
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that are recommended to be included in the proposed course are also in Sommerville's 
book [Sommerville 04].  However these topics are not covered in specific chapters of the 
book. 
The course would have a large-scale project that emphasizes working in teams.  
Several assignments would also be included in the course.  These assignments correspond 
to each specific section of the course.  It is assumed that the semester is going to consist 
of twelve 1-hour sessions, which includes time for tests.  Ten sessions have been planned: 
Introduction to Software Maintenance, Introduction to Software Comprehension, 
Introduction to Software Documents (2 parts), Introduction to Graph Theory and 
Measuring Software Comprehensibility, Introduction to Software Testing, Planning for 
Successful Testing, and The Testing Toolbox (3 parts). The details of these sessions can 
be found in Appendix C.  One session is to be used as the extra class that will be used for 
a guest lecturer.   
3.2 Overview of the Lectures 
 The class will have a total of 13 class meetings.  One class meeting will be taken 
up by the midterm exam, and the last class meeting will be used for the final exam.  
Eleven of the class meetings will be lectures.  The lectures will cover topics in software 
engineering that aid in software maintenance with focus on software comprehension.  
The topics to be covered include: text structure comprehension, applying text structure 
comprehension to software engineering documents, measuring software 
comprehendability, and software testing.  Lectures will be covered in more detail in 
Chapter IV and even more detail in Appendix C. 
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3.3 Overview of the Assignments 
The homework in this class is going to be mostly the class project, although some 
short-answer homework assignments will be given.  The short-answer assignments would 
be given either every week or as a larger assignment every other week.  
The semester project would be a large-scale group programming project with an 
emphasis on reengineering.  A large portion of the course grade should come from the 
project because it will make up the majority of the work in the class for the students.    
The tests would also make up a large portion of the grade for the course.  As 
designed, this course currently has two tests: a midterm and a final exam.  The final exam 
would be cumulative as is appropriate. The coursework will be discussed in further detail 






4.1 Introduction to Maintenance 
In this section of the class, the students will be introduced to software 
maintenance and some of the myths about software maintenance.  Students will be made 
aware of how much of the work in the software industry involves software maintenance.  
Also, students will be introduced to the four types of software maintenance: corrective, 
adaptive, perfective, and preventative [Pressman 05].   
This section of the course is not meant to take up much time, and will merely 
introduce students to the underlying theme of software maintenance.  The approach taken 
in this course is that software maintenance is a big problem that can be tackled with 
various “tools” at a programmer’s disposal, and the rest of the course will be spent 
teaching the students how to use those tools.   
The most useful tool to use during software maintenance is software 
comprehension.  Students likely have not been exposed to software comprehension (and 
the ways to tackle the problem of software comprehension) before this course.  Students 
will already know how to design and code computer programs in several different 
languages by the time they get to this course.  Therefore, software comprehension is 
probably the most important tool missing from the students’ toolset. 
12
4.2 Software Comprehension Strategies 
This section of the course will go over text comprehension theories and how to 
apply them to software in particular and also software documents in general.  Text 
structure comprehension [Pennington 87] is probably one of the easiest comprehension 
strategies to understand, and that it is the first strategy to be covered.  The theory of text 
structure comprehension is quite intuitive and already well proven in the field of 
psychology [Pennington 87].  What is new about the theory is applying it to computer 
programs.  So, first students will be taught the general theory of text structure 
comprehension.   
Since a large part of test structure comprehension theory deals with domain 
knowledge, students must have a way to gain that domain knowledge.  Here, the domain 
is software engineering.  Therefore, students will be taught how to read software 
engineering documents and the abstractions that are common in them.    Since text 
structure comprehension applies to both software documents and code, exposing students 
to software documents will give them another chance to reinforce the material on text 
structure comprehension. 
In the last part of this section, software metrics will be introduced as measures of 
comprehendability of software.  Unfortunately, since this class does not have Discrete 
Mathematics as a required prerequisite, basic graph theory must be covered.  The metrics 
that will be covered include lines of code, McCabe's cyclomatic complexity [McCabe 76] 
and several object-oriented metrics [Mathias et al. 99] the most important of which is 
lack of cohesion.  The assignments would show the strengths and weaknesses of each 
measure (e.g., having the students calculate the cyclomatic complexity of a very large 
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program with a very simple call graph).  Metrics used for comprehension are important 
because they are an objective way to measure the comprehendability of a program. 
 
4.3 Using Software Testing 
In this section of the class, students will learn comprehension through writing test 
plans for sample programs that are difficult to comprehend.  This activity may not at first 
seem conductive to teaching program comprehension, but Edwards [Edwards 03] has 
shown that testing helps students understand how programs work.  By learning to better 
test programs, students will learn a way to approach the comprehension task of any 
program given to them.  All programming assignments after this point will require test 
plans.  Also, students will be introduced to using various software engineering documents 
as a way to test software.  Students will learn how to refer to the specification document 
to attempt to figure out how something is supposed to work.  Assignments from this 
section of the course will require that all programs have a written specification and a test 
plan in addition to the program.  In order to make it a little more realistic, students will be 
given other students' specifications and test plans.  
The testing part of the course will be the largest section.  First, a lecture will be 
spent introducing testing.  Also, the topic of test plans must be covered in the following 
lecture.  Then the subsequent three lectures will be spent introducing students to different 
types of testing and how they can be used to further software comprehension.  Even if 
these skills are not used for software comprehension, they are still a useful skill to have 
as most computer science programs do not spend any time on teaching software testing 
techniques.  The assignments in this section of the course will reinforce the various types 
14
of testing and when they should and should not be used.  Perhaps the most important 
concept that is to be reinforced is equivalence partitioning [Sommerville 04].  
Equivalence partitioning is useful to almost all types of tests and can really help students 
(i.e., future software developers) design their tests so that they cover the code better. 
4.4 Extra Lecture 
The proposed schedule has time available for an extra lecture.  This lecture should 
be the last one.  Ideally, this lecture would be given by an experienced software engineer 
from industry, relating his or her experiences in software maintenance.  If the teacher 
cannot find a guest lecturer, a lecture on the most extreme type of software 
comprehension, software reverse engineering, might be a good substitute.  Showing 
students the most extreme example of software comprehension should show students how 
the skills they have learned in the class can be put to use.  Also, the possibility exists that 
the time used in each lecture for the project will eat into the time allotted for the other 
lectures so that no time will exist for the extra lecture, in which case, the extra lecture 
would just be omitted.   
4.5 Topics Not Covered 
 Due to the short nature of the course, many important topics in the research areas 
of software comprehension cannot be covered.  Among those topics not covered is the 
area of automated software comprehension.  Automated software comprehension is an 
important subfield of software comprehension.  While automatic software comprehension 
shows great promise with respect to improving debugger functionality and ease of use, 
there is not enough time in the course to cover this topic.  Also, the author believes that 
future debuggers might have slicing and dicing tools built in due to how useful they have 
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shown to be in the debugging process [Weiser 82].  It can be argued that, while 
interesting, the research field of automated software comprehension is not as useful as a 
skill as the other software comprehension techniques taught in this class.  Students would 
need to create their own slicing tool in order to make the most use of slicing, probably 
one tool per language that the student programs in.  Also, this topic is fairly advanced as 
compared to the other topics covered in this course.  It is likely that many students would 








5.1 Coursework Value 
The bulk of the grade points available for the proposed course will be the two 
tests (20% for the midterm exam and 30% for the final exam) and the semester project 
(40%).  Homework will have some grade points assigned to it (10%), but the number of 
points will be minor due to the relative ease in which students can resort to questionable 
collaboration on short answer questions. However, since the main goals of the homework 
sets are to reinforce the just-taught lessons and prepare students for the tests, having the 
homework worth set at such a small amount is acceptable.  
5.2 Homework 
 In addition to the large scale project, students will be given homework.  As in 
most software engineering courses, the format of the homework would be short answer 
questions (i.e., the question could be answered with a sentence or two of verbiage), with 
the exception of some graph theory questions.  These short answer assignments should be 
given frequently, at least one every other class period.  These assignments reinforce the 
core course material in ways the project could never reinforce them.  For example, a 
student might never get an opportunity to do top-down comprehension in the large scale 
project.  Students would be expected to pick a single text structure comprehension 
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strategy and stick with it.  However, students will still need to know the difference 
between the different text structure comprehension strategies.   
 The short answer questions would be similar to the questions asked on tests.  The 
intent of asking similar questions is to prepare students for the tests that are worth half of 
the total points in the class.  Like the software engineering course taught here and at 
many other universities, there are many terms and definitions to be learned.  The 
homework could reinforce the learning of those terms and definitions. Appendix D is a 
test/homework question bank consisting mostly of short answer questions. 
 Some topics in the class do not make for good short answer questions.  For 
example, most of the section on measuring software comprehension and graph theory 
would not fit the short answer question template.  For those sections of the course, it 
would be more appropriate to have more classic math-style homework.  For example, one 
can give the student a directed acyclic graph (DAG) representing a program flowgraph 
and ask what the cyclomatic complexity is.  Some questions in Appendix D are examples 
of this type of homework. 
5.3 Semester Project 
The project will include all aspects of software maintenance, including updating 
the software documents where appropriate.  The project will give students a chance to 
observe and experience software maintenance firsthand.  The project’s program would be 
a large program, likely an open source program.  If enough enhancements/software defect 
reports do not exist to support the project in the semester, the professor does have the 
option of forking the development tree and creating a copy of the program’s code 
database.  Then, the professor could assign enhancements/software defect fixes that 
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already have had programmers assigned to them.  This solution does entail more work on 
the part of the professor.  Care would have to be taken to make sure students do not copy 
code from the original source code.   
The project must be something the students have never seen before in a 
programming sense. The important characteristics a program must have to be a good 
candidate project for this course are: an accessible code database (that includes licensing 
– the project must be legal), documentation having been written by multiple authors, 
being quite large, and, ideally, one that has an accessible software defect 
reporting/enhancement request interface, also known as a defect tracking system (like 
Bugzilla) [Mozilla 05].  Professor control of the code database is desirable because the 
professor may want to interject software defects to simulate latent software defects (a 
software defect that already exists from a previous software version in the code database) 
often existing in commercial code databases without affecting the code database used by 
others.  What makes most open-source projects desirable as class projects is that they 
already meet most of those desirable traits.  Some programs may lack documentation, 
and, if the professor does decide to fork the code database, the professor would have to 
setup the software defect reporting/enhancement request software locally (which is 
available from the Mozilla Organization [Mozilla 04] in Bugzilla).  
DrJava [DrJava 05a], which was used successfully by Allen and his colleagues 
[Allen et al. 03] to teach extreme programming, would be a good choice as the project for 
the proposed course.  This program could be interesting to students because it is a Java 
Integrated Development Environment that is written in Java.  There are a large number of 
enhancement requests and software defect reports currently available for assignment.  
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DrJava is “a lightweight programming environment for Java designed to foster test-
driven software development” [DrJava 05a].  The features most interesting from a 
teaching standpoint are the source code level debugger and the unit testing tool.  Students 
could use the tool for the class and also as part of the project work on the tool.  DrJava is 
an ideal tool to use because it has some documentation, has a Bugzilla site set up (if the 
professor doesn’t wish to fork), has been developed with contributions by many 
developers (the current team has 36 members), the code is quite large, and the code 
database is accessible (a fairly lenient license).  The only problem with using DrJava is 
that the professor will not have local control and will not be able to introduce software 
defects.  Also, there are many known unfixed software defects (well over 100 as of 
November 7, 2005) [DrJava 05b].  These known unfixed software defects could be a 
source of work for the class project.   
The class would be broken into multiple groups to emulate a typical programming 
environment in industry.  The project would include some coding, but since other skills 
taught in the course would need to be reinforced in the project, coding would not be the 
main focus.  The students would need to work from and update a specification and some 
test plans, do the testing (either to conduct testing after they code something or to do the 
testing on code that is provided to them), and then measure the code to see how 
comprehendible it is.  A good example of code comprehension exercise that this project 
can contain would be to make the groups responsible for testing one another's code.   
Each task in the project will have a point value assigned to it.  Each student will 
be required to earn a certain number of points to get full credit for the semester project.  
The professor will serve as the technical lead for all of the teams.  The author initially 
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thought that a student could fill that role, but giving students experience in a technical 
lead role is beyond the scope of this course and also is risky because most students would 
have no management experience.  The class will be broken up into several small groups 
of three to five members.  Also, while not scheduled, discussions on the project would 
likely eat into the time allocated for the class, so some time at the end of each class will 
be allocated for the project.   
5.4 Exams 
 There will be two exams in this course: a midterm exam and a final exam.  The 
midterm exam will have material from lectures one to six.  The final exam will be heavily 
weighted towards lectures seven to eleven (which includes material from the extra 
lecture), but it would have some material from the midterm.   
 The exams would be closed book and closed notes.  The tests in this course would 
contain many term definitions.  Allowing the book or notes at exam time would defeat 
the purpose of making sure the students learn the terms.  Formulas for the comprehension 
metrics would be included on the exams.  The intent of teaching the comprehension 
metrics is to give students a method to measure the comprehendability of a computer 
program.  Of course, the most important part of comprehension metrics is knowing how 
to apply the metrics as tools and not merely knowing the formulas for the metrics. 
 The midterm exam would take up most of one class period.  The first several 
minutes of the class period would be used for class project questions, but the rest of the 
time would be used on the exam.  The midterm exam would have at least 10 short answer 
questions from the question bank in Appendix D.  Those questions would make up 70% 
of the available points.  There would be a single relatively complex cyclomatic 
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complexity question (similar to the one in Appendix D, but with more nodes).  In this 
problem, students would be given the code to a method with a complex call graph.  
Students would be required to create the call graph and calculate the cyclomatic 
complexity of the method.  This question would be worth 20% of the available points for 
the exam.  The remaining 10% of points left would to graph theory questions.   
 At OSU, final exams are scheduled for around two hours.  That extra time would 
be used to make a longer exam.  Approximately 75% of the final exam (10 short answer 
questions) would be on the material from lectures seven to eleven.  The remaining 25% 
of the exam (4 short answer questions and 1 cyclomatic complexity problem) would 
cover important topics from the first exam including (but not limited to): measured 
software comprehension, definition of text structure software comprehension, 
abstractions common in software documents, and software documents.   Even though it 
would take more time than a typical short answer question, a cyclomatic complexity 
problem similar to the one on the midterm exam would be on the final exam because it is 




SUMMARY AND FUTURE WORK 
 
6.1 Summary 
Computer science education does not adequately prepare students for 
programming in an industrial environment.  Students often learn nothing about software 
maintenance.  Since software comprehension is the central issue in software maintenance, 
students should be taught good software comprehension techniques.  Also since software 
testing is an important tool that can be used to help understand a program, a large amount 
of time should be spent on teaching software testing.   
This thesis work proposes a course on the topic of software maintenance with an 
emphasis on software comprehension.  Chapters III, IV, and V provide the details of the 
proposed course.   
The material in this course will be comprised mostly of lectures, short answer 
homework assignments, the semester project, and two exams.  The students will be given 
the opportunity to demonstrate and use the knowledge they have learned in the class on 
the homework assignments, which are modeled after the tests.  Since there are only two 
exams, frequent homework assignments are a good way to reinforce the material being 
taught in class.  Some graph theory problems would be included in the homework sets 
dealing with the measured software comprehension section of the class. 
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As discussed in Chapter V, a large-scale class project will be used to reinforce the 
software maintenance and software comprehension techniques learned in this class.  It is 
argued that an open-source tool would be ideal for this project because it would give 
students a chance to see their code in action.  An interesting side note is that the students 
can use the software tool they are working on for their other computer classes as well. 
As explained in Chapter V, students’ knowledge will be tested with exams that 
reinforce the course material.  A question bank is given in Appendix D.  The questions in 
the question bank include questions on software comprehension, software testing, various 
metrics, and the graph theory concepts underpinning some of the metrics. 
6.2 Future Work 
Future work in this field includes actually offering and conducting the course that 
is suggested in this thesis.  Funding might be able to be procured from NSA to do a trial 
run of this course.  The students in the class would be extensively surveyed to provide 
data to make the next incarnation of the course even better.  The results of those surveys 
could be used as the bases for a future pedagogical research paper.  Also, a textbook 
could be written that better fits the flow of the course.  Currently, there seems to be no 
textbook that would be a perfect fit for the proposed course.  The best candidate I have 
found, [Sommerville 04], does not quite fit the order of what is covered in this course. 
Also, Sommerville’s book does not cover all of the topics that the author believes should 
be taught in a software comprehension course.  A companion textbook to go with this 
course would be a valuable tool for students who would take the course.  Most of the 
skills they need to learn would be in a single location rather than in the several books that 
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Bottom-up Comprehension A line-by-line analysis of code [Shaft 95]. 
 
CC Cyclomatic complexity.  CC is a complexity 
measure that represents the number of independent 
paths through a computer program’s call graph 
[McCabe 76].  Cyclomatic complexity is a very 
important metric that has many uses that include: 
structured testing, maintainability, and software 
comprehensibility.   
 
COTS Commercial Off-The-Shelf.  A term used to 
describe software or software components that can 
be purchased. 
 
DIT Depth of Inheritance Tree.  An object-oriented 
metric that counts the length in a direct path from 
any given class in an inheritance tree to the root of 
the inheritance tree.  This metric is believed to be a 
good estimator of software comprehensibility 
because each inherited method adds confounding 
factors and testing complexity [Mathias et al. 99]. 
 
IDE Integrated Development Environment,  a graphical 
program that helps its users develop code by 
including documentation help and debugging tools. 
 
Knowledge Structure Hypotheses about what is being read, they are based 
on how the category of things being read usually 
progresses and the specific domain knowledge;  
these hypotheses are either proven or disproven, and 
replaced as comprehension takes place [Pennington 
87]. 
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LCOM Lack of Cohesion Metric.  This metric measures the 
sharing of instance variables in a class, also called 
cohesion.  This serves as a measure of 
comprehensibility because, intuitively, the more 
instance variables are shared in a class, the easier it 
is to understand.  A lower measure indicates more 
cohesion with zero as the minimum [Mathias et al. 
99]. 
 
Metacognition Thinking about thinking, metacognition involves a 
conscious choice to change comprehension 
strategies [Shaft 95] 
 
NOC Number of Children.  NOC is an object-oriented 
metric measuring the number of direct children 
classes a class has.  Child classes increase the 
complexity of a class because they increase the 
number of interfaces that must be tested [Mathias et 
al. 99]. 
 
OMG Object Management Group.  A not-for-profit 
consortium that has created specifications for 
several modeling languages including but not 
limited to UML, XMI (a combination of UML and 
XML), and CORBA [OMG 05]. 
 
OOP Object-oriented programming.  Object-oriented 
programming represents a different computer 
architecture in which parts of the programs are 
organized into “objects”, independent computer 
program components that have data and methods 
associated with them.  An object-oriented program 
works by having a set of objects work together 
towards some end. 
 
Software Comprehension The process of understanding code unfamiliar to the 
programmer [Koenemann and Robertson 91] 
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Software Maintenance The process of making corrective, adaptive, 
perfective, or preventive changes to a software 
system. 
 
Top-down Comprehension A Code Comprehension method where a 
programmer develops a hypothesis about the 
structures and operations in a program by looking at 
the program as a whole or in large pieces, and then 
attempts to either verify or disprove that hypothesis 
[Shaft 95]. 
 
UML Universal Modeling Language.  UML is a modeling 
language that allows a user to create abstractions of 
many different types of applications.  Its primary 
use is in requirements and specification documents, 
though it can also be used to model business 
processes [OMG 05]. 
 
WMC Weighted Methods per Class.  An object-oriented 
metric that is the sum of a complexity measure for 
each method in a class.  Any complexity measure 
that can be used on a method can be used as long as 
the same complexity measure is used for each 
method.  Common choices are source lines of code 
(SLOC) or cyclomatic complexity.  This metric is 
believed to be a good estimator of the complexity of 






The proposed course is planned to have 13 class meetings.  The last meeting is 
assumed to be an extended class period and will be used as time for the final exam.  The 
midterm exam will take place in the seventh class meeting.  The remaining eleven class 
periods will be as lecture time.  One of the eleven lecture periods will feature a guest 
speaker (see section 4.4).  The schedule below refers to lecture numbers, not class 
meeting numbers. 
Lecture 1: Covering the syllabus, forming groups, introduction to Software Maintenance. 
Lecture 2: Introduction to software comprehension. 
Lecture 3: Introduction to software documents. 
Lecture 4: Introduction to software documents, part 2. 
Lecture 5: Introduction to graph theory and measuring software comprehension. 
Lecture 6: Introduction to testing. 
Lecture 7: Planning for successful testing. 
Lecture 8: The testing toolbox. 
Lecture 9: The testing toolbox, part 2. 
Lecture 10: The testing toolbox, part 3. 
Lecture 11: Extra lecture (see section 4.4). 
Midterm exam: Between lectures 6 and 7.
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OUTLINE OF LECTURES 
 
Appendix C contains the outlines for each lecture.  Please note, only ten lecture outlines 
are in this appendix because one lecture is proposed to be done by a guest speaker from 
industry relating his or her experiences in the area of software maintenance (see section 
4.4). 
1. INTRODUCTION TO SOFTWARE MAINTENANCE 
Note: This lecture is shortened due to the expected time required to go over the syllabus 
and to form project teams or groups. 
 1.1 What is software maintenance? 
 1.1.1 Defined as “the process of changing software once it has gone into use” 
[Sommerville 04]. 
 1.1.2 Many software projects generally have a long lifetime after they are 
released. 
 1.1.2.1 E.g.:  Microsoft operating systems are usually supported for at least 5 
years after release [Microsoft 05]. 
 1.1.3 A large maintenance problem – Y2k. 
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1.1.3.1 Problem happened because some older computer programs didn’t 
handle the year 2000 [Kent 99].   
 1.1.3.2 Many of the systems involved were not expected to be in use at the 
turn of the century [Kent 99]. 
 1.1.3.3 A very costly problem – estimated to have cost $125 billion for the 
private sector alone [Kappleman et al. 98].  
 1.1.3.3.1 Maintenance almost always costs more per line of code to do 
than original development [Pressman 05]. 
 1.2 Four types of maintenance [Swanson 76] [Pressman 05] 
 1.2.1 Corrective maintenance. 
 1.2.1.1 Involves fixing a defect. 
 1.2.1.2 Defect can be of any kind including incorrect output, code not 
matching the documentation, and working around a hardware defect. 
 1.2.2 Adaptive maintenance. 
 1.2.2.1 Involves changing the software to work in a new environment. 
 1.2.2.2 E.g., Porting a program to a new OS or processor. 
 1.2.3 Perfective maintenance. 
 1.2.3.1 Involves adding enhancements to software already released. 
 1.2.3.2 E.g., introducing a new feature or attempting to improve the 
performance of software. 
 1.2.4 Preventive maintenance. 
 1.2.4.1 Involves making changes to software that do not constitute a 
functional change but instead make the software easier to maintain. 
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1.2.4.2 E.g., reducing the complexity of a method that still does the same 
thing after the change. 
 1.2.4.3 E.g., adding documentation to or improving the documentation of a 
previously undocumented/poorly documented part of a program. 
 1.3 The process and challenge of software maintenance. 
 1.3.1 The software life cycle. 
 1.3.2 As much as 75% of the cost of a software project comes from software 
maintenance [Sommerville 04]. 
 1.3.3 The high cost of software maintenance (from [Arthur 88]) 
 1.3.3.1 It is not unbelievable for software to cost over 40 times per line of 
code for a maintenance project versus its original development cost. 
 1.3.3.2 Each new project adds to the maintenance burden. 
 1.3.3.3 Demand for maintenance outpaces most software development 
organizations’ ability to provide maintenance. 
 1.3.3.4 Difficult to maintain software projects are sometimes rewritten at a 
later point at great cost. 
 1.3.4.5 Software changes are often poorly designed and documented. 
 1.3.4.5.1 Design documents are often not updated to reflect changes. 
 1.3.4.6 The first two years following the release of a software system are often 
used to bring the software up to the users’ original expectations. 
 1.3.4.7 Changing the software often interjects new software defects that later 
must be repaired. 
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1.3.4.7.1 Each time the code is touched for a change, the maintainer risks 
introducing new defects. 
1.4 The process of software maintenance (show dataflow diagram for software 
maintenance, figure 1.2 from [Arthur 88]). 
 1.4.1 Change management. 
1.4.1.1 Purpose: “to uniquely identify, describe, and track the status of each 
requested change” [Arthur 88]. 
 1.4.1.2 Major activities [Arthur 88]. 
1.4.1.2.1 Enter change request: Software developers receive a request for a 
change, analyze the change, and generate a change request. 
1.4.1.2.2 Track change request: Provide reports on the status of the change 
request. 
 1.4.1.2.3 Auditing: Provide a paper trail of the changes. 
 1.4.1.2.4 Information: Provide information to project management and 
quality assurance personnel. 
1.4.1.4. Impact analysis. 
1.4.1.4.1 Perhaps the most important part of the change management 
process. 
 1.41.4.2 Provides analysis opportunity. 
1.4.1.4.3 What will the change affect?  Literally means anything the 
change can affect from data structures to human users [Arthur 88]. 
 1.4.1.4.4 How much will this change cost? 
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1.4.1.4.4.1 Includes intangible costs which include the following items 
(from [Pressman 05]): 
1.4.1.4.4.1.1 How much customer satisfaction is lost if the change 
is not made? 
1.4.1.4.4.1.2 How much of a decrease in overall software quality 
will happen due to defects introduced while making this 
change? 
1.4.1.4.4.1.3 How much will making the change impact projects 
currently in development if staff must be reassigned to work on 
this problem? 
 1.4.1.4.5 Not all changes that are requested are made. 
1.4.2 Release planning. 
1.4.2.1 Includes selecting and ranking enhancements to be included in the 
next release package [Arthur 88]. 
 1.4.2.2 The document is placed under configuration management. 
1.4.2.3 Work and development resources are then scheduled to work on 
the release. 
1.4.2.4 Document is updated to the status of the tasks planned for the 
release. 
 1.4.3 Development work. 
 1.4.3.1 Includes design, coding, and testing. 
 1.4.4 Release. 
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1.4.4.1 The software with the new changes is packaged and sent to the 
user. 
1.4.4.2 Included with this software is any documentation changes that are 
required. 
2. INTRODUCTION TO SOFTWARE COMPRHENSION 
 2.1 What is software comprehension? 
2.1.1 Defined as “the process of understanding program code unfamiliar to the 
programmer” [Koenemann and Robertson 91]. 
 2.2 Why is software comprehension important? 
 2.2.1 Comprehension is a central issue to software maintenance. 
2.2.2 Software maintenance takes up 50-75% of all software development costs 
[Sommerville 04]. 
2.2.3 Cost of software maintenance is defined as: M = p + K(c-d) where p is 
productive effort, and the second term is nonproductive work or “wheel 
turning” [Belady and Lehman 72] [Pressman 05]. 
2.2.3.1 Specifically, K is a constant, c is the measure of complexity as a 
result of poor design and documentation, and d is a measure of 
familiarity. [Belady and Lehman 72]. 
2.2.3.2 Good software comprehension techniques can increase d, leading 
to higher productivity in software maintenance. 
 2.3 Why should you care? 
2.3.1 Less time spent on non-productive activities means more time left for 
working on productive activities. 
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2.3.2 Good software comprehension techniques give you an advantage over your 
coworkers which could possibly lead to quicker promotions and more pay. 
2.3.3 Non-productive time during software comprehension is frustrating. 
 2.4 Software comprehension strategies. 
2.4.1 Intent is to give students a comprehension toolbox to use when in 
maintenance. 
2.4.2. Text structure comprehension. 
2.4.2.1 Based off classical psychology theories on how one learns when 
one reads [Pennington 87]. 
2.4.2.2 The theory is that as a person reads something, she/he recognize 
the various knowledge structures that include specific domain 
knowledge (what she/he knows about how this sort of program works) 
and recognizes structures in the code [Pennington 87]. 
2.4.2.3 E.g., a programmer sees a while loop in some code the 
programmer is trying to understand. 
2.4.2.3.1 The programmer uses her/his knowledge of how while loops 
work to look for the stop condition, how that condition changes, 
and the end of the loop because that is how while loops are 
structured in general.   
2.4.2.3.2 The programmer then forms a mental map of the code to 
predict what happens next. 
2.4.2.5 Three techniques to form the mental map. 
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2.4.2.5.1 Bottom-up comprehension: The programmer creates a 
general hypothesis about a program as a whole and then uses that 
hypothesis to create more specific hypotheses [Brooks 83]. 
2.4.2.5.2 Top-down comprehension: line-by-line analysis of the code 
[Pennington 87]. 
2.4.2.5.3 Note: Metacognition, the process of changing comprehension 
strategies from bottom-up to top-down or vice versa in an attempt 
to better comprehend the code, has not been shown to be helpful 
[Shaft 95]. 
 2.4.2.6 The uses of text structure comprehension. 
2.4.2.6.1 Can be used in both code and the documents related to 
coding such as specifications and test plans. 
3. INTRODUCTION TO SOFTWARE DOCUMENTS 
 3.1 What is a software document? 
3.1.1 A software document can be any document produced during the software 
development  process.   
3.1.2 Most important ones in terms of software comprehension are the 
requirements document and the design document. 
3.1.3 Both offer valuable clues into how software works: the requirements 
document documents how software is supposed to work and the design 
document lays out the design. 
 3.1.4 Can be used in a text structure comprehension strategy. 
 3.1.5 One can predict how these documents are laid out with enough practice. 
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3.2. Abstractions. 
 3.2.1 What is an abstraction? 
3.2.1.1 Abstractions means that a software document is simplified or 
displayed in a manner that might be easier to understand. 
 3.2.2 Abstractions are common in software documents. 
 3.2.3 Dataflow diagram or DFD [Sommerville 04]. 
 3.2.3.1 Functional transformations that transform input to output 
3.2.3.2 Advantages: Supports the reuse of transformations, intuitive (many 
people can think of work in terms of input and output), adding new 
transformations is easy, making changes in the DFD in the process of 
maintenance/evolution is easy, and it is easy to implement a concurrent or 
a sequential system. 
3.2.3.3 Disadvantages: Programs with I/O with complicated interfaces are too 
complex to model as a DFD and there must be a common format for data 
transfer among transformations. 
 3.2.4 Object models [Sommerville 04]. 
3.2.4.1 The overall system is turned into a set of objects with well defined 
interfaces with each other. 
3.2.4.2 Object models are concerned with the classes, their attributes, and their 
methods. 
3.2.4.3 Advantages: Objects can be changed without affecting other objects 
(since the objects are loosely coupled); objects are usually representations 
of things in the real world, so the model is generally naturally 
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understandable; objects are reusable; and object-oriented languages exist 
to help provide direct implementation of the models. 
3.2.4.4 Disadvantages: Interface changes often require extensive analysis to 
identify the objects that use that interface and make sure no other objects are 
affected, and complex real-world entities are difficult to represent as objects. 
 3.2.5 Unified Modeling Language or UML [Sommerville 04] 
3.2.5.1 A powerful modeling language that can be used to abstract many 
activities. 
 3.2.5.2 Usually used in conjunction with a software tool. 
3.2.5.3 We will look at only a few types of UML diagrams since this is a large 
subject 
 3.2.5.4 UML State Diagrams. 
 3.2.5.5 UML Inheritance Diagram. 
 3.2.5.6 UML Use Cases. 
3.2.5.7 Advantages: UML is a powerful model, capable of modeling many 
processes and things. 
3.2.5.8 Disadvantages: Changing your requirements and design methodology 
may require the purchase of a new UML tool since UML tools are usually 
targeted at a specific methodology [OMG 05]. 
4. SOFTWARE ENGINEERING DOCUMENTS PT 2 
 4.1 Continuation of program design abstractions. 
 4.1.1 Flowcharts. 
 4.1.1.1 One of the oldest program design abstractions. 
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4.1.1.2 Advantages: They are easily understood by most programmers (since 
most have received training in using flowcharts in college), and they 
depict flow control quite well 
4.1.1.3 Disadvantages: Flowcharts can be bulk insensitive and insensitive to 
flow of the data.  
 4.1.2 There is no best abstraction. 
4.1.3 Usually, more than one abstraction is used in software documents due to the 
differing strengths and weaknesses of different types of abstractions. 
 4.2 Requirements documents [Sommerville 04]. 
4.2.1 A requirements document contains the user and system requirements for the 
software. 
4.2.2 User requirements. 
 4.2.2.1 A high-level abstraction.   
4.2.2.2 Usually contains natural language with diagrams and defines what the 
software is supposed to do and not to do as well as the conditions under 
which it must operate. 
 4.2.3 System requirements. 
4.2.3.1 A “detailed description of what the system should do” [Sommerville 
04].   
4.2.3.2 These are the low-level requirements.  
4.2.3.3 A document with all of the low level requirements is sometimes called 
a functional specification.   
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4.2.3.4 Can serve as a contract between the software developer and the 
purchaser of the software. 
4.2.3.5 The functional specification is often turned into the software design 
specification by adding more detailed design information. 
 4.2.4 Functional and nonfunctional requirements. 
4.2.4.1 A functional requirement is something the software must do 
functionally. 
4.2.4.1.1 E.g., the software must create an unique user id for each new 
user and a unique session id for each session. 
4.2.4.2 A nonfunctional requirement is something the software that is not 
directly related to what the software must deliver functionally. 
4.2.4.2.1 E.g., performance requirements and time/space restrictions that 
the software must operate under. 
4.2.5 Requirement documents are usually in one of 4 forums: Structured Natural 
Language, Graphical Notations, Design Description Language (DDL), or 
Mathematical Specifications [Sommerville 04]. 
 4.2.6 Why are requirements documents useful? 
 4.2.6.1 They document how the software is to behave. 
4.2.6.2 Even requirements documents for past versions of the software are 
useful since old requirements are usually not entirely superseded by new 
requirements.  
4.2.6.3 New requirements due to perfective maintenance can but do not 
always supersede the old requirements. 
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4.2.6.4 More often than not, software after a maintenance change must still 
meet the old requirements. 
4.2.7 If there is a change made to the requirements, the requirements document 
will need to be updated accordingly. 
 4.3 Design documents [Pressman 05]. 
 4.3.1 Usually heavily based on the functional specification. 
 4.3.2 Usually contain abstractions of some sort. 
4.3.3 Contains information about the models, objects, data, file structures, and 
initial integration test plans. 
4.3.4 Go over Table 10.1 (FIND OUT WHAT THIS TABLE IS DREW) in 
[Pressman 05]. 
4.3.5 Perhaps the most important section is requirements-to-module matching. 
 4.3.5.1 Makes sure all requirements are covered. 
4.3.6 Like the requirements documents, this document must be updated when a 
change is made to the software. 
5. INTRODUCTION TO GRAPH THEORY AND MEASURING SOFTWARE 
COMPREHENDABILITY 
 5.1 Graph theory (from [Johnsonbaugh 04]) 
5.1.1 A short lesson in graph theory is needed to lay out some of the basics 
needed for a specific and important software engineering metric. 
5.1.2 Graph (show example). 
 5.1.2.1 Circles are nodes. 
 5.1.2.2 Lines are edges. 
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5.1.2.3 A path is a list of nodes where the end node is connected to the rest. 
 5.1.2.4 Path example. 
5.1.3 Cycles. 
 5.1.3.1 Acyclic graphs. 
 5.1.3.2 Example. 
5.1.4 Directed graphs. 
 5.1.4.1 Example. 
5.1.5 Strongly-connected graphs. 
 5.1.5.1 There is a path between any pair of nodes.  
5.1.6 Cyclomatic number or nullity of a graph 
5.1.6.1 Nullity of a graph is the number of edges that must be removed from 
the graph to make it acyclic. 
5.1.6.2 Formula: C = e – n + l for a graph with e edges, n nodes, and p 
connected components.` 
 5.2 Flowgraphs. 
 5.2.1 A flowgraph is a directed graph that depicts the control flow of a program. 
5.2.2 Each node consists of sequential blocks of code and the edges are transfers 
of control. 
5.2.3 Control flow changes include method calls, loops, and conditional 
statements. 
5.2.4 Flowgraphs are not strongly connected. 
 5.3 Measuring software comprehensibility. 
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5.3.1 Some software metrics can be good estimators of how hard a piece of 
software is to understand. 
5.3.2 Not all metrics measure the same thing, and a mix of some of these 
measures should be used because some have glaring weaknesses. 
5.3.3 Lines of code. 
5.3.3.1 A classic measurement that is used to depict the size of a program. 
5.3.3.2 Insensitive to flow complexity. 
 5.3.4 Cyclomatic complexity (from [McCabe 76]). 
 5.3.4.1 Uses the flowgraph of a program. 
 5.3.4.2 A good measurement for the flow complexity of a program. 
 5.3.4.3 Insensitive to bulk. 
 5.3.4.4 How to calculate? 
 5.3.4.4.1 Make the flowgraph of the program. 
5.3.4.4.2 CC = C + 1 or Cc = e – n + 2p, for a graph with e edges, n nodes, 
and p connected components 
5.3.4.4.3 Why +1?  Because McCabe suggested adding an extra edge to 
make the flowgraph strongly connected in order to be able to calculate 
the cyclomatic complexity.   
5.3.4.4.4 The cyclomatic number measures the number of unique paths in 
a strongly connected graph. 
5.3.4.4.5 The extra edge is added from the ending node to the beginning 
node of each component. 
 5.3.5 Object-oriented metrics (from [Mathias et al. 99]). 
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5.3.5.1 Object-oriented programs have a different set of metrics that can be 
used. 
5.3.5.2 Weighted Methods per Class (WMC). 
 5.3.5.2.1 WMC = sum of complexities of all methods in a class. 
5.3.5.2.2 Based on the belief that classes with a large number of methods 
are more difficult to maintain. 
5.3.5.2.3 Any complexity measure can be used for the methods. 
 5.3.5.3 Depth of Inheritance Tree (DIT). 
5.3.5.3.1 The more inherited methods there are along a hierarchy, the more 
complex the class is. 
5.3.5.3.2 Count the number of classes in a maximum length path from the 
root of the inheritance tree to the current class. 
5.3.5.3.3 A good measure of complexity since integration testing will be 
required due to the fact that the inherited methods must be integration 
tested with the current class. 
 5.3.5.4 Number of Children (NOC). 
 5.3.5.4.1 The more child classes there are, the more complex a class is. 
 5.3.5.4.2 Count the number of direct child classes. 
5.3.5.4.3 A good measure of complexity since integration testing will be 
required due to the fact that the inherited methods from the current 
class must be integration tested with the child classes. 
5.3.5.4.4 When using this metric to show integration test complexity, do 
not also use DIT. 
49
5.3.5.5 Lack of Cohesion Metric (LCOM) 
5.3.5.5.1 Checks to see if the methods in a class use the same instance 
variables. 
5.3.5.5.2 If the instance variables are shared, the class has good cohesion 
and is therefore less complex. 
5.3.5.5.3. Defined mathematically as follows. 
 5.3.5.5.3.1 Let a class C have n methods, M1, M2, ..., Mn.
5.3.5.5.3.2 Let {Ij} be the set of instance variables used by method Mj.
5.3.5.5.3.3 There are n such sets {I1}, {I2}, ... {In}. 
5.3.5.5.3.4 Let P = {(Ii, Ij) | Ii ∩ Ij = Ø, i ≠ j and 1 ≤ i, j ≤ n} and Q = 
{(Ii, Ij) | Ii ∩ Ij ≠ Ø, i ≠ j and 1 ≤ i, j ≤ n }
5.3.5.5.3.5 If all n sets {I1}, {I2}, ... {In} are Ø, then P = Ø. 
 5.3.5.5.3.6 LCOM = |P| - |Q|, if |P| > |Q| otherwise 0. 
6. INTRODUCTION TO SOFTWARE TESTING [Sommerville 04] 
 6.1 Software testing deals with verification and validation of the software. 
 6.1.1 Verification refers to the software matching its requirements. 
 6.1.2 Validation means that the software works correctly. 
 6.2. Types of software testing. 
 6.2.1 Unit testing is the testing of individual components.  
6.2.1.1 Usually done by exercising the interface of an individual component 
with known good and bad input. 
6.2.1.2 E.g., testing the interface of a single method with valid and invalid 
parameters. 
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6.2.2 Module testing is the testing of a group of related units.   
 6.2.2.1 Usually done to test how a group of components work together. 
 6.2.2.2 E.g., an abstract data type or an object. 
 6.2.3 Sub-system testing is the testing of a group of related modules. 
6.2.3.1 Done to test the interactions between various related modules, 
specifically the interfaces between the various modules. 
6.2.3.2 E.g., testing an object that uses another object or set of objects. 
 6.2.4 System testing is a type of testing that involves testing the whole system. 
 6.2.4.1 Also called integration testing. 
 6.2.4.2 Concerned with two areas mostly. 
6.2.4.2.1 Sub-system to subsystem interactions. The interfaces between 
the various subsystems work as expected. 
6.2.4.2.2 Requirements: The software performs as the functional and 
nonfunctional requirements specify it must 
 6.3 Different goals of testing. 
 6.3.1 Defect testing. 
6.3.1.1 Defect testing is used to find inconsistencies between the requirements 
specification and the program [Sommerville 04]. 
6.3.1.2 This type of testing focuses on trying to break the program. 
6.3.1.3 Operational reliability can be estimated by counting the number of 
defects found with defect testing 
 6.3.2 Statistical testing. 
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6.3.2.1 This type of testing focuses on the program's performance and 
reliability. 
6.3.2.2 Performance is a measure of how responsive a program is and how fast 
it is able to process sample data. 
7. PLANNING FOR SUCCESSFUL TESTING 
 7.1 Introduction to test plans. 
 7.1.1 Each part of the testing process must be planned in detail. 
 7.1.2 A document is created to plan the testing of the program. 
7.1.2.1 Like other software documents, this document evolves through the life 
cycle of the software project. 
7.1.3 Test planning is more concerned with documenting the standards for 
software testing than the actual product tests. 
7.1.4 Structure of a test plan (taken directly from [Sommerville 04]). 
 7.1.4.1 The testing process, 
 7.1.4.1.1 A description of the major phases of the testing process. 
 7.1.4.1.2 Requirements traceability. 
 7.1.4.1.2.1 Do the requirements map directly to design? 
 7.1.4.1.2.2 Each requirement should be individually tested. 
 7.1.4.1.3 Tested items. 
7.1.4.1.3.1 The items in the software that are to be tested should be 
specified. 
 7.1.4.1.4 Testing schedule. 
 7.1.4.1.4.1 When are the tests going to be done and in what order? 
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7.1.4.1.4.2 Also includes resource allocation for the testing (which 
could include developers or specific machines). 
7.1.4.1.4.3 Tied directly to the overall development schedule. 
 7.1.4.1.5 Test recording procedure. 
 7.1.4.1.5.1 How are the testing results recorded? 
7.1.4.1.5.2 The results must be recorded so that they may be audited at 
a later date if necessary. 
 7.1.4.1.6 Hardware and software requirements. 
7.1.4.1.6.1 This section refers to what is required for the actual testing, 
not to the software that is being tested. 
 7.1.4.1.6.2 Does new testing software need to be developed? 
 7.1.4.1.6.3 What hardware is required for testing? 
 7.1.4.1.7 Constraints. 
7.1.4.1.7.1 Anything that could potentially negatively affect the testing 
process should be listed here. 
7.1.4.1.7.2 Should include a plan of how to get around the problem. 
7.1.4.1.7.3 Risk management activities should also be listed under 
constraints. 
7.1.4.1.7.4 Some example problems are: staffing shortages, test 
machine failure, and test development not being done in time. 
 7.1.4.1.8. Resources. 
 7.1.4.1.8.1 What is needed to physically run the test? 
 7.1.4.1.8.2 Includes people as well as equipment. 
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7.1.4.1.8.3 Used for planning purposes. 
7.1.4.1.8.4 E.g., a specialized piece of equipment may be needed to 
run the test. 
7.1.4.1.8.5 E.g., temporary test operators may need to be hired. 
 7.1.4.1.8.6 Should include the cost of creating and running the tests. 
7.1.4.1.9. Tests. 
 7.1.4.1.9.1 What tests are possible to be run? 
 7.1.4.1.9.2 How is a test considered to be passed? 
8. THE TESTING TOOLBOX 
 8.1 This section is meant to expose the students to different testing strategies.  
 8.2 Inspections – a very different kind of testing (from [Sommerville 04]). 
8.2.1 Inspections are always carried out by software developers,  testing could be 
done by either by developers or testers.   
8.2.2 Inspections do not necessarily require the program to be executed.  
8.2.3 Inspections are an inexpensive way to find software defects early in the 
software development process. 
 8.2.3.1 The earlier software defects are found, the less cost to fix them 
8.2.4 Inspection advantages: 
 8.2.4.1 A number of defects can be found in a single inspection. 
8.2.4.1.1 Testing can sometimes only find one error per test because a 
defect may cause the program to crash or cause other defects not to be 
shown. 
 8.2.4.2 They reuse domain and programming language knowledge. 
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8.2.4.2.1 Inspectors are likely to have seen the types of errors that are 
common in the programming language used and also in the type of 
application under consideration. 
8.2.4.2.2 Using knowledge structure comprehension theory, inspectors are 
likely to be able to predict how the program should work and are well 
suited to detecting and locating abnormalities. 
 8.2.5 Inspections should not replace system testing. 
8.2.5.1 System testing is still necessary because the inspectors are not likely to 
find all the software defects or to verify that all requirements have been 
covered. 
8.2.5.2 Because they occur around the same time as the unit test, inspections 
are just a way to find defects fairly early in the development process. 
8.2.5.3 Inspections and testing have different advantages and disadvantages. 
They compliment each other well, but they do not replace each other.  
 8.3 Black box testing. 
 8.3.1 The tests are derived from the specifications. 
8.3.2 The tests are scalable – black box testing can be used on software items as 
small as a single method or on large items like classes or sets of interfacing 
classes. 
8.3.3 The software item being tested is viewed as a “black box,” which means that 
the internal parts are not known and do not matter. 
8.3.4 The item being tested is fed input data and then the results are compared to 
what they should be from the specification. 
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8.3.5 Test input data is often selected using the tester's domain knowledge. 
8.3.5.1 The tester might know of certain input data values that have been a 
problem in the past 
8.3.6. Test input data selection can be improved by using Equivalence 
Partitioning. 
 8.3.7 Equivalence Partitioning. 
 8.3.7.1 Input to a program often falls into several classes. 
 8.3.7.2 E.g., all positive numbers, all negative numbers, etc. 
 8.3.7.3 Programs will behave in a similar way for all members of each class. 
8.3.7.4 Identifying all of the equivalence classes is a way to do systematic 
testing. 
8.3.7.5 Once all equivalence classes have been identified, test cases can be 
designed so that a specific input data is inside or outside a particular 
equivalence class. 
8.3.7.6 Boundaries between equivalence classes, as well as data input 
members right before and after the boundaries, are good candidates for test 
cases. 
8.3.7.7 Show example. 
9. THE TESTING TOOLBOX, part 2 
 9.1 White box testing. 
9.1.1 This testing uses knowledge of the structure of the code to derive tests and 
test data. 
9.1.2 Useful typically only for small testing units. 
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9.1.2.1 Another testing technique that greatly benefits from Equivalence 
Partitioning. 
9.1.2.2 Sometimes knowledge of the code structure can lead to further 
partitions of data. 
 9.1.3 White box testing is quite similar to black box testing. 
 9.1.4 Show example 
 9.2 Static analysis [Sommerville 04] 
 9.2.1 Uses a software tool to scan the source code for possible faults. 
9.2.2 Searches for a limited set of errors including data faults, control faults, I/O 
faults, interface faults, and storage management faults [Sommerville 04].  
9.2.3. Helps to combat error-prone features of a language, such as C's ability to 
cast anything as almost anything else. 
9.2.4 Included on all Linux and Unix systems – the LINT utility. 
9.2.5 Also available as a COTS for many other languages and operating systems. 
9.2.6 Not as valuable for more modern, strongly typed languages like Java. 
9.2.7 Can produce voluminous output, not all of it being actual defects. 
9.2.8 The author’s experience is that engineers tend to ignore the output of a static 
analysis tool if it isn’t set up properly (i.e., if it produces many errors). 
 9.3 Path testing. 
9.3.1 Path testing is a testing strategy that is concerned with testing all paths in a 
program. 
9.3.2 Path testing also ensures that the branch conditions (looping and if 
conditions) are tested.   
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9.3.3 E.g., if the code from the “if” and “else” part of an “if... else” block is run in 
separate tests, then one can safely assume the condition was tested since all 
possible branches were tested. 
9.3.4 Usually uses a dynamic program analyzer to discover the flowgraph of the 
program. 
9.3.5 Then the test cases are derived to test as many paths as feasible. 
9.3.6 Not all paths are tested. 
9.3.6.1 There could potentially be an infinite number of path combinations in 
some programs. 
9.3.6.2 For programs with a high cyclomatic complexity, it may not be 
feasible to test all paths, especially if some are trivial. 
 9.3.7 A common software engineering metric is test path coverage. 
 9.3.7.1 Test path coverage = # paths tested / cyclomatic complexity. 
 9.3.7.2 Show example. 
 9.4 Integration testing. 
9.4.1 Integration testing is concerned with testing either the whole or a partial 
system. 
9.4.2 One problem with integration testing is finding out where discovered defects 
originate. 
 9.4.3 Incremental testing can be done to get around this problem. 
9.4.3.1 Incremental testing tests an initially small system and then adds on 
other parts until the whole system is tested. 
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9.4.4 Integration testing can be useful for software comprehension, specifically 
reverse engineering of a large system. 
 9.4.5 Several approaches to integration tests are possible 
10. THE TESTING TOOLBOX, part 3 
 10.1 Integration testing (continued) (from [Sommerville 04]). 
 10.1.1 Top-down vs. bottom-up testing. 
10.1.2 Bottom-up testing tests the smallest components first and then moves up 
until the whole system is tested. 
10.2.3 Top-down testing tests the overall system first and then moves down until 
the smallest components are tested. 
10.2.3.1 Top-down testing requires that smaller program components that are 
not yet implemented be simulated by stubs. 
10.2.3.2 Stubs have the same interface as the smaller component, but have 
very little actual functionality. 
10.2.3.3 Stubs are usually either a very simplified version of the final 
component or a small program that allows testers to interject return values 
based on the inputs with I/O. 
10.2.3.4 E.g., the return values from a method could be simulated by user 
input. 
 10.2.4. Comparing top-down and bottom-up testing. 
10.2.4.1 Top-down testing is much better at discovering defects in the system 
architecture and high level design.   
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10.2.4.1.1 An integration test that is focused solely on bottom-up testing 
cannot run until large parts of the program are completed.   
10.2.4.1.2 This means that these specific software defects are found later 
in the development and are more costly to fix than if they had been 
found earlier. 
10.2.4.2 When top-down development is used, a working system is available 
early on, although the system would be missing much of its functionality. 
10.2.4.2.1 Top-down testing is more difficult to implement than bottom-up 
testing because the program stubs must be created. 
10.2.4.3 Both testing strategies run into difficulties sometimes in test protocol 
observation. 
10.2.4.3.1 The software being tested is not often designed to allow for 
easy viewing of the internal operation (e.g., return values of methods, 
etc.). 
10.2.4.3.2 Testers usually have to create an artificial testing environment 
to get the results of the tests. 
10.2.4.3.3 E.g., running a program in Visual Studio's debug mode.  
 10.2 Interface testing. 
 10.2.1 Interface testing is used to test any defined interfaces in the system. 
 10.2.2 Interfaces are usually method calls but can be object interaction as well. 
10.2.3 Interface testing is intended to defect faults due to interface errors or faulty 
assumptions about interfaces [Sommerville 04]. 
10.2.4 Interface testing benefits from equivalence partitioning. 
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10.2.5 Interface testing is especially important in a weakly-typed language, such 
as C, where the compiler may not catch many of the interface errors. 
10.2.6 Can use static analysis to find some interface problems. 
10.2.7 General guidelines are: 
10.2.7.1 List each call to an external component.  Design a set of test cases 
where the values of the parameters are at the extreme ends of the ranges 
because “Extreme values can cause interface inconsistencies” 
[Sommerville 04]. 
10.2.7.2 When pointers are passed, test the interface with null pointers. 
10.2.7.3 When a component is called through a procedure, design a test that 
should cause the component to fail because “Differing failure 
assumptions” can cause “specification misunderstandings” [Sommerville 
04]. 
10.2.7.4 In a message passing system, design a test that will generate many 
more messages than are expected.  This is called stress testing, and, in a 
message passing system, this will find timing problems. 
10.2.7.5 When shared memory is used, design tests to change the order in 
which components access the shared memory.  These tests could reveal 
incorrect assumptions about the order in which the shared memory is used 
[Sommerville 04]. 
 10.2.5 Show Example. 
 10.3 Stress testing. 
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10.3.1 Stress testing is intended to expose the software to extreme conditions it 
would likely not encounter. 
10.3.2 Some software is designed to handle a certain load. 
10.3.3 E.g., operating systems. 
10.3.4 Stress testing tests the failure behavior of the system. 
10.3.5 Stress testing will cause the software to fail. 
10.3.5.1 Failure should not result in data corruption or unexpected loss of 
service. 
10.3.5.2 Stress testing helps to prove that a system that was designed to fail 
does so gracefully. 
10.3.6 Stress testing also can cause other defects to show up that might not be 
seen under a normal testing load. 
10.3.7 However, defects found with stress testing may not be likely to occur 
normally and may also be hard to track down. 





TEST/HOMEWORK QUESTION BANK 
 
This test/homework question bank is intended to give the professor a series of 
questions to choose from for assignments and tests.  More questions are given than are 
intended to be assigned.  The intention is that every two class periods a new written 
assignment should be given.  The questions are broken out by class period.  Answers are 
also given here. 
While there are thirteen class meetings planned, only ten of those class meetings 
will be used as planned lectures.  One will be used for the extra lecture (see section 4.4), 
and two will be used as tests.  There will be no assignments to reinforce the extra lecture. 
1.  Introduction to Software Maintenance 
 Define software maintenance. 
Software maintenance is defined as “the process of changing software once it has 
gone into use” [Sommerville 04]. 
 
Why was the Y2k maintenance issue such a large problem? 
Older computers couldn’t handle the year 2000 properly because many of them 
truncated the first two digits of the year.  Also, many of these older systems were not 
expected to be in use for so long [Kent 99].  The high cost of addressing this problem 
($125 billion for the private sector [Kappleman et al 98]) makes it unique. 
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What are the four types of software maintenance?  Describe each type of 
software maintenance. 
 
The four types of software maintenance are corrective (involves fixing a specific 
defect), adaptive (involves changing the software for it to work in a new 
environment), perfective (involves making new enhancements to post-release 
software), and preventive (involves changes to software that are not a function 
change but instead are intended to make the software easier to maintain). 
 
Why is software maintenance so expensive? 
 
Software maintenance can be looked at as an organizational problem.  Older 
software is still in use well after its intended end date.  Often this software must still 
be maintained.  Each new project a software organization makes adds to this 
maintenance burden.  The demand for maintenance usually is greater than a software 
organization’s ability to provide maintenance.   
 
Also, maintenance can be looked at as a people problem.  Software changes are 
usually poorly designed and documented.  Sometimes the supporting documentation 
(design documents, etc.) are not updated to reflect new changes.  Even if the same 
programmer works on the maintenance of a certain section of code, the programmer 
will probably not remember how it works.   
 
Software maintenance is expensive also because it impacts the quality of the software. 
New software defects can be, and usually are, introduced during and as a result of 
software maintenance.  These software defects must be fixed, thus adding to the 
maintenance required. 
 
What are the steps in the process of change management?   
 
In change management, first the change request is entered.  Then changes to that 
change request are tracked.  Also happening during this process is auditing, i.e. a 
paper trail.  Information on the change is provided to project management and 
quality assurance personnel.  An impact analysis is performed.  If the change is going 
to be made, release plans are made, the code is designed, written, and tested, and 
then the software is released [Arthur 88]. 
 
Why is impact analysis so important? 
Impact analysis is important because it is crucial to fully understand the impact a 
change will have on a software project.  Impact analysis also covers the cost of 
making a change and the cost of not making a change (how much customer 
satisfaction is lost).  Impact analysis provides managers information they need to 
make a decision on whether a change will be made or not. 
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2. Introduction to Software Comprehension 
 
Define software comprehension. 
 
Software comprehension is “the process of understanding program code unfamiliar 
to a programmer” [Koenemann and Robertson 91]. 
 
Why is software comprehension important? 
 
Software comprehension is important because it is a major part of software 
maintenance.  Any increase in software comprehension effectiveness would result in a 
direct increase in software maintenance effectiveness.  Less time spent on software 
comprehension results in more time spent working on productive activities. 
 
Give the equation that describes software comprehension and describe its terms 
and variables. 
 
M = p + K(c-d) where p is productive effort and the second term is nonproductive 
work, or “wheel turning” [Belady and Lehman 72] [Pressman 05].  K is a constant, c 
is a measure of complexity due to poor design and documentation, and d is a measure 
of familiarity.
Describe text structure comprehension. 
Text structure comprehension is rooted in classical text comprehension from 
psychology [Pennington 87].  The theory states that as programmers read computer 
code, they recognize various knowledge structures which include specific domain 
knowledge and recognized code structures.  Programmers then make a mental map of 
the code. 
 
Describe the difference between bottom-up and top-down comprehension. 
 
In top-down comprehension, the programmer creates a general hypothesis about how 
a section of code works then goes deeper into the code to prove or disprove that 
hypothesis.  In bottom-up comprehension, the programmer starts at the lowest level 
then does a line-by-line analysis of the code. 
 
3. Introduction to Software Documents 
 
What is a software document? 
 
A software document is any document produced during the development of a software 
project.  It  includes design documents, test plans, requirements documents, code 
inspection records, and any other document generated. 
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What is an abstraction? 
 
An abstraction is a simplification to a form that is easier to understand. 
 
What is a dataflow diagram?  What are some of its advantages and 
disadvantages? 
 
A dataflow diagram is an abstraction that shows how data in a program/module is 
transformed from input to output.  It is  easy to understand, but it is difficult to use for 
programs with complex I/O interfaces [Sommerville 04]. 
 
What is an object model?  What are some of its advantages and disadvantages? 
 
An object model is the overall system turned into a set of objects with defined 
interfaces.  Object models are similar to the idea of object-oriented programming, 
and in fact model OOP quite well.  An advantage this abstraction shares with OOP is 
loose coupling: any object can change without affecting the others as long as the 
interface doesn’t change.  However, a major disadvantage of object models is that 
interface changes usually require an extensive impact analysis to discover everything 
else that must also be changed as a result [Sommerville 04]. 
 
What is UML?  What are some of its advantages and disadvantages? 
 
UML is a powerful modeling language that can be used to abstract different 
activities.  UML is usually used in conjunction with a software tool.  Changing a 
design methodology may require the purchase of a new UML tool since the tools are 
methodology specific [OMG 05].   
 
4.  Software Documents 
 
What is a flowchart?  What are some of its advantages and disadvantages? 
 
Flowcharts are one of the oldest program abstractions.  A flowchart is a set of shapes 
and lines that represents the control flow of a program.  An advantage is that 
flowcharts are very easy to read since most programmers are trained in how to use 
them in college.  Unfortunately, flowcharts  are generally bulk and dataflow 
insensitive. 
 
Describe the two levels of requirements. 
 
User requirements are the highest level requirements abstractions and usually are in 
a natural language.  These requirements detail what the software is supposed to do 
and the conditions under which it must operate. 
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System requirements are the low level requirements.  These requirements can serve 
as a contract between a developer and the customer.   
 
What is the difference between functional and nonfunctional requirements? 
 
Functional requirements are requirements that the software must deliver. For 
example, “ an entry must be created in a database table when the user completes 
input” would be an example of a functional requirement.  Nonfunctional 
requirements cover things that are not directly related to what the software must 
deliver.  For example, performance requirements are nonfunctional requirements. 
 
Why are requirements documents useful? 
 
Requirements documents are useful because they document how the software is to 
behave.  Requirements documents for past versions of software are also useful 
because usually the old functionality that is still in the software is not detailed in the 
requirements document for the current version.  Also even after maintenance 
changes, the software still must behave as the requirements document says it should 
except maybe when there is a major perfective change. 
 
What is a design document? 
 
A design document is usually heavily based on the requirements document.  It 
contains abstractions that describe how the software is going to implement the system 
requirements.  
 
5.  Introduction to Graph Theory and Measuring Software Comprehensibility 
 
What is an acyclic graph? 
 
An acyclic graph is a graph with no cycles, e.g., a tree or a DAG.  
 
What is a DAG? 
 
A DAG is a directed acyclic graph.  Its edges are directed, and the graph has no 
cycles.  It is different from a tree in that some nodes may have more than one 
predecessor. 
 
Describe the formula for the cyclomatic number or nullity of a graph. 
C = e – n + p, where C is the cyclomatic number,  e is the number of edges, n is the 




What is the formula for cyclomatic complexity? 
 
CC = C + 1 or CC = e – n + 2p 
 




 2 X = X + 1 
 3 If Y > 0 
 4 If X < Y 
 5  X = Y 
 6  Goto B: 
 7 End if 
 8 Else  
 9 Y = 0 
 10 X = X – 1 
 11 If Z < X 
 12  Goto B: 
 13 Else 
 14  Print X 
 15  If Z != 0 
 16   Print X 
 17   Goto A: 
 18  End if 
 19 End if 
 20 B: 
 21 End 
A
X <- X + 1
Y <- 0
















What is the cyclomatic complexity of the pseudocode in the last question? 
CC = 14 – 11 + 2 = 5 
 
Given the following complexities of the methods in a class, what is the WMC?  
Why is WMC a good metric for object-oriented programs? 
 
Constructor = 5 
Print = 3 
Compute = 10 
Destructor = 2 
Method1 = 7 
 
WMC = 27.  WMC is a good metric for object-oriented programs because it is biased 
to be larger for methods with a larger number of methods.  Intuitively, a class with 
many methods should be harder to understand than a class with a few large methods. 
 
Describe the depth of inheritance tree and the number of children metrics and 
how they are useful. 
 
Depth of inheritance is the number of classes in a maximum length path from the root 
of the inheritance tree to the current class.  Number of children is the number of 
direct child classes.  Both are important for integration testing.  They count the 
integration interfaces that must be tested with the current class.  Also, the current 
class needs to be retested any time any of those interfacing classes change. 
 
Describe the lack of cohesion metric. 
 
LCOM measures the methods’ usage of instance, class-level variables.  Intuitively, if 
the methods in a class share its instance variables, the class is more cohesive and 
easier to understand. 
 
6.  Introduction to Software Testing 
 
What is the difference between verification and validation? 
 
Verification means making sure that software meets its requirements.  Validation 
means making sure that software is free of defects. 
 
Describe unit testing. 
 
Unit testing tests individual software components.   
 
Describe module testing. 
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Module testing is the testing of a group of related units.  It is done to test how a group 
of components work together. 
 
Describe sub-system testing. 
 
Sub-system testing is done to test the interaction between various modules, 
specifically the interaction with respect to their interfaces. 
 
Describe system testing. 
 
System testing is done to test the operation of the whole system.  System testing is 
concerned with the software operating according to its requirements and also testing 
the interfaces between various subsystems. This sort of testing is also called 
integration testing. 
 
7. Planning for Successful Testing 
 
What is the main goal of a test plan? 
 
The main goal of a test plan is to document the standards for the software testing 
process.  Tests used are documented, but they are not the main focus of the test plan. 
 
What is requirements traceability and why is it important? 
 
Requirements traceability is the ability to trace requirements to specific tests.  
Requirements traceability is important because it is used to make sure each and every 
requirement is covered by the software and works as is specified. 
 
Why are resources listed in a test plan? 
 
Resources are listed so that everything required for the testing to be successful can be 
planned for and will be present when testing begins.  Late delivery of a key resource 
could mean that testing is not likely to finish in the required time. 
 
8 The Testing Toolbox 
 
What is software inspection? 
 
Software inspection is a type of testing that is carried out by software developers.  In 
software inspection, a code change is looked at by a group of software developers 
knowledgeable about the change.  In code inspection, it is important to note that the 
change is what is being inspected, not the programmer who made the change.   
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Name the advantages of software inspections. 
 
Software inspection can find many defects in a single inspection.  Conducting 
inspections is an inexpensive way to find software defects. Inspections reuse the 
domain and programming language knowledge of the software developers.  
Inspectors generally know what sort of errors are common to the problem the 
software change is trying to solve.   
 
Why should inspection testing not replace system testing? 
 
Inspectors cannot find all software defects or verify that all requirements have been 
covered.  The thorough and exacting nature of system tests ensure that most software 
defects or requirements compliance issues will be found if the tests are designed 
correctly.  Inspections compliment system testing, they do not replace it. 
 
What is black box testing?   
 
Black box testing is testing a piece of code without regard to the internal workings of 
that code.  The outputs are compared to what they should be for a specific set of 
inputs.  For example, a method can be tested by sending it parameters and then 
comparing the return value of that method to the expected return value. 
 
What is equivalence partitioning and why is it important to software testing? 
 
Equivalence partitioning is the idea of grouping input values together based on an 
equivalence function.  All members of each set would behave similarly.  As a result, 
only one input value from each set (equivalence class or partition) needs to be tested.  
Equivalence partitioning is important because it allows a tester to limit the input 
values being fed into a test.  Also, it allows a tester to know that all possible types of 
input have been tested.   
 
9. The Testing Toolbox, part 2 
 
What is white box testing? 
 
White box testing is similar to black box testing, but the internal structure of the code 
is taken into account when selecting test inputs.  By using this knowledge of the code, 
a tester can select specific input values or equivalence classes which the tester 
believes the code would have difficulty processing. 
 
What is static analysis? 
 
Static analysis is examining the syntax or surface structure of a program to determine 
its quality or complexity.  Static analysis can be done manually or with the aid of 
static analysis tools.  Static analysis also refers to scrutinizing the test of a program 
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for possible sources of faults such as missing declarations, incorrect scooping, and 
variable redefinitions. 
 
What is the main challenge of static analysis? 
 
Static analysis tools generally produce voluminous output, leading to quite a bit of 
time just to interpret the results of the analysis.   
 
What is the main goal of path testing? 
 
Path testing uses McCabe’s cyclomatic complexity [McCabe 76].  Path testing is 
concerned with calculating a test coverage metric that shows the test coverage of the 
code.  Path testing usually uses a software tool to discover the flowgraph of a 
program.  Then, the testers can designate specific branches to test.  
 
10. The Testing Toolbox, part 3 
 
What is integration testing? 
 
Integration testing is testing to see how the smaller parts of a program come together.  
Integration testing usually looks at the interfaces between smaller parts of a program.  
A challenge with integration testing is that sometimes it is difficult to find where a 
defect is originating.   
 
Describe the two different methods of integration testing. 
 
Bottom-up integration testing starts with testing the interfaces of the smallest 
components and moves up until the entire program is integrated.  Large parts of the 
program must have been finished to run a bottom-up integration test. 
 
Top-down integration testing starts the integration testing with the overall program.  
Smaller parts of the program that are not complete yet must be simulated with stubs, 
which are test programs or very simplified version of the final components that have 
the same interface as the smaller incomplete parts of the program.   
 
What are the main strengths and weaknesses of top-down integration testing? 
 
Top-down integration testing is very good at discovering defects in the architecture 
and high-level design.  Top-down integrations tests can be run much earlier in the 
software development process because stubs can be created to represent incomplete 
parts of the program.  Finding software defects earlier decreases cost, however the 
creation of the stubs does require some effort. 
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What is the main disadvantage both types of integration tests, bottom-up and 
top-down, have in common? 
 
Programs are usually not designed to allow easy viewing of the return values of parts 
of the program, which means some sort of artificial testing environment must be 
created.  
 
What are the general guidelines to use in interface testing? 
 
1. Test the boundary values of the ranges of input. 
 2. When pointers are used, test passing a null parameter. 
3. When a component is called through a procedure, design a test that should cause 
the component to fail. 
4. If the program is in a message passing system, generate a test that generates far 
more messages than are expected.  
5. When shared memory is used, design a test to change the order in which 
components access that shared memory 
 
Why is “how the software behaves in a stress test” important? 
 
Software must be able to fail gracefully.  Programs should not cause a user to lose 
data when they fail.  Stress testing will cause failures and is thus a good mechanism 
to test the failure behavior of software. 
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