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Abstracts 1 
The subjective phenomenology associated with stereopsis, of solid tangible objects separated 2 
by a palpable negative space, is conventionally thought to be a by-product of the derivation of 3 
depth from binocular disparity. However, the same qualitative impression has been reported 4 
in the absence of disparity, e.g., when viewing pictorial images monocularly through an 5 
aperture. Here we aimed to explore if we could identify dissociable neural activity associated 6 
with the qualitative impression of stereopsis, in the absence of the processing of binocular 7 
disparities. We measured EEG activity while subjects viewed pictorial (non-stereoscopic) 8 
images of 2D and 3D geometric forms under four different viewing conditions (Binocular, 9 
Monocular, Binocular aperture, Monocular aperture). EEG activity was analysed by 10 
oscillatory source localization (beamformer technique) to examine power change in occipital 11 
and parietal regions across viewing and stimulus conditions in targeted frequency bands 12 
(alpha: 8-13Hz & gamma: 60-90Hz). We observed expected event-related gamma 13 
synchronization and alpha desynchronization in occipital cortex and predominant gamma 14 
synchronization in parietal cortex across viewing and stimulus conditions. However, only the 15 
viewing condition predicted to generate the strongest impression of stereopsis (monocular 16 
aperture) revealed significantly elevated gamma synchronization within the parietal cortex for 17 
the critical contrasts (3D vs. 2D form). These findings suggest dissociable neural processes 18 
specific to the qualitative impression of stereopsis as distinguished from disparity processing. 19 
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Introduction 1 
Viewing a pictorial image of a 3-dimensional (3D) scene produces a clear perception 2 
of depth relations and 3D object shape (Fig.1). However, the qualitative impression of depth 3 
and 3-dimensionality when viewing real scenes or stereoscopic images with both eyes is 4 
more compelling; there is a vivid sense of immersive negative space, tangible solid objects, 5 
and realness. This perceptual impression (stereopsis) is conventionally attributed to 6 
processing of binocular disparities to derive depth and 3D form (Ponce and Born, 2008; 7 
Westheimer, 2011; Wheatstone, 1838). However, there have been wide-ranging reports of the 8 
impression of stereopsis in the absence of binocular disparities, specifically when viewing a 9 
pictorial image with one eye through a reduction aperture (Ames, 1925; Koenderink, 1998; 10 
Michotte, 1991, 1948; Schlosberg, 1941; Vishwanath and Hibbard, 2013; da Vinci, cited in 11 
Wade et al., 2001; Wheatstone, 1838; see caption Figure 1), suggesting that it is not uniquely 12 
tied to processing of disparities. The phenomenological attributes associated with 3D visual 13 
experience under monocular aperture viewing by naive observers have been shown to be the 14 
same as those reported for stereoscopic viewing (Vishwanath and Hibbard, 2013). One 15 
conjecture is that the qualitative impression of stereopsis is not simply a by-product of 16 
disparity processing, but is associated with the conscious awareness of the efficacy of the 17 
visual representation for visually-guided manipulation (Michotte, 1948). Visually guided 18 
manual motor behaviour such as grasping and reaching requires precise representation of 19 
absolute (scaled) depth (Watt and Bradshaw, 2003). Since binocular disparity is the most 20 
effective cue for scaled depth representation at near distances, the above mentioned 21 
conjecture can explain why the impression of stereopsis is strongest in the presence of 22 
binocular disparity, while still accounting for its presence in other conditions where absolute 23 
depth could potentially be derived from a combination of cues other than disparity. 24 
Understanding the neural substrates that underlie the qualitative experience of stereopsis not 25 
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only furthers our understanding of a fundamental aspect of our psychological visual 1 
experience of space (the tangibility, immersivity and realness associated with stereopsis) but 2 
may also in turn provide clues to the representation of 3D structure along the visual pathway. 3 
The primary focus of early studies in the neurophysiology of 3D depth perception had 4 
been on identifying and characterizing neural mechanisms of disparity processing (Barlow et 5 
al., 1967; Ohzawa et al., 1990; Poggio et al., 1985). Later work has focussed mainly on the 6 
neurophysiology of disparity derived depth and 3D structure (Backus et al., 2001; Ban and 7 
Welchman, 2015; Cumming, 2002; Durand et al., 2009; Georgieva et al., 2009; Goncalves et 8 
al., 2015; Neri et al., 2004; Preston et al., 2008; Taira et al., 2000; Tsao et al., 2003; Verhoef 9 
et al., 2011). While disparity and disparity derived depth studies had originally been based on 10 
single cell cat or monkey neurophysiology, more recently neuronal substrates underlying 3D 11 
depth perception derived from binocular disparity has attracted much interest in human 12 
neuroimaging studies (see reviews Cumming and DeAngelis, 2001; Gonzalez and Perez, 13 
1998; Orban, 2011; Parker, 2007; Sakata et al., 2005; Welchman, 2016; Welchman and 14 
Kourtzi, 2013). 15 
Both monkey and human neuroimaging studies have provided important insight into 16 
the cortical landscape of neural responses to stimuli depicting 3D structure via binocular 17 
disparity. They demonstrate that 3D visual information is processed in both dorsal and ventral 18 
visual areas, but different information is processed in each stream (see a review, Goodale and 19 
Milner, 2018). It is suggested that the dorsal regions are strongly engaged by disparity-20 
defined depth information and involved in integrating signals to derive the 3D structure of 21 
viewed surfaces (Backus et al., 2001; Bridge and Parker, 2007; Cottereau et al., 2011; Durand 22 
et al., 2009; Goncalves et al., 2015; Minini et al., 2010; Naganuma et al., 2005; Preston et al., 23 
2008), whereas the ventral regions store representations of 3D scenes, object configurations 24 
and features (i.e. disparity-defined shape information) required for recognition and 25 
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categorization (Bridge and Parker, 2007; Chandrasekaran et al., 2007; Gilaie-Dotan et al., 1 
2002; Kourtzi and Kanwisher, 2001; Neri et al., 2004). 2 
The majority of the studies examining binocular stereopsis both in monkey and 3 
human neurophysiology have used random dot stereograms (RDSs: Julesz, 1971) 4 
representing disparity-defined depth/object/shape when viewed stereoscopically (Human: 5 
Backus et al., 2001; Ban and Welchman, 2015; Goncalves et al., 2015; Neri et al., 2004; 6 
Preston et al., 2008; Monkey: Cumming, 2002; Taira et al., 2000; Tsao et al., 2003; Verhoef 7 
et al., 2011). Since RDSs require the presence of binocular disparities, using these stimuli (or 8 
random line stereograms, e.g., Durand et al., 2007) make it challenging to distinguish among 9 
neural processes underlying disparity processing, the derivation of depth/3D shape and those 10 
that underlie the qualitative impression of stereopsis. Importantly, because standard 11 
(correlated) RDS stimuli generate simultaneously a perception of 3D structure and the 12 
qualitative impression of stereopsis, they pose a challenge to stimulus design aimed at 13 
dissociating the processes underlying the qualitative impression of stereopsis alone. In 14 
contrast, pictorial depth (binocular viewing of pictorial images) is a condition where 3D 15 
structure is generally perceived without an accompanying impression of stereopsis (see Fig.1; 16 
Vishwanath and Hibbard, 2013) and can therefore be contrasted to viewing conditions where 17 
the same image can be used to generate a perception of 3D structure and an impression of 18 
stereopsis (monocular aperture viewing). 19 
The suggestion that the qualitative impression of stereopsis might involve distinct 20 
processes leading to conscious awareness of the capacity for precision visually guided 21 
manipulation (e.g. Michotte, 1948) implicates higher-level cortical areas beyond the 22 
extrastriate cortex, particularly the parietal cortex. The dorsal visual pathway extends from 23 
the primary visual cortex in the occipital lobe to the parietal lobe, which is important in 24 
providing sensory input for movements (see reviews Anzai and DeAngelis, 2010; Freud et 25 
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al., 2016; Gallivan and Culham, 2015; Goodale and Milner, 2018; Tunik et al., 2007). 1 
Additionally, the parietal cortex is thought to support an extensive range of sensory and 2 
cognitive functions including spatial representation, multimodal integration, attentional 3 
control, motor planning, and working memory (see reviews, Behrmann et al., 2004; Buneo 4 
and Andersen, 2006; Culham and Kanwisher, 2001; Grefkes and Fink, 2005; Hubbard et al., 5 
2005; Kastner and Ungerleider, 2000; Merriam and Colby, 2005; Mesulam et al., 2005; 6 
Orban et al., 2006; Wagner et al., 2005; Yantis and Serences, 2003). Most importantly, 7 
accumulating evidence of human fMRI studies demonstrates that the human parietal cortex 8 
processes visual information in a form that supports the ability to manipulate objects both 9 
physically (Binkofski et al., 1998; Culham et al., 2003; Freud et al., 2018a; Shikata et al., 10 
2003; Snow et al., 2011) and mentally (Gauthier et al., 2002; Shikata et al., 2003).  11 
Non-human primate fMRI studies have consistently shown strong activity in the 12 
parietal cortex during 3D perception in the presence disparities (Durand et al., 2007; Joly et 13 
al., 2009; Rosenberg et al., 2013; Rosenberg and Angelaki, 2014; Taira et al., 2000; Tsao et 14 
al., 2003; Tsutsui et al., 2002; Van Dromme et al., 2016, 2015; Verhoef et al., 2015). 15 
However, only a few fMRI studies (e.g., Chandrasekaran et al., 2007; Durand et al., 2009; 16 
Georgieva et al., 2009; Minini et al., 2010; Tsao et al., 2003) have examined the processing 17 
of 3D shape from binocular disparity in parietal cortex in humans. Georgieva et al. (2009) 18 
found several intraparietal sulcus (IPS) regions (i.e. the dorsal IPS anterior (DIPSA), the 19 
dorsal IPS medial (DIPSM), the parieto-occipital IPS (POIPS) and ventral IPS (VIPS) 20 
regions) to be activated in the presence of binocular disparity defined depth structure. 21 
Interestingly, these regions had been previously shown to be involved in the perception of 3D 22 
shape from motion (Murray, 2003; Orban et al., 1999; Vanduffel et al., 2002), from texture 23 
(Georgieva et al., 2008; Shikata et al., 2001; Tsutsui et al., 2002) and shading (Taira et al., 24 
2001). Taken together, these findings show that significant processing for the derivation of 25 
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3D structure and its subsequent use for manual action occurs in the parietal cortex. While the 1 
original two visual streams hypothesis (Goodale and Milner, 1992; Milner and Goodale, 2 
2008) prioritised the ventral visual processing in conscious visual perception and dorsal 3 
stream in visuo-motor control, more recent evidence showing perceptually relevant 3D object 4 
representations in the dorsal stream (Durand et al., 2009; Freud et al., 2018b; for a review see 5 
Erlikhman et al., 2018) presents a more nuanced view of the original distinction, and suggests 6 
that the dorsal stream is also implicated in visual perception. 7 
Understanding the neural substrates that underlie the qualitative experience of 8 
stereopsis may provide indirect clues to the representation of 3D structure along the ventral 9 
and dorsal stream, particularly in the light of theoretical hypotheses linking the 10 
phenomenology of stereopsis with visuo-motor control. A critical step in this understanding 11 
is to distinguish areas in the visual stream that are activated when 3D structure is perceived in 12 
the presence of stereopsis, but not in the absence of stereopsis (i.e., the perception of pictorial 13 
depth; see Figure 1). One possibility is that the processing involved in the generation of 14 
absolute depth values required for manual action also underlie the qualitative impression of 15 
stereopsis. For example, discrimination of depth on the basis of reaching actions has been 16 
shown to be possible under monocular aperture viewing (condition that elicits the 17 
phenomenology of stereopsis) but not normal binocular viewing of pictorial images (Volcic 18 
et al., 2014). 19 
To this end, we sought to distinguish between neural processing for cases that 20 
generate only the perception of pictorial depth without stereopsis (binocular viewing of 21 
pictorial images; Fig 1) or generate an impression of depth with the quality of stereopsis 22 
(monocular aperture viewing; Fig.1), while excluding the potentially confounding role of 23 
binocular disparities. In order to do this we aimed to examine changes in oscillatory activity 24 
in our targeted frequency bands (alpha 8-13Hz & gamma 60-90 Hz) to non-stereoscopic 25 
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images of either 2D or 3D pictorial content under different viewing conditions (monocular, 1 
binocular, monocular aperture, binocular aperture). 2 
Recent studies have linked neural synchronization in distinct frequency bands with a 3 
range of cognitive and sensory functions (Buschman and Miller, 2007; Buzsaki and Draguhn, 4 
2004; Colgin et al., 2009; Fries, 2009; Jensen et al., 2014; Klimesch, 1999; Pfurtscheller et 5 
al., 1996; Pfurtscheller and Lopes da Silva, 1999; Singer and Gray, 1995). It is well known 6 
that low-frequency oscillations (i.e. alpha) are suppressed by sensory stimulation (Bauer et 7 
al., 2006; Pfurtscheller and Lopes da Silva, 1999), whereas high-frequency oscillations (i.e. 8 
gamma) are enhanced (Donner and Siegel, 2011; Hoogenboom et al., 2006). Lower 9 
frequency activity, typically alpha activity, has been suggested to reflect functional inhibition 10 
of neural processes by suppressing irrelevant incoming sensory signals (Bauer et al., 2014, 11 
2006; Haegens et al., 2011; Jensen and Mazaheri, 2010; Klimesch et al., 2007; Pfurtscheller 12 
and Lopes da Silva, 1999; Spaak et al., 2012; Thut and Miniussi, 2009). On the other hand, 13 
increase in the power of neural oscillations in the gamma frequency band is a key signature of 14 
information processing in cortical neural network subserving fundamental operations of 15 
cortical computation (Donner and Siegel, 2011; Fries, 2009; Muthukumaraswamy and Singh, 16 
2013). In addition, specifically with respect to visual processing, recent studies in the primate 17 
(Bastos et al., 2015; Mejias et al., 2016; Ni et al., 2016; Richter et al., 2017; van Kerkoerle et 18 
al., 2014) and human (Michalareas et al., 2016) have demonstrated that gamma oscillation is 19 
related with feedforward (bottom-up) processes, whereas alpha activities carried feedback 20 
(top-down) signals. The directionality of neural communications has started to explain the 21 
role of distinct neural oscillations in terms of feedforward (bottom-up) (ascending 22 
hierarchical levels) and feedback (top-down) (descending hierarchical levels) signal 23 
processing (Bastos et al., 2012; Buschman and Miller, 2007; Engel et al., 2001; Fries, 2015; 24 
Scheeringa et al., 2016; Wang, 2010). 25 
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This accumulating evidence consistently reveals that high- and low-frequency 1 
oscillations show different responses to afferent input reflecting distinct neural processes.  2 
We therefore focussed our analysis on broad power changes in high and low frequency 3 
domain in order to detect a dissociable neural signature of the experience of the stereopsis. 4 
Methodologically, we localized EEG oscillatory sources (beamformer techniques) in the 5 
visual and parietal cortex, and conducted time-frequency analysis to examine power change 6 
in alpha (8-13Hz) and gamma (60-90Hz) frequency in both regions. We anticipated that the 7 
dissociable neural activity associated with depth perception would be most likely identified in 8 
gamma frequency band based on previous literature that 3D processing is largely a stimulus 9 
driven bottom-up process (Cumming and DeAngelis, 2001; Gonzalez and Perez, 1998; 10 
Orban, 2011; Parker, 2007; Welchman, 2016; Welchman and Kourtzi, 2013). 11 
 12 
 13 
Methods 14 
Participant 15 
14 right-handed subjects (4 males, 10 females, age = 24.5±2.8), who were naive to the 16 
purposes of the experiment, took part in the study. All participants gave informed written 17 
consent. The experiment was reviewed and approved by the University Teaching and 18 
Research Ethics Committee in the School of Psychology and Neuroscience at the University 19 
of St Andrews. All procedures were conducted in accordance with the ethical guidelines of 20 
the University of St Andrews and the 1964 Declaration of Helsinki. Each participant 21 
participated in a single session lasting approximately two hours, including EEG setup. 22 
First, all participants were screened for their visual acuity. They were asked to read a 23 
Western Optical Standard Reading Card (Western Ophthalmics, Lynnwood, WA, USA) with 24 
either normal or corrected-to-normal vision if necessary, and visual acuity was deemed 25 
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sufficient if participants could clearly read text that subtended a visual angle of five inches at 1 
20 inches distance. Second, participants were screened for their binocular stereo-acuity. They 2 
completed a Randot Stereotest (Stereo Optical Co., Chicago, IL, USA), and binocular stereo-3 
acuity was deemed sufficient if participants could identify geometric forms at 500 and 250 4 
seconds of arc from 16 inches. One participant was excluded due to the inability to identify 5 
the geometric forms and was not tested further. The remaining participants were then 6 
assessed for their ability to experience monocular stereopsis when viewing a pictorial image 7 
though a reduction aperture (see Vishwanath and Hibbard, 2013). They successively viewed 8 
two natural photographs of 3D leaves or ferns (1920 x 1080 pixels) on an LCD monitor under 9 
binocular and monocular-aperture viewing. Participants were asked to indicate whether they 10 
perceived any difference in depth impression between the two viewing conditions, and if do 11 
they were asked to indicate in which one they perceived a more compelling impression of 12 
depth. Then, using a Likert-type questionnaire (Vishwanath and Hibbard, 2013) they were 13 
asked to agree or disagree with a set of statements regarding the perceptual differences they 14 
perceived. The ability to perceive monocular stereopsis was deemed sufficient if participants 15 
reported better qualitative experience under monocular aperture viewing and answered in the 16 
affirmative to the items consistent with phenomenal experience of stereopsis but not sham 17 
items in the likert questionnaire (Vishwanath and Hibbard, 2013). One participant, despite 18 
possessing normal binocular stereo-acuity, reported no difference in depth impression 19 
between the two viewing conditions, was excluded and not tested further. The inability to 20 
perceive monocular stereopsis of a single participant in this sample size (N=14) was expected 21 
and consistent with the previous research, which found that approximately 10% of 60 22 
participants could not perceive monocular stereopsis (Vishwanath and Hibbard, 2013). After 23 
the visual screening, twelve participants were tested in the main experiment. 24 
 25 
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Stimuli 1 
Stimuli consisted of a set of 16 3D and 16 2D geometric form greyscale images (see 2 
Figure 1a) for a total 32 images. 3D images were produced using the raytracing and 3 
modelling software POVray Version 3.7. Each 3D image had a black background and 4 
contained three hollow cubes – two in the foreground and one in the background – and a 5 
lattice frame that ran from the side of the image and ended approximately in the centre of the 6 
image. Variations between images were in the size, orientation, and position of the cubes; the 7 
orientation and number of horizontal and vertical bars in the lattice; and the position of the 8 
virtual light source. The 2D form images were constructed using PowerPoint 2013 such that 9 
the 2D shapes matched as closely as possible the size, location, spatial distribution, greyscale 10 
lightness values of component elements in the 3D version, but without containing any cues to 11 
pictorial depth, including interposition. 12 
 13 
Display Apparatus 14 
The stimuli were presented on a 17-inch CRT monitor (Sony CPD-200ES) operating 15 
with a resolution of 800 x 600 pixels and a refresh rate of 75Hz, controlled by a Pentium PC. 16 
Participants’ heads were stabilized using a chin rest at a viewing distance of 80cm. They 17 
wore a pair of specially designed black plastic spectacles into which card slides were inserted 18 
to create four different viewing conditions: binocular (B), monocular (M), binocular-aperture 19 
(BA), and monocular-aperture (MA) (see Figure 1b). Participants viewed with their dominant 20 
eye in any monocular conditions. The temples of the spectacles were designed to block the 21 
peripheral visual field (see Fig.S1). In the aperture conditions, participants viewed the stimuli 22 
through oval apertures (4 x 2mm, see Fig.S1), the centre of which were located 6mm above 23 
the nose bridge of the spectacles, to align approximately with the centre of the pupil, and 24 
approximately 15mm in front of participants’ eyes. Participants individually adjusted the 25 
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position of the aperture holder on their nose and the aperture slides horizontally until a 1 
fixation cross in the centre of the monitor was centred in the apertures, and the boundaries of 2 
the image were just occluded, such that most of the image was visible through the aperture 3 
(image was 12cm square). The resulting visual angle of the visible portion of the image was 4 
approximately 8 degrees. In the conditions without the aperture, the monitor frame was 5 
visible. Stimulus display was programmed with Experimental Run Time System (ERTS) 6 
software (Beringer, 1992). 7 
 8 
Data acquisition 9 
EEG data was acquired using a BIOSEMI Active-Two amplifier with 70 Ag/AgCl 10 
electrodes. Four electrodes of them were placed at the outer canthi of and below each eye to 11 
record electrooculography (EOG). The electrode layout followed the extended international 12 
10-20 system. The Common Mode Sense (CMS) and driven right leg (DRL) electrodes were 13 
utilized as an active noise cancellation system (http://www.biosemi.com/faq/cms&drl.htm for 14 
details). Data were recorded at a sampling rate of 256 Hz. 15 
 16 
Experimental Paradigm 17 
Visual detection task 18 
The experimental paradigm and the stimuli are illustrated in Figure 2. In order to 19 
maintain a uniform state of visual fixation and attention, the display of the images was 20 
combined with a visual detection task at fixation. Each trial started with the presentation of a 21 
white fixation dot (2 x 2mm) at 5mm below the centre of the monitor. After 1500ms, a 22 
geometrical form image (3D or 2D) appeared (the white fixation dot remained visible). 23 
800ms after the image onset, the white fixation dot changed colour to either orange or green. 24 
The subjects’ task was to indicate the colour the fixation dot had changed to. The participants 25 
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were instructed to respond with their index finger of each hand using two ERTS response 1 
keys, 15cm apart horizontally. Immediately following subjects’ response or after 4000ms if 2 
participants had not responded, the image of geometrical shapes disappeared, and the fixation 3 
dot changed colour back to white, and after 1500ms, the next image appeared. Responses 4 
faster than 150ms or slower than 1500ms relative to the colour change onset were excluded 5 
from analysis. The subjects were instructed to respond both quickly and accurately, and to 6 
fixate on a fixation dot, remaining as still as possible throughout the whole experiment. 7 
Assignment of the orange and green colour change to left and right button was 8 
counterbalanced across participants to control for effects of the response key positioning. 9 
There was an initial practice block of eight trials followed by eight experimental 10 
blocks of 64 trials each. For each block, 32 geometrical form images (sixteen 3D and sixteen 11 
2D images) were presented twice each in random order. For each of the four viewing 12 
conditions (M, B, MA, BA), there were two consecutive blocks, resulting in 64 trials for each 13 
3D and 2D form images under each viewing condition. 14 
The order of viewing conditions was randomised across participants using a Latin 15 
square design. At the end of each block, visual feedback was given about their mean reaction 16 
time (in ms to one decimal place, including the probe visual cue period of 800ms) and the 17 
number of errors they had made, as incentives to concentrate on the task). 18 
 19 
Stereopsis impression rating task 20 
After the completing the eight EEG recording blocks, participants remained in the 21 
identical position for a final visual depth impression rating task. Participants were asked to 22 
rate subjective strength of the stereopsis impression when viewing 3D form images under 23 
each viewing condition. To operationalise subjective impression, firstly participants were 24 
asked to self-define a rating scale of 1 to 5 (see Vishwanath and Hibbard, 2013). On this 25 
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scale, 1 was defined as the strength of stereopsis under binocular viewing of the 3D form 1 
image (no stereopsis), whereas 5 was defined as the strength of stereopsis under monocular 2 
aperture viewing (paradigmatic monocular stereopsis). Participants were allowed to view the 3 
image between these two viewing conditions as many times as they wished until they were 4 
confident that they had internalised the difference in subjective impression of depth at the two 5 
ends of the scale. Participants then viewed the same image under binocular aperture and 6 
monocular viewing conditions, and provided verbal ratings of the strength of stereopsis 7 
impression in relation to the self-defined scale of 1 to 5. This procedure was repeated for each 8 
four 3D images. 9 
 10 
Data analysis 11 
Behavioural data 12 
 Response Accuracy (% Correct) and Reaction Time (ms) were measured during the 13 
visual detection task. The RT was the time between the onset of the fixation colour change 14 
and key press (only correct trials were included in the RT analysis). Data were averaged 15 
across trials for each condition (4 Viewing x 2 Image dimension) for each subject. Both 16 
dependent variables were submitted to separate 2 type of vision (Monocular, Binocular) x 2 17 
aperture condition (Aperture, Non-aperture) x 2 image dimension (2D form, 3D form) 18 
repeated-measures ANOVA. In the event of a significant interaction effect, the Bonferroni 19 
method was used to adjust the p value of post hoc pairwise comparisons. 20 
 21 
EEG data 22 
We focused our analysis a-priori based on the previous literature, which suggested 23 
that depth representation processes would be a bottom-up feedforward processing occurring 24 
within the visual cortex and/or parietal cortex (Cumming and DeAngelis, 2001; Gonzalez and 25 
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Perez, 1998; Orban, 2011; Parker, 2007; Welchman, 2016; Welchman and Kourtzi, 2013). 1 
We defined activity associated with the derivation of depth or 3D form as those that could be 2 
isolated by subtracting brain responses to 2D form images from those to 3D form images 3 
(3D-2D contrast). Additionally, we hypothesised that responses in the 3D-2D contrast 4 
observed under monocular aperture viewing that were significantly different from other 5 
viewing conditions (Vishwanath and Hibbard, 2013) would constitute evidence of activity 6 
specifically associated with the impression of monocular stereopsis. We focussed on the 7 
analysis of alpha (8-13Hz) and gamma (60-90Hz) frequency ranges within the time window 8 
[0-800ms] in both visual and parietal cortex. We were particularly interested in any 9 
significant difference during the period before the onset of the fixation colour change [0-10 
800ms] in the high gamma band frequency range of 60 to 90Hz, which has been shown to be 11 
related with bottom-up feedforward processes (Bastos et al., 2012; Buschman and Miller, 12 
2007; Engel et al., 2001; Fries, 2015; Wang, 2010). 13 
Data analysis was conducted for only trials with correct responses with a trial number 14 
group mean (±standard error [SE]) of 500 ± 3.2 trials remaining (B-3D: 63 ± 0.5; B-2D: 63 ± 15 
0.4; M-3D: 63 ± 0.4; M-2D: 63 ± 0.3; BA-3D: 62 ± 0.5; BA-2D: 62 ± 0.7; MA-3D: 62 ± 0.8; 16 
MA-2D: 62 ± 0.7), excluding miss and error trials. Data were subsequently bandpass filtered 17 
(EEG: 1-120Hz) using a non-causal Hamming windowed sinc FIR filter (actual cutoff 18 
frequency of 0.5 and 120.5Hz at -6dB), re-referenced to average channel values, and then 19 
notch filtered (45-55Hz) using a non-causal Hamming windowed sinc FIR filter (actual cutoff 20 
frequency of 46 and 54Hz at -6dB) to remove line noise before been epoched into single-21 
trials from -1.5s to 1s relative to the onset of the geometric form image in each trial 22 
(EEGLAB, https://sccn.ucsd.edu/eeglab/). The epoched duration of single trials were 23 
determined to include sufficient baseline and primary interest of the probe visual cue period. 24 
The probe visual cue period (800ms) was believed to be long enough for the expected effects 25 
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of stereopsis processing to be observable in the EEG data, as based on the previous findings 1 
that depth perception is fully processed by around 250-300ms (Spang et al., 2012). In order to 2 
achieve cleaner EEG data, around 5-10% rejection rate was aimed at (Delorme et al., 2007). 3 
Applying amplitude threshold of ±500µV and applying improbability test with 5SD for single 4 
channels, noisy EEG trials and channels that were contaminated with large motion artefacts 5 
were detected and removed. This resulted in a group mean (±standard error [SE]) of 442 ± 6 
10.7 trials (86.2% ± 2.1 of the total) remaining (B-3D: 57 ± 1.2; B-2D: 57 ± 1.6; M-3D: 56 ± 7 
1.7; M-2D: 57 ± 1.8; BA-3D: 52 ± 3.2; BA-2D: 53 ± 3.3; MA-3D: 55 ± 1.5; MA-2D: 56 ± 8 
1.2) for further analysis. Independent component analysis of the EEG data (ICA, EEGLAB) 9 
was then used to remove eye-blinks/movements (Delorme et al., 2007; Delorme and Makeig, 10 
2004; Jung et al., 2000), with an average of 7 ICs (SE = 1) removed per subject, and data 11 
were re-referenced to an average of all non-noisy channels. 12 
Individual, 4-layer (scalp, skull, CSF, & brain) boundary element (BEM) head models 13 
were constructed from the MNI standard anatomical image using the Fieldtrip toolbox 14 
(http://www.ru.nl/neuroimaging/fieldtrip) (Oostenveld et al., 2011). A Linearly Constrained 15 
Minimum Variance (LCMV) beamformer (Robinson and Vrba, 1998; van Drongelen et al., 16 
1996; van Veen et al., 1997) was then employed to separately spatially localize changes in 17 
each subject’s alpha (8-13Hz) and gamma (60–90Hz) frequency oscillations (filtered using 18 
2nd order Butterworth filters) between 0s to 0.8s after the geometric image onset. For each 19 
subject and frequency band (alpha or gamma), source power during the active (0s to 0.8s) and 20 
passive (-0.5s to 0s) time windows, relative to the image onset, were calculated. 21 
Subsequently, pseudo T-statistic (T-statistic) maps were computed as the ratio of the 22 
difference in source power between the active and passive windows, divided by the sum of 23 
the noise power estimates inherent to the sensors during both active and passive windows 24 
(Hillebrand and Barnes, 2005; Robinson and Vrba, 1998). 25 
16 
 
The minimum peak Ŧ-statistic location of the alpha power event-related 1 
desynchronization (ERD) and maximum peak Ŧ-statistic location of the gamma power event-2 
related synchronization (ERS) in the visual and parietal cortex defined the sites of alpha and 3 
gamma virtual electrodes (VE). A beamformer estimate of the timecourse of neural activity 4 
was then extracted from these two VE locations within each visual and parietal cortex using 5 
the entire broadband (1–120 Hz) dataset (for more details, please refer to Brookes et al., 6 
2009, 2008, 2004). Time-frequency spectrograms of alpha and gamma VE data were 7 
calculated using a multitaper wavelet approach (Scheeringa et al., 2011). Windows of 0.4s 8 
duration were moved across the data in steps of 50ms, resulting in a frequency resolution of 9 
2.5Hz, and the use of seven tapers resulted in a spectral smoothing of ±10Hz. Using the mean 10 
of the passive window data as baseline the spectrograms were converted to display change in 11 
activity relative to baseline. 12 
Two-sided multiple sample-specific t-tests were used to examine significant 13 
differences in gamma ERS and alpha ERD between 3D vs. 2D form images under each 14 
viewing condition. Statistical inference was based on a non-parametric cluster-based 15 
permutation test (Fieldtrip). This test thresholded the time-frequency t-maps at a value of 16 
1.96 (corresponding to a two-sided t-test with an alpha level of 0.05), resulting in time-17 
frequency clusters. The t-values were summed per cluster and used as the test statistic (Maris, 18 
2012; Maris and Oostenveld, 2007; Nichols and Holmes, 2002). A randomization distribution 19 
of this test statistic was determined by randomly exchanging 1000 times, and the p-value was 20 
approximated by a Monte Carlo estimate. This was done for all possible permutations given 21 
the number of subjects, and for each randomization only the maximal test statistic was 22 
retained. An observed cluster was deemed significant if it fell outside the central 95% of this 23 
randomization distribution, corresponding to a two-sided random effect test with 5% false-24 
positives, corrected for the multiple comparisons across times and frequencies. The 25 
17 
 
significant spectral-temporal cluster masked the raw time-frequency representation 1 
difference. The permutation test has advantages over the Bonferroni correction for multiple 2 
comparisons, because the Bonferroni correction assumes that all measures are independent, 3 
an assumption that is too strong and weakens the power of the statistical test. In contrast, the 4 
permutation test considers the true dependency among all of the measures. 5 
 6 
Stereopsis rating 7 
Rating data consisted of ratings of strength of stereopsis impression on a self-defined 8 
scale from 1 (= binocular viewing) to 5 (= monocular aperture viewing) whilst viewing 3D 9 
images. Raw ratings were averaged across four images for each subject. Separate sample t-10 
tests were performed to compare binocular-aperture and monocular against monocular-11 
aperture (reference-point of five) and binocular-aperture and monocular against binocular 12 
(reference-point of one). Furthermore, one paired t-test was performed to compare the 13 
difference between the binocular-aperture and monocular conditions. In order to control for 14 
multiple comparisons, the Bonferroni method was used to adjust the p value for 5 pairwise 15 
comparisons. 16 
 17 
Results 18 
Stereopsis rating 19 
Based on the overall results averaged over all participants, the order in the perceived 20 
strength of stereopsis was Binocular (1), Monocular (1.4), Binocular Aperture (4.0) and 21 
Monocular aperture (5). The Binocular aperture conditions (4.0 ± 0.2) revealed significantly 22 
higher ratings than both Binocular and Monocular conditions (t(11) = 18.69, p <.05, t(11) = 23 
19.33, p <.05), but significantly lower ratings compared to monocular aperture viewing, t(11) 24 
= -6.23, p <.05. The monocular condition (1.4 ± 0.1) also had significantly lower ratings 25 
18 
 
compared to the monocular aperture viewing, t(11) = -27.59, p <.05.  The ordering of rating 1 
was consistent with those found previously in Vishwanath and Hibbard (2013), though in that 2 
study the rating difference between monocular aperture and binocular aperture were larger.  3 
There are some significant differences between studies. In the current study, participants did 4 
an absolute rating from memory, while in the previous study it was always a relative rating 5 
between pairs of conditions, and subjects viewed the reference condition every time before 6 
making a rating. Making an absolute judgement on a psychological scale from memory may 7 
be harder than making relative judgements. 8 
 9 
Behavioural data on the visual detection task 10 
Table 1 shows the mean RT and response accuracy data for each viewing and 11 
stimulus condition. For the response accuracy, there was a significant main effect of Aperture 12 
F(1, 11) = 6.77, p <. 05, ηp2 = .38, with a higher proportion of correct responses in the No-13 
Aperture condition (98.3% ± 0.4) than the Aperture condition (96.9% ± 0.9). No other effects 14 
reached significant levels, all ps > .05. 15 
For reaction time, there was a significant main effect of Type of vision, F(1, 11) = 16 
7.61, p <.05, ηp2 = .41, with responses to monocular viewing being slower (498.8ms ± 15.3) 17 
than to binocular viewing (464.7ms ± 16.0). There was also a main effect of Aperture, F(1, 18 
11) = 11.48, p <.05, ηp2 = .51, with responses to aperture viewing being slower (508.8ms ± 19 
18.8) than non-aperture viewing (454.7ms ± 13.7). There was a significant interaction 20 
between Type of vision and Image dimension, F(1, 11) = 13.25, p <.05, ηp2 = .55. No other 21 
effects reached significant levels, all ps > .05. 22 
 23 
EEG data 24 
Alpha virtual electrode locations (alpha VE) 25 
19 
 
Figure 3 shows the group average T-statistic map of changes in EEG alpha power 1 
during the active window (0-800ms after stimulus onset) compared to the passive window (-2 
500 - 0ms pre-stimulus fixation) for the 3D form condition for the visual cortex (left panels) 3 
and the parietal cortex (right panels). Corresponding T-statistic maps for the 2D form 4 
condition are shown in Supplementary figures S2. Decreases in alpha power (ERD, negative 5 
T values) were observed in large areas of the visual cortex under all conditions. We obtained 6 
alpha VE locations defined by the minimum power in the alpha frequency band (8-13Hz) for 7 
the contrast 3D-2D form image. The mean group alpha VE locations in the visual cortex was 8 
found: at [-20, -95, 5] mm [MNI:x,y,z] for monocular, at [5, -95, 5] for binocular, at [-20, -9 
75, 30] for monocular aperture, and at [5, -95, 5] for binocular aperture viewing (see Fig.3, 10 
crosshairs, left panels). Similarly, the mean group alpha VE locations in the parietal cortex 11 
was found: at [-20, -75, 45] mm [MNI:x,y,z] for monocular, at [-30, -45, 60] for binocular, at 12 
[-25, -50, 60] for monocular aperture, and at [-20, -50, 60] for binocular aperture viewing (see 13 
Fig.3, crosshairs, right panel). 14 
Figure 4 and 5 shows the group mean time-frequency spectrograms, representing the 15 
EEG power change for the 3D and 2D form images (left and right panels in each figure) as 16 
measured at visual cortex alpha VE locations (see Fig.4) and parietal cortex alpha VE 17 
locations (see Fig.5) respectively. During the active window (dotted boxes in panels), ERS of 18 
gamma band power (60-90Hz) and ERD of alpha (8-13Hz)/ beta (15-30Hz) band power is 19 
evident in each viewing condition. Comparison of these time frequency representations 20 
(TFRs) results for each condition with those from Hoogenboom et al. (2010, 2006) and 21 
Scheeringa et al. (2016, 2011) shows very similar overall pattern of gamma and alpha/beta 22 
responses within the visual cortex measured during visual stimulation. 23 
Figure 6 shows the difference in the visual cortex activity for 3D and 2D form images 24 
(3D>2D) at alpha VE locations for each viewing condition. After selecting the a-priori time 25 
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(0-0.8s) and frequency bands (alpha: 8-13Hz & high gamma: 60-90Hz) of interest, cluster-1 
based permutation tests revealed no significant difference between 3D and 2D form images 2 
for any of the viewing conditions for the alpha VE locations in the visual cortex (all p >.05). 3 
Figure 7 plots the difference in activity in the parietal cortex for 3D and 2D form images 4 
(3D>2D) at alpha VE locations under each viewing condition. Fig.7a shows the raw 5 
differences between the two types of images (3D>2D). Based on our a-priori time (0-0.8s) 6 
and frequency (alpha: 8-13Hz & high gamma: 60-90Hz) of interest, we conducted a cluster-7 
based permutation test. Fig.7b shows the significant spectral-temporal cluster of the 8 
significant sample-specific t-values (at the corrected alpha-level 0.05, two-sided) for alpha 9 
frequency (8-13Hz). Fig.7c shows the significant spectral-temporal cluster of the significant 10 
sample-specific t-values (at the corrected alpha-level 0.05, two-sided) for high gamma 11 
frequency (60-90Hz). The permutation tests revealed a significant difference in gamma ERS 12 
for the contrast 3D - 2D only under the monocular aperture viewing (panel in the 3rd row, 3rd 13 
column in Fig.7; p = .025). This indicates that during the interval from 0 to 0.8s, brain 14 
responses to 3D form images compared to 2D form images exhibit significantly stronger 15 
power in the gamma band (60-90Hz) in the parietal cortex VE locations only in the 16 
monocular aperture condition. 17 
 18 
Gamma virtual electrode locations (gamma VE) 19 
The group average T-statistic map of EEG power changes in gamma frequency band 20 
(60-90Hz) during the active window compared to the passive window are shown in 21 
supplementary Figure S3 and S4. Increases in gamma power (ERS, positive T values) were 22 
observed in the visual cortex under all conditions. We obtained gamma VE locations defined 23 
by the maximum power in the gamma frequency band (60-90Hz) for the contrast 3D-2D form 24 
image. The mean group gamma VE locations in the visual cortex was found: at [0, -90, 0] 25 
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mm [MNI:x,y,z] for monocular, at [-30, -85, 0] for binocular, at [-45, -70, 5] for monocular 1 
aperture, and at [5, -55, 10] for binocular aperture viewing (see Fig.S3, crosshairs). The mean 2 
group gamma VE locations in the parietal cortex was found: at [25, -60, 65] mm [MNI:x,y,z] 3 
for monocular, at [-50, -20, 35] for binocular, at [-45, -65, 40] for monocular aperture, and at 4 
[-55, -50, 45] for binocular aperture viewing (see Fig.S4, crosshairs). However, no significant 5 
differences in alpha or gamma band EEG activities for the 3D - 2D viewing contrast at either 6 
the visual or parietal gamma VE locations was found for the a-priori time (0-0.8s) and 7 
frequency (alpha: 8-13Hz & high gamma: 60-90Hz) of interest using the cluster-based 8 
permutation tests (all p > .05). Relevant plots of the EEG activity for the 3D and 2D form 9 
images (left and right panels in each figure) as measured at visual cortex gamma VE 10 
locations (see Fig.S5) and at parietal cortex gamma VE locations (see Fig.S6) for each 11 
viewing condition as well as differences in EEG activity between 3D and 2D (3D>2D) at the 12 
visual cortex gamma VE locations (left panels in Fig.S7) and at parietal cortex gamma VE 13 
locations (right panels in Fig.S7) are shown in Supplementary figures. 14 
 15 
Discussion 16 
In this study, we examined changes in broad neural activity in occipital and parietal 17 
cortex when two types of stimulus (2D vs. 3D form) were viewed under four different 18 
viewing conditions. Our aim was to determine if we could identify a dissociable neural 19 
signature in the specific stimulus-viewing condition (monocular aperture viewing) that 20 
generates the qualitative impression of stereopsis in the absence of binocular disparity (Ames, 21 
1925; Koenderink, 1998; Michotte, 1991, 1948; Schlosberg, 1941; Vishwanath and Hibbard, 22 
2013; da Vinci, cited in Wade et al., 2001; Wheatstone, 1838). Specifically we measured 23 
EEG activity when subjects viewed 3D and 2D form images under four different viewing 24 
conditions (Monocular, Binocular, Monocular Aperture, Binocular Aperture). The results of 25 
22 
 
the behavioural rating task confirmed that the most compelling qualitative impression of 1 
stereopsis was experienced for the 3D form images under the monocular aperture viewing 2 
condition, consistent with previous results (Vishwanath and Hibbard, 2013). We first 3 
determined virtual electrode locations for visual and parietal cortex derived from EEG alpha 4 
power decrease (alphaVE; see Fig.3 and Fig.S2) and gamma power increase (gamma VE; see 5 
Fig.S3 and Fig.S4) during the epoch of a priori interest (0-800ms after image onset). For 6 
these locations, we then subtracted EEG activity for 2D form images from 3D form images 7 
(3D > 2D) in gamma band (60-90Hz) and alpha band (8-13Hz) frequency domain. We found 8 
no statistically significant differences between 3D and 2D activity (3D > 2D) in the visual 9 
cortex in any of the viewing conditions (see results for visual cortex VE locations, Fig.6 and 10 
left panels in Fig.S7). The only statistically significant difference we found in EEG activity 11 
(3D > 2D) was in gamma (60-90Hz) event-related synchronization (ERS) at the alpha virtual 12 
electrode location in parietal cortex under the monocular aperture viewing (Fig.7c, panel in 13 
the 3rd row). However, we did not find any significant difference in gamma band activity for 14 
the parietal cortex gamma VE locations (see right panels in Fig.S7). Taken together, our 15 
results provide initial evidence suggestive of dissociable neural activity specifically linked to 16 
processes that underlie the phenomenological visual experience associated with stereopsis, as 17 
distinguished from disparity processing per se. 18 
 19 
Alpha vs gamma VE 20 
The significant difference in gamma synchronization between 3D and 2D images that 21 
we observed under monocular aperture viewing was obtained at the alpha band virtual 22 
electrode (VE) location. Alpha and gamma band activities are thought to reflect different but 23 
related processes (Buschman and Miller, 2007; Buzsaki and Draguhn, 2004; Colgin et al., 24 
2009; Fries, 2009; Jensen et al., 2014; Klimesch, 1999; Pfurtscheller et al., 1996; 25 
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Pfurtscheller and Lopes da Silva, 1999; Singer and Gray, 1995), and the alpha VE and 1 
gamma VE locations are typically co-located (Ball et al., 2008; Cheyne et al., 2008; Cheyne 2 
and Ferrari, 2013; Cheyne, 2013; Donner and Siegel, 2011; Hoogenboom et al., 2006; 3 
Muthukumaraswamy, 2013, 2010; Muthukumaraswamy and Singh, 2013; Scheeringa et al., 4 
2011; Uji et al., 2018). One question regarding our results might be why we found no 5 
significant effects of gamma ERS at the parietal gamma VE location itself. 6 
Gamma source localization is more susceptible to reduced signal-to-noise ratios 7 
(SNRs) due to suboptimal data processing than alpha source localization. While the alpha 8 
power change is sustained over longer periods of time and typically observable in EEG with 9 
robust SNR, gamma power change is more short lived and has low SNR in the EEG signal 10 
(Darvas et al., 2010; Miller et al., 2007). Our study design precluded recording a large 11 
number of trials within a workable experimental session duration, and thus we may not have 12 
achieved the same level of SNRs required for gamma band source localization that has been 13 
achieved in previous studies which typically record in excess of 100 trials per condition (Ball 14 
et al., 2008; Cheyne et al., 2008; Cheyne and Ferrari, 2013; Cheyne, 2013; Hoogenboom et 15 
al., 2006; Muthukumaraswamy, 2013, 2010; Muthukumaraswamy and Singh, 2013; 16 
Scheeringa et al., 2011; Uji et al., 2018); more trials leads to better SNRs (e.g., 120 trials 17 
using individual BEM head model, see details Uji et al., 2018). Furthermore, in this study, we 18 
used the MNI standard anatomical image and standard EEG electrode locations to construct 19 
the BEM head model estimating the neural activities in the brain instead of using individual 20 
anatomical brain images and digitizing the EEG electrodes locations (see Uji et al., 2018). 21 
The latter approach can improve source localization reliability and SNR (Brookes et al., 22 
2008; van Drongelen et al., 1996; van Veen et al., 1997; Wan et al., 2008). We are therefore 23 
more confident of the derived alpha VE locations particularly because previous studies that 24 
have had better SNRs (number of trials) and/or use of individual anatomical brain images 25 
24 
 
indicate that alpha and gamma VE locations are spatially co-located (Ball et al., 2008; 1 
Cheyne et al., 2008; Cheyne and Ferrari, 2013; Cheyne, 2013; Donner and Siegel, 2011; 2 
Hoogenboom et al., 2006; Muthukumaraswamy, 2013, 2010; Muthukumaraswamy and 3 
Singh, 2013; Scheeringa et al., 2011; Uji et al., 2018). 4 
 5 
Location of VEs in comparison to previous studies 6 
The alpha virtual electrode location where we found the significant difference in 7 
activity was at [-25, -50, 60] mm [MNI:x,y,z] in the parietal cortex. Previous neuroimaging 8 
studies on depth from binocular disparity under stimulus conditions generating binocular 9 
stereopsis have implicated the parietal cortex (Chandrasekaran et al., 2007; Durand et al., 10 
2009; Georgieva et al., 2009; Minini et al., 2010; Tsao et al., 2003). Specifically, Durand et 11 
al. (2009) demonstrated that human anterior intraparietal sulcus (IPS) (Dorsal IPS medial at [-12 
22, -62, 56] mm [MNI:x,y,z]; dorsal IPS anterior at [-30, -50, 64] mm ) was activated when 13 
processing the 3D structure, whereas the posterior IPS at [-24, -82, 32] mm was activated 14 
when processing location in 3D space. Although EEG has lower spatial resolution than fMRI 15 
(Bandettini, 2009; Buzsáki et al., 2012; Cohen, 2017; Sejnowski et al., 2014), it is interesting 16 
that the alpha virtual electrode (VE) location in the parietal cortex we found was located at [-17 
25, -50, 60] mm in the posterior parietal cortex close to anterior IPS. This is also consistent 18 
with the recent finding of differential anterior IPS activation during the viewing phase of 19 
visually guided grasping before the movement execution comparing real vs. pictured objects 20 
(Freud et al., 2018a). They suggested that the “realness” of the target object differentiated the 21 
anterior IPS activation. Although they did not detail what visual attributes, cues or visual 22 
processing they take to constitute realism, the findings do provide support for our 23 
interpretation. Our working assumption, based on data on perceptual phenomenology of 3D 24 
perception, is that the key phenomenological characteristics of object solidity/tangibility and 25 
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the sense of immersive negative space that are characteristic of stereopsis is what primarily 1 
underlies the overall visual sensation of realness associated with real and stereoscopic scenes 2 
(Vishwanath, 2014). 3 
 4 
Parietal vs. extrastriate regions in generating stereopsis 5 
Accumulating evidence from neuroimaging studies on binocular disparity have 6 
demonstrated that the 3D information is processed in the dorsal stream extending beyond the 7 
primary visual cortex to the parietal cortex (Chandrasekaran et al., 2007; Durand et al., 2009; 8 
Georgieva et al., 2009; Minini et al., 2010; Tsao et al., 2003). In our study, the monocular 9 
aperture viewing of pictorial images did not need to integrate disparity or motion defined 10 
depth signals, such that the relative activation of dorsal extrastriate regions implicated in 11 
disparity or motion processing (i.e. V3A, V3B/KO, MT and V7) might not have shown 12 
heightened activity. Our data do not necessarily imply that dorsal extrastriate regions in the 13 
visual cortex (i.e. V3A, V3B/KO, MT and V7) are not involved in processing of 14 
representation that underlie the qualitative impression of stereopsis. EEG source localizations 15 
still have significant limitations in spatial resolution as compared to fMRI (Brookes et al., 16 
2008; Gross, 2016; Wan et al., 2008), and precise and optimal EEG source localization is 17 
likely to be difficult in the visual cortex, which has more complicated structure and layers, 18 
and required use of retinotopic mapping in fMRI (Backus et al., 2001; Bridge and Parker, 19 
2007; Cottereau et al., 2011; Durand et al., 2009; Goncalves et al., 2015; Minini et al., 2010; 20 
Preston et al., 2008). However, despite the limitations of the fairly board approach we 21 
employed to detect a dissociable neural signature of monocular stereopsis, our data of 22 
significant gamma ERS within the parietal cortex for the monocular aperture condition, taken 23 
together with recent evidence for processes in anterior IPS in the parietal cortex for real vs. 24 
pictured objects (Freud et al., 2018a), provide converging evidence that the visual 25 
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impressions associated with stereopsis are likely associated with visual encoding in later 1 
stages of processing in the dorsal stream. 2 
 3 
Potential Confounds of viewing and stimulus conditions 4 
We focussed on contrasts between 3D and 2D form images for the four viewing 5 
conditions in order to eliminate several possible confounding factors that could have 6 
interacted with the presence of the qualitative impression of stereopsis. For example, our 7 
result cannot be attributed to either lack of binocularity or the presence of the aperture in the 8 
monocular aperture condition (MA) because (1) other conditions in which there was no  9 
disparity (monocular viewing without aperture) or where there was an aperture (Binocular 10 
Aperture viewing) did not generate the same effect. Moreover, the results for each viewing 11 
condition was obtained by subtracting activity between stimulus conditions (3D and 2D) for 12 
which all aspects other than the depicted 3D structure (such as disparity content, field of 13 
view, presence of aperture) was the same. This argues against the interpretation that the 14 
significant difference in gamma power in the 3D-2D contrast for the MA viewing condition 15 
was due to a generic idiosyncratic variable (e.g., field of view, disparity content) of 16 
monocular-aperture viewing independent of image content. Any such generic effect would be 17 
present for both the 3D and 2D stimulus conditions and would effectively be subtracted out in 18 
the contrast. Moreover the effect cannot be ascribed to generic differences in the image 19 
content (e.g., orientation content, differences in local luminance distributions) of the two 20 
stimulus types (3D, 2D) since any low-level differences between these two stimulus types did 21 
not yield similar differential effects in gamma activity for viewing conditions other than MA 22 
viewing. Also, such low-level effects would most likely reveal differences in neural activity 23 
in visual rather than parietal cortex (Cumming and DeAngelis, 2001; Gonzalez and Perez, 24 
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1998; Orban, 2011; Parker, 2007; Sakata et al., 2005; Welchman, 2016; Welchman and 1 
Kourtzi, 2013). 2 
 3 
Behavioural data, motor preparation and attention 4 
The aperture conditions (monocular and binocular) showed a small but statistically 5 
significant decrease in detection accuracy compared to the no-aperture conditions. We also 6 
found that reaction times were slightly faster for the binocular condition compared to the 7 
monocular conditions overall, and the presence of the aperture caused small increase in 8 
reaction time. These could have arisen due to the limited visual field of the aperture and the 9 
lack of stimulus additivity in the monocular as opposed to the binocular condition. However, 10 
the results we obtained from the stimulus contrast in parietal cortex cannot plausibly be 11 
attributed to differences in task performance under monocular aperture viewing, as any 12 
behavioural effects specific to detection due to generic visual properties of viewing 13 
monocularly through an aperture should have affected the 3D and 2D condition equally, and 14 
therefore be subtracted out in the contrast. Although there was a small difference in RT 15 
between the 3D and 2D form images under monocular aperture viewing, this difference was 16 
not significant [mean RTs (± SE) for MA-3D (524.0ms ± 19.5) and MA-2D (538.0ms ± 17 
17.4)]. Moreover, previous studies examining Monkey V4 (Schoffelen et al., 2005), human 18 
visual (Hoogenboom et al., 2010) and motor cortex (Womelsdorf et al., 2006) consistently 19 
show that stronger gamma-band activity predicted shorter behavioural response times, which 20 
is opposite to the potential interpretation that the increase in gamma power that we found in 21 
the parietal VE was due to the insignificanty longer behavioural response times in the MA-22 
3D condition.    23 
The higher gamma ERS observed in the parietal cortex VE location under the 24 
monocular aperture viewing could not be plausibly related with preparation for the movement 25 
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execution as such preparation should have been common to all conditions and would have 1 
been subtracted out in the contrasts (3D-2D). Like us, Freud et al. (2018), who also found 2 
greater activation in anterior IPS during the planning phase of visually guided grasping of 3 
real vs. pictured objects before the movement execution, attribute the activity to the visual 4 
perception during response preparation, rather than the response preparation itself. 5 
Could the results be attributed to differential attentional state either due to generic 6 
differences in viewing condition or stimulus content? This is unlikely. First, we controlled 7 
allocation of attention across all stimulus and viewing condition by utilizing a detection task 8 
that required constant monitoring of a small visual point for the full duration of the time of 9 
EEG data analysis. Second, any differences arising from viewing conditions (e.g. presence of 10 
the aperture) should be the same for the 3D and 2D form condition and therefore in effect 11 
subtracted out in our contrasts. 12 
 13 
Conclusion 14 
This study is the first to our knowledge to examine whether there is dissociable neural 15 
activity linked to the qualitative impression of stereopsis (solidity, tangibility, negative space 16 
and realness) that is not confounded with activity underlying disparity processing or the 17 
perception of pictorial 3D form and depth relations. We utilised a fairly broad approach by 18 
analysing gross neural activity as measured via EEG oscillatory responses in the alpha and 19 
gamma domain. Our results provide the first glimpse that such distinct activity may indeed 20 
exist and that it is likely localized to parietal regions processing visuo-motor transformations. 21 
This would be consistent with claims that the visual impression of stereopsis is associated 22 
with the conscious awareness of the capacity to manipulate 3D objects (Michotte, 1948). Our 23 
results are consistent with other recent work in fMRI that has also implicated regions of the 24 
parietal cortex in differentiating visual perception guiding movements to either real or 25 
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pictured objects (Freud et al., 2018a). Future research will need to provide further 1 
confirmatory evidence and determine if the representation and processes that bring about the 2 
experience of stereopsis and realness are the same regardless of the source of the depth signal 3 
(binocular disparity, motion parallax or pictorial cues) and also identify the specific stage of 4 
transformation of visual information that underlies this central phenomenological aspect of 5 
human 3D space perception. 6 
 7 
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Table 1. Mean reaction times (RT) in ms and response accuracy (% Correct). SEs are 1 
presented in parentheses. 2 
 RT   Accuracy 
 No Aperture Aperture  No Aperture Aperture 
Monocular 3D 461.2 (16.8) 524.0 (19.5)  98.8 (0.5) 96.4 (1.2) 
Monocular 2D 471.9 (15.2) 538.0 (17.4)  98.4 (0.5) 96.6 (1.1) 
Binocular 3D 441.4 (12.8) 489.9 (22.9)  98.2 (0.8) 97.5 (0.7) 
Binocular 2D 444.1 (13.3) 483.4 (23.0)  97.9 (0.6) 97.0 (1.1) 
 3 
  4 
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 1 
Figure 1. a) Examples of 3D (Left) and 2D (Right) geometric form images. b) Schematic 2 
representations of four different viewing conditions (Binocular, Monocular, Binocular 3 
Aperture, Monocular Aperture). 4 
 5 
 6 
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 1 
Figure 2. Timeline of stimulus presentation and fixation detection task (see text for details). 2 
 3 
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 1 
Figure 3. Group average (N=12) T-statistic beamformer maps showing regions exhibiting 2 
power decreases in alpha frequency (8-13Hz) during the active window (0-0.8s) as compared 3 
with the passive window (-0.5-0s) while viewing 3D form images under 4 different viewing 4 
conditions (M: Monocular; B: Binocular; MA: Monocular Aperture; BA: Binocular 5 
Aperture). Beamformer maps for 2D form images are in supplementary figures S2. The 6 
crosshairs represent the group average alpha VE locations within the visual cortex (left 7 
panels) and parietal cortex (right panels) for each viewing condition as determined by the 8 
minimum peak power location of 3D-2D T-statistic beamformer maps. 9 
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 1 
Figure 4. Group mean (N=12) time-frequency spectrograms demonstrating changes in the 2 
EEG signal power in alpha ERD VE locations within the visual cortex relative to the passive 3 
window (-0.5 to 0s). Time is displayed relative to the initial stimulus onset. Open dashed 4 
rectangles represent the a-priori time (0-0.8s) and frequency (alpha: 8-13Hz & high gamma: 5 
60-90Hz) of interest for our analysis. Spectrograms were calculated with frequency resolution 6 
of 2.5Hz with spectral smoothing of ±10Hz. Colour bars denote the relative change in power 7 
from the average power during the passive window period (baseline measure) of the passive 8 
window for each frequency.  9 
 10 
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 1 
Figure 5. Group mean (N=12) time-frequency spectrograms demonstrating changes in the 2 
EEG signal power in alpha ERD VE locations within the parietal cortex relative to the 3 
passive window (-0.5 to 0s). Time is displayed relative to the initial stimulus onset. 4 
Spectrograms were calculated with frequency resolution of 2.5Hz with spectral smoothing of 5 
±10Hz. Colour bars denote the relative change in power from the average power during the 6 
passive window period (baseline measure) of the passive window for each frequency. Open 7 
dashed rectangles represent our analysis a-priori interest of time (0-0.8s) and frequency 8 
(alpha: 8-13Hz & high gamma: 60-90Hz). 9 
 10 
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 1 
Figure 6. The difference between the time-frequency representations (TFRs) for 3D and 2D 2 
form images for alpha VEs in the visual cortex. Simple difference between the two TFRs. 3 
Open dashed rectangles represent the a-priori time (0-0.8s) and frequency (alpha: 8-13Hz & 4 
high gamma: 60-90Hz) region of interest for our analysis. 5 
 6 
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 1 
Figure 7. The difference between the time-frequency representations (TFRs) for 3D and 2D 2 
form images for alpha VEs in the parietal cortex. (a) Simple difference between the two 3 
TFRs. Open dashed rectangles represent the a-priori time (0-0.8s) and frequency (alpha: 8-4 
13Hz & high gamma: 60-90Hz) region of interest for our analysis. (b) Significant spectral-5 
temporal cluster of the significant sample-specific t-values (at the corrected alpha-level 0.05, 6 
two-sided) within a-priori interest of time (0-0.8s) and alpha frequency (8-13Hz). (c) 7 
Significant spectral-temporal cluster of the significant sample-specific t-values (at the 8 
corrected alpha-level 0.05, two-sided) within a-priori interest of time (0-0.8s) and high 9 
gamma frequency (60-90Hz).   10 
57 
 
  1 
58 
 
Supplementary Materials 1 
 2 
Figure S1. Plastic spectacles worn by participants during the experiment. The spectacles 3 
were placed over the EEG cap and over spectacles for corrected-to-normal vision. The 4 
temples tapered in thickness, reducing the peripheral visual field. Cardboard slides were 5 
inserted to create monocular and aperture viewing-conditions. 6 
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 1 
Figure S2  Group average (N=12) T-statistic beamformer maps showing regions exhibiting 2 
power decreases in alpha frequency (8-13Hz) during the active window (0-0.8s) as compared 3 
with the passive window (-0.5-0s) while viewing 2D form images under 4 different viewing 4 
conditions (M: Monocular; B: Binocular; MA: Monocular Aperture; BA: Binocular 5 
Aperture). The crosshairs represent the group average alpha VE locations within the visual 6 
cortex (left) and parietal cortex (right) for each viewing condition as determined by the 7 
minimum peak power location of 3D-2D T-statistic beamformer maps.  8 
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 1 
Figure S3. Group average (N=12) T-statistic beamformer maps showing regions exhibiting 2 
power increases in gamma frequency (60-90Hz) during the active window (0-0.8s) as 3 
compared with the passive window (-0.5-0s) while viewing either 3D form (left column) or 4 
2D form images (right column) under 4 different viewing conditions (M: Monocular; B: 5 
Binocular; MA: Monocular Aperture; BA: Binocular Aperture). The crosshairs represent the 6 
group average gamma VE locations within the visual cortex for each viewing condition as 7 
determined by the maximum peak power location of 3D-2D T-statistic beamformer maps. 8 
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 1 
Figure S4. Group average (N=12) T-statistic beamformer maps showing regions exhibiting 2 
power increases in gamma frequency (60-90Hz) during the active window (0-0.8s) as 3 
compared with the passive window (-0.5-0s) while viewing either 3D form (left column) or 4 
2D form images (right column) under 4 different viewing conditions (M: Monocular; B: 5 
Binocular; MA: Monocular Aperture; BA: Binocular Aperture). The crosshairs represent the 6 
group average gamma VE locations within the parietal cortex for each viewing condition as 7 
determined by the maximum peak power location of 3D-2D T-statistic beamformer maps. 8 
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 1 
Figure S5. Group mean (N=12) time-frequency spectrograms demonstrating changes in the 2 
EEG signal power in gamma ERS VE locations within the visual cortex relative to the 3 
passive window (-0.5 to 0s). Time is displayed relative to the initial stimulus onset. 4 
Spectrograms were calculated with frequency resolution of 2.5Hz with spectral smoothing of 5 
±10Hz. Colour bars denote the relative change in power from the average power during the 6 
passive window period (baseline measure) of the passive window for each frequency. Open 7 
dashed rectangles represent our analysis a-priori interest of time (0-0.8s) and frequency 8 
(alpha: 8-13Hz & high gamma: 60-90Hz). 9 
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 1 
Figure S6. Group mean (N=12) time-frequency spectrograms demonstrating changes in the 2 
EEG signal power in gamma ERS VE locations within the parietal cortex relative to the 3 
passive window (-0.5 to 0s). Time is displayed relative to the initial stimulus onset. 4 
Spectrograms were calculated with frequency resolution of 2.5Hz with spectral smoothing of 5 
±10Hz. Colour bars denote the relative change in power from the average power during the 6 
passive window period (baseline measure) of the passive window for each frequency. Open 7 
dashed rectangles represent our analysis a-priori interest of time (0-0.8s) and frequency 8 
(alpha: 8-13Hz & high gamma: 60-90Hz). 9 
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 1 
Figure S7. The difference between the time-frequency representations (TFRs) for 3D and 2D 2 
form images for gamma VEs in the visual cortex (a) and parietal cortex (b). Open dashed 3 
rectangles represent our analysis a-priori interest of time (0-0.8s) and frequency (alpha: 8-4 
13Hz & high gamma: 60-90Hz). 5 
