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Structural time series models, formulated as linear Gaussian state space models, and 
ARIMA models are considered for modelling Limnothrissa miodon, or Kapenta fish, 
catch data from Lake Kariba, Zimbabwe. Having considered the advantages and 
disadvantages of both methodologies, structural time series models are chosen for 
modelling.  The theory of defining, estimating and checking linear Gaussian state space 
models, and specifically structural time series models, is discussed in this thesis. The data 
to be modelled is daily Kapenta catch per unit effort (CPUE) data for basin 5 of Lake 
Kariba, over the period I January 1986 to 31 December 2003. Structural time series 
models separately model trend, cyclical, seasonal and regression components, and unlike 
ARIMA models do not need to be rendered stationary prior to modelling. Problems were 
experienced modelling daily CPUE, and this was attributed to the high sampling 
frequency and large variance within the data. After summing daily data into weekly data, 
models explaining more of the variation within the CPUE data were produced. Local 
linear trend models, a random walk type model, best describes the trend component of 
weekly CPUE, indicating no significant upward or downward movement in CPUE over 
the period investigated. Additionally, significant elements in modelling weekly CPUE 
data include yearly and monthly cyclical components. The yearly cyclical component is 
attributed to the movement of Kapenta fish in and out of open waters over the winter and 
summer months respectively for breeding purposes. The monthly cyclical component is 
attributed to the effect of moonlight (moon cycle= 29.53 days) on the efficacy of 
attraction lights used for Kapenta fishing, which takes place in the evenings. The effects 
of temperature, precipitation, lake level and cloud cover were also investigated, but only 
temperature showed to be significant in explaining additional variation in weekly CPUE. 
Unknown model parameters can be estimated using maximum likelihood or Bayesian 
analysis, both methods of which were used in this thesis, and generate the same parameter 
estimates. Basins 1 to 4 of Lake Kariba are considered in the multivariate extension of the 
univariate model developed for basin 5. The multivariate model provides a unified 
approach to modelling all the basins of Lake Kariba, and it is seen that factors affecting 
CPUE for basin 5 affect CPUE for other basins in Lake Kariba as well. Implementation of 
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1.1 General Overview 
 
Kapenta (Limnothrissa miodon), a small sardine-type fish, was introduced from 
Lake Tanganyika into Lake Kariba between 1967 and 1969, and it now supports a 
large and viable fishery for Zimbabwe and Zambia who share the lake. The 
objective of this thesis is to understand long-term trends, seasonal and cyclical 
components, and external factors such as cloud cover, water level, temperature 
and rainfall, which influence Kapenta catch over the period 1 January 1986 to 31 
December 2003.  
 
A recent paper by Ndebele-Murisa et al. (2011) investigated how the Kapenta 
stocks of Lake Kariba are affected by changing climatic and hydrological 
variables. Catch data were used as a proxy for fish stock. Graphical and regression 
analyses were used to ascertain any trends in climatic variables, hydrological 
variables and catch data. Linear regressions were also performed to view any 
existing relationships between these environmental factors and catch data. Results 
showed that changes in climatic variables were apparent, and that these changes 
were affecting the fish stocks of Lake Kariba. The vast data set, consisting of 
Kapenta catch and climatic variable data in the area, was mainly collected by the 
Lake Kariba Fisheries Research Station, Zimbabwe Meteorological Services, 
Kariba Weather Station and Zambezi River Authority, all of which are collected 
for research purposes. This dataset was made available for the purposes of this 
! "!
thesis and inspired an idea to perform a more thorough time series analysis on the 
catch data.  This dataset contains daily Kapenta catch (in kg’s) per vessel. These 
values are summed across the vessels to produce one catch value per day. 
Problems were however experienced in modelling daily Kapenta catch, and daily 
values were summed to produce weekly values. Modelling weekly Kapenta catch 
produced stronger models, and resolved problems experienced using daily data.  
 
Autoregressive integrated moving average (ARIMA) models and structural time-
series models, which can be formulated as state space models, are both 
appropriate procedures for modelling time series data. The theory, advantages and 
disadvantages of these methods are investigated and the most appropriate 
methodology is selected for performing the time series analysis on Kapenta catch 
data. 
 
The traditional method of time series modelling is based on the Box-Jenkins 
methodology of identifying an autoregressive integrated moving average 
(ARIMA) model by differencing to obtain a stationary series, then using tools 
such as the sample autocorrelation function, to select the order of the 
autoregressive and moving average parts. However, major objections regarding 
these models and their selection methodology have been noted (Harvey, 1997) to 
the ARIMA approach in recent years.  ARIMA models and the concerns regarding 
these models will be discussed in greater detail in Chapter 2 (§2.2 and §2.3). 
Another methodology to modelling time series data involves structural time series 
models. These are formulated as linear Gaussian state space models and are set up 
in terms of components, such as trend, seasonal and cyclical components, that 
have direct interpretation. It is also possible to include explanatory variables into 
these models. These models can be made more flexible by allowing components 
to be dynamically included, through modelling these components stochastically.  
Structural time series models avoid having to decide on a degree of integration, as 
the data does not need to be stationary prior to the model building process 
(Harvey, 1997). A single model that describes trend, seasonal and variance 
aspects simultaneously is thus constructed. Structural time series models are 
discussed in greater detail in Chapter 2 (§2.4 and §2.5) of this thesis, where the 
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advantages and disadvantages of these models are compared to those of the 
ARIMA models and methodology. 
 
1.2     Overview of Kapenta Fishing in Lake Kariba 
 
Papers by Madamombe (2002) and Kolding, Musando & Songore (2003) describe 
Lake Kariba and the Kapenta fishing industry. This lake (length: 277 km; area: 
5364 km2; volume: 160 km3; mean depth: 29m; max. depth: 120m) is located on 
the Zambezi River between latitudes 16°28' to 18°04'S and longitudes 26°42' to 
29°03'E. It was the largest man-made reservoir in the world at the time of 
construction, and is today the second largest reservoir in Africa by volume. The 
construction of the Kariba dam wall occurred between 1955 and 1959. The 
catchment area covers 663 817km2 extending over parts of Angola, Zambia, 
Namibia, Botswana and Zimbabwe. The lake is naturally divided into 5 basins and 
is almost equally shared by the two countries Zambia and Zimbabwe; as shown 




Figure 1.1. Map of Lake Kariba showing the five natural basins (B1 to B5), the international 
boundary between Zambia and Zimbabwe, as well as Kariba town situated in Zimbabwe. Kolding, 
Musando & Songore (2003)    
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According to Madamombe (2002), the primary objective for constructing the lake 
was for harnessing water for hydroelectricity supplied to mines in Zambia and for 
supporting the emerging agricultural and industrial sectors in Zambia. Between 
1967 and 1969, Kapenta fish (Limnothrissa miodon) were introduced into Lake 
Kariba from Lake Tanganyika. This was due to the fact that a study by Jackson 
(1961) predicted that pelagic habitat of Lake Kariba would remain non-colonised 
since the species present in the Zambezi river had evolved in a riverine habitat and 
would only inhabit the shallow littoral zones. The introduction was a success and 
the Kapenta fishing industry has now turned into a million dollar industry, with 
between 20-30 000 tons landed annually. The Kapenta fishing industry is alone 
responsible for most of the infrastructural development that has occurred on the 
Zimbabwean shoreline, according to Bourdillon et al. (1985). The fisheries on the 
Zimbabwean and Zambian side of the lake undergo different management 
regimes, and the Zimbabwean side is, compared to the Zambian, more regulated 
and enforced, resulting in a fishing pressure and fishing pattern which has not 
changed much over time and where fish stocks are only moderately exploited 
(Kolding et al., 2003).  
 
Lake Kariba experiences its summer months from September to March, with 
October known as the hottest month of the year. Temperatures are known to 
average 40°C in the day over the summer months. The rainy or wet season occurs 
between late November and April, and winter spans from April to September, still 
averaging a hot 25°C in the day (Madamombe, 2002). Kapenta fishing takes place 
in the evenings with lift nets from pontoons and light attractions. In summer 
months, Kapenta fish move inshore to protected bays to breed, and fish catches 
are low. In the winter months they move back into the open waters. Kapenta feed 
primarily on phytoplankton. According to Ndebele-Murisa et al. (2011), 
phytoplankton depends on sufficient rainfall, and similarly lake levels, to 
replenish the lake with nutrients necessary for it’s biomass and production. 
Phytoplankton is situated in the upper layers of the lake and responds adversely to 
increased water temperatures, as higher temperatures drive more stable 
stratification and nutrients become locked up in the bottom layer of the lake. This 
adversely affects the phytoplankton in the upper layer of the lake, and this 
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decrease affects fish stocks. Additionally, higher temperatures increase 
evaporation rates, adversely affecting water and nutrient levels.  
 
In addition to identifying long-term trends, seasonal and cyclical components, 
relationships between Kapenta catches and explanatory variables, temperature, 
water level and precipitation, are investigated. This thesis will also investigate the 
effect of moonlight on Kapenta catch, as clear monthly cycles are observed in the 
exploratory data analysis (§4.3).  Papers such as Horky et al. (2006) have noted 
moonlight to have an effect on the behaviour of fish. Moonlight is specifically 
investigated in this thesis due to the fact that Kapenta fishing takes place in the 
evenings with light attractions; it is hypothesized that over full moon, when the 
moon emits most light, the efficacy of the light attractions may be diminished. By 
contrast, when it is new moon, the efficacy of the light attractions may be 
enhanced, allowing for greater catch. For similar reasons, the effect of cloud cover 
over the evenings on Kapenta catch is also investigated. With vast cloud cover in 
the evenings, light emitted from the moon is diminished and may enhance the 
efficacy of light attractions. 
 
The paper by Ndebele-Murisa et al. (2011) noted that climatic and hydrological 
factors (rainfall, lake level, minimum temperature, maximum temperature and 
evaporation rates) could explain the variation in Kapenta catch, where Kapenta 
catch was concluded to be decreasing. The paper concluded that lake level was the 
most significant factor considered in explaining Kapenta catch, followed by 
maximum temperature, evaporation then rainfall. However, since water levels are 
largely influenced by other climatic variables, it was concluded that both climatic 
variables (particularly maximum temperature) and nutrients, which are influenced 
by water levels, are the main determinants driving Kapenta production. 
Additionally this study shows that overall, the declines in Kapenta catch observed 
from 1974 to 2008, are unprecedented since the last two long-term studies. Papers 
by Marshall (1982 and 1988), Mtaba (1987), Karenge and Harding (1995), 
Magadza (1996) and Chifamba (2000) all show that there is a relationship 
between climate, hydrological factors and Kapenta catches. Chifamba (2000) 
found maximum temperature to be the best predictor of catch; as temperature 
around Kariba increases, fish production is adversely affected. Papers such as 
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Marshall (1982) and Magadza (1996) show the importance of hydrological 
factors, such as rainfall and water level, on catch. Magadza (1980) shows that the 
spatial distribution of fish is associated with areas of river inflow, and Marshall 
(1982) concluded that nutrient influxes caused by river inflow and water levels are 
followed by peaks in fish production. By contrast, Karenge and Kolding (1995) 
showed that no relationship between catch and absolute water levels is seen to 
exist, even during periods of droughts. 
 
The objective of the paper by Ndebele-Murisa et al. (2011) was to determine how 
changes in climatic variables affect Kapenta fish stocks in Lake Kariba. This 
thesis intends to undertake a broader understanding of what influences Kapenta 
catch, through building a time series model. More specifically, the objectives of 
this thesis are as follows:  
• To gain a good understanding of time series models, particularly ARIMA and 
state space models (or more specifically structural time series models). An 
investigation into the advantages and disadvantages of each of these models 
(§2.3 and §2.5) led to the decision to use structural time series models for 
modelling Kapenta catch. The structure of these models, the Kalman filter 
and smoothing algorithms, frequentist and Bayesian methods for estimating 
unknown model parameters and multivariate extensions are investigated.  
• To gain a good understanding and skill in the application of structural time 
series models to time series data, through the use of programming packages in 
R. 
• To understand how trend, seasonal, cyclical and regression factors influence 
Kapenta catches, over the period 1 January 1986 to 31 December 2003. 
Regression factors considered will include lake level, temperature, 
precipitation, moonlight and cloud cover.  
 
1.3     Structure of Thesis 
 
In order to document the research study, this thesis is divided into 5 chapters. This 
introductory chapter introduces the various time series models considered. 
Additionally it provides a background into the Kapenta fishing industry, and 
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introduces biological factors and processes that must be considered when building 
a model for Kapenta catch. Chapter 2 provides a detailed look into the time series 
models considered for use in this thesis, namely the Box-Jenkins ARIMA models 
and structural time series models. The motivation for the choice of model chosen 
is then provided; this will be seen to be structural time series models, a kind of 
linear Gaussian state space model. Chapter 3 provides the detailed theory and 
methodology for structural time series models. The formulation of structural time 
series models are described, including how model parameters are estimated using 
maximum likelihood. The Kalman filtering and smoothing algorithms are 
discussed, and explains how they are initialised. Additionally Chapter 3 describes 
how unknown parameters can alternatively be estimated from a Bayesian 
approach, and how the model for Kapenta catch in basin 5 can be extended into a 
multivariate model that includes all basins. Chapter 3 concludes with a section 
describing the programming package in R, a package called dlm (Petris, 2009), 
which was used for building structural time series models in this thesis. The 
programming methods and functions of this package used are provided, and any 
other programming methods and considerations are explained. Chapter 4 presents 
a detailed look into the Kapenta catch data and provides an exploratory data 
analysis. Model hypotheses, the model building process using structural time 
series models and results are presented. Additionally, problems encountered with 
modelling daily data are discussed and a remedy to this problem is provided. 
Results from the Bayesian analysis and multivariate extension are also presented 
in this chapter. Lastly, Chapter 5 presents the conclusion to this thesis, based on 
















Statistical Methodology Overview 
 
2.1     Introduction  
 
This chapter provides an overview of time series models. Both Box-Jenkins 
ARIMA and structural time series models were considered for modelling the 
Kapenta catch data. Each of these methods were individually investigated, and the 
advantages and disadvantages of each considered before the most appropriate 
method was chosen. Section 2.2 describes the mathematical and statistical 
formulations of Box-Jenkins type ARIMA models, and Section 2.3 provides a 
discussion of the advantages and disadvantages of these models. Section 2.4 
provides an introduction to the theory of structural time series models, but a more 
detailed description of the theory, processes and practical implementation of these 
models is discussed in Chapter 3. Section 2.5 discusses the advantages and 
disadvantages of structural time series models. Section 2.6 concludes with the 
choice of modelling methodology, and summarises the reasons for this choice. 
 
This thesis is particularly concerned with modelling non-stationary time series 
data. Both ARIMA and structural time series models are appropriate for modelling 
this kind of data. First it is important to clarify what is meant by non-stationary 
time series data. Time series data are stationary if the mean, variance and 
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covariance of the data do not depend on time or seasonality. This definition refers 
to weak stationarity, and one may adjust a time series, by differencing for 
example, to render it as such. Occasionally the condition of strict stationarity is 
imposed. This is a stronger condition whereby the joint probability distribution of 
a set of r observations at times t1, t2, …, tr  is the same as the joint probability of 
the observations at times 
! 
t1 +" , 
! 
t2 +" , …, 
! 
tr +" . Strict stationarity implies weak 
stationarity provided the first two moments of the joint distribution exist (Harvey, 
2003). In this thesis the term stationarity refers to weak stationarity. The Kapenta 
catch data, as will be seen in Chapter 4, show strong seasonal, cyclical and trend 
components, implying non-stationary data.   
 
2.2   Autoregressive Integrated Moving Average Models  
 
The most popular and widely used methods for modelling non-stationary data 
(and time series in general) are autoregressive integrated moving average 
(ARIMA) models. ARIMA models are formed by moving average and 
autoregressive processes, after differencing the data until stationarity conditions 
are satisfied. The theory of ARIMA models is briefly investigated in this section 
and Section 2.3 provides an investigation into the advantages and disadvantages of 
these models. The standard reference used for the theory and notation of ARIMA 
models is Chatfield (2004) unless otherwise stated. A more detailed discussion on 
any of the topics mentioned in this section can be seen there or alternatively in 
Box and Jenkins (1970) or Harvey (2003).  
 








Then a process 
! 









{"i} are constants. Additionally 
! 







$ , since 
the Z variables are independent. The Z variables are usually scaled so that 
! 
"0 =1. 
A moving average process of any order can also be expressed by using the 




B jXt = Xt" j           for all j    
 




Xt = ("0 + "1B + ...+ "qB
q )Zt      (2.2.2) 
           
! 




"(B) is a polynomial of order q in B. No restrictions on the 
! 
{"i} are 
required for the process to be stationary, but restrictions are imposed to ensure that 
the process satisfies an invertibility condition, that is the roots of 
! 
"(B) = 0 must 
lie outside the unit circle. This effectively means that the process can be written in 
the form of an autoregressive process, possibly of infinite order, whose 
coefficients form a convergent sum. It ensures that there is a unique moving 
average process for a given autocorrelation function.  
 








Then a process 
! 




Xt = "1Xt#1 + ...+" pXt# p + Zt    (2.2.3) 
 
One can express an autoregressive process of finite order as a moving average 
process of infinite order. This may be done by successive substitution, or more 










"(B) =1#$1B # ...#$ pB
p , so that 
! 
Xt = "(B)
#1Zt  is an infinite series. The 




lies outside the unit circle. Autoregressive processes have been applied to many 
situations in which it is reasonable to assume that the present value of a time 
series depends linearly on the immediate past values together with a random error.  
 
2.2.3   Mixed ARMA Models 
 
A useful class of models for time series is formed by combining moving average 
and autoregressive processes. A mixed autoregressive/moving-average process 
containing p autoregressive terms and q moving average terms is said to be an 
ARMA process of order (p,q). It is given by 
 
                          
! 
Xt = "1Xt#1 + ...+" pXt# p + Zt + $1Zt#1 + ...+ $qZt#q   (2.2.5) 
 
Using the backward shift operator B, equation (2.2.5) may be written in the form 
 
! 






"(B) are polynomials of order p, q, defined in (2.2.4) and (2.2.2) 
respectively. The importance of ARMA processes lies in the fact that a stationary 
time series may adequately be modelled by an ARMA model, involving fewer 
parameters than a pure moving average or autoregressive process by itself.  
 
2.2.4   ARIMA Models 
 
Most time series, including the Kapenta data used in this thesis, are non-
stationary. In order to fit a stationary model, it is necessary to remove non-
stationary sources of variation. If the observed time series is non-stationary in the 
mean, then one can difference the series. When 
! 
Xt  is differenced/integrated of 
order d until the data is rendered stationary, denoted 
! 
"d Xt , it can replace 
! 
Xt  in 
equation (2.2.6). Such a model is called an integrated model, because the 
stationary model that is fitted to the differenced data has to be summed or 




d Xt = (1# B)
d Xt  
 
the general form of an ARIMA process is of the form 
 
                
! 
Wt = "1Wt#1 + ...+" pWt# p + Zt + ...+ $qZt#q        (2.2.7) 
 
! "#!
By analogy with equation (2.2.6), one may write equation (2.2.7) in the form  
 
! 
"(B)Wt = #(B)Zt  
 
Thus one has a model for 
! 
Wt  describing the dth differences of 
! 
Xt , which is said to 
be an ARIMA process of order (p,d,q).  
 
 
Many time series contain a seasonal periodic component, which repeats every s 
observations. Box and Jenkins (1970) generalized the ARIMA model to deal with 
seasonality and defined a general multiplicative seasonal ARIMA model as 
 
                              
! 
"p (B)#p (B
s)Wt = $q (B)%Q (B
s)Zt                         (2.2.8)
     
where B and 
! 
Bs denote the backward shift operators of the series and seasonal 
respectively; 
! 
"p,#p ,$q,%Q  are polynomials of order p, P, q, Q respectively; Zt 







denotes the differenced series. If the integer D is not zero, then seasonal 
differencing is involved. The above model is called a SARIMA model of order 
(p,d,q) x (P,D,Q)s. 
 
2.3  Advantages and Disadvantages of ARIMA Models 
 
Meyler et al. (1998) consider the main advantages and disadvantages of ARIMA 
models. Unlike other methods, ARIMA models do not assume knowledge of any 
underlying economic model or structural relationships. It is assumed that past 
values of the series plus previous error terms contain information for the purposes 
of forecasting. These models have proven themselves to be relatively robust in 
terms of short-run forecasting ability, and are thought by some to outperform 
more sophisticated structural models in this regard (Stockton and Glassman; 1987 
and Litterman; 1986). One disadvantage of ARIMA models is that some of the 
identification techniques are subjective and the reliability of the chosen model can 
depend on the skill and expertise of the modeller. Another disadvantage is that 
ARIMA models are not embedded within any underlying theoretical model or 
structural relationships. The economic significance of the chosen model is 
! "#!
therefore not always clear. Lastly, ARIMA models are backward looking, and are 
poor at predicting turning points, unless this represents a return to a long-run 
equilibrium. 
!
2.4   State Space Models: Structural Time Series Models  
 
The next methodology considered for modelling Kapenta catch data is that of 
structural time series models, a specific kind of linear Gaussian state space model. 
This section will briefly introduce structural time series models, but a more 
detailed investigation is provided in Chapter 3 of this thesis.  
 
State space models assume that the development over time of a system is 
determined by an unobserved series of vectors 
! 
"1,...,"n  (the state), with which are 
associated a series of observations 
! 
y1,...,yn . The relationship between the 
! 
" t’s and 
! 
yt ’s is specified by the state space model. The state space model, based on the 
state vector, 
! 
" t , and the observational vector, 
! 
yt , is such that 
 
! 
" t+1 = f ("1,...," t ,wt )  
 
! 
yt = g(" t ,vt )       
 
 
The functions f and g define the state evolution and observation processes 
respectively, and wt and vt represent the state evolution and observation noise 
respectively. State space models may be linear or non-linear, but the models dealt 
with in this thesis are strictly linear. More specifically, this thesis deals with linear 
Gaussian state space models or dynamic linear models, and thus by definition, wt 
and vt are Gaussian distributed (Mergner, 2009). Linear Gaussian state space 
models are, according to Harvey (1989), appropriate for many datasets including 
those from economics, sociology, operational research, geography, meteorology 
and engineering. However, most applications in the literature are economic or 
financially based. Early applications of state space models and the Kalman filter 
in economics and finance include Fama and Gibbons (1982) who modelled the 
unobserved ex-ante real interest rate as a state variable that follows an AR(1) 
process. Clark (1987) used an unobserved-components model to decompose gross 
national product (GNP) data into two independent components of trend and cycle. 
! "#!
Additional works related to economics include that of Stock and Watson (1991) 
and Hamilton (1994).  
 
A structural time series model is a linear Gaussian state space model constructed 
from trend, seasonal, cyclical and irregular components; additionally they may be 
extended to include regression terms. Each of these components has their own 
model, and each of them can be directly interpreted. The state of the system 
represents these various unobserved components. There are no stationarity 
restrictions when building structural time series models and the models achieve 
great flexibility by allowing any of the component coefficients to change over 
time. The estimate of the unobservable state can be updated by means of a 
filtering procedure as new observations become available, while smoothing 
algorithms give the best estimate of the state at any point in time based on all the 
observations.  
 
2.5   Advantages and Disadvantages of Structural Time 
       Series Models 
 
Harvey (1997) and Jalles (2009) outlined the reasons for their belief in the 
superiority of structural time series models over ARIMA models. Structural 
models have several advantages when compared with ARIMA models. ARIMA 
models can be formulated in state space form and many structural models admit 
ARIMA representation. For time series with a simple underlying structure both 
formulations are equivalent to each other; however when the structure is more 
complex then the differences between the approaches become more evident. In a 
structural time series model each component, such as the trend, cycle, or seasonal 
changes, is explicitly formulated and therefore it is possible to get specific 
information about them. This allows structural models easier interpretive value as 
observations are modelled directly. This is perhaps the main advantage of 
structural models over ARIMA models, in which the trend and seasonal 
components are eliminated by applying convenient differences to the original 
series before carrying out the analysis. ARIMA methodology constitutes itself as a 
kind of black box in which the adopted model depends entirely on the data, 
! "#!
without a prior analysis of the structure underlying the generating system. 
Structural models are more transparent as they allow checking if the predicted 
behavior by the model for each component corresponds to what is expected from 
the data.  The requirement of stationarity in the Box and Jenkins’ (1970) approach 
implies differencing the series, but one is not always able to decide on the right 
integration order. In fact, basic tools to identify ARIMA models, i.e., 
autocorrelation functions, are merely guiding tools and very often do not allow 
opting for a unique model. Using a sample autocorrelation function does not allow 
for complex models in smaller samples to be identified. ARIMA models were 
typically developed to identify simple models in large samples. 
 
Structural Time Series models are also more flexible. They eliminate the problem 
of restrictive deterministic trends and increase flexibility by letting the slope and 
level parameters change over time. The recursive nature of the model and the 
computational techniques used for its analysis allow the direct incorporation of 
known breaks in the system structure over time. Box and Jenkins ARIMA models, 
however, are based on the assumption that differenced series are stationary which 
immediately makes these models more restrictive. With the structural approach 
forecasting is relatively straightforward and missing observations are easier to 
treat. Brockwell and Davis (1991) consider that state space representation and 
recursive equations, which characterize the Kalman filter, are ideal to analyse 
series with missing observations. Observations corresponding to multivariate 
series can be manipulated by direct extension of the univariate structural 
formulation. Moreover, the Markovian nature of state space models allows the 
necessary computations to be implemented in a recursive way; this, in fact, allows 
manipulation of high dimensional models without an overwhelming increase of 
the computational task. Structural time series models also allow for the inclusion 
of regression terms, which may be time varying. These models thus combine the 






2.6   Chapter Conclusion 
 
This thesis aims to understand all trend, seasonal, cyclical and covariate 
components that affect Kapenta catch in Lake Kariba. A modelling methodology 
into which explanatory variables, seasonal and cyclical components can be 
included is thus necessary. Although ARIMA models take seasonal or cyclical 
behaviour into consideration by removing them prior to modelling, they do not 
explicitly account for these components in the model. Explanatory variables are 
modelled for stationary data, usually differenced data, and the effect of these 
variables on the original data is difficult to interpret. Structural time series models 
directly model seasonal and cyclical components, and easily allow for the 
inclusion of regression terms without rendering the data stationary beforehand, 
and can be dynamically included. This allows for interpretable models. ARIMA 
models have been noted in Section 2.3 to outperform more sophisticated structural 
models in terms of short-run forecasting ability. However, since this thesis intends 
to take a more long-term, backward-looking view of components affecting 
Kapenta catch, this is not applicable. Additionally, as discussed in Section 2.5, 
structural time series models provide numerous advantages over ARIMA models 
and these advantages appear more relevant to the Kapenta catch data this thesis 
intends to model.  Structural time series models are more flexible and handle 
missing values well. These are appropriate for the highly variable Kapenta catch 
data that contains missing values. For the reasons discussed above, this thesis 









Linear Gaussian State Space and 
Structural Time Series Models 
 
3.1     Introduction  
 
The previous chapter provided an overview of various time series models suitable 
for non-stationary data, including a brief mention of structural time series models 
used in this study. Structural time series models are a particular kind of linear 
Gaussian state space model. This chapter starts with a discussion on the general 
theory of linear Gaussian state space models, after which the particular features of 
structural time series models are discussed. The following features of linear 
Gaussian state space models are addressed: the formulation of these models in 
Section 3.2, the Kalman filtering and smoothing processes and how they are 
initialised in Section 3.3, the estimation of unknown parameters by maximum 
likelihood in Section 3.5, as well as model diagnostics and goodness-of-fit 
assessments in Section 3.6. The particular features of structural time series 
models, where trend, seasonal, cyclical and regression components are modelled 
separately are then described in Section 3.7. The formulation of each of these 
components is provided, and the state space equivalent form of these models 
described. Additionally, the multivariate form of structural time series models is 
! "#!
considered. This chapter also discusses the estimation of unknown parameters 
from a Bayesian perspective in Section 3.8 and concludes with a discussion on the 
implementation of structural time series models in R, using the dlm package. 
Detailed treatments of state space models can be found in Harvey (1989) and 
Harvey and Shephard (1993) among others. If not indicated otherwise Durbin and 
Koopman (2001) and Mergner (2009) serve as the standard reference for this 
chapter. 
 
3.2     Linear Gaussian State Space Models  
 
A general linear Gaussian state space model can be written as 
 
   
! 
yt = Z" t +# t ,
" t+1 = T" t +$t ,
      
! 
" t ~ N(0,H)
#t ~ N(0,Q)




yt  is the 
! 
N "1 multivariate time series of observations and 
! 
" t  the 
! 
m "1 
unobserved state vector, at each date t, for t=1,…,n. A state space model is in 
principle any model that includes an observation process and a state process. 
 
The development of the system over time is determined by 
! 
" t  according to the 
second equation in (3.2.1). Equation (3.2.1) shows the deterministic parameter 
matrices T and Z, of dimension 
! 
m " m  and 
! 
N " m  respectively. Unobserved 
structural components such as trend, seasonal and cycle may be modelled by an 
appropriate definition of Z and 
! 
" t .  The 
! 
N "1 and 
! 
r "1 error terms 
! 
" t and 
! 
"t  are 
assumed to be serially uncorrelated and normally distributed, with zero mean and 
positive definite covariance matrices Q and H, of dimensions 
! 
r " r  and 
! 
N " N  
respectively. Additionally these disturbances are further assumed to be 
uncorrelated with each other at all lags and independent of the initial state vector 
! 
"1. The matrices Z, T, H and Q are called system matrices. They are assumed 
known and deterministic unless otherwise stated. The initial 
! 
m "1 state vector 
! 
"1 
is assumed to follow a 
! 
N(a1,P1)  distribution and does so independently of the error 
terms 
! 
" t  and 
! 




P1, of dimensions 
! 
m "1 and 
! 
m " m , are assumed 






P1 is discussed in Section 3.3.5 under the initialisation of the 
state vector.  
 
3.3    Filtering and Smoothing  
 
Once a model is in state space form, the Kalman filter computes the optimal 
forecasts of the mean and covariance matrix of the normally distributed state 
vector 
! 
" t+1 based on information through to time t.  Filtering aims to update the 
system as each observation yt becomes available. Smoothing enables one to base 
estimates of quantities of interest on the entire sample. Smoothing is performed 
while proceeding backwards through observations using what is known as the 
state smoothing recursions, while filtering is done by moving forward through the 
observations by applying the Kalman filter.  
 
3.3.1   Filtering 
 
The objective of filtering is to update our knowledge of the state vector as each 
new observation becomes available, i.e. to obtain the conditional distribution of 
! 
" t+1 given 
! 
Yt  for t=1,…,n, where 
! 
Yt  denotes 
! 
{y1,...,yt}.  The Kalman filter uses 
the state estimate from the previous time step to produce an estimate of the state at 
the current time step. This predicted state estimate does not include observation 
information from the current time step. The current prediction is then combined 
with current observation information to refine the state estimate. These two steps 
alternate, but if an observation is unavailable for some reason, the update may be 
skipped and multiple prediction steps performed.  
 
 Kalman Filter Derivation: 
 
 For linear Gaussian state space models, all distributions and conditional 
distributions are normally distributed. It is assumed that 
! 




N(at ,Pt ) , 




P1 are assumed known. The required conditional distribution 
of 
! 
" t+1 can be characterized by its mean 
! 
at+1 = E(" t+1 |Yt )  and covariance 
! 
Pt+1 = var(" t+1 |Yt ) . The mean of the conditional distribution of 
! 
" t+1 represents an 
! "#!
optimal estimator of the state vector at time t+1; it minimizes the mean square 
error matrix for all 
! 
" t+1. 
Due to the assumption that 
! 








Pt+1 are calculated through recursive algorithms from 
! 
at  and 
! 
Pt  resulting in the 
following set of equations that constitute the Kalman filter: 
 
! 




at+1 = Tat +Ktvt ,




Lt = T "KtZ,
Pt+1 = TPtLt
' +Q,
    
! 




N "1 vector 
! 
vt  is defined as the one step ahead forecast error of 
! 
yt  given 
! 
Yt . 
It is assumed that the 
! 
N " N  matrix 
! 
Ft , defined as the variance of 
! 
vt , is non-
singular. The equations in (3.3.1) can be reformulated to generate a recursion that 
incorporates the computation of the state vector estimator 
! 
E(" t |Yt )  and its 
associated error variance matrix, denoted by 
! 
at | t  and 
! 
Pt | t  respectively. This 
reformulation looks as such: 
 
! 




at | t = at + MtFt
"1vt , Pt | t = Pt "MtFt
"1Mt
' ,
at+1 = Tat | t , Pt+1 = TPt | tT
' +Q,
      t=1,…,n   (3.3.2) 
 
One Step Ahead Forecast Errors: 
 
One-step ahead forecast errors (
! 
vt ), defined in (3.3.1), measure the difference 
between observations and the corresponding one-step-ahead predictions generated 
by the Kalman filter, where 
! 
var(vt ) = Ft . These forecast errors are independent of 
each other and are used in analyzing model fit and diagnostic measures. These 
measures are presented in Section 3.6. Additionally, one-step ahead forecast errors 
are used in calculating the log-likelihood function of linear Gaussian state space 
models. This is observed in Section 3.5, when unknown model parameters are 





3.3.2   State Smoothing 
 
The filtered estimate of 
! 
" t  only takes into account the ‘past’ information relative 
to 
! 
" t . By incorporating the ‘future’ observations relative to 
! 
" t , a more refined 




' )' , smoothing considers the estimation of 
! 
" t  given the entire time series y. 
State smoothing was introduced by de Jong (1988) and Kohn and Ansley (1989). 
All system distributions are normal and 
! 
" t  is estimated by it’s conditional mean 
! 
ˆ " t = E(" t | y). Additionally, the error variance matrix 
! 
Vt =Var(" t # ˆ " t ) 
! 
=Var(" t | y)  is also calculated for 
! 
t =1,...,n . Here 
! 
ˆ " t  is known as the smoothed 
state and 
! 
Vt  as the smoothed state variance.  
 
Given the assumption that 
! 




P1 are assumed known, 
the smoother recursively estimates 
! 
ˆ " t  and 
! 
Vt . The smoothed state estimator is also 
an optimal estimator minimising the mean square error matrix. 
 
It can be shown that the smoothed state vector 
! 
ˆ " t  can be calculated by the 






' rt , 
! 
ˆ " t = at + Ptrt#1, 
! 
t = n,...,1         (3.3.3) 
 
This is initialized with 
! 
rn = 0 and is an efficient algorithm for calculating 
! 
ˆ " 1,..., ˆ " n . The 
! 
m "1 vector 
! 
rt"1 is a weighted sum of future innovations. 
It can also be shown that the smoothed state variance matrix 
! 
Vt  can be calculated 






' NtLt ,     
! 
Vt = Pt " PtNt"1Pt ,      t=n,…,1  (3.3.4) 
 
This is initialized with 
! 
Nn = 0 . It can also be shown that the 
! 
m " m  matrix 
! 
Nt =Var(rt ). 
The above results (3.3.3) and (3.3.4) constitute the state smoothing recursion.  
 
3.3.3 Covariances for Smoothed Estimates 
 
States may be compared at different points in time using smoothed estimates, and 




Cs,t |n . For the state space model in (3.2.1), the smoothing algorithm in 
(3.3.3) and (3.3.4) recursively calculates the conditional expectations 
! 
ˆ " t  and 
associated conditional covariance matrices 
! 
Vt , conditioning on y. Additionally, 
seen in (3.3.2), the Kalman filter recursively calculates the conditional 
expectations 
! 
at | t = E(" t | y1,...,yt )  and associated conditional covariance matrices 
! 




Cs,t |n = (" s # ˆ " s," t # ˆ " t )   (s,
! 
t < ") 
 
is seen as 
 
! 






"1 (s < n) and, for 
! 
s "1, Ps|s and Fs are the mean squared error 
matrices of 
! 
" s and 
! 
" s+1 given 
! 
y1,...,ys. Cross-covariance matrices are thus 
expressed in terms of the matrices Vt, calculated using the Kalman filter and 
smoother. The derivation of this result is seen in De Jong and Mackinnon (1988). 
 
3.3.4   Missing Observations 
 
Missing values are easily dealt with using state space models and for a missing set 
of observations, the original filtering and smoothing recursions can be used. When 
a set of observations 
! 
yt  for 
! 
t = ",...," * #1 is missing, the vector 
! 
vt  and matrix 
! 
Kt  
of the Kalman filter in (3.3.1) are set to zero for these values, reducing the Kalman 







at+1 = Tat ,   
! 
Pt+1 = TPtT
' +Q,  
! 
t = ",...," * #1 
 













t = " * #1,...,"  
 
Other relevant equations remain the same.  
 
3.3.5   Initialisation of the Filter and Smoother  
 




P1 are unknown. 
Initialisation is the process of starting up the Kalman filter when this is the case. 
! "#!
Consider the general case where some of the elements 
! 
"1 have a known joint 
distribution while other elements are completely unknown.  
 
A general model for the initial state vector 
! 
"1 is given by 
 
! 
"1 = a +D# +$0 ,     
! 




m "1 vector a is treated as a zero vector whenever none of the elements 
of 
! 
"1 are known constants. The 
! 
m " q matrix D is a fixed and known selection 
matrix consisting of columns of the identity matrix, and the covariance matrix Q is 
assumed positive definite and known. The 
! 
1" q  vector 
! 
" , treated as a random 
variable with infinite variance and following an 
! 
N(0,"Iq ) as 
! 
" #$ , is said to be 
diffuse. Initialisation on the Kalman filter when elements of 
! 
"1 are diffuse is 
called ‘diffuse initialisation of the filter.’ One begins by considering the Kalman 
filter with initial conditions 
! 
a1 = E("1) = a and 
! 
P1 =Var("1) where 
 
! 





', a diagonal matrix (since D contains column of the identity matrix) 
with q diagonal elements equal to one and the other elements equal to zero. With 
some elements of 
! 
"1 being diffuse, modifications to the Kalman filter are 
required. Modifications are needed in cases where 
! 
P" is a nonzero matrix as no 
real value can represent 
! 
" #$. The R package dlm (Petris, 2010), used in this 
thesis to model linear Gaussian state space models (see §3.9 for details), replaces 
! 
"  by a large but finite numerical value and this enables the use of the standard 





P1 is available, a diffuse prior with 
! 
a = 0, Q=0 and 
! 
P" = I  
will be used such that 
! 
"1 ~ N(0,#I) .  The value 
! 
"  is set equal to 106 and then 




















Alternative treatments for exact initialization were considered. One such method 
was developed for 
! 
" #$ directly, and can be viewed in Ansley and Kohn 
! "#!
(1985), de Jong (1988) and Koopman (1997).  Another such method by 
Rosenburg (1973) considers 
! 
"1 to be an unknown constant that can be estimated 
from the first observation 
! 
y1 by maximum likelihood. . 
Initialization for the multivariate case can be complicated as the inverse matrix 
! 
Ft
"1 does not have a simple general expansion in powers of 
! 
"#1 for the first few 
terms of the series. This is due to the fact that in very specific situations the part of 
! 
Ft  associated with 
! 
P" can be singular with varying rank. For univariate series this 
problem does not exist since 
! 
Ft  is a scalar. Since this problem is easily dealt with 
in the univariate case, Durbin and Koopman (2001) describes a method in which 
the components of a multivariate series are brought into the analysis one at a time, 
essentially converting the multivariate series into a univariate one. For a detailed 
discussion of this methodology whereby a multivariate series is treated as a 
univariate one, refer to Durbin and Koopman (2001, §6.4). 
 
3.4   Estimation of Regression Coefficients 
 
General state space models can be extended to allow for the incorporation of 
explanatory variables into the model. To accomplish this extension, the first 
equation in model (3.2.1) is replaced by 
 
! 




Xt = (x1,t ,...,xk,t )  is a matrix containing rows of the k explanatory variables 
and 
! 
"t is a 
! 
k "1 vector of unknown regression coefficients. The vector of 
unknown regression coefficients is denoted to be time-varying but can be 
modelled as constant through replacing 
! 
"t  by 
! 
" for t=1,…,n in equations (3.4.1), 
(3.4.2) and (3.4.3). The inclusion of regression effects can be dealt with by 
including the coefficient vector in the state vector. More specifically, in state 
space form model (3.4.1) is formulated as 
 
       
! 








) +* t , 
                  
        

























) +0t ,                 (3.4.2) 
    
! 



















The structure of the 
! 
k " k  block matrix 
! 
Q"  determines the nature of the regression 
coefficients. For fixed coefficients 
! 
Q"  is set to zero, and time varying coefficients 
is set to nonzero. Note that when regression components are added to a state space 
model, the Z matrix in (3.2.1) essentially becomes time varying, as it is described 
by the matrix 
! 
Z Xt[ ] $!%&'(&!()*!)+,-.*),'/-+0!1-!2-*3,-2!10!!"4 
The initial state vector, 
! 
"1 (or merely 
! 
" when regression coefficients are constant) 















































"  defined in Section 3.3.4. The Kalman filter with initialisation methods 
discussed in Section 3.3.4 can be extended to this enlarged state space model and 
regression coefficients can be estimated by the maximum likelihood procedures to 
be discussed in Section 3.6. Since this is merely a special case of the model 
introduced in (3.2.1), it can be routinely handled by the standard Kalman filter and 
smoother.  
 
3.5   Maximum Likelihood Estimation 
 
So far system matrices have been assumed known. Generally, however, they 
depend at least partially on a vector of unknown parameters, denoted 
! 
" . These 
unknown parameters are generally the observation and state evolution variances. 
In this section the vector of unknown parameters are estimated by maximum 
likelihood. This section introduces the loglikelihood function for the linear 
Gaussian state space model, where initial conditions are known and where 
initialization occurs with a diffuse prior. Additionally, a brief overview is 
provided on the maximization of the likelihood function.  
 
! "#!
3.5.1   The Loglikelihood Function 
 
To estimate a model by maximum likelihood, the model has to be parametric and 
fully specified through the joint probability function. For n sets of observations 
! 
y1,...,yn , which are assumed to be identically and independently distributed, the 










L(y,")  equals the joint probability density function. When the joint density 
is evaluated at a given data set, 
! 
L(y,")  is referred to as the likelihood function. It 
is generally easier to work with the logarithm of the likelihood function defined 
by 
! 




The above two functions are denoted by 
! 
L(y)  and 
! 
logL(y) respectively, and the 
maximum likelihood estimates of the parameters (
! 
ˆ " ) are found by maximizing the 




3.5.2   Likelihood when Initial Conditions are Known 
 






P1 known. Due to the fact that the observations are not generally independent, 
especially in time series, the probability density functions in Section 3.5.1 are 












Yt = {y1,...,yt} . In practice one generally uses the loglikelihood defined as 
 
! 
logL(y) = log p(yt |Yt"1)
t=1
n





p(y1 |Y0) = p(y1) . For the model defined in (3.2.1), 
! 
E(yt |Yt"1) = Zat . 
Putting 
! 
vt = yt " Zat , 
! 
Ft =Var(yt |Yt"1)  and substituting 
! 
N(Z,at ,Ft ) for 
! 
p(yt |Yt"1)  
in (3.5.1) one obtains 
 
! 

















vt  and 
! 
Ft  are calculated by the Kalman filter in (3.3.1), and 
therefore 
! 
logL(y) is easily computed from the Kalman filter output. Note that for 
the purposes of this thesis, when regression components are added to the state 
space model, the Z matrix becomes time varying and must be denoted Zt. 
 
3.5.3   Diffuse Loglikelihood 
 
Now consider the case where some elements of 
! 
"1 are diffuse. When the Kalman 
filter is intialised with d diffuse elements in the state vector, the first d innovations 
and their corresponding variances are excluded from the loglikelihood in (3.5.2). 
The joint density of 
! 
yd +1,...,yn  conditional on 
! 
y1,...,yd  is   
 
! 













$   (3.5.3) 
 
Note that equations (3.5.2) and (3.5.3) apply for univariate time series in the same 
way. 
 
3.5.4   Parameter Estimation by Numerical Maximization 
 
Given sample observations the loglikelihood is maximised by means of numerical 
maximisation; the process finds the value of 
! 
ˆ "  that maximises the loglikelihood. 
Generally, different starting values are chosen and the algorithm chooses a 
direction in which to search based on derivatives of the loglikelihood function. If 
! 
"  is sufficiently close to the maximum of the loglikelihood, the algorithm stops, 
otherwise the search continues. Different algorithms differ with regards to search 
direction, time step and stopping rules. Many numerical maximisation algorithms 
are based on Newton’s method, where the gradient or score vector determines the 
direction of the search and the Hessian matrix determines the step size. The 
numerical maximisation procedure used for this thesis is known as the “L-BFGS-
! "#!
B” method of Byrd et al.  (1995). This is a limited memory algorithm for solving 
large nonlinear optimisation problems subject to simple bounds on the variables.  
 
3.6   Model Diagnostics and Goodness-of-Fit 
 
All models are first assessed to check if initial model assumptions made are 
upheld (diagnostics), and are secondly assessed on how well they fit the Kapenta 
data. This section discusses the methods used in this thesis to assess model 
diagnostics and goodness-of-fit. In addition to Durbin and Koopman (2001), a 
reference for this section is Harvey (1989), where a more detailed discussion of 
these measures can be found. Harvey (1989) addresses the model diagnostics and 
goodness-of-fit measures from a univariate perspective only, and thus the 
discussion seen in this thesis is limited to the univariate case. 
 
3.6.1   Diagnostics 
 
In a well-specified model, the residuals must be independent and normally 
distributed. Here the various graphical procedures and tests for assessing these 
conditions are discussed for state space models. However, some notation is first 
addressed: 
  
The one-step ahead forecast errors are defined in Section 3.3.1 and are defined as 
follows for univariate time series: 
 
! 
vt = yt " zat  
 
where the vector z is the univariate equivalent of the deterministic parameter 
matrix Z and at is the conditional mean of the state vector. The matrix 
! 
Ft , defined 
as the
! 




'Prz + h  
 
where h and z are the univariate equivalents of the multivariate matrices H and Z 
respectively and Pt is the covariance of the state vector
 
. Note that when regression 
components are added to the state space model, as in the multivariate case, the 
! "#!
vector z is time varying and should rather be denoted zt. The standardized 






1/ 2 ,   t=d+1,…,n 
 
where d is the number of diffuse elements in the state vector.  
 
The following model assumptions are assessed as follows: 
 
Serial Correlation: The residual sample autocorrelation at lag 
! 

















˜ v  is the mean of the standardised innovations. The resulting correlogram 
gives an indication of any serial correlation; if less than approximately 5% of the 
lags show significant correlation, correlation is not deemed problematic. 
Alternatively, a joint test of significance for the first P residual autocorrelations is 
given by the Box-Ljung test statistic 
 
! 






where Q* is asymptotically 
! 
"2  with P-s+1 degrees of freedom; where s represents 
the number of non-zero parameters in the model, n the number of observations in 
the data and 
! 
rv
2(") the square of the residual sample autocorrelation at lag 
! 
" . 
Values considered for P were 40 or 50 lags. However, correlograms were used in 
the present study to measure the presence of serial correlations instead of the Box-
Ljung test statistic, as the single value result produced from the Box-Ljung tests 
were all highly significant, and made it difficult to distinguish between models. 
 
Homoscedasticity: Homoscedasticity can be checked graphically through a plot of 
the standardized innovations (
! 
˜ vt ) over time, where the innovations must appear 
constant over time. Alternatively, a diagnostic test for homoscedasticity can be 
constructed from the residuals. Suppose that h is the nearest integer to (n-d)/3. The 

















This statistic can be tested against an 
! 
F(h,h) distribution. This thesis will check 
the assumption of homoscedasticity graphically, as similarly to the Box-Ljung 
statistic, poor and non-indicative results were produced, showing consistently 
significant heteroscedasticity.  
 
Normality:  Normal quartile plots, referred to as QQ –plots, of the standardized 
innovations can be used to detect any deviations from normality. This is a plot of 
percentiles of a normal distribution against the corresponding percentiles of the 
observed data. If the observations follow approximately a normal distribution, the 
resulting plot should be roughly a straight line with a positive slope.  
  
3.6.2   Goodness of Fit 
 
In order to assess the fit of any single model and to make comparisons between 
different models, selected measures of fit are assessed as follows: 
 
Prediction Error Variance 
The vector of unknown parameters 
! 




2[ ]' , where 
! 
"*
2 is a positive scalar to which the variances of the 
disturbance terms are proportional and where the vector 
! 
"* contains one 
parameter less than 
! 
" . The prediction error variance (P.E.V) is defined as 
! 
"2 ="*




f  is the steady state value of 
! 







The prediction error variance can be approximated as follows: 
 
! 




















Coefficient of determination: This is a measure of fit similar to that of the 
traditional R2 used in regression analysis, but is specifically for the use of state 




SSE = f ˜ vt






˜ "2 is the prediction error variance defined above, d is the number of diffuse 
elements in the state vector and n the number of observations in the data. The 
coefficient of determination, 
! 
RD
2 , is obtained in a similar manner to the traditional 












"y  is the mean of the first differences. This value can be calculated as 
negative for models with very poor model fits. 
 
3.6.3   Model Comparison 
 
AIC: For rival models containing different numbers of parameters, comparison 
can be made on the basis of the Akaike information criterion. Taking the 
loglikelihood as calculated in Section 3.5 as 
! 
logL(y |") , or 
! 
logLd (y |")  in the 
diffuse case, the AIC is 
 
! 
AIC = "2logL(y |#) + 2w
                                 (3.6.1) 
 
where w=q+d; d is the number of diffuse elements in the state vector and q is the 
total number of elements in the state vector.  Section 3.9.7 demonstrates an 
example where the q and d parameters are specified. 
 
3.7   Structural Time Series Models 
 
3.7.1 Univariate models 
 
This paper considers a specific kind of linear Gaussian state space model, namely 
structural time series models. These models decompose the observations into 
! "#!
trend, seasonal, cyclical, and regression components, plus an error term that can 
each be directly interpreted. Each of these components can be modelled through a 
random walk process in order to capture time dependence. The basic structural 
time series model is defined as follows: 
 
! 
yt = µt + " t +# t ,        
! 




µt  represents the trend, 
! 
" t  the seasonal and 
! 
" t the irregular components. 
The observations are denoted by yt. Each of these components can represent 
scalars or vectors.  
The basic structural time series model can be augmented to include a cyclical 
component 
! 
ct , as well as explanatory variables 
! 
x jt  each with regression 
coefficient 
! 









t =1,...,n                    (3.7.2) 
 
 
3.7.1.1   The Trend Component:  
: 
Harvey (2000) defines a trend as the part of a series which, when extrapolated, 
gives the clearest indication of the future long-term movements in the series (not 
including any of the seasonal, cyclical or covariate effects in the series).  One can 
model the trend, 
! 
µt , in both (3.7.1) and (3.7.2) in various ways: 
 
(1) The Local Level Model:  The trend is a random walk, and is modelled as 
follows: 
 
        
! 
yt = µt +" t ,        
! 
" t ~ N(0,#"
2),      t=1,…,n                   (3.7.3) 
                           
! 





where the irregular and level disturbances, 
! 
" t  and 
! 
"t  respectively, are mutually 
independent and normally distributed.  
  
(2) The Local Linear Trend Model: This models the trend component with a 
stochastic slope 
! 




yt = µt +" t ,
µt = µt#1 + lt#1 + $t ,
lt = lt#1 +%t ,     
 
! 






                  (3.7.4) 
 
where the irregular, level and slope disturbances 
! 
" t , 
! 
"t  and 
! 
"t , respectively, are 
mutually independent.  
 






2  in (3.7.4) 




µt = µ0 + lt , t =1,..,T  (3.7.5) 
 
 
(4) Random Walk With Drift Model: This model contains the variance 
! 
"#
2  in 
(3.7.4) as zero only; thus the slope is fixed and the trend reduces to a random walk 




µt = µt"1 + l + #t        (3.7.6) 
 
(5) Smooth Trend Model: This models allows the variance 
! 
"#




2 to zero, and results in an integrated random walk trend, which when 
estimated tends to be relatively smooth. It is desirable to have a smooth trend, 
although a smooth trend should not be imposed regardless of fit. 
 
3.7.1.2   The Seasonal and Cyclical Components 
 
There are two approaches to modelling the seasonal component 
! 
" t, namely a 
seasonal factor model and a Fourier-form seasonal model.  
 
(1) Seasonal Factor Model: suppose there are s ‘months’ per ‘year.’ If the 











# . For the jth month in year i one has 
! 





t = s(i "1) + j  for 
! 
i =1,2,... and 
! 
j =1,..,s . It follows that 
! 
" t+1# j = 0
j=0
s#1
$  so 
! 
" t+1 = # " t+1# j
j=1
s#1
$  with t = s-1, s,… , 1.  
A time varying seasonal component is achieved by adding an error term 
! 
" t  to the 
relation  
! 
" t+1 = # " t+1# j +$ t
j=1
s#1
% ,    
! 
" t ~ N(0,#"
2 )     for t=1,…,n 
 
(2) Fourier-Form Model: This method is more complicated than that of seasonal 
factors (Petris et al., 2007), but allows for a more parsimonious representation of 
real world seasonal phenomena and is the methodology used in this thesis to 
model seasonal components. Additionally, the Fourier representation of periodic 
components can be used to model cycles, 
! 
ct , whose period is less obviously 
related to the frequency at which the observations are taken, and the frequency 
does not have to be an integer. This methodology is thus used to model cyclical 
components in this thesis as well. The difference between cyclical and seasonal 
components is merely that cyclical components have a period shorter period than 
that of seasonal components, and they are modelled in the same way in this thesis. 
This section uses the notation of a cyclical component to demonstrate the Fourier 
representation of cycles or seasonals. In its simplest form,
! 
ct  is a pure sine wave, 
and is modelled as follows 
 
! 
ct = ˜ c cos"ct + ˜ c




"c  is the frequency of the cycle, 
! 
2" /#c  is the period and quantities 
! 
˜ c  and 
! 
˜ c*  are constants . This cyclical component can be allowed to vary stochastically 
over time  
 
! 
ct+1 = ct cos"c + ct
* sin"c + ˜ # t
ct+1
* = $ct sin"c + ct
* cos"c + ˜ # t
*







* = " ˜ c sin#ct + ˜ c





˜ " t  and 
! 
˜ " t
*  are independent 
! 
N(0," ˜ #
2 )  variables. The frequency 
! 
"c  can be 
treated as an unknown parameter to be estimated, but for the purposes of this 
thesis it is known.  
 
3.7.1.3   Explanatory Variables 
 
Explanatory variables or regression terms can also be incorporated into structural 
time series models. If there are k regressors 
! 
x1t ,...,xkt  with regression coefficients 
! 
"1,...,"k  that are constant over time, they can be included into the model as seen 
by (3.2.3). Additionally, these regression coefficients can be structured to vary 
over time by modelling them as random walks of the form 
 
! 
" j ,t = " j,t#1 + $ j ,t ,      
! 
" j,t ~ N(0,#"
2 )    j=1,…,k      (3.7.10) 
 
3.7.1.4   Structural Time Series Models and State Space Models 
 
All structural time series models have a state space representation. This 
representation relates the disturbance vector (
! 
" t) to the observation vector (
! 
yt ) via 
a Markov process (
! 
" t), through the relation seen in (3.2.1).  The local level model 
(3.7.3) is essentially in state space form as it stands. Since 
! 
" t  and 
! 
"t  are 
uncorrelated in all time periods, the fact that the transition equation is shifted 
forward in time in (3.2.1) is not important, so 
! 
Z = T =1, 
! 






2 (Harvey et al., 1998).  As another example, the local linear trend model, 
can be put into state space form in (3.2.1) as follows: 
! 








' +( t ,  













































































* . Similarly, all 




3.7.2   Multivariate Structural Time Series Models 
 
Structural time series models can be generalized to accommodate multivariate 
time series. As an example, consider a local level model for an N x 1 vector of 
observations 
! 
yt , that is 
 
! 
yt = µt +" t







" t  and 
! 
"t  are N x 1 vectors such that 
 
! 
" t ~ N(0, " ),#   
! 
"t ~ N(0, " )#  
 
with N x N variance matrices 
! 
"#  and 
! 
"# . This model is commonly known as 
the ‘seemingly unrelated time series equations.’ Each series in 
! 
yt  is modelled as 
in the univariate case, but the disturbances may be correlated instantaneously 
across series. In the case of the augmented model in (3.7.2) with trend, cyclical 
and seasonal components, the disturbances associated with the components 
become vectors, which have N x N variance matrices. The link across the N 
different time series is through the correlations of the disturbances driving the 
components; 
! 
"#  and 
! 
"#  are thus non-diagonal matrices. Consider a 
multivariate local level model with the assumption that, for example, the rank of 
! 
"#  is 
! 
r < N . The model then contains only r underlying level components, also 
known as common levels.  Reordering the series, the model can be written as  
 
! 
yt = a + Aµt


































' ,  
! 
"t
* ~ N(0, "
* )#  
 
where a* is a (N-r) x 1 vector and A* is a (N-r) x r matrix of nonzero values 
where variance matrix 
! 
"
*#  is an r x r positive definite matrix. The matrix A may 
be interpreted as a factor-loading matrix. When there is more than one common 
factor (r > 1), the factor loadings are not unique.  
! "#!
3.8   Bayesian Analysis 
 
Thus far this thesis has only considered the analysis of observations generated by 
a linear Gaussian state space model from a frequentist point of view. This section 
describes the analysis from a Bayesian point of view. For a more detailed 
discussion see Durbin (1987) and Durbin (1988). 
 
According to Petris et al. (2007), Bayesian inference has an appealing coherence 
and simplicity, as it accounts for the uncertainty about the true values of model 
parameters in a natural way. Inference on the unknown model parameters, 
! 
" , is 
solved by computing the conditional distribution given the sampling results. Prior 
knowledge about 
! 
"  is expressed through the prior, p(
! 
"), and the likelihood is 
expressed by 
! 
p(y |"). Using Bayes theorem, one can compute the conditional 
density 
! 
p(" | y) though 
! 
p(" | y) = p(y |")p(") /m(y), where 
! 
m(y)  is the marginal 
density of 
! 
y1,...,yn .  In contrast to the Bayesian approach, the frequentist statistical 
inference considered in Section 3.5 does not have a probability distribution for 
unknown parameters, and inference on 
! 
"  is based on the determination of 
estimators with good properties, confidence intervals and hypothesis testing. Since 
the value of the parameter 
! 
"  does not vary, it is not interpretable as a random 
variable in a frequentist sense; neither can the probability that 
! 
"  takes values in a 
certain interval have a frequentist interpretation. Adopting subjective probability 
instead, 
! 
"  is a random quantity simply because its value is uncertain, and one 
should formalize information on 
! 
"  by means of probability.    
 
3.8.1   Posterior Analysis of State Vector 
 
For the model specified in (3.2.1), where the parameter vector 
! 
"  is specified, the 
posterior analysis of the model is straightforward. The Kalman filter and smoother 
provide the posterior means, variances and covariance’s of the state vector 
! 
" t  
given the data. Since the model is Gaussian, posterior densities are normal, so 
these can be estimated easily from standard properties of the normal distribution. 
 
! "#!
However, when the parameter vector 
! 
"  is not fixed and known, the analysis 
becomes more complex. In this case 
! 
"  is treated as a random vector with a prior 
density 
! 
p(") , a proper prior. The problem of parameter estimation amounts to 
calculating the mean of the posterior density
! 
p(" | y), denoted as 
 
! 





x (") = E[# |",y]  
 
 is the conditional expectation of 
! 
"  given 
! 
"  and y, where for the purposes of this 
thesis 
! 
x (") is calculated using the Kalman filter and smoother.  For a detailed 
discussion when this is not the case, see Durbin and Koopman (2001, Chapter 13). 
It is seen that 
 
! 
x = x (")p(" | y)d"#  
 
By Bayes theorem, the posterior density is calculated though 
! 
p(" | y) = Kp(")p(y |")  where K is the normalising constant defined by 
 
! 












p(y |") is the likelihood for which linear Gaussian models are calculated by 
the Kalman filter, as calculated in Sections 3.5.2 and 3.5.3. The integrals in (3.8.1) 
can be computed by numerically in cases where the dimensionality of 
! 
"  is not 
large, but this is seldom.  
 
The main technique used for Bayesian analysis is however simulation, the 
approach used in this thesis. In principle, simulation could be applied directly to 
formula (3.8.1) by drawing a random sample 
! 
" (1),...," (N ) from the distribution 
with density 
! 
p(")  and then estimating the numerator and denominator of (3.8.1) 
by the sample means of 
! 
x (")p(y |") and 
! 
p(y |") respectively. However the 
estimator is inefficient in many cases. To overcome this, one can use a simulation 
! "#!
technique known as importance sampling to achieve greater efficiency. A full 
discussion on importance sampling can be seen in Ripley (1987) or Geweke 
(1989). Another approach to Bayesian analysis based on simulation is provided by 
the Markov Chain Monte Carlo method, the approach used in this thesis. 
 
3.8.2   Markov Chain Monte Carlo 
 
While for very few cases it is possible to compute the posterior distribution of 
states and unknown parameters in closed form, one generally has to resort to 
Monte Carlo methods to draw a sample from the posterior distribution of interest. 
One way of obtaining a sample from a joint posterior of parameters and 
unobservable states is to run a Gibbs sampler, alternating draws from the full 
conditional distribution of the states and from the full conditionals of the 
parameters. Generating the parameters is model dependent, and a draw from the 
full conditional distribution of the states can be obtained using the forward 
filtering backward sampling algorithm (FFBS), developed independently by 
Carter and Kohn (1994), Früwirth-Schnatter (1994) and Shephard (1994), and is 
essentially a simulation version of the Kalman smoother. This is a technique 
where random draws are generated from the conditional densities 
! 
p(" | y,#) , 
! 
p(" | y,#)  and 
! 
p(" | y,#)  for a given parameter vector 
! 
" . For details on how 
these conditional densities are calculated using the FFBS algorithm, see Durbin 
and Koopman (2011, §4.7). The basic idea of a Gibbs sampler, as described by 
Petris et al (2007), is to evaluate the posterior mean of 
! 
"  or of the parameter 
vector 
! 
"  via simulation by choosing samples from a joint density 
! 
p(",# | y) ; 
sampling from this joint density is implemented as a Markov chain. To evaluate 
the posterior of the parameter vector, 
! 
" , the Gibbs sampling approach consists 
initialising 
! 
" , say 
! 
" =" (0), and then one repeatedly cycles through two simulation 
steps: 
   For i=1,…,n 
      1.  Sample 
! 
" (i) from 
! 
p(" | y,# ( i$1)) using FFBS  
2.  Sample 
! 
" (i) from 
! 
p(" | y,# ( i))  
for i=1,2…. After a number of ‘burn-in’ iterations one is allowed to treat the 
samples from step (2) as being generated from the density 
! 
p(" | y). Implementing 
! "#!
the two steps described above is not straightforward however. Sampling from 
! 
p(" | y,#)  depends partly on the model for 
! 
"  and is usually only possible up to 
proportionality. To sample under these circumstances accept-reject algorithms 
such as the Metropolis Hastings algorithm is implemented. Within the Gibbs 
sampler, when generating the states, the model parameters are fixed at their most 
recently generated value, and therefore the problem reduces to drawing from the 
conditional distribution of the states given the observations for a completely 
specified dynamic linear model. If one is not interested in the states but only in the 
unknown parameters, keeping the states in the posterior distribution simplifies the 
Gibbs sampler. This typically happens when there are unknown parameters in the 
system equation and system variances, since conditioning the states makes those 
parameters independent of the data and results in known distributions (Petris, 
2009). In this thesis, for which the parameter vector consists only of variances of 
disturbances associated with the components, the distribution of the parameter 
vector can be modelled such that sampling from 
! 
p(" | y,#)  in step (2) is relatively 
straightforward, as explained by Petris (2009). Using the Gibbs sampler, prior 
distributions for the inverse of unknown variances (precisions) are gamma 
distributions. Assume for simplicity that the observations are univariate and that 
the unknown observation and system variance parameters are defined by their 
precisions 
! 
"y,"#,1,...,"#,p . These observation and system variances are time-










The parameters have independent gamma distributions, a priori: 
 


































a",i  are the means and by, 
! 
b" ,i the variances of these respectively. Each 
full conditional distribution is proportional to the joint distribution, with the joint 




p(y,",#) = p(yt |" t ,#y )
t=1
n
$ % p(" t |" t&1,#" ,1,...,#" ,p )
t=1
n





A Gibbs sampler draws from the full conditional distribution of the states and 
from the full conditional distributions of  
! 
"y,"#,1,...,"#,p  in turn. Sampling the 
states is performed using the FFBS algorithm. The full conditional distribution of 
! 
"y is derived as: 
 
! 












by exp $#y %
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Therefore the full conditional of 
! 




























$ $!Similarly, it can be shown that the full conditionals of 
the 
! 
































$ $! Implementing the Gibbs sampler with the full 
conditions described above, and discarding the first few observations as burn in 
values, generates posterior estimates of the unknown variances. 
 
3.9   Structural Time Series Models with R 
 
Structural time series models can be modelled using a wide variety of packages in 
R. The package dlm (Petris, 2010) was the package used in this thesis to 
construct, smooth and filter both univariate and multivariate linear Gaussian state 
space models. Additionally, these models can be rendered time-varying/dynamic. 
! "#!
According to Petris and Petrone (2011), the dlm package follows the notation and 
algorithms used by West and Harrison (1997), who focused on these models from 
a Bayesian perspective. This thesis has focused more on a classical approach and, 
as far as notation and algorithms are concerned, follows those of Durbin and 
Koopman (2001) and Harvey (1987). The model defined in (3.2.1), in the notation 
of the classical approach, is defined in the dlm package with slightly different 
notation, that is in the notation of the Bayesian approach. These differences are 
noted in Table 3.1: 
 
Table 3.1: Notation for model (3.2.1) in R package dlm. 
 









3.9.1   The Trend Component 
 
The trend component (
! 
µt) of a structural time series model in (3.7.1) or (3.7.2), 
can be modelled using the dlmModPoly(order, dV, dW) function, where 
dV defines the observation variance (
! 
"#
2) and dW, a diagonal matrix, containing 
the state evolution variances. The dV and dW components can either be specified 
or calculated using maximum likelihood. When order is equal to one, this 
defines a local level model defined in (3.7.3), with dW merely a scalar 
corresponding to the variance of the trend level component (
! 
"#
2). When order is 
equal to two, this defines the trend with a slope component, forming a (2
! 
"2) dW 
matrix. The first diagonal component of this matrix corresponds to the variance of 
the trend level (
! 
"#




2 ). When dW is defined with both the trend level and slope diagonal 
elements 
! 
" 0, a local linear trend model described in (3.7.4) is defined. When 
both diagonal elements are fixed to zero, a deterministic model described in 
! "#!
(3.7.5) is defined. When the diagonal element of dW corresponding to the slope 
component is fixed to zero, but the trend level diagonal component is 
! 
" 0, a 
random walk with drift model (3.7.6) is defined. Lastly, when the diagonal 
element of dW corresponding to the trend level component is fixed to zero, but the 
slope component diagonal is 
! 
" 0, a smooth trend model is defined.  As an 
example, a local linear model with both observation and state variances specified 
as 0.1 and 0.2 respectively, is defined as follows: 
 
dlmModPoly(order=1, dV=0.1, dW=0.2) 
 
The case where the variances are estimated using maximum likelihood or 
Bayesian analysis is discussed in Sections 3.9.4 and 3.9.9 below respectively. 
 




" t) or cyclical (
! 
ct ) components are modelled using the Fourier 
representation in (3.7.8) in this thesis. The function used to model these 
components as such, is the dlmModTrig(s,q,om,tau,dV,dW)function, 
where s is the period specified as an integer, tau the period specified as a non-
integer, om the frequency and q the number of harmonics. Note that dV and dW 




2  and 
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" ˜ # *






" ˜ # *
2 , with the same variance applied across all harmonics, as only 
one input is accepted for dW. However, this can be more flexibly defined, as will 






" ˜ # *
2  is however kept throughout this thesis, as throughout the 
literature reviewed for this thesis, this was a standard assumption. Harvey (1985) 
states that not much is lost by implementing this assumption in terms of fit, and it 
is very advantageous in terms of numerical optimisation to have only one 
parameter for estimation instead of two. As an example, a cycle with period equal 
to 12.2, with 2 harmonics, and a constant state evolution variance across the 
harmonics is demonstrated: 
 




3.9.3   Explanatory Variables 
 
Regression terms are added into the model using the dlmModReg(X, 
addInt, dV, dW) function, where X is a matrix with the time series of 
explanatory variables in columns, and addInt is the logical argument of 
whether an intercept should be added. Intercepts are captured in the trend 
component of the models constructed in this thesis and are thus not added to 
regression components. Again dV is the observation variance and dW is the state 
evolution variance corresponding to the explanatory variables (
! 
"#
2 ), following the 
formulation as seen in (3.7.10). As an example, consider a time series of 
explanatory variable temperature, modelled with no intercept, and where the 
observation and state evolution variances are known and specified: 
 
dlmModReg(X=Temperature, addInt=FALSE, dV=0.1, dW=0.2) 
 
The case where the observation and state evolution variances are estimated is 
discussed in Section 3.9.4 below. When modelling explanatory variables, the dlm 
package requires for the dependent variable in the model to have corresponding 
missing values with the explanatory variables in the model. This can be very 
inconvenient when modelling, especially for the purposes of comparing models, 
as the data modelled needs to be altered to match the data of the explanatory 
variables included in terms of missing values.  
 
3.9.4   Unknown Parameter Estimation 
 
Unknown model parameters, where in this thesis these specifically refer to 
unknown observation and state evolution variances, are estimated via maximum 
likelihood procedures using the dlmMLE function. This function makes use of the 
“L-BFGS-B” optimisation algorithm discussed in Section 3.5.4 in estimating these 
unknown parameters. Maximum likelihood described in Section 3.5 suggests that 
the Kalman filter and smoothing algorithms must first be performed to generate 
the 
! 
vt  and 
! 
Ft  matrices, however the loglikelihood function constructed within the 
dlmMLE function estimates these matrices without needing to perform smoothing 
and filtering beforehand. Unknown parameters can also be estimated through 
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Bayesian analysis, discussed in Section 3.8. An example of how these variances 
are estimated is provided below, where the model constructed is a local linear 
model, with a cyclical component of period 12.2 and 2 harmonics, and an 
explanatory variable of the time series temperature with no intercept. The 
explanatory variable and cyclical components are modelled dynamically, with 
each harmonic in the cyclical component allowed a different variance estimate: 
 
buildit <- function (par) 
{ 
mod <- dlmModPoly(order=1)+dlmModTrig(tau=12.2,q=2) 
+dlmModReg(X=Temperature, addInt=FALSE) 
V(mod) <- exp(par[1]) 
diag(W(mod))[1] <- exp(par[2]) 
diag(W(mod))[2:3] <- exp(par[3]) 
diag(W(mod))[4:5] <- exp(par[4]) 
diag(W(mod))[6] <- exp(par[5]) 
return(mod) 
} 
fit2 <- dlmMLE (data, par = c(1,1,1,1,1), buildit ) 
dlmY <- buildit(fit2$par) 
 
3.9.5   Filtering and Smoothing 
 
Once the model is fully specified with all parameters estimated, the filtering and 
smoothing procedures discussed in Section 3.3, are performed using the 
dlmFilter(y, mod) and dlmSmooth(y, mod) functions, where y 
denotes the data to which the fully specified model,  mod, must be fit. In the case 
of the above example, mod=dlmY. 
 
Section 4.8 of this thesis presents the model selected for modelling Kapenta catch 
over the period 1 January 1995 to 31 December 2003. This is referred to as model 
D2. The code for specifying this model, estimating unknown parameters, filtering 
and smoothing is provided in Appendix A. This model uses catch per unit effort 
(CPUE) as the variable of interest, and possesses a weekly sampling frequency. 
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Reasons for this will all be discussed in Chapter 4. 
 
3.9.6   Model Diagnostics, Comparisons and Goodness-of-Fit 
 
Many of the model diagnostics and fit comparisons, as discussed in Section 3.7, 
were not available in dlm and code was therefore written specifically for these. 
The code constructing model diagnostics and goodness-of-fit measures discussed 
here for the model built in Appendix A, is given in Appendix B. 
 
Measures of fit, namely 
! 
RD
2  and prediction error variance (P.E.V) measures, were 
calculated using the methodology described in Harvey (1989), described in 
Section 3.6.2. Code showing how to calculate these are presented in Appendix B. 
The P.E.V is derived by calculating the variance of the one-step ahead forecast 
errors, ft, as calculated in (3.3.1), and evaluating where this value converges as 
! 
t "# . The 
! 
RD
2  value uses this P.E.V in its calculation.  
 
Model diagnostics, namely the autocorrelation function and scatter plot of the 
standardized residuals are generated in R through the acf and plot functions. 
Standardised residuals are calculated by generating raw residuals, through the 
residuals function in dlm, and dividing this by the square root of the one-step 
ahead error variance, ft. 
 
To compare models, AIC measures are used, and are calculated as in (3.6.1). This 
thesis, however, produces two AIC values due to different methodologies for 
calculating the loglikelihood. Although the likelihood of a model can be 
calculated through a direct function (dlmLL) in the dlm package, it is not 
calculated in the means discussed by Durbin and Koopman (2001) and Section 3.6 
of this thesis. The AIC calculated by the dlm package, denoted as AIC1, makes 
use of the loglikelihood calculated by: 
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vt  and ft are defined in (3.3.1). The AIC preferred, denoted AIC2 in this 
thesis, makes use of the loglikelihood described by Durbin and Koopman (2001) 
and in Section 3.6 of this thesis, as: 
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Note the above likelihood is denoted for the diffuse case. In calculating the 
loglikelihood for AIC2, the methodology used in the KFAS (Helske, 2011) 
package is used, as the KFAS package is more in the tradition of Durbin and 
Koopman (2001) and Harvey (1989). The function in the KFAS package was 
adapted to include model vectors and matrices developed in the dlm package; see 
Appendix B for details. It must be noted that sometimes AIC2 measures are 
calculated as ‘NA’. One possible reason for the ‘NA’ occurrence is when ft equals 
zero at some t=c+1,…,n, where c is defined as the last index of the diffuse phase. 
As will be seen in Chapter 4, models are built using both daily and weekly data. 
The AIC2 values could not be calculated when using daily data, for reasons not 
fully understood but this could perhaps be attributed to the large amount of 
unexplained variation when using daily data. 
 
3.9.7   Code-Checking 
 
The code given in Appendices A and B was initially tested and checked against 
results generated by Harvey (1985), where structural time series models were 
constructed and assessed, using the diagnostic, fit and model comparison 
measures discussed in Section 3.9.6. The Nelson and Plosser original data used is 
available in R, called nporg in the urca (Pfaff, 2006) package. Parameter 
estimates and goodness-of-fit values were generated by the code in Appendices A 
and B, and are seen to be very close to those provided in Harvey (1985), where 
STAMP (Commandeur et al., 2011) was used instead of dlm. Table 3.2 shows a 
sample of these comparisons, and compares the estimates calculated in Harvey 
(1985), to estimates calculated using the code of this thesis. The estimates in 
Table 3.2 generated by Harvey (1997) can be observed in Table 2 of his paper, for 
the GNP dataset observed between 1909 to 1947. Model (i) refers to a random 
walk with drift model, and Model (ii) refers to a local linear trend model with 
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cycle, where period is equal to 7 with 1 harmonic. Parameters d and q, discussed 





Table 3.2: Table comparing the results generated by Harvey (1997) to the results generated by this 
thesis for the Nelson and Plosser dataset 
 
  Estimates (
! 
"104 )  
! 



















Harvey 0.0 62.2 0.0 - 73.66 6.22 0.00 (i) 
d=1, 
q=1 Dalmeyer 0.0 62.2 0.0 - 73.66 6.39 -0.05 
Harvey 0.0 23.7 6.1 3.3 76.49 5.88 0.05 (ii) 
d=3, 
q=3 Dalmeyer 0.0 24.5 5.7 3.3 70.49 6.23 0.03 
  
 
Results are seen to be very close in value, and lead to the conclusion that code 
written for the purposes of this thesis is correct. Additionally, AIC values were 
checked with values generated by the dlmodeler (Szymanski, 2012) package 
to ensure parameter specifications were correct.  
 
3.9.8   Confidence Intervals 
 
In deciding whether to model the trend component of Kapenta catch as a local 
linear model, or with a slope component in a model such as a local linear trend 
model, the presence of a slope component is tested for significance. This is tested 
through the use of confidence intervals for both the slope component and for 
changes in the mean trend level (smoothed estimate of each trend level component 
in the time series less the final smoothed trend level estimate). Confidence 
intervals are constructed using the covariances for the smoothed estimates, 
discussed in Section 3.3.3.  These were constructed using adapted code written by 
Dr Birgit Erni, seen in Appendix C, which makes use of the U.R./D.R and 
U.C./D.C. output values from the Kalman filter function, dlmFilter, and the 
U.S./D.S. output values from the smoothing function, dlmSmooth, in the dlm 
package.  U.R./D.R. together give the singular value decomposition of the 
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variances of the prediction errors, U.C./D.C together give the singular value 
decomposition of the variances of the estimation errors and U.S./D.S. 
together give the singular value decomposition of the variances of the smoothing 
errors.   
3.9.9    Bayesian Analysis 
 
In addition to calculating unknown parameters through maximum likelihood 
procedures using the dlmMLE function, this thesis also discusses the estimation of 
unknown parameters from a Bayesian perspective. The dlm package does have 
available functions for this, such as the dlmGibbsDIG function that implements 
a Gibbs sampler for a univariate model having one or more unknown variances. 
This function, however, proved difficult to use as it could not handle missing 
values in the data. For this reason Bayesian estimates of unknown parameters 
were estimated through code written for this thesis, following the example 
provided by Lavine (n.d.). Here a Gibbs sampler was implemented, where inverse 
independent gamma priors are assumed for unknown variances. The code for 
estimating unknown parameters for the model specified in Appendix A is seen in 
Appendix D. 
 
3.9.10    Multivariate Analysis 
 
Multivariate models are implemented in the dlm package through the dlmSum 
function. This function can alternatively be specified as %+% the between models 
for each individual time series. This function cannot include regression 
components into multivariate models, and returns errors stating that this function 
does not support time-varying dynamic linear models. This error is however 
returned whether explanatory variables are included dynamically or not, and thus 
explanatory variables are not included into multivariate models. For reasons not 
understood this function does however work with certain time-varying 
components, such as trend components, even though this function is described to 
support only non time-varying models. To see how the dlmSum function works 
suppose, for example there are two time series, the first following a local linear 
trend model, and the second a local linear model plus a cyclical component with 
period equal to 12.2 and 2 harmonics, where observation and state evolution 
variances are specified. One can construct the multivariate model as follows: 
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dlmModPoly(order=2, dV=0.1, dW=c(0, 0.2))  %+% 
(dlmModPoly(order=1, dV=0.1, dW=0.2) + 
dlmModTrig(tau=12.2, q=2, dV=0, dW=0.2))  
Unknown observation and state evolution variances can again be estimated using 
maximum likelihood. When components within the multivariate model are 
assumed independent, the covariance matrix 
! 
"#  (see §3.7.2) is a diagonal matrix 
and is estimated fairly simply, as seen in Appendix E(1). Here, the univariate 
model built in Appendix A, less the explanatory variable, is extended into a 
multivariate model. However, when components within the multivariate model are 
assumed non-independent, estimating unknown parameters for multivariate 
models is much more complex. When this is the case, the covariance matrix 
! 
"# , 
a non-diagonal matrix, is parameterised using log-Cholesky. Defining 
! 
"  to be the 
minimal set of parameters to determine 
! 
"# , the positive definite matrix may be 
factored as 
! 
"# =UTU , where U is an upper triangular matrix. Setting 
! 
"  to be the 
upper triangular elements of U gives the Cholesky parameterisation. If it is 
required for the diagonal elements of U in the Cholesky factorization to be 
positive then U is unique, and to avoid constrained estimation one can use the 
logarithms of the diagonal elements of U. This is known as the log-Cholesky 
parameterisation, and further details of this methodology can be seen in Pinheiro 
and Bates (1996). When components within the multivariate model are assumed 
non-independent, the covariance matrix 
! 
"#  is specified using this methodology 
as seen in Appendix E(2). Here, the univariate model built in Appendix A, less the 
explanatory variable, is again extended into a multivariate model as in Appendix 
E(1), but the assumption of independent model components is no longer imposed. 
 
3.10  Chapter Conclusion 
 
This chapter has provided the theoretical background to linear Gaussian state 
space models. The formulation of these models is provided and describes how the 
Kalman filter and smoothing algorithms are used to provide information on the 
state vector. Unknown model parameters can be estimated from both a frequentist 
! "#!
and Bayesian approach, and both approaches are investigated in this thesis. Model 
diagnostics assess standardised residuals for normality, homoscedasticity and 
independence, through the use of autocorrelation functions, scatter and QQ-plots. 
Model fits are viewed and compared through 
! 
RD
2 , AIC and prediction error 
variance (P.E.V) values, as defined by Harvey (1989). Structural time series 
models, formulated as linear Gaussian state space models, allow for trend, 
seasonal, cyclical and regression components to be modelled explicitly. Each of 
these components can be defined to be time varying by modelling the component 
stochastically. This chapter concludes with a description of the implementation of 
structural time series models in R using the dlm package. A more detailed 
description of the dlm package is provided in Petris et al. (2007). The application 
of these models to the Kapenta catch data is now described in Chapter 4.  
 
 










Structural Time Series Models 
Applied to Kapenta Fishing Data 
 
4.1   Introduction 
 
The background to the Kapenta case study was discussed in the introductory 
chapter. This chapter deals with the application of structural time series models to 
the Kapenta catch data. Details of the data and an exploratory analysis are 
presented in Sections 4.2 and 4.3 respectively. Hypotheses on which components 
will be significant in modelling Kapenta catch are presented in Section 4.4. The 
model building process is described in Section 4.5, and results for models built 
using daily Kapenta catch data, along with model-checking and goodness-of-fit 
results, are presented in Section 4.6. Problems experienced modelling daily data 
are described in Section 4.7, and weekly Kapenta catch data is modelled instead. 
The results for models using weekly Kapenta catch data are described in Section 
4.8. Unknown model parameters are generally estimated using maximum 
likelihood, but can alternatively be estimated from a Bayesian perspective; these 
results are presented in Section 4.9. This chapter concludes with a brief extension 
of the univariate structural time series model into a multivariate model.  
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4.2   Data 
 
The data used in this study consists of Kapenta catch data for each of the five 
basins of Lake Kariba for the period 1 January 1986 to 31 December 2003. 
Additionally, covariate data such as minimum and maximum temperature, 
precipitation, lake level and moonlight was also included in this dataset. This data 
was received from Dr. Altwegg and Dr. Musil from SANBI. SANBI received this 
data from Ms. Mzime Ndebele-Murisa who used it for her work on the paper 
Implications of a changing climate on the Kapenta fish stocks of Lake Kariba, 
Zimbabwe, written in collaboration with Trevor Hill and Emmanuel Mashonjowa 
in 2011.  
 
For the purposes of this thesis, daily catch data per vessel (in kg) and the daily 
number of hauls per vessel are both summed to produce total catch per day (in 
kg), and the total number of hauls per day. A daily variable known as the ‘catch 
per unit effort’ (in kg), referred to as CPUE, is calculated by dividing the daily 
total catch by the daily total number of hauls. There are two possible variables of 
interest to model, total daily catch or daily CPUE. Only CPUE is modelled, and 
the justification for modelling this variable is described in Section 4.5. The pelagic 
Kapenta fishery is license-controlled, mechanized and performed with light 
attractions on lift nets from pontoon rigs. On the Zimbabwean side of the lake, 
each company returns statistics with landings and the number of nights fished. 
The daily Kapenta catch and haul data per vessel was, according to Ndebele-
Murisa et al. (2011), primarily collected by the Lake Kariba Fisheries Research 
Station. However after 2002 their records were inconsistent or irretrievable due to 
technical difficulties. The focus of this thesis is on modelling the catch data for 
basin 5 of Lake Kariba, and was chosen due to the greater availability of catch 
data available for this basin in terms of total catch, with less missing values. 
Additionally basin 5 is closest to the town of Kariba where covariate data are 
recorded, making this data most applicable to this basin.  
 
Covariate data consist of climatic data, such as monthly average minimum and 
maximum temperatures (°C) and monthly average precipitation (mm), originally 
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collected from the Kariba weather station and the Meteorological Society of 
Zimbabwe. Due to the fact that these are monthly and not daily values, these 
values were recollected by myself from Tutiempo weather for the purposes of this 
paper. Tutiempo receives this information from the weather station situated in 
Kariba, Zimbabwe. These variables are now defined as mean daily temperature 
(°C) and daily precipitation (mm). It must be noted that the availability of this data 
was poor over the earlier years of this study, with observations erratically 
available, and for this reason was only collected for the period 1 January 1995 to 
31 December 2003. Additionally daily lake level data (metres above sea level) and 
daily moonlight data (a variable on a scale of 0 to 1 indicating how much light 
was emitted from the moon) is also available. According to Ndebele-Murisa et al. 
(2011) lake level data was sourced from the Zambezi River Association (ZRA), 
and the daily moonlight data from the Astronomical Applications Department. 
One aim of this study is to assess the impact of daily evening cloud cover on 
Kapenta catch, since fishing occurs in the evenings. These data were, however, 
very expensive and due to budget constraints only three years could be purchased, 
from 1 January 1986 to 31 December 1988. This was sourced from the 
Meteorological Society of Zimbabwe  
The most important features of the data described are summarised in Table 4.1.  
 
4.3   Exploratory Data Analysis 
 
This section provides an exploratory analysis of the Kapenta catch data for basin 5 
of Lake Kariba. A plot of the daily Kapenta CPUE for basin 5 from 1 January 
1986 to 31 December 2003 is presented in Figure 4.1. It is clear from the graph 
that Kapenta catch has a cyclical component, corresponding to a period of one 
year. This pattern is more clearly observed over the second half of the data, from 1 
January 1995 to 31 December 2003, than over the first half of the data, from 1 
January 1986 to 31 December 1994. The Kapenta CPUE dataset appears to follow 
different underlying patterns over the two halves of the data; this can be seen in 
Figure 4.1 where the second half of the data appears to be more stationary overall 
and possesses a more obvious cyclical component. Non-parametric smoothing 







% of Missing 
Values 
Data Source Notes on Variable 
Total Catch Basin 5 01/01/86 - 31/12/03 Kg 1.55% 
Total Catch Basin 4 01/01/86 - 31/12/03 Kg 7.97% 
Total Catch Basin 3 01/01/86 - 31/12/03 Kg 3.92% 
Total Catch Basin 2 01/01/86 - 31/12/03 Kg 4.81% 
Total Catch Basin 1 01/01/86 - 31/12/03 Kg 68.6% 
 
 




The number of hauls per basin, and therefore 
CPUE, has the same % availability and data source 
as Total Catch data per basin 
Mean Temperature 01/01/95 - 31/12/03 °C 13.84% Tutiempo Weather 
Precipitation 01/01/95 - 31/12/03 
mm 16.55% Tutiempo Weather 






01/01/86 - 31/12/03 





Cloud Cover 01/01/86 - 31/12/88 
No of Octaves 0% 
Zimbabwe Meteorological 
Services 
Limited availability due to cost constraints 
Lake Level 01/01/86 - 31/12/03 m’s above sea 
level 
0% 





The presence of a strong yearly cycle is again seen, particularly over the second 
half of the data. Figure 4.3(b) shows 2 years of the moving average series taken 
over the first half of the data, and Figure 4.3(c) shows this for the second half of 
the data. Here, the yearly cyclical components can be graphically seen for both 
halves of the data. In Chapter 1 it was noted that Kapenta catch is thought to be 
seasonal, as only in winter do Kapenta move out into the open waters after 
breeding in the summer months. The yearly cycle is thought to correspond to this 
phenomena. To investigate this seasonal effect further, Figures 4.4(a) and 4.4(b) 
show the daily average of CPUE per month over the first and second halves of the 
data respectively. Here again it is seen that CPUE has a seasonal effect over both 
halves of the data, with average CPUE increasing over the cold months of 
July/August/September, and low over the warmer months starting from October. 
Figures 4.4(a), 4.3(a) and 4.3(b) indicates that this yearly cyclical component may 
be present over the first half of the data, even though it is not graphically visible 
from Figure 4.1. 
 
Figure 4.2 shows daily CPUE over a 1-year period, making it possible to look at 
finer-scale patterns in the data. It is observed that an additional cyclical 
component is present in the data corresponding to a period of approximately 1 
month. In Chapter 1 it was noted that Kapenta fishing takes place in the evenings 
with light attractions. The moon cycle corresponds to a period of 29.53 days and 
the observed monthly cycle in the data is thought to be related to this 
phenomenon, where the amount of light emitted from the moon possibly affects 
the efficacy of the light attractions. Figure 4.5 shows a 1-year plot of CPUE with 
moonlight (where both variables are standardised through subtracting their means 
and dividing by their standard deviations). It is seen that there is a strong 
relationship between these two variables. As the phase of the moon moves toward 
full moon, CPUE decreases and visa versa. This confirms the attribution of the 
monthly cycle to moon phase. Figure 4.6 displays the autocorrelation function for 
the daily CPUE data. From Figure 4.6. evidence of a strong monthly cycle is again 
seen. Taking the mean over every month in the data to remove the effect of the 
monthly cycle from the autocorrelation function, the autocorrelation function in 
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From Figure 4.1, there is no clear indication of an overall long-term increasing or 
decreasing trend in CPUE, but rather changes in the mean level of CPUE with 
alternating increasing and decreasing trends over different periods of the data. 
This is confirmed in Figure 4.3(a). An increasing trend is seen from 1987 to 1990, 






Table 4.2 shows the mean, median and variance for the daily CPUE. A large 
variance is observed for this data, and this may present problems for building 
models with strong explanatory ability.  
 
The relationships between CPUE and the various covariates described in Table 4.1 
are also inspected. In order to compare the patterns of CPUE and covariate data, 
CPUE and each covariate is overlayed on the same system of axes, where both 
variables are standardised. From Figure 4.8 a relationship between CPUE and 
temperature can be seen to exist; the two variables seem to move in the same way 
with temperature peaking after CPUE. This makes intuitive sense, as CPUE is 
seen to peak around July/August/September from Figures 4.4(a) and 4.4(b), when 
temperatures are low, with CPUE decreasing when temperatures peak around 
October (Madamombe, 2002). Figure 4.9(a) shows no visible relationship between 
lake level and CPUE. A 3-year plot of lake level, shown in Figure 4.9(b), does 
however show a yearly cycle in lake level. Overlaying the monthly aggregate of 
lake level on the monthly aggregate of CPUE (where both these variables are 
standardised), as seen in Figure 4.9(c), shows that the yearly cycles of lake level 
and CPUE do not seem to correspond; lake levels peak earlier on average than 
CPUE. Figure 4.10 does not show any relation between precipitation and CPUE; 
with the rainy season occurring over October to February (Madamombe, 2010), 
where precipitation is seen to be high, but CPUE is low. Precipitation appears to 
be consistently around zero over the winter months when CPUE increases. Figure 
Dataset Mean Median Variance 
01/01/86-31/12/03 43.43 38.92 480.50 
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4.12 shows no visible relationship between CPUE and cloud cover; even though it 
was thought that CPUE should increase with decreased cloud cover (and visa 
































4.4   Model Hypotheses  
 
Chapter 1 introduced biological and climatic information about Lake Kariba and 
how these factors are thought to interact with the Kapenta fishing stocks. 
Additionally, having performed the above exploratory analysis with the available 
CPUE and covariate data, hypotheses about which components will be important 
in determining daily CPUE are developed. The following factors are addressed 
one at a time and their hypothesized significance into the model discussed: 
 
• Yearly cyclical component: The movement of Kapenta fish to protected 
bays over summer months for breeding, and back into open waters over 
winter months, when Kapenta CPUE are seen to increase, is hypothesized 
to be a significant component in the model for CPUE. This yearly seasonal 
component is predominantly seen in Figures 4.1, 4.3(a)-(c), 4.4 and 4.7. 
•  Monthly cyclical component: Figures 4.2 and 4.6 show the clear presence 
of monthly cyclical components throughout the Kapenta CPUE data. The 
presence of this component is attributed to the effect of moonlight on 
CPUE, where the cycle of the moon is 29.53 days, Figure 4.5 shows how 
closely daily CPUE relates to moonlight. Kapenta fishing takes place in 
the evenings with light attractions. When moon phase is close to full moon 
and the moon emits most light, these light attractions loose efficacy and 
CPUE decreases. The strong presence of this component, due to 
moonlight, is hypothesized to be a significant component in the model for 
CPUE.  
• Lake Level: Other literary works, such as Ndebele-Murisa et al (2011), 
Marshall (1982) and Magadza (1996), find lake level to be significant 
factors in determining Kapenta stocks. Increased water levels result in 
increased nutrient concentrations in the water, increasing phytoplankton 
biomass and production. This has favorable impacts on higher trophic 
levels, such as the Kapenta fish. This thesis, however, aims to understand 
factors that influence frequently sampled  (daily) CPUE values, and due to 
the fact that lake level values change slowly and only very slightly, it is 
hypothesized that lake level will not be a significant component in the 
! ""!
model for Kapenta CPUE. Additionally Figures 4.9(a) to 4.9(c) show no 
relationship between the movement of CPUE with lake level, and the 
cyclical movement of lake level does not correspond to the cyclical 
movement of CPUE. 
• Temperature: Literary works such as Ndebele-Murisa et al. (2011) and 
Chifamba (200) show temperature to influence Kapenta stocks. Increased 
water temperatures adversely affect fish stocks, as higher temperatures 
allow more nutrients to become locked up in the bottom layer of the lake. 
This adversely affects the phytoplankton in the upper layer of the lake 
upon which Kapenta feed, and this decreases Kapenta stocks. Figure 4.8 
shows an existing relationship between temperature and Kapenta CPUE, 
with Kapenta catches decreasing as soon as temperatures peak. However, 
since the yearly cyclical component of CPUE corresponds so closely to the 
yearly cycle of temperature, much of the temperature effect will most 
likely be captured by the yearly cyclical component. However, a 
temperature covariate may still be significant in explaining CPUE values 
corresponding to unusual changes in temperature. It is thus uncertain as to 
whether this component will be significant in the CPUE model. 
• Precipitation: Ndebele-Murisa et al. (2011) found precipitation to 
influence Kapenta stocks, but not as greatly as the temperature and lake 
level covariates. In a similar method to lake level, precipitation favorably 
affects Kapenta stocks. Figure 4.10 shows no visual relationship between 
the two variables, and similarly with lake level shows slow and only 
slightly changing data, not likely to affect frequently sampled (daily) 
CPUE values. Thus precipitation is not hypothesized to affect CPUE 
values. 
• Cloud Cover: Due to the fact that moonlight had such a clear relationship 
with CPUE, it was hypothesized that cloud cover over the evenings could 
similarly affect Kapenta catch. Dense cloud cover can diminish the amount 
of moonlight and favorably affect CPUE, as the efficacy of light 
attractions are improved. Figure 4.11 shows no clear relationship between 
CPUE and cloud cover, but the presence of this component will be reliably 
tested in the model for CPUE 
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4.5   Building Structural Time Series Models For Kapenta 
     Catch Data 
 
The model building process employed in this thesis is a step-by-step process 
described in Section 4.5.1 The form of the structural time series model is first 
selected through adding models components, such as trend, cyclical and 
regression components, into the model one at a time and assessing how the 
addition of these factors affect model diagnostics and measures of fit. These 
diagnostics and measures of fits are discussed in Section 3.6. The goodness-of-fit 
measures include AIC, prediction error variance (P.E.V) and R
! 
D
2  values, but note 
that there are two AIC values provided, AIC1 and AIC2, which are described in 
Section 3.9.6. The unknown parameters of a specified model are calculated 
through the maximum likelihood algorithms discussed in Section 3.5, and filtering 
and smoothing algorithms are performed as described in Section 3.3. Bayesian 
analysis can alternatively be used to estimate unknown parameters, but this will be 
demonstrated in Section 4.8.  
 
Structural time series models are fitted to the CPUE data through the dlm package 
described in Section 3.9, using code seen in Appendices A to E. The choice 
between modelling CPUE and total catch was not an easy choice, as total catch at 
times were seen to provide stronger R
! 
D
2  values than those built using CPUE data. 
The choice to model CPUE data ultimately was made, as the number of hauls per 
day needs to be considered. CPUE is the standard means of considering this 
variable, and amongst others is a measure used by Ndeldele-Murisa et al. (2011) 
and Chifamba (2000). Ndeldele-Murisa et al. (2011) describes CPUE as being a 
better indicator of the actual fish stocks in the lake as the total Kapenta catches 
depend on the number of fishermen operating at a given time. Similarly, this 
thesis intends to eliminate the effects of different human efforts on a given day, 
and focus more on biological factors affecting Kapenta catch. Additionally, 
diagnostic measures, such as the autocorrelation functions and QQ-plots, were 
observed to be much poorer overall when building models using total catch data. 
The assumption of normally distributed errors was particularly poorly upheld 
when using total catch data. It was a struggle to explain all the variation in total 
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catch data and more harmonics would have to be added to all cyclical components 
in an attempt to remove autocorrelation between lags than seen with CPUE data.  
 
Having decided to model CPUE, it was further decided to model the log of CPUE 
and then to model the two halves of the log of CPUE data separately. The two 
halves of the data, the periods 1 January 1986 to 31 December 1994 and 1 January 
1995 to 31 December 2003, will be referred to as datasets I and II respectively 
throughout this thesis. Datasets I and II were modelled separately for two reasons: 
firstly, graphically it appears that the two halves of the data might follow different 
underlying patterns, as seen in Figure 4.1. Secondly, temperature and precipitation 
data from Tutiempo weather only become consistent or regular over the second 
half of the data and their relationship with CPUE can only be reliably tested over 
dataset II. It was decided to model the log of CPUE, as this normalizes the data 
and removes the positive skew present in the CPUE data. This is demonstrated in 
Figures 4.12(a) to 4.12(d). Subsequently, modelling the log of CPUE data 
continuously allowed for models with more favorable R values. Diagnostic 
autocorrelation and QQ-plots also appeared more favorable when modelling the 
log of datasets I and II. Note that when this thesis refers to modelling CPUE data, 
it is referring to the log of CPUE data. The model building process for both CPUE 
datasets I and II, is described in more detail in Section 4.5.1 below. 
 
4.5.1    The Model Building Process  
 
The process of building a model describing daily CPUE, for datasets I and II, 
involves the following: 
1. The structure of the model is decided on. This involves selecting which and in 
what form trend, cyclical and regression components will be present in the model 
for CPUE. This in itself is a 4-step process: 
 
i) The structure of the trend component is first decided on. This includes 
deciding between modelling the trend as a local level model, a local linear trend 
model, a deterministic model, a smooth trend model or a random walk with drift 
















           equations (3.7.3) to (3.7.6) in Section 3.7.1.1, but for convenience are restated 
           and renumbered: 
 
      Table 4.3: Table showing formulae for trend components of structural time series models 














ii) The effect of moonlight on CPUE is investigated. This effect can be 
accounted for through adding in moonlight as an explanatory variable, or 
through modelling it as a cyclical component with period equal to 29.53 days. 
Modelling an explanatory variable is described in Section 3.7.1.3, but is restated 
and renumbered here for convenience: 
 
      Table 4.4: Table showing formulae for regression components of structural time series  




yt = " j,t
j=1
k
# Xt +$ t ,
" j,t = " j,t%1 + & j ,t ,
                          
! 
" t ~ N(0,#"
2)
$ j,t ~ N(0,#$




Modelling a cyclical component is described in equations (3.7.8), but is also 
restated and renumbered here for convenience 
Local Level Model 
! 
yt = µt +" t ,
µt = µt#1 + $t ,
  
! 





Local Linear Trend 
Model 
! 
yt = µt +" t ,
µt = µt#1 + lt#1 + $t ,
lt = lt#1 +%t ,
   
! 









yt = µt +" t ,
µt = µ0 + lt,
      
! 
" t ~ N(0,#"
2)
 (4.5.3) 
Random Walk with Drift 
! 
yt = µt +" t ,
µt = µt#1 + l + $t ,
   
! 





Smooth Trend Model 
! 
yt = µt +" t ,
µt = µ0 + lt ,
lt = lt#1 +$t ,
      
! 






      Table 4.5: Table showing formulae for cyclical components of structural time series models 
 
Fourier Form Cyclical 
Components 
! 
yt = ct +" t ,
! 
ct = ct"1 cos#c + ct"1
* sin#c + ˜ $ t ,
ct
* = "ct"1 sin#c + ct"1
* cos#c + ˜ $ t
*,
! 
" t ~ N(0,#"
2)
˜ $ t ~ N(0,# ˜ $
2 )






The benefit of using a cyclical component is that adding smaller harmonics of 
the cycle to the model is easily performed and showed to improve model fit, 
diagnostics and flexibility of the model. Alternatively, adding increasing powers 
of the explanatory variable to the model performs a similar function. Both 
methods were tested in this thesis and the complexity of harmonics was 
restricted to four harmonics fitted per cycle. Improving model fit, diagnostics 
and flexibility can also be performed through making the cyclical components 
or explanatory variables dynamic, where the error terms in equations (4.5.6) and 
(4.5.7) are then greater than zero. The decision of whether or not to model this 
explanatory variable or cyclical component of moonlight dynamically was a 
difficult choice. This component may change over time, especially as the time 
series is long and behaviour changes. However the danger is that with very 
variable data, such as the Kapenta CPUE data, dynamic components may absorb 
much of the variability and then loose it’s simple interpretation.  Based on 
visual inspection of graphical representations of fitted model terms for various 
components considered for inclusions into the model, including both cyclical 
and regression components, this thesis decided not to model any components 
dynamically. It was too frequently observed that components absorb too much 
of the variability in the data, where after these components made no interpretive 
or biological sense. As an example of this, models including dynamic 
components will be demonstrated in Section 4.6. 
 
iii) The effect of the yearly cycle is fitted to the data, where the period of the 
cycle is equal to 365 days. The number of harmonics in this cycle can also be 
increased to improve model fit and diagnostics. For the same reasoning 
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explained in the modelling of the moonlight effect in (2), the yearly cyclical 
components are not modelled dynamically, as the same problems discussed 
where experienced. 
 
iv) Explanatory variables temperature, lake level and precipitation are added to 
the model to see if these variables help explain any of the variation in the data. 
Note that the variables temperature and precipitation are only added to dataset II 
due to data availability. Again, for the same reasoning explained in the 
modelling of the moonlight effect in (2), the above explanatory variables are not 
modelled as dynamic components.  
 
2. The models defined in (1.) are essentially in state space form, as described in 
Section 3.7.1.4. The Kalman filtering and smoothing algorithms are used to 
estimate the mean and covariance matrix of the normally distributed state vector 
! 
" t+1 based on information through to time t.  The Kalman filter estimates this 
based on observations through to time t, while the smoothing algorithm estimates 
are based on the entire data sample. Therefore the Kalman filter estimates 
! 
at+1 = E(" t+1 | y1:t )  and 
! 
Pt+1 = var(" t+1 | y1:t ), while the smoother estimates 
! 
ˆ " t = E(" t | y1:n ) and 
! 
Vt = var(" t | y1:n ) . The filtering and smoothing algorithms are 
discussed in Section 3.3, but for convenience the recursions are restated below: 
 


























   
! 
ˆ " t = at + Ptrt#1




2. Unknown model parameters are estimated using maximum likelihood, as 





  Table 4.7: Table showing formulae for loglikelihood of structural time series models 
 
The loglikelihood is maximised by means of a numerical maximisation process, 
the “L-BFGS-B” method, described in Section 3.5.4. 
 
4. Once the model is fully specified model diagnostics are assessed through the 
use of autocorrelation functions, scatter plots and QQ-plots, to assess the 
assumptions of independent, homoscedastic and normally distributed residuals. 
Additionally, goodness-of-fit measures and measures for model comparison are 




2  measures, while models are compared using AIC measures. These 
measures are discussed in more detail in Sections 3.6.1 to 3.6.3, but for 
convenience purposes, goodness-of-fit measures and model-comparison measures 
are restated below 
 














2 =1" SSE / (#yt "
t=2
n
$ #y)2,  
where 
! 
SSE = (n " s) ˜ #2 , 
 s is the number of constant elements in state vector, n is 




w=d+q, d is the number of diffuse elements in the state 









AIC = "2logL(y |#) + 2w
Loglikelihood 
! 














where d is the number of diffuse elements, n is the number of 
observations in the time series, and N the number of series observed  
(4.5.8) 
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AIC1 measure, whereas using the loglikelihood in (3.9.1) produces the AIC2 
measure. The diagnostics and goodness-of-fit measures for each of the models 
constructed using the process described in (1.) are viewed, and the model 
describing the most variation within the CPUE data is selected. 
 
4.6   Results for Structural Time Series Models using  
    Daily CPUE Data 
 
The model building process described in Section 4.5.1 is summarised in Tables 
4.9 and 4.10, for datasets I and II respectively. Modelling the trend component is 
first considered, and it appears from fit values that the local level model performs 




2  values. Alternative models for the trend component are a local linear 
trend, smooth trend, random walk with drift or deterministic trend model. These 
all incorporate a slope component into the trend. The smoothed slope estimates 
(the estimation of the slope component in the state vector, given the entire time 
series) shown in Figures 4.12 and 4.13 for datasets I and II respectively, show that 
in these models for trend, a slope component may be unnecessary, and the initial 
indication to use a local linear model appears satisfactory. For models containing 
a slope, smoothed slope estimates are approximately all zero. The smooth trend 
model shows smoothed slope estimates slightly greater in value than those 
observed in the other kinds of models for trend, however this is expected as all the 
variance is transferred into the slope component. Additionally, the value of the 
slope component is not strictly in one direction, but oscillates around zero, 
suggesting a local linear model is still satisfactory. The deterministic trend model 
is useful in the way that it allows one to see the overall direction of CPUE through 
the smoothed mean level component of the trend. For dataset I, the deterministic 
trend model shows that the mean level of CPUE is increasing overall. For dataset 
II, however, the deterministic trend model shows that the mean level of CPUE is 
decreasing overall. The presence of an overall increasing or decreasing mean level 
of CPUE indicates that perhaps a small value for slope may be meaningful, as 
even though this increase or decrease appears small per week, over 9 years it may 
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Table 4.10: Table showing model building process and fit results using daily data for dataset II 
!
! ""!
small, is significant, it will be added to the model, for increased flexibility. For 
this purpose confidence intervals for the smoothed slope estimates in the models 
for dataset I and II were constructed. In order to construct these confidence 
intervals, yearly cyclical, monthly cyclical and covariate effects are removed from 
the data, by incorporating these components into the model. 
 
Confidence Intervals assessing the presence of slope components for datasets I 
and II were tested for models constructed with local linear trends. This is the most 
flexible form for modelling trend with a slope component, and with cyclical and 
covariate effects provided the best overall model diagnostics and fits from all 
trend models containing a slope. Additionally, confidence intervals were 
constructed for differences in the levels of the trend components for these models; 
the difference between each smoothed trend level estimate and the final smoothed 
trend level estimate in the time series. The variance of the slope components for 
both datasets I and II are estimated to be approximately zero, and thus the 
confidence intervals remain constant over time.  
 






These confidence intervals show slope components to be unnecessary, with the 
intervals containing zero. The confidence intervals showing differences in the 
mean trend level, seen in Figures 3.14 and 3.15, show these differences to 
oscillate from being significantly negative to significantly positive for both 
datasets; more indicative of a random walk type model.  The prior belief of local 
level models is thus confirmed, and the trend for both datasets is modelled as 
such. Note that cycles are still present in smoothed trend level differences, as all 
models despite the number of harmonics added to cyclical components could not 
capture much of the variation of the within the data. Much more variation could 
be explained using local linear models. 
 
Tables 4.9 and 4.10 show that the effect of moonlight on CPUE is better 
accounted for through adding a cyclical component with period equal to 29.53  
Dataset I 
! 
0.0000 ± 0.0044  
Dataset II 
! 













































Figure 4.15:  Plot showing confidence interval for the changes in trend level for a model using 
daily data from dataset II!
Figure 4.16:  Plot showing confidence interval for the changes in trend level for a model using daily 






days, than adding an explanatory variable in both datasets. Increasing the number 
of harmonics in the cycle further improves model fits, more so than adding  
increasing powers of the moonlight explanatory variable to the model. Thus the 
moonlight component is better modelled through sines and cosines.  
 
Cyclical components with period equal to 365 days are also added to the model to 
capture the yearly movement of Kapenta fish in and out of protective bays for 
breeding. This component is also modelled with increasing harmonics.  
Explanatory variables temperature and precipitation are tested for inclusion into 
the model for dataset II (due to data availability), but these produced non-
interpretable results. Due to the fact that many daily values were missing from the 
temperature and precipitation datasets, the CPUE dataset had to be altered to have 
corresponding missing values with that of the covariate data (§3.9.3). This makes 
directly comparing these models with those not including the explanatory 
variables impossible. Additionally, models including temperature and/or 




2  values, and large P.E.V, AIC1 and AIC2 values. Graphical 




values are known to exist for very poor model fits. For both these reasons 
temperature and precipitation were not considered for addition into the model for 
daily CPUE. Lake level was added into the models for both datasets I and II, but 
its seen that this does not improve any fit values, or model diagnostics. 
 
For dataset I, increasing the number of harmonics of the moonlight cyclical 
component keeps improving model fits and diagnostics, and this extends beyond 
four harmonics. However, increasing the number of harmonics in the yearly 
cyclical component tends to worsen model fits and diagnostics, even though it is 
graphically evident from Figures 4.1, 4.3(a), 4.4 and 4.7 that there should be a 
yearly cycle.  All models show poor fit values as seen through low R
! 
D
2  values, as 
only approximately 15% of the variance in the data can be explained through the 
best models built. Although it is difficult to select one model as best, it appears 
that the local level model with a cyclical component of period equal to 29.53 and 





























overall diagnostics and goodness-of-fit values. Another worrying result is that 
diagnostic measures for these models, even the best model** selected above, are 
quite poor. This is seen in Figure 4.16. The autocorrelation function shows 
positively auto-correlated residuals, with more than 5% of the lags showing 
significant correlations. The scatter plot, checking the assumption of 
homoscedastic standardised innovations, does not appear majorly problematic. 
Residuals may appear to be slightly larger in earlier years, but smoothed values 
are known to jump up and down initially. The QQ- plot seems problematic, as it 
doesn’t show the linear relationship indicating normally distributed standardized 
residuals.  
 
Dataset II exhibits the same problems as dataset I. However, in this case the fact 
that adding a yearly cyclical component does not improve the model fit is even 
more perturbing, as dataset II had an even more obvious yearly cyclical 
component (Figure 4.1, 4.3(a), 4.4 and 4.7).  Additionally, the fit values showed to 
be even poorer than that of dataset I, with the best models showing R
! 
D
2  values of 
only approximately 8.7%. Although it is again difficult to choose one model as 
best, a local level model with cyclical component of period equal to 29.53 and 
four harmonics is the better of models observed (denoted ** in Table 4.10). Figure 
4.17 shows diagnostics are also poor. The assumption of homoscedasticity does 
not seem to uphold badly, however there is a period in the middle of the dataset 
where residuals seem larger. The QQ- plot shows standardized residuals that are 
not normally distributed and the autocorrelation function shows positively auto-
correlated residuals.    
 
As discussed in Section 4.5.1 of this thesis, there is a danger in modelling 
components dynamically when using structural time series models, as these 
components may absorb much of the variability in the data and lose its simple 
interpretation.  However, in an attempt to improve model fits, this approach was 
considered. Allowing the moonlight variable to be dynamically included, seen in 
equation (4.5.6) where the error component (
! 
"#
2 ) is greater than zero, improves 

















for either dataset I or II. These goodness-of-fit values are seen in Tables 4.9. and 
4.10, and diagnostic plots showed highly significant correlations, homoscedastic 
and non-normally distributed standardised residuals. Figures 4.18 and 4.19 show 
the dynamic moonlight component to absorb much of the variability of the data, as 
no clear cyclical movements are observed. Thus modelling the moonlight 
explanatory variable dynamically is not considered, despite the fact that model fit 
is improved for dataset I. Modelling moonlight through dynamic cyclical 
components with period equal to 29.53 days, as seen in equations (4.5.7) where 
the error components are greater than zero, did not improve models for either 
datasets I or II. As modelling components dynamically allows for more model 
flexibility, ideally one would want to uncomplicate the model, and include the 
cyclical component with only one harmonic. The results for this are also presented 
in Tables 4.9 and 4.10, and show poor goodness-of –fit measures for both 
datasets. Additionally, poor diagnostic plots were also observed, showing non-
normally distributed, highly correlated and homoscedastic standardised residuals. 
The variance of the cyclical components for both datasets were estimated to be 
approximately zero, so modelling the moonlight cyclical component dynamically 
does not make much a difference to fit and diagnostic plots observed when 
modeling cyclical components non-dynamically. Increasing the number of 
harmonics in the dynamic cyclical components, undesirably complicating the 
model, similarly estimates variances to be approximately zero. Thus model fits 
and graphical diagnostics are not seen to improve much either when compared 
with corresponding non-dynamic models. Thus model components are not 
dynamically included.   
 
4.7   Problems with Daily Data 
 
Using daily data proved to be problematic when fitting structural time series 
models as described in Section 4.6. It was discovered that these poor results were 
attributed to the sampling interval of the data. As described by Brown (2004) “it is 
possible to sample so often that there is essentially nothing to look at.”  Sampling 
intervals must be long enough for there to be a reasonable chance for some change 
to occur since the last observation. If the sampling rate is too high, as seen with 
! "#!
daily data, it is difficult to see a pattern in the data and hence is harder to forecast 
into the future. The longer the interval, the clearer the average level of the process 
(Brown, 2004). With daily data, highly variable data, there are short-term patterns 
for which there are no means of modelling or covariates available for predicting 
values. Patterns that emerge over aggregated data are seen to be more predictable 
and more easily modelled. As it was the aim of this thesis to find long-term trends 
and patterns in the data, it was decided to sum daily data to weekly data. Weekly 
CPUE and covariate data is calculated through the sum of daily values observed 
over a 7-day period. The sum of a week containing missing values is not 
calculated and left as a missing value for data accuracy purposes. One missing day 
may over- or under-estimate the weekly average greatly, due to the highly cyclical 
nature of the data. Since basin 5 contains very few missing data, the quality of the 
data was still high with few missing values. 
 
4.8   Results for Structural Time Series Models using  
    Weekly CPUE Data  
 
Following the same approach outlined in Section 4.5.1, the model building 
process and fit results for models built using datasets I and II can be seen in 
Tables 4.12 and 4.13 respectively. For both datasets it appears from overall fit 
values that a local level model is best once again. Additionally, Figures 4.20 and 
4.21 also show all smoothed slope estimates to be approximately zero. The smooth 
trend model for dataset II shows smoothed slope estimates slightly greater in value 
than those observed in the other kinds of models for trend, however this is 
expected as all the variance is transferred into the slope component. Additionally, 
the value of the slope component is not strictly in one direction, but oscillates 
around zero, suggesting a local linear model is still satisfactory. The deterministic 
trend model is again used to see the overall direction of CPUE through the 
smoothed mean level component of the trend. For dataset I, the deterministic trend 
model shows that the mean level of CPUE is slightly increasing overall, and for 
dataset II it is decreasing overall.  In order to construct these confidence intervals, 
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by incorporating these components into the model. The presence of slope 
components into models are again tested through confidence intervals for the 
smoothed slope estimates in the model. The presence of trend slope components 
are assessed within local linear trend models for datasets I and II. This is the most 
flexible form for modelling trend with a slope component, and with cyclical and 
covariate effects provided the best overall model diagnostics and fit values of 
models including trend slope components. Additionally, confidence intervals were 
constructed for differences in the smoothed trend level estimates; the differences 
between each smoothed trend level estimate and the final smoothed trend level 
estimate in the time series.  
 
The variance of the slope components in the constructed models for both datasets 
I and II are estimated to be approximately zero, and thus the confidence intervals 
remain constant over time.  
 





These confidence intervals show slope components to be unnecessary, with the 
intervals containing zero. The confidence intervals showing differences in the 
mean trend level, seen in Figures 4.22 to 4.23, show these differences to oscillate 
from being significantly negative to significantly positive for both datasets; more 
indicative of a random walk type model. Note that cycles still seem present in the 
series of differences between trend level components, as these components could 
not be completely eliminated in the model, as adding more harmonics into the 
cyclical components in an attempt to remove these cycles started generating 
models with very poor model fits and diagnostic measures.  The prior belief of a 
local level model is again confirmed for models built using weekly CPUE data. 
 
It is preferable to include moonlight through a cyclical component with period 
equal to 4.22 (29.53/7) weeks than through modelling moonlight as an 
explanatory variable. Increasing the number of harmonics in the cyclical 
components, or alternatively adding increasing powers of the explanatory variable  
Dataset I 
! 
"0.0006 ± 0.0088  
Dataset II 
! 
"0.0006 ± 0.0088  
! "#!










Figure 4.23:  Plot showing confidence interval for the changes in trend level for a model using 
weekly data from dataset I 
!
Figure 4.24 Plot showing confidence interval for the changes in trend level for a model using weekly data 






to the model, for increased flexibility improves model fits and diagnostics. 
However, this is better modelled through sines and cosines (cyclical components), 
seen through better goodness-of-fit measures, in Tables 4.12 and 4.13. 
Additionally, for both datasets, model fit does not continuously seem to improve 
as more harmonics are added to this component.  
 
The presence of yearly cyclical components also improves goodness-of-fit 
measures and diagnostic plots, corresponding to the data exploratory analysis 
findings in Section 4.3. Up to three harmonics were tested for inclusion into both 
cyclical components, as including more than 3 was thought to be over fitting the 
data.  
 
Lake level was tested for inclusion in the model build building process for both 
datasets I and II. Model fits or diagnostic plots did not seem to improve with the 
addition of this explanatory variable to either dataset. Temperature and 
precipitation data are available for dataset II only, and these were tested for 
inclusion as explanatory variables to the model for dataset II. Although few, some 
weekly values for these covariates are missing. To avoid having to alter the CPUE 
dataset so that missing covariate values correspond to missing CPUE values, for 
programming purposes (§3.9.3), missing values were replaced by smoothed 
average values. Additionally, two new variables defined as temperature with lags 
of two and three months respectively were also added into the model, as 
graphically (Figure 4.8) a lag in the effect of temperature on CPUE may be 
present. From Table 4.13 it is seen that only temperature (with no lag) appeared to 
improve model fit. From the goodness-of-fit measures seen in Tables 4.12 and 
4.13, and through the use of diagnostic plots, the best models for datasets I and II 
were selected. It is seen that local level models added with two cyclical 
components where period equals 4.218 (=29.53/7) and 52.143 (=365/7) weeks 
respectively, the first being fit with two harmonics and the second with 3 
harmonics, provides the best overall fit measures for both datasets. Additionally 
the best model for dataset II includes temperature as an explanatory variable. 
These models possess the smallest AIC1 measures, the smallest P.E.V measures 
and the highest R
! 
D





measures, with the best models explaining approximately 77% and 67% of the 
variance in datasets I and II respectively. These best-selected models for datasets I 
and II (denoted by ** in Tables 4.12 and 4.13) will be referred to in the remainder 
of this thesis as Model D1 and Model D2 respectively. Additionally, maximum 
likelihood estimates for the unknown observation (
! 
"#




variances are provided below for Models D1 and D2. 
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 Model D1 Model D2 
 0.023 0.012 
 0.006 0.014 
 
Diagnostic checks performed on models D1 and D2 for datasets I and II 
respectively aim to assess whether residuals produced from chosen models are 
random and normally distributed; these are seen in Figures 4.24 and 4.25. The 
autocorrelation functions show very few lags with significant correlations, 
however after 4 weeks there are still slight correlations left for both datasets. Four 
weeks correspond to a period of 28 days, and these correlations may be attributed 
to the moonlight effect on CPUE, not accounted for by the cyclical components 
with 3 harmonics. Adding additional harmonics to these cyclical components may 
eventually eliminate this correlation, however fit values and diagnostic plots do 
not change significantly or quickly past 3 harmonics. Residuals are seen to be 
homoscedastic, with the variance of the residuals appearing constant in both 
scatter plots for datasets I and II. The assumption of normality is well upheld 
through the almost perfectly linear presence of the QQ-plots for datasets I and II. 
This shows great improvements to the models described in Section 4.6, when 
models were built for daily CPUE. 
 
The model results described above for datasets I and II are pleasing, not only 
because they show reasonable fit values and diagnostics, but because they justify 
biological expectations outlined in Chapter 1. Additionally these results coincide 
with expectations in Section 4.3, under the exploratory data analysis. These 


































The presence of a cyclical component with period equal to 29.53 days, 
corresponding to the cycle of the moon, was clearly seen to exist in the data in 
Section 4.3 (Figures 4.2, and 4.6). This component was hypothesized to exist in 
Chapter 1, due to light attractions being used in Kapenta fishing. The yearly 
cyclical components were also thought to exist in Section 4.3 (Figures 4.1, 4.3(a), 
4.4 and 4.7). It was noted that CPUE grew larger over the cold months of 
July/August, and CPUE was lowest over the hotter months of the year starting 
from October. This effect was also hypothesized in Chapter 1, since Kapenta fish 
move inshore to breed over summer months and then back into open waters over 
the winter months. It was noted in Section 4.4 that water level or precipitation was 
not expected to effect CPUE levels. These covariates change so slowly, and so 
slightly that it was thought these variables would not influence any frequently 
observed changes in CPUE. Temperature, however, was a covariate that was 
expected to influence CPUE, as biologically (see §4.4) and graphically (Figure 
4.8) there is a relationship between these two variables. However, it must be noted 
that much of the temperature effect on CPUE is most likely captured by the yearly 
cyclical component, as the moving of Kapenta fish in and out of open waters 
correspond closely with summer and winter months. Temperature is seen to 
provide a slight improvement in model fit, but not much on diagnostic plots. Due 
to this improvement in fit, however, it is retained in the model for dataset II. This 
improvement in model fit is thought to account for any temperature variations out 
of the ordinary that may affect CPUE, decreasing CPUE effort when it is 
unusually hot and visa versa. Since moonlight is seen to provide such a strong 
effect on CPUE, it was thought that cloud cover would similarly affect CPUE. 
Chapter 1 describes how cloud cover may diminish the amount of light emitted 
from the moon, and so increases the efficacy of the lights used during fishing to 
attract Kapenta. In order to see whether cloud cover affects CPUE, it is added to 
model D1. However, as only 3 years of the cloud cover data is available, it is 
modelled using the corresponding subset from dataset I. Fit values for model D1 
over this new, smaller dataset is provided first in Table 4.16, then fit values for 
model D1 with cloud cover as an explanatory variable is shown for comparison. 
For the same reasons outlined in Section 4.4, the cloud cover explanatory variable 





Model AIC1 AIC2 P.E.V R2D 
Model D1 -237.52 -60.22 0.048 0.679 
Model D1 + Explanatory Variable (Cloud Cover) -228.11 -34.69 0.048 0.679 
 
 
From Table 4.16 it is seen that cloud cover does not improve model fit, as seen 
through lower AIC values and unchanged P.E.V and R
! 
D
2  values. Additionally, 
diagnostic plots did not improve after the addition of cloud cover into the model. !
 
The models D1 and D2 show that the factors affecting weekly CPUE over both 
periods are essentially the same factors, with the exception of temperature where 
this data is not available over the period of dataset I. However, looking at the 
maximum likelihood parameter estimates for the unknown variances in Table 
4.15, certain differences between the two datasets are noticed. Dataset I shows 
larger observation variance than dataset II; this is expected as dataset I was 
observed in Table 4.2 to show higher variance. Dataset II however shows greater 
stochastic movements in the trend, as seen by larger evolution variance. This 
indicates a less smooth trend component, and the mean trend level of CPUE 
changes more greatly and significantly over the period of model D2.  
 
Looking at the smoothed estimates of the trend, moon cycle and yearly cycle 
components along with the CPUE data for dataset I, in figure 4.26, shows the fit 
of model D1 graphically. Figure 4.27 is the same figure, providing only the first 
100 observations; this allows one to see the smoothed estimates of the moon phase 
cycle relative to the data more clearly. Figures 4.28 and 4.29 provide these same 
figures for model D2 of dataset II, including the smoothed estimates of the 
temperature variable. Smoothed trend components are seen to capture the mean 
level of the data, with the trend component appearing more variable for dataset II 
due to the larger trend variance. The trend component for dataset II in Figures 
4.28 and 4.29, are seen to be below the CPUE data. The reason for this is the 
addition of the temperature covariate; since the smoothed components must be 
added together to provide the smoothed representation of the data, adding the 
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to decrease in value. The fit for both models D1 and D2 appears good, with the 
yearly and moonlight cyclical components in the data being captured well by the 
cyclical components provided in the model. The temperature covariate shows 
smoothed estimates that cycles; when temperature increases, CPUE is seen to start 
decreasing and thus temperature captures any additional cyclical behaviour in 
CPUE not captured by the yearly cyclical component.  
 
The improvement of models describing CPUE when summing daily data into 
weekly data is profound, however it must be noted that models are still flawed. 
Single diagnostic measures such as the H(h) measure for homoscedasticity and the 
Box-Ljung statistic Q* discussed in Section 3.6.1 continued to show significant 
heteroscedasticity and correlations for weekly data. Although graphical diagnoses 
improved and are reasonable to good, model assumptions are not perfectly met as 
indicated by these measures and imperfections in these graphical diagnoses. 
Additionally fit values, such as R
! 
D
2 , although reasonably strong do not indicate 
that enough of the variance within the data is explained to warrant forecasting. 
 
4.9   Bayesian Analysis 
 
Bayesian estimation and smoothing is illustrated in this section for the selected 
models D1 and D2, of datasets I and II, described in Section 4.8. In both these 





Independent inverse-gamma distributions are assumed as priors, 
! 
("#
2)$1 ~ Gamma(%# ,&# ) , where 
! 
"  and 
! 
" are the shape and rate parameters of the 




2,&0:n | y1:n )  is 
implemented, running 10000 MCMC iterations. The first 500 draws are discarded 
as burn-in values.  
 
Diagnostic plots of the MCMC output are first observed. Figure 4.30 shows the 
running sample means and empirical autocorrelation functions respectively for the 
MCMC samples of the variances for the model D1 of dataset I. Figure 4.32 shows 
the same for model D2 of dataset II. The convergence of the MCMC output can be 
! "#$!
seen in both figures 4.30 and 4.32, with the ergodic means stabilising for both the 
observation and evolution variances. MCMC samples of the variances show no 
correlation with previous samples, a pleasing result for samples that are 
potentially highly correlated. Figure 4.31(a)-(b) shows the posterior distribution of 
the observation and evolution variances for model D1 of dataset I. Additionally 







2 for model D1 of dataset I where a low correlation is evident reflecting a 
faster mixing of the Gibbs sampler. Figure 4.33 represents the same results as 
Figure 4.31 for model D2 of dataset II. The MCMC samples from the joint 







 for the model D2 of dataset II also shows low 
correlation and a faster mixing of the Gibbs sampler.  
 
The Bayesian estimates of the unknown variances with respect to quadratic loss, 
are given by their posterior expectations whose MCMC estimate, together with 
Monte Carlo standard errors are given below for both Models D1 and D2. 
Parameter estimates using Bayesian analysis are seen to produce almost exactly 
the same parameter estimates as those produced using maximum likelihood, and  
thus model fits, diagnostics and interpretations are very much the same as those 




Model D1 Observation Variance    
( ) 
Evolution Variance       
( ) 
Parameter Estimate 0.0226 0.0058 




Model D2 Observation Variance     
( ) 
Evolution Variance       
( ) 
Parameter Estimate 0.0117 0.0136 
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4.10   Multivariate Analysis 
 
Finally an extension of univariate models into multivariate models is considered. 
Univariate models built for log-transformed CPUE data for basin 5 are extended 
into a multivariate model including the log-transformed CPUE data for basins 2 to 
4. Basin 1 is not considered for the multivariate extension, as this data contained 
too many missing values, as seen in Table 4.1. As discussed in Section 3.9, 
multivariate models are built using the dlmSum function of the dlm package in 
R. Model D1 was extended across basins 2 to 5, for dataset I. The form of model 
D1 (or model D2 less the temperature explanatory variable) is extended across 
basins 2 to 5 for dataset II as well. Explanatory variables, modelled using the 
dlmModReg function, cannot be included into the multivariate model using the 
dlmSum function, as this returns errors stating that this function does not include 
time-varying dynamic linear models. This error is returned whether the 
explanatory variables are time varying or not. 
 
Figure 4.34 shows plots of weekly CPUE over time in each of the four basins 
considered in this multivariate analysis. Figure 4.35 shows the same, over a 2-year 
period. Yearly and monthly cyclical components are similarly observed to exist in 
basins 2 to 4, as observed for basin 5.  Figure 4.34 shows that the trend for basin 4 
appears downward sloping over dataset I, and here a local linear trend component 
might be more appropriate for this basin over dataset I. Basin 2 appears more 
stationary overall than basin 5, with less overall increasing and decreasing 
components in the data. However, generally it appears that the local level model 
and cyclical components, with periods equal to 29.53 and 365 respectively, 
selected for basin 5 are mostly relevant for basins 2 to 4. Correlations between the 
log-transfomed CPUE data for basins 2 to 5 are displayed in Table 4.19 below. 
This shows how closely CPUE data are related between the basins. If the data 
between each basin and basin 5 are related, perhaps the form of model selected for 
basin 5 (models D1) may be appropriate for basins 2 to 4 as well, and multivariate 
models may be advantageous.  The correlations between basins 3 and 5 appear 








Basin 5 Basin 4 Basin 3 Basin 2 
Basin 5 1    
Basin 4 0.524 1   
Basin 3 0.699 0.575 1  





When building a multivariate model, the dlm package provides the loglikelihood 
for the model as a whole, using the formula seen in (3.9.1).  From this a single 
AIC value for the multivariate model can be calculated using (3.6.1). A 
multivariate model is constructed as described in Section 3.7.2 of this thesis. It 




"#  respectively, each pair corresponding to one of the four basins 
considered. For models assuming non-independent model components, 
covariances between the disturbances of components are off-diagonal elements of 
matrix 
! 
"# . The form of model D1 is extended across the basin of Lake Kariba to 
form multivariate models for both datasets I and II, and as only trend level 
components are dynamically modelled, covariances exist only between 
disturbances of the trend level components. In this section it is assumed that 
observation disturbances are uncorrelated, and thus 
! 
"#  is modelled as a diagonal 
matrix. This is a reasonable assumption, and simplifies the computation time of 
the model greatly. These variances are all calculated using maximum likelihood, 
and multivariate models assuming non-independent model components use the 
log-Cholesky parameterisation for the covariance matrix 
! 
"#  discussed in Section 
3.9.10. For multivariate models assuming independent model components 
between different basins, fit measures can be calculated through constructing a 
univariate model for each of the basins, using the parameter estimates 
corresponding to that basin in the multivariate model. Goodness-of-fit measures 

















Figure 4.36: Figures showing 2-years of CPUE data for Basins 2 to 5 
! ""#!
These results can be viewed to assess the fit of the multivariate model to each 
basin in particular, and the sum of the loglikelihood values equals the overall 
loglikelihood for the multivariate model.  
 
Results for extending model D1 across basins 2 to 5 for dataset I, assuming 
independent models between basins, are displayed in Table 4.23; call this Model 
M1. Looking at the R
! 
D
2  values, in addition to providing a good fit to basin 5, the 
form of model D1 is seen to provide a good fit for basin 4 and an average to poor 




values. This can however be attributed to the fact that the data for basin 2 
contained many of its missing values in the first half of the dataset, and this result 
must thus be interpreted with caution.  The R
! 
D
2  values indicate that this 
multivariate model, M1, provides a reasonable fit across four basins of Lake 
Kariba, however remaining most applicable to basin 5. Figure 4.36 shows the 
model diagnostics of model M1 for basins 2 to 4. The diagnostics for basin 5 were 
discussed in Section 3.8. Diagnostics don’t appear too poor. The autocorrelation 
functions for basins 3 and 4 are good, showing few significant correlations. The 
autocorrelation function for basin 2 is not as good, showing more significant 
correlations. The scatter plots show the variance of standardised residuals to 
remain mostly constant, thus the assumption of homoscedasticity may be well 
upheld.  The QQ-plots appear reasonable, especially for basin 4 and appear mostly 
linear, except for at the extremes of the quartiles for basins 2 and 3.   
 
Results for extending model D1 across basins 2 to 4 for dataset II, assuming 
independent models between basins, are displayed in Table 4.24; call this model 
M2. In addition to providing a good fit for basin 5, the 
! 
RD
2  values show that the 
form of model D1 provides good fits for basins 2 and 3 as well. The model thus 
appears to become more relevant over the later years of the study to other basins 
considered. It is noted that basin 4 is not present in the multivariate extension of 
dataset II.  Modelling all four basins in the multivariate model for dataset II 
returned errors of non-convergence in the maximum likelihood estimates of 
unknown parameters. Basin 4 also contained many of its missing values in the 
second half of the dataset and non-convergence occurred as long as basin 4 was 
! """!
considered in the model. For this reason the multivariate model was run excluding 
basin 4.  The multivariate model, M2, provides a good fit across basins 2,3 and 5. 
Figure 4.36 shows the model diagnostics of model M2 for basins 2 and 3. The 
diagnostics for basin 5 were discussed in Section 4.8. Diagnostics appear 
reasonable. The autocorrelation function for basin 3 is good, showing few 
significant correlations. The autocorrelation function for basin 2 is however not as 
good, showing more significant correlations. The scatter plots show the variance 
of standardised residuals to be mostly constant over time, thus the assumption of 
homoscedasticity may be upheld.  The QQ-plots appear reasonable. They are 
mostly linear, except for at the extremes of the quartiles where the assumption 
does not appear to uphold.   
 
The multivariate models M1 and M2, for datasets I and II respectively, 
constructed in Tables 4.23 and 4.24, allowed for each observation and evolution 
variance corresponding to the different basins considered, to be estimated 
individually. It is possible to simplify the multivariate model into one where each 
basin in the model possesses the same observation and evolution variances. This 
greatly reduces computation time, but can be inaccurate when these variances are 
in fact very different. The observation and evolutions variances estimated in 




  Model M1 Model M2 
Basin 5 0.023 0.013 
Basin 4 0.040 - 
Basin 3 0.046 0.040 
Observation 
Variance 
Basin 2 0.046 0.021 
Basin 5 0.006 0.014 
Basin 4 0.007 - 
Basin 3 0.007 0.010 
Evolution 
Variance 
Basin 2 0.022 0.020 
 
Table 4.20 suggests that these variances are in fact different across the basins, and 
estimating only one observation and evolution variance across the basins may lead 
! ""#!
to inaccurate models, therefore such models were not constructed in this thesis. 
For dataset I it is seen that Basin 5 has a much smaller observation variance when 
compared to those of basins 2 to 4, indicating less variable data. Additionally, it is 
seen that basin 2 has a much smaller evolution variance when compared to basins 
3 to 5, indicating a smoother trend component. Similarly for dataset II, it is seen 
that basin 3 has a much higher observation variance than basins 2 and 5, while 
basin 2 has a much higher evolution variance.  
 
Thus far model components between basins have been assumed independent, but 
in reality these models will not be independent, and the dynamic trend level 
components will be correlated. This correlation is taken into consideration by 
allowing the off-diagonal covariance elements in the variance matrix,
! 
"# , 
corresponding to the trend level components to be different from zero. These 
values are also calculated using maximum likelihood. The form of model M1 
without the assumption of independent models between basins, call this model 
N1, generates estimated covariances that imply correlations between the trend 




The overall AIC of model N1 is shown in Table 4.23, and is seen to be better than 
that seen in model M1, where the same model form for each basin is constructed 
independently. This is expected due to the reasonably strong correlations observed 
between basins in Table 4.19, and again Table 4.21 shows strong correlations 
between trend level components for the different basins. Note that model fit and 
diagnostic measures per basin as seen for model M1 are not constructed here, due 
to the fact that models are non-independent and the only measure of fit calculated 
is the overall AIC measure. Constructing a multivariate model assuming non-
 Basin 5 Basin 4 Basin3 Basin 2 
Basin 5 1 0.618 0.656 0.409 
Basin 4 0.618 1 0.730 0.482 
Basin 3 0.656 0.730 1 0.442 
Basin 2 0.409 0.482 0.442 1 
! ""#!
independent model components, such as N1, is seen to be beneficial. It improves 
model fit and develops a unified way to modelling the basins of lake Kariba 
through considering correlations between the basins. 
 
The form of model M2 for dataset II, without the assumption of independent 
model components between basins, call this model N2, generates estimated 
covariances that imply correlations between the trend components for basins 2, 3 




The overall AIC of model N2 is shown in Table 4.24, and is seen to be better than 
that seen for model M2. This is again expected due to the reasonably strong 
correlations observed between basins in Table 4.19, and again Table 4.22 shows 
reasonably strong correlations between trend level components for these different 
basins. Thus constructing a multivariate model N2 is again seen to be beneficial, 
and basins are clearly not independent. 
 
Multivariate models can be useful when modelling systems consisting of more 
than one time series. It provides a unified approach to modelling a system as a 
whole. Multivariate models can theoretically be just as flexible as univariate 
models, as the form of the model does not have to be the same across the series 
considered in the multivariate model. Multivariate models were, however, much 
more difficult to implement. The dlm package provides the dlmSum function in 
which to build multivariate models, however it is a limited function that does not 
allow for regression components to be added.  Confusingly, this function states it 
does consider dynamic multivariate models, yet it does include time-varying trend 
components. Multivariate models often return errors of non-convergence,  
 Basin 5 Basin 3 Basin 2 
Basin 5 1 0.518 0.325 
Basin 3 0.518 1 0.555 




















Figure 4.37: 1(a) Autocorrelation function, 1(b) Scatter plot of standardised residuals and 1(c) QQ-plot of Model M1 for basin 4 
   2(a) Autocorrelation function, 2(b) Scatter plot of standardised residuals and 2(c) QQ-plot of Model M1 for basin 3 

















Figure 4.37:  4(d) Autocorrelation function, 4(e) Scatter plot of standardised residuals and 4(f) QQ-plot of Model M2 for basin 3 




                    
 
          Table 4.24: Table showing fit values for multivariate model M2 and N2 
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Table 4.23: Table showing fit values for multivariate model M1 and N1 
!
! ""#!
for reasons not always understood. This limits the number of models that can be 
constructed as multivariate models. This was never a problem experienced 
constructing univariate models.  Additionally, constructing multivariate models 
that assume non-independence between model components in dlm uses the log- 
Cholesky parameterisation of the matrix 
! 
"# , and constructing these models and 
estimating unknown model parameters became increasingly complex. Goodness-
of-fit and diagnostic measures described in Harvey (1989) are all considered for 
the univariate case only, and can only be applied in the multivariate case across 
individual independent models. Multivariate models are thus concluded to be 
advantageous in cases where series are highly correlated, but this may become 
increasingly complex as more series are added to the analysis. 
 
4.11   Chapter Conclusion 
 
This chapter provided a description of the data used for the application of 
structural time series models. Total daily Kapenta catch data, divided by the total 
number of hauls per day are used to generate a variable known as the daily catch 
per unit effort (CPUE). Additional covariate data, such as daily mean temperature, 
precipitation, moonlight, cloud cover and lake level data is also available. This 
chapter focuses predominantly on the modelling of CPUE for basin 5. Preliminary  
exploratory data analysis shows that CPUE data follows different patterns over the 
two halves of the data, and thus the two halves are modelled separately. Prominent 
monthly and yearly cyclical components are also seen. The monthly cycle is 
thought to correspond with the phase of the moon, as moonlight and CPUE are 
related. Temperature also showed to be related to CPUE, with other covariates 
showing no visual evidence of relation.  
 
Models constructed using daily data produced models with poor diagnostics and 
fit; the reason for this was a sampling frequency that was too high. Summing daily 
data into weekly data eliminated this problem, and more meaningful patterns 
could be extracted from the data. Both halves of the CPUE dataset are modelled as 
local level models, with two cyclical components where period equals 4.218 
! ""#!
(=29.53/7) and 52.143 (=365/7) weeks respectively, the first being fit with two 
harmonics and the second with 3 harmonics respectively. Additionally the second 
half of the dataset is modelled with a temperature covariate. This is not seen in the 
model for the first half of the dataset, as precipitation and temperature data is only 
available over the second half.  
 
Traditionally unknown parameter estimates are calculated through maximum 
likelihood algorithms, but this thesis also estimates these parameters using a 
Bayesian approach. Both methods produce similar estimates for unknown 
parameters.  
 
This chapter concludes with an extension of the univariate model for CPUE of 
basin 5 into a multivariate model for CPUE of basins 2 to 5. Basin 1 is not 
considered, as it contains too many missing observations. Non-convergence is a 
problem experienced frequently when constructing multivariate models using the 
dlm package, making these models difficult to construct. For this reason basin 4 
had to be eliminated from the multivariate analysis for dataset II. No diagnostic or 
goodness-of-fit measures are available for multivariate models in the dlm 
package, with an exception of a loglikelihood value from which the AIC can be 
calculated, known as overall AIC. Model diagnostics and fit values can be 
generated for each of the basin in the multivariate model, when covariances 
between model components are assumed independent. When model components 
are not assumed independent, a multivariate model is seen to be beneficial in this 
thesis, as overall AIC fit values decrease. This is due to the reasonably high 
correlated data between the basins of Lake Kariba. When model components are 
assumed independent, it is observed that the form of model D1 provides a 
reasonable fit across all basins considered in the multivariate model, signaling that 













5.1   Structural Time Series Models: Summary and  
    Conclusions 
 
The objective of this thesis has been to investigate time series models for non-
stationary data, namely ARIMA and structural time series models. These models 
were each investigated in terms of theory, their advantages and disadvantages.  
Having investigated these for both model types, structural time series models were 
selected for modelling Kapenta catch data. When using structural time series 
models, the data do not need to be rendered stationary beforehand and thus 
provide superior interpretive power. These models allow for greater flexibility, as 
all model components can be included as time varying. Additionally, missing 
values are easily handled within the structural framework. ARIMA models are 
criticized by Harvey (1997), for not being embedded within any underlying 
theoretical model or structural relationship. Additionally, identification techniques 
using autocorrelation functions require experienced individuals. Specifying  
structural time series models, although complex theoretically, allow for the 
construction of a model with trend, cyclical and regression components. All these 
components are separately modelled and directly interpreted, a very intuitive 
means of constructing a time series model. The main advantage of using structural 
! "#$!
time series models over ARIMA models is the fact that meaningful model 
parameters are specified, and one has control of the manner in which components 
with these parameters are constructed. The vast literature available on these 
models, and the associated Kalman filtering and smoothing algorithms, allowed 
for ease of theoretical understanding and available programming packages in R 
simplified the implementation of these models. Structural time series models have 
only basic model assumptions of independent, homoscedastic and normally 
distributed standardised residuals. These assumptions are easily assessed through 
the use of autocorrelation functions, scatter and QQ-plots. Various methods 




prediction error variance (P.E.V) and AIC values. Unknown model parameters are 
estimated using maximum likelihood, or alternatively from a Bayesian approach 
using a Gibbs sampler. This thesis cannot conclude on the superiority of the 
frequentist versus the Bayesian approach, or visa versa, as both approaches 
generated the same estimates. Multivariate structural time series models are 
theoretically easily derived, through a direct extension of univariate model 
formulations. Model diagnostics and goodness-of-fit values are however only 
discussed for the univariate case in Harvey (1989), and only AIC values could be 
derived. Should independence between model components be assumed, parameter 
estimates corresponding to each of the basins in the multivariate model can be 
used in constructing a univariate model for each basin. Univariate measures of fit 
and diagnostics can then be observed for each of the basins, and the form of the 
model constructed for basin 5 can be tested for relevance for the other basins of 
Lake Kariba. When the assumption of independent model components is not 
imposed, model fit as measured by the multivariate AIC value improves when 
time series in the multivariate analysis are correlated. Note that each basin cannot 
be assessed using univariate measures of fit and diagnostics when models are no 
longer assumed independent. The multivariate approach provides a unified way to 






5.2   Kapenta Fishing Application: Summary and         
    Conclusions 
 
The dataset used in this thesis included daily total catch of Kapenta (in kg’s) for 
each of the 5 basins of Lake Kariba over the period 1 January 1986 to 31 
December 2003. Additionally the total number of hauls per day for each basin is 
also provided; dividing total catch by the number of hauls defines the variable to 
be modelled, daily Kapenta catch per unit effort (CPUE). This thesis focused on 
modelling the log of Kapenta CPUE for basin 5, the basin with the greatest 
availability of data and in the area where covariate data (temperature, 
precipitation, moonlight, lake level and cloud cover) were collected. The data is 
modelled in two halves, datasets I and II respectively, due to the fact that the two 
halves of the dataset appeared to follow different underlying patterns and because 
explanatory variables temperature and precipitation were only consistently 
available over the second half of the data. Initial exploratory data analysis showed 
the presence of a yearly cyclical component, a monthly cyclical component (due 
to a strong relationship between moonlight and CPUE) and a relationship between 
temperature and CPUE. Using structural time series models to model daily CPUE 
data of datasets I and II, generated poor models. Due to the high sampling 
frequency, patterns in the data were difficult to distinguish and daily data were 
summed to generate weekly data instead. The best models for describing weekly 
Kapenta CPUE values were selected for both halves of the dataset. The best 
model in explaining weekly CPUE for dataset I, is a local linear model with 
Fourier form cyclical components, with periods equal to (29.53/7) and (365/7) 
weeks respectively. Additionally these cyclical components contain two and three 
harmonics respectively. The best model, model D2, for dataset II, contains the 
same components as model D1, but additionally also contains a temperature 
covariate. Parameter estimates (observation and evolution variances) differ 
slightly between datasets I and II, with dataset I showing slightly higher 
observation variance and dataset II showing higher evolution variance. A 
smoother trend is thus seen for dataset I. The trend component is modelled using 
local linear models, and no slope component is included. Therefore an overall 
increase or decrease in Kapenta CPUE is not significantly observed for the period 
! "##!
1 January 1986 to 31 December 2003, and Kapenta stocks appear to be remaining 
level over these years. Basin 5 is situated on the Zimbabwean side of Lake Kariba, 
where the fishing industry is very controlled. Kolding suggests that this has 
allowed for the fishing pressure that has not changed much over the years 
(Kolding et al, 2003). The yearly cyclical component is attributed to the move of 
Kapenta fish to protected bays in summer months for breeding, and back to open 
waters in winter months when catches start to increase again. The moonlight 
cyclical component exists as fishing takes place in the evening with light 
attractions, and increased moonlight diminishes the efficacy of these. Much of the 
relationship between temperature and CPUE is captured through the yearly 
cyclical component included in the model, as the movement of fish to protected 
bays and back to open waters corresponds highly with temperature. However, the 
inclusion of temperature in the model for dataset II is significant, and this 
component captures changes in CPUE attributed to temperatures that diverge from 
the norm. Water level, precipitation and cloud cover covariates are concluded to 
not significantly influence CPUE values over the period studied. When 
considering the multivariate models for datasets I and II that assume independent 
model components, it appears that models of the form described in D1 provide 
good fits and reasonable diagnostics for basins 2 to 4. Factors influencing CPUE 
for basin 5 thus seem to also influence CPUE for basins 2,3 and 4. The effect of 
temperature and other covariates across the basins of Lake Kariba could, however, 
not be included due to problems experienced with the dlm package in R. When 
the assumption of independent model components is not imposed, the multivariate 
model fit is seen to improve, and this is due to the fact that movements between 
the CPUE data for basins 2 to 5 are correlated, and are in fact not independent.  
 
5.3   R dlm  Package: Summary and Conclusions 
 
This package developed by Petris (2010) provided an easy and flexible means of 
implementing structural time series models. All model components are 
individually constructed, with the option of rendering them dynamic. Filtering and 
smoothing algorithms are developed within the package, and thus easily 
performed. Additionally, parameter estimates are generated using maximum 
! "#$!
likelihood within the package. A great amount of literature is available on this 
package, including a book on the package itself (Petris et al., 2007), making the 
implementation process more understandable. Having also considered packages 
such as KFAS (Helske, 2011) and dlmodeler (Szymanski, 2012), in addition 
to the StructTS functions of the stats package in R (Ripley, 2002), the dlm 
package provided a more flexible means of specifying a model when compared to 
StructTS and dlmodeler, and provides more available functions applicable 
to structural time series models than the KFAS package. However, a few 
drawbacks of the dlm package were noted. The available function for 
implementing a Gibbs sampler cannot include missing values in the data. For this 
reason, code adapted from Lavine (n.d.) was used to implement a Gibbs sampler 
for estimating unknown model parameters; this code can be seen in Appendix D. 
Loglikelihood estimates obtained from the dlm package are different to those 
calculated using the loglikelihood formulae in (3.5.3), the most frequently 
observed means for calculating loglikelihood. Thus code adapted from the KFAS 
package was utilised to generate this preferred log-likelihood; this adapted code 
can be seen in Appendix B. The dlmSum function is used to create multivariate 
models. Petris et al. (2007) defines this function to be non-applicable to time 
varying models. This function returns errors referring to this limitation when 
explanatory variables are included into the model, whether they are dynamically 
included or not. Additionally, this function was seen able to include time varying 
trend components, despite the fact that this function is described not to support 
time varying models. Lastly, for models containing a regression component, the Ft 
matrix (using the notation of the dlm package), or similarly the Zt matrix, does 
not include the explanatory variable in this matrix, but rather separately in a 
variable called X. The Zt matrix including the explanatory variable is needed for 
calculating the loglikelihood, the P.E.V and for generating unknown parameter 
estimates from a Bayesian perspective.  Code had to be adapted to redefine Zt to 
include explanatory variables. Constructing multivariate models with unknown 
model parameters, and assuming non-independent models components, proved 
difficult and could only be done using the log-Cholesky transformation. The 
specification of multivariate models in this way is not as intuitive as the 
specification performed for univariate models. 
 
! "#$!
5.4   Future Extensions and Recommendations 
 
In terms of investigating time series models, this thesis considered a detailed look 
into univariate structural time series models. The multivariate extension was only 
briefly considered and more extensive multivariate models, perhaps with not the 
same model form across each of the basins, can be constructed. Another 
multivariate extension to consider could include constructing a multivariate model 
in which the cyclical components are exactly the same across the basins of Lake 
Kariba, i.e. cycles rise and fall at the exact same times. Additionally 
comprehensive goodness-of-fit and diagnostic measures for multivariate models, 
which are only considered for univariate models in this thesis, would be 
recommended for investigation in the future. Another interesting extension would 
be to build as extensive an independent model considered for basin 5 for basins 4 
to 1. In this way, it can be ascertained more accurately whether Kapenta catches 
are significantly increasing or decreasing over time in the other basins. Cyclical 
components and explanatory variables can also be investigated to see which 
phenomena remain consistent in explaining CPUE through all basins, and which 
impact only certain basins. Lastly, an interesting extension would be to construct 
models for CPUE for each half of the lake, one for the Zimbabwean side and one 
for the Zambian side. This may assist in telling if either of the authorities are over-
fishing, by seeing significant decreases in CPUE over time by splitting the data as 
such. Different factors may affect CPUE on either side of the lake, and differing 
factors between authorities might generate interesting results. 
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## Building a model for weekly log CPUE data for basin 5 of 
##lake Kariba, with a local linear trend, a cyclical component 
##with period=29.53/7 and 2 harmonics, a cyclical component 
##with period=365/7 and 3 harmonics and a regression term of 
##weekly temperature data. Unknown observation and Evolution 
##variances are estimated using maximum likelihood 
#_____________________________________________________________ 
 
buildit <- function (par)  
 { mod <- dlmModPoly(1)+dlmModTrig(tau=(29.53/7),q=2)    
    +dlmModTrig(tau=(365/7), q=3) 
    +dlmModReg(weeklyTemp, addInt=FALSE) 
  V(mod) <- exp(par[1]) 
  diag(W(mod))[1] <- exp(par[2]) 
  return(mod) 
 } 
 
fit2 <- dlmMLE (data, par = c(1,1), buildit ) 
dlmY <- buildit(fit2$par) 
V(dlmY)     #Observation Variance 
W(dlmY)     #Matrix with Evolution Variance 
 
filt <- dlmFilter(data, dlmY)   #Kalman Filter 







#Values to be Specified 
#_____________________________________________________________ 
 
d <- 1             # no. of time varying parameters in 
        state vector 
s <- 2     # no. of non zero parameters 
m <- 12     # length of matrix ‘W’ diagonal 
q <- 11     # No. of variables that are not non-
        constant(m minus no. of regressors) 













LaraLL<-function (yt, model, raw.result = FALSE, logLik = 
TRUE, filter = TRUE)   ## (Derived from likelihood function 
       in KFAS package) 
{ 
    if (!require("KFAS"))  
        stop("required package could not be found: KFAS") 
    res <- KFAS::kf(yt = yt, Zt = Zt, Tt = dlmY$GG, Rt = 
 diag(1,m,m), Ht = dlmY$V, Qt = dlmY$W, a1 = t(dlmY$m0), P1 
 = diag(0,m,m),P1inf = diag(1,m,m), optcal = c(FALSE, 
 FALSE,  FALSE, FALSE)) 
    if (raw.result)  
        raw.res <- res 
    else raw.res <- NA 
        return(list(backend = "KFAS", at = res$at, Pt =  



















##(3) PREDICTION ERROR VARIANCE 
#_____________________________________________________________ 
 
Rt <- with(filt, dlmSvd2var(U.R, D.R)) 
Ft <- numeric() 
 
{if (length(dim(X(dlmY))) == 0)  
 for (i in 1:length(data)) 
 { Ft[i] <- Zt %*% Rt[[i]] %*% t(Zt) + V(dlmY) 
 }  
 else {for (i in 1:length(data)) 
 { Ft[i] <- Zt[ , ,i] %*% Rt[[i]] %*% as.vector(t(Zt[ , ,i]))  
      + V(dlmY) 
}}} 
 
plot(Ft, type = "b") 
EV<-Ft[length(data)]  #prediction error variance 
 
##(4) R-squared  
#_____________________________________________________________ 
 
y.delta.dev <- diff(data, na.rm=TRUE) - mean(diff(data), 
na.rm=TRUE) 
 
den <- sum(y.delta.dev^2, na.rm = TRUE) 
 
num <- (length(data) - d) *  EV     
 
R2 <- 1 - (num / den) 
 
##(5) Heteroscedasticity. Note ‘H’ was not made use of in this 
##thesis, but was graphically tested instead  
#_____________________________________________________________ 
 
T <- length(data) 
p <- round((T - d) / 3) 
k <- d 
 
res<-residuals(filt, type=c("raw"), sd=F) 
vt<-res/(Ft^0.5) 
 
num <- sum(vt[(T - p + 1) : T]^2, na.rm=TRUE) 
den <- sum(vt[(k + 1) : (p + k)]^2, na.rm=TRUE) 
 





##(6) Boxtest. Note, only the autocorrelation and not the 
##boxtest was utilised. 
#____________________________________________________________ 
 
acf(vt, lag.max=40, na.action=na.pass) 
v<-vt[-c(1:d)] 





##Confidence Interval Of Slope Presence 
#_____________________________________________________________ 
U.S <- smooth$U.S 
D.S <- smooth$D.S 
 
v <- dlmSvd2var(U.S, D.S) 
 
vars <- c() 
   
  for (i in 1:(length(data) + 1))  
   { vars[i] <- v[[i]][2, 2] 
   } 
 
  pl <- smooth$s[,2] + qnorm(0.05, sd = sqrt(vars)) 
  pu <- smooth$s[,2] + qnorm(0.95, sd = sqrt(vars)) 
 
  ymin <- min(pl) 
  ymax <- max(pu) 
 
jpeg("Graph45.jpeg", width=5, height=5, units="in", res=500) 
plot(Date2,smooth$s[-1, 2], col = 2, ylim = c(ymin, ymax), lty 
= 4, type = "l",ylab = "slope")         
 
lines(Date2,pl[-1], lty = 2) 
lines(Date2,pu[-1], lty = 2) 
 




### Confidence Interval for changes in trend level component 
#_____________________________________________________________ 
 
U.C <- filt$U.C 
D.C <- filt$D.C 
 
U.R <- filt$U.R 
D.R <- filt$D.R 
 
U.S <- smooth$U.S 
D.S <- smooth$D.S 
 
n.obs <- length(smooth$s[-1, 1]) 
dlmWfp <- dlmY 
 
 
Cov.filter <- dlmSvd2var(U.C, D.C) 
 
Cov.smooth <- dlmSvd2var(U.S, D.S) 
 
Cov.one.ahead <- dlmSvd2var(U.R, D.R) 
 
n <- n.obs 
 
T <- dlmWfp$G 
Cov.diff <- NULL 
Cov.diff[[n]] <- Cov.smooth[[n+1]] 
 
for (i in (n-1):1) 
 
 { c.diff <- Cov.filter[[i+1]] %*%   
             t(T) %*% 
             solve(Cov.one.ahead[[i+1]]) %*%  
             Cov.diff[[i+1]] 
 
   Cov.diff[[i]] <- c.diff 
 }  
  
 
x2 <- smooth$s[-1, 1]  
trend.diffs <- x2 - x2[n.obs] 
 
v <- c() 
 
for(i in 1:n.obs) 
   { v[i] <- Cov.smooth[[n.obs + 1]][1, 1] + Cov.smooth[[i + 
          1]][1, 1] - 2 * Cov.diff[[i]][1, 1] 
   }    
    
    
trend.diffs <- ts(trend.diffs, start = c(1986, 1), frequency = 
1) 
  pl <- trend.diffs + qnorm(0.05, sd = sqrt(v)) 
  pu <- trend.diffs + qnorm(0.95, sd = sqrt(v)) 
   
ymin <- min(pl) 
ymax <- max(pu) 
 
jpeg("Graph46.jpeg", width=5, height=5, units="in", res=500) 
plot(Date2, trend.diffs, ylim = c(ymin, ymax), ylab = 
"previous - current level", type='l')   
 
abline(h = 0, lty = 3) 
 
  lines(Date2,pl, lty = 2, col='red') 
  lines(Date2,pu, lty = 2, col='red') 
 
  title(ylab = "year", outer = TRUE) 






## Baysian Analysis: Example seen from Lavine (n.d) 
#_____________________________________________________________ 
 
mod    <- dlmY 
data   <- data 
n.data <- length(data)       # number of time points 
MC     <- 10000              # number of MCMC iterations 
q      <- 11        # same as in appendix B 
keep   <- 1:MC 
n.keep <- length(keep)      # number of iterations to save 
 
# PARAMETERS 
# Theta:      state vector 
# Tau:        observation precision 
# Winvpoly:   evolution precision 
   
# PRIORS 
 
tau.a       <- 0; tau.b       <- 0 
winvpoly1.a  <- 0; winvpoly1.b  <- 0 
 
# STORAGE FOR MCMC OUTPUT 
 
Theta.Gibbs     <- array ( NA, dim = c ( n.keep, n.data+1,  
      length(dlmY$m0) ) ) 
Tau.Gibbs        <- rep ( NA, n.keep ) 
Winvpoly1.Gibbs  <- rep ( NA, n.keep ) 
 








# THE SAMPLER 
 
for ( i in 1:MC ) { 
 print ( paste ( "beginning loop", i ) ) 
 # sample theta 
 filt       <- dlmFilter ( data, dlmY) 
 theta      <- dlmBSample ( filt ) 
 theta.pred <- theta[-n.data+1,] %*% t(mod$GG) 
 theta.res  <- theta[-1,] - theta.pred 
  
# sample tau 
 {if (length(dim(X(dlmY))) == 0)  
 fit<- theta[-1,]%*%t(mod$FF) 
 else{  
 fit<-vector(length=length(data)) 
 for ( k in 1:length(data) ) { 
 fit[k]   <- theta[-1,][k,]%*%(Zt[k,])} 
 }} 
 rss   <- sum ( (data-fit)^2, na.rm=TRUE ) 
 tau   <- rgamma ( 1, shape=tau.a+n.data/2, 
                      rate=tau.b+rss/2 
                 ) 
 mod$V <- 1/tau 
  
# sample winvpoly1 
 rss        <- sum ( theta.res[,1]^2 , na.rm=TRUE) 
 winvpoly1   <- rgamma ( 1, shape = winvpoly1.a + n.data/2, 
                           rate  = winvpoly1.b + rss/2 
                      ) 
 
 if ( !is.na ( j <- match ( i, keep ) ) ) { 
  Theta.Gibbs[j,,]   <- theta 
     Tau.Gibbs[j]       <- tau 
     Winvpoly1.Gibbs[j]  <- winvpoly1 
  } 





## Multivariate model assuming independent model #components 
across basins 2 to 5 
#_____________________________________________________________ 
 
build.multi1 <- function ( par ) { 
mod <- (   (dlmModPoly ( order=1, dV=exp(par[1]), 
dW=c(exp(par[2]))) +dlmModTrig(tau=(29.53/7), q=2, dV=0, 
dW=0)+dlmModTrig(tau=(365/7), q=3, dV=0, dW=0)) 
                %+% (dlmModPoly ( order=1, dV=exp(par[1]), 
dW=c(exp(par[2])))+dlmModTrig(tau=(29.53/7), q=2, dV=0, 
dW=0)+dlmModTrig(tau=(365/7), q=3, dV=0, dW=0)) 
                %+% (dlmModPoly ( order=1, dV=exp(par[1]), 
dW=c(exp(par[2])))+dlmModTrig(tau=(29.53/7), q=2, dV=0, 
dW=0)+dlmModTrig(tau=(365/7), q=3, dV=0, dW=0)) 
              %+% (dlmModPoly ( order=1, dV=exp(par[1]), 
dW=c(exp(par[2])))+dlmModTrig(tau=(29.53/7), q=2, dV=0, 
dW=0)+dlmModTrig(tau=(365/7), q=3, dV=0, dW=0))                  
        )   
   return ( mod ) 
} 
 
fit2 <- dlmMLE (matrixdata, par = c(1,1), build.multi1 ) 
dlmY <- build.multi1(fit2$par) #matrix data contains the log 
        of CPUE for each of the four  
        basins of lake Karibs, in a  










## Multivariate model assuming non-independent model 
#components across basins 2 to 5 











 buildit <- function(par) { 
 U <- matrix(0, nrow = 4, ncol = 4) 
 U[upper.tri(U)] <- par[1 : 6] 
 diag(U) <- exp(0.5* par[7:10]) 
 W(mod)[1:4, 1:4] <-crossprod(U)   
 diag(W(mod))[5:44] <- 0  




fit2 <- dlmMLE(matrixdata, rep(0, 14), buildit, control = 
list(maxit = 500)) 
dlmY <- buildit(fit2$par) 
filt <- dlmFilter(matrixdata, dlmY) 
smooth<-dlmSmooth(matrixdata, dlmY) 
 
 
 
