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Abstract 
The concept of independence has been recently generalized to the constraint logic pro-
gramming (CLP) paradigm. Also, several abstract domains specifically designed for 
CLP languages, and whose information can be used to detect the generalized indepen-
dence conditions, have been recently defined. As a result we are now in a position where 
automatic parallelization of CLP programs is feasible. In this paper we study the task 
of automatically parallelizing CLP programs based on such analyses, by transforming 
them to explicitly concurrent programs in our parallel CC platform (CIAO) as well as 
to AKL. We describe the analysis and transformation process, and study its efficiency, 
accuracy, and effectiveness in program parallelization. The information gathered by 
the analyzers is evaluated not only in terms of its accuracy, i.e. its ability to determine 
the actual dependencies among the program variables, but also of its effectiveness, 
measured in terms of code reduction in the resulting parallelized programs. 
Given that only a few abstract domains have been already defined for CLP, and that 
none of them were specifically designed for dependency detection, the aim of the eval-
uation is not only to asses the effectiveness of the available domains, but also to study 
what additional information it would be desirable to infer, and what domains would be 
appropriate for further improving the parallelization process. 
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Automatic Parallelization of CLP by Analysis and Transformation to CC 1 
1 Introduction 
Independence is the main parallelization principle in both the independent-and paral-
lelism model [Con83, DeG84, Her86, WHD88, HG90] and the DDAS model [She92], 
and is included in several CC models recently proposed which combine these forms 
of parallelism [War90, GSCYH9f, JH9f] (in one of these models - t he AKL model-
independence forms an integral part of the "stability" principle) . The concept of inde-
pendence refers to the conditions that the run-time behavior of the goals to be run in 
parallel must satisfy to guarantee the correctness and efficiency of the parallelization 
with respect to the sequential execution. 
Automatic parallelization is thus closely related to the detection of some notion of 
independence and therefore involves an overhead. It is vital that such overhead remain 
reasonable. Several parallelization techniques have been defined for this purpose. A 
very effective approach, proposed initially by R. Warren et al [WHD88, HWD92] and 
developed further in [MH90b, CH94, BdlBH94a], is to combine local analysis and possi-
bly some run-time checking with a highly sophisticated data-flow analysis based on the 
technique of abstract interpretation [CC77], aimed at reducing such run-time checking 
to a minimum. 
In the context of traditional logic programming (LP), different independence condi-
tions have been studied and proved correct [HR95, CH94]. Also, many sophisticated 
abstract domains relevant to the automatic parallelization task [Son86, CDY91, JL89, 
MH92, MH91, CMB+93] have been proposed. The work presented in [BdlBH94b], re-
ports on the integration of such domains in a second-generation analysis framework 
[MH92, MH90a], describes their integration into the complete parallelizing compiler 
and run-time system [HG91], and studies their efficiency, accuracy, and effectiveness in 
program parallelization, based on the independence conditions mentioned above. The 
experiments confirm the importance of global data-flow analysis in the parallelization 
task. 
The concept of independence has been recently generalized to the constraint logic pro-
gramming (CLP) paradigm [dlBHM93]. Also, several abstract domains specifically de-
signed for CLP languages, and whose information can be used to detect the generalized 
independence conditions, have been recently defined [dlBH93, DJBC93, dlBHB+95]. 
As a result we are now in a position where automatic parallelization of CLP programs 
is feasible. 
In this paper we study the task of automatically parallelizing CLP programs based on 
such analyses, by transforming them to explicitly concurrent programs in our parallel 
CC platform (CIAO) as well as to AKL. Note that the translation into AKL that we 
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propose requires additional steps to those presented in this paper, which are described 
in an accompanying paper [BH95]. We describe the analysis and transformation pro-
cess, and study its efficiency, accuracy, and effectiveness in program parallelization. 
The information gathered by the analyzers is evaluated not only in terms of its accu-
racy, i.e. its ability to determine the actual dependencies among the program variables, 
but also of its effectiveness, measured in terms of code reduction: analysis can help 
both in avoiding parallelizing expressions which can never succeed, and in reducing the 
conditions on other expressions. 
Given that only a few abstract domains have been already defined for CLP, and 
that none of them were specifically designed for dependency detection, the aim of the 
evaluation is not only to asses the effectiveness of the available domains, but also to 
study what additional information it would be desirable to infer, and what domains 
would be appropriate for further improving the parallelization process. 
The rest of the paper is structured as follows. Section 2 gives an brief description of 
the evaluation environment - i.e., the parallelizing compiler and the language. Section 
3 discusses the generalization of independence to CLP, which is a non-trivial extension 
of that of LP. Based on this, Section 4 presents suitable parallelization conditions and 
tests for CLP programs. Section 5 describes the structure and task of the "annotators" 
- the actual parallelizers which interface with the analyzers - and the interface itself. 
Section 6 then presents the different domains and the framework they are constructed 
on, and discusses the usefulness of the information encoded by each domain for the 
annotation process in terms of the defined interface. Sections 7 and 8 describe the 
experiments and presents the results obtained from those experiments. Finally, Section 
9 presents our conclusions. 
2 The CIAO Compiler 
The transformations that we propose for CLP parallelization are implemented in 
the context of the CIAO compiler [Bue95] and system [HtCg94, Bue95, CH95]. This 
compiler, whose overall structure is shown in Figure 2, is a program analysis and trans-
formation workbench which can deal with several programming models simultaneously 
and perform several translations among them. The compiler includes a number of anal-
ysis modules, one of which is capable of analyzing LP and CLP programs using various 
domains, inferring information which is useful, among other things, for independence 
detection. It also includes a compile-time parallelization module, currently aimed at 
uncovering goal-level, restricted (i.e., fork and join) independent and-parallelism. The 
parallelization module is capable of parallelizing automatically source LP and CLP 
code directly, and in a user-transparent way (except for the increase in performance). 
This parallelization is performed as a source to source transformation, which is called 
an annotation. Only a subset of the CIAO language operators is needed in this transla-
tion, namely the &/2 operator, which encodes the above mentioned type of parallelism. 
Compiler switches (implemented as "flags") determine whether or not code will be par-
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Figure 1: Evaluation System 
allelized and through which type of analysis. Alternatively, concurrent code can always 
be written by the user (the compiler then checking such code for correctness). 
The two modules mentioned above will be the ones used in the evaluation of the 
techniques presented in this paper. Additionally the compiler has side-effect and gran-
ularity analyzers (not depicted in the figure), which infer information which can yield 
the sequentialization of goals (even when they are independent) based on efficiency or 
maintenance of observable behavior. Furthermore, other modules bridge the semantic 
gaps between the different programming paradigms supported. In fact, the compiler 
is also capable of parallelizing more general concurrent or dynamically scheduled code, 
sometimes after some transformations. 
The target of the compiler is the CIAO system, a run-time system capable of exploit-
ing this and other forms of parallelism using one or more processors, in shared-memory 
or distributed execution. Alternatively, as mentioned before, AKL can be used as a 
target, using the techniques described in [BH95]. 
3 Independence in CLP 
As mentioned in the introduction, independence has proved to be a very useful concept 
in the context of conventional logic programming, as it is the base of many optimiza-
tions. Among all, we focus in parallel and concurrent execution models, where different 
notions of independence [HR89, HR90] (strongly related to the concept of "stability" 
[HJ90]) are often used to ensure that the parallel or concurrent execution of a set of 
goals in the body of a clause is correct and efficient w.r.t. a given sequential execution 
[Con83, DeG84, HG90, JH9I, War90]. 
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The general, intuitive notion of independence that we would like to characterize can 
be expressed as follows: a goal q is independent of a goal p if p does not "affect" q. 
A goal p is understood to affect another goal q if p changes the execution of q in an 
"observable" way. Observables include changing the solutions that q produces and also 
changing the time that it takes to compute such solutions. This time can change either 
because the actual number of reduction steps differs and/or because the amount of 
work involved in performing each of those steps differs in a significant way. 
Previous work in the context of traditional logic programming languages [HR89, 
HR90] has concentrated on defining independence in terms of preservation of search 
space: if the execution of a goal p does not modify the search space of the goal q 
then neither the solutions produced by q nor the number of reduction steps will differ 
regardless of the execution of p (we will address below the issue of changing the amount 
of work performed at each reduction step). This idea has been formalized by first 
defining two basic notions of independence —strict and non-strict independence— and 
then showing that they are in fact sufficient for guaranteeing preservation of search 
space. 
It could be thought that the traditional concepts of independence might carry over 
trivially to CLP. However, the constraint systems used and their solvers can behave 
in ways that are quite different in fundamental aspects (from the point of view of 
independence) from the behavior of equalities over first-order terms using the standard 
unification algorithm, which was the situation assumed for the LP notions. Thus, the 
basic results for LP do not hold in general for CLP and new notions of independence 
are needed in order to ensure search space preservation. 
In [dlBHM93, dlBG94] several notions of independence for CLP are presented, each 
one useful for a class of applications, and several results on the implications of these 
definitions shown. Conditions which can be detected at compile-time and/or run-time 
and which are proved to be sufficient for all these definitions are also presented. 
In the next section we discuss those notions which are useful for automatic paralleliza-
tion. We will assume knowledge regarding both the abstract interpretation technique 
and the constraint logic programming paradigm (see [CC77, JM94]). The notation used 
in the rest of the paper is as follows. Upper case letters generally denote collections 
of objects, while lower case letters generally denote individual objects, u, v, w, x, y, z 
will denote variables, p, q will denote predicate symbols, c will denote a constraint, n 
will denote the constraint store, and g will denote a goal. These symbols may be sub-
scripted or have an over-tilde, x denotes a sequence of distinct variables. 3_$6 denotes 
the existential closure of the formula 6 except for the variables x. 36 denotes the full 
existential closure of the formula 6. 
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4 Parallelization Conditions and Tests 
As mentioned in the introduction, the concept of independence refers to the con-
ditions that the run-time behavior of the goals to be run in parallel must satisfy to 
guarantee the correctness and efficiency of the parallelization with respect to the se-
quential execution. Consider the goals gi(x) and gi(y) and the store n. As shown in 
[dlBHM93], the parallelization of gi(x) and 32(y) w.r.t. n is correct and efficient (for 
LP) iff for any answer c derivable from the state (gi(x),n), the search space of the 
states (32 (y)) v") and (32(2/))°) a r e the same. This in turn is satisfied iff for any an-
swer derivable from the state (gi(x),ir) and for any partial answer derivable from the 
state ((fed/)?71") w e have that they are consistent. Then we say that 32(y) is strongly 
independent from gi(x) w.r.t. n. Note that , as opposed to the conditions previously de-
fined in the literature, strong independence is not only a sufficient but also a necessary 
condition for ensuring both efficiency and correctness of the parallel execution. 
When parallelization might be performed in a shared-memory machine (as can hap-
pen in our system) a symmetric notion is needed: the parallelization of gi(x) and gi(y) 
w.r.t. 7r in a shared environment is correct and efficient (for LP) iff for any partial 
answer c derivable from the state (gi(x),n), the search space of the states (32(y))71") 
and (<72(y))C) are the same, and vice versa. This in turn is satisfied iff for any partial 
answer derivable from the state (gi(x),n) and for any partial answers derivable from 
the state (52(y), TT), we have that they are consistent. We then say that gi(x) and gi(y) 
are search independent w.r.t. n. 
Search independence cannot always be checked at run-time without actually execut-
ing the goals, i.e. it is not decidable a priori. This is understandable since this notion 
depends on the run-time behavior of the goals. However, search independence can be 
checked at compile-time by analyzing the target program for an abstract domain ca-
pable of ensuring the consistency and inconsistency of some abstractions, such as the 
abstract domains LSign [MS94] or Free [DJBC93]. Therefore, let a(7r) be the abstrac-
tion of the store n in such a domain, and let AC\, AC2 be the success patterns inferred 
from the analysis of g\{x) and g%(y), respectively, with calling pat tern a(7r). If the 
abstraction resulting from the abstract conjunction of AC\ and AC<2 can be ensured to 
be satisfiable, gi(x) and gi(y) are search independent w.r.t. n. Therefore, they can be 
executed in parallel, and do so without requiring any run-time independence / stability 
test. Note that for correctly detecting search independence, the information obtained 
during the analysis of any failure branch has to be included in the success pat tern of 
the goal. 
Unfortunately, as shown in [dlBHM93], search space preservation (or search indepen-
dence) is not sufficient for ensuring the efficiency of the parallelization when arbitrary 
CLP solvers are taken into account. The reason is that while the number of reduction 
steps will certainly be constant if the search space is preserved, the cost of each step will 
not: modifying the order in which a sequence of primitive constraints is added to the 
store may have a critical influence on the time spent by the constraint solver algorithm 
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in obtaining the answer, even if the resulting constraint is consistent (in fact, this issue 
is the core of the reordering application described in [MS92]). Thus, optimizations 
which vary the intended execution order established by the user, such as parallel or 
concurrent execution, may actually yield a slow-down even if search space preserva-
tion is ensured. This issue of the variance of the cost of adding primitive constraints 
to the store has been ignored as a factor of negligible influence in traditional logic 
programming languages, due to the specific characteristics of the standard unification 
algorithms. However, in constraint logic programs we must also consider an orthogonal 
issue - independence of constraint solving - which characterizes the properties of the 
constraint solver behavior when changing the order in which primitive constraints are 
considered. 
In order to take this issue into account, let us introduce a new concept [dlBHM93]. 
Let defjuars(c) denote the set of definite variables in the constraint c (i.e., the set of 
variables uniquely defined by c). Goals gi(x) and gi(y) are projection independent for 
constraint store n iff 
( i f l i / C def-vars(n)) and (3_S7r A 3_y7r —> 3_yUS7r) 
In words, if all shared variables are definite, and the constraints on the variables of 
both goals are implied by the conjunction of the constraints on the variables of each 
goal.1 
This same definition can also be applied to terms and constraints without any change. 
Note that if a term (or a goal) is ground, then it is projection independent from any 
other term (or goal). Also, note that projection independence is symmetric, but not 
transitive. 
The above notion is important for three reasons [dlBHM93]. First, most solvers are 
projection independent, i.e. are not significantly affected by the order in which primitive 
constraints are added to store n if such constraints are projection independent w.r.t. n. 
Second, if goals gi(x) and gi(y) are projection independent for a constraint n, for any 
two constraints ci,C2 added by g\(x) and g^iy)-, respectively, c\ and c<2 are projection 
independent w.r.t. n, and therefore the parallelization of the goals will not affect the 
solver behavior. And third, if g\{x) and 32(y) are projection independent for n, they 
are also search independent for n. As a result, for this particular kind of solvers, the 
parallelization of two goals in store n can be ensured to be correct and efficient if such 
goals are projection independent w.r.t. n. Finally, note that projection independence 
is an a priori notion and thus cannot only be detected at compile-time but also at 
run-time. 
Unfortunately, the cost of performing a precise projection at run-time might be too 
high. A pragmatic solution is, whenever projection independent cannot be ensured at 
compile-time, to simplify the run-time independence / stability tests by just checking 
if the variables involved are 'linked" through the primitive constraints in the constraint 
1Note that (3_j7r A 3-^7r <— 3-yuxir) is always satisfied. 
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store. More formally, let IT denote a sequence of constraints. The relation linkn{x,y) 
holds for variables x and y if there is a primitive constraint c in IT such that {x, y} C 
vars(c) \defjuars(TV). The relation linksn{x, y) is the transitive closure of linku_(x, y). 
We lift links to sets of variables by defining Linksn(x,y) iff 3x G x and By G y such 
that linksn(x,y). 
Then, we can ensure that goals g\(x) and 32(y) are projection independent for con-
straint IT if -iLinksn(x,y). Note that this property does not depend on the syntactic 
representation we choose for n . In fact if the solver keeps a "normal form" for the 
current constraints we are better off using the normal form rather than the original 
sequence of constraints as this allows the definition to be simplified. More precisely: 
constraints IT are in normal form if they have form: 
xi = fi(y) /\x2 = f2(y) A . . . A I „ = fn(y) A IT' 
where the x^ are distinct and disjoint from the variables y and vars(IT') C y. Associated 
with the normal form is an assignment ip to the eliminated variables, namely, 
[xi !->• fi(y),...,xn ^ fn(y)] 
It is straightforward to verify that Linksn{x,y) iff Linksu1 (vars(ip(x)), vars(tp(y)))-
It is interesting to note that despite the fact that we initially considered a left-to-right 
execution rule, the a priori conditions given in this section are valid independently of 
any computation rule. This is due to the fact that these conditions are defined in terms 
of the information provided by the constraint store readily available before executing 
the goals. Thus, the conditions will remain valid no matter which computation rule 
will be later applied in the execution of the goals. Therefore, the results obtained 
in this section can be directly applied to non-deterministic constraint languages with 
other computation rules, such as AKL [JH91] (or, in general, any non-deterministic 
concurrent constraint language [Sar89]). 
5 The Parallelization Process Based on a priori Notions 
Several approaches to automatic parallelization have been proposed in the liter-
ature. The solution used in the CIAO parallelizing compiler is, as mentioned be-
fore, that proposed initially by R. Warren et al [WHD88] and developed further in 
[MH9I, MH89b, MH90b, MH92]: combining local analysis and possible run-time in-
dependence/stability checking with a highly sophisticated data-flow analysis based on 
the technique of abstract interpretation [CC77], which reduces such checking. In this 
section we will focus on automatic parallelization based on notions of independence 
which are decidable at run-time. 
In this context, the automatic parallelization process is performed as follows. Firstly, 
if required by the user, the CLP program is analyzed using one or more global analyz-
ers, aimed at inferring useful information for detecting independence. Secondly, since 
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side-effects cannot be allowed to execute freely in parallel, the original program is ana-
lyzed using the global analyzer described in [MH89a] which propagates the side-effect 
characteristics of builtins determining the scope of side-effects. Finally, the annota-
tors perform a source-to-source transformation of the program in which each clause is 
annotated with parallel expressions and conditions which encode the notion of inde-
pendence used. In doing this they use the information provided by the global analyzers 
mentioned before. Additionally, while annotating each clause, the annotators can also 
invoke local analyzers in order to infer further information regarding the literals in the 
clause. In the current implementation, side-effect builtins and procedures are not par-
allelized. Also, some limited knowledge about the granularity of the goals, in particular 
the builtins, is used by means of a local analysis. As a result, the only kind of builtins 
allowed to be run in parallel are the meta-calls. 
The annotation process is divided into two subtasks. The first is concerned with 
identifying the dependencies between each two goals in a clause and generating the 
minimum number of tests which, when (a priori) evaluated at run-time, ensure their 
independence. The second task is concerned with the core of the annotation process, 
namely, application of a particular strategy to obtain an optimal (under such a strategy) 
parallel expression among all the possibilities detected in the previous step, hopefully 
further optimizing the number of tests. 
5.1 Identifying Dependencies 
The dependencies between goals can be represented as a dependency graph [Con83, 
JL88, Kal87, Lin88, CDD85, MH90b]. Informally, a dependency graph is a directed 
acyclic graph where each node represents a goal and each edge represents in some 
way the dependency between the connected goals. A conditional dependency graph 
(CDG) is one in which the edges are adorned with independence conditions. If those 
conditions are satisfied, the dependency does not hold. In an unconditional dependency 
graph (UDG) dependencies always hold, i.e., conditions are always "false." 
Given a collection of literals, we would then like to be able to generate at compile-
time a condition i-cond which, when evaluated at run-time, would guarantee that the 
goals which are instantiations of such literals are independent for the particular notion 
used. Furthermore, we would like that condition to be as efficient as possible, hopefully 
being more economical than the explicit application of the condition. Consider the set 
of conditions which includes "true", "false", or any set, interpreted as a conjunction, 
of one or more of the following tests: def(x), indep(x,y) where x and y can be goals, 
variables, or terms in general. Let def(x) be true when x is definite, i.e. constrained to a 
unique value ("ground" in the Herbrand domain), and false otherwise. Let indep(x,y) 
be true when x and y are independent for the particular notion applied and false 
otherwise. In the case of projection independence, the test can be implemented by 
either projecting the store over the two variables and then checking that there is no 
constraint involving both variables, or by traversing the original store to detect the 
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(less expensive) Link condition defined in the previous section. 
Consider the literals gi,... ,gn. If no global information is provided, an example of 
such a correct i-cond is {def(x)\Vx G SVG}L){indep(x,y)\V(x,y) G SVI}, where SVG 
and SVI are defined as follows: 
• SVG = {v | Bi,j,i 7^  j with v G vars(gi) nvars(gj)}; 
• SVI = {(v,w) | v, w 0 SVG and Bi,j,i < j with v G vars(gi) and w G vars(gj)}. 
If the above condition is satisfied the literals are independent for every possible con-
straint store, thus ensuring that the goals resulting from the instantiations of such 
literals will also be independent. 
It is easy to see that in general a definiteness check is less expensive than an indepen-
dence check, thus a condition, such as the one given, where some independence checks 
are replaced by definiteness checks is obviously preferable. The left-to-right precedence 
relation for the literals in the clause above can be represented using a directed, acyclic 
graph in which we associate with each edge which connects a pair of literals, the tests 
needed for ensuring their independence. 
Example 1 Consider the following literals in a program clause: . . . , a(w) , b ( x , y ) , 
c (z ,y) , . . . . The associated dependency graph is illustrated in Figure 1. • 
a(w) 
indep(w,x), y ^ ^ N ^ indep(w,z), 
indep(w,y)y' \ . indep(w,y) 
b(x,y) Q - ^ O °(Z,Y>> 
def(y), indep(x,z) 
5.2 Simplifying Dependencies 
The annotation process can be improved by using compile-time information obtained 
either by the user or by local or global analysis. This improvement is based on identi-
fying tests which are ensured to either fail or succeed w.r.t. the information available: 
if a test is guaranteed to succeed, it can be reduced to true, thus eliminating the edge; 
if a test is guaranteed to fail, it can be reduced to false, yielding an unconditional edge. 
In order to do this, and for each clause C, we translate the compile-time informa-
tion associated to each program point i in C, into a domain of interpretation GI for 
definiteness and independence: a subset of the first order logical theory, such that each 
element K of GI defined over the variables in C is a set of formulae (interpreted as their 
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conjunction) containing only predicates of def(x) and indep(y, z), {x, y, z} C vars(C), 
and such that \/K G GI K \f false, and: 
5 {def(x) —>• indep(x,y)\{x,y} Cvars(C)}\J 
{def(x) -H- indep(x,x)\x G vars(C)} 
For the sake of simplicity, in the rest of the paper this formula will be assumed to be 
part of any K, although not explicitly written down. Thus, any time we write K = K, 
K should be interpreted as K augmented with the above set. 
For any program point i of a clause C where a test T;b on the definiteness and in-
dependence of the clause variables is checked, the simplification of such test, based on 
an element K;b G GI over the variables of C, is defined as the refinement of T;b to yield 
T[ = improve{Ti,K.b), where: 
improve(Ti, n-i 
if 3t G Tj s.t. Ki I—>t then false 
elseif Ki h Tj then true 
else for some t GTj {t} U improve(Ti \ {t}, K, U {£}) 
Note that there is an implicit restriction on the selection of t G Tj in the above defi-
nition of improve: the order in which t is selected can influence the result of improve. 
Consider Kj = {def(x) —> def(y)} and T;b = {def(x),def(y)}. By selecting first def(y) 
the final result is T[ = Ti = {def(x),def(y)}, whereas by selecting first def(x) the 
final result is T[ = {def(x)} C Ti, which is simpler. We will avoid such non determin-
istic behavior by first selecting definiteness conditions (because of their lower cost at 
run- t ime) , then those which does not appear as consequent in any atomic formula of 
Ki, and then the rest. This will be done following a left-to-right selection rule. 
The accuracy and the size (the number of atomic formulae for simple facts) of each K 
depend on the kind of program analysis performed. In the next section we will explain 
how to build this formula from the domains of analysis used in our experiments. 
5.3 Building Parallel Expressions 
Given a clause, several annotations are possible. The second step in the annotation 
process aims at obtaining an optimal parallel expression among all the possibilities 
detected in the previous step by applying a particular strategy, hopefully further opti-
mizing the number of tests. Different heuristic algorithms implement different strategies 
to select among all possible parallel expressions for a given clause. 
E x a m p l e 2 Consider again the sequence of literals a ( w ) , b ( x , y ) , c ( z , y ) in 1. A 
possible parallel expression for these goals would be: 
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a ( w ) , ( d e f ( y ) , i n d e p ( x , z ) => b ( x , y ) & c ( z , y ) ) 
An alternative would be: 
( i n d e p ( w , x ) , i n d e p ( w , z ) , i n d e p ( x , z ) , d e f ( y ) => a(w) & b ( x , y ) & c ( z , y ) ) 
and yet another alternative: 
( indep(w, [ x , y ] ) -> (a(w) & b ( x , y ) , c ( z , y ) ) 
; a ( w ) , ( d e f ( y ) , i n d e p ( x , z ) => b ( x , y ) & c ( z , y ) ) ) 
and so on. • 
For syntactic convenience we have used an additional construct => usually known as 
the Conditional Graph Expression (CGE). A CGE has the general form (cond => goal\ 
& goal<2 & . . . & goalff) where cond is a sufficient condition for running all goali in 
parallel under the appropriate notion of independence. In the following, though, we 
will refer to CGEs in general as meaning "parallel expression." 
Four different heuristic algorithms are implemented in the CIAO compiler, namely 
C D G , U D G , M E L [MH90b], and U R L P [CH94]2. The C D G algorithm seeks to 
maximize the amount of parallelism available in a clause, without being concerned 
with the size of the resultant parallel expression. In doing this, the annotator may 
switch the positions of independent goals. U D G does essentially the same as C D G 
except that only unconditional parallelism is exploited, i.e., only goals which can be 
determined to be independent at compile-time are run in parallel. U R L P starts with 
the sequence of goals of the body of the clause and recursively tries to parallelize pairs 
of consecutive goals or groups of goals by a few simple rewriting rules, based on the 
dependencies found. M E L tries to find points in the body where it can be split into 
different parallel expressions (i.e., where edges labeled "false" appear) without changing 
the order given by the original clause and without building nested parallel expressions. 
At such points the clause body is broken into two, a CGE is built for the right part 
of the split sequence, and the process continues with the left part . In the following we 
will focus on the M E L algorithm, in the particular context of strict independence. 
Once an expression has been built, it can possibly be further simplified, unless it is 
unconditional. E.g. the overall condition of the expression built by the annotation algo-
ri thm can possibly be further reduced, again based on the local or global information. 
2 CDG stands for Conditional Dependency Graph, U D G stands for Unconditional Dependency 
Graph, MEL stands for Maximal Expression Length, and URLP stands for Unconditional Recursive 
Linear Parallelization. 
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6 Global Analysis-Based Test Simplification 
The analyzers we have studied include the Def domain [dlBH93]; the Free domain 
[DJBC93]; and the FD domain [dlBHB+95]. They have all been embedded in PLAI 
[MH92, MH90a], one of the components of the CIAO system compiler. PLAI is a 
domain independent analysis framework implemented in Prolog, based on the model of 
Bruynooghe [Bru91] with the optimizations described in [MH92, MH90a] and extended 
to CLP languages as defined in [dlBH93]. 
In this section we briefly introduce the definition of each domain and its concretiza-
tion function, as well as its ability to capture the information needed to simplify the 
conditions in the parallel expressions. 
6.1 Def Domain 
The domain Def was defined for inferring definiteness information. Let p(S) denote 
the powerset of a set S and p$(S) denote p(S) \ {0}. An abstract constraint AC = 
(D, R) of the abstract domain Def is an element of p(Pvar) x p(Pvar x p^(p^(Pvar))) 
satisfying the conditions imposed by the associated solved form. Intuitively, D approxi-
mates the set of variables which are known to be definite, and each element (x, SS) G R 
approximates definite dependencies which are known to hold between x and the sets 
of variables in SS. Such dependencies will allow the domain to perform accurate defi-
niteness propagation. 
The objective of the solved form is both to obtain a more compact representation 
and to reduce the cost of key operations. The idea is to propagate the definiteness 
information until (a) all variables known to be definite appear in D, and (b) for any 
(x, SS) G i?, SS is the minimum set of sets containing all possible definiteness rela-
tionships affecting x. For a more detailed definition of the solved form see [DJBC93]. 
The concretization function, 7 : Def —> 2Con, is defined for an abstract constraint 
(D, R) G Def as follows: 7(1?, R) approximates all concrete constraints n such that 
for every x G D : x G defjvars(ir) and for every (x,SS) G i?, and every S G SS : 
S C def-vars(n) =4> s G def-vars(ir). 
Let us now present the relation between Def and the domain GI. Consider an abstract 
constraint AC;b = (D, R) G Def for program point i of a clause C. The contents of the 
corresponding m G GI are as follows: 
• def(x) if x G D 
• def(xi) A . . . A def(xn) ->• def(y) if (y, SS) G R, {xi,..., xn} G SS 
Note that in this case K, contains neither -^def(x) nor -^indep(x,y) for any {x,y} C 
vars(C), thus no tests in the CDG can ever be reduced to false with only this infor-
mation. 
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E x a m p l e 3 Consider a clause C such that vars(C) = {x,y,z,v,w} and an ab-
stract constraint AC = ({x}, {(z, {{w}, {v}})}). The corresponding K will be: 
{def(x),def(w) —> def(z),def(v) —> def(z)}. 
6.2 Free Domain 
The domain Free aims at inferring whether variables are free, i.e. whether they can 
range over the whole domain specified by their type. For example, a variable that 
is constrained to be numerical but still ranges over the complete domain of numbers 
is considered as free. An abstract constraint AC of the abstract domain Free is an 
element of p{pij){Pvar)) satisfying the conditions imposed by the associated normal 
form. Intuitively, AC approximates possible dependencies among variables, each set S 
in AC approximating the possible existence of a constraint affecting the variables in S. 
Such dependencies will allow the domain to take care of non-freeness propagation. 
As shown in [DJBC93] sets that can be obtained as union of others (e.g. the set 
{x, y, z} can be obtained, among others, from {x, y} and {y, z}) are redundant with 
respect to non-freeness propagation. The associated normal form requires those re-
dundant sets to be eliminated, thus obtaining a more compact representation without 
losing information useful for an accurate non-freeness propagation. For a more detailed 
definition of the normal form see [DJBC93]. 
Let free(n) and typed-free(-n:) represent the set of variables which are, respec-
tively, free to take any possible value (functor, arithmetic, etc) and free to take any 
value within a particular type, w.r.t. the concrete constraint n. The concretization 
function, 7 : Free ->• 2Con, is defined for an abstract constraint AC G Free as fol-
lows: ^)AC approximates all concrete constraints n such that for every x G PVar: if 
x 0 vars(AC) =4> x G free(n) and if {x} 0 AC =4> x G typed-free(n); and for every 
Si,...,Sn G AC: there might be a constraint defined over the variables in Si U . . . U Sn. 
Let us now present the relation between Def and the domain GI. Consider an 
abstract constraint ACi £ Free for program point i of a clause C. The contents of 
the corresponding Kj G GI are as follows: 
• indep(x,y) if x 0 vars{ACj) 
• ->def(x) if x 0 vars(ACi) or {x} 0 ACi 
• indep(xi,yi) A . . . A indep(xn,yn) —> indep(w,z) if VS1 G ACi • ii z G S then 
3 j G [ l ,n] , {xj,yj} C S 
The first rule states that variables x and y are independent if a; is free, i.e., it does not 
appear in the abstraction. Note that due to the normal form, as soon as a variable 
appears in at least on set of the abstraction, it can be possibly dependent of any other 
variables appearing in the abstraction. The second rule states that a variable x is 
non-definite if it is either free or typed-free. Finally, variables z and w are independent 
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if each set S in which z appears is eliminated due to the knowledge that variables 
Xi and yi in S are independent, i.e., if w is known to be typed-free and, due to the 
knew knowledge, we can now ensure that it is not only typed-free, but free (since w 
disappears of the abstraction). 
Also, note that for the Free domain Kj contains -*def(x) thanks to the freeness 
information. However, it still cannot contain ~^indep(x,y) for any {x,y} C vars(C). 
Note that definiteness (and therefore definiteness implications) cannot be derived by 
an abstract constraint in Free. 
E x a m p l e 4 Consider a clause C such that vars(C) = {x,y,z,v,w} and an 
abstract constraint AC = {{x},{z}, {v}, {z, w}}. The corresponding K will 
be: {->def (y), -<def (w), indep(y, x), indep(y, z), indep(y, v), indep(y, w), indep(z, w) —> 
indep(w,x),indep(z,w) —> indep(w,v)}. 
6.3 FD Domain 
We have also considered the evaluation of the analyzer resulting from the combina-
tion of the Def and Free domains, described in [dlBHB+95] as the FD domain. The 
information approximated by this domain can be used to simplify the CDG simply by 
translating the information inferred by each domain into the GI domain, conjoining 
the resulting KS, and applying the techniques described in previous sections. 
7 Experimental Results: Traditional Logic Programs 
In this section we present and discuss a set of experiments aimed at evaluating the 
efficiency and accuracy of the three analyzers introduced in the previous section when 
dealing with traditional logic programs, w.r.t. that achieved by analysers which were 
specifically defined for LP and proved effective in the parallelization task. For this 
purpose, we will use the ShFr analyser [MH91], which was already integrated in the 
PLAI framework. This analyzer implements a sophisticated abstract domain defined 
to infer groundness, set sharing, and freeness information. The information inferred 
by this analyzer has been already evaluated in the parallelization of LP programs 
[BdlBH94b]. The results of that study show that this analyzer is very effective in the 
automatic parallelization task. 
7.1 Benchmarks 
The set of benchmarks used in this study are those used in the evaluation of the 
effectiveness of analysers defined for traditional LP languages for the automatic paral-
lelization of LP programs [BdlBH94b]. These benchmarks range from very simple (toy) 
programs to real application programs. Table 1 gives good insight into their complexity 
useful for the interpretation of the results: 
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• AgV, MV are respectively the average and maximum number of variables in each 
clause analyzed (dead code is not considered); 
• CI, Ls, and Ps are, respectively, the total number of clauses, literals in the body 
of a clause, and predicates analyzed; 
• Non, Sim, and Mut are respectively the percentage of predicates non-recursive, 
simply recursive and mutually recursive; 
• Gs is the total number of different goals solved in analyzing the program, i.e., the 







































































































































































































































Table 1: Benchmark Profiles: LP 
The number of variables in a clause affects the complexity of the analysis because the 
abstract functions greatly depend on the number of variables involved. Note that when 
abstract unification is performed, the variables of both the subgoal and the head of the 
clause to be unified have to be considered. Therefore, the number of variables involved 
in an abstract unification can be greater than the maximum number of variables shown 
in the table. The number of recursive predicates affects the complexity of the fixpoint 
algorithm possibly increasing the number of iterations needed. 
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7.2 Efficiency 
Table 2 presents the efficiency results in terms of analysis times in seconds (Sparc-
Station 10, one processor, SICStus 2.1 #5 , native code). The table shows for each 
benchmark and analyzer the average times out of ten executions. The last row shows 

























































































































Table 2: Analysis Times: LP 
Table 3 presents the efficiency results in terms of annotation times in seconds. The 
benchmarks have been parallelized with the MEL annotator in two different situations: 
with only the information provided by local analysis (Local in the table), and with that 
provided by both local analysis and one of the above mentioned global analyzers. The 
last row shows the average time for each analyzer. 
7.3 Effectiveness 
One way to measure the accuracy and effectiveness of the information provided by 
abstract interpretation-based analyzers is to count the number of CGEs which actually 
result in parallelism, the number of these which are unconditional, and the number 
of definiteness (groundness) and independence tests in the remaining CGEs, which 
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Table 3: Annotation Times: LP 
provides an idea of the overhead introduced in the program. The results for this 
evaluation are shown in tables 4 and 5. 
7.4 Discussion 
Regarding the analysis times, for most benchmarks the comparison between the 
Def and ShFr analyzers reflect the relative complexity of those two analyzers: the ShFr 
analyzer not only abstracts groundness information (and groundness dependencies) but 
also sharing and freeness. As a result its abstract operations are more complex than 
those of Def. The few cases in which Def does not compare well (e.g., a i a k l ) are due to 
loss of accuracy. The case of the Free analyzer is different. The information abstracted 
by Free is also less complex than that of ShFr. Also its solved form equips it with a 
sort of widening that allows it to keep a compact form, even when no information is 
known regarding the program variables (note that while the "top" abstraction for ShFr 
is the powerset of the set of variables involved, for Free is just the set of singletons). 
However, the Free analyser is in most cases slightly more expensive than ShFr and, in 
a few cases (e.g., d e r i v , a i a k l , qplan, etc.), significantly more expensive. The cause 
is the lack of groundness information which makes its abstractions larger, the abstract 
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Table 4: Parallel Expressions: LP 
operations more expensive, and increases the number of different calling patterns. All 
this problems seem to be solved when Def and Free are combined. 
When comparing the annotation times, the first surprise is the high time spent in 
the annotation of z e b r a when using the information provided by Free. The reason is 
the high number of free variables which definitely dependent on some other variable. 
Since Free cannot represent definite dependencies (as ShFr does), the translation of 
the information at each program point results in a very large number of implications. 
Handling this implications (e.g., performing their closure) is very expensive. However, 
if we forget this particular case, the average annotation times for Free is 0.48. Then, it 
can be said that the annotation times for each analyser clearly show the relative com-
plexity of the information abstracted by the analysers, and therefore, the complexity 
of its transformation into the GI domain, and that of the operations handling such 
translations. 
Finally, and regarding the effectiveness results, we can conclude that although the Def 
and Free analyzers are not very effective for the parallelization task by themselves, their 
combination results in a quite effective analysis: for most cases the parallelization using 
FD is as effective as that performed using ShFr. Only in three cases FD is less effective 
( a i a k l , boyer , and zeb ra ) , due to the better dependency information provided by the 
set sharing implemented in the ShFr domain. 
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Table 5: Conditional Checks: LP 
8 Experimental Results: Constraint Logic Programs 
In this section we evaluate the efficiency and accuracy of the Def, Free, and FD 
analyzers when dealing with constraint logic programs. 
8.1 Benchmarks 
The set of benchmarks used includes programs in the set of examples of the CLP(R) 
distribution, programs designed for PrologUI and translated into CLP(R), and pro-
grams designed for CLP(R). Table 6 describes the benchmarks by the same parameters 
used in the description of the traditional logic programming benchmarks. 
8.2 Efficiency and Effectiveness 
Tables 7, 8, 9, and 10 present, respectively, the analysis times in seconds, the an-
notation times in seconds, the number of CGEs which actually result in parallelism 
and the number of these which are unconditional, and the number of definiteness and 
independence tests in the remaining CGEs. The parameters shown in each table are 
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Table 6: Benchmark Profiles: CLP 
identical to that used in the corresponding table of the previous section. The symbol 
"-" appearing in some of the Free data indicates that the analyzer does not finish in a 





























































Table 7: Analysis Times: CLP 
8.3 Discussion 
The first thing that can be noticed, regarding the analysis efficiency, is that , despite 
the fact that most benchmarks are relatively small, the analysis times are quite high, 
specially for the Free analyzer (and sometimes also FD). It can be argued that in 
CLP programs the number of clause variables is usually very high, specially when 
compared to that of LP programs, even for small programs. This significantly affects 
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Table 8: Annotation Times: CLP 
the Free analyzer, yielding very low performance. Performance is sometimes improved 
when combined with Def, i.e. in FD. Regarding the effectiveness of the information 
in the parallelization task, it is clear that the information provided by FD improves 
over the other two in a good number of cases. This fact, in combination with the 
performance results, allows to conclude that , as in the evaluation of traditional logic 
programs, the Def and Free analyzers are not very effective on their own, but their 
effectiveness is significantly improved when they are combined. However, when talking 
of CLP programs, this conclusion has to be carefully considered. Note that , even after 
the combination, the number of resulting run-time tests in the parallel programs are 
excessive. This can possibly reduce the effectiveness of the parallelizations. 
There are several causes for these problems. On the one hand, the high number 
of variables usually involved, the complexity of the constraints abstracted, and the 
need to take into account the propagation of information through the bindings between 
Herbrand and numerical variables, significantly increase the complexity of both the 
abstractions and the abstract operations. On the other hand, more accurate domains 
usually also imply domains which are more complex. 
It also has to be taken into account that none of the domains evaluated were defined 
for abstracting the information needed for an effective parallelization. While definite-
ness information (Def) is certainly vital, previous evaluations [BdlBH94b] have shown 
the importance of freeness information in order to avoid parallelizing expressions whose 
conditions can never succeed. Also, the independence information abstracted by Free 
is not enough for the purposes of reducing checks, since as soon as a variable becomes 
possibly constrained during the analysis, all independence information for such variable 
is lost. The key point in CLP, in order to keep track of the required properties, is then 
to accurately abstract the constraint solving behaviour. 
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Table 10: Conditional Checks: CLP 
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Recently, a new abstract domain (LSign) for CLP languages has been defined [MS94]. 
This domain is aimed at inferring accurate information about possible interaction be-
tween linear arithmetic equalities and inequalities. The key idea is to abstract the actual 
coefficients and constants in constraints by their "sign". A preliminary implementation 
of this domain shows very promising accuracy. Unfortunately, accuracy is paid in effi-
ciency, specially when interactions among Herbrand and numerical constraints appear. 
Also, the existence of many different abstractions with identical concretization makes 
the implementation more difficult and slow. We would like to preserve such accuracy 
while improving the efficiency of the analyzer. In order to do this we are currently 
studying different normal forms which will allow us to define a unique element as the 
representative of the class of abstractions with the same concretization, without losing 
any accuracy. We are also studying methods to combine LP and CLP analysers in a way 
that they can accurately abstract the LP (Herbrand domain) and CLP (numerical or 
other domains) parts of a program, respectively, keeping the interaction minimal, and 
thus, allowing each abstract domain to focus on the concrete domain it was designed 
for. 
9 Conclusions 
We have proposed methods for automatically parallelizing CLP programs with the 
aid of program analysis, by transforming them to explicitly concurrent programs in our 
parallel CC platform CIAO. These techniques are also useful for performing similar 
transformations using AKL as a target, as shown in [BH95]. In doing this we have 
used the recent generalization of the concept of independence to the constraint logic 
programming (CLP) paradigm. Several abstract domains specifically designed for CLP 
languages, and whose information can be used to detect the generalized independence 
conditions which have been recently defined, have been studied. Our work shows that 
automatic compile-time parallelization of CLP programs via abstract interpretation 
and transformation is feasible. The analysis and transformation process is shown to 
be reasonably efficient and effective, specially considering that the domains used were 
not designed specifically for the parallelization application. Future work includes de-
signing and studying other domains specifically for the task, as well as performing 
the parallelization at finer levels of granularity, using the "local independence" notions 
introduced in [BHMR94, Bue94]. 
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