We present results for large scale linear stability analysis of buoyancy driven fluid flows using a parallel finite element CFD code (MPSalsa) along with a general purpose eigensolver (ARPACK). The goal of this paper is to examine both the capabilities and limitations of such an approach, with particular focus on solving large problems on massively parallel computers using iterative methods. We accomplish our goal by solving a large variety of two and three dimensional problems of varying difficulty, comparing our results (whenever possible) to semi-analytical results. We also carefully explain how we successfully combined Cayley transformations with an Arnoldi based eigensolver and preconditioned Krylov methods for the necessary linear solves.
We present results for large scale linear stability analysis of buoyancy driven fluid flows using a parallel finite element CFD code (MPSalsa) along with a general purpose eigensolver (ARPACK). The goal of this paper is to examine both the capabilities and limitations of such an approach, with particular focus on solving large problems on massively parallel computers using iterative methods. We accomplish our goal by solving a large variety of two and three dimensional problems of varying difficulty, comparing our results (whenever possible) to semi-analytical results. We also carefully explain how we successfully combined Cayley transformations with an Arnoldi based eigensolver and preconditioned Krylov methods for the necessary linear solves.
For problems where the advective terms are not significant, we achieve excellent convergence of the computed eigenvalues as we refine the finite element mesh. We also successfully solve advectively dominated problems, but the convergence is slower. We believe that the main difficulties arise not from problems with the eigensolver, but from the accuracy of the finite element discretization. Therefore, we believe that our results are as reliable as using transient integration but are more efficiently computed. The largest eigenvalue problem we solve has over 16 million unknowns on 2048 processors.
INTRODUCTION
Much of our understanding of fluid flow phenomena comes from linearized stability analyses of simple flows, such as the state of rest, Couette flow, or Poiseuille flow [3, 22, 10, 18] . Modern computational fluid dynamicists routinely analyze the stability of more complicated flows using a variety of methods (e.g. spectral methods, boundary integral methods). However, the majority of these calculations are 1 done in such a way that the resulting linear systems can be solved using direct methods, and the calculations are typically done using codes that are tailored for the particular problem of interest [2, 41, 6] .
In this paper we are concerned with the problem of combining a general purpose massively parallel finite element CFD code (MPSalsa [32] ) with an existing Arnoldi based eigensolver (ARPACK [20] ) and a parallel Krylov methods package (AZTEC [38] ) for linearized stability analysis. MPSalsa discretizes the Navier-Stokes equations and applies Newton's method to solve for the steady state. This is in contrast to the standard approach of performing a transient calculation. While tried and true, this latter approach does not allow the computation of 'unstable steady states'. The former approach does detect unstable steady states thus allowing bifurcation analysis; the reader is referred to the recent review article [8] for further information along these lines.
The purpose of this paper is to explore the limits of our computational approach for linear stability analysis on a representative class of problems. For example, can we reliably determine the linear stability of a simple problem such as the RayleighBénard problem and for a more difficult problem such as turbulent transition in a boundary layer?
We carefully address the difficulty in the numerical solution of the eigenvalue problem and consider the sensitivity of the eigenvalues to discretization errors. We present a variety of problems of varying degrees of difficulty and show how our linearized stability analysis behaves on these problems. We validate our results by comparing the calculations to analytical solutions, highly resolved spectral calculations, or to published results involving time dependent numerical calculations. In addition, we verify our results via mesh refinement for the finite element discretization and by checking the residual accuracy of our computed eigenvalues and linear systems.
Because our interest is in discretized Navier-Stokes equations that lead to linear systems of order 10 4 -10 7 for two and three dimensional problems, direct methods (let alone sparse direct methods) for the linear solves or subspace iteration for the eigensolve are not an option. We will demonstrate that parallel Krylov iterative methods can be reliably used for large-scale linear stability analysis on massively parallel machines.
We are not aware of any study comparable in scope to ours, that is, a comprehensive chronicle of the verification and validation of computational linear stability analysis utilizing parallel Krylov methods for complex fluid flow. We believe our approach to be as reliable as calculations accomplished with transient based methods. We believe our approach to be more efficient than transient based methods because we use a Krylov subspace method and use a frozen Jacobian and the non-linear convection solve made at every time step by a transient calculation is avoided. Moreover, our approach also provides qualitative information on the fluid flow not otherwise available. We believe that our approach is successful because we have employed the use of three existing robust and sophisticated tools: MPSalsa, ARPACK, and AZTEC.
We have chosen to concentrate on problems involving thermal convection. We anticipate that our examples will be of use to others interested in testing their codes' ability to do linearized stability analysis. We present results demonstrating the success of our approach on a wide variety of problems. We do point out that our approach becomes computationally intensive as the fluid flow is more advectively dominated.
Advectively dominated flows are characterized by eigenvalues that typically have a large imaginary part relative to the real part. This results in two major difficulties. First, it can be difficult to compute the eigenvalues of the discretized system. For the problems presented in this paper, the use of a Cayley transformation along with an Arnoldi based algorithm proved sufficient. The second difficulty is that we may need to discretize the Navier-Stokes equations on a highly resolved mesh so that the real part of the eigenvalues will approximate those of the continuous system. We overcome this difficulty only by keeping the size of the linear systems within reason.
We divide our test problems into four basic groups:
1. Problems where the steady state solution has no flow or is a state of rigid body rotation. These problems include variants on the classical and the rotating Rayleigh-Bénard problem. We solve these problems in two and three dimensions and with different geometries and boundary conditions. We demonstrate excellent agreement between the computed eigenvalues and those using semi-analytical techniques. We acknowledge that these problems are easy to solve; we include them in this report for two reasons. First, they allow us to verify and validate our use of preconditioned Krylov methods, and second, they provide benchmarking data for others wishing to perform linearized stability analyses.
2. Problems where the steady state solution has flow, but the flow is not advectively dominated. We solve a variety of physically distinct problems: the onset of convection in a thermo-siphon, the onset of convection in a tilted two dimensional box, and the onset of convection in a tilted three dimensional box. In all of these problems the steady state solution whose stability we analyze has a non-zero velocity. But, in all cases this velocity is either small or contributes little to the heat transfer. We demonstrate convincingly that our code can handle problems of this type.
3. Problems where the steady state solution is advectively dominated. First, we consider the problem of flow in a two dimensional box with a heated side wall [28] . This differs from the flow in a heated slot only in the aspect ratio; however, the instability that occurs happens at a large value of the Grashoff number and is an oscillatory instability. We also analyze the problem of stability of a plume in a closed cylindrical container [36] . The performance of our code on these problems is somewhat disappointing in that we need fine meshes to accurately compute converged real parts of the eigenvalues of interest. We will show that this is due to discretization errors, not to a failure of the eigensolver to compute the correct eigenvalues. For this reason we believe a transient finite element code would have the same difficulty accurately computing these flows.
4. The bifurcation of steady state convection rolls into oscillatory convection rolls. In this problem the steady state solution has a significant flow that affects the heat transfer, but the flow is still not strongly advectively dominated. Due to the three dimensional nature of this problem and that we need to make the container large to remove the end effects of the side walls, it is difficult to get enough resolution to Here we illustrate the ten problems considered in this paper. Solid lines represent no-slip boundary conditions, long dashed lines represent no tangential stress boundary conditions, and short dashed lines represent periodic boundary conditions. We indicate streamlines of the base flow. convincingly solve this problem. We believe that we have just barely managed to resolve this problem; on our most highly refined grid over sixteen million unknowns were required for the discretization.
We will now outline the remainder of our report. In Section 2 we state the NavierStokes equations with the Boussinesq approximation governing the motion of all of the test problems in this paper. We discuss the possibility that mathematically equivalent but numerically different schemes for making our equations dimensionless can behave differently. In Section 3 we discuss the finite element code MPSalsa. In Section 4 we discuss the Cayley transform, how to choose the Cayley parameters and the Arnoldi based eigenvalue package ARPACK. Section 5 presents the problems where the basic state is either at rest or uniformly rotating. Section 6 gives results for problems where the basic flow field is non-trivial, but not advectively dominated. Sections 7 and 8 give results for oscillatory convection in a slot, the instability of an axisymmetric confined plume, and the secondary bifurcation from steady rolls into oscillatory rolls in the Rayleigh-Bénard problem. In Section 9 we highlight some of the numerical difficulties that arise in the solution of these problems.
BASIC EQUATIONS AND THE EFFECT OF DIFFERENT
SCALINGS Throughout this paper we will be using the Navier-Stokes equations with the Boussinesq approximation for the flow of a thermally driven incompressible fluid:
∂T ∂t
where u = ue x + ve y + we z , p and T are the velocity, pressure and temperature; ρ, ν and κ are the density, kinematic viscosity, and thermal diffusivity; g and β are the acceleration of gravity and the thermal expansion coefficient of the fluid. The vector e g is a unit vector in the direction of the gravity vector. The Boussinesq approximation assumes that the temperatures T are all close enough to an average temperature T ref that we can ignore the variations in density in all terms in the equations except for the forcing term due to gravity. In these equations we subtract the hydrostatic part of the pressure.
Other than the physical constants appearing in the equations, the only parameters appearing in the problems in this paper are the temperature difference ∆T , the characteristic geometrical length L, geometrical aspect ratios, and in one of the problems, the rotation rate Ω. In all of the problems considered the length L is the height or width of our container and T ref + ∆T is the temperature on some part of the boundary. The other parts of the boundary either have no flux conditions or are at a temperature of T ref .
The remainder of this section discusses the important issues of dimensionless parameters and the impact on scaling. Any dimensionless parameters that result from the physical parameters from the previous paragraph are functions of the Rayleigh number
the Prandtl number
the Taylor number
and geometrical aspect ratios such as ǫ = R/L where R is the radius of a cylinder and L its height. There are several standard ways of making our equations dimensionless. All these scalings can be implemented by setting the values of the dimensional variables equal to simple functions of the Rayleigh and Prandtl numbers within the code. In this paper we typically achieve the desired Rayleigh and Prandtl numbers by selecting ν = g = β = ρ = L = 1, and κ = 1/P r. We then control the Rayleigh number using Ra = ∆T P r.
There are two points we would like to make about our choice of scaling. The first point is that scaling changes the eigenvalues. This is not a numerical issue, but merely an issue of how to transform between different scalings. Our scaling uses the dimensionless timet = t/t 0 where t 0 = L 2 ν . We compute dimensionless eigenvalues λ. The physical eigenvalues λ physical are given by
Here ν physical and L physical are the physical values of ν and L, rather than the values used in our calculations (usually unity). If a calculation is done using an alternative scaling that leads to identical values of the dimensionless constants, then the alternative eigenvalues are related by the expression
where ν alt and L alt are the values of ν and L used in the alternative scaling, and ν ours and L ours are the values used in our calculation.
The second point about scaling deals with numerical issues. In theory our computed approximations to physical quantities should not depend on our choice of how to make the equations dimensionless, but in practice roundoff errors might reveal a sensitivity. Earlier versions of our linear solver demonstrated a sensitivity upon the scaling of the problem. For the simplest problem we present, the classical Rayleigh-Bénard problem in two dimensions, we found that a balanced scaling where ν = 1/Ra 1/2 and ∆T = Ra 1/2 , achieved satisfactory results, but when we used ν = 1 and ∆T = Ra, no significant digits in the eigenvalues were computed when Ra = 2000. This sensitivity was traced to a use of a classical Gram-Schmidt algorithm needed by the GMRES algorithm used for the solution of the linear equations. The cure was to employ a two step classical Gram-Schmidt algorithm (the second step is to ensure orthogonality).
SPATIAL DISCRETIZATION AND THE NON-LINEAR SOLVE
A full description of the numerical methods in MPSalsa used to locate steady state solutions of Equations (1)- (3) is available in [32] and the references listed therein. A brief overview is presented in this section.
A mesh of quadrilaterals for 2D problems and hexahedra for 3D problems is generated to cover the domain. Although the code allows for general unstructured meshes, all the example problems in this paper use structured meshes. For parallel runs, the mesh is partitioned using the Chaco code [14] in a way that will distribute work evenly while minimizing communication costs between processors. A Galerkin/least-squares finite element method [16] (GLS-FEM) is used to discretize the time-invariant versions of the governing partial differential equations (1)- (3) into a set of nonlinear algebraic equations. This formulation includes a pressure stabilization term so that the velocity components, temperature, and pressure fields can all be represented with equal order nodal basis functions. GLS-FEM is a consistent stabilized scheme because when the exact solution is inserted, the Boussinesq equations are satisfied exactly. We use bilinear and trilinear nodal elements for two and three dimensional problems, respectively.
Discretization of (1)- (3) results in the matrix equation
where u is the vector of fluid velocity components and temperature unknowns, p is the pressure, M is the symmetric positive definite matrix of the overlaps of the finite element basis functions, K u,T is the stiffness matrix associated with velocity and temperature, C(u) is the nonlinear convection, D is the discrete (weak) gradient, D T is the discrete (weak) divergence operator, and K p is the stiffness matrix for the pressure. G, K p , N are stabilization terms arising from the GLS-FEM. The vectors g and h denote terms due to boundary conditions and the Boussinesq approximation.
The resulting nonlinear algebraic equations arising from setting the time derivative terms to zero are solved using a fully coupled Newton-Raphson method [33] . An analytic Jacobian matrix for the entire system is calculated and stored in a sparse matrix storage format. At each Newton-Raphson iteration, the linear system is solved using the Aztec package [38] of parallel preconditioned Krylov iterative solvers. The accuracy of the steady state solve is determined by
where ǫ R and ǫ A are the relative and absolute tolerances desired, δ i is the update for the unknown x i , and N is the total number of unknowns. We used relative and absolute tolerances of 10 −5 and 10 −8 , respectively, for the problems. We exclusively use an unrestarted GMRES iteration with a non-overlapping Schwarz preconditioner where an ILU preconditioner is used on each sub-domain (each processor contains one sub-domain). These methods enable rapid convergence to both stable and unstable steady state solutions. The scalability of these methods to large system sizes and numbers of processors is demonstrated by the solution of a 16 million unknown model on 2048 processors in Section 8.
THE DISCRETIZED EIGENVALUE PROBLEM AND CAYLEY
TRANSFORMS The GLS-FEM results in a spatial discretization of the Navier-Stokes equations with the Boussinesq approximation. This leads to a finite dimensional system of differential algebraic equations of the form
where the matrix B is singular (due to the divergence free constraint) and x is a vector containing the values of the velocities, temperature and pressure at the nodes of the finite element mesh. Because of the stabilization terms in the GLS discretization, B, the matrix associated with the time derivative term in (4), is a non-symmetric matrix. Suppose we have a steady state solution x s so that F(x s ) = 0. The stability of this solution is typically determined in one of two ways. The first approach solves the generalized eigenvalue problem
that arises from the linearization of (6) about the steady state. The matrix J(x s ) is the Jacobian of F(·) linearized at x s . If all the eigenvalues of (7) have negative real parts, the steady state is stable. We assume that the λ's are ordered with respect to decreasing real part; real(λ j ) ≤ real(λ i ) for i > j. This approach has received much attention in the last fifteen years; the reader is referred to [4, 7, 12, 26, 11, 21, 37, 39, 25] for information. Except for [39] , all of these papers advocate converting the generalized eigenvalue problem (7) into a standard eigenvalue problem and then solving the resulting set of linear equations during each iteration of the eigensolver. Except for [11, 21, 37] , the eigenvalue problem is solved using inverse subspace iteration or Arnoldi's method with a sparse direct method for the resulting linear set of equations. This typically limits the linear stability analysis to two dimensional problems. Our approach of using Cayley transformations to reduce (7) to a standard eigenvalue problem leads the authors of [12, p.1189 ] to state that all such "variants that we tested failed". The use of preconditioned Krylov methods for both the eigenvalue problem and ensuing linear solves for large-scale two and three dimensional problems is not generally undertaken. The results of our paper will show otherwise.
The second approach used to determine the stability of a steady state is to use a time integration scheme; standard time integration schemes typically perform a nonlinear solve (due to convection) at every time step. We can think of these as computing an iteration of the form
The iteration is initialized with an iterate near the steady state and if the iteration converges towards the fixed point x s , then the steady state is declared stable. If x 0 is an initial condition for (8) , then the convergence and numerical stability of the fixed point iteration is determined by the spectral radius of the Jacobian of G(·).
In particular, denote the eigenvalues of G x (x 0 ) by γ i ordered so that |γ j | ≤ |γ i | for i > j. A popular time integration scheme is given by the trapezoidal rule and results in the iteration
where the Jacobian is 'frozen' at the steady state. The eigenvalues γ i and λ i are related via
. . , n; k = 1, . . . , n and so, in principle, the eigenvalues of (7) can be determined by computing those of
where µ = −σ = 2/△t. The above discussion demonstrates that at a steady state, time integration and computing the eigenvalues of (7) are intimately related when a frozen Jacobian approximation is employed. We remark that although large-scale eigensolvers (subspace iteration or Arnoldi's method) applied to G tend to favor the computation of γ 1 , γ 2 , . . . , γ r -those largest in magnitude-these may not be the desired rightmost eigenvalues λ 1 , . . . , λ r . This occurs, for instance, when the flow is advectively dominated. We now explain why Arnoldi's method for the eigenvalue solvers is preferred to the typically undertaken transient calculation. A transient calculation (with the linearized Jacobian J) or fixed point iteration is equivalent to the power method on G. The rate of convergence to the eigenvector associated with γ 1 is |γ 2 /γ 1 |. The rate of convergence improves to |γ m+1 /γ 1 | if the power method is replaced by subspace iteration on m vectors. However, the resulting rate of convergence can be intolerable.
The rate of convergence to γ 1 , γ 2 , . . . , γ r may be dramatically improved by projecting G onto the column space of
Arnoldi's method [1] iteratively determines an orthogonal basis for the above column space that by definition is a Krylov subspace.
4.1.
Arnoldi's method and the numerical solution of the eigenvalue problem The remainder of the section reviews several issues with the use of Arnoldi's method for the numerical solution of the eigenvalue problem. We use the parallel implementation [23] P ARPACK of ARPACK [20] for computing the eigenvalues of (7) via Cayley transformations. We refer the reader to [21] for information regarding the use of ARPACK for problems in linear stability analysis.
We discuss the selection of the Cayley parameters σ and µ. The numerical experiments that follow employ two strategies to select the Cayley parameters. The first strategy was presented in the previous subsection and draws upon a connection with fixed point iteration. The second strategy was presented in [21] ; the Cayley parameters are selected 0 < σ < µ so that the condition number of (J − σB) −1 (J − µB) is bounded and so can be efficiently solved with preconditioned Krylov methods. This second strategy is slightly more efficient than the first strategy; however, it is not as reliable (nor is there a relationship with fixed point iteration schemes for determining the stability of the steady state). The lack of reliability manifests itself when the flow is advectively dominated so that the rightmost λ's do not correspond to the largest in magnitude γ's. We remark that we encountered this unreliability in the solution of the problem of the secondary bifurcation from steady rolls into oscillatory rolls in the Rayleigh-Bénard problem, discussed in section 8. Throughout the rest of the paper we will refer to the first strategy as Cayley Method A and the second as Cayley Method B.
We briefly overview several salient issues. The paper [21] , section 9 and the discussion of the numerical experiments performed for each problem provide further details.
1. We discuss the numerical solution of the linear system resulting from using a Cayley transformation. We exclusively use an unrestarted GMRES iteration with a non-overlapping Schwarz preconditioner where an ILU preconditioner is used on each sub-domain (each processor contains one sub-domain).
2. We must choose the size of the Arnoldi space m (needed by ARPACK). Our findings, in general, are that for the most difficult problems m was never larger than 160 and 80 was typically more than adequate. We remark that although ARPACK does provide a capability to restart the Arnoldi iteration, our experiments did not use this capability. Instead, our focus is to carefully examine the use of preconditioned Krylov methods for linear stability analysis.
3. The tolerance needed by the GMRES iteration and ARPACK and their relationship was also carefully studied in [21] . In general, these tolerances were no larger than 10 −6 and no smaller 10 −9 .
4. Since the Boussinesq equations (1)- (3) model an incompressible fluid, the starting vector for ARPACK is selected as J −1 Bw, where w is a random vector. The resulting vector is divergence free [24] .
5. The P ARPACK subroutines pdnaupd and pdneupd were modified to implement the Cayley transformation and an improved check for termination. The eigensolve is terminated when λ 1 , λ 2 , . . . , λ r and corresponding approximate eigenvectors for a user specified r satisfy the residual tolerance.
PROBLEMS WHERE THE FLUID IS AT REST OR IN
UNIFORM ROTATION In this section we present four problems where the base flow is either at rest or in a uniform state of rotation:
• The Rayleigh-Bénard problem in a two dimensional box.
• The Rayleigh-Bénard problem in a three dimensional box.
• The Rotating Rayleigh-Bénard problem in a cylinder.
• The Rayleigh-Bénard problem in a three dimensional box with two of the vertical side walls closely spaced (a Hele-Shaw cell).
The boundary conditions on the first three of these problems are chosen so that, in addition to the finite element solution, we can use the method of separation of variables to turn these higher dimensional eigenvalue problems into one dimensional eigenvalue problems that can be solved accurately. We use spectral collocation methods [13] to solve these one dimensional problems. We remark that the boundary conditions for these three problems are not physically realizable. The last problem uses physically realizable boundary conditions, but we cannot use separation of variables to check our answers. Instead we validate our answers using an asymptotic expansion based on the analogy between a Hele-Shaw cell and a porous medium. We are then able to use the results for the onset of convection in a porous medium [42] to verify our calculations.
The Two Dimensional Rayleigh-Bénard Problem
We consider the Rayleigh-Bénard problem in two dimensions. Our geometry consists of a rectangular container of height H and length L:
We specify the temperature at the top and bottom surfaces
and specify that there is no flux of heat through the side walls
We have no-slip boundary conditions on the top and bottom walls
On the side walls we require that the normal velocity vanishes and that there is no tangential stress:
This problem has the trivial solution
In Appendix A we show how to calculate the eigenvalues of the stability problem associated with this steady state solution using a one dimensional eigensolver.
We solve this problem in MPSalsa with L = 3, H = 1 and all physical parameters (g, β, ν, and κ) set equal to unity (in particular P r = 1) except for ∆T , which is used to control the Rayleigh number. These calculations were done with N mesh divisions along the length of the rectangle and 2N mesh divisions along the height. The results for this problem are reported in Table 1 . For the finest mesh, we have 116,644 unknowns and solve on 32 processors. We converge to the steady state easily given a zero initial guess. The number of GMRES solves for each eigensolver iteration is approximately 200. The time to compute eigenvalues on the finest mesh is 1374 seconds for Ra=2000. We use Cayley Method B and set the Cayley parameters σ = 100, µ = 1000 and the Arnoldi size to 50. These results indicate that we achieve quadratic convergence towards the exact eigenvalues; we compute convergence for a given eigenvalue as follows:
Note for example that for λ 0 , Ra = 1500, N = 120, the convergence rate is 2.32. 5.2. The Rayleigh-Bénard Problem in a Three-Dimensional Rectangular Box We now add a third dimension and solve the problem on a rectangular box given by
Once again the boundary conditions on the side walls are chosen so that we can use separation of variables: the normal velocities, tangential stresses, and normal temperature gradients all vanish:
As in the last section we prescribe no-slip boundary conditions on the horizontal walls and specify the temperature:
For any value of the Rayleigh number this problem has the solution
In Appendix A we show how to calculate the eigenvalues of the stability problem associated with this steady state solution using a one dimensional eigensolver. Once again, we use a spectral collocation code to compute the eigenvalues of the one dimensional problem.
These calculations were done with MPSalsa on a box with L = 3, H = 1, W = 1, g = β = ν = κ = 1, and ∆T = Ra. The mesh has N divisions along the length L and width W , and 2N divisions along the height H. The results for this problem are reported in Table 2 . For the finest mesh, we have 2,251,205 unknowns and solve on 512 processors. We converge to the steady state for Ra = 500 easily given a zero initial guess, then use continuation with steps of 500 to achieve the steady state at Ra = 2000. The number of GMRES solves for each eigensolver iteration is approximately 500. The time to compute eigenvalues on the finest mesh is 5817 seconds for Ra=2000. We use Cayley method B and set the Cayley parameters σ = 10, µ = 100 and the Arnoldi size to 24. For the most part, we see quadratic convergence with mesh size; note that for Ra = 1500 the coarsest mesh does not show quadratic convergence, but as we refine the mesh we indeed see quadratic convergence. Note that for λ 0 , Ra = 1500, N = 60, the convergence rate is 2.06. 
The Rotating Rayleigh-Bénard Problem
We now consider the problem of a fluid in a cylindrical container of radius R and height H whose axis is aligned with the direction of gravity. We use a 2D cylindrical coordinate system where the 3D vector (u, v, w) gives the radial, azimuthal, and axial components of the velocity. We rotate the cylinder about the axis of symmetry with a constant rotation rate Ω. Other than the change in geometry and the rotation, this problem is similar to the ones in the last two subsections.
In particular, on the top and bottom walls we impose no-slip boundary conditions and prescribe the temperature:
In the first of these equations Ωre z × e r is the velocity of the container due to rotation. Note that in the classical analysis of this problem a Coriolis force is added to the equations of motion, but we impose the rotation through our boundary conditions. Once again, the conditions on the side walls are chosen so that we can separate variables when solving the eigenvalue problem. We have no axial stress, no normal velocity, prescribed azimuthal velocity, and no flux conditions on the temperature:
This problem has an additional dimensionless parameter, the Taylor number:
This problem differs from the classical Rayleigh-Bénard problem in two respects [3] :
• For a given Taylor number, the critical Rayleigh number depends on the Prandtl number.
• If P r < 1 we can have oscillatory instabilities.
This last point is what makes this an interesting test problem for our eigenvalue solver. This problem always has the trivial solution where the fluid rotates like a rigid body and the temperature varies linearly with height:
In Appendix A we show how to calculate the eigenvalues of this steady state solution using a one dimensional eigensolver. We use a spectral collocation code to compute these eigenvalues.
In our numerical results we use P r = .025 and T a = 1096.6, resulting from ν = g = β = 1, κ = 40, R = 1, and a rotation rate of 500rpm. The calculations were done in cylindrical coordinates with N divisions in both the r and z directions. The results for this problem are reported in Table 3 . For the finest mesh, we have 73,205 unknowns and solve on 32 processors. We converge to the steady state easily given a zero initial guess. The number of GMRES solves for each eigensolver iteration is approximately 160. The time to compute eigenvalues on the finest mesh is 1014 seconds for Ra=4000. We use Cayley Method A and set the Cayley parameters σ = 5, µ = −5 and the Arnoldi size to 50. Again, for the most part we see quadratic convergence with mesh refinement; note that the coarsest meshes for Ra = 4000 and Ra = 5000 show less than quadratic convergence, but as we refine the mesh we get quadratic convergence. Note that for the real part of λ 0 , Ra = 4000, N = 120, the convergence rate is 2.17. 
Convection in a Hele-Shaw Cell
In this subsection we consider the onset of convection cells in a three dimensional box with 0 ≤ x ≤ L, 0 ≤ y ≤ W , 0 ≤ z ≤ H. We impose boundary conditions that are much easier to achieve experimentally: no-slip boundary conditions on all of the walls, no heat flux boundary conditions on the side walls, and prescribed temperatures on the horizontal walls:
Once again this problem has the trivial solution where u = 0 and
We cannot analyze the stability of this problem using separation of variables, but if we assume that W/H ≪ 1 and W/L ≪ 1, we can approximate the eigenvalue problem accurately. The approximate equations are known as the Hele-Shaw cell approximation [31, p.123-125] . The resulting equations are identical to the equations for convection in a porous medium, which were analyzed in [42] .
Assuming
Here u av (x, z) is the velocity averaged with respect to y. In these equations all quantities depend only on x and z, and all gradients and divergences are limited to x and z. In these equations the permeability k is given by
The appropriate boundary conditions to impose are
∂T (x, z) ∂x
These equations are equivalent to those for two dimensional flow in a porous media. They asymptotically govern the motion of the fluid in the Hele-Shaw cell. They are the first term in an asymptotic expansion in the aspect ratio W/L where L is the characteristic dimension in the x and z directions. These equations also assume that Re W , the Reynolds number based on W , is small. We emphasize that we do not solve these with the finite element code, but use these equations for validation of our results.
As with the fully three dimensional equations, these equations always have the trivial solution u = 0, and T (x, z) = T ref + ∆T (z − H)/H. The stability of this steady solution depends on the Rayleigh number, Ra HS , defined as
In Appendix B we show how to analyze the stability of this no flow solution by using separation of variables. The resulting one dimensional eigenvalue problem is then solved using a spectral collocation method.
In the finite element code, we set L = 1, H = 1 and control the aspect ratio ǫ = W/H by changing W . We set g = β = κ = ν = 1.0 and control Ra HS with ∆T . In these results there are N mesh divisions along the width W and 2N along the length L and height H. The results for this problem are reported in Tables 4   and 5 
We use Cayley Method B and set the Cayley parameters σ = 10, µ = 100 and the Arnoldi size to 24. Though in this case we have asymptotic results as opposed to exact results, the difference between successive approximations tends towards a quadratic ratio. 6. PROBLEMS WITH SMALL BUT NON-TRIVIAL BASE FLOWS In this section we present results for problems where the base flow has nonzero velocity but is not strongly advectively dominated. We present three test problems: the onset of convection in a thermo-siphon, the onset of convection in a two dimensional tilted slot, and the onset of convection in a three dimensional tilted slot.
The Onset of Convection in a Thermo-Siphon
We now consider the stability of the flow in a closed loop thermo-siphon-a tube with a circular cross section of radius R T that has been bent into a torus of radius R H . The hoop walls are held at a prescribed temperature, where the temperature on the bottom of the hoop is hotter than that at the top.
Although the finite element calculations are done in Cartesian coordinates, the problem can best be formulated in terms of cylindrical coordinates (r, z, θ) with the position x given by
with
e r = (sin(θ), cos(θ), 0) (20)
The velocity vectors are defined as u = ue r + ve θ + we z .
In this coordinate system, the midline of the hoop is given by r = R H , and each cross section with θ = constant is a circle of radius R T . In other words, the tube is described by the equation
We apply no-slip boundary conditions everywhere on the tube and prescribe the temperature on the boundary: u(r, z, θ) = 0 on boundary (23)
Here f (θ) is a function that gives the temperature on the boundary as a function of θ; we use functions f (θ) that are even functions of θ.
tube is small compared to the radius of the hoop (R T ≪ R H ), we can solve this problem asymptotically. In Appendix C we present an asymptotic analysis for computing the eigenvalues for this problem.
The analysis in the Appendix shows that provided the aspect ratio ǫ = R T /R H is small enough, the stability of the symmetrical solution is governed by the parameter Ra therm where
and
We have carried out the asymptotic analysis for the most unstable eigenvalue of the thermo-siphon problem and have compared it with the results of the most unstable eigenvalue computed using the finite element code. In MPSalsa we set g = β = κ = ν = 1 and f (θ) = cos(θ). The mesh has Table 6 . For the finest mesh, we have 185,220 unknowns and solve on 64 processors. We converge to the steady state easily using a zero initial guess. The number of GMRES solves for each eigensolver iteration is approximately 240. The time to compute eigenvalues on the finest mesh is 2671 seconds for Ra=30. We use Cayley Method B and set the Cayley parameters σ = 10, µ = 80 and the Arnoldi size to 48. We see that once N is large enough, we get excellent agreement between the asymptotic and numerical results. This is a confirmation of both the numerics and the asymptotics.
TABLE 6
The first eigenvalue of flow in a thermo-siphon with RT = 1, RH = 10, P r = 1.0, 
The Onset of Convection Rolls in a Tilted Two Dimensional Box
In this subsection we discuss the onset of convection in a two dimensional tilted slot. When the tilt angle is 0, this is the classical Rayleigh-Bénard problem with periodic boundary conditions at the vertical walls. When the tilt angle is 90 degrees, this is the problem of a slot with one vertical wall cooled and the other vertical wall heated. Periodic boundary conditions are imposed on the horizontal walls (so that the problem can be reduced to a one dimensional eigenvalue problem that is once again solved using the method of separation of variables). For any value of the tilt angle or Rayleigh number there is a trivial solution where the flow is unidirectional, going up the hot wall and down the cold wall. The temperature profile associated with this base flow is the same as if there were no flow at all.
We consider the equations for a Boussinesq fluid in a two dimensional rectangular box
with the gravity vector inclined with an angle θ relative to the z axis:
Physically this arises from tilting the box, but it is mathematically convenient to think of tilting the gravity vector.
We impose no-slip conditions on the walls with z = constant u(x, z) = 0 for z = ±H/2
and Neumann boundary conditions on the temperature
On the walls with x = constant we impose periodic boundary conditions:
Assuming that we choose the reference temperature T ref in the Boussinesq equations to be zero, we always have the simple solution
Note that there is no net transport of mass across any plane x = constant and that although the velocity does not vanish, the temperature profile is always the same as the conduction temperature profile. When θ = 0 there is no flow, and we get the classical Rayleigh-Bénard problem. When θ = π/2, we have the flow in a slot that is heated on one vertical wall and cooled on the other.
In Appendix D we show how to calculate the eigenvalues of the stability problem associated with this simple solution using a one dimensional eigensolver.
In MPSalsa we set g = β = κ = ν = 1 and control the Rayleigh number with ∆T . The mesh has N divisions along the length L and 2N 3 along the height H. We report our results in Table 7 . For the finest mesh, we have 38,800 unknowns and solve on 8 processors. We converge to the steady state for Ra = 7000 easily using a zero initial guess, then use continuation steps of size 1000 to achieve the steady state at Ra = 9000. The number of GMRES solves for each eigensolver iteration is approximately 400. The time to compute eigenvalues for the finest mesh is 1904 seconds for Ra=7000 and θ = 80 deg. We use Cayley Method B and set the Cayley parameters σ = 10, µ = 100 and the Arnoldi size to 24. Note that the semianalytical results predict that the eigenvalues are real, but have multiplicity two. The multiplicity of the eigenvalues arises because we are using periodic boundary conditions, and any eigenvalue associated with the spatial dependence e ikx is also an eigenvalue of a mode with spatial dependence e −ikx . For some values of Rayleigh number the results of the eigenvalue calculations show small residual imaginary parts instead of multiple eigenvalues, but we claim that these imaginary parts are small enough that they can be ignored. 6.3. The Onset of Convection Rolls in a Tilted Three Dimensional Box In this subsection we discuss the onset of convection in a three dimensional box that has been tilted so that the gravity vector still lies in one of the planes of symmetry. This is the same as the previous problem, but we have added a third dimension which we will call y. The boundary conditions in the third dimension are like those of the classical Rayleigh-Bénard problem presented in the last section. We are able to use separation of variables to compute modes that either have no y dependence or no x dependence. When the tilt angle is small the most unstable mode corresponds to rolls lining up with their axes aligned perpendicular to the axis of tilt. When the tilt angle is large, the rolls line up with their axis parallel to the tilt axis.
Once again we assume that the gravity vector is inclined at an angle θ to the z axis:
We consider convection in a three dimensional box
We impose no-slip boundary conditions on the planes z = constant u = 0 for z = ±H/2 and impose the temperature boundary conditions
On the walls with x = constant we impose periodic boundary conditions
On the walls with y = constant we impose the conditions
We can use the method of separation of variables to find eigenvalues associated with modes that have no x dependence or modes that have no y dependence. There are modes that we cannot find using separation of variables; we indicate these in the tables by "miss." In MPSalsa we set g = β = κ = ν = 1 and control the Rayleigh number with ∆T . The mesh has N divisions along the length L, Table 8 . For the finest mesh, we have 1,992,600 unknowns and solve on 128 processors. We converge to the steady state for the lowest Rayleigh number using a zero initial guess, then use continuation steps of size 1000 to achieve the steady states for the higher Rayleigh numbers. The number of GMRES solves for each eigensolver iteration is approximately 500. The time to compute eigenvalues on the finest mesh is 5.7 hours for Ra=9000 and θ = 80 deg. We use Cayley Method B and set the Cayley parameters σ = 10, µ = 100 and the Arnoldi size to 24. 7. ADVECTIVELY DOMINATED FLOWS In this section we present two problems where the flow is advectively dominated. The stability of these flows cannot be analyzed using separation of variables; we verify the accuracy of our results through comparison to previous numerical solutions and convergence as we refine the mesh. In both of these problems the imaginary parts of the eigenvalues are large, and we have slow convergence towards the real parts of the most unstable eigenvalue.
We believe that these problems demonstrate the limitations of what can robustly be done by applying a general purpose finite element code to a fluid stability calculation. However, we note that the difficulties are with the resolution of the discretization and not in solving the eigenvalue problem. We emphasize that a transient solution is not any more reliable than the eigenvalue computations. We also note that both of these problems are two dimensional; if we were trying to achieve the same resolution on a three dimensional problem, we would have billions of unknowns.
The Onset of Oscillatory Convection in a Cavity
In this section we consider the problem of convection in a two dimensional vertical cavity of width W and height H
This problem is almost identical to one studied by Paolucci and Chenoweth [28] . More recent work on this problem can also be found: see [17, 43, 15, 19, 44, 29] . In [28] they found oscillatory solutions using time dependent calculations. Here we will use eigenvalue calculations to predict the onset of oscillations.
The left vertical wall is held at a constant temperature −∆T /2, and the right vertical wall is held at the temperature ∆T /2:
We impose no flux boundary conditions at the horizontal walls
and no-slip boundary conditions on all walls u = 0 on all walls.
Paolucci and Chenoweth carried out their calculations with P r = .71. Our calculations are carried out with ν = g = β = 1, and κ = 1/P r = 1.0/.71. The Rayleigh number is controlled using Ra = ∆T P r. We use H = 2 and W = 1.
In [28] they show that as the Rayleigh number is increased (based on the ∆T and W ) boundary layers develop on both vertical walls, and "hydraulic jumps" develop at the upper left and lower right corners. The "hydraulic jump" in the upper left hand corner is where the flow moving up the left hand wall turns the corner and flows over a region of more dense fluid near the upper wall. A similar situation exists in the lower right hand corner. For 1/2 < H/W < 3 they found that these "hydraulic jumps" would start oscillating at a Rayleigh number lower than that necessary to get the thermal boundary layers to go unstable. (Their explanation of the instability in terms of these "hydraulic jumps" is in dispute; see [17] , for example.) This section is devoted to analyzing the onset of this oscillatory behavior using eigenvalue calculations.
Although Paolucci and Chenoweth did not make the Boussinesq approximation in their calculations, they purposely used conditions that are well approximated by the Boussinesq approximation. In particular, ∆T /T AV = .01 where ∆T is the difference between the wall temperatures and T AV is the average of the wall temperatures. When A = H/W = 2 they found an instability at a Rayleigh number of approximately Ra = 3 × 10 7 with a dimensionless frequency of f = 173.2.
Paolucci and Chenoweth use a dimensionless time based on the thermal conductivity, whereas we we use a dimensionless time based on the kinematic viscosity. Thus, we need to divide their frequencies by the Prandtl number to compare them to our frequencies. If f P C are the frequencies reported in [28] , then to get our frequencies ω ours we use
We use grids of 60 × 60, 120 × 120, 240 × 240 and 480 × 480. The spacing between the grid points increases exponentially as we move away from the walls, with the grids in the middle of the box having grid spacings about 20 times as large as the grids near the walls.
For the finest mesh, we have 925,444 unknowns and solve on 64 processors. It is somewhat difficult to achieve convergence of the steady state solution; we rely on continuation to find the steady state at the desired Rayleigh numbers. The number of GMRES solves for each eigensolver iteration is approximately 400. The time to compute eigenvalues for the finest mesh is 7 hours for Ra = 3.0 × 10 7 . We use Cayley Method A and set the Cayley parameters σ = 2000, µ = −2000 and the Arnoldi size to 160. Table 9 shows the eigenvalues for the 240 × 240 grid and how they compare with the results of Paolucci and Chenoweth. Paolucci and Chenoweth only performed calculations at Rayleigh numbers of 3 × 10 7 and 2 × 10 7 for A = 2.0. The frequency they report at Ra = 3 × 10 7 is in excellent agreement with the frequency predicted by our eigenvalue calculation. However when Ra = 2×10
7 the frequency they report agrees with what we calculate to be the third most unstable mode. Furthermore, they report the flow as being stable, while the eigenvalue calculations report that the flow is unstable. Since we are close to the point of instability it is possible that their calculations are just slightly under-resolved.
In order to see how the steady state solution is converging with mesh refinement we have included Table 10 . This table shows the maximum value of the radial velocity and its r and z location. We are clearly getting convergence, but the convergence with mesh is somewhat slow and clearly is no better than the convergence with mesh of the eigenvalues.
TABLE 9
The Eigenvalues for the convection in a cavity problem with mesh N = 240. Note that f1 & f2 are the frequencies reported by [28] and are only available for comparison for the two Rayleigh numbers 3.0 × 10 7 and 2.0 × 10 7.2. Comments on the symmetry and near-degeneracy of the eigenvalues One interesting feature of these eigenvalue calculations is that we have two complex conjugate pairs of eigenvalues that are nearly identical. These eigenvalues are close enough that one might expect that they should be the same; from the symmetry of the problem we can argue that they are not the same. If the right vertical wall is held at a temperature that is the negative of the left vertical wall, then the governing equations are invariant under the following symmetry transformations:
where we are representing our solution in the shorthand form
If the functions (T (x), u(x), p(x)) satisfy the equations of motion and boundary conditions, then so do the functions (−T (−x), −u(−x), p(−x)), or put another way, if z(x) is a solution to our equations, then so is Rz(x). However, it is not necessary that solutions to our equations satisfy Rz(x) = z(x). Symmetry can only be broken through a bifurcation: a solution that is initially symmetric will stay symmetric as we vary a parameter unless we encounter a bifurcation point.
We are analyzing the stability of symmetric solutions; for this reason, all eigenfunctions will either be symmetric or anti-symmetric: any simple eigenfunction will either satisfy Rφ(x) = φ(x), or Rφ(x) = −φ(x).
We conclude that when our system goes unstable, the "hydraulic jumps" will either oscillate in a symmetric manner, or in an anti-symmetric manner. Physically we expect that if the walls are well separated, then the jump on the left should be able to oscillate independently of the jump on the right. In order for this to be so, we would have to be able to construct eigenfunctions where the jump on the left oscillates but the one on the right does not. The only way to do this is if we have multiple eigenvalues, with one eigenvector being symmetric, and the other one being anti-symmetric. This is not quite what occurs because the two jumps
The Stability of a Heated Plume
In this section we consider the problem of convection in a cylindrical container that has a hot spot on the bottom of the container. This problem was previously considered by Torrance and Rockett [36] , who did a numerical and experimental study of the flow.
Let R be the radius of the container, H be the height, and R s be the radius of the hot spot.
We define the aspect ratio as ǫ = H R and the spot aspect ratio as
The problem of interest has no-slip boundary conditions on all walls u = 0 on all walls and specifies that the temperature is T ref on all walls except on the hot spot, where it is T ref + ∆T :
For compatibility with the previous work, we present results in terms of the Grashoff number, defined as Gr = RaP r As in [36] we use ǫ = H/R = 1, and ǫ s = R s /R = .1, and P r = 1 1.4 . In our calculations we set R = H = 1, R s = .1, ν = .01, κ = .014, g = 100 and β = 1. We then control the Grashoff number using Gr = ∆T × 10 6 . In [36] they state that experimentally the flow was found to turbulent when
Their numerical calculations assumed axisymmetry so were stable past the point of experimentally observed transition. They found that oscillations started occurring in the axisymmetric flows for Gr somewhere between 4 × 10 9 and 4 × 10 10 . Our calculations indicate that there is an unstable eigenvalue for Gr > 1.0 × 10 9 . Our calculations were carried out using 2N points in the vertical direction and N in the radial direction. In Table 11 we present the results for the most unstable eigenvalue with Gr = 1.0 × 10 9 and different values of N ; we used values of N = 40, 80, 160, 320 and 640. The imaginary part of the most unstable eigenvalue appears to be converging quite rapidly as we refine the mesh. However, the convergence of the real part is somewhat disappointing. Table 11 shows that the slow convergence of the eigenvalues is a result of the slow convergence of the steady state as one refines the mesh. For the finest mesh we have 3,284,484 unknowns and solve on 512 processors. It is somewhat difficult to achieve convergence of the steady state solution; we rely on continuation to find the steady state at the desired Grashoff numbers. The number of GMRES solves for each eigensolver iteration is approximately 320. The time to compute eigenvalues for the finest mesh is 2.9 hours for Gr = 1.0 × 10 9 . We use Cayley Method A and set the Cayley parameters σ = 1200, µ = −1200 and the Arnoldi size to 160. 
THE OSCILLATORY INSTABILITY OF CONVECTION ROLLS
In this section we present the results for a secondary bifurcation in the RayleighBénard problem. In particular we compute the convection rolls arising from the first bifurcation in the Rayleigh-Bénard problem; we then analyze the stability of these rolls. We have chosen our parameters so that we get an oscillatory instability. The stability of the rolls has been considered both experimentally [40] and numerically [2, 5, 35, 27, 34, 9] .
In their paper Busse and Clever [2] numerically analyzed the stability of the convection rolls in the absence of any side walls. Their equilibrium solution is a two dimensional solution periodic in the direction perpendicular to the axis of the rolls. They analyze the stability of this solution by Fourier transforming the disturbances and looking for the most unstable wavelength. Their results show that as the Prandtl number goes to zero, the rolls have an oscillatory instability at a Rayleigh number close to the critical Rayleigh number of the first bifurcation. Although their results are in qualitative agreement with experiments, quantitatively their results predict the bifurcation occurs closer to the original bifurcation than the experiments do. They argue that this is most likely a result of ignoring the side walls.
We compute the stability of the convection rolls including the effect of the side walls. We assume that the flow takes place in a three dimensional box
In our calculations we choose H = 1, L = W = 5. We have tried to choose the aspect ratios L/H and W/H large enough that the effect of the side walls is not overwhelming, but small enough that we can resolve the rolls with a reasonable number of unknowns.
We prescribe the temperature on the horizontal walls
and no flux boundary conditions on all side walls
We prescribe no-slip boundary conditions at the horizontal walls and at the walls x = constant:
At the walls y = constant we prescribe no normal velocity, and no tangential stress:
We use a Prandtl number of P r = .01. We achieve our dimensionless parameters using g = β = ν = 1, κ = 1/P r = 100, and Ra = ∆T /100. Our mesh has N divisions in the L and W directions and 2N 5 in the H direction. We report our results in Table 12 . In Table 13 we report the maximum x-velocity and z-velocity and the z-coordinates at which they occur. Note that we see quadratic convergence in the velocities and their coordinates (taking into account the symmetry of the flow), indicating our mesh is fine enough to resolve the flow.
For the finest mesh, we have 16,362,405 unknowns and solve on 2048 processors. It is difficult to converge to the steady state for this problem for the fine mesh; we rely on continuation and mesh sequencing -that is, we use our solution from the coarser mesh and interpolate it to a solution on the finer mesh as an initial guess. The number of GMRES solves for each eigensolver iteration is approximately 375. The time to compute eigenvalues for the finest mesh is 9.5 hours for Ra=1850. We use Cayley Method A and set the Cayley parameters σ = 60, µ = −60 and the Arnoldi size to 60. Here we note that choosing the Cayley parameters so that 0 < σ < µ (Cayley Method B) is unreliable in that we do not converge to the complex conjugate pair that identifies the oscillatory instability; for example using σ = 100 and µ = 1000 does not find this instability. Because we use parallel preconditioned Krylov iterative methods for the eigenvalue problem and resulting linear sets of equations, our results are obtained by specifying the values of certain adjustable parameters. For example, we needed to specify the Cayley parameters σ and µ and the size of the Arnoldi space. We briefly review our verification procedures used for all the numerical experiments; the reader is referred to [21] for further information. Our main emphasis in this section is to illustrate how sensitive our results are to the Cayley parameters.
NUMERICAL ISSUES
Denote by λ c and z c the approximations to an eigenvalue and eigenvector of (7). We verify these approximations by computing the norm of the residual
and the Rayleigh quotient error
where ||·|| is the Euclidean norm of a vector and z H denotes the conjugate transpose of a vector. These errors only vanish when λ c and z c are an eigenpair for (7) . Note that these measures are independent of the scaling of z c and ARPACK scales the approximate eigenvector so that z = 1.
We now discuss the Cayley parameters and the size m of the Arnoldi space used by ARPACK. These two parameters are related because if one chooses the Cayley parameters poorly, a large Arnoldi space will be required to obtain accurate eigenvalues. Our experience dictates that it is best to choose the Cayley parameters so that they are on the order of magnitude of the imaginary part of the most unstable eigenvalue. We believe that this is a reasonable assumption because the user typically has some idea of the location of the imaginary part of the most unstable eigenvalue. For example, this information is available if we are solving a problem that is a small variation of a problem that has already been solved, or if we have access to related experimental or computational results. However, this is a drawback because some idea of the size of the imaginary portion of the most unstable eigenvalue is required. Our experience is that for some of the problems, our estimate could be off by several orders of magnitude and not affect the computation. On other problems we observed degraded performance when we were off by a factor of two in choosing the Cayley parameters. None of the problems we solved show extreme sensitivity to the choice of the Cayley parameters.
We use the problems of oscillatory convection in a slot and the stability of a heated plume as illustrations of the effect of these parameters. On physical grounds it is difficult to predict that one of these problems would be more sensitive to our choice of Cayley parameters than the other. However, the problem of the onset of convection in a slot is considerably less sensitive to our choice of Cayley parameters than the problem of the instability of the plume. Table 14 shows the errors in the most unstable eigenvalue of the onset of convection in a heated slot as a function of the Cayley parameters and the size of the Arnoldi space. These calculations were accomplished with a 120 × 120 mesh, and a Rayleigh number of 1.5 × 10 7 . We see that changing the Cayley parameters from ±1000 to ±250 does not significantly degrade the performance of the algorithm. By the time the Cayley parameters are ±50 we are seeing some degradation in the algorithm, but we are still getting quite good convergence after 160 iterations. Table 15 shows the same results for the problem of the stability of a heated plume. Here we are using the 160 × 320 grid with a Grashoff number of 1 × 10 9 .
The results for an Arnoldi space of 80, and Cayley parameters of ±250 are clearly inferior to those for the same size Arnoldi space but Cayley parameters of ±1000.
The accuracy of all of these calculations is limited by the accuracy to which we solve our linear systems. For example, in Table 15 we do not get appreciably better results by using an Arnoldi space of size 160 instead of 80. A discussion of the effect of our linear algebra tolerances on the eigenvalues is given in [21] . 10. CONCLUSIONS We have demonstrated both the capabilities and the limitations of using a general purpose finite element code and eigensolver for fluid stability calculations. We validated and verified this approach on a wide variety of thermal convection problems ranging from the Classical Rayleigh-Bénard problem to the onset of oscillatory convection in roll patterns, and the instability of a heated plume. Due to the size of the problems involved it was necessary to use iterative methods for the linear algebraic calculations. The largest problem we solved had over 16 million unknowns. We believe that the problems presented are impressive because of the three dimensional problems and the highly advective problems. Some of these problems were chosen to push the limits of the techniques presented in this paper. None of these problems indicated that the techniques had reached any inherent limitation.
We carefully analyzed our results by starting with relatively simple problems that can be compared to semi-analytical results. The code was shown to give excellent agreement with the semi-analytical results. We have also presented results where no semi-analytical results are available but we validated against existing results attained by traditional transient based methods and verified by examining the rate of convergence of the discrete eigenvalues as the mesh was refined.
Our results show that the accuracy of the calculations deteriorates as the flow is advectively dominated. However, our results demonstrate that this is not a problem with the eigensolver but with whether the discretization is sufficiently resolved. Thus, the use of transient based methods would encounter the same difficulties. We maintain that our results are as reliable as those obtained using transient integration, but that our results are more efficiently computed because we use a Krylov subspace method instead of the power method, and because we use a frozen Jacobian. We believe that our use of preconditioned Krylov iterative methods were successful because of the high quality and robust implementation of these algorithms, ARPACK, and Aztec.
APPENDIX A Eigenvalues for the Classical and Rotating Rayleigh-Bénard Problem
In this appendix we discuss how we use separation of variables to reduce the two and three dimensional Rayleigh-Bénard eigenvalue problems to one dimensional eigenvalue problems that can be solved using a spectral collocation method.
A.1. THE TWO DIMENSIONAL RAYLEIGH-BÉNARD PROBLEM
We present the analysis of the stability of the no-flow solution to the two dimensional Rayleigh-Bénard problem in a box (Section 5.1). The stability of this solution is determined by the eigenvalue problem In order to get the eigenvalues with the largest real part of the two dimensional eigenvalue problem, we need to compute the eigenvalues for m = 0, 1, 2, . . . and select the largest eigenvalues from these. Assuming we only want the first four largest eigenvalues, it is only necessary to compute the eigenvalues for small values of m.
We will not discuss the details of the spectral calculation, but state that these calculations were carried out with extreme precision and for our purposes can be considered to give exact answers. This one dimensional eigenvalue problem is once again solved using a spectral collocation code, and the largest eigenvalues are found by searching through small values of m.
APPENDIX C
The Eigenvalues for a Thermo-Siphon We now present an asymptotic analysis that is used to check the numerical results for the stability of the state of rest in a thermo-siphon.
We assume that the radius R T of the tube is small compared to the radius of the hoop R H . This allows us to make the approximation that the flow is always unidirectional, in the direction tangent to the midline of the hoop. That is, in our cylindrical coordinate system u = w = 0. Continuity now requires that v(r, z, θ) is independent of θ. Because the hoop is circular, we take the gravity vector g = g sin(θ)e θ . We multiply the energy equation by sin(θ) and integrate from −π to π, do the same but multiply by cos(θ), and integrate the azimuthal momentum equation from −π to π to get the approximate equations where we have the parameters the diffusion ratio (Prandtl number) (C.7) and the control parameter (Rayleigh number) (C.8):
Ra therm = gβR The Laplacian in these equations is the two dimensional Laplacian in the variableŝ x andŷ. If we assume that our cross section is circular, and we introduce polar coordinates ξ = x 2 +ŷ 2 (C.17)
these equations reduce to one dimensional partial differential equations: the periodic boundary conditions will be satisfied. It is then only necessary that the functionsû,ŵ,p, andT satisfy the one dimensional eigenvalue problem:
σû − P eik m f (ẑ)û − P eŵ df dẑ + ik mp = P r(û ′′ −k We solve the eigenvalue problem using a spectral collocation method for m = 0, 1, 2, . . . and choose the 4 most unstable eigenvalues from these.
D.2. THE EIGENVALUES OF THE TILTED THREE DIMENSIONAL BOX
We consider the eigenvalue problem arising from the tilted three dimensional box discussed in section 6.3. In general it is not possible to find the eigenvalues of this problem using separation of variables. However, it is possible to use separation of variables for eigenfunctions that have no x velocity component and no x dependence, or that have no y velocity component or y dependence.
If a mode has no x velocity or x dependence the advection terms in the stability equations disappear, and we get the same eigenvalue problem as for the classical Rayleigh-Bénard problem, except that the Rayleigh number is replaced by Ra cos(θ).
When there is no y velocity component or y dependence in the eigenfunction the eigenvalue problem is identical to the one for the tilted two dimensional box.
