Let C be a smooth absolutely irreducible curve of genus g ≥ 1 defined over F q , the finite field of q elements, and let #C(F q n ) be the number of F q n -rational points on C. Under a certain condition, which for example, satisfied by all ordinary elliptic curves, we obtain an asymptotic formula for the number of ratios (#C(F q n )−q n −1)/2gq n/2 , n = 1, . . . , N , inside of a given interval I ⊆ [−1, 1] . This can be considered as an analogue of the Sato-Tate distribution which covers the case when the curve E is defined over Q and considered modulo consecutive primes p, although in our scenario the distribution function is different.
Introduction
Let C be a smooth absolutely irreducible curve of genus g ≥ 1 defined over the finite field F q of q elements. We denote by C(F q n ) the set of the F q n -rational points on the projective model of C.
By the Weil theorem,
|#C(F q n ) − q n − 1| ≤ 2gq n/2 see [22, Section VIII.5, Bound (5.7)], however the distribution of values of #C(F q n ) inside of the interval [q n + 1 − 2gq n/2 , q n + 1 + 2gq n/2 ], in particular, the distribution of the ratios
is not understood well enough.
In the case of elliptic curves C = E more is known. For example, the distribution of the ratios (1) , where the curve E is defined over Q and reduced modulo consecutive primes p (that is, q = p) is described by the Sato-Tate conjecture, which has been recently proven by R. Taylor [29] . In particular, the proportion of primes p ≤ x for which the analogue of the above ratios belongs to the interval [β, γ] is given by µ ST (β, γ) = 2 π min{1,γ} max{0,β}
as x → ∞. B. J. Birch [6] has also established an analogue of the Sato-Tate conjecture in the dual case when the finite field F q is fixed and the ratios (1) are taken over all elliptic curves E over F q , see also [31] .
Finally, there is also a series of works showing that similar type of behavior also holds in mixed situations (when both the field and the curve vary) over various families of curves, see [2, 5] .
Here we fix a smooth absolutely irreducible curve C of genus g ≥ 1 over F q and consider analogue of the ratios (1) taken in the consecutive extensions of F q , that is, for F q n -rational points on C. We write the cardinality #C (F q n ) of the sets of F q n -rational points on the projective model of C as #C(F q n ) = q n + 1 − a n .
and study the distribution of the ratios
Under a certain additional condition or multiplicative independence of socalled Frobenius eigenvalues of C we obtain an asymptotic formula for the distribution function of the ratios (2) . By a result of E. Kowalski [17] , the additional condition needed for our proofs to work is satisfied for a wide class of curves. Here, we also show that this additional condition holds for so called ordinary elliptic curves and ordinary smooth curves of genus g = 2 whose Jacobians are absolutely simple.
In particular, for g = 1, that is, when C = E is an ordinary elliptic curve, our result implies that the distribution of the ratios (2) is not governed by µ ST (β, γ) but rather by a different distribution function
We also remark that for supersingular elliptic curves we have a n = 0 for every odd n (and a n = 2q n/2 for every even n). Throughout this paper, the implied constants in the symbols 'O' and '≪' may depend on the base field F q (we recall that A ≪ B and B ≫ A are equivalent to A = O(B)).
Main Results

Frobenius Angles
We refer to [22] for a background on curves and their zeta-functions.
For a smooth projective curve C over the finite field F q we define the zeta-function of C as
It is well-known that if C is of genus g ≥ 1 then
where P (T ) is a polynomial of degree 2g with integer coefficients.
Furthermore we have
where τ 1 , . . . , τ 2g are called the Frobenius eigenvalues and satisfy
(where τ means complex conjugate of τ ), see [22, Section VIII.5] . If C is considered over the degree m extension of F q , then
where
It is also well-known that
which underlies our method. Furthermore, we write (4) as
with some ϑ j ∈ [0, 1], j = 1, . . . , g, which we call Frobenius angles. (sometimes πϑ j is called a Frobenius angle) We show that if 1, ϑ 1 , . . . , ϑ g are linearly independent over Z, or alternatively q 1/2 , τ 1 , . . . , τ g are multiplicatively independent over Z, then the ratios (2) are distributed in accordance with the distribution function λ g (β, γ) which for g = 1 is defined by (3) and then recursively as
and give an estimate on the error term.
Distribution of the Number of Points in Extensions
For a fixed absolutely irreducible curve C over F q , let T β,γ (N) be the number of ratios α n ∈ [β, γ] for n = 1, . . . , N.
Theorem 1. Suppose C is a smooth absolutely irreducible curve of genus g ≥ 1 over F q such that 1, ϑ 1 , . . . , ϑ g are linearly independent over Z. Then there is a constant η > 1 depending only on q and g such that uniformly over
where λ g is defined by (8).
Linear Independence of Frobenius Angles
We say that C is an ordinary curve if and only if at least half of the Frobenius eigenvalues 3 Proof of Theorem 1
Preparation
We see from (6) and (7) that
Therefore, denoting via
Thus it is natural that we use tools from the theory of uniformly distributed sequences to estimate T β,γ (N).
Background on the Uniform Distribution
For a finite set F ⊆ [0, 1] s of the s-dimensional unit cube, we define its discrepancy with respect to a domain
where µ is the Lebesgue measure on [0, 1] s . We now define the discrepancy of F as
where the supremum is taken over all boxes
s , see [8, 21] . We define the distance between a vector u ∈ 
Let h(ε) be an arbitrary increasing function defined for ε > 0 such that
As in [19, 28] , we define the class S h of domains to include domains Ξ ⊆ [0, 1]
A relation between D(F ) and ∆(F , Ξ) for Ξ ∈ S h is given by the following inequality of [19] (see also [28] ).
Lemma 3. For any domain Ξ ∈ S h , we have
Finally, the following bound, which is a special case of a more general result of H. Weyl [30] shows that if Ξ has a piecewise smooth boundary then Ξ ∈ S h for some function h(ε) = O (ε). Clearly the domain V g (β, γ) satisfies the condition of Lemma 4. Thus we see from Lemma 4 that we need to estimate the discrepancy of the points
This is a well-studied question, however the answer depends on the Diophantine properties of ϑ 1 , . . . , ϑ g , see [8, 21] . More specifically, we denote by z the distance between a real z and the closest integer and recall [8, Theorem 1.80] Lemma 5. Suppose that 1, ψ 1 , . . . , ψ s are linearly independent over Z and that for some function ϕ(t) such that ϕ(t)/t is monotonically increasing for real t ≥ 1 we have
where ϕ −1 (t) is the inverse function of ϕ(t).
Linear Forms in Logarithms and Linear Combinations of Frobenius Angles
We need to present a classical result of A. Baker [3] in the following greatly simplified form (see also [4, 24] for more recent achievements, which can be used to make our estimates more explicit).
Lemma 6. For arbitrary algebraic numbers ξ 1 . . . , ξ s there are constants C 1 > 0 and C 2 > 1 such that the inequality
We are now ready to establish a necessary result which is needed for an application of Lemma 5.
Lemma 7.
There are constants c 1 > 0 and c 2 > 1 depending only on q and g such that if C is a smooth projective curve of genus g ≥ 1 over F q and 1, ϑ 1 , . . . , ϑ g are linearly independent over Z then
Proof. Suppose that for some integer k 0 we have
where δ is sufficiently small. Then, recalling (7), we derive
We see that because of the linear independence of 1, ϑ 1 , . . . , ϑ g we have δ > 0. Hence 0 < τ
Applying Lemma 6, we obtain the desired result with c 1 and c 2 depending on ϑ 1 , . . . , ϑ g . However, examining the zeta-function of the curve C, see [22, Section VIII.5], we conclude for each q and g there are only finitely many possibilities for ϑ 1 , . . . , ϑ g thus c 1 and c 2 can be made to depend only on q and g. ⊓ ⊔
Concluding the Proof
We see from Lemma 7 that Lemma 5 applies to the discrepancy ∆(N) of the points (11) with ϕ(t) = c 1 (t + 1) c 2 , thus
where κ depends only on C. As we have mentioned, the domain V g (β, γ) satisfies the condition of Lemma 4. Recalling (10) and combining the bound (12) with Lemmas 3 and 4, we obtain
where µ denotes the Lebesgue measure on [0, 1] g . Since
we conclude the proof.
Proof of Theorem 2 4.1 Elliptic Curves
In the case of g = 1 the result follows immediately from [23, Lemma 2.5].
However here we present a more general statement which maybe of independent interest.
Lemma 8. Suppose that C is an ordinary smooth projective curve of genus g ≥ 1 over F q . Then all Frobenius angles ϑ 1 , . . . , ϑ g are irrational.
Proof. Since for every pair of conjugated Frobenius eigenvalues we have τ j τ j = q, then for j = 1, . . . , g from τ j and τ j at most one can be a padic unit. From the definition of an ordinary curve we conclude that for every j = 1, . . . , g, exactly one from τ j and τ j , is a p-adic unit. However, if ϑ i = r/s is a rational Frobenius angle, then for the corresponding Frobenius eigenvalues we obtain
Thus neither of τ i and τ i can be a p-adic unit. This contradiction concludes the proof. ⊓ ⊔
Curves of Genus g = 2
In fact here we establish the linear independence over Z of 1, ϑ 1 , ϑ 2 for any two Frobenius angles ϑ 1 , ϑ 2 (with ϑ 1 = ±ϑ 2 ) for an ordinary smooth projective curve of arbitrary genus g ≥ 2 which has an absolutely simple Jacobian. It is slightly more general than what we need for the proof of Theorem 2 and can be of independent interest. First of all, we need the following property of the numerator P m (T ) in (5) of the zeta-function of C which is a result of Honda-Tate theory for ordinary varieties (see [12] ).
Lemma 9.
If an ordinary smooth projective curve of arbitrary genus g ≥ 2 has an absolutely simple Jacobian, then the polynomials P m (T ) are irreducible over Z for every m = 1, 2, . . ..
We are now ready to prove our principal result.
Lemma 10. Let C(F q ) be an ordinary smooth projective curve of genus g ≥ 2 which has an absolutely simple Jacobian. Then 1, ϑ 1 , ϑ 2 are linearly independent over Z for any two Frobenius angles ϑ 1 and ϑ 2 .
Proof. Suppose ϑ 1 , ϑ 2 and 1 are Z-linear dependent and for some integers u, v and w which are not zero simultaneously we have uϑ 1 + vϑ 2 + w = 0. We know that for an ordinary curve two of the eigenvalues corresponding to two different angles are p-adic units in Q p (see the proof of Lemma 8). If we assume that τ 1 = √ qe πiϑ 1 and τ 2 = √ qe πiϑ 2 are p-adic units in Q p , then from uϑ 1 + vϑ 2 + w = 0 it follows that This means that the numerator of the zeta function of C(F q 2v ) has a double root and hence it splits which is a contradiction since we have assumed that the Jacobian of the curve is absolutely simple and hence the numerator of its zeta function remains irreducible when considered over any extension of F q .
On the other hand if we assume that τ 1 and τ 2 are p-adic units, then from uϑ 1 + vϑ 2 + w = 0 it follows that
Now since r 1 and τ 2 are p-adic units in Q p , we have u = v. This along with uϑ 1 + vϑ 2 + w = 0 implies that either u = v = 0 and hence w = 0 or ϑ 1 + ϑ 2 = −w/v. The former is a contradiction and the latter is impossible since it would imply that τ 2v 1 τ 2v 2 = 1 which in turn implies that τ 2 is a p-adic unit too while this cannot happen as from τ 2 and τ 2 exactly one of them is a p-adic unit. The remaining cases can be dealt with similarly.
⊓ ⊔
Comments
When C(F q ) is a smooth projective ordinary curve of genus g ≥ 3, then it seems to be more subtle to establish the Z-linear independence of the eigenangles of C(F q ). E. Kowalski [17] gives a statistical result that eigenangles of most algebraic curves from a certain natural family are Z-linear independent modulo trivial relations. One can also find in [17] examples of Abelian varieties or curves with Z-linear dependent eigenangles. However, the examples given in [17] correspond to Abelian varieties which are neither ordinary nor absolutely simple. We think it is natural to conjecture that eigenangles of a smooth projective ordinary curve C(F q ) whose Jacobian is absolutely simple are Z-linearly independent. Notice that in [13] it has been shown that most of the smooth curve are ordinary and have an absolutely simple Jacobian. A natural way to attack this conjecture would be to investigate the Galois group of the numerator P (T ) of the zeta-function of such curves and employ methods of [17] . Finally it is worth mentioning the following independence result from [18] which is attributed to B. Poonen: If E 1 , . . . , E k are pairwise absolutely non-isogenous elliptic curves over the finite field F q and τ i is a Frobenius eigenvalue of E i , then τ 1 , . . . , τ k are multiplicatively independent and hence the corresponding eigenangles are Z-linearly independent. This result may be used to study joint distributions of #E 1 (F n q ), . . . , #E k (F n q ). Notice that the above result implies that if the Jacobian of a curve of genus g is isogenous to the direct product of g pairwise absolutely non-isogenous elliptic curves, then the Frobenius eigenangles of the curve are Z-linearly independent.
Our method also applies to studying the distribution of the number of points on the Jacobians J C (F q n ) of a given curve C (certainly for an elliptic curve C = E it is the same question as the question of studying E(F q n ) and this is covered by Theorems 1 and 2). For example, we recall that #J C (F q n ) = 2g j=1 1 − τ n j see [22, Corollary VIII.6.3] .
We note that the analogue of the Sato-Tate conjecture for elliptic curves is also believed to be true for Kloosterman sums, see [1, 7, 9, 10, 11, 15, 16, 20, 25, 26, 27] for various modifications and generalizations of this conjecture and further references. However, in this case the original conjecture is still open as the result of R. Taylor [29] does not seem to apply to Kloosterman sums.
For a ∈ F * q we consider the Kloosterman sum is the trace of z ∈ F q n in F q . We have |K q n (a)| ≤ 2q n/2 , a ∈ F * q .
see [14, Theorem 11.11] . Therefore, again, for a fixed a ∈ F * q we can define and study the sequence κ n = K q n (a) 2q n/2 ∈ [−1, 1], n = 1, 2, . . . .
Since we have the analogue of (6) , that is,
for some complex conjugate quadratic irrationalities σ and σ with |σ| = |σ| = q 1/2 , see [14, Section 11.7] our arguments apply to Kloosterman sums as well.
