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Abstract 
This thesis investigated the literacy and phonological processing difficulties 
experienced by individuals with dyslexia and those with English-as-a-Second- 
Language (ESL). Theoretical perspectives of dyslexia and L2 learning are presented 
and assessments of literacy skills as well as phonological processing and general 
verbal abilities were carried out to inform procedures for identifying the underlying 
reasons for literacy deficits in dyslexic and ESL individuals. Six studies were 
undertaken to assess specific hypotheses about the abilities of these groups of 
individuals with the initial studies also comparing their perforinance with control 
groups of non-dyslexics who had English as their first language. Studies 1 and 2 
addressed the issue of whether literacy and phonological tasks can distinguish the 
performance of dyslexics and ESL individuals. In Study 1, the results indicated that 
these two groups could not be distinguished in terms of their performance on the 
measures of literacy used, but that the level of ability presented by the ESL students 
was much higher than that of the dyslexics in many of the measures of phonological 
skills, particularly in measures of short-term memory and pseudo-word decoding 
ability. These findings led to Study 2 testing a larger cohort of ESL students that 
could be divided into high-English-expenence and low-English-experience groups. 
Results indicated that those with more English language experience could be 
distinguished from dyslexics in measures of literacy ability. Studies 3 and 4 presented 
evidence for experiential effects that may be language and/or culturally based leading 
to Studies 5 and 6 which concentrated on testing individuals with Greek as their first 
language. Overall, the findings of these latter four studies indicated the need for 
careful selection of assessment measures if cultural/language differences are not going 
to affect the outcome of assessment procedures. The work is discussed with reference 
to implications for assessment practices and theoretical perspectives of dyslexia and 
bilingualism. 
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CHAPTER 1: General introduction 
1.1 Overview and structure of the thesis 
The accurate and reliable assessment and identification of literacy difficulties is of 
great importance for educators both in the UK and elsewhere in the world. Literacy 
difficulties can negatively impact on the educational and employment success of the 
individual, potentially leading to a loss of talent and resources for society. Moreover, 
such assessment/identification needs to lead to appropriate support procedures being 
implemented that can help to reduce or overcome the literacy difficulties. Different 
support procedures may be required depending on the reason for (or cause of) the 
literacy difficulties. Am individual with a long-term difficulty that is potentially 
constitutional may require very different support from a similar individual with poor 
literacy skills due to a lack of experience. Consistent with this perspective, the 
research in this thesis investigated English language assessment procedures that may 
be used to differentiate dyslexics from individuals with English-as-a-second language 
(ESL). The support required by an individual with dyslexia, caused by some 
cognitive/neurological deficit that leads to long-term, potentially life-long difficulties 
in literacy, may be very different from the support required by an individual with 
English-as-a- second-language who may simply have to wait for English language 
experience to reach a certain level before literacy difficulties disappear. 
Distinguishing between these two groups of individuals, therefore, may be vital for 
educational procedures. 
Contrasting dyslexic and ESL individuals may be important not only for educational 
practice. Identifying differences and similarities between these groups of individuals 
should inforni theories relating to both dyslexia and its cause(s), as well as the 
acquisition of second language skills. Such theoretical viewpoints will be outlined in 
the General Introduction, chapter 2, of this thesis. This will provide background 
information relevant to literacy acquisition, dyslexia and second language learning. 
This chapter will be followed by a series of chapters presenting the methods and 
results of six studies. Study 1 addresses the issue of whether literacy and phonological 
tasks can distinguish the performance of dyslexics and ESL individuals. These two 
areas were specifically targeted as measures of these skills firstly because they are 
incorporated into most assessment procedures that have been designed to identify 
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literacy difficulties and secondly because they form the basis of most theories 
explaining the cause and main consequences of dyslexia. The findings obtained from 
Study 1 led to Study 2 testing a larger group of ESL students that could be divided 
into high-English-experience and low-English-experience groups. Study 2 
concentrated on investigating literacy differences between these ESL groups and two 
groups of students who had English as their first language, specifically, a group of 
dyslexics and a group of controls without evidence of previous literacy problems. 
Study 3, on the other hand, focused on high-English-experience ESL students and 
specifically contrasted their phonological skills with those of dyslexics and controls. 
These studies presented evidence for experiential effects that may be language and/or 
cultural in origin. Study 4, therefore, selected a sub-group of ESL students from one 
language/cultural background and contrasted their performance with other ESL 
students, dyslexics and controls. This led to Studies 5 and 6 concentrating on testing 
individuals with Greek as their first language. Study 5 focused on predictors of 
reading ability and contrasted students with high levels of English experience with 
those with very little English usage experience. Study 6 focused on spelling skills, 
given the potential for spelling to be more difficult than reading for those learning 
Greek literacy skills, and contrasted the performance of ESL students in their first and 
second language. 
A ma . or contribution of this thesis is that it focuses on the assessment of dyslexia and 
L2 learning and tries to bring the two concepts together within an educational context. 
The work is innovative in that it attempts to investigate how dyslexics and ESL 
individuals may be found to be the same or different in terms of their literacy and 
phonological skills. The work also aims to obtain assessment profiles and identify 
areas of strengths and weaknesses amongst the two groups. As argued above, accurate 
identification and specification of those underlying factors that might be leading to 
observed literacy problems are both essential in determining appropriate support 
procedures (Brooks and Everatt, submitted; Miles, 1993; Snowling, 2000; Thomson, 
1990). Research which informs procedures that identify these factors is therefore of 
fundamental importance. The work's focus on phonology, as well as different areas of 
literacy, is consistent with the relevant dyslexia and ESL literature and the thesis 
presents a discussion of data pertinent to these areas. The research undertaken as part 
of this thesis presents findings from a series of studies of dyslexic and non-dyslexic 
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individuals with English as their first language compared against matched ESL groups 
who may or may not present evidence of poor literacy skills. The research endorses 
both theoretical and practical perspectives for the kind of literacy abilities and deficits 
presented by these groups of individuals and the underlying reasons that explain why 
such deficits might or might not occur. 
Research into difficulties with phonological processing and literacy skills has 
predominantly focused on children rather than adults. Although literature covering 
the assessment of children will be discussed in the thesis, the data collected in the 
studies perfon-ned as part of this research work were obtained from adult students 
undertaking courses as part of non-compulsory education. Assessing adults'reading 
and writing ability is essential not only for educational, but also for employment and 
career purposes. Reading and writing difficulties may hinder many aspects of adults' 
social life and although many have managed to overcome these they may still pose a 
threat to academic and work achievement. The use of adult participants in this 
research has the major advantage that the number of years of English experienced by 
the ESL participants can vary considerably, providing the opportunity to contrast 
those with large amounts of English experience and those with very little. 
An additional aim of the research conducted as part of this thesis was to inform the 
development of appropriate literacy difficulties assessment tools for use with 
individuals learning to speak, read and write in two or more languages. The present 
research highlights the need to consider the appropriateness of test measures and 
materials across a range of language contexts and to redress the lack of suitable 
procedures for use within multilingual contexts (Cline and Reason, 1993; Cline and 
Shamsi, 2000; Peer and Reid, 2000; Smythe and Everatt, 2002). The development of 
test procedures based solely on factors related to one language can lead to 
disadvantages. Learning to read in one language is not necessarily the same as 
learning to read in another as the underlying causes of literacy difficulties may vary 
between languages. Similarly, there is no evidence to suggest that predictors of 
literacy ability are necessarily the same across all languages or scripts either. The 
framework of this research acknowledges the fact that certain linguistic and cultural 
aspects within which individuals are engrossed can make certain assessment measures 
inappropriate as tools for assessing literacy skills (Aaron and Joshi, 1989; Goswami, 
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2000; Katz and Frost, 1992; Leong and Joshi, 1997; Smythe, Everatt and Salter, 
2003). 
Despite the vast amount of research suggesting that phonological deficits constitute 
the core causal factor in literacy problems faced by both dyslexic children and adults 
(Snowling, 2000; Stanovich, 1988), this cause has not been yet confirmed across 
different languages (Cossu, Shankweiler, Liberman, Katz and Tola, 1988; Katz and 
Frost, 1992; Wimmer, 1993; Ho and Lai, 1999; Geva and Siegel, 2000; Goswami, 
2000; Smythe, Everatt and Salter, 2004). An isolated phonological perspective needs 
to be shown to provide an appropriate assessment framework that could be used 
across a range of languages and scripts. What is predictive of literacy amongst the 
processes covered by the term phonological (awareness, access and/or storage), as 
well as the relative importance of different phonological units (phonemes versus 
syllables versus onset/rimes), may vary across languages. Individuals learning a script 
(orthography) with a more consistent relationship between written symbols 
(letters/graphemes) and sounds (phonemes) than in English, for example, are more 
likely to have progressed in literacy faster, and also process words at the level of the 
phoneme earlier on in their literacy development than those learning a less regular 
orthography (Goswami, 2000). Similarly, phonological awareness deficits may be 
less of a problem when learning a regular orthography with simple rules or 
correspondences (Wimmer, 1993). Deficits in other areas of phonological processing 
such as speed of access or storage of infori-nation may explain more of the variability 
in literacy ability amongst individuals using more transparent orthographies. 
Comparisons between groups who have experienced literacy learning in an Ll with a 
more transparent script than the L2 in which they are required to learn literacy may 
indicate the extent to which phonological processes influence L2 literacy acquisition. 
A range of measures were incorporated into the studies undertaken. Some were 
commercially available measures and procedures were taken from the test manuals for 
those measures; e. g., several measures from the Phonological Assessment Battery 
(PhAB; Frederickson, Frith and Reason, 1996) were used to assess phonological skills 
amongst the students assessed in these studies. These measures were chosen based on 
the evidence provided by the test authors suggesting that they can be used with 
individuals from different language backgrounds (see also Frederickson and Frith, 
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1998). However, given the need for new screening measures and assessment tools for 
use with adults and ESL individuals, the present research work also used bespoke 
tests that were newly developed for the purposes of such research and assessment 
work and, where appropriate, adapted and modified measures for use with the 
populations included in the studies. Tests such as the Adult Reading Test (ART; 
Brooks, Everatt and Fidler, 2004) were specifically designed to assess reading ability 
amongst the populations targeted for testing in the initial stages of this research. The 
test was recently developed and validated as a measure of reading accuracy, speed and 
comprehension for the assessment of students in further and higher education. 
However, aspects of the test were modified (details can be found in individual 
chapters that follow) to allow specific hypotheses to be assessed. Similarly, in Studies 
I and 6 of this thesis measures specifically designed for use with adult students were 
developed to assess different skills including literacy at the word level (recopise or 
produce correctly spelt words), literacy at the text level (identify errors in spelling, 
word order and meaning in short passages of text) and verbal reasoning (ability to 
understand meaning within their language). Finally, in Studies 5 and 6, measures were 
translated to provide assessments in English and Greek. 
Cross-language adaptations of all language-based measures were undertaken. The 
researcher coordinating these processes was fluent in both the languages of 
assessment and familiar with current work in dyslexia and literacy assessment. Two 
types of translation processes were performed: a) those involving direct word-for- 
word translation and b) those requiring translation of the test concepts (i. e. functional 
translations). The former was performed by a professional translator from the 
university's translation department. The latter type was necessary in cases where 
word-for-word translation was unlikely to produce a test of the underlying cognitive 
factor under investigation. For example, tests that measure the ability to recognise 
words that rhyme cannot rely on simple word-for-word translation. A set of new 
words would be required with the same end sounds (items) that served the function of 
assessing rhyming skills. The researcher giving the measures was equally familiar 
with both languages under investigation and could therefore provide appropriate 
verbal instructions in both languages. All new or modified measures were subject to 
pilot work prior to use with groups in the research. All materials were piloted prior to 
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their use and examples of the test items were always Included to ensure that 
individuals understood what the task required. 
The present thesis used measures that could be readily translated and modified for use 
with individuals from different language contexts and backgrounds. In the case of 
non-verbal measures (rapid naming of digits and pictures) translation of test materials 
was not necessary. A measure of non-verbal reasoning was also incorporated in the 
studies to ensure that low levels of literacy skills were not due to global deficits in test 
taking. A non-verbal reasoning task was considered to be appropriate for the research 
given the evidence for low correlations between such tasks and literacy performance 
across a number of cross-linguistic studies of dyslexia (Herskovits and Gyarmathy, 
1995; Ho and Bryant, 1997; Everatt et al, 2000). 
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1.2. Dyslexia 
1.2.1 Definitions of dyslexia 
A major concern for educators in the U. K. has been to research into what would be 
the most effective methods for assessing as well as improving adults' reading and 
writing skills. One of the literacy related difficulties most frequently experienced by 
individuals is dyslexia. The European Dyslexia Association states that dyslexia is 
"one of the several specific learning difficulties that inhibit the leaming of literacy 
skills" (EDA, 2003). While the research continues, most of the existing evidence is 
geared towards the idea that dyslexia is a developmental syndrome that has a 
neurological basis and a strong genetic component and which can respond to 
structured intervention. 
There are problems associated with using the term dyslexia to identify individuals 
with specific literacy difficulties. According to Bell, McCallum and Cox, (2003) the 
use of the term dyslexia to describe reading difficulties is not universally accepted and 
continues to raise debates among researchers and professionals who prefer the term 
reading disability (e. g. Torgensen and Wagner, 1998; Siegel, 1999). However, a 
growing number of experts define dyslexia as "a specific type of reading disability 
distinguished by decoding and spelling difficulties" (Bell, McCallum and Cox, 2003, 
p. 505) often accompanied by reading comprehension as well as rapid naming 
problems. Clearly, any definition problems related to dyslexia need to be carefully 
considered before providing any kind of assessment or support to individuals with 
literacy difficulties. 
A number of different definitions for dyslexia have been proposed over the last 
decades. According to the BPS Working Party of the Division of Educational and 
Child Psychology working definition: 'Dyslexia is evident when accurate and fluent 
word reading and/or spelling develops very incompletely or with great difficulty' 
(1999: 11). The BPS definition focuses on literacy learning at the word level and 
implies that problems are severe and persistent despite adequate learning 
opportunities. An example of a more detailed definition is that proposed by the 
British Dyslexia Association (BDA, 1999). This includes the following: 
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'Dyslexia is best described as a combination of abilities and difficulties which affect 
the learning process in one or more of reading, spelling, writing and sometimes 
numeracy. Accompanied weaknesses may be identified in areas of: speed of 
processing, short term memory ability, sequencing ability, auditory and/or visual 
perception, spoken language, and motor skills .... Dyslexia occurs despite non-nal 
intellectual ability and conventional teaching and is independent of socio-economic or 
language background.... Some dyslexics have outstanding creative skills or talents .. 
.. '(Peer, 1999, p. 61). 
Both the BPS and BDA definitions outlined above have in common a focus on the 
behavioural and educational outcomes (manifestation) of the disability without 
making any mention about the cause. This is mainly because there is still a major 
ongoing debate over the actual cause/s of dyslexia. These outcome- or working-based 
definitions (i. e., those that have not specified a cause but might be argued as working 
towards a more causal-based argument) can be contrasted with the causal definition 
proposed by the U. K. Adult Dyslexia Organisation. This suggests that: 
'Dyslexia may be caused by a combination of phonological, visual and auditory 
processing deficits. Word retrieval and speed of processing difficulties may also be 
present. A number of possible underlying biological causes of these cognitive deficits 
have been identified and it is probable that in any one individual there may be several 
causes. . .' (Reid and Kirk, 2001, p. 4-5). 
This latter ADO definition highlights one of the problems for definitions, namely that 
research has yet to specify the cause. or causes of dyslexia leaving definitions that 
incorporate views about causes to list several potential causal factors and use terms 
such as 'may' to describe the relationship between the potential cause and dyslexia. 
Clearly, theoretical and causal explanations should aim at outlining the potential 
causes for such reading and writing difficulties that individuals who are identified as 
'dyslexic' often experience. Only through an identification of the potential causes of 
literacy difficulties will practitioners be able to target precisely remediation 
procedures and thereby better support and offer help to individuals in their efforts to 
overcome such difficulties. 
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1.2.2 Incidence of dyslexia 
Dyslexia occurs worldwide regardless of culture or language origin and may affect 
some 8% of the population (Ott, 1999). Estimates vary, but an often quoted figure is 
that in the LTK alone, some 10% of children may be affected by dyslexia to some 
degree, with possibly 4-5% of the general population being severely affected (Ott, 
1999). This latter figure translates to about 2 million individuals who are likely to 
show some signs of dyslexia at some point of their literacy development (Ott, 1999). 
Yet, given the great degree of variability in the severity of learning difficulties 
presented by individual profiles, it is hard to provide accurate estimates of the actual 
incidence rates. What is more, a number of different subtypes of dyslexia-related 
disorders have been identified, while at the same time co-morbidity issues always 
need to be accounted for when assessing any type of learning difficulty (e. g. dyslexia 
may often co-occur with ADHD or dyspraxia or other language disorders from the 
wide spectrum of the range of 'specific learning disabilities') (Deponio, 2004). 
An example can be found in arguments over the incidence of dyslexia amongst males 
and females. Research focusing on gender differences and dyslexia has maintained for 
some time that dyslexia may be 3-4 times more prevalent in males than in females. 
This could be attributed to the fact that neurological anomalies have a greater impact 
on the language learning abilities of boys than girls and that any gender differences in 
brain organisation responsible for cognitive functions (e. g. phonological processing) 
can be found only in the left hemisphere in men, which is not true for women where 
both the right and left brain hemispheres are show to be activated during such 
cognitive processes (Geschwind and Galaburda, 1987). Yet, this position has been 
challenged by recent epidemiological evidence supporting that an equal number of 
boys and girls are dyslexic. The claim that more boys are affected by dyslexia has 
been dismissed due to sampling biases neglecting the fact that males often manifest 
more behavioural problems, which subsequently leads to more males going through 
the assessment process than females (referral bias hypothesis) (Shaywitz, Shaywitz, 
Fletcher and Escobar, 1990; Shaywitz, Shaywitz and Pugh, 1995; Shaywitz, 1996). 
The way dyslexia manifests in the individual, therefore, may affect whether it is 
recognised, leading to variations in estimates of incidence within a population. 
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1.2.3 Symptoms and etiology of dyslexia 
Some of the signs that dyslexic individuals frequently present are: letter/number 
reversals in reading and writing (e. g. b-d, 6-9), word reversals (e. g. was/saw, on/no), 
miscuing of similar words (e. g. house/horse), missing out words when reading or 
writing, bizarre spelling, untidy and ill-formed handwriting, confusion over left and 
right, difficulties with organising, memorising facts, names and places and reciting 
months of the calendar year, multiplication tables, problems in following oral 
directions or instructions , in concentration (i. e. distractibility), physical co-ordination 
or social/emotional behaviour (Reid and Fawcett, 2004). 
This range of symptoms has led to the aforementioned differing views about causality. 
Most of the research on the causes of dyslexia has focused on the cognitive- 
behavioural, developmental and neurological deficits constituting the core of this 
disorder. The most critical question that still remains unanswered is whether it is a 
language-specific or a more general neurological-based disorder. There is to begin 
with, a wide breadth of research suggesting that dyslexia has a strong genetic 
component. In fact, a number of different genetic factors have been implicated for the 
development of the disorder suggesting that familial factors and genes are important 
(Pennington, 1990; Smith, Pennington, Kimberling and Ing, 1990; Smith, Kimberling 
and Pennington, 1991; Gilger, Pennington, and DeFries, J. C, 1991; Pennington et al,, 
1991). Although evidence from family and twin studies suggests there are higher 
prevalence rates amongst dyslexics with a family history of the disorder, genetic 
research tends to highlight more and more the importance of certain environmental 
influences in how dyslexia symptoms can be manifested (Olson, Forsberg and Wise, 
1994b). More research into the contribution of genes and the environment is needed, 
however, to establish their separate contribution and their possible interaction in the 
development of the disorder. 
Evidence from brain studies derived ftom MRI (Magnetic Resonance Imaging) scans 
suggests that there are three main areas of deficits, genetic, anatomical and fast - 
processing evident in dyslexics' brains. Phonological problems that disrupt the 
acquisition of literacy are likely to be accompanied by other problems in the fast 
processing of incoming sensory information (Brooks, 1994). According to this view, 
dyslexia is seen as a complex problem affecting multiple levels of processing (fig. 1). 
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Fig 1- GALABURDA 1996 
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Brain research has implicated other neurological factors in the development of the 
disorder. These include brain asymmetry (Dalby, Elbro and Stodlkilde-Jorgensen, 
1998), abnormalities of the magnocellular system (Stein and Walsh, 1997) and of 
cortical structures within the brain, (Robichon, Levrier, Farnarier, and Habib, 2000), 
left hemisphere dysfunction (Geschwind and Galaburda, 1987), cerebellar anomalies 
(Fawcett and Nicolson, 2001), chromosomal abnon-nalities (Pennington, Bender, 
Puck, Salbenblatt and Robinson, 1982; Fisher, Marlow, Lamb, Maestrini, Williams, 
Richardson, Weeks, Stein, and Monaco, 1999), problems in the short-term working 
memory system responsible for recoding and in the long-term memory system 
responsible for rapid accessing of stored information (Gathercole and Baddeley, 1993). 
PET scans have also found anatomical differences in dyslexics' brains that include 
hemisphere differences found in Wernicke's and Broca's areas both of which are 
implicated in language and speech processing (Paulesu and Frith, 1996). However, 
there is ftirther evidence to suggest that dyslexia may be related to problems in the 
visual processing system (Stein, 1991; Paulesu and Frith, 1996), that is deficits in 
perceiving and/or processing the images of words on a page, as well as in eye- 
movement control and in peripheral vision (Pavlidis, 199 1) that can affect reading. It 
has long been recognised that there are abnormalities in the magnocellular fast- 
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processing visual system (Livingstone, Rosen, Drislane, and Galaburda, 1991) as well 
as abnormalities in the auditory system (Tallal, 1980). In line with such evidence, 
dyslexics may be unable to adequately process fast incoming sensory information. 
Eden, VanMeter, Rumsey, Maisog, Woods, and Zeffiro (1996) have further shown 
that during MRI scans there is a different activation in the visual system in the cortex 
of dyslexic adults, which may be responsible for visual motion and motor 
coordination difficulties. 
According to other line of evidence (Studdert-Kennedy and Mody, 1995; Rosen, 
1999), dyslexia may be linked with deficits in the auditory temporal perception 
system, including hearing problems from an early age. Evidence for problems related 
to the processing of rapidly changing Visual and auditory information leads to the 
possibility that there is a common neurological factor that is responsible for these 
deficits and reported symptoms. However, this evidence is still controversial (see 
BPS, 1999) and the theoretical explanations still require specification to clarify how 
the deficits reported can be due to a common temporal processing dysfunction. 
Therefore, despite current research on different potential neurological causes of 
dyslexia, perhaps the strongest evidence has been provided for the phonological 
processing deficit hypothesis based on behavioural-level manifestations of dyslexia 
(Stanovich, 1998; Snowling, 1995; 1997; 2000). This viewpoint suggests that there is 
a delay/deficiency in the processing of sounds at the word level that reflects an 
underlying inability to process, store and manipulate phonological information. 
According to this hypothesis, there is a developmental delay in the process of 
translating visual (letter-grapheme) to phonological representations. This delay or 
deficit may be accompanied by inadequate development of phonological awareness 
skills, as evidenced by problems in phoneme discrimination (ability to perceive 
similarities/differences between initial and final word sounds, e. g. fatlpat), phoneme 
segmentation (ability to break down or analyse words into syllables and words into 
phonemes, e. g. what sounds do you hear in the word hot? or what is the last sound in 
the word map? ), phoneme deletion or substitution (e. g. what word would be left in the 
/k/ sound when taken away from cat? ), and phoneme blending (ability to combine or 
synthesise parts of words to from whole words, e. g. what word would you get if you 
were to put these sounds together Isl lal 10). This phonological deficit is also 
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manifested by poor performance in tasks such as non-word reading (decoding). 
According to more recent causal models, however, dyslexia should be viewed within 
a more comprehensive and multivariate theoretical framework, namely one that 
focuses on the interplay of biological, cognitive and behavioural. factors or processes 
affecting the outcome of the disorder at different levels (e. g. see Morton and Frith's 
(1995) causal modelling framework in Reason, Frederickson, Martin and Woods, 
1999). As Smythe and Everatt (2000) point out, 'only by assessing all the difficulties 
that affect the acquisition of reading and writing can we hope to understand the 
underlying cause of difficulties in the dyslexic individual, and find appropriate 
strategies and alternative learning methods to overcome these' (p. 20). 
1.2.4 Dyslexia in adults 
Research on dyslexia in adults is scarce compared to the bulk of studies with dyslexic 
children. In most schools and Universities in Great Britain provisions and regulations 
for appropriate assessment and support of dyslexic pupils and students are common 
practice as part of the National Literacy Strategy (1998), the Code of Practice on the 
Identification and Assessment of Pupils with Special Educational Needs (2000) and 
the Special Educational Needs And Disability Act (2001) (Reason, 2001). Yet, it is 
not unusual for young adults to be diagnosed with dyslexia after they have finished 
school (Reid and Kirk, 2001). In a recent U. K. survey involving over 100 institutions 
it was reported that as many as 43% of the total dyslexic student population was first 
diagnosed as dyslexic only after entry to university or another higher-education 
institution (Singleton, 1999). In the U. K, students with leaming disabilities represent 
3.8% of all first year undergraduates (Higher Education Statistics Agency, 1999) and 
it is estimated that between 1.2 to 1.5% of U. K. higher education students are dyslexic 
(National Working Party's Report on Dyslexia in Higher Education, 1999; Heinman 
and Precel, 2003). There is an average of 51 dyslexic students per institution in the 
U. K. today, based on 1.5% of the total student population (Reid and Kirk, 2001). 
These figures do not include the percent of young adults who fail at school and never 
enter university and who therefore remain undiagnosed. In the U. S., the percentage of 
all students with disabilities who enter college may be as high as 8.8% of the total 
student population. Yet, if we compare this figure with those leaming disabled 
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students who graduate, the percent drops to 3.6% of all graduates have a learning 
disability. These figures suggest that less than half of the students who enter college 
with a learning disability graduate. This is in contrast to a graduation figure of 62% of 
students without any learning difficulty (American Council on Education, 1995). 
Many dyslexic individuals successfully manage to enter higher education and excel in 
their academic life despite their disability. In many cases these 'successful' dyslexics 
have found ways of overcoming their learning difficulties, possibly through the use of 
different coping strategies. These so-called 'compensated dyslexics' have been found 
to perform as well as non-dyslexics on tests of word accuracy, although they are 
neither automatic nor fluent in their ability to identify words (BDA, 1999). Gallagher 
and colleagues (1996) assessed a gToup of adult compensated dyslexic students with 
childhood diagnosis of dyslexia who had received extensive remedial support and 
therefore had a good academic record. They found that this group of individuals 
appeared to be'compensated in terms of their reading accuracy which fell within the 
average range, although the reading process was still timely and laborious' (Zabell, 
2003, p. 155). A lot of evidence seems to show that two main areas where adult 
dyslexics continue to struggle with are speed of processing and decoding (Shaywitz, 
1996), which may suggest that they have failed to acquire the automaticity and 
fluency for word recognition skills. 
In contrast to the evidence for continued and/or compensated difficulties, research has 
also argued for adult dyslexics possessing outstanding talents in arts (Aaron and 
Guillemardo, 1993). Others have argued for talents to be associated with dyslexia in 
areas like music, drawing, architecture or math (Bloom, 1985), as well as in visual- 
spatial skills, although evidence for clear links between dyslexia and any 
accompanied special abilities and/or talents is mixed and inconclusive (Wimmer, 
Karolyi, and Malinsky, 2000). It has been argued that the mere fact that dyslexics 
choose specific occupations or do well in areas requiring the use of visual-spatial 
abilities or skills actually reflects their conscious choice 'to avoid verbal fields in 
which they have even greater deficits, fields that require extensive reading, such as 
law, medicine, history, etc'(Winuner, KarolYi and Malinsky, 2000, p. 29). 
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Such research identifying specific characteristics of dyslexic adult students is 
necessary to support the development of appropriate assessment tools. Everatt (1997) 
has argued that the assessment of adult dyslexics should emphasise reading 
rate/efficiency, spelling and reading comprehension (reading for meaning) as more 
valid measures of literacy ability than the single-word reading measures typically used 
to assess dyslexia in children. Research concerned with the assessment of adult 
individuals should consider how to best adapt the existing measures in the literature 
by imposing extra demands (e. g. impose a time limit) and constraints when 
administering various tasks to adult dyslexics. For example, Jamieson (2001) focused 
on the assessment of dyslexic students, gathering assessment details for 215 university 
students over 5 years. This work led to the development of a new non-word reading 
test that increased the number of syllables to be decoded in contrast to that typically 
used in tests of younger dyslexics, while using common letter sequences and 
orthographic patterns. Using such measures, Jamieson has found strong evidence for 
persisting difficulties in spelling, reading speed and accuracy, as well as in non-word 
reading and phonological skills (e. g., dyslexic students took over twice as long to 
complete a Spoonerisms test). The most sensitive measures in identifying students as 
dyslexic were reading, spelling, digit naming, fluency (especially rhyme) and time 
taken to complete the Spoonerisms task. The main diagnostic criteria identified were 
the co-occurrence of some persistent literacy difficulties and a weakness in one of the 
cognitive functions such as phonological awareness, rapid naming, and processing 
speed. The implications from such findings were that there might be a need to reduce 
the test battery for assessment of adult dyslexics to include some and not all of the 
tasks used for assessment of dyslexic children. This, however, would mean increasing 
the risk of false positive and/or negative identification and also reducing the amount 
of information available for planning appropriate interventions. 
The need for appropriate assessment of learning disabled individuals has been well 
established in the literature. Yet, standardised, reliable and valid diagnostic 
instruments for the assessment of adults with learning disabilities are still scarce. 
Further research is needed to refine assessment practices, improve identification and 
eligibility criteria and derive objective diagnostic tools to deal with the complexity of 
problems presented by this special needs population. The assessment of adult 
dyslexics is therefore not simply an issue of devising age-appropriate versions of 
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literacy measures typically designed and used to assess dyslexic children's 
performance. Dyslexic adults often appear to have continuing, more stable, persistent 
and enduring deficits that are different in nature from those presented by dyslexic 
children (Hawks, 1996). The tests that have been used for the assessment of dyslexic 
adults in the present research have been specifically selected to assess their literacy 
(reading and spelling) ability, as well as their performance in certain core 
phonological and orthographic skills so as to ascertain how these relate to reading and 
spelling ability. 
Typically, assessment of individuals with specific learning difficulties (dyslexia) has 
focused on three main areas over and above those of specific tests of literacy. These 
areas assess auditory processing, visual processing/speed of processing and memory. 
It has been found that performance across each of these areas predicts the acquisition 
of both reading and spelling skills amongst adult learning disabled individuals (Bell, 
McCallum and Cox, 2003). Yet, despite the number of tests devised to assess different 
sub-skills, to date 'no single test currently exists that provides a measure of the skills 
represented in each of these factors - auditory processing, visual processing speed, 
and memory plus reading skills' (Bell, McCallum and Cox, 2003). 
Steps towards a more uniform cognitive and academic assessment of dyslexia have 
been made over the last years with an aim to obtain a more accurate learning profile 
of the individual's cognitive, intellectual and academic abilities and disabilities. The 
purpose of any assessment process is to determine whether students are failing in 
specific areas of literacy, and to what extent, compared with their same age peers. The 
main aim is to identify what are the difficulties that impede learning and academic 
success and, subsequently, what causes failure. An additional purpose is also to 
identify the individual's relative strengths and weaknesses and, finally, what can 
facilitate learning (i. e. determine what is the right kind of support). The diagnostic 
trend underlying the assessment process over recent years is to determine whether 
there is a discrepancy in scores between an individual's underlying abilities (i. e. verbal 
and non-verbal intelligence) and levels of actual achievement or educational 
attainment, i. e. how the student is performing in different areas of literacy (i. e. reading 
or spelling). Some diagnostic tests that have been developed for the assessment of 
dyslexic individuals are norm-referenced, meaning that the scores derived are related 
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to age, and are presented either in the form of an age score or in the form of a 
percentile (if, for instance, an individual Is performing at the 60th centIle, this means 
that 40% of the same age individuals perform better and 60% perform worse than this 
rate). Other tests are criterion-referenced, meaning that success or failure in a given 
area of literacy is related to the skill itself and not graded according to relative age of 
attainment that is being tested (e. g. rhyme ability cannot be measured on the basis of 
an age continuum). This means that comparisons of reading disabled individuals are 
often being made against chronological age-matched (CA) adults or reading level- 
matched (RL) children or both. Use of such criteria have, however, been accused of 
raising ethical problems related to negatively evaluating and even worse labelling 
dyslexic individuals as having a reading age or a spelling age of 'the average 8-year- 
old' for example, which implies that they are lagging behind in some specific 
skill/area. Finally, and most importantly, the assessment should be made by an 
authorised professional body, usually a chartered educational psychologist (Miles and 
Miles, 1999). 
Some (e. g. Padget et al., 1996) have argued that a unified (uniform) or'complete' 
assessment of dyslexia should further include, apart from a measure of general 
intelligence, a measure of listening comprehension, reading comprehension, spelling 
and, finally, a measure of phonological awareness skills. Additional areas of 
assessment should also include socio-cultural, psychological and emotional factors 
that relate to and influence academic achievement as well as obtaining a report of any 
home, school, or medical/developmental problems. Yet, others disregard the use of 
certain measures, with the most commonly debatable being the IQ-achievement 
discrepancy test, as a reliable measure for identifying reading disabilities and 
predicting academic achievement. Darden and Morgan (1996) argue that 'discrepancy 
criteria have the advantage of providing a more objective index of underachievement 
in light of ability but present a host of methodological, conceptual and practical 
problems' (p. 187). (For a review and comparison of current diagnostic discrepancy 
models, see Brackett and McPherson,, 1996). 
The measures briefly discussed above are often combined in all-inclusive diagnostic 
tools of dyslexia. For example, the recently developed Test of Dyslexia (TOD, 
McCallum and Bell, 2001), which has been used with American populations and 
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which taps into several sub-components of reading and writing (Bell, McCallum and 
Cox, 2003). Other standardised American tests used in dyslexia assessment and that 
tap into different but not all areas of achievement include The Woodcock-Johnson 
tests of cognitive abilities and tests of achievement (WJ-III, Woodcock, McGrew and 
Mather, 2001), the CTOPP (Comprehensive Test of Phonological Processing Wagner, 
Torgensen and Rashotte, 2000) and the WRAT-R (Revised Wide Range Achievement 
Test, Jastak, Wilkinson and Jastak). U. K. based assessment tools suitable for use with 
adults include the Bangor Dyslexia Test (Miles, 1997), the Revised Adult Dyslexia 
CheckList (Vinegrad, 1994), the Dyslexia Adult Screening Test (DAST, Nicolson and 
Fawcett, 1994) as well as the Adult Reading Test (ART, Brooks, Fidler and Everatt, 
2002). The diversity of tools used demonstrates the need for research to identify 
which measures should be included in assessment procedures and which may not be 
that useful. 
Using assessment tools in an informed manner should always mean taking into 
account the individual's profile; hence, a range of measures seems more appropriate 
than a single focused test. Related to this, a key issue in the process of assessing 
dyslexic students is the use that the assessment process can have in enabling the 
individual dyslexic to understand their relative strengths and weaknesses, with an 
emphasis on building on existing strengths (e. g. visual or phonological) identified. 
Amongst the student university population in particular, assessment should include 
careful examination of academic-related difficulties as well as other behavioural 
problems that may impact on their academic success. By definition, dyslexic adults 
may have literacy difficulties that may not have been early identified and that have 
not been remediated. Indeed, many students with dyslexia taking programmes in 
adult/tertiary education institutions have been shown to experience difficulties 
consistent with their literacy problems during childhood (Bruck, 1993; Miles, 1993; 
Patton and Polloway, 1996). 
Similarly, college-level students may seek support when strategies that they had 
developed in primary or secondary school prove to be less successful In adult 
education since the academic work required at higher education levels is much more 
demanding than that expected at compulsory levels. Support often focuses on 
developing general study skills strategies to help the dyslexic college-level student 
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adapt to the amount and level of work required. Very rarely is the assessment of 
dyslexia-related difficulties used specifically to recommend learning strategies. 
Despite the evidence that relating the assessment profile to proposed support 
procedures may be useful amongst children, little has been performed to assess 
whether the same assessment-remediation relationship might be found amongst adults 
with developmental learning difficulties or even more so among bilingual adults 
experiencing reading and writing difficulties in learning a L2 (Miles and Miles, 
1999). 
It has been argued that one defining characteristic of deficient literacy skills amongst 
adult dyslexics is poor spelling performance (Miles, 1993). According to Cook (1980) 
'poor spelling is an inevitable concomitant of dyslexia' (cited in Ott, p. 103) and is in 
fact more difficult to remediate than poor reading with most dyslexics remaining poor 
spellers throughout their adult life. Ott (1981) reports that dyslexics make one 
spelling error in five, whereas the ratio for normal readers is one in thirty five (p. 103). 
It has been further demonstrated that dyslexics are not only more prone to more 
spelling errors; their spellings are qualitatively different from those of normal learners 
(Cook and Moats, 1983, p. 104) and are much slower when retrieving familiar word 
spellings. 
Everatt (1997) investigated this hypothesis using two spelling and two comprehension 
measures, the first asking participants to fill in missing words from a passage and the 
second to answer multiple-choice questions based on the passages read. Other 
measures included rapid naming tasks using colour words, colours, line drawings of 
familiar objects and non-word reading. Such measures were included to assess 
possible interference effects in rapid naming but also to 'determine whether naming 
deficits within dyslexics are confined to word-reading or are indicative of a more 
general name retrieval deficit (e. g. Wolf and Obregon, 1992)'(Everatt, 1997). The 
participants in this study were undergraduate students aged from 18-55 years old. The 
dyslexic individuals were contacted via the special learning support units of the 
universities that they attended and were already diagnosed as having dyslexia. A 
significant difference in spelling ability was found between the two groups, with the 
dyslexics performing significantly more spelling errors than the controls in both 
spelling tests. The results confirm previous research by Felton, Naylor and Wood 
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(1990), Bruck (1990) and Miles (1993), suggesting that literacy problems as 
evidenced by poor spelling and comprehension performance persist Into adulthood f or 
dyslexics. In addition, when presented with unfamiliar information (i. e. non-words), 
Everatt (1997) found that adult dyslexics were much slower than the controls. This is 
not the case when they were presented with familiar words, possibly due to several 
compensatory strategies that they have adopted over the years such as developing a 
sight word vocabulary after gaining adequate exposure to printed words. It has been 
argued that this non-word processing deficit may be due to poor orthography-to- 
phonology conversion processes (Everatt, 1997). 
Hanley (1997) also studied the performance of adult dyslexics on reading and spelling 
tasks. The participants in this study were all undergraduate students previously 
undiagnosed as dyslexic during their school years and who were struggling through 
college. Their reading ability was assessed using the Nelson's (1983) National Adult 
Reading Test (NART) and the McKenna and Warrington's (1983) Graded Naming 
Test (GNT) vocabulary test. The two measures were selected to test the hypothesis of 
whether low scores on the reading test would produce low vocabulary scores and 
therefore to investigate the possibility of a relation between the two skills. Students 
were classified as dyslexics if they had a sore of over 2 standard deviations below the 
mean on both the NART and the Schonell test. Results indicated that dyslexic 
students performed significantly lower than the non-dyslexics on both the NART and 
the Schonell test, with the exception of picture naming which did not distinguish 
between the two groups' performance. Significant differences occurred in non-word 
spelling, in regular and irregular word spelling as well as in the written rhyme test and 
the digit span test. As predicted, dyslexics who scored higher on the vocabulary test 
'were better able to compensate for their reading problems than those with lower 
vocabularies' (Hanley, 1997). Furthermore, it was found that dyslexics' performance 
on the Spoonerisms tests was a significant predictor of the NART test, which suggests 
that poor perforinance on phonological awareness tasks is indeed evident among adult 
dyslexics. The findings presented in this study confirm those of previous research 
(e. g. Bruck, 1990; Felton, Naylor and Wood, 1990; Snowling, 1995) that adult 
dyslexics perforin worse on non-word reading and spelling tasks as well as on 
phonological awareness tasks when compared against non-dyslexic controls. 
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Bruck (1993) investigated the word recognition and phonological processing skills of 
adult dyslexics and found that poor performance in this area was related to poor 
knowledge of spelling-sound correspondences, reliance on inadequate spelling-sound 
information for the recognition of familiar and unfamiliar words and poor 
phonological awareness skills. The participants in this study were individuals (mean 
age of 21) who were diagnosed as dyslexics in childhood. They were compared 
against two control groups, the first group including students of the same age as the 
adult dyslexics whose performance was above average on both standardized reading 
comprehension tests (79 centile) and on standardized word recognition tests (87 
centile) and the second group including grade 6 children (mean age was II years) 
who performed similarly to the adult dyslexics on both the standardized reading 
comprehension and word recognition tests. The two control groups were of a different 
age level but were matched for reading comprehension and word recognition scores. 
They were tested on measures such as speed and accuracy of single word reading, 
knowledge of spelling-sound correspondences, and use of context to assist word 
recognition. It was found that the dyslexic group perfon-ned worse than their age- 
matched college control participants. Although adult dyslexics made the same 
number of errors in the word recognition task as the grade 6 children, they were 
significantly slower readers than the children in the control group. 
Another important finding that emerged from this study was that adult dyslexics relied 
more on spelling-sound correspondence rules for word recognition of both high- 
frequency and low-frequency words than the other two control groups. Normal 
readers, on the other hand, were able to recognise highly familiar based on their 
visual-orthographic skills instead, which mirrors similar findings with dyslexic 
children. As Bruck (1993) explains, 'inadequate spelling-sound knowledge impedes 
the establishment of firm orthographic representations that can be used for direct word 
recognition" as well as "the establishment of abstract representations about the 
phonological units of words' (p. 266). 
91 its amongst adult dyslexics i Further evidence of phonolo 'cal processing defic' 1 is 
presented by Snowling, Nation, Moxham, Gallagher and Frith (1997). Fourteen 
dyslexic students (12 males and 2 females, age range 20-3 3 years) were initially 
assessed on a single word reading and spelling test, the Wide Range Achievement 
21 
Test-Revised (WRAT-R) in which they obtained a mean score of 84.5 for reading and 
a mean score of 73.5 for spelling. They were compared against a control group of 19 
individuals (17 males, 2 females, age range 20-3 0) who attended the same university 
and who scored slightly above average on the WRAT-R. The two groups were 
matched for non-verbal ability, but differed significantly in vocabulary scores in the 
WAIS-R, with the dyslexics performing significantly poorer. Measures included 
reading and spelling of 15 non-words, phonological processing tasks (rhyme 
production, phoneme deletion and spoonerisms), fluency tasks (semantic fluency, 
phonemic fluency, digit naming and word and non-word repetition) and finally verbal 
short-term memory tasks (digit span, span for 1,2, and 3 syllable non-words and 
speech rate for 1,2, and 3 syllable non-words). Results from their study indicated that 
dyslexics performed significantly worse than the controls in the phoneme deletion, the 
phoneme fluency, the spoonerisms, the single word reading, spelling, and the non- 
word reading tasks. No differences were found however in speed or accuracy of 
rhyme production. The dyslexics also produced more errors in non-word repetition 
and digit span tasks. Snowling et al (1997) also reported significant differences 
between the two groups in alliteration and semantic fluency tasks, but not in rhyme 
fluency. 
More recently, Zabell (2003) found that non-dyslexic adults students significantly 
outperformed the dyslexics students on all measures of literacy that they were 
compared against (including reading, spelling and reading comprehension), on 
measures of phonology (spoonerisms, semantic alliteration, rhyme fluency and rapid 
naming of digits and objects) and orthography (orthographic choice task). They also 
outperformed the dyslexics of measures of vocabulary, auditory short-term memory 
and processing speed. The two groups were the same only in terms of their non- 
verbal ability. All of the other measures in this study were found to reliably 
distinguish between dyslexic and non-dyslexic adults. The findings are also 
suggestive that even though dyslexic adults might be successful in their academic life, 
they continue to present evidence of persistent literacy difficulties as well as 
difficulties in their phonological and orthographic processing skills. 
Zabell (2003) also investigated the extent to which phonological and orthographic 
processing, single word reading, decoding, vocabulary and processing measures could 
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predict individual differences in spelling ability of adult dyslexics and non-dyslexic 
students. It was found that for the dyslexic group, spelling ability vaned as a function 
of orthographic processing skill and that overall it was significantly and highly 
positively correlated with all of the above measures used in her study. For the non- 
dyslexics, spelling ability was highly and significantly correlated with measures of 
single-word reading, and less so with measures of vocabulary and orthographic choice 
task. The orthographic choice task and the single word reading task predicted 55% of 
the variance in spelling ability. 
Dyslexic s' performanc e is charactensed by poor spelling especially in their 
'production of bizarre errors based on letter combinations that are not normally found 
in the English language' (Nicolson and Fawcett, 1995, p. 2 1). If we are to take the 
connectionist approach, 'dyslexia can be viewed as a lack of computational resources 
being made available' (Brown and Loosemore, 1996, p. 333) during spelling. What 
happens with dyslexic individuals is that the transition from the logographic stage to 
the alphabetic stage is hampered by a working memory overload,, which does not 
allow access to the orthographic stage where the whole word is recognised without 
breaking it down into individual phonemes. More specifically, dyslexics have 
difficulties in the ability to segment and translate graphemes to phonemes and vice 
versa and because of this inability to make the above conversion they cannot progress 
to the alphabetic stage (Nicolson and Fawcett, 1995). 
According to Nelson (1980), spelling problems in dyslexics originate from 'the 
acquisition of spelling knowledge by the semantic memory system'(p. 492), which in 
turn inhibits access to the two spelling routes (graphemic and phonetic), and thus not 
from an actual impain-nent in either of the two routes as the dual-route hypothesis 
would suggest. Beech (2002) explains that because of their phonological deficits, 
severe dyslexics are said to be 'reading holistically and are unaware of the sounds that 
the words make' (p. 125). This explains why they are unable to successfully 
distinguish homophonic and non-homophonic non-words. 
1.2.5 Dyslexia in different languages: cross-language comparisons 
Although there is not one single worldwide definition of dyslexia, it is without doubt 
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an international concern. It is now fully recognised that learning di iculties can be 
identified across different languages, in individuals from different cultures, socio- 
economic status, race and gender. Yet, despite the fact that dyslexia is evident in 
almost all languages, tests to identify dyslexia amongst learning disabled individuals 
are found only in a few countries and even more importantly, there is no single 
international dyslexia test developed up to date. Furthermore, the majority of 
assessment studies reported in the dyslexia literature involve monolingual (and for 
that matter monocultural) individuals and not individuals learning to read and write in 
different languages (biliterate/biscriptal individuals). Attempts towards the 
development of a global screening tool for identifying dyslexia across different 
countries have faced many inherent difficulties like translating tests to produce 
comparable procedures or eliminating any culture-related factors (e. g. culture 
practices like tapping or rhyming tasks) that could lead to potential biases. Following 
extensive cross-linguistic research, the International Cognitive Profiling Test was the 
first attempt towards the development of an international dyslexia test (Smythe, 
2002). 
The ICPT has been trialled with success in a number of languages including Welsh, 
Russian, Chinese, Portuguese and Hungarian. Some parts of the test battery can be 
perfon-ned in the first language without the need for translation, and without even 
understanding the reply (e. g. in rapid naming of pictures it is the speed and hesitancy 
that is important). This may be more useful when assessing individuals who are not so 
verbally fluent in their second/additional language (i. e. ESL individuals), which may 
be reflected in their responses. The areas that the ICPT covers are phonological 
segmentation and assembly skills, auditory system, visual system, semantic lexicon, 
and speed of processing. This framework, however, does not cover all aspects of the 
difficulties faced by literacy disabled, and every individual should be treated on an 
individual basis. Further testing and research may therefore be required to investigate 
areas not covered by these tests. 
Despite the dominance of the phonological deficit viewpoint in current perspectives of 
dyslexia, one question that still remains unanswered is whether this causal hypothesis 
can be generalized across all alphabetic orthographies despite their evident 
differences 
(such as in terms of orthographic consistency and grapheme-phoneme relations). If 
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this and other working models of dyslexia were tested against different languages then 
would it be possible to make, as Landerl, Wimmer and Frith (1997) put it, 'cross- 
orthography dyslexia comparisons"? (p. 318). These researchers attempted to answer 
this question by examining whether differences in the reading and phonological 
processing skills between dyslexic children coming from two different orthographic 
systems, such as English and German, would be language-related. The children from 
the two groups were matched for reading, spelling and non-verbal ability as well as 
chronological age. Results indicated that English dyslexic children were twice as 
slow as German speaking children in non-word reading and significantly slower in 
short high-frequency word reading. This according to Landerl, Wimmer and Frith 
(1997) might suggest that 'the process of phonological recoding itself may be 
organized differently for German and English children. This different organization of 
phonological recoding may be triggered by the key orthographic feature 
distinguishing German and English orthography, namely the difference in the 
consistency of grapheme-phoneme relations for vowels' (p. 328). 
Past research has indicated that compared against reading age matched controls5 adult 
dyslexics present deficits related to naming speed, namely deficits in their ability to 
obtain rapid access to lexical information from long-term memory. Specifically, it 
has been found that they present difficulties in naming speed of single letters, digits 
andobjects. Such deficits present a major and prevalent characteristic of the reading 
disabled adults; yet in some they may be manifest with or without deficits in other 
areas of phonological awareness, a theoretical claim commonly referred to in the 
reading literature as the 'double deficit' (Wolf and Bowers, 1999). According to the 
double deficit hypothesis, literacy deficits often co-occur with deficits in phonological 
processing in dyslexic individuals. For example, dyslexics may have both a poor 
understanding of the phonological segments of the language as well as problems in 
speed of accessing lexical information. What is more, the naming speed deficit that 
adult dyslexics present does not seem to be influenced by the amount of exposure to 
print or by their reading level (Wolf, 1991). 
Further evidence suggests that the naming speed deficit also appears to differentiate 
between readers of more regular orthographles than English (e. g. German, Dutch and 
Spanish), which suggests that it is likely to be equally predictive of reading ability in 
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transparent languages as well in languages where there are clear grapheme-phoneme 
correspondences, and that, for that matter, present fewer phonological-based demands. 
Such an argument would lead to the assumption that 'when phonological skills play a 
reduced role in the more transparent orthographies, naming-speed performance 
becomes an even stronger, more important diagnostic indicator and predictor of 
reading performance' (Wolf and O'Brien, 2001, p. 5). Over the past years research in 
rapid naming has focused on whether such naming deficits presented by dyslexics are 
confined to word-reading or whether they are likely to be indicative of a more general 
name retrieval deficit, for example, a deficit in lexical automaticity (e. g. Wolf and 
Obregon, 1992). 
In a recent large-scale cross-linguistic comparison of different European 
orthographies such as French, Portuguese and Danish with the English orthography 
Seymour, Mikko and Erskine (2003) found that orthographic depth and syllabic 
complexity were the main factors that affected accurate decoding, word and non-word 
reading ability across different language systems. The development of such skills was 
found to be twice as slow in English orthography as it is in other shallow 
orthographies. Moreover, in deeper orthographic systems (e. g. Portuguese, French, 
Danish, and English) the attaimnent of both logographic and alphabetic skills account 
for more spelling complexities than in shallow orthographies (e. g. Finnish, Greek 
Italian, Spanish, and Gennan). The cognitive maturity required to gain orthographic 
knowledge may in turn impede automaticity of letter processing. 
Despite the dominance of English-based research in the area, reading and writing 
difficulties are not only present within English language populations - During recent 
years there has been a major shift towards the study of international and cross-cultural 
aspects of dyslexia and how it manifests in countries with different orthographic 
systems. A leading figure in this area, Goswami (2000) has argued that segmentation 
skills are related to reading ability across a number of languages, including Greek. 
However, the behavioural and cognitive features related to reading/writing problems 
may vary due to language or script. Research suggests that individuals learning a 
script (orthography) with a more consistent relationship between symbols 
(letters/graphemes) and sounds (phonemes) have been found to progress in literacy 
faster than those learning a less regular orthography (e. g. Snowling, 2000). Similarly, 
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phonological awareness deficits may be less of a problem when learning a regular 
orthography with simple rules of correspondence (e. g. Wimmer, 1993). The 
importance of relative strengths and difficulties in the acquisition of literacy skills 
would seem, therefore, to be a factor that will vary across different languages/scripts. 
The present cross-language comparison research is designed to investigate this 
possibility. Its main cross-language focus was on English versus Greek, with the 
research addressing the question of what impact differences between the two 
languages (i. e. English and Greek) have on the frequency and nature of the problems 
that occur when learning to read. 
Undoubtedly, the study of dyslexia in two or more different scripts involves cross- 
language comparisons. In addition to differences in orthography, emotional, social 
and other cultural differences are important variables that need to be accounted for 
when doing research with bilinguals, as are degree of expertise in Ll and L2 within 
the bilingual group (degree of proficiency in a language), affiliation (affective 
relationship with a language) and inheritance (membership, by birth, of a family or 
community with a particular language tradition) (Cline, 2000). The Greek and English 
languages which were contrasted in this research differ in many respects. Greek has a 
high degree of correspondence between the written symbol and the sound that symbol 
represents in the language. English is much less consistent in its symbol-sound 
relationships. As an example of a transparent orthography (although spelling is more 
irregular as there are many grapheme-phoneme inconsistencies), any reading 
problems that Greek students may encounter could be argued to be due to poor 
encoding rather than to poor decoding (Miles, 2000). Furthermore, because Greek 
children from an early age learn syllables on the basis of simple consonant-vowel 
correspondence rules, they rarely use onset and rime unlike English speaking children. 
Similarly, given the literature outlined above, the differences in transparency between 
English and Greek should mean that the impact of an individual's level of 
phonological awareness on literacy measures will vary between the two language 
conditions. The more transparent nature of Greek may mean that phonological skills 
will have to be relatively much weaker than those found for English individuals 
before they significantly impact on reading skills. We might expect to find that 
English poor readers present relative weaknesses in visual and phonological areas 
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whereas the profiles presented by Greek individuals with poor literacy skills are more 
likely to show relative weakness in phonological areas in comparison to visual 
strengths. The impact of such potentially different profiles is yet to be investigated. 
Furthermore, the relative difference between areas of strength and weakness is further 
important for providing strategies for overcoming difficulties regardless of language 
background. 
It has been argued that in languages where there is a simple relation between spelling 
and sound (transparent orthographies) readers depend more on decoding for word 
recognition and processing than readers of opaque orthographies. Oney and 
Durgunoglu (1997) attempted to investigate the above hypothesis. In their study, 
participants (both second and fifth grade children and adults) named printed flashing 
images of target words that were preceded by a spoken pseudo-word that either 
rhymed or did not rhyme with the target. To the extent that readers depend on 
decoding (assembled phonology) to recognize the target word, preceding that 
assembly process with a spoken rhyme ought to facilitate it. The above assumption 
was tested in a transparent orthography (Turkish) in which each letter has only one 
pronunciation and a more opaque one (English). It was found that rhyme had a 
stronger effect in Turkish than in English and a stronger effect on younger than in 
older readers. A second experiment indicated that the difference between languages 
was not likely to have been an artefact of the proportion of rhymes used. The results 
support previous similar work suggesting that orthographic transparency detennines 
the degree to which readers use phonology during word recognition (Wimmer and 
Goswami, 1994). 
The question that arises then from such findings is whether Ll, L2 and dyslexic 
individuals rely on their phonological awareness and decoding skills to the same 
extent across different areas of reading like, for example, reading comprehension. 
The above study would most likely suggest that L2 readers are likely to be less 
dependent on phonological mediation with experience and that this reduction is likely 
to be more rapid for readers of opaque orthographies. Yet, one area that has not been 
investigated is whether the same kind of problems and deficits as the ones described 
above can also be found to be characteristic amongst individuals with ESL. This was 
the key question that constituted the core of the present investigation. 
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Obviously, studies that contrast educational difficulties across languages/cultures need 
to consider the system within which that education is presented. Two areas will be 
briefly mentioned, the use of English in Greek education (clearly important as a factor 
related to bilingualism) and special educational needs/dyslexia. As far as the first 
issue is concerned, traditionally, within the modem Greek education system, English 
is introduced as a foreign language from as early as the third grade. This means that 
Greek school children start to learn English at, approximately, the age of 10 until the 
end of high school (in Greece called Lyceum) at age 18. The English language then 
becomes optional for those attending higher education courses, i. e. those entering 
public universities. Therefore, there will optionally be a level of Greek-English 
bilingualism across most populations tested within Greece and a potential influence of 
the one language on the other (LI to L2 or vice versa) prior to adulthood, the target of 
the current research. However, English may not be typically used in normal day-to- 
day education by adults in Greek higher education. 
As far as the second issue is concerned, the Special Education sector is considered as 
relatively new in the Greek educational system, although the respective legislation 
was initially introduced as early as 1972 (for a brief overview of the legislation of the 
Greek Ministry of Education and Religious Affairs, 1994 please refer to pp. 93-96 of 
the Special Education information manual). It is only during the last 20 years that 
significant steps have been taken for the organisation and operation of the Special 
Education sector within the Greek educational system. Until recent years the scientific 
support and guidance of schools catering for people with special needs has been 
assigned to a Special Education independent body, theSchool Counsellors'. The 
recent Act (2817/2000) for Special Education introduced some new important 
elements in the overall structure of the system such as the establishment of 'Centres of 
Diagnosis, Assessment and Support' (CDAS), based in the capital city of each 
prefecture, with the main responsibilities being recording any problems of Special 
Education within the relevant catchment areas, organising the enrolment procedures in 
the Special Education schools of the given prefecture, monitoring of the standards in 
these schools, taking provisions for the full support and guidance for the teaching staff 
and parents alike, as well as publishing proposals for the improvement of the system 
(teaching methods, assessment procedures, technical infrastructure etc. ) (See Mazi, 
Nenopoulou and Everatt, 2003). 
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Dyslexia research in Greece has focused more on etiology and diagnosis (Pavlidis, 
1981; 1985; Kasviki, 1992) and less on remediation techniques (Mavrommati, 1995). 
In comparison to English, there are very few tests available for the assessment of 
Greek adult dyslexics with existing dyslexia tests being used for the diagnosis of 
dyslexia in children (e. g., The Pavlidis Early Warning Test for Dyslexia, REF; and a 
Greek version of the Bangor Dyslexia Test, Miles, 1993). In a recent study, 
Nikolopoulos (2001) investigated the manifestation of dyslexia in Greek 
schoolchildren. It was proposed that orthographic transparency would be a major 
factor in explaining manifestations of Greek dyslexia. Twenty-eight second and 
fourth grade dyslexic children were compared to CA and RA controls on measures of 
word and non-word reading, spelling, phonological awareness, phonological 
processing and syntactic awareness. Greek dyslexic readers were found to be highly 
accurate, but very slow when reading words and non-words and when responding to 
questions about the phonological structure of words. However, despite the small 
number of reading errors, dyslexics made significantly more errors than the controls 
on both reading measures and significantly more errors than the RA controls on non- 
word reading. Deficiencies were found on spelling too; those with written language 
difficulties were associated with deficiencies in the phonological domain as measured 
by phonological awareness and rapid naming tasks. It was concluded that although 
the underlying phonological deficit in Greek and English dyslexics is the same, the 
degree of severity and the manifestation of the deficit in these two orthogaphies 
might differ. Greek dyslexics suffer from milder cognitive, reading deficits and are 
more affected in terms of reading speed whereas English dyslexics suffer from more 
severe cognitive, reading deficits and are more affected in terms of reading accuracy 
(Nikolopoulos, 2001). 
Auditory and visual cues seem to play an important role in predicting Greek reading 
and spelling ability particularly at an early age. Porpodas (1989) aimed to determine 
how much beginning readers rely on sound, shape and orthographic cues by having 6- 
year-olds read texts, which were systematically distorted and orthographically altered. 
The hypothesis was that if Greek children rely more on orthographic cues rather any 
other cue, then a heavy distortion of orthography would be expected to affect their 
reading performance. Half of children in the study were classified as good readers, 
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whereas the other half as slow readers. All children were presented with four 
different short descriptive stones of grade I difficulty, matched for vocabulary, 
grammar, and concept and were tested on reading speed, accuracy and reading 
comprehension. The stones had to be read in four different versions (conditions), 
where the words were manipulated in different ways to vary the effect of visual, 
auditory, and orthographic cues. For example, in the first condition, words were 
typed alternatively in a mixture of lower and upper case letters, in the second 
condition words were typed with lower case letters and were misspelled, in the third 
condition words were typed with lower case letters but one or two of them were 
replaced by other letters, which looked like the letters of the target word. It was found 
that both good and slow readers struggled to read distorted text, as there were no 
significant differences in their performance across the four conditions. A significant 
main effect was found, however, for reading ability and for the alteration of cues 
across conditions as well between reading ability and alteration of cues. Porpodas 
(1989) concluded that both good and poor beginning Greek readers can manage to 
read text even when only partial shape, orthographic and sound cues are available. 
This finding suggests that "beginning readers do not rely exclusively on any one 
particular cue for reading" (p. 182). Additionally, manipulating sound cues within text 
seemed to significantly affect the reading speed of both good and slow readers, which 
in turn suggests that beginning Greek readers, in contrast to English readers, may 
depend much more on phonological cues rather than on orthographic cues, a finding 
that Porpodas (1989) explains may be attributed to the different degree of grapheme- 
phoneme correspondences in the two languages. 
The role of spelling-sound correspondence in Greek readers was further investigated 
in another study whereby reading and spelling ability of Greek children was tested 
through the use of regular versus irregular words (Porpodas, 1989) to test if young 
readers depend on spelling-sound information or only on visual information while 
reading and spelling. Porpodas (1989) argued that if Greek children's reading 
depends on knowledge of spelling-sound correspondences, then reading 
orthographically regular Greek words should be easier than reading orthographically 
exception words (i. e. phonetically irregular words), mispronunciations should be 
attributed to grapheme-phoneme translation errors and only minor errors should be 
expected in reading of Greek non-words. If, on the other hand, children's reading 
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depends on the use of sound-spelling correspondence rules, then it was expected that 
orthographically regular Greek words would be spelled more accurately than 
exception words, misspellings would be mainly phonetic and spelling of Greek non- 
words would be fairly accurate. 
The above predictions were tested in three groups of fourth grade Greek children (12 
in each group). Children from the first group were good readers and good spellers, 
children from the second group were good readers and poor spellers and children from 
the third group were poor readers and poor spellers. All children were asked to spell a 
list of 24 orthographically regular, a list of 24 exceptional words and a list of 48 non- 
words. Words were matched for frequency, length, consonant complexity and 
grammar. Scores were derived from mispronunciation errors, which were classified 
as phonological, visual or derivational, and spelling errors, which were classified as 
phonetic and non-phonetic. Results revealed a significant main effect for the 
group*word class interaction. A statistically significant difference was found for the 
spelling perforinance in non-word errors between the three groups. Most 
mispronunciation errors were made by the poor readers and poor spellers group and 
were visual, not phonological. Therefore, fourth-grade (9 year-old) Greek readers, 
like English readers at this age, employ mostly sound-spelling correspondence rules 
for spelling. Moreover, good Greek readers could read regular words and exception 
words equally well, which would seem to support the hypothesis that good readers 
recognise words using both phonological and visual-based infonnation cues. 
However, the same is not true for poor readers "who tend to rely mainly on print-to- 
sound correspondence knowledge because they commit more errors when they read 
exception words than when they read regular words. Good readers, therefore, seem 
not to depend exclusively on phonological information but use both visual and 
phonological processes" (Porpodas, 1989, p. 181). 
In a more recent study, Porpodas (1999) further assessed the reading and spelling 
performance of first-grade Greek children with and without literacy difficulties 
(reading and spelling difficulties). He hypothesised that any phonological processing 
deficits likely to be found amongst children with literacy difficulties would be 
attributed to either lack of awareness of the phonological structure of the words 
presented or to an impainnent in retaining phonological information into short-term 
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(working) memory. The spelling ability of the two groups of children that 
participated in this study was assessed on a word-spelling and a non-word spelling 
task in which they were orally presented with words and non-words both outside and 
within a sentence context each repeated three times and asked to write them. Results 
indicated that children with reading and writing difficulties were significantly poorer 
than normal readers and spellers especially in real word spellings. Although there was 
a large within-group effect between word and non-word spelling accuracy rates (88% 
of non-words compared to 25.5% of words were spelled correctly), the same was not 
true for spelling high and low-frequency exception words, that is words with 
grapheme-phoneme inconsistencies. Such a finding would suggest that this group of 
children could accurately translate phonemes to graphernes only when the 
orthographic form of the words presented could be derived through the use of sound- 
spelling correspondence knowledge. Beginning Greek readers and spellers are 
therefore able to successfully decode orthographically regular words (although at a 
slower-rate compared to controls) probably due to the nature and structure of the 
Greek writing system (Porpodas, 1999). 
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1.3 Dyslexia and bilingualism: possible links 
"Bilingualism isfor me thefundamental problem of linguistics " (Jakobson, 1953). 
1.3.1 Some issues in bilingualism and bilingual research: facts and definition 
problems 
Bilingualism is a widespread phenomenon that affects the world population, many 
contemporary societies and nations as a whole. It has been studied both as a social 
and individual phenomenon and within different contexts such as education, politics 
etc. Numerous definitions of bilingualism have been proposed over the past years. 
Some of these include: "speaking two languages interchangeably", "both languages 
are regularly employed as media of intercourse", "the practice of alternatively using 
two languages" or as "the regular use of two languages", "the regular acquisition and 
use of two or more languages" "native-like ability in both languages" and so on 
(Schreuder and Weltens, 1993). 
These are, however, broad and general definitions and have inherent problems with 
some of the terms being used to define what bilingualism is and what is not. For 
example, terms like "natural, or "forinal" L2 learning and acquisition are unclear and 
problematic to start with (Schreuder and Weltens, 1993). There are, without doubt, a 
number of problems in defining bilingualism and in distinguishing between levels of 
bilingual proficiency. Who is considered to be a bilingual and who is not? And what 
are the criteria for measuring the level of bilinguals' proficiency? Clear 
operationalisation of the concept of bilingualism is necessary for the purposes of 
deriving objective measures and assessment procedures regarding bilinguals' 
linguistic abilities and disabilities (Schreuder and Weltens, 1993b). It is also essential 
when comparing bilinguals' linguistic abilities with those of other groups, i. e. against 
monolinguals. 
Defining a bilingual is ftirther complicated according to Baker (1993). "A person 
may be able to speak two languages, but tends to speak only one language in practice. 
Alternatively, the individual may regularly speak two languages, but competence in 
one language may be limited. Another person will use one language for conversation 
and another for writing and reading" (p. 5). We therefore need to distinguish between 
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level of ability orfluency (degree) and level of use or usage of bilingual ability 
(function) across all language skills. Bilinguals may use their language repertoire 
selectively for different purposes in every domain of life and with different people 
depending on the social context. Another important distinction we need to make with 
reference to bilinguals' language skills or abilities is this between some terms that, 
although they look similar and are often used interchangeably in the literature, are in 
fact intended to mean different things. These are: 
1. Language skill: refers to specific components and sub-components of bilinguals' 
literacy such as reading and writing 
2. Language competence: refers to bilinguals' underlYing language skills 
3. Language performance: refers to the manifestation of the degree of bilinguals' 
language competence 
4. Language ability-proficiency: refers to a "latent disposition, a determinant of 
eventual language success", the outcome of the knowledge attained or an 
"indication of current language level" (Baker, 1993, p. 5), and, finally, 
5. Language achievement: refers to the end result of having learned a specific 
language-in this case L2-after formal instruction (Baker, 1993). 
GroSjean (1998) farther outlines the language factors that bilingual research needs to 
take into account and control for with respect to individual differences in language 
competence and skills. This often means acquiring information on the following: 
" Biographical data (age, sex, socio-economic and educational status etc) 
" Language history and language relationship (which two languages were acquired, 
when and how, the linguistic similarity between Ll and L2, the role of the cultural 
context that the two languages were acquired etc) 
9 Language stability (the process of language attainment that the bilingual has in 
each of the two languages, i. e. is one or both languages still being actively 
acquired, restructured or is the individual "losing" one or more language skills 
altogether as a result of change in the linguistic environment? ) 
9 Function of languages (in what context, for what purpose and to what extent are 
each of the two languages being used? ) 
o Language proficiency (across all four language skills in both languages) and 
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9 Language code-switching modes (how often and for how long is one or both 
languages active at the same time). 
Given such degree of individual variability the process of accurately assessing the 
specific population is not an easy one. 
'True' bilinguals are difficult to find; the vast majority of this group of individuals in 
most studies are often referred to as 'unbalanced' bilinguals (Van Wijnendaele and 
Brysbaert, 2002), meaning those without perfect knowledge of the L2. This raises 
definition problems concerning who is considered a bilingual and who is not. 
Therefore, research into bilingualism needs to take into account certain criteria about 
L2 proficiency level of the population under study like language history, language 
stability, number and type of languages known, competence in sub-component 
language skills like reading, writing, speaking and listening, and domain-specific use 
of the two languages (Van Wijnendaele and Brysbaert, 2002). 
1.3.2. Bilinguals and ESL (English-as-a-Second Language) individuals: same or 
different? 
The terms bilingual and ESL (English-as-a-Second Language) are frequently used (for 
example in the U. K. and Canada) interchangeably to refer to the same group of 
individuals. Others (for example in the U. S) prefer to refer to bilinguals using terms 
like LEP (individuals with Limited English Proficiency), which could possibly entail 
the danger of attaching a negative label and imply the existence of a deficiency rather 
than a proficiency. The use of such terms should be made with caution as, like with 
dyslexics, there are ethical issues relevant to labelling individuals (Baker, 1993). 
Ideally, a bilingual is someone who is equally highly fluent in both languages. Such 
individuals are also called balanced bilinguals (or equilinguals or ambillinguals). 
True or balanced bilinguals are very hard to find as "most bilinguals will use their two 
languages for different purposes and functions" (Baker, 1993, p. 8). It is yet another 
definition that renders caution. 
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Categorising individuals into groups is necessary for comparing their linguistic 
abilities and disabilities. But even using monolinguals as the point of reference for 
comparisons with bilinguals may be problematic in itself Perhaps it would be more 
appropriate and fair in some cases to compare bilinguals against other bilinguals or 
against 'balanced' bilinguals for that matter (Baker, 1993). 
Another distinction we need to draw is between conversationalfluency (manifested in 
different social contexts), which can be attained depending on individuals' 
experience/degree of exposure to the L2 and cognitivelacademic relatedfluency 
(especially with bilingual student populations), which may take 5-7 years of 
instruction to master (Baker, 1993). Finally, we need to distinguish between 
simultaneous bilingualism, (attained up to age of 3) which refers to the case when two 
languages are being acquired at the same time, and sequential bilingualism which 
refers to the idea that bilingualism was attained later in life through forinal or informal 
education/instruction (Baker, 1993). 
1.3.3 Measuring bilingualism: the use of language background self-rating scales 
and questionnaires 
Research into bilingualism has long employed the use of tools like self-rating scales 
and questionnaires to assess bilinguals' actual use and level of Ll or L2 competence. 
Some of the problems or limitations of such methodologies are the potential 
ambiguity in answering the questions or in obtaining socially desirable answers. 
Questions need to include all domains of life like social, academic etc and should be 
able to discriminate between language ability and language usage in these different 
contexts. They should clearly tap into the four language abilities (e. g. 'How many 
years have been speaking ESL'? is clearly a question referring to the ability to speak), 
depending on which of the four is under investigation by the researcher. The use of 
self-rating scales and questionnaires as tools for acquiring background information on 
bilinguals' language abilities is not without problems as some individuals may 
sometimes tend to over-rate themselves and others may under-rate themselves when 
asked to provide some form of a self-evaluation of their linguistic competence 
(GroSjean, 1998). 
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1.3.4 Bilingualism, SLA and FLA: some further distinctions 
Lalleman (1996) draws the distinction between SLA (Second Language Acquisition), 
FLA (Foreign Language Acquisition) and bilingualism. The term SLA implies that 
L2 learning takes place where this specific language is the dominant one, whereas the 
term FLA is used to refer to the learning of a second language "outside of its own 
language area" (p. 4). Furthermore, the two terms differ in that SLA is spontaneous 
and can occur with or without formal instruction (e. g. a French native English learner 
working in the UK for a UK company), whereas FLA almost always implies formal 
instruction (e. g. Greek pupils being taught English as foreign language as part of their 
curriculum at school). Both forms of language acquisition differ from bilingualism, 
which is usually referred to as the simultaneous (and not spontaneous) acquisition of 
any two languages neither of which is subsequently a second or foreign language for 
that particular individual (Lalleman, 1996). 
In distinguishing between the terms language acquisition and language leaming 
Lalleman (1996) argues that the two concepts are essentially different. He explains 
that "acquisition (comparable to Ll acquisition) is a subconscious process and comes 
about only through social interaction and situations where there is a 'natural 
conversation'. Learning on the other hand, is a conscious process; rules are being 
consciously applied at any given context where it takes place. Acquisition and 
spontaneous production, on the other hand, do not automatically nor necessarily 
follow from leaming" (p. 35). His account contrasts cognitivist theories (e. g. 
McLaughlin, 1992) claiming that L2 acquisition (automaticity) occurs only after 
leaming (controlled processing). 
Some theorists have argued that SLA is a universal process (e. g. Krashen, 1982; 
Dulay, Burt and Krashen, 1982). More specifically, some aspects of SLA that they 
claim to be universal are related to knowledge of certain syntactic and morphological 
rules, lexical development and phonological development, pragmatic (functional) 
development for example, how linguistic forms are linked to the context/situational 
demands in which they occur and use of certain strategies (leamer, production, and 
conimunication strategies). 
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In conclusion, there is a set developmental order involved in the process of SLA 
64 whereby certain structures can be learnt only after others have been acquired" 
(Lalleman, 1996, p. 20). SLA is therefore a universal process to a great extent 
although not entirely so. Successful SLA is also a function and a combination of 
certain learner characteristics like degree of motivation and formal education, speed in 
which a language is learned as well as other situational, psychological and biological 
factors (Lalleman, 1996). 
1.3.5 Transfer 
Further research into the influence of Ll on L2 acquisition has investigated the role of 
transfer of LI in L2 development and acquisition (Wode, 1981; Adiv, 1984). Broadly 
defined, transfer refers to "the use of Ll elements and structures in the L2; LI 
elements and structures,, for instance word forms or word meanings are transferred to 
the L2" (Appel, 1996, p. 390-91). Transfer has been also described in the literature 
with terms like interference, facilitation or cross-linguistic influences. Different types 
of transfer that can take place are lexical and phonological. 
The concept of transfer is fundamental in theories of second language acquisition like 
the contrastive analysis theory described above. An area that has been extensively 
investigated is also the contribution of transfer as an inter-language process in the 
organisation, retrieval and output of L2 knowledge from Ll knowledge or as the 
process of "bridging gaps in L2 knowledge" (Kellennan and Sharwook Smith, 1986, 
p. 22). Transfer has further been studied as a strategy, or a decision making process of 
L2 leaming, whereby Ll is utilised in order to solve L2 leaming problems or L2 
linguistic demands where L2 resources are limited (e. g. McLaughlin, 1987). Finally, 
as a learning mechanism, transfer depends on the relative closeness or structural 
similarity between LI and L2. As Ringbom (1986) notes, "the less the leamer knows 
about the target language (U), the more he is forced to draw upon any other prior 
knowledge he possesses" (p. 155), that is upon Ll. 
A common characteristic among second language readers is that of transfer of their 
reading strategies from LI to L2. Anderson (1991) maintains that L2 readers make 
use of different strategies in various reading contexts. Yet, according to different line 
of evidence, it is the kind of strategies that bilinguals (L2 readers) use when reading in 
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their second language that essentially determine their level of reading ability and 
transference. More specifically, Cowan (1976) argues that the specific "strategies 
which readers employ to process text must be to some extent language-specific" 
(Alderson, 1998, p. 10). When a reader is faced with different syntactic and 
grammatical structures different strategies must be employed. Cowan (1976) further 
extends this argument of language-specific strategy use to conclude that only "to the 
extent the [two] languages are similar, transfer of reading strategies will be 
facilitated" (Alderson, 1998, p. 10). So, according to his theory, for any two languages 
that are structurally similar, it would be expected that the good LI reader would be 
superior to the poor LI reader if both were to be assessed in their first language 
reading ability. 
There are a number of linguists who seem to contradict the above theory however. 
Ulijn (1978), for example, has argued that the mere fact that two languages are 
structurally dissimilar should not pose a problem for second language learners in 
tern-is of their reading comprehension and their reading speed ability. In a study with 
Dutch-French bilinguals and native French adults Ulijn (1978) found that the two 
groups performed similarly in measures of text reading. The results of this study 
showed that the only significant differences found between the two groups of 
individuals were not due to insufficient grammatical knowledge, but to insufficient 
conceptual knowledge of the text (i. e. word meanings and specific subject 
knowledge). 
In another study with Mexican-English university students Alderson, Bastien and 
Madrazo (1977) tried to control for subject knowledge by administering texts in the 
students' study area in both languages (Spanish and English). They found that 
reading ability was better predicted by foreign/second language competence rather 
than reading ability in the first language suggesting that "a student's knowledge of the 
foreign language is more important to the comprehension of foreign language texts 
than is reading ability in the first language" (cited in Alderson, 1998, p. 13). More 
specifically, it was found that for comprehending conceptually easier texts in one's 
second/additional language, foreign language experience was not so important. For 
understanding conceptually harder texts, however, the level of one's second language 
experience does seem to play a more significant role (Alderson, 1998). 
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Yet, using a similar sample of Spanish-English students, Aron (1978) found only low 
correlations between Ll and L2 reading ability on two text reading tests assessing 
recall of details, understanding main ideas not explicitly stated in the text and ability 
to make inferences from text. It would be logical to interpret Aron's (197 8) low 
correlations as inadequate language knowledge. Yet, Cziko (1978) and other 
researchers would argue that that the problem is slightly more complex and that the 
use of syntactic and semantic contextual constraints directly influence Ll and L2 
language ability. Thus, less competent L2 students "are not able to use their good 
first-language reading strategies ... because of their low level of competence" 
(Alderson, 1998, p. 16). 
It should be noted, however, that in all of the above mentioned studies reading ability 
in LI and L2 was not accurately measured, thus making it impossible to draw direct 
comparisons of individuals' reading ability across the two languages. 
Clarke (1979) tried to overcome this methodological concern by testing for any 
relationships between first (Spanish) and second (English) language reading ability 
within the same group of individuals and by selecting individuals having the same 
level of competence English as a foreign language reading. He hypothesised that 
good readers having the same level of second language proficiency would more 
efficiently utilise their good reading skills and would be better able to transfer their 
reading strategies compared to poor Ll and L2 readers. Indeed, scores in foreign 
language cloze tests indicated that good Ll readers performed significantly better than 
poor Ll readers, suggesting that overall "the good first language readers as a group 
are better foreign language readers than the poor first-language readers" (Alderson, 
1998, p. 17). Based on the results of this and other follow-up studies, Clarke (1979) 
concluded that "there is no direct transfer of ability or strategies across languages, and 
that foreign language competence is required before transfer can occur" (p. 17). 
1.3.6 The contribution of Ll and L2 proficiency in L2 reading and reading 
comprehension ability 
It has been widely demonstrated that the transfer of Ll reading ability to L2 reading 
comprehension largely depends on readers' degree of L2 language proficiency 
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(Yamashita, 2002). The issue of mutual compensation between LI reading ability and 
L2 language proficiency in L2 reading comprehension has been recently addressed by 
researchers (e. g. Yamashita, 2002). Two questions currently appear to emerge from 
the literature: Can high LI reading ability compensate for low L2 language 
proficiency and can high L2 language proficiency compensate for low Ll reading 
ability in bilingual readers? 
The relation between LI and L2 reading has been further explained by two different 
hypotheses: the linguistic interdependence hypothesis and the linguistic threshold 
hypothesis. According to the first hypothesis, it is proposed that Ll reading ability 
transfers to L2 reading and that it would therefore be expected that a skilled LI reader 
is also a good reader in his/her L2 language as well. According to the second 
hypothesis, however, there is a certain threshold level of competence that second 
language readers need to reach in their second/foreign language learning before they 
are able to read at a comparable level with native language readers. Yet, supporters of 
this theory (Cummins, 1979; 1991) have not clearly defined where this threshold lies 
as it depends on various factors such as the leamer's level of cognitive development 
and learning demands. 
In an attempt to explore the above relationship, Carrell (1991) measured the Ll and 
L2 reading abilities of two groups of students, native English speakers studying 
Spanish and native Spanish speakers studying English by administering reading 
comprehension tests in each language. He found that both Ll reading ability and L2 
language proficiency made significant contributions to L2 reading ability. In the case 
of native English speakers, L2 language proficiency was a stronger predictor of L2 
reading ability, while in the case of native Spanish speakers the stronger predictor 
wasLl reading ability. Such a finding could be attributable to the nature of second 
language learning (in the case of the ESL Spanish-English students) and foreign 
language learning (in the case of native Spanish students). Also, the English learners 
of Spanish had overall lower L2 proficiency than the ESL learners. It might therefore 
be possible that L2 proficiency is a more important predictor of L2 reading 
comprehension until a certain level of proficiency is attained, only after which Ll 
literacy becomes a more important predictor of reading comprehension. 
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It has further been suggested that as L2 learners' proficiency levels increase, the 
relative contribution of Ll reading ability increases too. Yamashita (2002) explains 
that "lower-level L2 readers are either not able to transfer their Ll reading ability 
(Perkins, Brutten and Pohlmannm, 1989; Taillefer, 1996), or even if they do, the 
degree of transfer is smaller in comparison with higher-level learners (Brisbois, 1995; 
Lee and Shalleart, 1997)" (p. 82). 
Other researchers (e. g. Taillefer, 1996) in the area have further argued that specific 
components of L2 proficiency like vocabulary and grammar make different 
contributions to L2 reading ability and transfer. Coady (1997) investigated the role of 
vocabulary knowledge on L2 reading comprehension. He argued that L2 learners 
cannot read in a L2 at a level of comprehension sufficient to learn new words from 
context until they have gained a certain threshold of vocabulary in the second 
language. This threshold has been estimated to be in the range of 3,000 to 5,000 word 
families, or 5,000 to 8,000 lexical items. Before attaining this level, it will be 
impossible for L2 readers to comprehend with accuracy. This is a paradox: beginning 
language learners need to read to gain vocabulary, but they need to gain vocabulary to 
read! Coady (1997) suggests that special attention should be given to vocabulary 
learning until learners have reached the vocabulary threshold. He also suggests that 
when reading in a L2 top-down processing seems to be more effective-and better 
a 111ý ble to overcome the effects of limited vocabulary-if the student reads texts that are 
personally interesting and familiar. Bottom-up processing instruction in vocabulary 
and structures, on the other hand, could be effective if complemented with an 
emphasis on readers' interests and a match between text and background knowledge. 
1.3.7 Bilinguals' mental lexicon and its role in L2 processing 
A major focus on bilingual research during recent years has been on the use of 
bilinguals' mental lexicon. The topic under investigation was: are words stored 
together in one lexicon or two separate ones for each language? According to 
Schreuder and Weltens (1993) "the mental lexicon is a very important part of any 
model of language processing. It plays a central role because it provides a bridge 
between form and meaning. In the mental lexicon information from all different 
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linguistic levels is combined. Phonology, orthography, syntax, argument structure, 
morphology, and lexical semantics all appear to be important components in the 
entries of the mental lexicon" (p. 4). 
There are two models that describe bilinguals' memory representations. According to 
the word-association model LI interferes with L2 at the lexical level through the 
means of cross-language word associations. According to the above theory, "access 
to concepts from L2 words is therefore mediated through the first language by 
activation of translation equivalents in LP (Kroll, 1993, p. 66). According to the 
concept mediation model, however, each language has independent access to a 
common conceptual representation. 
It has been argued that as L2 proficiency increases, there is a shift from word 
association to concept mediation, which suggests that L2 learners are developmentally 
ready to integrate meanings across languages. Interference from Ll gradually 
diminishes with the development of L2 expertise. Therefore, "second language 
learners rely on first language mediation until they are able to conceptually mediate 
the second language directly" (Kroll, 1993, p. 68). 
1.3.8 Bilingualism and dyslexia: some identification and assessment problems 
The study of dyslexia has mainly focused on monolingual individuals, while at the 
same time the study of bilingualism has so far focused on individuals without literacy 
difficulties. Further research is needed to explore possible links between these two 
areas so as to be able to understand "the impact that dyslexia has on language learning 
and the impact that multilingualism has on literacy learning" (Cline, 2000, p. 3). 
There are indeed only a few studies within the existing reading literature that have 
investigated the relations between dyslexia and bilingualism. Attempts to find 
common points of reference have been problematic partly because of definition 
issues. Accurately defining who is a 'bilingual' and who is 'dyslexic' (or even 
whether someone is both a dyslexic and a bilingual for that matter) is further essential 
for sampling purposes, that is for accurately assigning the right individuals to control 
and experimental groups. 
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One clear obstacle in undertaking this kind or research is that within the student 
population bilingual individuals who have reading problems are hugely under- 
represented. They are only a very small percent of the total student population within 
mainstream schools or universities (Deponio et al., 2000). 
Another problem is that of identifying dyslexia by using IQ scores as a diagnostic tool 
in the process of assessment. IQ tests have long been accused for not culturally 
specific (culturally biased); it would therefore be dangerous to use them as an 
exclusionary criterion for dyslexia given that bilingual learners may not have acquired 
adequate language proficiency or adequate cognitive skills to score high in an IQ test 
originally designed for monolingual populations and administered in a foreign 
language. Yet, at the opposite end, (e. g. Gersten and Woodward, 1994; Cline and 
Frederickson, 1999) "avoidance of IQ testing with bilingual pupils will also lead to 
under-identification" of these same individuals (Cline, 2000, p. 5). 
1.3.9 The use of phonological measures to differentiate between dyslexic, 
bilingual and monolingual individuals 
Everatt et al (2000) found that measures that reliably differentiate between dyslexic 
English-Sylheti (7-8 year-old) bilingual children and their matched monolingual 
controls are phonological processing (non-word reading, rhyme, alliteration and sound 
discrimination) and rapid naming. Measures that reliably differentiate between 
bilingual and monolingual control children, on the other hand, include non-word 
reading, rhyme, reciting months of the year, repeating novel sequences of unknown or 
non-linguistic auditory information and recognizing previously seen shapes. 
-based mf Overall it was found that tasks involving sound i ormation are better able to 
differentiate those with poor literacy skills and those without, whereas tasks requiring 
visual and motor sequencing type of skills do not (Everatt, Smythe, Adams, and 
Ocampo, 2000). 
Whether the same measures can reliably distinguish individuals with and without 
literacy difficulties as well between bilingual, monolingual, and dyslexic groups of 
adults is still uncertain. It also remains unclear whether such measures are able to 
differentiate between groups of individuals in different orthographies (i. e. other than 
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English). Such research would not only have to take account of factors like language 
capability and general cognitive ability, but also other soclo-Ilngulstlc and cultural 
factors (Everatt et al., 2000). The present research will attempt to address the above 
question. 
1.3.10 Issues in the identification and assessment of dyslexic, bilingual and 
dyslexic bilingual individuals 
There are certain issues in the assessment process of the dyslexic bilingual pupil, such 
as the use of culturally inappropriate reading material, second language development 
or lack of maintenance of the first language that seem to be of importance. Such 
factors also need to be carefully examined when assessing dyslexia particularly in the 
early stages of second language acquisition. 
The issue of under-representation of ESL students with dyslexia has also been 
frequently reported in the learning difficulties literature (Deponio et al., 2000). 
Researchers in the area point out that "it is likely that the identification of dyslexia in 
bilingual pupils is a neglected area because of the often mistaken assumption that the 
primary difficulty is second language learning and not dyslexia" (Deponio et al., 
2000, p. 30). Furthermore, appropriate assessment procedures for identification of 
dyslexia amongst English and Greek adult bilinguals are scarce (e. g. Sutherland et 
al's, 1998 assessment and support materials for English adults and young people with 
EAL which include diagnostic interviews, reports and support strategies). 
1.3.11 Picture naming ability in bilinguals 
Picture naming is a commonly used task to assess bilinguals' mental lexicon that 
requires concept mediation (Smith and Magee, 1980) since it requires access to the 
concept before activation of the specific L2 lexical entry for production. In order to 
name a picture it is first necessary to access that picture's meaning before accessing 
its name. Picture naming is a semantic memory task that can provide us with 
information about the process involved in accessing the bilingual lexicon (Snodgrass, 
1993). It has further been hypothesised that since producing a word in L2 takes 
bilinguals considerably longer than it does to produce a word in their Ll, picture 
naming also takes longer in L2 than in Ll. Input language must first be encoded for 
output language to be produced, which accounts for the longer time that bilinguals 
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take in this task. This gap from encoding to production becomes less apparent with 
L2 expertise however (Snodgrass, 1993). 
The picture naming task used in this study included pictures that were semantically 
related (door, table chair, bow, hat). It has been argued that "category structure plays 
an important role in picture naming. This means that naming latency is sensitive not 
only to the characteristics of the stimulus itself, but also to characteristics of the 
relationship of that stimulus to other stimuli which are semantically related" 
(Snodgrass, 1993, p. 109). It was hypothesised that using semantically related pictures 
would facilitate rapid naming of the stimulus pictures. 
It has further been found that in lexical decision and homograph recognition tasks 
bilinguals' lexical access in not always language-selective, both their lexicons are 
being activated when they are required to enter a bilingual language mode (Grosjean, 
1998). 
There is also evidence to suggest that naming speed is required for the development of 
orthographic skills (Wolf and Bowers, 1999). In particular, cross-linguistic research 
in the area supports that the naming speed deficit appears to differentiate between 
readers of more regular orthographies than English (e. g. German, Dutch and Spanish), 
which suggests that it is equally predictive in transparent languages such as Greek that 
present fewer phonological-based demands. Such evidence would bring us to the 
conclusion that "when phonological skills play a reduced role in the more transparent 
orthographies, naming-speed performance becomes an even stronger, more important 
diagnostic indicator and predictor of reading performance" (Wolf and O'Brien, 2001, 
p. 5). 
1.3.12 Rapid naming and the development of lexical fluency in L2: the process of 
lexical access for Ll and L2 rapid naming performance 
The way adult L2 readers acquire lexical representations for L2 and the way in which 
they then connect them to existing representations within the cognitive network (or 
(mental lexicon') for words and their meanings in LI is a key issue for the 
development of lexical fluency in L2. It has been typically measured through 
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production tasks like simple word or picture naming that require cognitive and 
conceptual processing. Naturally, the more fluent a L2 learner, the more easily they 
can access meaning directly for L2 words. L2 readers' performance in rapid naming 
becomes faster with increasing L2 proficiency as they manage to acquire a richer 
lexical network for words in L2, which is said to account for their increasing speed 
and accuracy (Kroll, Michael, Tokowicz, and Dufour, 2002). Less proficient L2 
learners, on the other hand, seem to depend more on external cues to language when 
performing naming tasks. 
The process of naming pictures or words in a L2 is often facilitated in cases where 
there is LI and L2 word similarity or when there is absence of unknown L2 
vocabulary. Cross-language similarity of lexical features also seems to facilitate 
naming performance when there is a straightforward correspondence between 
orthography and phonology between the two languages (Kroll et al., 2002). 
As far as digit naming is concerned, Meuter and Allport (1999) found that "when 
bilinguals had to switch between languages in naming numbers, there were larger 
switch costs into LI than into L2" (p. 165). They explain that LI, which is more 
active, becomes inhibited at the cost of L2 production, so that when there is a need to 
switch from one language to the other L2 readers can lower their actual processing 
speed (Kroll et al., 2002). 
1.3.13 Relations between rapid naming and reading 
Slow naming of common symbols and poor phonemic awareness have both been 
found to contribute somewhat independently to poor reading skills. However, the 
route through which the processes associated with performance on tests of rapid 
naming affect reading is not well understood. In an attempt to answer the above 
question, Bowers, Sunseth and Golden (1999) administered a test of word recognition 
using different types of letter strings. In study 1, grade 2 and grade 3 children were 
assigned to no-deficit, single-deficit, and double-deficit groups on the basis of their 
cut-off scores on tests of rapid naming and phonemic awareness. Of special interest 
was the finding that, in grade 3, rapid naming skill was the only predictor of non-word 
string recognition and interacted with phonemic awareness in predicting the report of 
letters in pseudo-word strings. In Study 2, third grade children were selected based on 
deficits in naming speed (naming speed deficit [NSD] group) or in phonemic 
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awareness (phonological deficit [PD] group). As in Study 1, NSD children were less 
accurate than PD children in reporting letters of non-word strings. They were more 
accurate but slower readers and demonstrated less knowledge of orthographic 
patterns. Such results provide some support for the hypothesis that the failure to 
sufficiently automatise letter recognition interferes with letter string processing and 
growth of orthographic knowledge. 
Yet, the route by which the ability to name symbols quickly affects reading 
achievement has been difficult to establish. There is ample evidence that slow naming 
speed characterises children with reading disabilities (e. g., Denckla and Rudel, 1976; 
Wolf, 1991), but it still remains unresolved whether the same is true for adults, 
although there is some research to support that naming speed deficits continue to be a 
persisting characteristic of reading impaired adults even at later stages of reading 
development (Felton, Naylor and Wood, 1990). The combination of a deficit in 
naming speed with the widely acknowledged deficit in sensitivity to the phonemes in 
oral language is further associated with more severe reading problems (Bowers and 
Wolf, 1993). While the poorest readers often show deficits in naming speed for 
common objects and colors as well as symbols, letter and number names are more 
reliable markers of the speed deficit by Grade 2 (Felton, Wood, Brown and Campbell, 
1987). Further research into the different processes involved in reading is necessary, 
however , in order to identify where 
the areas of difficulties in reading lie and how 
such difficulties can impact on individuals' literacy and general language skills. 
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1.4 Reading 
Reading is perhaps the most important cornerstone of literacy in almost every part of 
the modem world. Yet, not everyone seems able to master the art of reading. There is 
no wonder why there has been a vast amount of research into reading skills and 
processes over the last century. 
1.4. lTowards a definition of reading 
According to the Reading Excellence Act's (REA) definition of reading, the term 
'reading'means a complex system of deriving meaning from print that requires all of 
the following: the skills and knowledge to understand how phonemes or speech 
sounds are connected to print, the ability to decode unfamiliar words, the ability to 
read fluently, sufficient background information and vocabulary to foster reading 
comprehension, the development of appropriate active strategies to construct meaning 
from print and the development and maintenance of a motivation to read. 
(Section-2252. (4)... R-eadnig.. ExcellenceAct.. 
-(. 
19.98), U. S. 
-D-ei)artment of 
Education, 
Office of Special Education Programs) 
www. ed. gov/offices/OESE/REA/reading act. pd 2003). 
1.4.2 The process of reading 
How does the reading process take place in normal readers? Reading is a complex 
process that follows a specific pattern or sequence of events that are taking place from 
decoding to recognition to comprehension. These are: 
1. Control of eye movements. This involves a fixation on a particular point in the 
text followed by a saccade (movement into the next point of text) and occasional 
regressions or return sweeps (going back to the text usually when something is not 
clear to the reader). This process is repeated and is controlled by the eye's 
muscles, which essentially control the different movements, i. e. the fixations and 
saccades. 
2. Word recognition. Once the reader fixates to a word, the word must become 
meaningful to the reader; the reader has to put together (meaningfully combine) 
the series of letters to form a meaningful and recognizable unit by successfully 
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accessing the right word through the mental lexicon and then deciding what that 
given word means. After selection of the appropriate meaning for that particular 
word, the reader then has to combine the different words together, determine their 
syntactic function, the grammatical and syntactic relations by mentally breading 
the sentence into fragments. The reader must then try to make sense of the 
sentence often by drawing inference/s from past knowledge and relating the 
meaning of the sentence to this of the other sentences within the text to integrate 
the information and potentially use and/or learn it (Gough, Hoover and Peterson, 
1996). 
Reading is a not only a complicated cognitive process but also one that is extremely 
difficult to define and capture theoretically. A comprehensive theory of reading must 
deal with a wide range of issues and account for a wide range of behaviors and 
capabilities. These are: 
1. Processing words and sentences: The starting point for reading is the input of 
the words in a sentence, word-by-word and then sentence-by-sentence. Before 
anything can be understood about any given text, this needs to be processed. Much 
research in language processing is concerned with how word meanings are looked 
up, how ambiguous words are disambiguated, how the meanings of the words in a 
sentence are combined into a meaning for the sentence as a whole, what the role 
of various punctuation is, what the tense of the sentence is, when and how a reader 
might go back and re-read some text, and so on. The important skill that readers 
need to acquire is sentence processi . ng, although it is often necessary to deal with 
sentence &agments as well. 
2. Drawing inferences: One of the most important tasks the reader must carry out 
while reading is to be able to deten-nine hidden meanings and make explicit what 
was left implicit in the text. In order to achieve this, the reader must draw on the 
context provided by the text that has been read so far, by the external situation that 
the reader is in, and by the overarching task that the reader is carrying out. The 
reader must also draw on background knowledge about the world in general and 
relate this to any past experiences. Much of the research in this area of reading is 
concerned with knowledge representation-how contextual and background 
knowledge is encoded, with memory-how this knowledge is organized such that 
it can be retrieved at the appropriate moment using the available cues, and with 
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abduction-how background knowledge and current context can be brought 
together to enable the reader to draw plausible inferences from the material in the 
text. 
3. Dealing with novel words or the metaphorical reuse of words in new contexts to 
the description of unfamiliar or novel concepts through the use of language. 
4. Controlling theprocess: During the reading process, readers are also concerned 
with other goals, activities, and occurrences in the world around them, which 
demand attention. There is less research into this aspect of reading, but some 
studies have been concerned with situated reading-how the reading task interacts 
with, and is affected by, the larger context in which it is carried out; focus of 
attention-how a reader pays attention on different aspects of the text, switching 
dynamically between skimming and in-depth processing, and meta-reasoning- 
reasoning about the reading process itself (Ram and Moorman, 1999). 
1.4.3 Theoretical models of reading 
Top-down and bottom up text processing skills in reading comprehension 
Top-down and bottom-up theories have dominated the reading research literature 
during the last years (Stanovich, 1980). Top-down (knowledge-driven) theories of 
reading highlight the importance of a reader's knowledge, expectations, hypothesis 
testing, and active text modeling and view the reader as cognitively active. According 
to this theory, the decoding of text serves a comparatively minor role, for instance, to 
confirm the reader's expectations. These accounts underscore the importance of the 
metacognitive control a reader has over reading (Rayner and Pollatsek, 1989). They 
further support that it is the higher levels of processing (i. e. comprehending and 
constructing the meaning of what is being seen, read or heard) that determine the 
processing of words and letters. Readers, according to this view, do not read every 
word, but rather scan the text making hypotheses or guesses about where the next 
word is and guess the meaning of that word or phrase primarily based on previous 
knowledge. 
Top-down models (Goodman, 1973) suggest that good readers will use the overall 
context in which a word appears for recognising or even guessing that word. There is 
evidence, however, which suggests that it is actually poor readers who use context 
for 
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guessing words, and that fact good readers are distinguished by quick automati C? __ 11 ic 
recognition of words (Stanovitch, 1980). It has been found that both first and second- 
language learners often use top-down strategies to compensate for their weak 
language skills (Amos, 1997). 
In contrast, bottom-up (data-driven) models emphasise the importance of text-specific 
elements. Such accounts assert that reading involves a hierarchical arrangement of 
reading sub-components, lower-level processes work towards transmitting 
information to sub-components at higher levels (Rayner and Pollatsek, 1989). The 
reader is seen as a more passive recipient of text information, responding to the text as 
it is encountered, whereas the control of reading resides in the text itself (LaBerge and 
Samuels, 1974). 
Bottom-up models support the idea that comprehension proceeds linearly from the 
isolated units (i. e. letters) to higher levels of processing. Linguistic information or 
meaning is processed beginning with the smallest units of language (i. e. letters and 
words) and ending with larger units (i. e. sentences). Thus, the reader will perceive 
every letter, organise the perceived letters into words, and then organise the words 
into phrases, clauses, and sentences. All letters and words need to be processed 
before the reader is able to construct meaning. Reading largely depends on the visual 
printed stimulus that needs to be carefully processed. If that wasn't the case, then 
reading speed and accuracy would not be affected if words were unclear in a given 
text (Amos, 1997). 
More recently, current models of the reading process have focused on the interaction 
of top-down language and background knowledge with bottom-up text processing. 
Interactive models indicate successful readers need to decode and interpret 
simultaneously. For ESL students, this would indicate that if they have deficiencies in 
either component -- decoding skills or with language or 
background knowledge -- 
they will have difficulties reading in English. 
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Interactive models have tried to incorporate elements of both top-down and bottom- 
up theories (Stanovich, 1980; Rayner and Pollatsek, 1989). According to the 
interactionist viewpoint, knowledge-driven and data-driven aspects normally interact 
in a skilled reader. Although interactive accounts capture the complexity of reading 
better than strictly top-down and bottom-up views, they fail to clarify how sub- 
component inefficiencies can affect comprehension under various task conditions. 
Assuming that attention can be reallocated to assist in decoding, does this reallocation 
impair comprehension, or do readers suspend processing to resolve a problem on-line 
and resume from where they left off? The answer is likely to depend on the type of 
the reading task. 
1.4.4 Explaining reading comprehension problems: A simple view of reading 
The 'Simple View ofReading' (Gough and Tunmer, 1986) is a theory that helps 
explain reading comprehension deficits. It postulates that dyslexics' weak decoding 
skills could interfere with their ability to comprehend text and could affect the 
accuracy and speed of information processing necessary during comprehension. 
The 'Stage Theory ofReading Development(Chall, 1996) on the other hand, 
maintains that phonological/decoding accuracy and fluency are essential skills in 
reading comprehension ability. When decoding is not an automatic process for 
individuals with reading difficulties, the processing resources become very limited 
and inefficient for adequate comprehension. As Swanson and Alexander (1997) 
explain, what happens in this case is that the processing required for word recognition 
will place an additional demand on working memory functions and will eventually 
restrict the attentional recourses necessary for comprehending text. 
1.4.5 Reading comprehension and dyslexia 
Recently Zabell (2003) investigated the extent to which measures of phonological and 
orthographic processing, single word reading, decoding, and vocabulary measures 
could predict individual differences in spelling ability of adult dyslexic and non- 
dyslexic students. It was found that for the dyslexic group reading comprehension 
was significantly highly correlated with measures of single-word reading, vocabulary, 
spoonerisms (speed), orthographic choice task (accuracy and speed), and digit 
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symbol, with word recognition and processing speed being the strongest predictors. 
For the non-dyslexic group, reading comprehension was highly and significantly 
correlated with measures of vocabulary and orthographic choice tasks (accuracy) and 
less so with the other measures with vocabulary and orthographic processing being 
the strongest predictors. 
Gottardo et al (1997) found that vocabulary was the best predictor of reading ability 
amongst adult good and poor readers assessed on the WRAT (Wide Range 
Achievement Test; Jastak and Jastak) in their study. These results are also supported 
by Hanley (1997) who found that vocabulary was also the single best predictor of 
singly word reading accounting for 44% of the variance for her group of adult 
dyslexic students assessed on the NART (National Reading Test; Nelson, 1980) test 
with Spoonerisms and vocabulary together accounting for 53% of the variance in 
reading ability. It could be argued that this high relationship between vocabulary and 
reading is indicative of the fact that "individuals with good vocabularies were 
potentially better equipped to compensate for their decoding/reading difficulties" 
(Zabell, 2003, p. 235). 
Does this mean that dyslexics' poor reading comprehension and spelling skills are due 
to their poor decoding ability? Given the positive relationship between the two 
variables, it could be argued that poor decoding skills can indeed impact on word 
recognition skills, which can in turn influence reading comprehension and spelling 
ability. Simmons and Singleton (2001) and Long, Oppy and Seely (1997) have found 
a relationship between reading comprehension and inferential processing with 
working memory deficits being the main factor influencing readers' inferential 
processing skills. It appears that "the ability to connect information from different 
parts of the text and to make subject related inferences, requires the temporary storage 
and concurrent processing of infonnation in working memory" (Zabell, 2003, p. 238). 
As processing speed increases so does performance on reading comprehension, 
suggesting a close positive relationship between the two variables. 
1.4.6 The two components of reading: decoding and comprehension 
Decoding and reading comprehension are two literacy components that are not 
directly interrelated. Both, however, are essential for reading for successful reading. 
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Reading comprehension seems to be dependent on successful decoding of words 
within the text, although there is evidence to suggest that this is not always the case 
and that these two processes can be dissociated- individuals with literacy difficulties 
have often been found to present problems in one of these two areas of reading. Good 
decoders are not always good comprehenders of text and vice versa although there is 
mixed evidence for this within the reading literature (Simmons and Singleton, 2000). 
To ascertain the role and the relative contribution of decoding and reading 
comprehension in reading ability, Hoover and Gough (1990) assessed 254 bilingual 
children (grades 1-4) on measures of decoding (pseudo-word naming), listening 
comprehension (listening to a story and answering questions about the story), and 
reading skills. Analysis of the results revealed very strong correlations between the 
three variables investigated. It was found that reading ability in this study was the 
product of both decoding and comprehension skills. Moreover, children who were 
good decoders were also good in listening comprehension and vice versa, whereas 
children who were weak decoders performed poorly in listening comprehension. 
When these data were compared with monolingual children's performance on the 
three tasks, the researchers found that the extent to which the three variables were 
related to each other depended on the grade level (Gough, Hoover and Peterson, 
1996). It was concluded that if poor readers are good at decoding, then they should be 
expected to be poor at comprehension. If on the other hand, poor readers are good 
comprehenders, then they should be expected to be poor at decoding. 
1.4.7 The role of background knowledge in decoding and comprehension 
Evidence suggests that it is comprehension and not decoding that is mostly influenced 
by the reader's prior knowledge or specific subject knowledge (Peterson, 1996). This 
would suggest that comprehension is subj ect- specific and decoding is a more general 
literacy ability that readers manage to acquire at some point of their literacy 
development. 
Such issues are particularly important to bear in mind when assessing individuals' 
decoding and comprehension and decoding abilities or their literacy skills in whole. 
If we are to provide reliable assessment for individuals with literacy problems, then 
we ought to "determine whether the disability results from a weakness in decoding, a 
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weakness in comprehension, or (as is most likely) weaknesses in both, for the two 
disabilities call for very different types of remedlatlon" (Gough, Hoover and Peterson, 
1996, p. 12). Good readers are good decoders they have developed automaticity and 
word recognition skills usually through exposure to print. Focusing on the 
development of automaticity and word recognition skills should therefore help ESL 
students become good decoders. This can be achieved by systematic exposure to 
large quantities of print to enhance automaticity of word recognition skills. Other 
reading strategies that ESL instruction could focus on include: predicting, guessing 
words from context, scanning and skimming through text (Schneider, Elke, and 
Ganschow, 2000). 
1.4.8 Predictors of reading comprehension ability in adult dyslexics and non- 
dyslexics: evidence from recent research 
Zabell (2003) found that vocabulary predicted reading comprehension and that both 
of these skills are influenced by verbal ability. As she explains: "the ability to make 
inferences, to integrate sentences and information contained in different parts of the 
text, and to induce word meanings are skills possessed by the verbally competent and 
are essential to the comprehension of written material" (p. 242). Such findings are 
supported by earlier research by Stanovich et al (1996) and Nation and Snowling 
(1998). 
Zambell (2003) further found that orthographic processing skills also predicted 
reading comprehension ability amongst adult non-dyslexics. Such a finding is also 
consistent with research by Stanovich and West (1989) and Stanovich et al. (1996) 
who supported the idea that orthographic processing is a skill developed through 
exposure to print; the more reading experienced one is, the more automatic word 
recognition skills they have acquired and the more competent they therefore become 
in text processing. Thus, orthographic processing skills facilitate reading 
comprehension through automatic word recognition attained by means of having 
acquired a good sight vocabulary. 
Conversely, because of the fact that dyslexics read less they undoubtedly limit their 
is finding is often referred to in the opportunities to acquire new vocabulary. Thi II 
reading literature as the 'matthew effect'which suggests that there is a reciprocal 
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relationship between reading comprehension and exposure to print: those with good 
verbal skills have more reading experience. Exposure to print in turn aids the 
development of comprehension skills, which in turn further facilitates the 
development of verbal ability (Zabell, p. 242). 
Zabell (2003) reported that dyslexics' performance on the orthographic choice task 
(OCT) was found to be predictive of their spelling ability. The perfon-nance of the 
adult dyslexic group in this study was found to be equally impaired at phonological 
and orthographic processing measures in which they were assessed: there was no 
evidence of the hypothesis that dyslexics are better at phonological processing tasks 
than they are at orthographic processing tasks and vice versa. Does this provide 
evidence for the fact that amongst adult dyslexics the two processes are interrelated 
and that phonological processing deficits are after all independent from orthographic 
processing deficits or vice versa? 
1.4.9 Theoretical models of reading 
The schema theory: the role of schemata in LI and L2 reading 
Schemata are knowledge structures. They are organized hierarchically, such that 
larger, more general categories comprise smaller, more specific ones. For example, 
under the semantic category of 'sports' one would find the smaller categories of 
'tennis', 'football', 'athlete% 'competition' and under those categories there are other, 
more specific categories as well. When processing text, all infortnation must be taken 
into account. For a schema to become activated, the reader must use the incoming 
data to locate possible specifics in the schema. This in turn activates the top-down 
processing mechanism, which searches for the appropriate schema to account for all 
the details in the input (Adams and Collins, 1985). 
Schema processing can be blocked in two ways during L2 reading. Firstly, because it 
is data-limited , it 
depends on the reader's ability to receive input data. Therefore, 
difficulties that L2 readers often present such as a lack of vocabulary knowledge can 
often impede the process. Secondly, because the processing system is resource- 
limited., it cannot use more resources than those available in the working memory. So,, 
if both the vocabulary and the structure of the text, for example, are unfamiliar, the 
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reader will be unable to allocate sufficient working memory resources to top-down 
and bottom-up processing. Normal reading will therefore be interrupted because the 
processing demands involved in reading exceed the learner's resources (Singer and 
Ruddel, 1985). 
Adams and Collins (1985) used a short text to illustrate how a schema is invoked at 
different levels of comprehension by a reader. They argued that a schema plays an 
important role, to begin with, at the orthographic level, that is, during orthographic 
processing, where it is invoked to process words more quickly and efficiently. Skilled 
English readers, for instance, do not need to look at each letter to process a word; 
rather, they apply their schema of English orthography. A similar phenomenon occurs 
at the level of syntactic processing, in that the L2 learner invokes background 
knowledge of English sentence structures to more quickly process the syntactic 
relationships within sentences. At the semantic level, the L2 reader tnes to fill in the 
details that are not in the text. For example, in a text beginning with the following 
statement 'a poor man went to a large house', the reader must invoke her knowledge 
of both "poor men" (i. e. men that don't have wealth) and "large house" (i. e. house that 
costs a lot of money) schemata to infer that the house does not belong to the poor 
man. Semantic processing of this sort must occur throughout the text for information 
to be successfully comprehended. Finally, a schema of the nature of texts is also being 
applied at the interpretive level for the reader to understand the rationale of the story 
in the text lying beyond the surface meaning (Adams and Collins, 1985). 
To conclude, the schema theory not only applies to meaning-based concepts, but to all 
knowledge structures. Application of existing schemata in reading requires 
background knowledge of concepts as well as background knowledge of the language 
and orthographic systems. 
Future research could investigate the techniques for helping L2 adult learners to apply 
schemata at any level of processing either phonological, semantic, syntactic or 
interpretational. The impact and role of culture and different language systems in 
applying schemata is another area that could benefit from further research. 
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1.4-10 Reading problems in different languages: two different viewpoints 
Within the reading literature there are two dominant theoretical perspectives that 
address the problem of word reading deficits in different orthographies. The first is 
the Central Processing or Universalistic theory according to which the development 
of word-based processes in different languages is shaped by common underlying 
cognitive and linguistic processes such as verbal memory, phonological awareness, 
rapid naming etc which predict reading ability no matter which language or 
orthography. The above viewpoint suggests that there is a biological basis for deficits 
in reading. The second is the Script-dependent theory (Frost, 1994; Kats and Frost, 
1992), according to which it is the orthographic peculiarities that influence word- 
based reading processes in different languages. Although these two viewpoints 
present alternative explanations about the nature of reading problems faced by 
individuals from different language backgrounds, it could be argued that they are not 
entirely different given the converging evidence underlying the basic principles 
behind the two theories. 
1.4.11 Reading difficulties and second language acquisition 
Reading difficulties are a common source of problem in the process of second 
language learning for many individuals. Particularly, difficulties that biscriptal 
readers present are often slow reading rate and lower comprehension ability. 
Research suggests that bilingual individuals take considerably longer to read text in 
their second language than they would in their first language and that they have 
difficulty understanding text in a second language despite adequate grammatical and 
syntactic knowledge as well as vocabulary (Alderson and Urquhart, 1984). It would 
seem, however, that poor reading comprehension in a second language is not solely 
dependent on the above factors as it is a complex issue that may have other causes. 
While the fact that reading in a second language is a difficult task for most second 
language learners has been well established in the literature, it is still unclear whether 
this difficulty stems from problems in learning the language or problems in reading. Is 
it, as Alderson (1998) puts it, 'a reading problem or a language problemT 
It has long been proposed that second language reading problems may occur because 
of problems that those individuals present in their native language in the first place. 
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In line with this argument, Jolly (1978) proposed that "reading in a foreign language 
requires 'the transference of old skills., not the learning of new ones' and that therefore 
those "who fail to read adequately in the foreign language fail because they either do 
not possess the 'old skills', or because they have failed to transfer them" (Alderson, 
1998, p. 2). Alternatively, it has further been proposed that poor reading in a foreign 
language may result either from poor use of a reading strategy in that language or use 
of different reading strategies from those employed while reading in one's native 
language (Alderson, 1998). 
Such an argument would also lead to the simple conclusion that second language 
reading is a reading problem rather than a language problem (Coady, 1979). Theorists 
(e. g. Goodman, 1973; Rigg, 1977) in this area who adopt the universalistic 
perspective have argued that the reading process is essentially the same for all 
languages. Critics of the above view (e. g. Clarke, 1979) argue, however, that "if the 
reading process is the same or very similar in all languages, then one would expect 
reading ability to transfer across languages" and "good native speakers to be good 
second language readers" as well (Clarke, 1979, cited in Alderson, 1998, p. 3). With 
reference to the transfer of ineffective strategies from the first language to the second, 
the parallel processing hypothesis has also been proposed. Proponents of this 
hypothesis argue that L2 readers employ separate syntactic processors for dealing 
with each language. At early stages of second language leaming, readers might 
transfer the language-specific processing strategies of their first language to reading in 
their second language. In areas where the languages differ syntactically, they will 
have poor reading comprehension. After a certain level of language learning has been 
attained, the readers gain syntactic processing strategies specific to the second 
language. 
While some studies seem to support this hypothesis, there is also contrasting evidence 
from research which shows that even at low levels of language proficiency L2 readers 
are able to apply second language syntactic constraints to the interpretation of texts, 
refuting the parallel processing hypothesis (Alderson, 1998). Proponents of this 
opposite view take on a somewhat different perspective. Yono (1971), for example, 
argues that second language reading difficulties are mainly the result of four key 
factors: inadequate knowledge of the second language, interference from the 
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first/native language, ability to identify and remember the correct cues and ability to 
make the right associations between the different cues within the text. Such views, 
however, are not backed by empirical evidence (Alderson, 1998). 
There is a considerable amount of data gathered from researchers who have tested 
these two different hypotheses. Such evidence comes from studies with bilingual 
populations in which subjects' transference skills were assessed in tenns of their 
reading ability. Evidence for the first hypothesis has been obtained in studies with 
Mexican-Indian children who were first taught their native language and then their 
second language (Spanish) showed improved second language reading ability when 
compared against children who were first taught in the second language, which would 
suggest a transference effect across the two languages. Studies with English- French 
Canadian populations, however, present contrasting results. Bank and Swain (1975), 
for example, found that children who were first taught to read in a second language 
(French) performed as well as the monolingual controls, in L2 reading tasks, which 
would suggest that "they were able to transfer the strategies learned in the second 
language back into their first language" (Alderson, 1998, p. 8). Yet, other studies 
(Cowan and Sarmad, 1976) present evidence that bilingual English-Farsi children 
perfon-ned significantly worse in both their first and second languages when compared 
against their monolingual controls as they were unable to achieve transfer of their 
reading ability in one language or the other (Alderson, 1998). 
Are such conflicting results due to language differences or is it that each bilingual 
case is essentially different so it is hard to derive to 'universal' conclusions as 
Cummins (1976) would argue? And if we were to accept the findings of these two 
studies then could we assume that transfer of reading ability works both ways (i. e. 
from first to second and from second to first)? Cummins (1979) asserts that first 
language proficiency certainly plays a key role in second language proficiency 
(cognitive and academic) and that those who are already good readers in their first 
language are more likely to become proficient readers in the second/foreign language 
(Alderson, 1998). This assertion was tested in an English-French bilingual study 
(Carey and Cummins, 1979) where the researchers found strong positive correlations 
between participants' reading ability both in the first and second language as 
measured in the Canadian Test ofBasic Reading Skills and in cloze type tests, 
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although there was contrasting evidence to disprove any association between 
bilinguals' reading achievement in either their first or second language (e. g. Lapkin 
and Swain, 1977) when compared against monolingual controls. Such a claim would 
suggest that "the same ability underlies both languages" and that "a reading ability 
learned in the second language transfers to the first language and that there is no 
evidence that bilingual reading behaviour is different in kind from native-speaker 
reading behaviour" (Alderson, 1998 p. 9). 
According to different line of evidence , it 
is the kind of strategies that L2 readers use 
when reading in their second language that essentially determine their level of reading 
ability and transference. More specifically, Cowan (1976) argues that the specific 
("strategies which readers employ to process text must be to some extent language- 
specific" (Alderson, 1998, p. 10). When a reader is faced with different syntactic and 
grammatical structures different strategies must be employed. Cowan (1976) further 
extends this argument of language-specific strategy use to conclude that only "to the 
extent the [two] languages are similar, transfer of reading strategies will be 
facilitated" (Alderson, 1998, p. 10). So, according to his theory, for any two languages 
that are structurally similar, for example, in the case of Spanish-English or French- 
English bilinguals, it would be expected that the good reader in the first language 
would be better than the poor first language reader when both are tested in their 
foreign language reading ability. Yet, one aspect that the theory fails to account for is 
the actual level of foreign language competence (proficiency) required for successful 
reading to take place. 
In fact there is evidence that contradicts the above theory. Ulijn (1978), for example, 
argues that the mere fact that two languages are structurally dissimilar does not pose a 
problem for second language learners in terms of their reading comprehension ability 
and their reading speed. In a study with Dutch-French bilingual and native French 
adult individuals, Ulijn (1978) found that the two groups performed similarly in all 
measures of text reading. It was reported that the only significant differences found 
were not due to insufficient grammatical knowledge, but to insufficient conceptual 
knowledge of the text (i. e. word meanings and specific subject knowledge). In 
another study with Mexican-English university students Alderson, Bastien and 
Madrazo (1977) tried to control for subject knowledge by administering texts in the 
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students' study area in both languages (Spanish and English). They found that 
reading ability was better predicted by foreign/second language competence rather 
than reading ability in the first language suggesting that "a student's knowledge of the 
foreign language is more important to the comprehension of foreign language texts 
than is reading ability in the first language" (Alderson, 1998, p. 13). More 
particularly, it was found that for comprehending easier texts in one's 
second/additional language, foreign language experience was not so important. For 
understanding conceptually harder texts, however, the level of one's second language 
experience seems to play a more significant role (Alderson, 1998). 
Using a similar sample of Spanish-English students Aron (1978), on the other hand, 
found only low correlations between first and second language reading ability on two 
reading tests assessing recall of details, understanding main ideas not explicitly stated 
in the text and ability to make inferences from text. It would be logical to interpret 
Aron's (1978) low correlations as inadequate language knowledge. Yet, Cz1ko (1978) 
and other researchers argue that the problem is slightly more complex, suggesting that 
the use of syntactic and semantic contextual constraints directly influence first and 
second language ability. Thus, less competent foreign language students "are not able 
to use their good first-language reading strategies ... because of their low level of 
competence" (Alderson, 1998, p. 16). 
It should be noted, however, that in all of the above mentioned studies reading ability 
in the first and second language was not accurately measured, thus making it 
impossible to make direct comparisons of individuals' reading ability across the two 
languages. 
Clarke (1979) tried to overcome this methodological concern by testing for any 
relationships between first (Spanish) and second (English) language reading ability 
within individuals and by selecting individuals with the same level of English as a 
foreign language. It was hypothesised that good readers having the same level of 
second language proficiency would utilise their good reading skills and be better able 
to transfer their reading strategies compared to poor first and second language readers. 
Indeed, scores in foreign language cloze tests indicated that good first language 
readers performed significantly better than poor first language readers, suggesting that 
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overall "the good first language readers as a group are better foreign language readers 
than the poor first-language readers" (Alderson, 1998, p. 17). Based on the results of 
this and other follow-up studies Clarke (1979) concluded that "there is no direct 
transfer of ability or strategies across languages, and that foreign language 
competence is required before transfer can occur" (p. 17). 
Returning to the original question posed, namely is it 'a language problem or a 
reading problem', no definite answer has been provided. Most of the evidence, 
however, seems to indicate that it is a language problem at least for low levels of L2 
acquisition, although it remains unclear whether the same holds for individuals with 
high levels of L2 acquisition. 
1.4.12 The role of Ll and L2 ability in L2 reading comprehension 
It has been widely demonstrated that the transfer of Ll reading ability to L2 reading 
comprehension largely depends on readers' degree of L2 language proficiency 
(Yamashita, 2002). The issue of mutual compensation between Ll reading ability and 
L2 language proficiency in L2 reading comprehension has been recently addressed by 
researchers (e. g. Yamashita, 2002). Two common questions currently under 
investigation are whether high Ll reading ability can compensate for low L2 language 
proficiency and whether high L2 language proficiency can compensate for low Ll 
reading ability in readers with different ability backgrounds. 
The relation between LI and L2 reading has been explained through two different 
hypotheses: the linguistic interdependence hypothesis and the linguistic threshold 
hypothesis. According to the first hypothesis, it is proposed that LI reading ability 
transfers to L2 reading and that we would therefore expect a skilled LI reader to read 
well in his/her L2 language as well. According to the second hypothesis, however, 
there is a certain threshold level of competence that second language readers need to 
reach in their second/foreign language learning before they are able to read at a 
comparable level with native language readers. Yet, supporters of this theory 
(Cummins, 1979; 1991) have not clearly defined where this threshold lies as it 
depends on various factors such as the learrier's level of cognitive development and 
learning demands. 
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In an attempt to explore the above relationship, Carrell (1991) measured the Li and 
L2 reading abilities of two groups of students, native English speakers studying 
Spanish and native Spanish speakers studying English by administering reading 
comprehension tests in each language. He found that both Ll reading ability and L2 
language proficiency as predictors made significant contributions to L2 reading 
ability, providing support for Alderson's (1984) conclusions. In the case of native 
English speakers L2 language proficiency was a stronger predictor, while in the case 
of native Spanish speakers it was Ll reading ability. Such a finding could be 
attributable to the nature of second language learning (in the case of the ESL 
participants) and foreign language learning (in the case of the students of Spanish). 
Also, the Ll English learners of Spanish had overall lower second language 
proficiency than the ESL learners. It is possible that second language proficiency is a 
important predictor of second language reading comprehension until a certain level of 
proficiency is attained, after which first language literacy becomes a more important 
predictor of comprehension. 
Even more , it has further been suggested that as L2 learners' proficiency levels 
increase, the relative contribution of LI reading ability increases too. Yamashita 
(2002) explains that "lower-level L2 readers are either not able to transfer their LI 
reading ability (Perkins et al, 1989; Taillefer, 1996), or even if they do, the degree of 
transfer is smaller in comparison with higher-level learners (Brisbois, 1995; Lee and 
Shalleart, 1997). " (p. 82). Other researchers (Taillefer, 1996) in the area have argued 
that specific components of L2 proficiency like vocabulary and grammar make 
different contributions to L2 reading ability and transference. In examining the effect 
of different reading components in reading ability Stanovich (1980) concluded that if 
one reading component is weak in a reader (for example, word recognition skills) 
another reading component may compensate for that matter (for example, use of 
contextual information). Compensatory mechanisms have been found to work 
differently at different levels of reading in poor readers, yet as a general rule, stronger 
components tend to compensate for weaker ones. Future investigation into the 
interaction and compensation of various components of L2 reading comprehension 
may provide a clearer picture towards our understanding of the relationship between 
Ll and L2 comprehension in L2 readers. 
To conclude, it would seem that the language versus reading problem in 
foreign/second language reading difficulties remains an ongoing debate. Although 
there is stronger evidence for the language problem at least for low levels of foreign 
language competence, the answer lies somewhere in between. Certainly, more 
investigation into the area of first and foreign language competence and its relation to 
reading performance is needed for this matter. 
1.4.13 L2 reading and the use of reading strategies: individual differences in the 
use of reading comprehension strategies amongst L2 readers 
Second language readers make use of different strategies in various reading contexts. 
A common characteristic among second language readers is that of transfer of their 
reading strategies from their first to their second language (Anderson, 199 1). There 
are several studies (e. g. Cohen, 1986; Alderson, 1998) that have tried to look into the 
specific strategies that second language readers employ though the use of think aloud 
protocols, a method that allows an individual "to verbalize his/her thought processes 
while completing a given task" (Anderson, 1991, p. 460). Think aloud protocols have 
further been used as a way to identify and validate language learning strategies (e. g. 
see Oxford and Crookall, 1989). 
After examining the effect of different reading components in bilinguals' reading 
ability, Stanovich (1980) concluded that if one reading component is weak in a reader 
(for example, word recognition skills) another reading component may compensate 
for that matter (for example, use of contextual infon-nation). Compensatory 
mechanisms may work differently at different stages of reading in poor readers, yet, 
as a general rule, stronger components tend to compensate for weaker ones However, 
further investigation into the interaction and compensation between components of L2 
reading comprehension can provide a clearer picture towards our understanding of the 
interaction between LI and L2 on the reading ability of L2 users. 
To start with, L2 readers often use metacognitive strategies to aid their reading 
comprehension. The compensatory-en coding model of reading suggests that 
experienced readers compensate metacognitively for inefficient reading sub- 
components or cognitive resource limitations. For instance,, readers with less efficient 
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access to information in working memory are predicted to look back in text more than 
those with more efficient access to information in working memory do. So, those 
readers with more efficient access to information in verbal working memory look 
back less, according to the model. 
Reading researchers have not yet understood how automatic aspects of reading (i. e., 
reading activities occurring beneath conscious awareness) interact with strategic (e. g. 
metacognitive) aspects of reading. Most studies concerned with metacognitive aspects 
have not addressed the operations of low-level sub-components (Perfetti, 1985; 
Stanovich, 1990). Along the same lines, studies that have focused on automatic 
aspects of reading have rarely addressed the role of metacognitive processing 
(Perfetti, 1985). Still, an appreciation of how these seemingly independent aspects 
interact must be achieved before a full understanding of reading is possible. 
The compensatory-en coding model, on the other hand, is concerned with how 
automatic and strategic aspects of reading interact under different task conditions 
(Walczyk and Taylor, 1996). This is an interactive model according to which high- 
and low-level aspects of reading routinely influence each other. It adds to existent 
interactive models in that it assigns a central role to compensatory mechanisms in 
reading. In addition, the model explicates what happens when reading occurs under 
pressure (time constrains, e. g. in speed reading). 
Carrell (1989) examined the reading strategies of Ll and L2 speakers and their 
effectiveness in comprehending easy and hard text. The students in his study were 
tested on a reading comprehension test both in their first and second language. The 
test for each language consisted of two reading passages (controlled for level of 
difficulty/complexity and textual organisation) followed by ten comprehension 
questions. All the passages used were on the general topic of language, to control for 
schematic knowledge. For first language reading Carrell (1989) found no significant 
correlations between reading comprehension and confidence or repair. For the 
Spanish L1 participants, there was a negative correlation between some of the 
effective items and reading ability. Therefore, better LI readers tended to claim not to 
use certain strategies. These tended to be local, bottom-up strategies. Students who 
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claimed to not use bottom-up strategies and who also claimed that bottom-up 
processing caused them no problems tended to be the best LI readers. 
For second language reading, on the other hand, confidence and compensatory 
strategies seemed to significantly influence reading comprehension ability. 
Specifically, students who felt able to distinguish main and supporting points and to 
critically question the author tended to be better readers. Students who reported giving 
up and stopping reading when unable to comprehend tended to have lower 
comprehension. Also, for L2 readers, focusing on sentence-level syntax seemed to be 
related to higher reading comprehension. The students were further grouped as having 
"local" (using bottom-up, decoding) or "global" (using top-down, background 
knowledge of content) preferences based on their answers relating to both the 
difficulty and effective items on the questionnaires. For the English LI group, it 
seemed that local processing was related to higher comprehension in Spanish reading. 
For the Spanish LI group, it seemed that global processing was related to higher 
comprehension in ESL reading. The researchers attributed this difference to the 
relatively higher proficiency of the ESL group compared to the Spanish as a second 
language (SL) group, and to the differences between ESL reading and foreign 
language (FL) reading. Their findings indicated that the lower proficiency readers 
who also had little outside exposure to Spanish literacy had to rely more on bottom- 
up, textual processing, while the higher proficiency readers with extensive English 
literacy exposure were better able to integrate their world knowledge to make sense of 
the texts. 
It would therefore seem that effective second language metacognitive processing 
strategies may be dependent both on student proficiency and on the context in which 
the language is learned. Such a view provides useful implications for metacopitive 
strategy instruction, suggesting that it is important for L2 teachers to understand that 
there may not be one set of universally effective strategies, but rather that strategy 
efficacy can be dependent on other numerous factors. The findings on the differences 
between SL and FL strategy use are, however, only suggestive and should be 
interpreted with caution, because the SL and FL groups in these studies, as the 
researchers point out, were not directly comparable in level. 
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1.4.14 Reading and writing relationships in LI and L2 
Carson, Carrell, Silberstein, and Kuehn (1990) investigated the relationships between 
reading in the Ll and in the L2, the relationship between writing in the Ll and in the 
L2, the relationship between reading and writing in the LI, and the relationship 
between reading and writing in the L2.48 native speakers of Chinese and 57 native 
speakers of Japanese university students completed four tasks in a two-week period: 
writing a short essay in the LI, writing a short essay in the L2, completing a cloze task 
in the LI , and completing a cloze task 
in the L2. Essays were scored based on the 6- 
point rubric of the Test of Written English (part of the American TOEFL exam). 
There were significant correlations revealed between Ll reading and LI writing and 
between L2 reading and L2 writing for both language groups at all proficiency levels. 
There was also a significant correlation between Ll reading and L2 reading across 
language groups and proficiency levels. However, there were only weak or non- 
significant correlations between LI writing and L2 writing. 
It appears that while first language reading ability may affect second language reading 
proficiency, first language writing ability may not affect second language writing 
ability. The above finding would suggest that ESL students may be able to transfer 
their reading skills from their native language to English, but may be less able to 
transfer writing skills. It also suggests that students' reading ability in both their first 
language and in English can be an important influence on their writing ability. 
Several variables,, including educational background in the first language and the 
length of time students had been studying ESL may have affected students' first and 
second language literacy skills. Students from both Ll groups scored lower than 
average on the Ll cloze than they did on the English cloze. This may indicate that the 
Ll cloze tests were not reliable for measuring Ll reading ability. Possibly, 
low 
performance may also be explained by the nature of Japanese and Chinese writing in 
which there are no defining orthographic characteristics of words 
in the writing 
system (such as the spaces preceding and following words in English writing). 
The 
study indicates that students can transfer their literacy skills 
from their first to their 
second languages. Proficiency levels are an indication of the transfer of reading 
skills. However, L2 reading proficiency might be built on a separate set of abilities. 
More direct measures of reading comprehension, such as recall, could 
be used in 
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future research to provide a clearer picture of the possible interrelations between LI 
and L2 reading and writing abilities of ESL Individuals (Carson et al., 1990). 
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1.5. Spelling 
1.5.1. Facts and issues in spelling research 
The existing literature on spelling dates back almost a century ago. Spelling has been 
studied primarily in relation to reading and writing (Brown, 1990). The increased 
research focus into adult spelling ability over the last years has led researchers to 
study the process both within the context of reading but also in its own right. One 
reason for this is that in today's society poor spelling is considered much less of a 
'social handicap' than poor reading is given that spelling demands are less frequent 
than reading demands in everyday life. Another reason is that when studying adults' 
spelling ability, it is difficult to employ methodologies for testing variables like speed 
of spelling production time, word frequency, or sound-spelling regularity. Such 
methodological problems are, however, nowadays being tackled through the use of 
computer-assisted technologies, both in data collection and analysis, which have 
enabled researchers to examine in more depth the different factors related to spelling 
performance. Undoubtedly, new methodologies and research designs have led to 
considerable progress in spelling research over the last years (Brown and Ellis, 
1996a). 
1.5.2 The spelling process 
To understand how spelling skills are acquired we first need to look at the processes 
that are involved in spelling. According to Barry (1996) there is a specific pathway 
that normal spelling follows: first a word is recognised by the auditory/acoustic input 
lexicon, then by the phonological output lexicon and then to the orthographic output 
lexicon via the semantic system (through which we are able to recopise semantically 
inappropriate homophones for instance). According to a different line of thinking 
(e. g. Patterson, 1986), the transition from the auditory input lexicon to the 
orthographic output lexicon is direct and not mediated by semantics. 
It has been argued that the spelling process involves "directly activating stored 
lexical-orthographic representations from semantic input" (Link and Caramazza, 
1996, p. 262). Inforn-iation is first accessed through the 'semantic lexicon' and passes 
to the 'orthographic output lexicon'. Then, lexical-orthographical representations 
determine the identity and order of graphemes that make up a given word. 
1.5-3. The spelling stage model (Bryant, Nunes and Bindman, 1997b) 
Bryant, Nunes and Bindman (I 997b) present a spelling stage model suggesting that 
learning of the spelling process follows a specific sequence of developmental stages 
each characterised by distinct types of spelling errors. The first three are distinguished 
as pre-grammatical and the last two as grammatical. Stage 1, the pre-phonetic stage, 
which is charactensed by unsystematic spelling of word endings. Stage 2, the 
phonetic stage, is characterised by inappropriate phonetic transcriptions of (verb) 
endings as well as failure to produce conventional spellings of morphemes. Stage 3, 
the generalisation stage, is characterised by overgeneralisations in the use of letter- 
sound spelling rules and inadequate knowledge of syntactic rules. Stage 4, the 
specific generalisations only stage, is characterised by generalising grammatical rules 
that apply to regular verbs to irregular ones, and finally, stage 5, the no 
generalisations stage, is characterised by producing phonetical spellings of past tense 
irregular verbs. 
1.5.4 The development of spelling ability 
Studies with children beginning to learn spelling have provided a source of 
information about the way spelling develops from an early age. In particular, the 
point of interest of these studies was the sources of information that are being 
employed when spelling and the kind of knowledge that is involved in the spelling 
process. 
According to Brown (1990) there are two essential components involved in the 
development of spelling ability. The one, that is necessary in early stages, is 
establishing "the phonological relationships between sounds and letters, which 
enables one to 'construct' the spelling of less familiar or new words'% and the other, 
that is necessary during latter stages, is the development of a "dictionary- like store of 
whole word units, or the lexical code" memory unit of words (Brown, 1990, p. 385). 
Once an individual reaches adulthood, the (memorization of the correct spelling 
'forms' is clearly established in lexical memory to remain impervious and unchanged 
over time" (Brown, 1990, p. 392). 
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It has been well established that spelling goes through a series of stages the most 
important of which are the transition from phonological knowledge to orthographic 
knowledge as well as the integration of several sub-skills. These are, according to 
Lennox and Siegel (1994), "knowledge of phonological representations, grammatical 
and semantic knowledge, as well as the forn-lulation of analogies with words in visual 
memory and the knowledge of orthographic rules and conventions" (p. 93). 
There are currently two major theoretical viewpoints that help explain how we spell. 
According to the rule theory we spell by using rules which map phonemes into 
graphemes. According to the memory theory, on the other hand, we rely upon visual 
word-specific memory for spellings, that is, we have a spelling memory store for each 
word that consists of visual images of whole words. It has been argued that compared 
to poor spellers, good spellers make effective use of both rules and word-specific 
memory information for generating correct spellings (Kreiner and Gough, 1990). 
Empirical evidence has provided support for both of these theories during the past 
years (e. g. Read, 1986; Penn, 1983). Using a set of spelling-sound rules to generate 
correct spellings is partly a successful strategy firstly because one can apply those 
rules to spell a great number of different words and second because such rule could 
help spell unfamiliar words. Yet, as Kreiner and Gough (1990) point out, "English is 
not regular enough to permit a good speller to rely entirely on rules" (p. 106) so 
relying on rule information exclusively does not always help. In cases of 
homophones (here-hear), for example, although the two words are phonologically 
identical, different rules need to be applied for correctly spelling each one of them. 
Consistent with the rule theory is also the idea that we often spell by analogy. The 
analogy model of spelling suggests that novel words can be spelled though accessing 
"lexical entries which are high in similarity [analogous to] to the phonemic form of 
the word to be spelled" (Kreiner and Gough, 1990, p. 116). 
Alternatively, it has been argued that we make use of visual memory information to 
generate or even visualise different possible spellings in order to choose the correct 
one (Kreiner and Gough, 1990). Consistent with this viewpoint, is the idea that 
spelling s may be stored as serial lists of letters" or in the form of a "serial list recall" 
in which spellers "remember a string of items in some specific order, and spelling 
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errors might be classified like serial list recall errors (e. g. omission, addition, 
substitution, inversion) (Kremer and Gough, 1990, p. 107). When relying on visual 
memory alone however it is difficult to produce spelling of irregular words as well as 
unfamiliar words or non-words. Current research in spelling emphasises the role and 
relative importance of using both rules and words-specific memory as sources of 
information for successful spelling development. 
Yet, Goswami (1992) opposes to the view that spelling is mainly a visual skill arguing 
that "it is phonological rather than visual skills that play the greatest role in spelling 
development, even though visual memory for spelling patterns will be important for 
spelling proficiency" (p. 967) during later stages of spelling development. 
1.5.5. Theoretical models of spelling acquisition 
1. Information processing models 
The dual-route model 
According to the dual-route model there are two ways in which spelling of a word can 
be produced, via the 'non-lexical' or 'assembled' route used to encode information 
about sound and spelling correspondence patterns. Use of this route enables the 
production of non-words and unfamiliar words. Alternatively, a word can be accessed 
via the 'lexical' or 'direct' or 'word-specific' route, used to directly access stored 
information about spelling of familiar words through an orthographic lexicon, a 
memory storage unit from which knowledge of word spellings is retrieved. These two 
routes, however, do not always function independently but can work together to 
produce accurate spelling depending on the inforination processing demands. 
There is now evidence that much of the spelling errors reflect problems with 
grapheme-phoneme correspondences (Cook, 1997). Such evidence is in the line with 
the dual route model of spelling and reading acquisition suggesting that written letters 
are related to spoken sounds through a set of rules, i. e. letter-sound correspondences. 
There is, however, contrasting evidence that supports the visual route model 
suggesting that words are accessed from the mental lexicon without passing through 
phonology (Cook, 1997). 
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2. Computational models of spelling (Patterson, Seidenberg and McClelland, 1990) 
The 'connectionist' approach. 
Critics of the dual-route model pose against such theoretical claims arguing that the 
dual-route model does not explain why and how the causal transition between stages 
is achieved and also exactly how the proposed spelling rules operate or how outputs 
from the two different routes are combined to produce a single orthographic output. 
Evidence against the lexical model presented by proponents of the connectionist 
model defends the possibility of "a single network [that] might be capable of encoding 
both sound-letter associations and lexical specifics" in which "orthographic units 
connect via sets of hidden units to sets of phonemic units" (Seymour and Evans, 1996, 
p. 13 1). Through this 'single process system' word spellings are learned on the basis 
of frequency and regularity. Once learning of frequent and regular words is achieved, 
unfamiliar non-word spellings can also be learned. 
76 
According to the connectionist theoretical framework, therefore, there is one single 
process that gives rise to different developmental stages and that this mechanism can 
be used to spell both regular and irregular words. In line with computational models, 
words are represented in 'triples' of letters or phonemes (for example, the word have 
can be broken down into three orthographic units such as ha, hav, and ve). 
Connectionist or 'single-process' models of spelling suggest that it is the same 
processing strategies involved at different developmental stages of spelling as 
opposed to different ones. 
Nowadays, however, the theoretical trend in recent models is to adopt a more 
interactive approach "where several different knowledge sources interact in parallel to 
constrain the operation of the spelling output mechanisms" (Brown and Ellis, 1996b, 
p. 7). Models like the multi-source literagraphic lexicon model (or otherwise 
named as the comPeting resources model) suggest that spelling develops through a 
sequence of generating individual letter strings or a set of 'letter identities' on the 
basis of phonological, lexical and morphological structures the interplay of which 
determines the output word. 
The question still remains unresolved, however: should the development of spelling 
be viewed in terms of a sequential process or as a stage-like sequence, or are all the 
stages readily available at once? This leads to the following question: what happens 
with poor spellers then? Do they present problems in this sequence of stages or is it 
that they use spelling strategies differently from good spellers and we can in this case 
talk about 'abnormal' spelling processes? 
1.5.6 Can current models of spelling generalise to different orthographies and 
writing systems? 
111j or According to Cook (1997), the dual-route model "also serves to distinguish the ma* 
types of writing system found in different languages" (p. 475). When learning new 
spellings, learners of different scripts rely on morphology or phonology to a different 
degree depending on how orthographically shallow or deep the language is. For 
example, in non-alphabetic languages like Chinese that are more meaning-based than 
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sound based like English, French, German or Spanish are,, learners do not depend so 
heavily on letter-sound correspondences for their reading or spelling. Instead, they 
employ more visual spelling strategies rather than phonologically based ones. 
Other studies have further used the above model as a starting point to establish the 
varying degrees to which "L2 users' knowledge of sound/letter rules and individual 
visual systems reflects their different Ll systems of spelling" (Cook, 1997, p. 475). 
The underlying hypothesis behind these studies was that users of orthographically 
deep languages would be more likely to have more problems with the phonological 
route in their L2 than users of more orthographically shallow languages that would be 
expected to have more problems with accessing the visual route (Cook, 1997). 
One question that still remains unclear, however, is do L2 learners tend to use only the 
route they are familiar with in their LI or do they use a different route when asked to 
spell in an orthographically and phonologically different writing system? 
The present research will attempt to address the above question by employing adult 
Ll and L2 populations (bilinguals) and comparing their spelling performance in both 
their first and second languages. Additionally, the current study will attempt to 
investigate the relationship between levels of spelling proficiency, vocabulary 
knowledge and phonological processing skills across two different scripts (English 
versus Greek) that have different orthographic conventions. 
1.5.7 Spelling systems 
According to Frith (1980) there are 3 spelling systems that develop in sequence and 
spellers employ different spelling strategies in each of these systems. These are: the 
logographic which refers to whole-word knowledge that does not require sound-letter 
knowledge, the alphabetic which refers to a transparent phoneme- grapheme spelling 
he system, and the orthographic which refers to a morphophonemic system requiring U-11. 
combination of morphemic units. The developmental sequence followed by a normal 
reader is described by Seymour and Evans (1996). According to the researchers, the 
first stage is the 
"logographic word memory, called the 'lographemic 
store', which is allowed to lapse when alphabetic writing 
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using phoneme-grapheme relations, is established. The 
phoneme-gapheme process survives as a non-lexical 
translation system during a later orthographic phase 
when a 'graphemic lexicon system I is being established 
I in which each word is noted with proper 
acknowledgement of the morphological structure' 
(Morton, 1980, p. 60) (p. 130). 
Yet, other studies present no clear evidence of the existence of such a progressive 
developmental pathway suggesting the possibility of "concurrent or parallel 
developments which jointly contribute to the formation of an orthographic system" 
(Seymour and Evans, 1996, p. 135). 
1.5.8 The English orthography and spelling system 
Without doubt, spelling in English is more irregular than reading in English. There 
are many spelling-sound inconsistencies found in the English orthography. Some 
examples are the homophones, that is words pronounced the same but spelled 
differently (e. g. rain, rein, and reign), words containing inconsistently pronounced 
segments (e. g. cove, love and move) and many irregular words (e. g. head) as well as 
exception words (e. g. yacht). Miles and Miles (1999) explain such irregularities as 
the result of the historical changes through which English language spelling evolved: 
"two centuries of bilingualism in England after the Norman invasion produced even 
greater complications in English spelling, with the intrusion of French words and 
Latin phonology" (p. 45). 
Modem English has around 45 phonemes and over 100 graphernes (Barry, 1996). 
Typically, in English, the spelling of a word reflects its phonological structure. For 
example, the word clean contains 4 phonemes X, /1/, lil, and InI. Understanding the 
phonological structure and the sequence of these phonemes of the word is essential in 
order to be able to analyze it and use the corresponding phonemes to spell it correctly 
(Treiman, 1996). Difficulties in analysing spoken words into phonemes (segmenting 
words into individual phonemes) can lead to spelling problems. For English both 
letter-name knowledge and orthographic knowledge are essential for being able to 
spell correctly. 
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Spelling irregularities in English 
English represents a relatively opaque language system; there are many alternatives to 
spell phonemes and many ways of sounding out graphemes, and in addition, and 
many of the correspondences cannot be predicted on the basis context-dependent 
information or on grapho-phonemic rules. Perry, Ziegel and Coltheart (2002) report 
that 72% of all monosyllabic English words are inconsistent, that is they can be 
phonologically spelled in more than one way. 60% of all words in the English 
vocabulary are irregular, so there are more irregular than regular words in English. 
Such irregularities inevitably affect spelling performance (Perry, Ziegel and Coltheart, 
2002). 
Within English orthography there are, to start with, a number of spelling alternatives 
for vowels such as loul for which there are as many as 13 different ways in which It 
can be spelled within different English words. Such spelling irregularities are also 
referred to as contingencies. Some words contain low-contingency spellings (e. g. in 
the word 'theme' the vowel lil is rarely represented with an e) and some contain high- 
contingency spellings (e. g. in the word 'beef the same vowel is frequently 
represented both as ea and ee in the English vocabulary). Similarly, the vowel lul is 
most commonly represented by spelling pattern oo and less commonly with spelling 
patterns like ou. Phonological correspondences of vowels can, therefore, be in some 
cases difficult to find in English spelling (Barry and Seymour, 1994). 
Homographs, homophones and homonyms 
The English writing system can be a source of confusion for spellers since within the 
English vocabulary we frequently come across words that either look alike or sound 
alike or even words that both look alike and sound alike. Words that look-alike (look- 
alikes) are called homographs. These are words that are wntten with the same 
spelling but pronounced differently and have different meaning (e. g. the word bass, 
which can mean both a singer and a fish). Words that sound-alike, on the other hand, 
(sound-alikes) are called homophones. These are words that have the same 
pronunciation, but differ in meaning, spelling and grammatical class (e. g. allowed- 
aloud). Finally, it is sometimes the case that some homographs can also be 
homophones. Such words that are both wntten the same and are pronounced the same 
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but can mean two or more different things are called homonyms (e. g. flatter). 
Homographs, homophones and homonyms can often create misunderstandings 
amongst English (and non-native English) readers and spellers. However, the 
meaning is almost always inferred from the context, which provides clues as to 
whether, for example, in the sentence "The bass was remarkably good", the author 
actually refers to the singer or to the type of fish (Camey, 1997). 
Spelling difficulties that L2 learners present have typically been tested through the use 
of homophone tasks (e. g. to-too) where researchers can establish whether spelling 
errors are sound-linked and whether they involve incorrect use of sound-letter 
correspondences. They can therefore examine the relative contribution of phonology 
and morphology in LI, and how these two interact or work separately to assist the 
development of spelling ability. 
.. rom confusions overthe There is evidence suggesting that spelling errors originating f 
use of a homonym (e. g. writing there instead of their) may be the result of the 
("intervening phonological code and this is simply translated into a graphical code by 
means of a set of phoneme-grapheme rules" (Morton, 1980, p. 125), which help 
convert a phonological code into letters. Results from studies using homophone tasks 
have provided evidence for a pseudohomophone effect whereby misspellings which 
sound right are harder to identify than misspellings which both sound wrong as well 
as being orthographically incorrect (Cohen, 1980). Some studies in which 
homophones were used to assess spelling report the occurrence of a homophone 
frequency effect and others argue for a specific wordfrequency effect arguing that the 
homophone fTequency effects may be evident in some languages and not in others 
depending on how transparent or opaque the orthography is (Caramazza, Costa, 
Miozzo,, and Bi, 2001). 
There is a debate as to whether homophonic words could be a potential source of 
spelling problems because they create partially overlapping lexical representations 
(Jeschmak, Meyer and Levelt, 1994). Gerard and Scarborough (1989) argue that in the 
case of bilinguals there is a language- sp ecifi c lexical access of homographs. 
According to the shared representations model (SRM) homophones share a common 
lexical-phonological representation, but different semantic and lexical -grammatical 
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representations (Jeschniak, Meyer and Levelt, 2003). Yet, according to the 
independent representations hypothesis, homophones are represented independently 
and do not share a common word form representation (Caramazza et al, 2001). 
Given the great degree of irregularity in English orthography, it has been argued that 
word spellings are frequently accessed by using the lexical route to retri the word- eve 
specific spelling knowledge and not by using the assembled spelling system 
(otherwise how does one derive to correct spelling of the word yacht, for instance? ) 
For English therefore, the lexical route is both faster and more dependable than the 
assembled route. The assembled route is used as a secondary resource in cases of 
producing new words or rare ones. Both routes need to be operating to achieve 
correct spelling of all English words. (The non-lexical route as already mentioned is 
on the contrary a system applicable to shallow, i. e. phonologically regular 
orthographies like Italian or Welsh. ). Problems specific to spelling (such as 
dysgraphia) may anse as a result of impainnent in each of these two routs described 
above. 
1.5.9 The Greek spelling system 
The Greek language is fairly transparent. Modem Greek spelling, however, is not 
entirely phonetic as it presents some grapheme-phoneme inconsistencies. Here are 
some examples of such inconsistencies: 
1) Some phonemes may be represented by more than one letter symbols, for e. g. 
-the phoneme [1] IsWritten with the letters i, q, v, cl, ol, 
for example, yiýxiprrvlOq 
-the phoneme [o] is written with the letters o, co, 
for example, 6ýtcoq 
-the phoneme [e] is written with the letter c, al, 
for example, Xqipc-cai 
-the phoneme [u] is written with the combination of two 
letters o andu, ov, for 
example, nov' or 
-the phoneme [s] is, "mtten with a, uu, g, 
depending on lts posItlon 1n. the word, for 
example, o-uuucop&uTý(;. 
2) Some letters may represent different phonemes depending on the word context: 
-the letter u can be pronounced in three ways: as an 1 
(Xv'vco), a ýp (cvXccptGTco), a 
(crUpto) or silent (Ev'yopoq). 
-the letter T is pronounced as at(, r6voq) or as ad 
if it follows another letter (nME) 
82 
- in some cases some letters are silent, for example, the letter v (Ev'Pota), the double 
consonants U, KK (KCLAACdGOTJTOq, kaKKOq)or the letter 7r when it is part of a consonant 
cluster, uzT (IlFt-PzTq). 
Porpodas (1981) explains that such inconsistencies in the Greek spelling system are 
the result of a historical change (from old to Modem Greek) that occurred in the 
pronunciation of some phonemes, which however, did not follow a change of the 
letter symbols. There are therefore a number of complicated spelling patterns found 
in modem Greek language that are reminiscent of ancient Greek spelling. Porpodas 
(19 8 1) refers to the Modem Greek spelling system it as a 'historic orthography', 
which although largely simplified, depends more on knowledge of derivational rather 
than the grammatical rules of word spellings. Finally, there are complexities 
associated with writing that have to do with confusion of graphemes that look alike, 
for example, theta (0) and beta (0) (Miles and Miles, 1999). 
As Harris and Hatano (1999) point out, the main difficulty presented by Greek 
spelling lies "in the ambiguity of vowels" which is being tackled only when Greek 
learners gain "a grasp of the extensive system of morphologically based spelling 
rules" (p. 3). Such rules, in turn, help Greek language learners decide on the correct 
spelling of "morphological word endings which vary according to the grammatical 
status of a word" (p. 3). 
Consequently, as a result of such complexities within the Greek spelling system, 
learners of the Greek language may find reading easier than spelling. Spelling errors 
analyses have indicated a frequency effect especially for exception words (for which 
neither phonological nor morphological rules apply and so need to be learned on an 
individual basis) suggesting that common Greek words are easier to spell than less 
common ones. So., one would expect high frequency morphologically regular Greek 
words to be easier to spell than low-frequency morphologically regular ones 
(Porpodas, 1989; 1990). 
Spelling instruction in Greek schools, however, does not place enough focus on how 
to teach learners the link between morphology and spelling. This partly explains the 
finding why at an early age Greek children take long before they are able to apply a 
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morphological spelling rule after they have gained the necessary experience with 
leaning of individual word spellings (Harris and Giannoull, 1999). 
In Greek orthography different letters are sometimes being used to represent the same 
sound; TI, i and x) all represent an ee sound (as in 'feet') within different words. Also,, 
combinations of letters are used to represent the same sounds; eg, that ee sound is also 
represented by st or ot within different words, while the simpler e (as in 'pen') sound 
can be represented by cu as well asF,. The reverse situation, where the same letter can 
represent different sounds, can also be found. Hence c can be sounded as t in some 
instances and d in others. If T follows v in the middle of a word, a simple rule is to 
sound it out as nd(CVTOCý61), but not in 'exception' words such as U. VTIO, where it 
should be sounded as d. And there are, of course, to the bane of all poor spellers, 
examples of letters within words, which remain more or less silent (e. g. the letter 1) in 
F, upoioc). Thus, although Greek may not be as obscure in its spelling-sound 
correspondences as some written forms, such as English or French, it is by no means 
an entirely shallow orthography. 
1.5.10 Phonological and orthographic processing skills: evidence for 
interrelations 
Allyn and Burt (1998) point out that "it is likely that orthographic and phonological 
skills are inter-related, with some evidence indicating that the development of 
orthographic knowledge is dependent on phonological abilities" (Allyn and Burt, 
p. 54). In light of such inyovyMmo)c evidence, one thing is certain: in order to have a 
clear picture of the relative contribution of both variables, future research in the area 
will need to "provide an empirical delineation between measures of phonological 
processing abilities and orthographic knowledge, with a view to elucidating the nature 
of the linguistic knowledge that is important in adult spelling" (Allyn and Burt, 1998, 
p. 54). Yet, as Allyn and Burt (1998) point out, using a homophone choice task for 
this purpose (e. g. choosing the fruit when presented with the words pair and pear) 
requires processing of both the words' sound units and word-specific spelling 
knowledge. Measures designed for assessing adults' spelling skills should therefore 
aim at directly assessing each component skill separately. This is not an easy work, 
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particularly considering that any difficulties in breaking down the different 
components associated with spelling may actually reflect the inherent interrelatedness 
of the two skills under investigation. 
Allyn and Burt (1998) have argued that there is a strong positive relationship between 
phonological processing skills and adult spelling ability and that this relationship was 
mediated by phonological coding (spelling-sound knowledge). That is, those with 
higher levels of spelling proficiency presented evidence of superior phonological 
processing skills compared to those scoring lower in a number of phonological 
awareness (e. g. Spoonerisms, phoneme deletion) and phonological coding (non-word 
pronunciation and abstract spelling patterns) tasks. Conversely, the correlation 
between orthographic processing skills and spelling as assessed by a morphological 
(legal/illegal spelling patterns discrimination) and a suffixation test was found to be 
weaker. 
1.5.11 Assessing phonological and orthographic processing skills 
The orthographic and phonological processing skills of college-level students have 
been assessed through word-pseudohomophone choice tasks (VvTQ and homophone 
choice tasks (HCT) (e. g. Olson, Forsberg and Wise, 1994). In the first task, 
participants were required to choose between a word and its phonological identical 
pseudohomophone non-word (e. g. rain-rane). In the second task, participants were 
required to choose between pairs of homophone words (e. g. pair-pear) only one of 
which is orthographically correct. Other examples of homophone tasks that have been 
used were asking participants to identify homophones that either match or do not 
match the sentence context (i. e. choosing between homophonic words that carried the 
correct/incorrect tome that fit the sentence context) (Li and Yip, 1998). Finally, 
bilingual research has used cross-language homophones, that is word pairs that sound 
the same across two languages (e. g. the French -English word pairs cite-sit and pique- 
pick) to assess bilinguals' lexical and phonological processing skills (Li and Yip, 
1998). 
Such types of tasks have been specifically designed to assess the ability to recognise 
correct orthographic patterns of the words presented independent from its phonology. 
It has been argued that "recognition of a homophone is a result of the interactions 
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among phonological, lexical, and contextual information at an early stage" (Li and 
Yip, 1998, p. 223). Olson, Forsberg and Wise (1994) explain that in such types of 
tasks "although subjects may automatically engage in phonological decoding 
processes when presented with the word and its pseudohomophone, their phonological 
decoding of the two choices in this task would not Yield the correct answer" (p. 28). 
1.5.12 The role of vocabulary knowledge in spelling ability 
Vocabulary knowledge is viewed as an important cornerstone of literacy for LI and 
L2 learners alike. Over the last years linguistic research has placed a great focus on 
the role of vocabulary knowledge in certain aspects of L2 acquisition like reading 
ability, comprehension ability and spelling ability. Studies into L2 vocabulary have 
provided evidence that there is in fact a reciprocal relationship between these skills: 
development of adequate vocabulary influences reading and spelling perfon-nance and 
vice versa. Attainment of vocabulary knowledge is in other words considered to be 
both a cause and a consequence of reading and spelling skills development. 
According to others "vocabulary learning involves the acquisition of a range of skills. 
More specifically, students must be able to recall meaning, infer meaning, 
comprehend a text, communicated orally, spell correctly etc" (Huckin, Haynes and 
Coady, p. 30). 
It is now well established that beginning L2 learners heavily rely on context for word 
recognition as well as for inferring the meaning of unfamiliar words whereas more 
advanced L2 learners do not. It has in fact been argued that the use of contextual 
definitions facilitates vocabulary acquisition and learning skills to a great extent and 
that "contextual definition is the most crucial of vocabulary skills" (Stein, 1993, p. 
203). Yet, sometimes contextual definitions are not enough for adequate L2 
comprehension as they do not always provide sufficient clues for inferring word 
meaning unless the unknown word has been previously recognised or adequately 
understood. For example, Dubin and Olshtain (1993) argue that "adjectives, in 
general, have fewer constraints placed in the text than do nouns and verbs" (Huckin, 
Haynes and Coady, 1993, p. 194). Nation (1993) finally argues that vocabulary is an 
indicator of good world knowledge and claims that "this world knowledge enables 
reading comprehension because the reader must bring as much information to the text 
as the reader expects to get from it" (p. 116). 
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1.5-13 Spelling methodologies 
Oral and written spelling ability have most frequently being tested through spelling 
production time tasks (Sloboda, 1980). In these tasks participants are presented with 
printed pairs of items representing possible alternative word spellings, only one of 
which is spelled correctly. The advantage of this methodology is that it can detect 
effects of sound-spelling regularity and phonological processing on spelling and that it 
can look into the cognitive processes involved in non-nal and impaired spelling. Some 
argue, however, that this may not be a completely valid or accurate measure of 
spelling production time, as there are reading processes involved that may impact on 
correct/incorrect spelling. Other methodologies that have been employed in 
experiments involve auditory presentation of words where participants had to listen to 
a set of words and press a key to indicate how many letters there were in the word 
(letter counting). The ability to count letters was predictive of whether subjects 
produced correct or incorrect spellings. This technique has too been criticised as 
reaction times may have been influenced by the automatic processing of the stimulus 
presented. 
Other measures of spelling include spellingprobe tasks in which participants are 
visually presented with single probe letters and are being asked to respond to whether 
or not the particular letter appears in the word presented and non-word spelling tasks, 
in which participants are verbally presented with non-words. These are of two kinds: 
non-word selection tasks, where participants are asked to select between alternative 
spelling, and production tasks, where participants are asked to generate their own 
spelling. 
Standardised spelling tests typically involve choosing between right and wrong 
answers. Tests like the Wide Range Achievement (WRAT-3), the Spelling Production 
Test, the Graded Word Spelling Test, and the WISC are amongst the most frequently 
used non-n-referenced spelling tests for assessment procedures. Not all tests have the 
same spelling ages; these differ, typically covering age norms from 7-75. Some of 
these tests focus on 'phonic spelling abilities', while other ones (for example the Test 
of Written Spelling-2) focus on testing memory for orthographic spellings by 
assessing spelling accuracy on phonetic and non-phonetic words. Yet, as it has been 
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pointed out, few standardised spelling tests can provide detailed analyses of spelling 
errors and help understand complexity of spelling processes. It has been argued that 
the most sensitive spelling tests are the written spelling tests as they are able to 
accurately assess the presence of a language problem (Ott, 1997). 
There are inherent problems with all the above tests measurements, however. It is 
often the case that only from obtaining results from standardised spelling tests like the 
ones already mentioned alone is not sufficient to diagnose the areas of difficulties that 
poor spellers present. Ott (1997) explains that within the conditions and constrains of 
a test taking procedure individuals with learning difficulties may "seem to able to 
spell a word correctly when their attention is focused on spelling, but when they are 
doing 'creative' writing they may misspell many of these same words" (p. 107). One 
clear limitation of spelling tests is therefore that they do not reflect the actual ability 
of test takers as they are mirrored in real life situations. Screening tests need to be 
short, easily administered (e. g. computerised) and cost-effective. 
1.5.14 Characteristics of poor spellers 
Poor spellers make use of fewer words in their written repertoire, prefer short rather 
than long words and words with regular spelling patterns and words containing only 
the most basic moiphemic variations, avoid using common hard-to-spell words and 
tend to repeat the same words instead of using new ones, put down first two letters of 
a word and may then guess the spelling of the remaining word. Poor spellers also 
present evidence of resource limitations, that is, they lack the automaticity of the 
component sub-skills involved in spelling because of the huge working memory 
overload (Onnrod, 1985). 
Other factors that have been argued to influence spelling perforniance and distinguish 
between good and poor adult spellers are also reading experience, exposure to print, 
vocabulary knowledge and general verbal skills (Burt and Butterworth, 1996). In a 
series of experiments, the researchers vaned the level of orthographic transparency 
and regularity of words that were either low or high frequency and 
found a strong 
interaction between transparency and spelling accuracy of familiar words. 
Recall and 
recognition of non-words, that is, unfamiliar words, could also reliably 
distinguish 
between good and poor spellers in their study. The results obtained from this study 
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provide support for the conclusion that spelling ability is related to both the 
phonological coding of letter strings and spelling-sound correspondences and as well 
as to accuracy in orthographic processing of words (Burt and Butterworth, 1996). 
1.5.15 The spelling strategies of good and poor spellers 
a) Visual strategies and the development of a sight vocabulary 
Visual strategies and phonological processing strategies are often employed by good 
spellers. It still remains a debate however whether good spellers have better visual or 
orthographic imagery for words. Sloboda (1980) argues that visual imagery is not an 
essential component in spelling performance, instead it is "the endproduct of a 
spelling process" (p. 245). Visual imagery is only useful in spelling phonernically less 
transparent (i. e. opaque) words. It has been argued that even more important than 
visual familiarity is orthographic regularity, yet other studies (e. g. Brown, 1970) 
support the opposite view emphasising the role of visual cues and rote memory in 
spelling. Burt and Fury (2000) found that reading experience was an important factor 
that not only predicted reading and spelling accuracy amongst college students but 
also contributed to the learning of visual codes for specific words and the 
development of a sight vocabulary consisting of such visual-orthographic codes of 
previously encountered (familiar) words. 
b) Phonemic encoding strategies and spelling by analogy 
Yet, despite such converging evidence, researchers agree that "in spelling as in 
reading the more experienced subject may switch fTom a phonemic encoding strategy 
in spelling unfamiliar words to a strategy based on analogy with known words in 
visual memory" (Marsh et al, 1980). Indeed, it has been found that if spellers are 
unsure about a particular word spelling they may spell by analogy (Morton, 1980). 
Many studies that have found good readers to be good spellers and also poor readers 
to be poor spellers refer to a "matthew effect", which suggests that individuals with 
good decoding skills will also be good at lexical processing (Beech, 2002). As Beech 
explains, reading improves phonological skills, which turn assists the development of 
a sight vocabulary. What is more, those that are more familiar with the orthography 
of a specific language also have more exposure to print and therefore manage to 
become better spellers. 
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1.5.16 The role of morphology in different languages 
Studies in morphological aspects of spelling acquisition have found that 
morphosyntactic awareness (the ability to use morphemic units in spelling) has been 
closely linked to the adoption of morphemes as spelling units at an early age. In fact, 
morphosyntactic awareness is a strong predictor of children's understanding of when 
to use morphemes in their spellings, in other words, of their ability to make the right 
connection between morphology and spelling. Bryant, Nunes and Bindman (1997) 
argue that it is the development of morpho- syntactic awareness that mediates in the 
transition from the pre-grammatical to the grammatical levels in their spelling stage 
model described above. It is therefore an essential component of understanding the 
granunatical basis of words. 
There is evidence for cross-linguistic similarities in the way morphemic processing 
develops despite the fact that specific morphemes, sounds and spelling patterns vary 
to a great extent across different languages. The role of morphology in spelling and 
writing is well established in the following cases: 
1. In deciding between two or more acceptable spelling sequences/pattems when there 
are 2 or more alternatives of acceptable spelling existing for the same sound (e. g. the 
English sound /ks/ spelled both with 'x' and 'cks'). Choosing the correct spelling in 
this case in the example of the word fox, one would have to rely both on syntax but 
also employ his/her knowledge of morphology (if it is s singular noun, an adjective, or 
verb in 3d person singular). In Greek, morphemes play a key role in determining the 
spelling of words and in deciding between alternative spellings. For example, the 
sound lil can be spelled in 5 different ways as [il], [1j], [t], [ot], or [Ei]. 
2. In spelling silent morphemes in cases where the context determines the word's 
syntactic status. Morphemic awareness is finally important when faced with words 
sounding the same when pronounced but are written differently, for example, 'the 
boys' sail' as opposed to 'the boys sail'. 
3. In letter-sound correspondence rule inconsistencies in relation to the way morphemes 
are spelled. For example, the English -ed ending (regular past tense verbs) can 
be 
pronounced in three different ways ItI, Idl, or lidl or the z sound ending which can be 
found in plural noun verbs like 'cans' or 'tans'(Bryant, Nunes and Aidinis, 1999). 
It has been shown that the spelling of many words in English and in other 
orthographies involves patterns determined by morphology (e. g., ed in past regular 
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verbs) (Nunes, Bryant, and Bindman, 1997). Longitudinal studies have shown that 
when children first adopt such spelling patterns, they do so with little regard for their 
morphological basis. They generallse the patterns to grammatically inappropriate 
words (e. g., sofed for soft). Later, these generalisations are confined to the right 
grammatical category (e. g., keped for kept) and finally to the right group of words 
(regular verbs). The authors conclude that children first see these spelling patterns 
merely as exceptions to the phonetic system and later grasp their grammatical 
significance. 
There is evidence to suggest that children learn about the connection between 
morphology and spelling in strikingly similar ways across different languages 
(Bryant, Nunes, and Aidinis, 1999). Results from a number of developmental cross- 
linguistic studies demonstrate that the acquisition of morphological strategies by 
children is not accomplished in a single step, but rather develops over at least 2 years 
from the time children start to read and write, and that this process is similar across 
languages. Yet, the existing links between morphology and writing as well as the 
understanding of the links between syntax and spelling during later stages of 
development in both children and adults is an area in need of further research. 
1.5.17 The role of morphology in English spelling 
Within the English language there are several conventional spelling sequences for 
morphemes do not conforin to letter sound correspondence rules. One such example is 
the ý-ed'spelling for the inflectional morpheme at the end of English past verbs. 
Previous work has shown a close relationship between children's awareness of 
grammatical distinctions and their success in leaming about this spelling sequence. 
Nunes, Bryant, and Bindman, (1997) investigated this assumption with real verbs and 
hypothesised that the children's spelling might be influenced by familiarity with the 
words. They devised a task with pseudo-verbs in which the spellings violated letter- 
sound relationships and followed a morphological pattern. The participants heard 
passages with a pseudo-verb in the past tense and in other tenses and had to write the 
pseudo-verb in the past tense. The task contained both regular pseudo-verbs, whose 
stem was the same in the present and past tense, and irregular pseudo-verbs, which 
had different stems in the present and the past tense. Scores in the grammatical 
awareness task predicted the use of the '-ed' spelling sequence over a 21 month period. 
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Participants also used '-ed' endings significantly more often in regular than irregular 
pseudo-verbs. 
An important, though somewhat neglected, aspect of learning to spell in English and 
in many other orthographies is that individuals have to learn about the conventional 
spellings for morphemes which often depart from strict letter-sound principles. There 
is some evidence that backward readers might have great difficulties with these 
spellings. Bryant, Nunes, and Bindman (1997a) looked at a group of backwards 
readers' spelling of "ed" in regular past verbs and "wh" in interrogatives, and also at 
their grammatical awareness and compared them to one control group matched on 
chronological age (CA) and to another matched on reading level (RL). The backward 
readers gToup was considerably behind the CA controls in producing grammatically 
based spelling patterns correctly and also in the grammatical awareness tasks, but no 
worse than the RL controls in either of these domains: in fact they were better with 
the "wh" spellings. It was concluded that learning the written language makes a 
significant contribution to the development of granu-natical awareness and this 
interferes with backward readers' progress in grammatical awareness when they are 
compared to their cohort group. However, there is no evidence of an intrinsic 
difficulty with grammatical awareness among the group and perhaps this strength 
could be used to support their spelling. 
The way in which children learn about the connection between syntax and spelling 
(understanding of the syntactic connections between spoken and written language), 
and the problems that this learning sometimes causes them is another area of research. 
Nunes, Bryant and Bindman (I 997a) point out that more than phonological sensitivity 
is needed to understand why the similarly pronounced endings of the words kissed and 
fist, for example, are spelled differently. 
Ravid (2001) investigated children's developing knowledge of a spelling system in 
view of the idea that language-specific typology affects the rate and the pattern of 
development of orthographic spelling. Hebrew is an example of a morphologically 
synthetic language with a phonologically "deep" orthography, on the one hand, and a 
consistent representation of morphology in the spelling system, on the other. The 
difference between representing content words versus grammatical words, and roots 
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versus morphernic and attached function letters in written Hebrew was investigated. 
Results indicated that grammatical words are spelled correctly before content words, 
and that within content words, the correct spelling of function letters precedes that of 
root letters. Such differences were attributed to factors such as transparency, 
consistency and frequency, coupled with grade-schoolers' growing perception of 
phonological and morphological patterning in the specific language. 
In a cross-sectional study conducted with 1 st and 4th graders Mueller and Brady 
(2001) examined the factors accounting for early reading performance in Finnish, a 
transparent orthography with a clear mapping of phonemes onto graphemes. Measures 
for both grades included a reading comprehension, phoneme awareness, and object 
and digit naming task. Additional measures of skills in morphology, spelling and a 
screening battery were administered to the I st graders. The sets of measures 
accounted for 56% of the variance in reading performance in I st grade and 64% in 4th 
grade. Phoneme awareness was strongly related to reading performance and spelling 
at the end of I st grade, but only for less-skilled readers in 4th grade. These results 
provi urther support for the importance of phoneme awareness in children's ide f 
learning of a transparent orthography that has been widely demonstrated in earlier 
studies. At the same time, listening comprehension contributed more strongly to 1 st- 
grade reading performance than has been reported for children leaming to read 
English. 
Arnbak and Elbro (2000) examined the effects of teaching morphological awareness 
to 10-12 year-old dyslexic children receiving both remediation training and specific 
morphological awareness training that focused on semantic aspects of morphemes. 
They found that it was possible to develop dyslexic students' morphological 
awareness and that awareness of morphemes may support the development of 
meaning-oriented decoding strategies in reading and spelling of English. 
The morpho-phonological nature of the English orthography has been ftirther 
examined in studies looking at the relation between morphological sensitivity and 
decoding ability (Mahony, Singson and Mann, 2000). Children in grades 3-6 were 
asked to distinguish derivationally-related word pairs (e. g., nature-natural) from foil 
pairs related in terms of their spelling but not in terms of morphology (e. g., ear-earth). 
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The above items were presented in oral or written form along with tests of reading 
ability, intelligence, and phonological awareness. The results indicated that children's 
recognition of derivational relationships improved with age. Also, there was a 
significant association revealed between sensitivity to derivational relatedness and 
decoding ability, which remained significant even when the word pairs were orally 
presented and even when phonological awareness ability was controlled for. Both 
phonological awareness and sensitivity to morphological structure continued to 
emerge as important predictors of decoding skill in later grades. 
Senechal (2000) finally examined whether primary school children represent 
morphological information when spelling French words that have silent-consonant 
endings (e. g., chat). Fifty-seven children (mean age 7.5 years) in grade 2 and 55 
children (mean age 9.6 years) in grade 4 spelled regular, morphological, and deep 
words. The morphological and deep words differed in the presence or absence of 
derivatives that revealed the nature of the silent-consonant ending. As expected, it was 
found that regular words were the easiest to spell and morphological words (for which 
the silent consonant could be derived) were easier to spell than were deep words (for 
which the silent consonant must be memonsed). The results of this study demonstrate 
that children's linguistic knowledge of morphology made separate contribution to 
their spelling of morphological words that was independent of reading experience, 
vocabulary, spelling ability (i. e., spelling regular words), and phoneme awareness. 
Poor spelling has a number of educational implications and may pose a threat to the 
academic achievement of otherwise educated and intelligent individuals throughout 
their adult life. Appropriate assessment of spelling problems is therefore necessary 
for purposes of intervention at any stage of spelling development. 
1.5.18. Summary of the literature review 
This review has provided an overview of many of the issues related to dyslexia and 
bilingualism that can be found in -the literature. One fact that it has 
highlighted is that 
current definitions of dyslexia and bilingualism are still inconclusive and further 
research is necessary to specify and characterise both concepts and the individuals 
that will be classified by these terms. Such research may be informed by work that 
considers issues that are common to both concepts. One of the issues that will be 
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considered in the present work is the overlap between dyslexia and second language 
leaming. Research into bilingualism indicates that ESL individuals who have learned 
to read and write in their first language will, at some stage of L2 learning, present 
difficulties in reading and writing English, yet given that they have leamt to read and 
write in their Ll , it seems inappropriate to classify them as dyslexic during this period 
of English language acquisition - this may be particularly problematic when dealing 
with adults in educational contexts. Yet both groups (dyslexics and ESL individuals) 
may be considered to have language-related literacy problems that maybe specifically 
related to certain features of English (eg, its level of transparency). The extent to 
which dyslexic and ESL individuals show common elements and characteristic 
differences should inform views about dyslexia (eg, as a language-based phonological 
deficit) and bilingualism (as a process of acquisition of literacy in a second language). 
Research that identifies similarities and differences in measures such as literacy 
should inforrn procedures for identifying individuals who would be classified as 
dyslexic rather than those acquiring a second language and may help in the 
development of tools to identify those individuals struggling with literacy in a second 
language who may be dyslexic. Evidence from the literature review certainly suggests 
that both dyslexic and ESL individuals will show some level of literacy deficits. If 
their performance is comparable on typical measures of English reading and writing, 
then these measures may not be adequate to distinguish such individuals and further 
test procedures will be necessary. If the same is true of other areas of language 
functioning often used in assessment of dyslexia (eg, phonological processing), then 
again further developments in assessment procedures are called for. Data comparing 
dyslexic and ELS individuals on such measures should also inform views about the 
influence of phonology on literacy acquisition. Comparisons across groups that have 
learrit to read and write using a more transparent orthography should inform views on 
the influence of orthography on literacy acquisition. Language characteristics, such as 
orthography and phonology, have been shown to influence reading and spelling 
ability. Therefore, ESL individuals may show problems with learning English literacy 
that are different from those presented by dyslexics in their Ll. If the difficulties 
presented by these two groups are different, then measures should be identifiable that 
distinguish the performance of these two groups. This possibility was assessed the 
initial investigation presented in this thesis. It focused on a comparison of adult 
dyslexic and ESL students as groups that can be clearly distinguished in terms of 
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background but who may or may not be distinguishable in terms of scores on 
measures of literacy and phonological ability. The focus on adults provided additional 
opportunities in the research to further inform views about dyslexia amongst adult 
students and allowed contrasts to be made between ESL individuals with a wide range 
of English language experience. The present thesis aimed to investigate these issues 
and bring these ideas together within a framework that considered theoretical, 
practical and cross-linguistic implications. 
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CHAPTER 2 
Study 1: Initial comparisons between adult ESL and dyslexic students against 
EIL controls. Assessment of literacy and phonological skills: same or different? 
2.1 Introduction 
2.1.1 Dyslexia in adult students 
The attainment of adequate literacy skills forms an essential component of success in 
education and academic life. Yet, within the UK, large numbers of individuals fall to 
attain the necessary literacy skills to a satisfactory level (Brooks, Pugh and Shagen, 
1996; Murray, Kirsch and Jenkins, 1998). The 1998 International Adult Literacy 
Survey reported that 20% of the adult British population, compared to 10% of the rest 
of Europeans, has problems with reading and writing. Recent surveys from other 
adult education institutions and authorities in the UK also raise concerns that the 
percent of adult college-level students identified with dyslexia is growing during 
recent years (Singleton, 1999). 
Research suggests that reading and writing problems amongst dyslexic individuals, as 
evidenced by poor spelling and poor performance on reading and on reading 
comprehension tasks, often persist into adulthood (Felton, Naylor and Wood, 1990; 
Miles, 1993; Patton and Polloway, 1996). In fact, it is often the case that many 
dyslexic students are first identified at college or at university as reading, writing and 
academic demands become increasingly complex (Singleton, 1999). In particular, 
adult dyslexics have been found to present difficulties in a number of areas of literacy 
and phonological processing. Evidence suggests that they are poor in reading and 
spelling of non-words, in processing regular and irregular words (Hanley, 1997), in 
word recognition (Bruck, 1993), in text reading and text comprehension (Oakhill and 
Cain, 1997), in their ability to make inferences from text (Simmons and Singleton, 
2000), as well as in numerous phonological processing and phonological awareness 
tasks (Stanovich 1988; Stanovich and Siegel, 1994). 
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2.1.2 Distinguishing between literacy and phonological skills 
Despite the fact that current definitions of dyslexia focus on problems with literacy 
(see British Psychological Society, 1999) and, in particular, literacy learning at the 
word level (i. e. problems in word reading and word spelling), it has been recognised 
that dyslexics often present underlying difficulties that can be found in tasks that do 
not require reading or spelling. Much of this evidence is found in tasks that require 
the processing of phonological forms. This notion is in line with the phonological 
processing deficit hypothesis that has found strong support from a number of 
researchers in the area (Snowling, Nation, Moxham, Gallagher, and Frith, 1997; 
Stanovich, 1988; 1998) and is currently the dominant theory in the dyslexia literature. 
According to the above theory, the main hypothesised cause of dyslexia centres on 
problems in processing basic sounds within words, commonly referred to as 
phonological processing problems (Stanovich, 1988; Snowling, 2000). 
Measuring performance in both literacy and phonological processing areas would 
seem, therefore, essential for the assessment of dyslexia and may also be vital for the 
implementation of appropriate intervention methods for learning disabled individuals. 
The term literacy refers to the attainment of basic language-related skills (e. g. 
cognitive, intellectual or academic) required for reading and spelling. In assessment 
terms, this usually involves the measurement of single word reading and spelling 
accuracy, although measures of reading rate and text processing may also be included. 
Phonological skills, on the other hand, involve the ability to recognise, process, store, 
and manipulate phonological information. In assessment procedures, this typically 
requires processing of sounds at the level of the individual phoneme (individual sound 
units found in a language). Wagner and Torgesen (1987) argue that phonological 
processing can be considered as comprised of at least three distinct, though 
interrelated, areas: phonemic awareness, phonological recoding in lexical access, and 
short- term verbal memory skills. Based on such views, the assessment of 
phonological processing skills often includes measures requiring the awareness of 
sounds within words (phonological awareness), the storage of phonological fon-ns 
(verbal short-term memory) and the fluent accessing and production of verbal labels 
(such as rapid naming). 
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The area of phonological processing that has been studied most extensively is 
phonological awareness. Phonological awareness is typically measured in tasks 
requiring the identification or manipulation of single phonemes (sounds). Moreover, 
the awareness of syllables, onsets (e. g. s is the onset for set, sat, etc. ) and rhymes (e. g. 
at is the rhyme for cat, sat, etc. ) has also been associated with reading ability, 
especially in younger children (Goswami and Bryant, 1990; Gough, Ehri and 
Treiman, 1992), and therefore may play a part in the assessment of phonological 
awareness skills. Phonological awareness is causally related to subsequent word 
reading (e. g. Wagner, Torgesen and Rashotte, 1994), although word-reading skills 
influence phonological awareness as well (Morais, Cary, Alegria and Bertelson, 
1979). 
The second area of phonological processing related to reading is phonological 
recoding during lexical access, which involves the ability to use symbols or pictures 
to access a spoken representation or word meaning (Wagner and Torgesen, 1987). 
This skill has typically been measured through different naming tasks in a number of 
studies which have demonstrated that dyslexic readers'naming speed ability for 
objects, letters, colours and numbers was slower when compared against matched 
controls (Wagner and Torgesen, 1987; Wolf and Bowers, 2000). Others have found 
that poor readers, compared to good readers, experience confusions in accessing the 
meanings of words that are spelled differently but sound the same (such as pseudo- 
homophones), which also reflects problems with phonological recoding and lexical 
access of information (see Rayner and Pollatsek, 1989 for a review). 
The third area of research on phonological processing is related to the use of written 
symbols to access lexical referents and maintain them in working memory. Tasks 
measuring this ability (e. g. digit span task) focus on short-term verbal recall - the 
ability to process verbal items, store them for a short period and reproduce those 
verbal items. It has been found that good readers perform better than poor readers in 
recall of a wide range of verbal material, including words, digits and sentences (see 
Catts,, 1989, for a review of this area). 
The current research will draw upon the above areas of phonological processing by 
assessing the phonemic awareness, phonemic recoding, and short-term recall ability 
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of adult dyslexics and contrasting these skills with those of non-dyslexic ESL and 
ElL individuals. Such research is important since although the association between 
phonological processing skills and word reading is well established in the 
psychological literature (Adams, 1990; Goswami and Bryant, 1990; Gough, Ehri and 
Treiman, 1992) and, indeed, the phonological processing skills outlined above may be 
vital for the decoding of letter strings into verbal fonns (non-word reading) which 
may aid the acquisition of literacy, the phonological deficit viewpoint is not without 
its problems. According to a different line of evidence, it is argued that some dyslexic 
individuals may present poor literacy skills despite presenting evidence of good 
phonological processing skills, but others may present underlying phonological 
deficits and still manage to be good readers and spellers (Goswami and Bryant, 1990). 
2.1.3 The phonological skills of dyslexic, bilingual and monolingual individuals 
Studies in the area of biliteracy have concluded that as bilingual individuals become 
familiar with two different phonological systems, their phonological awareness skills 
develop over time, and as a result they become good decoders. However, despite 
good phonological awareness skills and improvements in making grapheme-phoneme 
correspondences, a bilingual's ability to access meaning in second language texts may 
be impaired because of different or unfamiliar cultural schemata experienced in their 
first language learning. With dyslexic monolinguals, though, the opposite pattern may 
be predicted. Although dyslexics may be relatively good at accessing meaning from 
text (see Nation and Snowling, 2000), they should still show evidence of poor 
decoding skills and, typically, weaknesses in measures of phonological processing. 
Therefore, a common source of confusion for teachers working with individuals with 
reading difficulties is "when a learner who appears to be an expert decoder also 
experiences comprehension difficulties" (Deponio, Landon, Mullin and Reid, 2000, 
p. 3 1). According to Cummins (1984), "in monolingual pupils discrepancies between 
performance for example in reading/written work and verbal skills are recognized as 
possible indicators of dyslexia. However, discrepancies in bilingual pupils, especially 
in the early stages of L2 acquisition, are viewed as part of normal development, since 
verbal skills require five to seven years to reach monolingual norms" (Deponio, 
Landon, Mullin and Reid, 2000, p. 38). The present research alms to determine 
whether such literacy and phonological measures can reliably distinguish between 
adult bilinguals and monolinguals. 
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The relationships between literacy and phonology may be further complicated by 
issues of language background. Given that the impact of phonological processes on 
literacy has been found to vary across languages, in some languages phonological 
skills may play a more significant role than in others depending on the transparency of 
the orthography used to represent the language (Goswami, 1999; 2000). As such, it 
would be expected that individuals from different orthographic backgrounds will 
present different kinds of phonological processing and literacy problems and that 
individuals from different Ll language backgrounds learning literacy in a second 
language might be likely to present different problems from dyslexics experiencing 
phonological and literacy problems in their first language (Wimmer, 1993; Smythe, 
Everatt and Salter, 2004). 
Individuals who have learnt to speak a different language from that in which they are 
expected to be literate will, at least for some period of their second language learning, 
show evidence of poor literacy skills (Alderson, 1998). In fact, reading difficulties are 
common sources of problem in the process of second language learning for many 
individuals. Particularly, difficulties that biscriptal readers present are often slow 
reading rate and lower comprehension ability (Alderson, 1998). Research suggests 
that like dyslexics, bilingual individuals take considerably longer to read text in their 
second language than they would in their first language and that they have difficulty 
understanding text in a second language despite sufficient grammatical and syntactic 
knowledge as well as adequate vocabulary (Alderson, 1998). It would seem, 
however, that poor reading comprehension in a second language is not solely 
dependent on the above factors as it is a complex issue that may have other causes, 
which will be investigated in more detail in a later study. 
2.1.4 Issues and problems in the assessment of L2 reading and writing difficulties 
amongst bilinguals 
A common problem within the bilingual literature is in which language the 
assessment of literacy difficulties should be performed. Should it be in the first 
language that the individual will be most likely to feel more comfortable with, or 
should it be in the second language where the difficulties are actually manifested? 
And if there are reading or writing problems evident during any stage in the process of 
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second language learning, then do such problems reflect problems in one's Ll as well? 
Some have argued in favor of performing "dual language assessment" (i. e. in both 
languages), yet others argue that assessment of reading and writing difficulties should 
be "differential" (in one language only) (Ocampo, 2002). Evidence as to which 
assessment approach needs to be employed appears to be inconclusive. Yet, 
according to some researchers in the area, assessment in LI is of paramount 
importance for identifying literacy deficits in the L2 (Ocampo, 2002), particularly if 
the aim of an assessment is to identify potential causes for literacy deficits. 
Another equally important question that needs to be addressed is what kind of skills 
should be assessed to identify literacy deficits in the second language. Consistent 
with the evidence outlined above, Ocampo (2002) reports that phonological 
processing deficits were common amongst children who were monolingual English 
poor readers and those who were Philipino-English bilingual poor readers. Such 
phonological deficits were more often and more easily detected than any other 
deficits. However, despite this being a good initial starting point for assessments, it is 
still not clear whether other measures need to be included in such assessment 
procedures. Should we, for example, assess non-verbal abilities or general language 
abilities? Selecting the most appropriate tests to identify literacy deficits and 
determine their potential cause(s) in specific Ll and L2 populations is vital for 
providing meaningful results and reducing the burden of test taking. Despite the 
availability of screening/assessment tools that have been developed to aid the process 
of identification of deficits and potential cause(s) in monolingual groups (for example, 
in the UK, see: Fawcett and Nicolson, 1996; Frederickson, Frith and Reason, 1997; 
Miles, 1993; Newton and Thomson, 1976), there is a lack of appropriate procedures 
for use within a multilingual context (see discussions in Cline and Shamsi, 2000). At 
present, no purpose-made 'bilingual' tests have been developed. Indeed, such tests 
would seem to be almost impossible to envisage given our current level of 
understanding. Two of the main obstacles to the development of such procedures have 
been the difficulty of assessing across different languages (including suitably trained 
testers who are able to administer procedures in the language of assessment) and the 
effects that second language learning may have on literacy skills independent of (and 
potentially obscuring) any assessment of dyslexia (see Cline and Reason, 1993; Peer 
and Reid, 2000; Smythe and Everatt, 2002). 
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2.1.5 Aims and questions 
This initial study incorporated adult dyslexic, ESL and EIL monolingual populations 
and contrasted their perfonnance across different areas of literacy and phonological 
processing. It sought to determine whether different literacy and phonological 
measures that have been widely used for assessment of learning disabled individuals 
can distinguish between dyslexics and ESL performance as well as identify specific 
areas of strengths and weaknesses between the two groups. 
For the purpose of this research individuals who have learnt English- as-a- S econd- 
Language (ESL) were distinguished from individuals for whom English was their LI 
(E IL dyslexic and non-dyslexic). The specific research question that formed the basis 
for the present study was do ESL individuals present the same sort of literacy and 
phonologically-based difficulties with dyslexics or are they different? 
The aim of this initial assessment study was therefore to contrast the perfon-nance of 
adult students with English-as-a-second-language (ESL) with English- as-a- first 
language (E I L) adult students with and without specific literacy difficulties on a 
number of literacy and phonological measures. A secondary aim was also to test 
whether standardised measures of literacy and phonological processing used to 
distinguish between adult dyslexics and non-dyslexics are also able to distinguish 
between dyslexic individuals and those with English-as-a-Second-Language (ESL). 
More specifically, the study aimed to compare these three groups across different 
areas of literacy, including spelling, reading comprehension and proof-reading ability, 
as well as on their underlying phonological abilities using tasks like non-word 
reading, rapid naming, pseudo-homophone and digit span. 
2.2 Method 
2.2.1 Participants 
Thirty-eight ESL individuals were compared with 22 EIL dyslexics and 36 EIL non- 
dyslexics. All participants in this study were adult Higher Education (HE) college- 
level students who were undertaking undergraduate or postgraduate courses within the 
institutions at which they were studying. All completed a self-report questionnaire, 
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which was used to detennine background details and to ensure appropriate 
classification to groups. 
Participants comprising the ElL dyslexic group were recruited via special needs units 
within the institutions where the study was performed. All were receiving special 
needs support within their higher education institution and had a record of prior 
assessment for dyslexia. Of these 22 individuals, 11 were female and II were male. 
They had a mean age of 24.09 (SD 5.63). All EIL dyslexics reported having a history 
of literacy problems on the self-report questionnaire and indicated that they were still 
experiencing such problems. 
Participants from the EIL non-dyslexic control group were an opportunity sample 
taken from the same institutions as the previous group. All reported that English was 
their first language and that they did not have a history of learning difficulties or 
learning support. Of the 36 individuals in this group, 20 were female and 16 were 
male. They had a mean age of 23.92 (SD 6.72). 
ESL individuals were recruited via advertisements in language units specifically for 
those from non-English backgrounds within the same institutions as the two groups 
above. The self-report questionnaire indicated that this group comprised students from 
various first language backgrounds (including German, Italian, Greek, Chinese and 
Arabic) and therefore formed a mixed first language group. All reported that they had 
leamt English as a second language. The majority (32 participants) stated that they 
had been learning and/or using English over a period of at least seven years prior to 
the study. All the participants had spent a minimum of one year studying in an 
English language Higher Education institution, even those who were recruited from 
first year undergraduate courses. The group comprised 18 males and 20 females and 
had a mean age of 24.47 (SD 5.21). 
2.2.2 Measures 
All individuals from the three groups were assessed in terms of their literacy skills 
and underlying phonological abilities. All the measures used to determine these 
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abilities were in English and were developed for the purposes of this study after they 
were piloted on a group of Higher Education mono lingual/bilingual students. 
A. Measures of literacy 
2.2.2.1 Reading comprehension task 
Participants were given seven fictional passages to read silently to themselves. After 
reading each passage, the participants were required to read and answer five 
comprehension questions. These questions required an understanding of specific 
details contained within the passage and to make inferences based on those details 
(e. g. 'Think of an appropriate title for the passage'). Responses were written by the 
participant but required one word, typically yes/no, or a short phrase (two or three 
words) answers. Passages and questions were developed based on those used in the 
NFER Reading Comprehension Test (1975). Responses were marked correct or 
incorrect based on their appropriateness in answering the question. Yes/No answers 
were simply coded as correct/incorrect. Short phrase answers were marked as correct 
if they were considered to be an appropriate/acceptable answer to the question by the 
researcher. Scores were based on the number of comprehension questions out of a 
total of 35 correctly answered. 
2.2.2.2 Single-word spelling task 
In this task participants were verbally presented with a list of 25 English words, both 
in isolation and within a sentence context, and were asked to spell the words as 
accurately as possible. Written responses were required and no time limit was 
imposed on this task. Scores were obtained based on the total number of words spelt 
correctly (out of 25). The test items for this task were from the Helen Arkell Spelling 
Test battery (Brooks and McLean, 1998). 
2.2.2.3 Proof-reading task 
In this task participants were given 2 fictional passages to read each with 10 errors. 
They were presented with one sentence at a time rather than with the whole passage. 
The spelling errors included in each sentence comprised incorrect syntax/grammar 
(e. g. 'Brian's mother asked him to helped her clean the cupboard'). 
Participants were 
asked to identify the errors and correct them by changing one or two words within 
the 
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sentence. Scores were based on the total number of errors (out of a maximum of 20) 
corrected across the two passages. The items included in this task (some were 
eliminated in order to reduce the total number of items) were from Brook's (2003) 
spelling test battery (personal communication with author). 
B. Measures of phonological processing 
2.2.2.4 Pseudohomophone task 
In this task participants were presented with a series of letter strings and were asked to 
choose which of the 2 words within each word pair sounded like a real word or not 
(e. g. in the pair'splab phocks', the correct answer is 'phocks' because it sounds like 
the word fox). Scores were based on the number of letter strings (out of a total of 14 
pairs) correctly chosen. The test items were also from Brook's (2003) spelling test 
battery. 
2.2.2.5 Auditory short-term memory task 
This task followed the typical procedure for digit span tasks used in the literature 
(e. g., Miles, 1993). Participants were verbally presented with sequences of digits that 
they were instructed to repeat. Sequences started with two digits and increased by one 
digit after every two items unless two errors were made at that sequence length, in 
which case the test was stopped. Scores were based on the number of sequences 
correctly reproduced. 
2.2.2.6 Non-word reading (decoding) task 
In this task participants were presented with a sheet of paper containing a list of 25 
novel letter strings developed by the researcher that were pronounceable using 
English grapheme-phoneme conversion rules but which were not in the English 
language (e. g., 'jint''strale''tegwop' 'bemonthrate'). Participants were required to read 
through the list as quickly as possible, pronouncing each letter string aloud to the 
tester. The time taken to complete the list of 25 non-words was used as the measure 
for this task. Although the dyslexics would be predicted to show deficits in non-word 
reading accuracy, time was used as an assessment measure given the likelihood of 
ceiling effects on accuracy scores amongst the EIL control participants and the 
possibility of similar effects amongst the ESL students. Such ceiling effects may 
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obscure differences between these groups. However, time measures were less likely to 
lead to such problems. 
2.2.2.7 Rapid naming task (objects) 
This task requires participants to retrieve familiar phonological codes form long-term 
memory. Participants were visually presented with line drawings of four familiar 
objects (house, ball, clock and elephant) (Smythe, 2002). Familiarity with the objects 
and their common English names was checked prior to testing. These were randomly 
arranged on an A4 size paper with each object being represented several times to 
produce 25 line drawings in total. Participants were required to name the items as 
quickly as possible, with scores being based on the time taken to name all the objects. 
Errors in naming were noted, but uncorrected errors comprised only a small number 
across all three groups and were not incorporated into the assessment measure. 
2.3 Results 
Table 2.1 presents the average performance of the three groups on the measures of 
literacy and phonological processing. One-way analyses of variance (ANOVA) were 
performed on each of these measures to investigate any significant effects of group on 
these scores (see Table 2.1). Post-hoc pairwise comparisons were then performed to 
identify which individual groups differed from which when a significant Anova was 
found (see Table 2.2). Figures 2.1,2.2 and 2.3 provide graphical representation of 
these results. 
Table 2.1 Mean scores (with standard deviations in parentheses) for each group 
nn i-neh nf thp mi-num-, with tht- remilts of the analvses of variance 
Comprehension 
EILControl 
24.25 (5.02) 
EILDyslexic 
19.82 (5.93) 
ESL 
1-6.11 (7.86) 
ANOVA 
(df=2,93) 
F=14.61 p<. 001 
Spelling 
Proof-reading 
20.81 (2.82) 
16.53 (2.68) 
15.50 (4.82) 
10.09 (4.16) 
17.76 (3.57) 
12.84 (4.31) 
F=15.53 p<. 001 
F=21.48 p<. 001 
Pseudohornophone 11 . 86 
(2.27) 7.82(2.82) 11.00(2.64) F=17.94p<. 001 
Auditory STM 11.28 (2.17) 7.27(2.51) 10.29 (2.30) F=21.25 p<. 001 
Non-word reading 24.75 (7.77) 44.91 (16.86) 28.39 (8.58) F=25.46 p<. 001 
Rapid naming 25.83 (7.22) 32.36 (6.73) 35.76(11.59) F=11.16p<. Ool 
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Table 2.2 Post-hoc pairwise comparisons for each of the measures 
Control vs Dyslexic Control vs ESL Dyslexic vs ESL 
Comprehension p<. 05 p<. 05 NS* 
Spelling p<. 05 p<. 05 NS 
Proof-reading p<. 05 p<. 05 p<. 05 
Pseudohomophone p<. 05 NS p<. 05 
Auditory STM p<. 05 NS p<. 05 
Non-word reading p<. 05 NS p<. 05 
Rapid naming p<. 05 p<. 05 NS 
*P values >. 05 arc marked as non-significant 
Figure 2.1 Average performance of the three groups on the measures of reading 
comprehension, spelling and proof-reading 
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Figure 2.2 Average performance of the three groups on the pseudohomophone 
task and the auditory short-term memory (STM) task 
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Pseudohomophone Auditory STM 
Figure 2.3 Average times of the three groups in the non-word reading and rapid 
naming tasks 
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Overall, these findings indicated that the ESL individuals perforined at a similar level 
to the EIL dyslexics in most of the literacy measures (although the ESL students were 
slightly better proof-readers than the dyslexics), but performed more like the EIL 
controls in most of the measures of phonological ability. The exception amongst the 
measures was that of rapid naming of familiar objects. Here the ESL and dyslexic 
groups were significantly worse than the EIL non-dyslexics. 
2.4 Discussion 
The findings of this study indicated significant differences between the EIL controls 
and EIL dyslexics on all measures, whereas the ESL students differed significantly 
from the EIL controls on the literacy measures and rapid naming. Differences 
between ESL students and EIL dyslexics were identified on most of the phonological 
measures with the exception of rapid naming, but less so on the literacy measures, 
although in the proof-reading task there was evidence for the ESL students to be C) It) 
better than the EIL dyslexics at identifying syntactic/grammatical errors. 
110 
Nonword reading time Rapid naming time 
The results supported previous research with reading disabled adults in demonstrating 
low levels of phonological awareness, auditory short-term memory, speeded naming, 
non-word reading, spelling syntactic understanding and reading comprehension ability 
amongst dyslexics in comparison to their non-dyslexic peers. The findings indicated 
weaknesses in all of the phonological measures used and were consistent with 
previous research supporting the view that phonological processing deficit being 
associated with poor literacy skills may continue across the life-span (Bryant and 
Bradley, 1980; Stanovich, 1988; Bruck, 1993; Hanley, 1997; Snowling, 1995). 
Despite long periods of literacy work and relative successful educational experiences 
(all were studying for degree-level qualifications), these adult dyslexics still presented 
difficulties in phonological tasks and literacy-related skills. For the purposes of 
contrasting EIL dyslexic and non-dyslexic HE-level students, all these measures seem 
appropriate. 
However, the specific comparisons of interest were those involving ESL students. In 
the literacy measures assessing spelling ability, reading comprehension and an 
understanding of syntax/grammar, the ESL students performed significantly worse 
than the EIL controls and were not significantly better than the E1L dyslexics in 
spelling nor comprehension. Only when the task required the identification/correction 
of syntatic/granimatical errors were the ESL students significantly better than the EIL 
dyslexics. Such evidence would suggest that the two groups cannot be distinguished 
simply in terms of their reading comprehension and spelling ability. Indeed, the ESL 
students' comprehension scores were marginally less than the dyslexics, possibly due 
to a weakness in fully understanding the context of the passages (which could have 
been culturally biased towards UK born individuals) or second language weaknesses 
leading to limited inference making strategies. Future studies may need to better 
control for text complexity and cultural bias in reading comprehension tests as a way 
of establishing whether ESL individuals may have found the passages which were in 
their L2 hard in terms of language content/vocabulary or familiarity of theme - these 
possibilities will be considered further in subsequent studies in this thesis. Whatever 
the reason for these potential difficulties amongst the ESL population, the findings of 
this study indicate that distinguishing ESL students from dyslexics may require 
assessment procedures that rely on more than simple literacy measures. 
III 
In contrast to the findings obtained for the literacy measures, the ESL students 
performed better than the ElL dyslexics and roughly at the same level as the EIL 
controls across most of the phonological tasks used in this study. In comparison to 
the ESL students, the dyslexics were poorer in the areas of phonological awareness 
(pseudohomophone task), auditory short-term memory ability (digit span task) and 
decoding (non-word reading time) and these measures would seem to be ideally suited 
to distinguish these groups of individuals. It was only in the measure of the rapid 
accessing of familiar names from long-term memory (i. e., rapid naming of objects) 
that the performance of the ESL students indicated weaknesses compared to the EIL 
controls and at a level comparable, if not worse, than that of the dyslexics. 
Problems with the rapid accessing of English words may indicate that the ESL 
individuals have not yet fully developed the automaticity skills required for automatic 
access of words from their L2 verbal lexicon. This may be due to inadequate English 
language experience or level of L2 proficiency and may reduce or disappear with 
increased exposure or improved language skill. Further work is necessary to 
determine the reason for this specific area of deficit amongst the ESL students,, but 
accessing names in an L2 may be a relative slow process even for those with good 
experience of the second language. The thesis will return to this issue in later studies 
where naming of digits will be added to this task to test whether the effect of rapid 
naming is specific to objects. Retrieval of the names of specific objects involves a 
whole set of names that need to be accessed from the lexicon, which is not expected to 
be true for digits where access is restricted to only nine names. Yet, an important 
point is that this ESL naming deficit identified may be qualitatively different from that 
experienced by the dyslexics whose relatively slow perfonnance on the rapid naming 
task was more likely the result of their underlying phonological deficits consistent 
with the poor performance in the other phonological measures used in the study. The 
same causal hypothesis can be speculated upon in the case of the literacy measures. 
Consistent with the proposed cause of literacy weaknesses amongst dyslexic 
individuals discussed in the general introduction (Chapter 1), weaknesses in 
underlying phonological processing skills manifest in poor pseudoword/nonword 
processing and these are associated with poor literacy skills in general. Difficulties 
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with non-word reading reflect problems with the ability to make the correct grapheme 
to phoneme conversion processes, namely problems with translating a written symbol 
or grapheme into its corresponding phonological form or phoneme (see also Hanley, 
1997). Such deficits may not be experienced by ESL students who have appropriate 
phonological skills (possible developed during first language acquisition) to map 
graphemes and phonemes in their L2. As such, it may be that poor phonological skills 
are related to literacy deficits even for those whose language skills are not greatly 
developed, a view that has been derived from work involving younger cohorts of 
participants (see Frederickson and Frith, 1998; Everatt et al, 2000; Geva and Seigel, 
2000). 
In terms of assessment procedures, the findings suggest that an appropriate procedure 
for distinguishing dyslexic students from non-dyslexic with English as a first or 
second language is to combine literacy ability assessments with measures of 
underlying phonological skills. Measures of literacy ability can clearly distinguish 
dyslexic and non-dyslexic individuals with English as their first language; however, it 
is only when these literacy deficits were combined with weaknesses in phonological 
skills that the dyslexics could be distinguished from those with English as a second 
language. This study highlights the importance of identifying appropriate and reliable 
assessment procedures that can be used as evidence for the underlying reasons for 
literacy difficulties amongst adults, so that the correct support programmes can be 
implemented (see discussion in Everatt et al, 2002). 
However, further investigation of other areas of literacy and phonological processing 
is needed to gain a deeper understanding of the nature of difficulties presented by ESL 
and dyslexic individuals and establish whether the specific deficits identified in this 
initial assessment study actually reflect reading-related or language-related problems 
for ESL individuals. If such deficits were found to be language-related, then would 
the degree of language experience be likely to impact on the ESL phonological 
abilities and literacy skills? If on the other hand, the deficits identified in this initial 
assessment were to be reading-related, then would we expect that certain reading sub- 
skills (or certain skills related to reading) would be more likely to impact on literacy 
in the same group of individuals? The studies that follow attempted to answer the 
above questions. 
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CHAPTER 3 
Study 2: Assessment of high and low-proficiency ESL and dyslexic students on 
measures of literacy and phonological processing 
3.1 Introduction 
3.1.1 Literacy and bilingualism 
Study I provided an initial assessment of dyslexics and ESL adult students' literacy 
and phonological abilities and identified literacy deficits specific to each group. To 
further identify the nature of such deficits study 2 was carried out, which aimed to 
more closely investigate reading and phonological skills with a particular focus on the 
role that language experience may play in the performance on reading and 
phonological-based tasks. 
Research suggests that reading skills and phonological awareness, the ability to 
manipulate sounds within words, develop with language experience, by gaining 
adequate vocabulary knowledge and exposure to print (Lieberman, 1997). Yet, it has 
been shown that phonological processing deficits amongst dyslexic individuals may 
carry across their life span and can impede the process of normal reading development 
as well as the different stages associated with this process. The reading skills of ESL 
individuals, however, are said to develop as their L2 proficiency increases (Alderson, 
1998) (see discussion in the general introduction of the thesis). 
Adults' first and second language abilities and disabilities have been studied in the 
context of different kinds of skills. These are listening, speaking, reading and 
writing, and possibly a fifth general cognitive skill, thinking. The first two are named 
oracy skills, whereas the latter two literacy skills. Listening and reading are viewed 
as receptive skills, whereas speaking and writing are considered to be productive 
skills. Distinguishing between these different language skills is important for bilingual 
populations especially for assessment purposes. Some may speak a language, for 
example, but not be able to read and/orwrite. Others may be able to understand a 
language spoken in specific contexts (for example, academic or during social 
interactions), and read yet they can-not speak or write in that particular language 
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(Baker, 1993). Research has ftirther focused on bilinguals' specific language sub- 
skills that develop together or as a result of attaining the above skills like 
pronunciation, vocabulary knowledge, grammar knowledge etc. 
Some bilinguals may be competent in one language, but still be in the process of 
learning the other language, that is still being in the process of becoming a bilingual 
('semilingualism'). The above idea is illustrated in the following: 
"it appears crucial to distinguish between language learners in an academic setting 
who do not usually interact socially with their two languages and who therefore are 
not really bilingual (at least yet), and people who are acquiring a language in a natural 
environment and who are using both languages on a regular basis. The former should 
be characterised as "language learners", and maybe not as "novice" or "non fluent" 
bilinguals, at least until they start using both languages on a regular basis" (Grosjean, 
1998, p. 136). Others may be able to understand a language spoken in specific 
contexts (for example, academic or during social encounters-interactions) and read, 
yet they cannot speak or write in that particular language (Baker, 1993). Research has 
further focused on bilinguals' specific language sub-skills that develop together or as a 
result of attaining the skills such as pronunciation, vocabulary knowledge, grammar 
knowledge, etc. The level of competence across each one of the four different 
language skills may therefore vary across time and as a result of changing or adapting 
to a new social context/linguistic environment (GrosJean, 1998). What we always 
have to keep in mind is that bilinguals are also "bicultural" individuals (Grosjean, 
1998, p. 133). The cultural context in which our ESL populations were attaining their 
L2 literacy skills was therefore taken into account for this research programme. 
Although the ESL individuals recruited for the studies had not attained those skills 
within a 'natural' environment , i. e. 
in the UX but in their country of origin, it was 
assumed that they were using English as part of their social and academic 
requirements and were subsequently engrossed at the specific cultural context at the 
time of testing. 
Ideally, studies with bilingual readers should directly compare first and second 
language reading ability using the same group of individuals. Another issue has to do 
with matching groups. While it is possible to draw inferences about the second 
language reading of each individual group, it is difficult to make direct comparisons 
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between ESL and E1L learners, since the proficiency levels of the groups are often 
disparate. However, having participants ftom a broad range of proficiency levels and 
using sensitive second language proficiency measures in order to more clearly relate 
language proficiency, first language reading, and second language reading 
comprehension are ways in which such methodological concerns can be overcome. 
Studies in the area of biliteracy have concluded that as bilingual individuals become 
familiar with two different phonological systems, their phonological awareness skills 
develop, and as a result, they become good decoders. Although bilinguals typically 
present no problems with their phonological awareness skills or problems in making 
grapheme-phoneme correspondences in their L2, their ability to access meaning in L2 
texts can be impaired because of different or unfamiliar cultural schemata experienced 
in their first language learning. With dyslexic individuals, though, we find the 
opposite pattern; although they are good in accessing meaning from text they are poor 
in decoding and in phonological awareness skills (Kroll et al, 2002). 
3.1.2 Rapid naming 
Research has demonstrated that dyslexic individuals present difficulties in rapidly 
naming letters, digits and objects when compared to controls matched for reading age. 
This naming speed deficit is, according to some researchers, characteristic of 
phonological awareness and decoding deficits and does not seem to be influenced by 
the amount of exposure to print or to reading level (Adams, 1990; Wolf and Bowers, 
1999). A number of studies have investigated the role of phonological awareness and 
naming speed in reading development, but the evidence is rather inconsistent as there 
is no clear support for the claim that naming speed develops independently from 
phonological awareness skills and whether the two variables make independent 
contributions to the development of reading ability in non-nal and reading disabled 
individuals (Cronin and Carver, 1998). 
Research has indicated that group differences between normal and disabled readers in 
rapid naming lie in the time interval between the response to one stimulus and the 
response to the next. This time interval involves a number of processes like: a) 
inhibiting the response to the previous stimulus, b) shifting the system to anticipate 
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and respond to the current stimulus, c) perceiving the current stimulus, and d) 
accessing and retrieving a verbal label (Wolf and O'Brien, 2001). 
Cross-language similarity of lexical features seems to facilitate naming performance 
when there is a straightforward correspondence between orthography and phonology 
between the two languages (Kroll et al, 2002). Kroll et al (2002) discuss the view that 
11when bilinguals had to switch between languages in naming numbers, there were 
larger switch costs into Ll than into L2" (p. 165). They explain that LI, which is 
more active, becomes inhibited at the cost of L2 production, so that when L2 readers 
need to switch fi7om one language to the other, this can lower their actual processing 
speed. 
3.1.3 Aim and rationale for research 
This study aimed to explore whether the level of language experience impacts on the 
literacy and phonological skills of ESL individuals. The study focused on literacy and 
investigated the role of language experience on reading both at the word and text level 
as well as reading comprehension. A-reas of reading that were of interest in this study 
were, in particular, the different ways individuals of different language proficiency 
levels process single words as well as how well they are able to comprehend easy and 
hard text. 
For the purposes of this study, the ESL students were selected on the basis of their 
language experience, that is, how many years they had been speaking English as a 
second language. For inclusion in the high-experience of English language group, the 
rather conservative criterion of 7 years or more of L2 experience was used, according 
to which L2 readers should have reached an appropriate level of L2 acquisition (see 
Cummins, 1979). Half of the ESL individuals that participated in this study forined a 
high-experience of English group (with more than 7 years of English language 
experience) and half formed a low-experience of English group (with less than 7 years 
of English language experience). 
The performance of adult high and low-experience ESL students was compared with 
EIL monolingual adult students with and without specific literacy difficulties 
(dyslexia). In particular, the main focus of this study was to assess the four groups 
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across different areas of reading, text reading accuracy, text reading speed, text 
comprehension and a single word reading test. A secondary aim was to test whether 
the four groups, namely English dyslexic, non-dyslexic and high and low-experience 
ESL individuals differ in terms of the rapid naming of digits. 
3.2 Method 
3.2.1 Participants 
Groups of EIL non-dyslexic (N=60), EIL dyslexic (N=26) and ESL (N=55) adult 
students were tested in this study. All participants were adult college-level students 
studying for a range of qualifications up to and including postgraduate level - the 
same colleges were used to sample participants for all groups. Similar sampling 
procedures were used in this study as in Study 1. All participants completed a self- 
report questionnaire to ensure appropriate classification into groups. 
Participants in the EIL control group comprised an opportunity sample and were all 
first language English speakers who reported no history of literacy difficulties. Of the 
60 participants in this group, 20 were male and 40 were female. The average age of 
students in this group was 21.98 (SD 5.45). 
Dyslexic individuals were obtaining special needs provisions in the additional 
learning support unit within the institutions where they were studying. All reported 
past and current literacy difficulties. Of the 26 participants in this group, 9 were male 
and 17 were female. The average age of students in this group was 22.35 (SD 7.37). 
ESL individuals came from a range of language backgrounds (Spanish, Italian, Greek, 
German, Chinese, Malay and Farsi) and therefore comprised a mixed first language 
group. All reported learning English as a second language and had spent at least one 
year studying in an English language Higher Education institution. None reported 
having any history of literacy difficulties. These 55 ESL individuals were divided into 
those with 7 or more years of English language use (high experience of ESL group, 
N=27) and those with less than 7 years of English language use (low experience of 
ESL group, N=28). Of the 27 high experience ESL students, 8 were male and 19 were 
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female. The average age of these participants was 22.22 (SD 3.69). Of the 28 low 
experience ESL students, 9 were male and 19 were female. The average age of these 
participants was 21.68 (SD 4.48). 
3.2.2 Measures 
All four groups of individuals were assessed on their reading skills and rapid naming 
ability in English. Reading was assessed by measures of single-word reading and text 
reading, with accuracy being detennined in both cases. In addition to accuracy, text 
reading was also measured in terms of rate of reading and reading comprehension. 
Digit naming was used in the rapid naming task. 
A. Measures of reading 
3.2.2.1 Single-word reading task 
The British Abilities Scale (BAS; Elliot, Smith and McCulloch, 1996) reading 
measure was used to assess participants' reading accuracy and decoding skills at the 
single word level. Procedures and scoring was taken from the test manual. In the test, 
participants were presented with a list of 90 low and high-frequency single words of 
increasing difficulty (both in ten-ns of meaning and vocabulary) and were asked to 
read them aloud as accurately as possible. Scores were obtained based on the time 
taken and the total number of words read correctly (out of 90). 
3.2.2.2 Text reading task 
The Adult Reading Test (ART; Brooks, Everatt and Fidler, 2004) was used to assess 
participants' text reading and procedures and calculations of test measures were taken 
from the test manual. In this task participants were asked to read 7 fictional passages 
aloud so that reading errors could be recorded. Reading errors were used to assess text 
reading accuracy. This was calculated for each passage as 15 (the maximum number 
of errors permitted in a passage before testing is stopped) minus the number of errors 
produced. The totals for each passage completed were then combined to produce a 
single measure for each student. There was no time limit imposed on reading of the 
texts, although time was recorded to look for differences in speed of reading. Again 
the number of words read per minute of time was calculated across all the passages 
completed, giving a single score for each participant. 
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After reading each passage, participants were asked a series of comprehension 
questions about the text. Participants were not allowed to re-read the passage while 
answering the questions. The total number of comprehension questions answered 
correctly across all passages completed was used as a single score for each student. 
However, for the purposes of this study, the 7 passages were divided into two sets. 
This distinction was made based on the Simmons and Singleton (2001) finding that a 
significant effect is more likely to occur in inference and recalltype questions when 
readers were reading hard text but not easy text. So, based on this argument, the first 
four passages were categonsed as easy (these were generally shorter passages with 
reading levels of grade 7 or below) and the final three were categonsed as hard (these 
were longer passages with reading levels equivalent to grades 11 or 12). The different 
types of comprehension questions included in the test were therefore considered 
separately in the analysis. These questions were designed to assess participants' 
memory for specific details in the text, recall of factual/literal information from the 
text, and ability to make inferences about the text. The difference between the first 
two types of questions was that memory questions required a specific answer and no 
other answer could be correct, whereas factual questions required recall of 
information in the text but could be answered in several ways as long as the fact was 
imparted in the answer. Exact memory is required in the first case whereas memory of 
an idea stated in the text is required in the second. The differences between these 
questions and the final type of question was that, unlike the factual and memory 
questions, the inference questions were not explicitly stated in the text and, therefore, 
had to be inferred from information contained in different phrases within the passage 
(See appendix 2 for full text excerpts and examples of the different types of 
comprehension questions). 
B. Rapid naming measure 
3.2.2.3 Rapid naming (digits) 
Rapid naming was assessed using the digit naming task from the Phonological 
Assessment Battery (PhAB; Frederickson, Frith and Reason, 1996). In this task 
participants were asked to read out two rows of 50 randomly ordered digits. 
Responses were timed to produce a rapid naming speed score. 
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3.3 Results 
Table 3.1 presents the average performance of the three groups on the measures of 
single-word and text reading and rapid naming of digits. One-way analyses of 
variance (ANOVA) were performed on each of these measures to investigate any 
significant effects of group on these scores (see Table 3.1). Post-hoc pairwise 
comparisons were then performed to identify which individual groups differed from 
which when a significant Anova was found (see Table 3.2). Figures 3.1 to 3.5 provide 
a graphical representation of these results. 
Table 3.1 Mean scores (with standard deviations in Parentheses) for each group 
on each of the measures with the results of the analyses of variance 
EIL Control ElL Dyslexic ESL 
(high) 
ESL 
(low) 
ANOVA 
(df=3,137) 
Single-word 85.40 (6.03) 78.12 (13.07) 84.59 (4.03) 79.14 (8.75) F=7.3 6, p<. 00 1 
Text accuracy 91.22 (15.07) 64.12 (25.81) 80.89 (25.27) 59.00 (30.88) F=16.29, p<. 001 
Text rate 153.02 (37.83) 124.08 (40.49) 146.41(28.84) 119.96 (20.89) F=8.37, p<. 001 
Comprehension 39.63 (9.63) 33.69 (13.15) 35.33 (10.81) 30.57 (10.79) F=5.05, p<. 05 
Rapid naming 34.62 (8.34) 41.85 (10.84) 39.78 (9.15) 42.79 (10.19) F=6.04, p<. 001 
Table 3.2 Post-hoc pairwise comparisons for each of the measures 
Contr vs 
Dysl 
Contr vs 
ESLli 
Contr vs 
ESLI 
Dysl vs 
ESLli 
Dysl vs 
ESLI 
ESLli vs 
ESLI 
Single-word p<. 05 NS p<. 05 p<. 05 NS p<. 05 
Text accuracy p<. 05 NS p<. 05 p<. 05 NS p<. 05 
Text rate p<. 05 NS p<. 05 NS NS p<. 05 
Comprehension NS NS p<. 05 NS NS NS 
Rapid naming nÄz p<. v-, p<. 05 p<. 05 NS NS NS 
On the literacy measures, ESL students with more than 7 years of English language 
experience performed at a level consistent with the EIL non-dyslexics, whereas those 
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ESL individuals with less than 7 years experience were similar to dyslexics. Yeti, both 
ESL groups performed as poorly as the dyslexics on the rapid naming task. 
Further analyses concentrated on potential differences between the groups in terms of 
the type of comprehension questions and passage difficulty. Two types of 
comprehension questions were compared in these analyses. Comprehension questions 
were separated depending on whether they required memory of facts or details 
(factual and memory questions--see Method section 3.2.2.2 above) or whether they 
required inferences to be made about the text. Additionally, as described in the 
Method section (see section 3.2.2.2), the seven passages were divided into relatively 
easy and hard categories, following the procedure outlined in Simmons and Singleton 
(2001). The different number of questions in these categories of comprehension 
question meant that the proportion of correctly answered question types was used as 
the dependent variable in the analyses. Separate ANOVAS were perfon-ned on the 
two categories of passages, one for easy texts and one for hard texts (the results are 
presented in Table 3.3). Mixed analyses of variance were also performed, treating 
group (four levels) as a between subject factor and type of comprehension question 
(two levels) as a repeated measures factor. 
Table 3.3 Mean proportions (with standard deviations in brackets) for each 
group on the different categories of comprehension questions 
Easy text Total (recall 
& inference) 
Hard text Total (recall 
& inference) 
recall inference recall inference 
EIL Control 0.45(0.10) 0.55(0.08) 0.49(0.69) 0.43(0.10) 0.45(0.10) 0.44(0.69) 
EIL Dyslexic 0.42(0.15) 0.48(0.16) 0.45(0.11) 0.39(0.16) 0.31 (0.13) 0.34(0.97) 
ESL(high) 0.42(0.11) 0.53(0.10) 0.47(0.69) 0.36(0.12) 0.37(0.13) 0.36(0.92) 
ESL (low) 0.36(0.10) 0.45(0.09) 0.40(0.59) 0.31 (0.14) 0.32(0.08) 0.31 (0.81) 
Total average 
score 
0.42(0.11) 0.51(0.10) 0.38(0.13) 0.38(0.12) 
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The mixed analysis of variance for the easy texts indicated main effects for group 
(F(3,137)=10, p<. 001) and question type (F(1,3)=52, p<. 001), but no evidence of an 
interaction (F(3,137)=0.5 1, p=. 67). The equivalent analysis of the hard texts, 
however, did produce a significant interaction (F(3,137)=2.76, p=. 04) together with a 
main effect of group (F(3,137)=19, p<. 001) but no evidence of an effect of question 
type (F(1,3)=0.09, p=. 77). Figures 3.6 and 3.7 present these interactions. Paired 
comparisons of type of comprehension question from hard passages for each group of 
participants indicated that the only group to show a difference in performance 
between recall and inference questions was the dyslexic group (t(25)=2.17, p=. 04). 
Figure 3.1 Average performance of the three groups on recall and inference 
comprehension questions in easy texts 
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Figure 3.2 Average performance of the three groups on recall and inference 
comprehension questions in hard texts 
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3.4 Discussion 
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The results indicated differences between EIL controls and EIL dyslexics and ESL 
low experience students across most measures, the exception being the lack of a 
significant difference between E1L controls and EIL dyslexics on the text 
comprehension measure. Overall, the performance of the EIL dyslexic and ESL low 
experience students was comparable, with no significant differences identified. 
However, there was little evidence for differences between the EIL controls and ESL 
high experience groups across the measures; the only measure where a difference was 
apparent was in the rapid naming of digits. Additionally, EIL dyslexic and ESL high 
experience students could be significantly differentiated in ternis of their word reading 
accuracy. These findings suggest that ESL students and EIL dyslexics can be 
distinguished from EIL individuals in terms of their literacy skills, although such 
differences may only become apparent when the ESL student has had enough English 
language experience (i. e. of seven years or more). Those ESL students with less 
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Recall Inference 
English language experience performed more like the EIL dyslexics than the EIL 
controls. The only area where differences between these groups became apparent was 
when a more detailed analysis of scores on different types of comprehension 
questions was considered. When harder texts were considered, there was evidence that 
dyslexics perform worse on inference type questions than recall type questions., 
whereas there was no evidence for a similar trend across the other three groups. 
Findings from study I indicated that adult dyslexics and ESL individuals cannot be 
distinguished on literacy measures as they presented similar pattern in their 
performance. The present study demonstrated that literacy measures could reliably 
distinguish between dyslexics and ESL individuals only when language experience 
was considered. Although the ESL groups presented evidence of literacy problems, 
the results obtained from this study suggest that these are related to language 
proficiency, and should increase with experience. As predicted, the level of L2 
experience was indeed found to be a discriminating factor that distinguished the 
reading performance of the two ESL groups in this study. Similarly, high-experience 
ESL individuals (with 7 years or more of L2 language experience) are better able to 
perform certain literacy tasks in their L2 than dyslexics are in their Ll. 
The dyslexic group's scores on the literacy measures more closely resembled the low- 
experienced ESL students, although the same factor cannot explain their poor scores 
given that all dyslexic individuals had English as their first language and it is unlikely 
that they would have had low levels of English language experience equivalent to that 
of ESL students with seven or less years of experience. Given the findings of Study I 
and the existing evidence in the literature (see Chapter 1), a more likely explanation 
would focus on the dyslexic adults' continued phonological processing problems. The 
findings of Studies I and 2, therefore, are consistent with the view that ESL literacy 
difficulties are language experience related, whereas the same difficulties amongst 
dyslexics are more likely related to phonological processing deficits. The ESL 
students' language experience related literacy deficits are more likely to be relatively 
short-lived compared to the continued phonological deficits experienced by dyslexics 
that seem to lead to literacy problems throughout the life-span. Such differences in the 
probable underlying causes of literacy difficulties experienced by dyslexic and ESL 
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students should inform procedures for assessing literacy problems amongst adult 
students and procedures to support their learning. 
Although the findings of Study 2 were again consistent with continued literacy 
deficits amongst dyslexic students, even at the supposed basic level of simple single- 
word ability, the findings were not entirely negative about the literacy skills of 
dyslexic students. The findings of this study suggested that text understanding, as 
measured by comprehension, could be as good amongst dyslexics and amongst their 
non-dyslexic peers. However, this level of understanding seems to come at the cost of 
time. The dyslexics' rate of reading is considerably slower than that of the non- 
dyslexic controls. This may be because more time is required to process words in 
isolation or because more time is required to derive the meaning of the text when 
certain individual words are missing or incorrectly processed due to reading errors. 
Either way, these results seem to suggest that single-word reading problems lead, in 
general, to a slowing in text processing to allow understanding to be derived. This 
style of text processing may, however, lead to problems in text understanding when 
the passage is difficult and inferences across different parts of the text. 
The comprehension questions used in Study 1 required inferences to be made about 
the text read, and the performance of the dyslexic adults was found to be weaker than 
that of their non-dyslexic peers. When inference comprehension questions were 
separated fTom recall comprehension questions in Study 2, the dyslexics performed at 
a level that was as good as their peers on recall type questions, but weaker on 
inference type questions, and these effects were more apparent as text complexity 
increased. These results can be contrasted with those of the ESL students. Low- 
experienced ESL students' ability to access meaning from the passages also presented 
evidence of weaknesses. However, again, these may be due to different reasons from 
those that led to weaknesses amongst the dyslexics. Whereas, the dyslexics' 
weaknesses may be the result of problems with word processing and text inferencing, 
the ESL students may have found the text difficult due to unfamiliar cultural schemata 
presented in the passages. The fact that they presented weaknesses across both levels 
of text complexity suggests that this may not have been the main cause of their 
comprehension problems. However, further research is necessary to determine the 
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most likely reasons for these deficits. The evidence within the present data, though, 
again suggests that similar levels of task performance may be due to different causes. 
Finally, poor rapid naming skills were found to be indicative of both dyslexics and 
ESL individuals, a finding which is consistent with the results obtained in study 1. 
The findings of differences between EIL dyslexics and non-dyslexics further support 
the contention that rapid naming is an area of deficit for dyslexic individuals across 
the life-span (see discussions in Wolf and O'Brien, 2001). Similarly, the continued 
evidence of difficulties amongst the ESL students suggests that this is not simply a 
factor of language experience that will disappear with relatively large levels of 
exposure. Either even larger levels of L2 exposure are necessary for the accessing of 
L2 names to be rapid as well as accurate or alternative factors are playing a part in the 
difficulties experienced by the ESL students. 
Problems with rapid naming of digits amongst the ESL groups may lie in the time 
interval between the response to one stimulus and the response to the next and in the 
sequence of processes involved such as: inhibiting the response to the previous 
stimulus, anticipating and responding to the next stimulus, perceiving the stimulus, 
accessing and retrieving its verbal label. It could be argued that naming speed deficits 
aniongst the ESL may lie in the last stage of the rapid autornatised naming process. 
The access and retrieval of the verbal label of each digit may inhibit the process and 
could therefore be responsible for the time delays as it is the only one directly linked 
to language ability. However, further evidence is required before firm conclusions can 
be made, particularly as there was little evidence of a language experience effect in 
that rapid naming differences between EIL controls and ESL students reduced as 
English language experience amongst the ESL students increased. Rapid naming will 
fonn part of the measures taken in subsequent studies in this thesis and further 
discussion will follow the reporting of findings in this area. Similarly, other 
phonological-based skills will be further investigated such as the role of verbal 
fluency, which will constitute the focus of the next study, as well as any relations 
between the phonological skills that may influence the ability for phonological 
processing. 
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CHAPTER4 
Study 3: Assessment of verbal fluency and phonological skills amongst adult 
dyslexics and ESL students 
4.1 Introduction 
Studies I and 2 indicated that, with the exception of rapid naming measures, dyslexics 
can be distinguished from ESL students by measures of phonological processing, but 
could only be distinguished in measures of literacy when language experience was 
relatively high. The latter finding suggests that language experience may be the factor 
that leads to poor test performance amongst ESL students. This conclusion was 
further investigated in Study 3 focusing on verbal fluency skills amongst ESL 
students and comparing these with those of EIL dyslexic and non-dyslexic students. 
Language experience would be expected to impact on verbal fluency and this may 
lead to potential deficits in certain test areas, such as rapid naming. Therefore, groups 
of ESL, EIL dyslexic and non-dyslexic students were compared on their performance 
on measures of verbal fluency and these were compared with scores on rapid naming 
measures. Given the potential importance of phonological skills measures in 
differentiating ESL and dyslexic students, Study 3 also incorporated another measure 
of phonological processing, the Spoonerisms task, that has been used in phonological 
assessment procedures. The Spoonerisms task was chosen as it may be considered a 
more complex phonological task than the ones used in Studies I and 2, leading to it 
being more appropriate as an assessment of adult ability. 
4.1.1 Measures of fluency and their relationship to reading 
Verbal skills, as well as reading and, "rriting skills, are an essential component of 
literacy. However, problems with speech production and speech processing have 
been commonly reported amongst dyslexics (Scarborough, 1990; Frith, Landerl and 
Frith, 1995). The underlying assumption of all these studies was that difficulties in 
these areas reflect problems with phonological processing and that according to Frith, 
Landerl and Frith (1995) "dyslexics may not have an instantaneous access to certain 
phonological forms" (i. e. the names of letters) (p. 3). 
It has also been demonstrated that fluency plays a critical role in reading development 
(Frith, Landerl and Frith, 1995; Meyer and Felton, 1999). There are two kinds of 
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fluency of interest to the present research work: verbal fluency and reading fluency. 
Reading fluency has been defined in terms of "the ability to read connected text 
rapidly, smoothly, effortlessly, and automatically with little conscious attention to the 
mechanisms of reading such as decoding" (Meyer and Felton, 1999, p. 7). A fluent 
reader is therefore someone who has developed automaticity and good word decoding 
skills. Other definitions of the terin emphasise the role of rate and accuracy In oral 
reading (Torgensen, Rashote and Alexander, 2001). Katzir-Cohen and Wolf (2001) 
offer the following comprehensive definition of reading fluency: 
'In its beginnings, reading fluency is the product of the initial development of 
accuracy and the subsequent development of automaticity in underlying sub-lexical 
processes, lexical processes, and their integration in single-word reading and 
connected text. These include perceptual, phonological, orthographic, and 
morphological processes at the letter-, letter-pattern, and word-level; as well as 
semantic and syntactic processes at the word-level and connected-text level. After it 
is fully developed, reading fluency refers to a level of accuracy and rate, where 
decoding is relatively effortless; where oral reading is smooth and accurate with 
correct prosody; and where attention can be allocated to comprehension' (p. 8). 
Verbal fluency, on the other hand, which is the main focus of the present study, refers 
to the accuracy and speed by which one is able to generate (i. e. verbally produce) 
words based on phonemic or semantic cues (Frith, Landerl and Frith, 1995). Verbal 
fluency therefore depends upon a number of phonological processing skills like 
accessing the names of letters or accessing words by sound. 
Three areas of verbal fluency that have been studied extensively are semantic, 
alliteration and rhyme fluency (Wimmer, Landerl and Schneider, 1994; Frith, Landerl 
and Frith, 1995). Semantic fluency refers to the ability to efficiently retrieve word 
meanings and generate words from semantic cues (e. g. semantic categories) and, 
therefore, is said to also reflect the ability for semantic categonsation. It reflects the 
ability to locate and retrieve semantic codes, semantic information and specific word 
meanings from long-term memory and is therefore argued to provide an index of the 
size of phonological storage lexicon. Alliteration fluency on the other hand, refers to 
the ability to effectively generate words from phonological forms and codes, (e. g. 
single language units or sounds). It reflects the ability to use such codes to retrieve 
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information (i. e. phonological codes based on alliteration) from long-term memory. 
Rhyme fluency, finally, refers to the ability to generate rhyming words based on 
phonological cues like conunon sound endings between words. It reflects the ability to 
use phonological codes to retrieve information (i. e. phonological codes based on 
rhyme) from long-term memory. 
Fluency has further been studied in relation to the specific sub-skills and processes 
that underlie it. It has been argued, for example, that reading fluency involves not 
only the use of lower-level reading skills and phonemic awareness skills but also 
higher-level lexical processes and other reading sub-skills, such as accuracy and 
comprehension. Berninger et al (2001) argue that fluency is influenced by a number 
of factors such as: a) the characteristics of stimulus input (e. g. rate and persistence of 
a visual signal or speech signal), b) the efficiency and automaticity of internal 
processes (e. g. the development of phonological, orthographic, and morphological 
systems), and c) the coordination of responses by the central executive. 
There is evidence to suggest that there is a strong relationship between early rapid 
naming skills and later reading fluency (Wolf and O'Brien, 2001). In fact, because 
rapid naming involves many of the very same processes employed during fluent 
reading (i. e. visual, auditory, orthographic, phonological, and morphological), the two 
skills are often inter-dependent. As Wolf and O'Brien (2001) put it, "a breakdown in 
any of them can also impede the acquisition of fluent reading" (p. 11). 
4.1.2 The development of lexical fluency in Ll and L2 
The way adult L2 readers acquire lexical representations for L2 and the way in which 
they then connect them to existing representations of Ll words within the cognitive 
network (or'mental lexicon) for words and their meanings in Ll is a key issue in the 
development of L2 lexical fluency. It is an area that has been typically measured 
through a number of verbal production tasks, such as simple word reading or object 
naming tasks that require the use of cognitive and conceptual processing skills. 
Naturally, the more fluent the L2 learner, the more easily he or she should be able to 
access meaning directly for L2 words. In study 2 of the present thesis it was found 
that the number of years of English language experience reported by an individual 
significantly correlates with reading speed and reading accuracy. Likewise, L2 
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leamers'performance in rapid naming (both accuracy and speed) is likely to be 
improved with increasing L2 proficiency as they manage to acquire a richer lexical 
network for words in L2. as shown in study 2. Less proficient L2 learners, on the 
other hand, seem to depend more on external cues to language when performing the 
same naming tasks (Kroll, Michael, Tokowicz and Dufour, 2002). Rapid naming 
performance then is likely to indicate how easily bilinguals' lexical information is 
accessed in each of their languages under study (Kroll et al, 2002). For L2, it has 
further been argued that "the naming task also provides a measure of the difficulty of 
accessing and producing the phonology" of a particular language (Kroll et al, 2002, p. 
144). 
The process of naming of objects or words in a second language is often facilitated in 
cases where there is LI and L2 word similarity or when there is absence of unknown 
L2 vocabulary. Cross-language similarity of lexical features also seems to facilitate 
naming performance when there is a straightforward correspondence between 
orthography and phonology between the two languages (Kroll et al., 2002). As far as 
digit naming is concerned , it has been found that "when bilinguals 
had to switch 
between languages in naming numbers, there were larger switch costs into Ll than 
into L2" (Kroll et al., 2002, p. 165). They explain that LI, which is more active,, 
becomes inhibited at the cost of L2 production, so that when L2 readers need to 
switch from one language to the other, this can lower their actual processing speed 
(Kroll et al., 2002). Given the evidence obtained from previous data (Studies I and 2) 
suggesting that the differential performance of ESL individuals and dyslexics may 
differ between rapid naming of digits and rapid accessing of object names, this study 
will assess ESL and dyslexics' skills in naming speed of both objects and digits. 
4.1.3 Research on verbal fluency and dyslexia 
Research has indicated that both children and adults with dyslexia perform poorly in 
verbal fluency tasks compared to age-matched controls (Frith, Landerl, and Frith, 
1995). There are two theories that may explain poor performance in verbal fluency 
amongst dyslexics: their verbal fluency may be impaired either (1) because there is a 
problem with the phonological storage of words or (11) because access to that store is 
impaired. This means that dyslexics either have few words stored in their mental 
lexicon from which to select from, or that they have difficulty finding these words 
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(Shallice, 1988). There is further a possibility that there are several routes in the 
process of trying to access a word in the mental lexicon and that dyslexics may have 
problems in one of these routes. However, a clear explanation of exactly where or in 
which of these routes the problem lies within the phonological system has not been 
yet provided. Finally, it has been suggested that dyslexics may present problems with 
verbal fluency because of their poor verbal short-term memory ability. The inability to 
produce enough words may, according to the above hypothesis, be attributed to the 
fact that they have problems remembering what words they have already mentioned 
and therefore take longer for fear of repeating the same ones (Frith, Landerl and Frith, 
1995). 
4.1.4 The role of experience in verbal fluency ability 
If reading skills improve with experience (e. g. through exposure to print), the same 
may be the case with verbal skills leading to dyslexics (and possibly L2 individuals) 
becoming more verbally fluent with age and amount of experience. If that is the case, 
then we would expect adult dyslexics to perform better than dyslexic children on 
verbal fluency tasks. A number of studies have tested this hypothesis (e. g. Elliot, 
Murray, and Pearson, 1978). Frith, Landerl, and Frith (2001) compared the data 
obtained from a group of 12-year-old reading disabled children with a group of 
compensated adult dyslexics matched for IQ on a number of verbal fluency tasks, like 
generating words from a given sound (i. e. a particular letter name) or from general 
word categories (i. e. food, animals etc). It was found that there were no significant 
differences between the two groups in the time taken to generate words, which 
provides further evidence that phonological processing problems can persist into 
adulthood despite evidence suggesting that fluency increases with age (e. g. Elliot, 
Murray and Pearson, 1978). 
Interestingly, both groups of dyslexics presented d1fficultles in accessing words by 
sound, but not from meaning, suggesting that it is probably the ability to 
spontaneously generate words from phonemic cues which is impaired in dyslexic 
individuals, not the ability to generate words from semantic cues, and that it is 
therefore the phonological code, not the semantic code that is impaired in dyslexics. 
They are, in other words, significantly slower and, therefore, significantly less fluent 
than non-dyslexics at generating words from phonemic cues (e. g. produce a word 
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starting with a particular phoneme), but no worse in generating words from semantic 
cues (e. g. produce words with a particular meaning) (Frith, Landerl, and Frith, 1995). 
The above argument provides further evidence for the phonological deficit hypothesis 
that has been widely supported by a number of researchers (e. g. Pennington, Van 
Orden, Smith, Green, and Haith, 1990). However, it may not only have been poor 
reading skills amongst the dyslexics that impacted on their weak phonetic fluency 
performance. To ascertain this hypothesis, the researchers undertook a follow-up 
study in which they further compared a group of 8 adult dyslexics against a matched 
control gToup of 12 normal readers on a WRAT reading, a WRAR spelling, and a 
Spoonerisms test. Again, they found that adult dyslexics were still showing 
phonological impairments similar to those of the group of 12-year-olds in the 
semantic fluency task, but were significantly worse in the phonemic fluency task, 
which provided further evidence that poor literacy was impacting on phonology or 
vice versa. 
However, despite the evidence above that verbal fluency may be related to the 
acquisition of language and literacy skills, a relatively small number of studies have 
tested these fluency skills amongst experienced and inexperienced L2 populations, 
with even fewer studies attempting to compare these L2 groups with the fluency skills 
of dyslexics. 
4.1.5 Assessing phonological skills using the PhAB: the applicability of the test 
battery to ESL populations 
As a screening and diagnostic tool, the Phonological Assessment Battery (PhAB, 
Frederickson, Frith, and Reason, 1996) has been used extensively in the assessment of 
phonologically based literacy skills of individuals with literacy difficulties. It has also 
been argued to be an appropriate assessment technique for Individuals with English- 
as- a-Second-Language who present difficulties of a phonological nature (p. 57). 
(For 
details please refer to special studies results in appendix 3 of the test 
battery). 
A study conducted by the developers of the test battery (Frederickson, 
Frith and 
Reason, 1996) compared ESL (Bengali-English speaking) children against age- 
matched monolingual English speaking children. The results indicated that the area 
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that ESL children's performance significantly differed most from the standardisation 
sample group was the on the Spoonerisms task, a test of complex phonological skills. 
Significant differences were also found between the two groups on reading accuracy 
and reading comprehension tests with the ESL children scoring on the middle of the 
average range in reading accuracy and on the lower half of the average range in 
comprehension compared to the controls who scored on the high average range in 
both. It has therefore been argued that bilingual children may be less accomplished 
in using semantic or contextual cues than their monolingual counterparts. The 
findings of the study further indicated that the phonological skills assessed by the 
PhAB are almost equally developed in bilingual and monolingual English children, 
when the bilingual children had at least four years of formal English language 
education. The relationship between phonological awareness skills and reading 
accuracy was found to be similar across the two groups despite the ESL children's 
reading comprehension ability and reading accuracy scores being poorer than those of 
the monolingual children. Clearly, more than phonological processing skills appear 
to be involved in reading connected prose passages and it may be that the higher-order 
literacy skills that ESL children performed poorly at (e. g. vocabulary, use of semantic 
cues and drawing inferences from text) were the cause of such differences found in 
ternis of text reading ability. 
The findings of this study are consistent with Cummins' (1984) argument that it is 
likely to take much longer (five to seven years) before L2 learners "develop native- 
like levels of proficiency in the higher order cognitive academic linguistic areas than 
in surface level skills including phonological processing" (PhAB, p. 106). 
4.1.6 Research questions and aims of the study 
Having established in previous studies that dyslexics and ESL individuals can be 
distinguished in terms of their phonological processing skills, with the dyslexics 
performing overall worse than the ESL, the present study aimed to investigate 
whether the two groups also differ in terms of their verbal fluency skills and in terms 
of more complex skills of phonological processing (Spoonerisms). The Spoonerisms 
task was chosen due to the complexity of the phonological processing required to 
complete the task: the individual has to hear the differences between initial word 
sounds, be able to recognise and retain words without their initial sounds and 
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recombine initial and remaining word sounds to form a novel word. The combination 
of awareness, deletion, retention and addition means that the task included many of 
the processes that have been found to distinguish dyslexics and non-dyslexics (see 
Chapter 1, General Introduction) and hence it has been used in a number of 
phonological assessment procedures (particularly the PhAB). In addition, previous 
findings demonstrating that ESL individuals perform slightly better than dyslexics in 
rapid naming of digits (study 2) but slightly worse in rapid naming of objects (study 
1), led to this study assessing the two groups on both rapid naming tasks to ascertain 
whether rapid naming ability is different in the two groups and whether the specific 
ability to rapidly access words is related to fluency. Overall, the study covers a range 
of phonological assessment measures that should further inform work in identifying 
differences between dyslexic and ESL students. 
The primary aim of this investigation was to test whether verbal fluency tasks, such as 
semantic, alliteration and rhyme fluency, and complex phonological processing tasks, 
such as the Spoonerisms task, would be able to distinguish between adult ESL, 
dyslexic and EIL individuals. A secondary aim of the present investigation was to 
ascertain whether there is a relationship between verbal fluency and the rapid naming 
ability amongst ESL and dyslexics. 
4.2 Method 
4.2.1 Participants 
Groups of 22 EIL dyslexic (mean age 25 years, SD 4.54; 11 female and 11 male), 22 
EIL non-dyslexic (mean age 27 years, SD 3.49; 10 female and 12 male), and 20 ESL 
adult students (mean age 27years, SD 5.16; 16 female and 4 male) matched for age 
and sex took part in this study. Participants from all groups were an opportunity 
sample of postgraduate degree-level students undertaking different English courses 
and were recruited from the University of Surrey (age range for all groups 19 to 41). 
A self-report questionnaire was administered to all individuals prior to testing to 
ensure appropriate allocation to groups. This preliminary questioning indicated that 
the EIL dyslexic and non-dyslexic groups were all native English speakers. Non- 
dyslexic ElL students indicated no evidence of previous literacy/learning difficulties. 
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All dyslexic individuals were obtaining special needs provisions from the leaming 
support unit in the University where they were studying and reported a history of 
literacy problems. The ESL individuals came from a wide range of language 
backgrounds and, therefore, represented a mixed LI group from ten different language 
backgrounds (including Arabic, Greek, German, 'Itallan, Spanish, and Malay). All 
participants from this group reported having English as a second language with a 
minimum of 7 years of English language formal instruction and an average of 14 
years of English language experience (SD=2.29). They all had spent at least one year 
studying in an English language Higher Education institution as part of their degree 
requirement. None reported having any history of literacy difficulties. 
4.2.2 Measures 
All individuals were assessed in tenns of their phonological abilities in English. The 
measures used in this study were all adopted from the Phonological Assessment 
Battery (PhAB; Frederickson, Fnth and Reason, 1996). 
A. Measures of fluency 
4.2.2.1 Semantic Fluency task 
In this task participants were verbally presented with two general semantic categories,, 
for example, things to eat, and animals and were asked to verbally produce as many 
words as they could that related to this category. Participants were given 30 seconds 
for each category and scores were obtained based on the total number of different 
words produced. Scores for the two categories were further combined for the 
purposes of analyses. 
4.2.2.2 Alliteration Fluency task 
In this task participants were verbally presented with a single letter sound, for 
example, /m/ and /b/, and were asked to verbally produce as many words as they 
could that started with that sound within 30 seconds. Scores were the total number of 
different correct words produced. Scores for the two beginning sounds were 
further 
combined for the purposes of analyses. 
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4.2.2.3 Rhyme Fluency task 
In this task participants were verbally presented with two one-syllable words, 'more' 
and 'whip', and were asked to verbally produce as many words as they could that 
rhymed with the given word. Again, 30 seconds were allowed for each of the words 
presented and scores were obtained for the total number of different words 
(acceptable rhymes) produced. Scores were obtained based on the total number of 
correct words produced. Scores for both rhyming words were combined in the 
analyses that follow. 
B. Measures of phonological ability 
4.2.2.4 Spoonerisms task 
This is a test -of phonological awareness that requires ability for perception and 
manipulation of phonemes, ability to decode non-words and use of grapheme- 
phoneme correspondences knowledge. It therefore requires higher-order phonological 
awareness skills as well good knowledge of grapheme-phoneme correspondences. 
The task incorporates two parts. In the first part (semi-spoonerisms), participants 
were verbally presented with a list of ten words, each of which was followed by a 
letter and were asked to replace the initial sound of each word with the specific letter 
sound given to create a new word (e. g. cat with an f gives fat). Scores were obtained 
based on the number of words produced correctly. 
In the second part (full spoonerisms), participants were verbally presented with a list 
of ten pairs of words and were asked to exchange the first sound from each word pair 
to produce two new words (e. g. sad cat gives cad sat). The word pairs produced were 
either real words or non-sense words. Scores were obtained based on the number of 
pairs of words produced correctly. 
4.2.2.5 Rapid naming task (objects and digits) 
This is a test of phonological speed that requires fast and automatic retrieval of 
phonological coding from long-term memory. It has two parts: 
Part A. Rapid naming of digits 
Participants were presented with two A4 size cards containing a sequence of digits 
and were asked to read each of the digits out loud as quickly as possible. Digits were 
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presented in a random order to avoid the possibility of having two identical sequences 
at any one time. Scores were obtained based on the time taken to read all the digits. 
Part B. Rapid naming of objects 
Participants were presented with two A4 size cards containing a series of line 
drawings of familiar objects (i. e. hat, table, ball, and door). Line drawings were 
repeated several times on the cards producing a total of 50 objects. Participants were 
required to name each of the objects as quickly as possible. The line drawings were 
presented in a pseudo-random order that avoid the possibility of having any two 
identical sequences at any one time. Scores were obtained based on the time taken to 
name all the objects. 
4.3 Results 
4.3.1 Group differences 
One-way analyses of variance were performed on the data to compare the three 
groups'performance across the different measures used in the study. Significant 
effects of group were found across all of the phonological tasks used in the study (see 
Table 4.1). These analyses were followed by pairwise post-hoc comparisons (see 
Table 4.2) to identify which groups significantly differed from which. 
Table 4.1 Mean scores (with standard deviations in parentheses) for the three 
groups of students on the phonological tasks, together with the results of the 
analyses of variance for each measure 
Tasks Dyslexic Non-dyslexic ESL F p 
(N=22) (N=22) (N=20) df=2,63 value 
Spoonerisms 30.04 (8.06) 35.72 (3.90) 31.35 (3.29) 6.248 <. 05 
Rapid Naming - 36.70 (6.10) 29.7 (2.85) 35.20 
(6.47) 10.126 <. 001 
Objects/secs 
Rapid Naming- 21.20 (4.73) 15.02 (3.44) 19.55 (4.14) 13.072 <. 001 
Digits/secs I 
Verbal Fluency- 15.34 (3.86) 19.13 (3.93) 13.97 (3.42) 10.789 <. 001 
Semantic 
Verbal Fluency- 8.22(2.66) 10.72 (2.88) 9.72 (2.66) 4.630 <. 05 
Alliteration 
Verbal Fluency- 7.17 (3.02) 8.97 (2.64) 3.80 (3.42) 15.574 <. 001 
ýRhytne 
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Table 4.2 Post-hoc pairwise comparisons between the three groups on the 
phonological tasks 
Tasks Dyslexic Dyslexic ESL 
vs vs vs 
non-dyslexic ESL non-dyslexic 
Spoonerisms <. 05 NS <. 05 
Rapid Naming - <. 001 NS <. 05 
Objects/secs 
Rapid Naming- <. 001 NS <. 05 
Digits/secs 
Verbal Fluency - <. 05 NS <. 001 
Semantic 
Verbal Fluency - <. 05 NS NS 
Alliteration 
Verbal Fluency - NS <. 05 <. 001 
Rhyme 
The results indicate that the ESL group was particularly poor on the rhyme fluency 
task, scoring significantly worse than both EIL dyslexic and non-dyslexic groups. 
However, the performance of the ESL students was much better on the alliteration 
task (no different from the ElL non-dyslexics) and also not different from that of the 
dyslexics on the semantic fluency task. This profile suggests a specific problem in the 
rhyme task that cannot be explained by problems in vocabulary or phonological 
processing. The average perfon-nance of the three groups on the Spoonerisms task 
revealed that the ESL group performed at a level almost equivalent to that of the 
dyslexics, and that both of these groups were significantly worse than the ELI non- 
dyslexics. The results for rapid naming tasks indicated that the average performance 
of the ESL group was similar level to that of the dyslexics, with both dyslexics and 
ESL students being significantly worse than the EL1 non-dyslexics. As in the 
previous studies, naming speed was found to be an area in which ESL Individuals 
perforined at a similar level to that of dyslexics, but significantly poorer than EIL 
non-dyslexics. All three groups were quicker at naming digits than naming objects. 
Overall, across the phonological measures used in Study 3, ESL individuals 
performed at a level more consistent with that of the dyslexics than the non-dyslexics. 
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However, differences between dyslexics and ESL individuals emerged in two areas of 
fluency: the ESL group was relatively superior at alliteration and significantly poorer 
at rhyme. Contrary to previous findings (see introduction above, section 4.1), 
dyslexics were significantly worse than non-dyslexics on the semantic fluency task 
but not significantly worse than non-dyslexics on the rhyme fluency task. Dyslexics 
and non-dyslexics differed on the alliteration task consistent with predictions based on 
the work presented in the introduction of the study. 
4.3.2 Correlations 
Overall, there were significant relationships between all of the phonological-based 
measures used in the study when scores from all three groups were combined in the 
analysis (see Table 4.3). 
Table 4.3 Pearson's correlations between the phonological measures for the three 
erouns - i)-values are also Dresented for each nnaIv. qiq 
Tasks Rapid Semantic Alliteration Rhyme Spoonerisms 
narning fluency fluency fluency 
(digits) 
Rapid naming r--. 424, r---. 456, r---. 226, r---. 3 10, r---. 460, 
(objects) P<. 001 P<. 001 NS p<. 05 P<. 001 
Rapid naming r----. 46 1, r---. 298, r---. 304, r---. 453, 
(digits) P<. 00 I p<. 05 p<. 05 P<. 001 
Semantic fluency r--. 407, r--. 475, r--. 329, 
P=. 001 P<. 001 
p<. 05 
Alliteration fluency r--. 448, r--. 413, 
P<. 00 1 P<. 001 
Rhyme fluency r--. 451, 
P<. 001 
Correlations between the fluency and rapid naming measures were further run 
separately for ESL, and for EIL dyslexic and non-dyslexic groups (Tables 4.4,4.5 
and 4.6). 
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Table 4.4 Correlations between rapid naming, semantic and alliteration fluency 
for dyslexics 
Tasks Rapid Semantic Alliteration Rhyme 
naming fluency fluency fluency 
(digits) 
Rapid naming r--. 294, r=. 524, r---. 053, r---. 2725 
(obj ects) NS p<. 05 NS NS 
Rapid naming r=-. 612, r=-. 430, r=. 475, 
(digits) p<. 05 p<. 05 p<. 05 
Semantic r--. 41 1 r--. 431, 
fluency NS p<. 05 
Alliteration r--. 384 
fluency NS 
Note: correlations significant at the. 05 level are highlighted in bold 
Table 4.5 Correlations between rapid naming semantic and alliteration fluency 
for EIL non-dyslexics 
Tasks Rapid Semantic Alliteration Rhyme 
naming fluency fluency fluency 
(digits) 
Rapid naming r--. 177, r---. 415ý r---. 1 84ý r---. 258, 
(obj ect) NS p=. 05 NS NS 
Rapid naming r---. 21 I r---. 077, r---. 072 
(digits) NS NS NS 
Semantic r=. 452, 227, 
fluency p<. 05 NS 
Alliteration 586, 
fluency 
117 
p<. 05 
Note: correlations significant at the. U. ) ievei are nigntignieu tri uuw 
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Table 4.6 Correlations between rapid naming semantic and alliteration fluency 
for ESL 
Tasks Rapid Semantic Alliteration Rhyme 
naming fluency fluency fluency 
(digits) 
Rapid naming r--. 13 1) r---. 076) r---. 052ý r---. 087, 
(obj ects) NS NS NS NS 
Rapid naming r--. 0317 145) r--. 07 7) 
(digits) NS NS NS 
Semantic r--. 17 17 r--. 224, 
fluency NS NS 
Alliteration r=. 614 
fluency p<. 05 
Note: correlations significant at the. 05 level are highlighted in bold 
Overall, the correlations between rapid naming and fluency measures were non- 
significant for non-dyslexic students (both EIL and ESL groups), but showed some 
evidence for relationships between these variables amongst the dyslexic participants. 
In the case of the dyslexic students, semantic fluency was related to both rapid naming 
tasks, although the direction of the relationship vaned (high levels of semantic fluency 
were related to fast digit naming times but slow object naming times). Similarly, the 
dyslexics' digit naming scores were related to both alliteration and rhyme fluency, but 
again the direction of the relationship vaned (fast naming speeds were related to high 
alliteration fluency levels but low rhyme fluency levels). 
4.4 Discussion 
The results of this study indicated no evidence of significant differences between ESL 
and dyslexic students in the Spoonerism and rapid naming tasks, with both groups 
showing deficits compared to the EIL controls. Significant differences between ESL 
and dyslexics did emerge in the fluency measures with both dyslexics and ESL 
students performing worse than the EIL controls in the semantic fluency. 
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Specifically, the dyslexics performed at a level consistent with the controls and better 
than the ESL students in the rhyme fluency task and ESL students performed like the 
EIL controls and better than the dyslexics in the alliteration fluency task. 
Overall, these findings indicate that the conclusions of the preceding studies need to 
be treated with caution. Not all phonological measures wi 11 distinguish dyslexic and 
ESL students. In addition, these data indicate that high levels of English language 
experience may not always lead to ESL students achieving levels of performance 
comparable to this of ElL peers. 
The correlations add to the need for caution. Although it was hypothesised that 
phonological deficits such as rapid naming may relate to the level of L2 fluency 
amongst ESL students, there was no evidence for such a relationship in this group. 
This pattern of low association between rapid naming and fluency was consistent with 
that found amongst the EIL non-dyslexic participants. It was only amongst the 
dyslexics that significant relationships were found between rapid naming and fluency 
scores. This seems to indicate that poor rapid naming times found amongst the ESL 
students may not be due to the size of the word lexicon that these individuals have 
access to. Additionally, deficits in rapid naming and fluency amongst E$L and 
dyslexics may not be related to the same underlying problems. These correlational 
analyses also indicated dyslexics showed relationships between rapid naming and 
fluency such that high semantic fluency was related to fast naming of digits but not to 
slow naming of objects. There could be a number of possible interpretations for this 
finding. One explanation might be that those dyslexics with vocabularies that are 
relatively large for a dyslexic (as indicated by high verbal fluency scores for the 
group) may find it difficult to access specific units of information embedded in their 
lexicon. Hence, the naming of individual objects would be slower amongst these 
individuals than in those dyslexic peers with low vocabularies and low fluency scores. 
Different effects may occur for digits if we consider that the lexical process 
responsible for accessing digits is different for that for objects. The organisation of a 
digit-based lexicon may be different form an object-based lexicon due to the number 
for items available for storage in these lexicons. Digits provide a restricted set of 
symbols that are combined to form number units (much like letters), whereas objects 
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form a much larger, potentially infinite set of units. As such, organisation and access 
of these lexicons may be very different. A dyslexic with problems accessing items 
form a large set of units would not necessarily have the same problems with a more 
restricted set. 
Whatever the possible explanation, however, the findings need to be treated with 
caution and certainly need further evidence to be able to draw firmer conclusions. 
Further research could specifically focus on the relations between semantic fluency 
and the ability for rapid accessing of pictures and digits separately and throw more 
light into how the two can be related as well as why such relations are likely to occur. 
The data reported in this study present further evidence for a retrieval time deficit 
amongst dyslexic adults. Such deficits are consistent with problems with phonological 
recoding in lexical access, as Wagner and Torgesen (1987) have argued, and 
consistent with the findings of Wolf and Obregon (1992). These findings could be 
accounted for by a general deficit in phonological processing as suggested by the 
findings in the fluency and Spoonerisms task (Snowling, 2000) or as a specific speed 
of processing deficit as argued by Wolf and O'Brien (2001). The potential 
interrelationship between phonological measures found amongst dyslexic participants 
and the three groups combined seems consistent with a common phonological factor 
underlying all the measures in this study. However, this conclusion needs to be 
considered in the light that such relationships were much less evident amongst the 
ESL students who also showed evidence of deficits in rapid naming, Spoonerisms and 
fluency measures. It seems that for dyslexics there may be the same underlying 
processing factor leading to deficits in these phonological tasks, whereas a different 
cause seems to be leading to similar deficits amongst the ESL students. Different 
factors might also account for differences in the reading ability of the two groups. 
Study 4 was an attempt to investigate how reading sub-skills such as accuracy, speed 
and comprehension, areas that the two groups have been found to present 
deficits in, 
can impact on word and non-word reading performance. 
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CHAPTER 5 
Study 4: Non-word reading and reading comprehension ability in adult dyslexic 
and ESL students 
5.1. Introduction 
Findings from studies 1,2 and 3 indicated that persistent difficulties for adult 
dyslexics emerged in non-word reading whereas for ESL in reading comprehension. 
These two areas will constitute the focus of the present study, which will assess the 
specific deficits that the two groups are likely to present in these two areas of reading. 
5.1.1. The non-word reading deflcit in dyslexics 
An essential component of successful reading is, as already mentioned in the 
extensive review of the reading literature in the introduction section, the ability to deal 
with novel, unfamiliar words presented either individually or within a text. This 
ability involves acquiring adequate word recognition and phonological decoding skills 
(see introduction). It has been demonstrated that dyslexic individuals have problems 
decoding unfamiliar words, which in turn impacts on their word recognition skills 
(Rack, Snowling and Olson, 1992). They have further been found to demonstrate 
evidence of less accurate and efficient reading of low-frequency exception words as 
well as non-words (pseudo-words). This problem often highlighted in the reading 
literature is referred to as the non-word reading deficit amongst dyslexics. 
A number of studies have investigated dyslexics' non-word reading skills, 
incorporating either single non-word tests or reading tests including non-words within 
sentence or text contexts. Evidence from these studies seems to suggest that when 
presented with unfamiliar information, i. e. non-words or pseudo-words, adult 
dyslexics are significantly slower than their age-matched non-dyslexics, although this 
is not the case when they are presented with familiar words, possibly due to several 
compensatory strategies they have adopted over the years. Dyslexics, therefore, do not 
only under-perfon-n in non-word reading accuracy tests, but also in tests of non-word 
reading speed (Rack, Snowling and Olson, 1992). It has been argued that this non- 
word processing deficit may be due to a failure in the orthography-to-phonology Z: ý 
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conversion process, that is, during the process of translating graphemes to phonemes 
(Rack, Snowling and Olson, 1992). 
Given that evidence for a non-word deficit within our sample of dyslexic individuals 
has already been obtained in study 1, the present, study aimed to investigate how this 
difficulty might relate to, and possibly influence, the reading comprehension ability of 
adult dyslexic and ESL individuals. 
If we were to incorporate non-word reading tasks within a comprehension measure 
such as the recall of novel non-word information within text, then we would expect 
dyslexic and ESL individuals to present difficulties with non-word based 
comprehension tasks. One of the primary aims of this study was to test the above 
hypothesis. 
5.1.2 Reading comprehension ability in dyslexics 
Reading comprehension is one of the most important predictors of reading ability in 
literate adults. However, adult dyslexics often present difficulties in reading accuracy 
and reading speed, which may in turn influence their ability to comprehend text 
(Beaton, McDougall and Singleton, 1997). So although dyslexic adults may perform 
almost as well as non-dyslexics in single-word measures of reading (although see 
Hanley, 1997), there is evidence to suggest that their performance is significantly 
slower in speed of word reading as well as in speed of text reading when compared 
against controls (Everatt, 1997). Dyslexics significantly under-perform the non- 
dyslexics not only in single-word reading but also in picture naming and in 
phonological awareness tasks (Hanley, 1997). Weak decoding skills are often 
considered the main reason for dyslexics' slower word processing skills. This same 
weakness may also be the underlying cause of poor reading comprehension (Hanley, 
1997). 
However, contrasting evidence argues against weak decoding skills being the main 
reason for poor reading comprehension ability (Coltheart and Coltheart, 1997), given 
that no direct link between the two skills has been established. For example, current 
reading research has distinguished between 'poor comprehenders' and dyslexic 
individuals, with the former being seen as a sub-group of individuals who manifest a 
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specific comprehension deficit in the absence of a weakness in decoding skills 
(Nation and Snowling, 1998). The difference that the researchers found between 
these two groups of 'reading disabled' individuals was that dyslexics used context to 
compensate for their poor decoding skills, whereas the group of 'poor comprehenders' 
did not seem to be able to benefit from contextual cues. 
Short-term working memory ability has further been identified as an important 
component of the reading comprehension process. Researchers in the area have found 
that the ability to parse a sentence relies on the temporary storage and concurrent 
processing of complex text information (Daneman and Carpenter, 1980). Problems in 
storing text information can impact on text information processing, which, inevitably, 
impacts on comprehension. There is a debate in the literature, however, as to whether 
reading comprehension is mediated by a general or domain specific processor within 
STM. 
5.1.3 Models of reading comprehension 
Reading comprehension refers to the extraction of meaning from text that requires 
both the recognition of individual words (within a sentence or text context) as well as 
knowledge of their meaning (Hoover and Gough, 1990). 
According to the simple model of reading (Gough and Turimer, 1986), reading 
comprehension is a skill that is predominantly dependent on the speed and accuracy 
with which individual words are decoded as well as on language comprehension. 
Chen and Vellutino (1997) have argued that the relationship between language 
comprehension and reading comprehension is mediated by reading ability. Language 
comprehension only facilitates reading comprehension once word recognition skills 
have reached a certain level of proficiency. This is particularly important when 
studying the reading comprehension skills of L2 learners. 
The above view is also consistent with the verbal efficiency hypothesis (Perfetti, 1985) 
postulating that word recognition accuracy and speed are fundamental to reading 
comprehension. Further research on reading comprehension has demonstrated that 
individual differences in word reading and passage reading rate predicted a 
considerable percent of the variance in reading comprehension of children (Kitz and 
Nash, 1992). The researchers found that it was decoding accuracy that facilitated 
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automatic word recognition, which in turn facilitated reading speed, thus confirming 
the link between the two skills. It would therefore seem that higher-level reading 
skills, such as reading comprehension skills are based on having already attained 
adequate decoding and phonemic awareness skills. 
Further research in the area has indicated that text comprehension ability can also be 
influenced by general language skills and other verbal and cognitive abilities, 
including word knowledge, efficient use of metacognitive strategies and exposure to 
print. Stanovich et al (1996) argued that proficient readers engage in the act of 
reading to a greater extent than poor readers because they are more frequently 
exposed to sources of linguistic material (i. e. printed text). Such an exposure, they 
argue, facilitates the development of verbal skills and reading comprehension ability. 
Exposure to print, in particular, has been found to enhance automatic word 
recognition processes and vocabulary knowledge. 
Reading comprehension ability is often viewed as a combination of word 
identification and listening comprehension skills. In fact, it has been found that both 
skills seem to predict the majority of variance in reading comprehension ability of 
both children and adult dyslexics (Gough and Tunmer, 1986; Gough, Ehri and 
Treiman,, 1992). Reading comprehension problems may, therefore, often reflect 
general language problems in certain reading disabled individuals such as poor 
listening comprehension and verbal reasoning skills as well as weaknesses in 
vocabulary and grammar that may manifest themselves in the absence of underlying 
phonological deficits. Such a view would indicate that speech comprehension deficits 
or weak word identification skills could lead to poor reading comprehension. 
5.1.4 Measuring reading comprehension ability 
There are currently few standardized measures available for assessing adults' reading 
comprehension ability. Existing tests of reading comprehension ability like the NFER 
Reading Comprehension Test (1975) lack the appropriate adult norms needed for 
accurate assessment of adult populations (i. e. normed for up tol5. I years). Thereis 
clearly a need for developing valid and reliable reading and reading comprehension 
tools suitable for assessing adult reading ability. 
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Typically, reading comprehension tests include a reading accuracy and a reading rate 
(speed) component. Other issues that are of relevance when assessing reading 
comprehension ability are the length of the passage or text, the reading mode (silent 
reading or reading aloud), the type of questions included in the comprehension test 
(multiple choice, cloze or yes/no type answers), and finally, the type of responses to 
comprehension questions (verbal or written). Choosing between single-word reading 
tasks versus text reading tasks is another key issue in the assessment of participants' 
reading skills. It has been argued that text or passage reading tasks are easier than 
single word measures of reading because the semantic or contextual information 
provided in the text can often aid comprehension. It would therefore be more suitable 
to assess word reading through single item lists of words rather than through a whole 
body of text in adult readers. Yet, using text reading tasks can provide valuable 
information about readers' higher-order reading skills, such as the ability to process, 
integrate, recall and infer information from text that cannot be otherwise tested using 
single-word procedures. So, text reading measures can arguably be viewed as more 
complex literacy tasks than single- word tasks as they can vary conceptually. 
5.1.5 Reading comprehension and the ability to construct inferences from text 
Last, but not least, another important component of reading comprehension is the 
ability to make inferencesfrom text (Oakhill and Cain, 1997). Research suggests that 
nonnal readers routinely and quickly construct inferences that elaborate causal 
antecedents of explicit events in the text, but not inferences about causal 
consequences. The process of forecasting lengthy causal chains into the future is 
taxing on working memory, so these inferences are either not constructed or their 
construction consumes a fairly large amount of reading time. Graesser and Bertus 
(1998) collected self-paced sentence reading times from younger and older adults who 
read expository texts on science and technology related themes. In their study, 
readers were also tested on working memory, general world knowledge, verbal 
reasoning, and reading frequency. Multiple regression analyses on the reading times 
revealed that (a) causal consequence inferences were more time consuming than 
causal antecedent inferences and (b) elaborate non-causal inferences were not 
constructed. The pattern for inference variables was remarkably similar for younger 
and older adults and was unaffected by other measures of individual 
differences. The 
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researchers, therefore, concluded that the process of constructing causal inferences is 
stable and predictable across different groups of readers. 
Although ESL readers are no less competent in phonological awareness skills and in 
making grapheme-phoneme correspondences when compared against monolingual 
controls', their ability to extract meaning from second language texts may be impaired 
because of different or unfamiliar cultural schemata experienced in their first language 
learning. With dyslexic monolinguals, however, we find the opposite pattern; 
although they may be competent in accessing meaning from text they are often poor 
in decoding and in phonological awareness skills. Research suggests that dyslexic 
individuals find it particularly difficult to construct inferences when processing hard 
text or use relevant general knowledge to support their understanding of hard text 
(Simmons and Singleton, 2000). They are also worse in their ability to determine the 
gist of a text and to pick out one statement forin several that describe a passage, and 
finally, in their ability to resolve conflicts in text, that is the ability to comprehend 
ambiguous statements that could be disambiguated by a previous one. It has been 
found that although dyslexic students perform at a similar level to non-dyslexic 
students on literal or factual type of comprehension questions, their performance on 
inferential questions (that typically require higher-level infori-nation processing) is 
poorer. Such reading comprehension difficulties are not only due to their inability to 
decode individual words in the text, but to other possible reasons such as poor lexical 
automaticity or impaired working memory problems (Simmons and Singleton, 2000). 
To investigate the above hypothesis, two types of inference questions have been 
included in our reading comprehension test: a) inference type questions that can be 
answered using information found directly in text (extracting meaning from a single 
sentence) and b) inference questions that can be answered by combining pieces of 
information (extracting meaning from more than one sentence or from a single 
paragraph) from the text or using general knowledge about the world to answer. 
Unlike in studies 1 and 2 of this thesis, yes/no type of questions as opposed to open- 
ended ones was used for the purposes of this study in order to limit the range of 
possible choices. Yes/no type answers would not be likely to interfere with language 
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knowledge or language use and would therefore simply elicit information about much 
individuals have actually understood of the text. 
5.1.6 Research questions and aims of the study 
The main research questions addressed in this study were the following: Do ESL and 
dyslexic individuals present the same kind of difficulties across the three domains of 
text reading (namely reading accuracy, speed and comprehension) or does their 
performance differ? Focusing on the area of reading comprehension,, the present 
study will be testing whether any difficulties in reading comprehension suggest an 
underlying comprehension deficit amongst ESL individuals as well as whether their 
ability to make inferences from text is influenced by text complexity as in dyslexics. 
Additionally, the study will be assessing whether ESL individuals, like dyslexics, 
present difficulties in non-word reading speed, accuracy, as well as in recall of non- 
words within easy and hard texts. Last but not least, the present study aimed to test 
whether non-word reading would be related to and possibly predict reading 
comprehension ability. 
5.2 Method 
5.2.2 Participants 
An opportunity sample of 15 ElLnon-dyslexics (mean age 20.8 years, SD 1.44; 7 
males and 8 females), 15 ElL dyslexics (mean age 20.6 years, SD 1.26; 4 males and 
11 females) and 20 ESL individuals (mean age 26.9 years, SD 5.20; 4 males and 16 
females) took part in this study. Dyslexic participants were obtained via the special 
needs support units in the higher education institutions where they were studying. All 
participants completed a questionnaire in which they had to report whether they are 
currently experiencing or had experienced any literacy problems and , if so, to specify 
what kind of reading difficulties they faced as well as the kind of assessment and 
support they had received or were currently receiving at the time of testing. 
Background demographic questions also included information on the level and course 
of study, sex, age, first language, and also the length of time spoken 
English as a 
second language. Participants with English-as-a-Second-Language were 
from 
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different language backgrounds, with 10 having Greek as their first language and the 
remaining having Italian, German, Hungarian, Rumanian, Persian, Malay or Spanish 
as their first language. All the participants from this group reported having English as 
their second language. The majority of participants were psychology students 
undertaking undergraduate or postgraduate courses who were offered one course 
credit in return for their participation to the study. All ESL individuals in this group 
satisfied the criterion of more than 7 years of English language proficiency (mean of 
14.1 years of ESL experience). They were proficient English language speakers who 
were regularly exposed to English as part of the taught courses they were attending at 
the period of testing. None of the ESL or the ElL non-dyslexic individuals finally 
reported having any history of literacy difficulties. 
5.2.2. Measures 
A. Reading measure 
5.2.2.1 Text reading accuracy and speed 
Participants were administered passages 5 and 6 in English from the ART used in 
study 2 to read aloud followed by twelve yes/no comprehension questions that they 
were required to answer from memory after the reading of each passage. The first 
passage ("Film"), which was selected as easy (grade 6 reading level, 250 words), 
included information about a fictional character, namely a film critic. The second 
passage ("Gases"), which was more complex in terms of content, meaning and 
vocabulary (grade 10 reading level, 3 03 words), included information about 
chemicals. Both passages also contained a number of non-words. Participants were 
encouraged to read at their non-nal rate although time was recorded to examine any 
differences in speed of reading. Scores obtained from both passages were combined 
to produce a single measure of reading accuracy (number of errors made), reading 
speed (time taken to read passages), and reading comprehension (number of questions 
answered correctly). 
Half of the comprehension questions included in the passages intended to test 
participants' memory for specific details and half of them required ability to make 
inferences from the text. These were, specifically, four types: a) factual (that aimed to 
assess the ability to recall information of specific events or words found within the 
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passage), b) non-word based factual (that aimed to assess the ability to recall certain 
non-words found within the passages), c) text-specific inference (that aimed to assess 
the ability to make inferences using information stated explicitly in the text), and d) 
inference from general knowledge (that required participants to combine one or more 
pieces of information from the text and use their general knowledge about the world 
to answer). Below are some examples of comprehension questions that were included 
in the test: 
Excerpt from passage 1 ('Film') 
Maria Tipsot is, perhaps, the best-known femalefilm director of the last century. Her 
films include "The Unbearable Darkness ofLiving ", "The Shrinking Violet" and "A 
Portrait of a Jealous Man ". She studied at the Vienna School ofFilm and Dramafor 
five years under the great master of avant-gardefilm, Sam Green. Many believe that 
she developed her own unique style offilmmaking by absorbing the theoretical 
teachings of Green, and then re-interpreting them by using her own cultural 
influences. This has led to thefilm critic Stephen Vergot to describe her as "an 
individual who has broken the conventional barriers of modern film-making ". 
Examples of four different types of comprehension questions from passage 1 
(easy): 
Question Type Answer 
Was the name of the female director Maria Tilsot? (Fn) Yes/No 
Did she study in Berlin? (Fw) Yes/No 
Did she admire the work of Sam Green? (Is) Yes/No 
Do you think her films would be described as fringe or 
alternative? 
(1g) Yes/No 
Fn=Factual non-word, Fw= Factual word, Is=Inference from story, Ig= Inference 
from general knowledge. 
B. Non-word reading measure 
5.2.2.2 Non-word reading (decoding) task 
A bespoke English non-word reading task was developed, based on the work of 
Everatt (1997) and on the work of Rack, Snowling and Olson (1992). The task 
required participants to decode letter strings using grapheme to phoneme conversions. 
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It was specifically designed to provide an index of participants' ability to translate a 
written symbol into its corresponding phonological form. The task presented 
participants with a list of 20 non-words that varied from one syllable to multi-syllable 
pronunciations and from single grapheme-phoneme correspondences to multiple 
graphemes producing a single phoneme. The complexity of the task was established 
based on a consideration of the appropriate literature (Rack, Snowling and Olson, 
1992; Everatt, 1997; Hanley, 1997) and pilot work conducted prior to testing. 
Participants were asked to read each letter string aloud as quickly as possible. Scores 
were obtained based on the time taken to read the words and the number of errors 
made. 
5.3 Results 
5.3.1 Non-word reading 
One-way analyses of variance were initially conducted to compare the three groups' 
perfortnance on the non-word reading task. Analyses indicated a significant main 
effect of group both in non-word reading accuracy (F(2,49)--*4.24, p=. 020) and non- 
word reading speed (F(2,49)=5.67, p=. 006). Dyslexics produced significantly more 
reading errors (p=. 0 18) and were significantly slower (p=. 0 15) than non-dyslexics. 
ESL individuals were no less accurate compared to non-dyslexics, yet, like the 
dyslexics they took considerably longer to read non-words (p=. 0 15). The results are 
presented in tables 5.1 and 5.2. 
Table 5.1 Mean scores for the three groups on non-word reading accuracy and 
speed together with an analysis of variance and significance levels 
Non-word reading Dyslexic Non-dyslexic ESL F value P value 
measures (N= 15) (N= 15) (N=20) df--2,49 
Mean sd Mean sd Mean sd 
Accuracy (total number of 17.80 2.67 19.7 0.59 18.5 1.66 4.24 <. 05 
words correct out of 20) 
Speed (time in seconds) 32.0 12.66 1738 4.54 31.1 17.9 5.67 <. 05 
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Table 5.2 Post-hoe comparisons between the three groups on non-word reading 
accuracy and speed 
Non-word reading 
measures 
Dyslexic vs non-dyslexic Dyslexic vs ESL Non-dyslexic vs ESL 
accuracy . 05 NS NS 
speed . 05 NS . 05 
5.3.2 Text reading 
Composite scores from easy and hard passages of the reading comprehension task 
were combined to produce a single comprehension score. Initial analyses of the 
scores produced by the three groups on passage I (easy) of the reading task indicated 
significant differences both in text reading accuracy (F(2,49)=3.78, p=. 030) and 
reading speed (F(2,49)=l 1.32, p<. 05) but not in reading comprehension (F(2,49)= 
0.22, p=. 807). The same pattern of results was evident in the analyses of passage 2 
(hard) (see table 5.3). Post-hoc comparisons (table 5.4) indicated that for both 
passages, dyslexics performed significantly worse than the non-dyslexics on reading 
accuracy and speed, but were only marginally worse on reading comprehension. The 
ESL group was also significantly slower than the non-dyslexics in text reading speed, 
but was not significantly worse in text reading accuracy. The only significant 
difference revealed between dyslexics and ESL individuals was in the hard text, 
where dyslexics produced significantly more reading errors than the ESL group. 
Table 5.3 Mean scores of dyslexics, non-dyslexics and ESL individuals on text 
reading measures 
Reading measures Dyslexics (N=15) Non-dyslexics ESL F value P value 
(N= 15) (N=20) df--2,49 
Mean sd Mean sd Mean sd 
Easy Passage accuracy 4.13 2.85 1.93 1.48 2.15 2.70 3.78 <. 05 
(total number of reading errors) 
speed 112.97 30.13 82.8 14.08 116.4 19.48 11.32 <. 001 
(time in seconds) 
comprehension 10.20 3.09 9.80 1.47 9.70 2.10 . 215 NS 
(total number of questions correct/ 12) 
Hard Passage accuracy 6.93 2.98 2.86 2.55 4.25 2.75 8.41 <. 001 
(total number of reading errors) 
- - 
speed 139.1 33.17 7.84 11.27 
ý 146.35 22.37 19.44 <. 001 
(time in seconds) 
comprehension 9.66 2.41 10.66 1.79 
9.80 1.88 1.105 NS 
(total number of questions correct/ 12) 
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Table 5.4 Post-hoe pairwise comparisons between the three groups for measures 
of reading accuracy and speed 
Reading measures Dyslexic 
vs 
non-dyslexic 
Dyslexic 
vs 
ESL 
Non-dyslexic 
vs 
ESL 
Easy Passage accuracy <. 05 NS NS 
speed . 001 NS <. 001 
Hard Passage accuracy . 001 <. 05 NS 
speed <. 001 NS <. 001 
5.3.3. Reading comprehension 
The effect of each type of comprehension question from the reading passages was also 
examined using further one-way analyses of variance. Easy and hard passages were 
analysed both separately and combined. Post-hoc multiple comparisons between the 
groups' scores across the 4 different types of comprehension questions ftom easy and 
hard passages (combined) revealed that ESL individuals performed consistently 
significantly worse than non-dyslexics and dyslexics. The ElL dyslexics' 
performance, on the other hand, was found to be consistently very similar to this of 
E1L non-dyslexics, which suggests that, unlike ESL individuals, dyslexics do not 
seem to have difficulties in non-word recall information or in making inferences from 
easy or harder text. The results are presented in the table below: 
Table 5.5 Mean number of correct responses produced by EILdyslexic, ESL, 
and ElL non-dyslexics on the 4 types of comprehension questions from easy and 
EIL dyslexic EM non- ESL 
Type of question (N=15) dyslexic (N=15) (N=20) 
F value P value 
Mean sd Mean sd Mean sd df-- 2., 49 
Word-based facts 4.40 1.72 4.73 1.53 2.10 . 
967 25.62 <. 001 
(Fw) 
- Non-word based 4.53 1.13 5.60 1.68 2.50 1.10 18.79 <. 001 
facts (Fn) 
Text-specific 5.00 1.85 1.70 4.80 2.85 . 
988 11.14 <. 001 
inferences (Is) 
General knowledge 5.20 1.82 5.47 1.46 2.25 . 
85 29.96 <. 001 
inferences (1g) 
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Table 5.6 Post-hoe pairwise comparisons of the three groups' performance on 
the 4 types of comprehension questions from easy and hard passages 
Type of question ElL dyslexics 
vs 
EIL non-dyslexics 
EIL Dyslexics 
vs 
ESL 
ESL 
vs 
EIL non-dyslexics 
Word-based facts (Fw) NS <. 001 <. 001 
Non-word based facts (Fn) NS <. 001 <. 001 
Text-specific inferences (Is) NS <. 001 <. 001 
General knowledge 
inferences (1g) 
NS <. 001 <. 001 
5.3.4 Relationship between non-word reading and reading comprehension 
To examine the last hypothesis, whether non-word reading ability could predict 
reading comprehension performance amongst dyslexics and ESL individuals, 
Pearson's correlations were performed. The only significant correlations revealed 
were in non-word reading accuracy. For dyslexics and non-dyslexics non-word 
reading accuracy was found to significantly correlate with non-word reading speed 
(both p<. 05), whereas for ESL individuals it correlated with reading comprehension 
(p<. 05). The findings are presented in the correlation tables below. 
Table 5.7 Pearson's correlations between non-word reading and reading 
comprehension (easy and hard passage) measures for EM dyslexics 
Tasks Non-word reading Reading Reading 
speed comprehension comprehension 
(easy passage) (hard passage) 
Non-word reading r- . 
532, r---. 167, r---. 066, 
accuracy p<. 05 NS NS 
Non-word reading r--. 126, r---. 
310, 
speed p=. 654 NS 
Reading r--. 344, 
comprehension (easy NS 
passage) 
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Table 5.8 Pearson's correlations between non-word reading and reading 
comprehension (easy and hard passages) measures for EIL non-dyslexies 
Tasks Non-worýf reading Reading Reading 
speed comprehension comprehension 
(easy passages) (hard passages) 
Non-word reading r=. 532, r--. 343 15 6, 
accuracy p<. 05 NS NS 
Non-word reading r---. 366 r---. 095, 
speed NS NS 
Reading r--. 269, 
comprehension (easy NS 
passages) 
Table 5.9 Pearson's correlations between non-word reading and reading 
comprehension (easy and hard passages) measures for ESL- 
Tasks Non-word reading Reading Reading 
speed comprehension comprehension 
(easy passage) (hard passage) 
Non-word reading r---. 097, r=. 544, r---. 097, 
accuracy NS p<. 05 NS 
Non-word reading r---. 188, r---. 222, 
speed NS NS 
Reading r--. 18 3, 
comprehension (easy NS 
passage) 
For both dyslexics and non-dyslexics, non-word accuracy was sign, icantly negatively 
correlated with non-word reading speed (r---. 532, p<. 05). The more accurate the two 
groups were the faster they were in their non-word reading. For ESL individuals, 
however, non-word reading accuracy was only significantly positively correlated with 
reading comprehension of the easy passage (r--. 544, p<. 05). 
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5.4 Discussion 
Consistent with findings obtained from study 1, non-word reading (accuracy and 
speed) was found to be an area of persisting difficulty for dyslexIcs in this study, 
which lends further support for the non-word deficit hypothesis (Snowling, 2000). 
It could be argued that as far as the non-word reading ability amongst the ESL is 
concerned, successful word recognition can be achieved through processes other than 
phonological decoding, for example, through developing a sight vocabulary (although 
not the case with non-words like 'Tipsot and 'Vergot'). Sight vocabulary is a 
common compensatory mechanism that many adult dyslexics use during reading. 
Also, recall of non-word information within text, as assessed by the inclusion of 
memory for non-words type of comprehension questions, was an area where the two 
groups did not significantly differ either. 
As far as text reading is concerned, a major finding of this study was that speed of 
processing text information was not related to poor reading rate scores in ESL or in 
dyslexics. Again, like with non-word reading, this finding provides evidence for a 
time deficit within the ESL group as revealed by their slow reading rate scores. It 
would seem that speed of reading is a skill that we would expect to develop in ESL 
individuals as L2 experience increases and after which they would be able to reach a 
level equivalent to that of EIL controls. 
When the passages were combined in the analysis, no significant differences emerged 
between dyslexics and non-dyslexics on the reading comprehension task, where the 
three groups produced very similar scores. This result could suggest that text 
complexity did not significantly impact on the performance of text reading accuracy 
(number of reading errors) and reading speed (time) of the dyslexic individuals. Text 
complexity was not found to be a discriminating factor for dyslexics and non- 
dyslexics' reading comprehension performance. Contrary to results of previous study, 
the dyslexics did not have a particular difficulty in making inferences from hard text. 
There was no inference effect found, which might be due the fact that this time yes/no 
type of questions were used instead of open-ended ones used in previous study. The 
E1L controls performed significantly better in total in factual questions within the 
harder passage than they did in the easier one, which might suggest the possibility of a 
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learning effect as they progressively gained familiarity with what the task required. 
ESL individuals may, on the other hand, have been weak in reading comprehension 
due to culture-specific information contained in the passages. 
5.5 Some final conclusions about reading 
Unraveling the relations between reading accuracy, speed and comprehension is 
important because it helps in the understanding of the reading process itself as well as 
the nature of difficulties individuals present during the reading process (Fidler, 2004). 
A major finding obtained in this study was that speed of reading appears to be a 
significant indicator of reading problems amongst adults with reading difficulties for 
both dyslexics and ESL alike. Dyslexics may be likely to use of contextual clues to 
aid their overall comprehension and to comprehend text more effectively, and this can 
sometimes happen to the detriment of their reading speed performance. They 
therefore often sacrifice reading speed to maintain reading accuracy and/or 
comprehension. Therefore, dyslexics often have good reading accuracy scores, are 
slightly above average in comprehension, but significantly lower when it comes to 
reading speed. This may happen because during their reading some may be re-reading 
words and/or phrases from text in their effort to decode words correctly and to 
maintain accuracy. Their low reading rate scores may also be a result of weaknesses 
in short term memory and speed in which they are processing text information. 
Although they are found to be more accurate on easier passages, their perfon-nance 
seems to deteriorate when it comes to reading harder text. Likewise, their speed of 
reading seems to deteriorate with text complexity. 
To conclude, what these findings seem to suggest is that adults with reading 
difficulties may develop compensatory strategies such as slow reading rate to improve 
their reading comprehension or accuracy. It is more possible that dyslexics use text 
context to support their decoding as suggested by Nation and Snowling (1998). 
Interestingly, our evidence indicates that it is possible that ESL students also trade 
speed and accuracy such that slower rates of reading are related to fewer reading 
errors (see data in tables 5.3 and 5.4). However, the two groups may overall adopt 
different reading strategies to aid their comprehension of text information. We can 
only speculate as to the kind of strategies that the two groups are likely to use. 
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Perhaps future research could investigate the reasons why ESL and dyslexics use the 
same or different strategies for text understanding as well as the strategies that enable 
them to read both fast and accurately under specific test conditions. 
Studies 1,2,3 and 4 investigated how dyslexics and ESL adult students can be found 
to be similar and different in terms of their literacy skills and phonological abilities. 
The two groups were compared on the basis of their different levels of language 
background. Subsequent studies will compare the two groups and will look beyond 
the level of language attainment to investigate how certain educational and language- 
specific characteristics may be influencing the reading and spelling performance of 
the two groups. 
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CHAPTER 6 
Study 5:, Greek and English measures of literacy and phonological processing: 
same or different predictors of reading ability? 
6.1 Introduction 
6.1.1 Literacy: the role of culture and educational background 
Literacy is attained differently in different languages. It is a result not only of 
language-related abilities but also of numerous cultural and educational Influences on 
the individual (Tureba, Guthrie and Au, 1981; Cline and Shamsi, 2000). Similarly, 
the attainment of phonological processing skills cannot be viewed in isolation from 
the type of education offered to students and certain socio-cultural factors related to 
their educational backgrounds. Even more importantly, in the study of special 
populations such as those with ESL, these factors need to be accounted for with more 
caution. Cross-linguistic research is also cross-cultural research because it takes into 
account the environment into which literacy and phonological skills have been 
attained. Accordingly, the selection of the assessment procedures as well as the 
assessment itself, need to consider such factors so that they are not only fair to 
individuals but also to avoid affecting the outcome of such procedures. 
6.1.2 The importance of assessing Ll ability in cross-linguistic research 
Ideally, studies with bilingual individuals should involve direct comparisons of first 
and second language reading ability using the same group of individuals. Another 
issue is administering reading tests with a reading difficulty that corresponds to 
participants' chronological age (i. e. administering more advanced text to older 
students), not only to their reading age. A third issue has to do with matching groups. 
While it is possible to draw inferences about the second language reading of each 
individual group it is impossible to compare the ESL and Ll English learners, since 
the proficiency levels of the groups are often so disparate. Last but not least, it is 
essential to select individuals from a broad range of proficiency levels and use 
sensitive second language proficiency measures in order to more clearly relate 
language proficiency, first language reading, and second language reading 
comprehension. Surprisingly, given their potential importance, sensitive second 
language proficiency measures seem to be rarely used in research referred to in the 
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psychological literature. There is clearly a need for developing appropriate 
assessment tools for measuring LI and L2 ability not only within bilingual groups, but 
also for comparing their language skills to these of other groups (e. g. monolinguals). 
Ocampo (2002) argues that "assessment in both languages is of utmost importance 
because the processes involved in literacy development in one language are also 
involved in the development of literacy in the other" (p. 183). However, using 
monolinguals as the point of reference for comparisons with bilinguals may be 
problematic in itself Some have argued that it would be more appropriate-- and fair-- 
to compare bilinguals against other bilinguals or against 'balanced' bilinguals (Baker, 
1993). Again, however, appropriate criteria need to be applied to detem-iine the 
'type' of bilingual one is comparing against. 
One distinction one needs to draw, for example, is between conversationalfluency 
(ability to be fluent in different social contexts), which can be attained depending on 
individuals' experience and degree of oral exposure to the L2. Another criterion, 
especially relevant to the study of bilingual student populations, is cognitivelacademic 
fluency, which may take 5-7 years of instruction to master (Baker, 1993). Finally, 
bilinguals and ESL need to be distinguished in ternis of simultaneous bilingualism, 
(attained up to age of 3), which refers to the case when two languages are being 
acquired at the same time, and sequential bilingualism, which refers to the idea that 
bilingualism was attained later in life through forinal or informal education and/or 
instruction. In the present study our monolingual and bilingual groups were selected 
on the basis of the above criteria. 
6.1.3 Measuring bilingualism and level of language proficiency 
Research into bilingualism has long employed the use of tools like self-ratIng scales 
and questionnaires to assess bilinguals' actual use and level of Ll or L2 competence. 
Yetl there are inherent problems and limitations often evident with the use of such 
methodologies. One such limitation, for example, is the ambiguity in answering the 
questions or even in obtaining socially desirable answers. The use of self-rating 
scales as a tool for acquiring background information on bilinguals' language abilities 
is therefore not without problems as some individuals may sometimes tend to over- 
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rate themselves and others may under-rate themselves when asked to provide a self- 
evaluation of their linguistic competence (GroSjean, 1998). 
Questions included in self-rating scales and questionnaires assessing bilinguals' 
linguistic background need to take into account different domains of life like social 
and academic and should be able to discriminate between language ability and 
language usage in different contexts. They should also be designed to tap into the 
four language abilities (speaking, reading, writing and listening), depending on which 
is under investigation by the researcher at any one time (e. g. 'How many years have 
been speaking English- as-a-Second-Language? ' is clearly a question referring to the 
ability to speak the L2). 
According to Cline (2000), individual differences, as well as emotional, social and 
cultural factors are other important variables that need to be controlled for when doing 
research with bilinguals. Apart from the degree of expertise in LI and L2 within the 
bilingual group (degree of proficiency in each language), we need to consider factors 
like affiliation (affective relationship with a language), and inheritance (membership, 
by birth, of a family or community with a particular language tradition). 
6.1.4 Making (fair) cross-langnage comparisons 
Cummins (1979) asserts that Ll proficiency plays a key role in L2 proficiency, both 
cognitive and academic. He argues those who are already good readers in their LI are 
more likely to become proficient readers in the second/foreign language. This 
assertion was tested in an English-French bilingual study by Carey and Cununins 
(1979) where the researchers found strong positive correlations between participants' 
reading ability in the first and second/foreign language as measured in by the 
Canadian Test ofBasic Reading Skills and in cloze type tests. Although there have 
been contradictory findings suggesting a lack of association between reading ability in 
their first and second language (e. g. Lapkin and Swain, 1977), the Cummins 
viewpoint would argue that "the same ability underlies both languages" and that 44a 
reading ability learned in the second language transfers to the first language and that 
there is no evidence that bilingual reading behaviour is different in kind 
from native- 
speaker reading behaviour" (Alderson, 1998, p. 9) (See Chapter 1.2 for 
further 
discussion of bilingualism and L2 reading). 
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6.1.5 Aims and rationale of the study 
Study 5 was carried out to investigate whether the same measures of phonological 
processing as those used in previous studies can equally predict variability in English 
and Greek literacy ability in the two languages. Based on evidence obtained from 
previous studies indicating that L2 phonological measures do not predict L2 literacy 
skills in the same way as in LI, the present study looked for any differences or 
commonality in predictors of Greek and English literacy ability. Also, the finding that 
phonological measures do not equally predict literacy skills in L2 and Ll would be 
further evidence against the simple use of L2 predictor variables as screening tools 
that might be used to distinguish dyslexics from ESL students. As suggested by the 
data of previous studies in this thesis, such evidence would indicate the need to derive 
more appropriate assessments of the kind of difficulties presented by L2 students, 
perhaps by including LI testing. 
Additionally, the study aimed to investigate whether the same measures of reading 
fluency, verbal fluency and complex phonological processing as those used in 
previous studies would be able to differentiate between LI (monolingual) and L2 
(bilingual) groups, although direct comparisons of the two groups' performance were 
avoided given that the tests used in the two languages and on which the groups were 
assessed were, arguably, not directly comparable themselves. 
The main focus of this cross-linguistic study was therefore to compare Greek and 
English measures of phonological processing and examine whether they can predict 
Greek and English reading ability to the same extent in two different groups of 
individuals, a monolingual group of Greek speaking students (GIL), and a group of 
Greek-English bilinguals with English-as-a-Second-Language (ESL). 
Assessments in this study were carried out in different areas of reading such as non- 
word, word and text reading accuracy, reading speed and reading comprehension, 
verbal fluency (semantic, alliteration and rhyme) and phonological processing (rapid 
naming and spoonerisms). 
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6.2 Method 
6.2.1 Participants 
An opportunity sample of 20 Greek monolinguals (GIL) (10 males, 10 females; mean 
age 22 years, SD 3.3 5) and 20 Greek-English bilinguals adult students (G-E SL) (10 
males, 10 females; mean age 25 years, SD 3.25) was employed for this study. After 
obtaining formal consent, participants from both groups were asked a few brief 
background questions in order to obtain some demographic information (e. g. age, sex, 
first language, course of study, the number of years of English language, whether or 
not they had regular exposure to English at the time of testing and whether they had 
experienced or were currently experiencing any learning difficulties). None of the 
participants from the two groups reported any history of literacy difficulties in their 
first language. 
Participants from the Greek-English group (G-ESL) were all Greek native speakers 
who reported having more than 10 years of English language experience (mean 
number of 12 years of experience in English language learning). This group 
therefore, constituted a high-experience English language group. The Greek 
monolinguals, on the other hand, reported having English language experience only as 
a language course as part of their compulsory level school curriculum. Participants 
from the Greek monolingual (GIL) group reported having no regular exposure to 
English at the time of testing, as they were attending Greek public or private 
universities or higher education technical institutions of different areas of study, none 
of which included English in their curriculum. 
These differences in their background meant that the two groups were likely to vary in 
terms of English language ability (general level of language proficiency), function 
(current language usage, oral exposure and verbal fluency), competence (experience 
specific to underlying language skills such as reading and writing), and achievement 
(experience specific to amount of language education previously attained). 
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The monolingual (GIL) group was assessed on the Greek version of the literacy and 
phonological tasks whereas the Greek-English (G-ESL) group was assessed on the 
English version of the same tasks. 
6.2.2 Measures 
6.2.2.1 Literacy measures 
1. Text reading 
A Greek version of the English text reading test used in study 4 was produced for the 
purpose of this study. The same two passages ('Film' and 'Gases') and the 
comprehension questions following each passage that were used in study 4 were 
translated and back-translated in Greek by the translation department in the University 
of Surrey. The English versions of these same passages were used with the G-ESL 
group, following the same procedure as in previous studies. The test was used to 
provide an assessment of reading ability, in ternis of reading accuracy, reading speed 
and reading comprehension across easy and hard text. 
Scores were obtained based on the time taken to read the passages aloud (reading 
speed), on the total number of reading errors made (reading accuracy) as well as on 
the total number of comprehension questions answered correctly (reading 
comprehension). 
6.2.2.2 Phonological measures 
1. Non-word reading task 
As with the text reading, the English version of the non-word reading task was also 
the same as the one used in study 4. A Greek version of the non-word reading task 
was also produced which included 20 Greek polysyllabic pseudo-words or letter- 
strings. These were generated by adding 2 to 4 phonemes at varying positions (i. e. 
beginning, middle or end of word) in each of high-frequency Greek words (e. g. 
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Xualta [noun]-p6)vco [a common verb ending], ayou [a noun onset]- 6t-Kt [a common 
noun ending], (7-upan [a noun onsefl-oka [a common adjective]. 
The first five non-words were adopted from Kasviki (1992), the rest were devised by 
the experimenter following the procedure described above. 
Scores were obtained based on the number of words read correctly (non-word reading 
accuracy) as well as the time (non-word reading speed) taken to read the non-words 
aloud. 
2. Semantic fluency task 
The same semantic fluency task used in study 3 which was administered to the G-ESL 
group was translated into Greek for use with the GlL group. Greek participants were 
verbally presented with two general semantic categories, i. e. things to eat (7rpa', Yýtwra 
nou, rpffycov-cat) and animals (ýWa) and were asked to come up with as many Greek 
words as they could that related to this concept/category in 30 seconds. The two 
semantic categories used were the same ones as those found in the original English 
version of the test. Scores were obtained based on the total number of related words 
produced. 
3. Alliteration fluency task 
The same alliteration task used in study 3 with G-ESL individuals was also translated 
into Greek for use with the GIL monolingual group. The latter was verbally 
presented with a single letter, e. g. /P/ and lyl and was asked to produce as many Greek 
words as they could come up with that started with this letter in 30 seconds. The 
letters used were the same ones with the English alphabet letters used in the original 
English version of the test (i. e. IbI and Iml) 
number of correct words produced. 
Scores were obtained based on the total 
4. Rhyme flueucy task 
The same rhyme fluency task used in study 3 was used with the G-ESL participants 
and was also translated into Greek for use with the GIL monolingual group. The 
latter was verbally presented with two-syllable words e. g. lflq'-pal (vlilmla literally 
meaning step) and luco-pal (slolmla literally meaning body) and were asked to come 
up with (i. e. verbally produce) as many words as they could that rhymed (sound same 
towards the end) with these words in 30 seconds. These Greek words were chosen on 
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the basis of having common Greek sound (noun or verb) endings -17'pa (i/m/a), -a)pa 
(o/m/a). Scores were obtained based on the total number of correct words (acceptable 
rhymes) produced. 
5. Spoonerisms task 
The same Spoonerisms task as the one used in study 3 was used with the G-ESL 
students. As with all the phonological measures in this study, a Greek version of the 
spoonerisms task was also produced. This incorporated words adapted from the work 
of Kasviki (1992) and Mavrommati (1995) which had assessed the single word and 
non-word reading ability of Greek children. As with the English version of the task, 
the Greek spoonerisms test comprised of two parts that were analogous to those of the 
English version. In part 1 of the task (semi-spoonerisms) participants were verbally 
presented with 10 two-syllable and polysyllable Greek words and a single letter sound 
and were asked to replace the first sound of the word with the letter sound given (e. g. 
1p9XV ýtF, X gives IXýXtl). (An equivalent procedure of first phoneme substitution as the 
one in the English version of the test was used). In part 2 (full spoonerisms) 
participants were verbally presented with 10 pairs of two-syllable and polysyllable 
Greek words and were asked to exchange the first sound from each word pair to 
produce two new words (e. g. IX6pal- 16(Opol gives 166)pa1-1X6)poO- (An equivalent 
procedure of first letter substitution in each word pair as the one in the English version 
of the test was used). Participants' scores were obtained based on the number of pairs 
of words produced correctly (accuracy) and the time taken to answer (speed). 
6. Rapid naming task 
This task had two parts: 
Part A. Rapid naming of digits 
Participants were given cards containing a series of Arabic digits and were asked to 
read the digits out loud as quickly as possible. Students from the G-ESL group were 
asked to name the digits in English. Participants from the GlL group named the same 
sequence of digits in Greek. For both groups scores were obtained based on the time 
taken to read the digits. Scores from the two digit cards were combined to produce a 
single average digit naming score. 
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Part B. Rapid naming of pictures 
In the second part of the task, participants were presented with two cards that 
contained a series of line drawings of 4 familiar objects hat, table, ball, and door 
(K(17[E-'XO, TPWUE'1ý1, [MOAX, ROPM). Items were repeated several times on the cards 
producing a total of 50 items on each card. Participants were asked to identify (name) 
the objects as quickly as possible. Participants from the G-ESL group were required 
to use English names for the objects,, whereas participants from the GIL monolingual 
group used Greek names for the same sequences of objects. For both groups, scores 
were obtained based on the time taken to name the objects. Scores from the two 
picture cards were also combined to produce a single average picture naming score. 
6.3. Results 
Means and standard deviations were initially obtained for the two groups average 
scores across the different tests used in the study. Table 6.1 presents the differences in 
the two groups' average performance across the literacy and phonological tasks only 
at a descriptive level as the data were not subject to any further analysis to provide 
direct comparisons between the two groups. 
Table 6.1 Average mean scores produced by GM and G-ESL groups (with 
standard deviations in parentheses) for all of the readin2 and phonoloizical tasks 
Tasks GM (N=20) G ESL (N=15) 
Reading accuracy, p1 (number of errors) 1.20(1.39) 1.26(l. 75) 
Reading accuracy, p2 (number of errors) 1.90(l. 25) 3.23(2.18) 
Reading speed, pI (seconds) 100.2 (8.82) 103.66 (12.65) 
Reading speed, p2 (seconds) 115.25 (10.74) 136.66 (14.07) 
Reading comprehension, p1 (number of 
questions correct/12) 
9.8(1.76) 10.20 (1.82) 
Reading comprehension, p2 (number of 
questions correct/ 12) 
11.5(l. 67) 10.66 (1.79) 
Non-word reading accuracy/20 19.6(0.67) 19.13 (0.91) 
Non-word reading speed (seconds) 19.40 (4.08) 26.6(3.58) 
Semantic fluency (words produced) 15.42 (2.63) 14.80 (4.07) 
Alliteration fluency (words produced) 9.69(2.63) 10.46 (2.03) 
Rhyme fluency (words produced) 3.75 (1.84) 3.93(2.52) 
Spoonerisms, parts 1&2(number correct/30) 25.45 (2.6) 22.00 (3.54) 
Rapid naming, digits (seconds) 15.02 (2.73) 17.3(2.76) 
Rapid naming, pictures (seconds) 35.4(7.53) 35.86 (6.32) 
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6.3.1 Correlations 
Pearson's correlations were further carried out to investigate whether the measures of 
phonological processing can equally predict variability in English and Greek reading 
ability in the two language groups. Correlations were therefore produced for English 
and Greek measures separately. These are presented in the tables below. 
Table 6.2 Pearson's correlations between Greek phonological and reading 
measures for the GM group 
Tasks RS RC Sp Fl NWRA NWRS RNp RNd 
pl&2 pl&2 (parts (semantic, 
1&2) 
alliteration 
& rhyme) 
RApl&2 r---. 061 r--. 007 r--. 171 r---. 0 11 r--. 291 r--. 463 r=. 458 r--. 241 
p=. 797 p=. 97 p=. 471 p=. 962 p=. 213 p=. 055 p<. 05 p=. 307 
RS pl&2 r---. 083 r--. 10 3 r--. 186 r---. 120 r=. 486 r---. 117 r=. 770 
p=. 72 p=. 66 p=. 43 p=. 61 p<. 05 p=. 624 P<. 001 
RC pl&2 r=. 518 r=. 627 r---. 200 r---. 225 r--. 435 T--. 221 
p<. 05 p=<. 05 p=. 399 p=. 341 p=. 055 p=. 349 
Sp (parts I& 2) r--. 2 15 r---. 405 r---. 040 r--. 057 r---. 317 
p=. 362 p=. 077 p=. 866 p=. 812 p=. 173 
Fl (semantic, r-- -. 233 r--. 221 r--. 326 r--. 026 
alliteration & rhyme) p=. 324 p=. 350 p=. 160 p=. 912 
NWRA r--. 023 r--. 245 r--. 19 6 
p=. 923 p=. 299 p=. 408 
NWRS r--. 0 14 r=. 682 
P=. 954 P=. 001 
RNp r--. 194 
p=. 412 
Note: RA= reading accuracy, RS= reading speed, Kc= reaaing comprenenslu", '51j- aPUUUvlj3ljl3' Irl- 
fluency, NYv7RA= non-word reading accuracy, NWRS= non-word reading speed, R. Np= rapid naming of 
pictures, RNd= rapid naming of digits. 
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Table 6.3 Pearson's correlations for English measures for the G-ESL group 
Tasks RS RC SP Fl NWRA NVVRS RNp RNd 
pl&2 pl&2 (parts (semantic, 
1&2) 
alliteration & 
rhyme) 
RA pl&2 223 r---. 283 r--. 343 239 r--. 084 r--. 237 r--. 096 r--. 094 
p=. 425 p=. 307 p=. 211 p=. 391 p=. 765 p=. 396 p=. 733 p=. 
738 
RS pl&2 r--. 133 r--. 077 114 r=. 685 r--. 15 3 r--. 052 1---. 000 
p=. 636 p=. 784 p=. 685 P<. 05 p=. 586 p=. 855 P=. ggg 
RC pl&2 r=. 627 r--. 192 r--. 276 r--. 0 14 1--- - 13 4 T---. 003 
p<. 05 p=. 493 p=. 319 p=. 961 p=. 634 p=. 
992 
Sp (parts r--. 244 13 2 r--. 022 r--- 143 r--. 051 
1&2) 
p=. 382 p=. 639 p=. 937 p=. 610 p=. 
857 
Fl 1--. 352 r--. 160 r---. 221 r=. 632 
(semantic, 
p=. 198 p=. 568 p=. 429 P<ý*05 
alliteration & 
rhyme) 
NWRA r--. 061 r---090 r--. 160 
p=. 829 p=. 751 p=. 
570 
NWRS r--. 217 180 
p=. 437 p=. 
521 
RNp r--. 117 
p=. 678 
Note: RA= reading accuracy, RS= reading speed, RC= reading comprehension, Sp= ý)poonerisms, r i= 
fluency, NNVRA= non-word reading accuracy, NNVRS= non-word reading speed, 
RNp= rapid naming of 
pictures, RNd= rapid naming of digits. 
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For the GIL group text reading accuracy significantly correlated with rapid naming of 
pictures, whereas text reading speed with rapid naming of digits and non-word 
reading speed. Finally, reading comprehension significantly correlated with 
phonological measures of fluency and Spoonerisms. For the G-ESL group on the 
other hand, reading speed significantly correlated with non-word reading accuracy, 
whereas reading comprehension only with Spoonerisms. Other inter-correlations that 
emerged between phonological measures were only between fluency and rapid 
naming of digits. 
6.3.2 Regressions 
Two sets of regression analyses were performed, one for the G1L group and the other 
for the G-ESL group. In both sets of analyses, the reading measures of accuracy, 
speed and comprehension were entered as dependent variables (separate regression 
analyses for each measure were run). Sex and age were entered into each regression 
first. These were followed by the phonological related measures of non-word reading 
(speed and accuracy), fluency (semantic, alliteration and rhyme), spoonerisms 
(combined accuracy and speed scores for parts I and 2) and rapid naming time (digits 
and objects). After the control variables of age and sex, the remaining predictor 
variables were entered using stepwise procedures in order to investigate the best 
predictors of variability in the reading measures. 
6.3.2.1 Predictors of Greek reading ability for GIL 
For reading accuracy none of the phonological measures predicted a significant 
amount of variability of Greek reading ability in the GlL group (see table 6.4 for 
analysis passages I and 2 combined). The two passages were further analysed 
separately. When the easy passage was considered alone, reading accuracy was 
predicted to some extent by rapid naming of digits accounting for 20% of the variance 
(R 2 change: =0.23, F=: 3.21, p=: 0.05 for the model). Reading accuracy of hard text, 
however, was not predicted by any of the Greek phonological measures. Similarly, 
reading speed was only predicted by on-word reading speed. Reading speed of easy 
text, however, was best predicted by rapid naming of digits (k2change=0.25, 
F=3.34, 
p=0.05 for the model), whereas reading speed of hard text was best predicted 
by non- 
word reading speed (R 2 change=0.35; F=5.68, p=0.01 for the model). 
Finally, reading 
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comprehension was predicted by three variables, semantic fluency, spoonerisms and 
rapid naming of digits that predicted considerable amount of variability when entered 
in the regression model (see regression table 6.4. below). For the easy text, the only 
predictor to emerge was spoonerisms time (R2change==O. 2 8; F==2.1 8, p==O. 14 for the 
model), but this was non-significant. For the hard text, measures of rapid naming of 
digits (R 2 change=0.29; F=1.85, p=0.19 for the model), non-word reading accuracy 
(R 2 change=0.3 1; F=4.70, p=0.0 16 for the model) and semantic fluency (R 2 
change=0.16; F=7.43, p=0.00 for the model) emerged as predictors. 
Table 6.4 Regression analyses for predictors of reading amongst GIL students 
Variable entered Predictor R2 Adj. R2 R2 Change F P 
Analysis I- reading accuracy 
(PI & 2) 
Block 1. Age and sex - enter . 31 . 21 3.13 . 075 
Block 2. phonological measures - 
stepwise 
none 
Analysis 2- reading speed 
(P1 & 2) 
Block 1. Age and sex - enter . 23 . 12 
2.05 
. 165 
Block 2. phonological measures - 
stepwise 
Non-word reading 
speed 
. 56 . 45 . 
33 5.44 <. 05 
Analysis 3- reading 
comprehension (PI&2) 
Block 1. Age and sex - enter . 
05 0 0.38 . 692 
Block 2. phonological measures - 
stepwise 
Semantic fluency . 41 . 
27 . 36 
3.01 . 069 
Spoonerisms . 72 . 
62 . 
31 7.56 <. 05 
Rapid naming digits . 
88 . 
82 . 16 
15.56 <. 001 
Note: p values in bold indicate significant at <. 05 
6.3.3.2 Predictors of English reading ability in G-ESL 
Neither reading accuracy nor reading comprehension could be predicted with any 
degree of reliability in this group. However, as for the GI L group, reading speed was 
somewhat related to non-word reading, although this only approached significance in 
the G-ESL group and it was accuracy rather than speed that seemed to be a more 
important predictor of English literacy (see regression table 6.5. below). Reading 
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accuracy of easy and hard text was equally non-predictable by the phonological 
measures used in this study. Reading speed of easy text could also not be predicted 
by any measures of phonology, although reading speed of hard text was predicted by 
non-word reading accuracy (R 2 change=. 59; F=4.80, p=. 025 for the model). 
interestingly, a number of predictors emerged for reading comprehension. Although 
no significant predictors emerged when both passages were combined for the 
regression analysis, text complexity did seem to be influenced by different variables. 
Reading comprehension of easy text was predicted by Spoonerisms accuracy (R. 2 
change=. 26; F=3.05, p=. 079 for the model), Spoonerisms time (R 2 change=. 56; 
F=6.3, p=. O 10 for the model), non-word reading accuracy (R 2 change=. 74; F=I 1.68, 
p=. 002 for the model), non-word reading speed ( R2 change=. 82; F= 17.39, p=. 001 
for the model), alliteration fluency ( R2 change=. 9 1; F=61.13, p= . 
000 for the model) 
and rhyme fluency (R2change=. 93 ; F=l 15.85 , p=. 000 for the model). For reading 
comprehension of hard text, it was rhyme fluency ( change=. 20; F=2.69, p=. 103 for 
the model), semantic fluency (R2change= .58; F= 7.3 6 p=. 006 
for the model), non- 
word reading speed (R 2 change= 74; F=12.4, p=. 001 for the model) and rapid naming 
of digits (R 2 change=. 86; F=31.54, p=. 000 for the model) that came out as predictors 
of the regression model. 
Table 6.5 Regression analyses for predictors of reading amongst G-ESL students 
Variable entered Predictor 
R2 Adj. R2 Change F P 
R2 
Analysis I- 
reading accuracy (PI&2) 
Block 1 Age and sex - enter . 
23 . 
09 1.68 . 231 
Block 2 phon. measures - stepwise none 
Analysis 2- 
reading speed (PI&2) 
Block 1. Age and sex - enter . 
01 0 0.06 . 
944 
Block 2. phonological measures - non-word reading . 
48 . 
33 . 47 
3.09 . 
077 
stepwise accuracy 
Analysis 3- reading 
comprehension (Pl&2) 
Block 1. Age and sex - enter . 
16 . 
01 1.07 . 
375 
Block 2. phonological measures - none 
stepwise 
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6.4 Discussion 
Overall, comparisons of the two language groups revealed relatively small differences 
in reading performance of easy text but better scores produced by the G1L group in 
harder text. The G-ESL group presented evidence of poor performance in non-word 
reading speed. Rhyme fluency was found to be poor in both groups. In the 
Spoonerisms task the GlL performed slightly better than the G-ESL group, whereas 
in the rapid naming tasks the two groups were almost similar in terms of object 
naming, with the GlL being slightly better than the G-ESL group in digit naming. 
Correlation analyses provided further contrasts of the two groups' abilities. For the 
G-ESL found only weak relationships between the phonological and literacy measures 
were found compared to evidence indicating strong relationships between those 
measures for the G1L group. 
Results obtained from regression analyses indicated that after controlling for age and 
sex, reading accuracy was not reliably predicted by the phonological measures in 
either group, although there was some evidence for non-word reading to be related to 
text reading speed in both groups. Reading comprehension could be reliably 
predicted by a combination of phonological measures like semantic fluency, 
Spoonerisms scores and digit naming times for the GIL group but could not be 
predicted by any of the same measures for the G-ESL group. However, these 
measures did predict variability in comprehension for G-ESL students when easy and 
hared texts were considered separately. Given the small amount of variability in 
scores produced by ceiling effects in the above tasks, there was little hope for 
obtaining 'strong' results in the regression analyses performed. 
It could be argued there was no commonality in predictors of Greek and English 
reading ability in the two language groups. This would suggest that measures of 
phonological processing could not equally predict variability in English and Greek 
literacy ability in the two languages under study. There was, however, some evidence 
to indicate variability in non-word reading ability, which was found to be a common 
predictor of text reading speed for both groups. In the case of Greek monolinguals 
(GIL)II it is non-word reading speed that most influences reading speed performance, 
whereas in the case of Greek-English bilinguals (G-ESL) it was non-word reading 
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accuracy that played an important role in reading ability. This finding might be 
indicative of the level of performance in non-word reading accuracy shown by both 
groups, with the G-ESL group showing slightly more potential for variability in 
accuracy than the G1L group (see table 6.1). 
The performance of the G-ESL group was inconsistent across the different areas that 
were assessed. Variations in their performance are likely to be indicative of different 
levels of L2 proficiency across areas of oracy, literacy and phonological awareness. 
This would suggest that some language skills appear to be better developed amongst 
the G-ESL -group than others. Verbal fluency, for example, was found to be an area 
where the G-ESL group had no difficulty in their L2. The oral and fluency skills of 
the G-ESL group were as well developed in their L2 as they were for the G1L group. 
Yet, as expected, their L2 reading and reading comprehension skills were less 
developed. Consistent with our predictions and with findings from Ulijn (1978), the 
fact that the two languages compared in this study are structurally dissimilar may have 
posed a problem for L2 learners in terms of their reading comprehension and their 
reading speed performance. Differences that emerged in text reading of LI and L2 
could be attributed to insufficient grammatical or conceptual knowledge, subject 
knowledge, or finally problems with specific word meanings. 
Another key difference that emerged in the predictors of Ll and L2 literacy was that 
relating to reading comprehension. Consistent with our predictions, L2 reading 
comprehension of easy and hard texts amongst the ESL group was found to differ in 
Ll and L2. There was no evidence for a developmental progression of L2 reading 
comprehension from easy to hard text for the ESL group. The results indicated that 
reading comprehension could be predicted by certain phonological components such 
as phoneme manipulation, semantic knowledge and rapid accessing of verbal labels in 
Greek (LI) but not in English (L2). When easy and hard texts were considered 
separately, non-word reading also played an important part in predicting variability in 
reading comprehension ability. 
In terms of the predictions of L2 reading comprehension, variation in pre ictors 
seemed to indicate a text complexity effect. More specifically, phonological measures 
could predict variability in the comprehension of easy text, 
but phonological (i. e. 
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fluency and non-word reading) and lexical representation access/storage (i. e. 
semantics and rapid naming) measures are needed to predict variability in harder text. 
However, such complexity effects do not seem to help explain variability in Ll 
reading comprehension, which may again be evidence for language or orthography- 
related differences or may be attributed to language competence and experience 
factors. For comprehending easier text in one's L2 language, L2 language experience 
is not so important. For understanding conceptually harder texts, however, the level 
of L2 experience does seem to play a more significant role and is mediated by a 
number of phonological components. 
Certainly more research into whether certain components of LI and L2 literacy can be 
related to and can be predicted by different aspects of phonology is needed to unravel 
the links between literacy skills and phonological skills and where differences in 
prediction lie. 
Consistent with findings obtained in study 3, the area of fluency that both the GIL 
and the G-ESL group struggled with was rhyme fluency. The present study presented 
further evidence that both groups have a specific difficulty in their ability to produce 
words that rhyme with a given word both in their Ll and L2. It appears that lack of 
familiarity of the rhyme task is the main factor that could have accounted for their low 
performance in this particular area of verbal fluency, which is also clearly evident in 
the data obtained from study 4. Greek children only receive minimal exposure to 
rhyme tasks/games during their early school years compared to English-speaking 
children who are more experienced in that account. 
Performance on the rapid naming task revealed that rapid naming of digits appeared 
to be a simple automatised process for the GIL group. This finding also replicates the 
findings obtained in previous studies (I and 2). The degree of daily exposure and 
familiarity with digits may have influenced their higher performance in this particular 
task. However , it should 
be noted that an obvious limitation with the use of the rapid 
naming task in different languages is, as Miles and Miles (1999) 
have argued, that the 
length of the words represented by each digit is different in 
different languages may 
put a strain on the working memory process, what they have referred 
to as the 'word- 
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length effect'. As they explain: "any word which takes longer to pronounce reduces 
the number of words that can be held within the span of working memory. This Is 
also true of Greek digits ... (p. 49). Therefore, whereas in English only number seven 
is a two syllable word, six, which is a single syllable word, may actually take longer 
to pronounce. This can influence both reading times and recall of digits (in digit span 
tasks for example). 
Similarly, in rapid naming of pictures, it is likely that the names of the pictures 
included in the cards were polysyllable words (three out of four words included in the 
task contained three or more syllables, e. g. K(X-Pý-0, (X, Tpa-7rý-ýI, Ka-71ý-ko), which 
could in fact have slowed down Greek participants' reading time scores. On the 
contrary, most of the equivalent English words contained in the picture-naming task 
were either monosyllabic or disyllabic, which in turn may have accounted for better 
reading times produced by the ESL group. 
Perfon-nance across measures of rapid naming and semantic fluency was, however, 
inconsistent within the L2 group. Although evidence obtained from study 3 seems to 
suggest that these two areas are related in ESL individuals, findings from the present 
study seem to suggest that they may be related to a different degree in LI and L2 
accordingly. The G-ESL group was found to be relatively good at verbal fluency, but 
relatively poor at digit naming. This finding would suggest that verbal production 
tasks are therefore easier than naming tasks in one's L2. The first involve oral skills 
and productive use of language, whereas the second one requires the development of 
word decoding and automaticity skills to be able to retrieve L2 information from 
LTM. 
Non-word reading speed was significantly slower in the L2 than it was in Ll. G- 
ESL may need considerably more time to process unfamillar words in the L2 than Ll 
readers do to be able to recognise and decode non-sense words in their L1. Could it 
be argued then that L2 non-word reading speed deficit presented by the ESL group is 
indicative of or attributed to their overall poor performance in L2 speed reading? The 
above result could be interpreted as an artefact of orthographic dissimilarity. 
It could 
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be argued that applying grapheme-phoneme correspondence rules that are different in 
L2 may have accounted for the poor performance amongst the ESL on the specific 
task. Similar findings were obtained from Nikolopoulos'(2001) work with Greek 
children in which it was found that although the underlying phonological deficit 
(non-word deficit) is essentially the same amongst Greek and English readers and 
spellers, the degree of severity and the manifestation of the deficit in different 
orthographies, namely in Greek and English, differ. As a result, any reading deficits 
amongst Greek individuals manifest themselves in their ability for speed reading, 
whereas any reading deficits amongst English dyslexics are more evident in their 
ability to read accurately. 
Scores obtained from the Spoonerisms task indicated that the ability to manipulate 
sounds within words is a difficult task in the L2. It requires higher-order phonological 
processing for which ESL students needed considerably longer time than their 
monolingual controls. Differences in variability In the spoonerisms task are most 
likely due to the level of language competence amongst the ESL group and how this 
can often support the way they are dealing with complex phonological forms at the 
phoneme level in their L2. Their poor performance in this language-based verbal 
production task might also have to do with their difficulty to process non-words (as 
indicated by and possibly related to their poor performance on the non-word reading 
task too) in L2. Differences in the ability to process non-words may further relate to 
the orthographic dissimilarity of the two languages. This finding is consistent with 
the viewpoint that reading and writing difficulties in Greek may result fTom 
difficulties in phoneme segmentation, in converting symbols to phonological codes 
and in decoding (Porpodas, 1999). 
There are, arguably, a number of methodological confounds in this study that ought to 
make us treat such findings with caution. Direct comparisons between the G-ESL and 
GIL are difficult, if not possible, to make given the varying ability of the two groups 
under study. More sound conclusions would have been possible if individuals from 
the same group were tested on both the Greek and English versions of the tests used to 
be able to assess performance in both languages. A major confound in the present 
study was therefore the fact that the G-ESL group was not tested in their 
LI to 
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examine their level of reading ability in their Ll and therefore investigate the extent to 
which they were able to transfer these skills onto their L2. The following study will 
try to overcomý this methodological concern by testing and comparing the same 
group of individuals in both their Ll and L2 language skills. 
What is more, the low variability in reading accuracy and reading comprehension 
scores may have had an impact on the results obtained in the correlation and 
regression analyses performed. Therefore, the value of the correlations and 
regression analyses needs to be treated with caution due to the problem of ceiling 
effects in the reading accuracy and comprehension measures 
It has to be argued that the Greek and English measures used in this study might have 
been helpful as assessment tools in identifying areas of relative strengths and 
weaknesses in literacy and phonological skills in the Ll and L2 groups. They are not, 
however, equally effective in identifying potential causes of underlying deficits as 
they are measures derived ftom the monolingual literature that may arguably not be 
appropriate for use with bilingual populations. One could also argue against the 
relative equivalence of the tests (i. e. non-word reading, spoonerisms, rapid naming). 
Tests that are translated from one language to another are not necessarily equivalent 
(see relevant section in the introduction of the thesis) and comparable. However, 
given the lack of equivalent standardised Greek versions of the tests within the Greek 
literature, the existing tests can be considered the best possible screening tools 
available for use for the purposes of this investigation. 
This study identified differences in the level of prediction of literacy provided by 
measures of phonological ability amongst Greek monolingual and bilingual students. 
Study 6 extended beyond reading and the predictors of Ll and L2 reading ability to 
suggest that both EIL dyslexics and Greek/English bilinguals show lower levels of 
performance on measures of literacy and literacy-related skills but also that these 
groups differ on general English verbal skills with the lower performance of 
bilinguals being better predicted by these general language skills. 
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CHAPTER 7 
Spelling 
7.1. Introduction 
Spelling ability comprises an essential component of literacy acquisition and language 
learning in both adults and children (Brown and Ellis, 1996a). Yet, it is an area of 
research that has not been given much attention in comparison to the bulk of studies 
that have been conducted on reading. It has only received increasing focus during the 
last two or three decades. 
Like reading, spelling is also a literacy skill that heavily relies upon knowledge of the 
rules that govern the phonology and orthography of a given language. According to 
recent definitions, spelling is "a complex cognitive process that depends on 
phonological processing and coding skills and involves the use of higher-level 
syntactic, semantic, phonemic and graphemic information in addition to visual 
memory and phonological processes" (Siegel, 1996, p. 227). Barry (1996) refers to it 
as the "ability to retrieve or to assemble an orthographic representation,, that is,, a 
coded sequence of letters" (p. 36). According to Seymour and Porpodas (1980) 
cc spelling depends on permanent storage of information about letter identity and 
sequence") (p. 47 1). Writing, in turn, refers to the means through which this 
orthographic code is being translated, that is the means through which semantic 
infori-nation is converted to an orthographic output (Link and Caramazza, 1994). As 
Burt and Butterworth (1996) note, spelling is not a simple "visual learning task" (P. 4); 
among other things it involves the ability to make sound-to-spelling mappings 
(between orthography and phonology) and to understand and use structural 
regularities of words at different levels. Written units are represented in different 
modalities or types of linguistic representation, such as in the form of phonemes, 
graphernes, onsets, rimes and words. Spelling reflects the ability for correct mapping 
and processing of these different form levels. 
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7.1.1 Links between reading and spelling 
A number of studies have indicated that reading ability predicts spelling ability. For 
example, Burt and Fury (2000) found that reading experience (as measured by an 
adaptation of the Author Recognition Test) and reading accuracy (as measured by the 
ability to distinguish a previously read word from a similar distractor word) made 
independent contributions to the prediction of spelling proficiency amongst university 
students when reading comprehension, reading rate, and vocabulary knowledge were 
controlled. 
More recently, Zabell (2003) found that reading was the single best predictor of 
spelling ability in both dyslexic and non-dyslexic adults. Spelling ability was 
positively correlated with vocabulary, Spoonerisms, and digit span amongst other 
measures, with Spoonerisms accounting for most of the variance of spelling ability 
(3 1 %) and arithmetic accounting for most of the variance in reading ability (34%) in 
adult dyslexic males. For females,, it was found that the strongest predictor of both 
reading and spelling ability was information accounting for 39% of the variance. 
Consistent with this line of evidence, Beech (2002) argues that individuals with good 
decoding skills will also be good at lexical processing. He explains that reading 
improves phonological skills, which in turn assist the development of a sight 
vocabulary. What is more, those that are more familiar with the orthography of a 
specific language have more exposure to print and therefore become better spellers. 
The fact that good readers are found to be good spellers and that poor readers are poor 
spellers is consistent with views presented in the reading literature for "Matthew 
effects" , i. e. poor reading ability will impact on related areas of skill acquisition, such 
as spelling (Stanovich, 1986). 
Although much evidence suggests that those who are good readers are good spellers, a 
number of studies have demonstrated that impaired phonetic spelling (e. g. lexical 
dysgraphia) and normal reading can sometimes co-occur (Frith, 1980). Indeed, some 
good readers can be poor spellers and vice versa and yet others can be both poor 
readers and poor spellers the same time. Frith (1980) gives the example of good 
readers who are nevertheless poor spellers suggesting that they may read 'by eye' but 
spell 'by ear'. This means that although those individuals have mastered the 
orthographic strategy in reading, they have failed to transfer it to spelling, thus having 
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case with regular and difficulty with irregular word spellings. This would suggest that 
orthographic processing may not necessarily develop independently from logographic 
and alphabetic processing and that distinct resources (namely logographic and 
alphabetic) contribute to reading and spelling differently. 
Given the great individual variations in reading and spelling ability, the exact 
connections between the two still remain unclear. Compared to good readers, poor 
readers have been found to rely more on phonological strategies in their spelling 
choices,, thus producing more phonologically accurate errors in irregular than in 
regular words. Good readers, on the contrary, rely both on phonological and visual- 
orthographic strategies, "since the irregular words appear to require a visual 
orthographic entry in the lexicon in order to be pronounced" (Barron et al 1980, p. 
210). In a comparative study of children's developing reading and spelling ability, 
Bryant and Bradley (19 8 0) found that children were able to spell regular words that 
they were unable to read in the first place, suggesting that the same children were not 
necessarily better at reading than they were at spelling. The same was not true, 
however, for non-words, where children's spelling and reading performance was 
found to be more consistent (words that were not phonetically spelled were not 
phonetically read either). Bryant and Bradley (1980) therefore concluded that 
"children often try to read and to spell the same words in different ways that they 
often depend on visual chunks when they read and phonological segments when they 
spell" (p. 368). 
In trying to establish the link between reading and spelling, it has further been 
suggested that individuals often tend to monitor one skill by means of using the other. 
As Barron et al (1980) explain, "when we spell, we frequently read what we have 
spelled to make sure it is correct". We might also check possible readings of a word 
by using our knowledge of spelling" (p. 166). There is, therefore, the possibility of 
transfer of reading skills to spelling skills. 
Seymour and Evans (1996) have concluded that the reading and spelling systems may 
be linked in the following ways: 
1. A phonological source is a common basis for alphabetic reading and 
spelling which assists the forination of phonologically structured 
orthographic fTameworks in both domains, 
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2. The logographic process in reading is the source of the lexicat/semantic 
constrains in spelling and, hence, of the 'morphemic pattern' of dyslexia 
(or dysgraphia), and 
3. Emerging awareness of the special feature of words might accompany 
development of the lexical source, and that a 'syntactic awareness' of 
morphological structure may be needed for the spelling for complex 
forms (p. 144). 
Indeed, most current theoretical models of literacy acquisition tend to encompass the 
reading and spelling systems as being closely interrelated, suggesting that in essence, 
"reading and writing mutually influence and grow from each other" (Ellis, 1996, 
p. 155). According to Frith (1985) "spelling and reading interact to advance the 
learner towards increased proficiency in each ability" (p. 158). Thesame 
developmental stages that are involved in spelling, (from a logographic to an 
alphabetic and finally to orthographic) are evident in reading too. More specifically, 
during the logographic stage whole word vocabulary knowledge in reading assists the 
learning of spelling. Entering into the alphabetic stage, practising spelling and 
gaining familiarity with the alphabetic code aids the development of alphabetic 
reading, and finally at the last stage, the orthographic stage, where orthographic 
representations acquired through reading are being transferred to spelling. At this last 
stage it is therefore practice with reading that "encourages sufficient analysis of letter 
sequences in words to allow the reader to develop internal representations that are 
well specified in ten-ns of letter-by-letter detail" (Ellis, 1996, p. 160). Spelling 
strategies therefore assist reading development while the acquisition of orthographic 
knowledge through reading facilitates the development of orthographic spelling in 
later stages. 
7.1.2 The role of orthographic and phonological processing skills in spelling 
It has been long established that orthographic processing skills, the successful use of 
orthographic information (i. e. knowledge of the written form of words) when 
processingNAMtten code, as well as phonological processing skills, the ability or 
knowledge of correct letter-to-sound correspondence rules and word decoding skills 
influence both reading and writing performance. Yet, do phonological and 
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orthographic processing skills make independent contributions to skilled spelling or is 
there an overlap between the two component skills? 
According to Cataldo and Ellis (1988) "research that examines the relationship of 
phonological awareness to the emergence of literacy has often neglected spelling as a 
bona fide agent that independently influences and is influenced by phonological 
awareness and reading" (p. 88). There are, however, few correlational studies that 
have managed to establish a clear link between reading, spelling, phonological and 
orthographic processing skills in normal and poor adult spellers and/or readers despite 
the bulk of evidence (e. g. Juel, Griffith and Gough, 1986; Ellis and Large, 1987) 
suggesting a strong relationship between early reading and spelling as well as between 
phoneme awareness and spelling ability (Cataldo and Ellis, 1988) and that which 
suggests that spelling best predicts phonological awareness skills and that 
phonological awareness is a strong contributor to the development of spelling ability 
at later stages of literacy. 
Allyn and Burt (1998) have also argued that there is a strong positive relationship 
between phonological processing skills and adult spelling ability and that this 
relationship was mediated by phonological coding (spelling-sound knowledge). That 
is, those with higher levels of spelling proficiency presented evidence of superior 
phonological processing skills compared to those scoring lower in a number of 
phonological awareness (e. g. Spoonerisms, phoneme deletion) and phonological 
coding (e. g. non-word pronunciation and abstract spelling patterns) tasks. 
However, the exact link between phonological processing skills, orthographic 
knowledge and spelling ability in adults has not been clearly established yet. Some 
studies (e. g. Stanovich and West, 1989) have found orthographic knowledge to 
significantly predict adult spelling ability and to distinguish between adult poor and 
good spellers, whereas other studies report phonological skills as making more 
important contributions to spelling competency (e. g. Bruck and Trelman, 1990). It is 
likely that orthographic and phonological skills are interrelated, with some evidence 
indicating that the development of orthographic knowledge is dependent on 
phonological abilities. 
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Orthographic processing skills defined as the successful "use of orthographic 
information when processing written code" (Nassajl, 2003, p. 265) have been typically 
measured through the use of real word tasks, orthographic and homophone choice 
tasks (e. g. Barker, Torgesen, Wagner, 1992; Wagner and Barker, 1994) as well 
through the use of pseudo-word tasks containing letter strings of words that do not 
exist in the English vocabulary, i. e. non-words (e. g. Siegel, Share and Geva, 1995). 
Nassaji (2003) argues that when it comes to assessing the orthographic processing 
skills of ESL readers or spellers, tasks involving real words may be deemed as 
inappropriate. This is because "in performing real word tasks, people might rely on 
word-specific (lexical) infon-nation rather than on general orthographic information, 
confounding word-specific knowledge with general orthographic knowledge" (p. 265- 
6). 
Good spellers have been found to integrate visual memory skills and phonological 
information effectively compared to those with poor spelling ability. That is, they 
employ both visual cues and phonologically based rules almost to the same extent 
when asked to spell difficult words. Poor spellers, on the other hand, rely more on 
visual memory strategies and orthographic conventions when asked to spell difficult 
words. However, in order to have a clear picture of the relative contribution of both 
variables in spelling performance, future research in the area will need to delineate the 
two measures of phonological processing abilities and orthographic knowledge. 
Measures designed for assessing adults' spelling skills should therefore aim at directly 
assessing each component skill separately. This is not an easy task particularly 
considering that any difficulties in breaking down the different components associated 
with spelling ability may actually reflect the inherent interrelatedness of the two skills. 
7.1.3 Spelling and adult dyslexia 
It has long established that a defining characteristic of dyslexia is poor spelling 
nil, ii measures of single ability. Although many adult dyslexics may obtain 
high scores oi 1 
word reading, they still show evidence of persisting problems in their spelling 
(Miles, 
1993). Dyslexics make one spelling error in five, whereas the ratio for normal readers 
is one in thirty five. They are not only more prone to more spelling errors, their 
spellings are qualitatively different Erom those of normal learners (Moats, 1994; 
1996) 
and are much slower when retrieving familiar word spellings. Dyslexics are also 
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found to be slower when presented with unfamiliar information such as non-word 
spellings. Such non-word processing deficits are most likely due, to poor orthography- 
to-phonology conversion processes. They further present evidence of difficulties with 
orthographic processes, such as weaknesses in processing homophones. More 
specifically, dyslexics have difficulties in the ability to segment and translate 
graphemes to phonemes and vice versa and because of their inability to make the 
above conversion they cannot progress to the alphabetic stage. Spelling problems in 
dyslexics originate from the acquisition of spelling knowledge by the semantic 
memory system (Nicolson and Fawcett, 1995). 
7.1.4 Reading and spelling in different orthographies: the role of phonological 
awareness and orthographic representations 
In more transparent orthographies, like Greek for example, one would expect to find 
readers who develop orthographic representations on the basis of grapheme-phoneme 
correspondences. One would therefore expect nonsense words like daik to be 
decoded as quickly and as easily as nonsense words like dake. One would also expect 
nonsense words with both orthographically and phonologically unfamiliar rimes to be 
easily decoded. Goswami (1999) presents a test of this hypothesis in a cross- 
linguistic study of English and Greek readers aged 7-9. Participants were presented 
with familiar rinies (e. g. bomic) and unfamiliar rhymes (e. g. bommick). She found 
that compared to English readers who found nonsense words like bomic much easier 
to read and to decode, Greek readers showed the same reading accuracy and speed in 
decoding both words. This finding provided evidence for the hypothesis that for 
Greek readers who learn to read in a more transparent orthography the grapheme- 
phoneme correspondences are more important units in the orthographic 
representations (Goswarni, 1999). 
7.1.5 Spelling difficulties in adult L2 learners 
Cross-language comparisons: English VS Greek spelling 
Orthographic transparency is a determiner of the degree to which L2 learners use 
phonology during word recognition. L2 readers therefore become less dependent on 
phonological mediation with experience and this reduction is more rapid for readers 
of opaque orthographies. 
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Do readers/spellers of orthographies in which there is a simple relation between 
spelling and sound (transparent orthographies) depend more on decoding for word 
recognition than do readers of opaque orthographies? To what extent do readers 
depend on decoding (assembled phonology) to recognize and spell a target word? 
A transparent orthography (Greek), in which each letter has only one pronunciationý 
was compared to a more opaque one (English). 
This study addresses the question of whether there are processing differences among 
readers of different alphabetic writing systems in recognizing and spelling of isolated 
printed words, non-words or words within text. The role of processing differences 
between two alphabetic writing systems (orthographies) that differ in the way the 
spoken word is represented by print is under investigation in this study. In one, Greek, 
the alphabetic principle (i. e., the letter-to phoneme correspondence) is perfectly 
consistent; in the other, English, it is not. The Greek orthography is said to be fairly 
transparent, whereas English is said to be opaque. 
7.1.6 Spelling ability in L2 learning 
Recent research has indicated that L2 skilled readers and spellers rely less on 
phonological than on orthographic codes, which in turn may be indicative of the fact 
that the relative contribution of phonological and orthographic knowledge might 
differ in different stages of language proficiency (Nassaji, 2003). Spelling difficulties 
amongst ESL individuals have also been related to their inefficient use of their mental 
dictionaries or mental lexicons in real word and non-word processing. There are 
currently three models in the bilingual literature that describe how bilinguals' lexical 
knowledge is accessed and organised in their Ll and L2. According to the 
independence hypothesis (concept mediation) there are distinct word memories for 
each language so that inforination processing in one language does not directly affect 
processing in the other. Proponents of this view argue that "lexical information is 
represented in ftinctionally separate language-specific lexicons" (Gerard and 
Scarborough, 1989, p. 135). They therefore claim that there is a neutral store leading 
to two lexicons and that bilinguals group words from two languages into categories in 
two separate mental dictionaries in each language. On the other hand, proponents of 
the language interdependence hypothesis, (e. g. Lopez and Young, 1975) argue that 
lexical representation in bilinguals is language specific and that LI and L2 mental 
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lexicons function independently during reading and spelling. According to the 
interdependence hypothesis there is no single integrated word memory system that is 
in use for processing information in both languages (McCor-mack, 1977). Finally, 
according to a third model, the language selective access hypothesis model, there is a 
language switch mechanism involved in bilinguals that controls which lexicon (L I or 
L2) is activated in different situations (Van Wijnendaele and Brysbaert, 2002). 
Evidence to support the first two theories has been obtained over the years through the 
use of different measures in bilinguals' LI and L2 languages like the Stroop effect 
(Chen and Ho, 1986), free-recall, word categonsation, sentence memory, word 
association, word recognition and lexical decision tasks. As Gerard and Scarborough 
(1989) note, however, "it seems that neither a complete independence nor a 
completely integrated model adequately describes bilingual linguistic memory" (p. 
306). They explain that contrasting findings from experiments that have used the 
above measures "may arise because the various experimental tasks emphasize 
different processes. For example, bilinguals may have an integrated semantic 
memory, but there may be language-specific processes involved in encoding and 
retrieval of a word in the bilinguals' lexicon(s)" (Gerard and Scarborough, p. 306). 
Therefore, "different tasks may differentially emphasize encoding and semantic 
processing so that bilinguals may show evidence for language independence in some 
circumstances, language integration in others, or a mixture of effects" (p. 306). 
The independence-interdependence debate needs more clarification and as Gerard and 
Scarborough (1989) point out "finer analysis of task demands and processes" (p. 306). 
In view of such methodological and conceptual concerns research needs to address the 
question of whether lexical information is represented in separate language-specific 
lexicons or in a single integrated mental lexicon in the case of Greek-English speaking 
individuals. Given that English and Greek are notably orthographically dissimilar 
languages-- and in fact completely different scripts-- there are unique spelling patterns 
and letter strings for any given word found in each language. Therefore, it is expected 
that different language-specific processing is taking place in Greek-English speaking 
individuals separately and that the independence hypothesis would be confirmed. 
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7.1.7 The role of vocabulary knowledge in Ll and L2 
Vocabulary knowledge is viewed as an important cornerstone of literacy for LI and 
L2 learners alike. In recent years, linguistic research has placed a great focus on the 
role of vocabulary knowledge in certain aspects of L2 acquisition like reading ability, 
comprehension ability and spelling ability. Studies into L2 vocabulary have provided 
evidence that there is in fact a reciprocal relationship between these skills: 
development of adequate vocabulary influences reading and spelling performance and 
vice versa. Attainment of vocabulary knowledge is, in other words, considered to be 
both a cause and a consequence of reading and spelling skills development. 
According to Stoller and Grabe (1993), "vocabulary learning involves the acquisition 
of a range of skills. More specifically, students must be able to recall meaning, infer 
meaning, comprehend a text, communicate orally, spell correctly etc" (p. 30). 
7.1.8 Measuring vocabulary knowledge 
It is now well established that beginning L2 learners heavily rely on context for word 
recognition as well as for inferring the meaning of unfamiliar words whereas more 
advanced L2 learners do not. It has in fact been argued that use of contextual 
definitions to a great extent facilitate vocabulary acquisition and learning skills. 
According to Clarke and Silberstein (1977) "contextual definition is the most crucial 
of vocabulary skills" (Stein, 1993, p. 203). Yet, sometimes contextual definitions are 
not enough for adequate L2 comprehension as they do not always provide sufficient 
clues for inferring word meaning unless the unknown word has been previously 
recognised or adequately understood. Nation (1993) further argues that vocabulary is 
an indicator of good world knowledge and claims that "this world knowledge enables 
reading comprehension because the reader must bring as much information to the text 
as the reader expects to get from it" (p. 116). 
7.1.9 Semantic reasoning and spelling 
Current research has frequently implemented the use of semantic reasoning tasks as a 
measure of assessing spelling performance and as an index of general language 
ability. To be able to spell one should know the meaning of a given word, that is, the 
semantics of the word. The ability of being able to link the spelling to meaning 
has 
been tested through the use of semantic tests in which participants are asked to judge 
whether pairs of words, for example, reignIking and barrenlaristocrat are related in 
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meaning (the first pair is but the second is not). Such a task essentially assesses 
participants' ability to "link the spelling of homophones with their meaning indicated 
only by their spelling" (Beech, 2002, p. 126). Semantic reasoning tasks, unlike 
orthographic choice tasks, are useful in providing information about whether 
participants actually know the different meanings of the words presented and is 
therefore also considered to be a measure of vocabulary knowledge. Furthermore, 
they incorporate an element of problem solving. Beech (2002) reports that ability for 
semantic reasoning, homophony, and spelling, are all correlated with each other. It 
was found that those who are good at recognising homophonic words are least 
susceptible to word regularity perform better at meaning judgement tasks and are, 
subsequently, better spellers. 
In the present research a semantic reasoning task was used as an index of general 
world knowledge and reasoning ability. It was expected that the three groups would 
not differ in their performance on this task. Of particular interest was to test whether 
perforinance in semantic reasoning would predict performance in measures related to 
language experience and thus investigate whether low or high language experience 
would be a factor that could lead to bad or good overall performance on the literacy 
and spelling measures used in this study. 
Samarzi (1999) studied the spelling, short tenn memory, and reasoning ability of 12 
and 13-year-old Greek children, half of whom were dyslexic and half were non- 
dyslexic. Measures included a spelling task, a sequence and reasoning task and a 
short-term memory task. For the spelling task, participants had to spell nine irregular 
words with vowels, diphthongs and different combination of consonants. They were 
tested on letter omission, letter reversal, word endings, letter substitution, and errors 
in the use of different vowels. In the sequencing task, children were presented with 
seven different pictures of a man and had to mark next to each picture the right 
number (ranging from I to 7) in order of complexity. The memory task required 
participants to recall visually presented familiar pictures from class textbooks and to 
identify a number of objects presented in sequence at the beginning of the experiment. 
Participants were then asked to write down the corresponding word of the stimulus 
pictures and objects presented to them. It was found that in the spelling task, 
both 
dyslexics and non-dyslexics had difficulty with vowels and diphthongs that 
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correspond to specific Greek phonemes "o" and "i". However, dyslexics were 
significantly poorer than non-dyslexics in spelling correctly all the vowels and 
diphthongs in the spelling task. Significant differences between the two groups were 
found in letter omission, letter reversals, word endings and letter substitutions. Yet , in 
the sequencing and reasoning task both groups performed at an almost equivalent 
level (82%sucess rate for non-dyslexics and 80% success rate from dyslexics). In the 
memory task, overall non-dyslexics outperformed the dyslexics. 
It appears then, that at least at the phoneme level, even non-dyslex1cs exhibit some 
difficulties, which according to Samarzi (1999), may be attributed to the different 
variations that certain Greek phonemes such as "o" and "i" have and that present a 
source of confusion in their spelling. Such spelling difficulties in selecting the 
appropriate grapheme suggest that dyslexic children may still be in the alphabetic 
stage of the spelling development which does not allow them to apply orthographic 
rules such as grapheme-phoneme correspondences (Kasviki, 1992). Such findings are 
also consistent with the viewpoint that reading and writing difficulties in Greek may 
result from difficulties in phoneme segmentation, in converting symbols to 
phonological codes and in decoding (Porpodas, 1989; 1990). 
7.1.10 Cross-language comparisons: English VS Greek spelling 
Orthographic transparency is a detenniner of the degree to which L2 learners use 
phonology during word recognition. L2 readers therefore become less dependent on 
phonological mediation with experience and this reduction is more rapid for readers 
of shallow orthographies (Goswami, 1999). 
Nikolopoulos (2001) argues that orthographic transparency plays a major role in 
explaining manifestations of dyslexia in Greece. He compared grade 2 and grade 4 
dyslexic and non-dyslexic children on measures of word and non-word reading, 
spelling, phonological awareness, phonological processing and syntactic awareness. 
Findings demonstrated that young Greek dyslexic readers were highly accurate, but 
very slow when reading words and non-words and when responding to questions 
about the phonological structure of words in the different phonological awareness 
tasks. Yet,, despite their reading accuracy, dyslexics made significantly more errors 
than non-dyslexics on both reading measures, and significantly more errors on non- 
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word reading. Differences were also evident in the spelling ability of the two groups. 
Nikolopoulos (2001) argued that written language deficits amongst Greek poor 
spellers are possibly linked to phonological deficits as poor scores on phonological 
awareness and rapid naming scores indicted. He concluded that although the 
underlying phonological deficit (non-word deficit) is essentially the same amongst 
Greek and English spellers, the degree of severity and the manifestation of the deficit 
in different orthographies, namely in Greek and English, differ. 
When learning any new spelling, learners of different scripts rely on morphology or 
phonology to a different degree depending on how orthographically shallow or deep 
the language is. Users of orthographically deep languages are more likely to have 
more problems with the phonological route in their L2 than users of more 
orthographically shallow languages who would be expected to have more problems 
with accessing the visual route (Cook, 1997). 
Research on Greek spelling ability has mainly focused on children rather than adults. 
To date, there is very little research on adults' spelling ability particularly amongst 
adult dyslexic and ESL groups. There is also little cross-linguistic research 
contrasting the performance of Greek and English spellers across the two orthographic 
systems. The current work will attempt a cross-linguistic comparison of the two 
spelling systems and will investigate the areas of difficulties encountered by English 
and Greek readers and spellers. 
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Study 6 
Beyond reading: assessing phonology, orthography and vocabulary in English 
and Greek spelling 
7.2 Aims and research questions 
The present research employed adult student populations to compare their spelling 
performance in both their first and second languages. In addition to such comparisons, 
the study investigated the relationship between levels of spelling proficiency, 
vocabulary knowledge and phonological processing skills across two different scripts 
(English versus Greek) that have different orthographic conventions. This study 
addresses the question of whether there are processing differences among users of 
different alphabetic writing systems in recognizing and spelling isolated printed 
words,, non-words or words within text. 
The aim of the present study was therefore to assess the language ability of Greek-as- 
a-first-language adult students with English-as-a-Second-Language (G-ESL) and 
compare their performance to that of EIL dyslexics and EIL non-dyslexics on certain 
literacy skills at the word, sentence and text level. 
Having established from previous studies that phonological processing deficits impact 
on literacy skills in both dyslexics and ESL individuals, this study was undertaken in 
order to investigate whether phonological deficits influence the development of Ll 
and L2 orthographic processing skills as assessed in ten-ns of Ll and L2 spelling 
ability and vocabulary knowledge or whether these skills develop independently from 
phonology. 
The present study will therefore attempt to clarify the relationship between and the 
relative contribution of phonological awareness and orthographic knowledge in adult 
Ll and L2 spelling. In particular, it is hypothesised that individuals with high levels of 
spelling proficiency and vocabulary knowledge will also show superior performance 
in phonological and orthographic processing skills and individuals with poor spelling 
skills and vocabulary knowledge will present evidence of poorer phonological and 
orthographic processing skills. The above skills will be assessed in two 
different 
language groups exposed to different types of orthographies, one which is 
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orthographically transparent and in which there is a close grapheme-phoneme 
correspondence (Greek) and a more opaque one where there are more grapheme- 
phoneme inconsistencies (English). 
Additionally, knowledge of orthographic conventions of the two language systems 
would be expected to be related to spelling ability in the two language groups 
differently. Any language deficits common between the dyslexic and ESL groups will 
be specific to the ESL' L2 related deficits. It is also expected that deficits evident in 
English will not be found in the Greek language and that English students will be 
likely to make more spelling errors in quantity as opposed to Greek students as a 
result of English being less orthographically transparent language. 
The spelling tests included in this study will aim to assess the orthographic processing 
skills of ESL and EIL dyslexic students and establish whether spelling develops 
independently from other phonological aspects of language. In particular, they intend 
to test participants' ability to recognise or produce correctly spelled words and 
identify spelling errors on the basis of word order and meaning (context) provided. 
The work is specifically designed to investigate the relationship between spelling 
proficiency and vocabulary knowledge and examine the relative contribution of 
phonological and orthographic processing skills in predicting individuals' 
performance in these two areas. 
The findings of this study will be valuable in allowing us to assess different 
theoretical causes of literacy problems in ESL and dyslexic individuals, devise 
appropriate assessment procedures and produce the right tools to support poor spelling 
performance in these two groups of individuals. 
The specific research questions formulated for this study were therefore the following: 
Are there any differences in the spelling ability of dyslexics and ESL and do these 
differences suggest general language difficulties or specific difficulties relating only 
to L2 spelling ainongst the ESL? A second question that was set forward was whether 
native learners of transparent orthographies (Greek) depend more on phonology 
(decoding) or on orthographic cues (orthography) for word recognition and spelling 
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compared to learners of more opaque orthographies (English). Additionally, are there 
any language processing differences among readers of the two different alphabetic 
writing systems in recognizing the right spelling and misspelling of isolated printed 
words and non-words within a sentence or text context? Finally, is there an inter- 
dependence between phonological processing and orthographic processing skills 
during spelling and if so, then do phonological and orthographic processing skills 
make independent contributions to spelling performance or is there an overlap 
between the two? 
7.3. Method 
7.3.1 Participants 
A total of 55 participants took part in this study. All were adult college-level students 
with an age range of 18-51 years old (mean age =26.9, sd=6.1) who were recruited 
ftom two UK Universities in the South East. 
EIL (English-as-a-flrst language) group 
This was an opportunity sample of 20 postgraduate University students. Fifteen of 
them were female and five were male, with a mean age of 29.3 (sd=5.65). All were 
native English speakers who were undertaking a number of different postgraduate 
courses. Prior to completing the tests, participants signed a consent form agreeing to 
take part in the study and were asked to fill in a short questionnaire which included 
background questions about their studies, educational background and whether they 
had or were currently experiencing literacy difficulties (difficulties in reading and 
spelling English). None reported any history of literacy problems and all indicated 
that English was their first language. 
Greek ESL (English-as-a-second language) group 
This was an opportunity sample consisting of 20 Greek postgraduate University 
students. Fourteen of them were female and six were male, with a mean age of 
25.9 
(sd= 2.75). Although they all had learrit English as a second language, they were 
considered proficient English language speakers given that they all reported 
having 
more than 10 years of formal English language education and exposure. 
None 
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reported having any history of literacy problems based on the same self-report 
questionnaire used for the ELI. group. ESL participants were first administered the 
English version of the orthographic choice, pseudohomophone and spelling tests, 
followed by the same tasks translated into Greek. 
EIL dyslexic group 
This was an opportunity sample of 15 native English students diagnosed with specific 
literacy difficulties (i. e. difficulties in reading, spelling and with their academic 
writing) who were recruited from the University's additional learning support unit. 
Seven were male and eight were female, with a mean age of 25.3, (sd= 8.85). All 
reported a history of some form of literacy difficulty and all were experiencing 
literacy difficulties at the time of testing on the basis a self-report questionnaire that 
they filled in before completion of the spelling tests. The majority reported 
experiencing problems with poor spelling and poor reading ability (slow reading and 
comprehension problems) and were receiving additional learning support for their 
written academic work (essay writing, exams etc. ). 
Before administering the tests the procedure was explained to the participants who 
were asked not to spend much time on any items in any of the tests and were told that 
they could withdraw from the experiment at any time and for any reason. After the 
end of the experiment, participants were debriefed about the nature and purpose of the 
research. A practice item was provided at the beginning of each task to ensure that 
participants understood the instructions of each test clearly. 
7.4. Measures 
7.4.1. Tests of English spelling ability 
Orthographic/pseudohomoph one choice task 
ing This is a test used to assess participants' orthographic and phonological process' 
skills at the word level. It has two parts: 
Part A: Orthographic choice task (OCT) 
This task was adapted from the Olson et al. (1985). Participants were presented with 
pairs of letter strings, one of which was a real word and the other a non-word and 
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were asked to identify (circle) the real word with the correct spelling (e. g. 'monk- 
munk'--The correct answer is 'monk'). 
The orthographic choice task was used to specifically assess participants' ability to 
visually access a word entry from the mental verbal lexicon that cannot be 
successfully retrieved via grapheme-phoneme translation processes. Only knowledge 
of the orthographic codes could be used to select the correct answer; use of 
phonological processes alone would not lead to correct answers as the word pairs in 
the task were designed to produce the same pronunciation when sounded out (e. g. 
goat-gote). It is therefore a task that requires knowledge of orthographic codes to be 
able to distinguish between the pseudo-homophones and the correctly spelled words 
presented. Performance on this task was measured in terms of accuracy. 
Part B: Pseudo-homophone choice task (PSH) 
This second part of the test is similar to the one previously used by Siegel, Share and 
Geva (1995) and Nassaji (2003). It was used to assess participants' ability to identify 
and process pseudohomophones. It is argued that the task can be considered a 
phonological choice task "given that the stimulus pairs are both nonwords and the 
only way to respond correctly is to recode the stimuli phonologic ally" (Stanovich and 
West, 1989 p. 414). As such, the task provides an index of phonological recoding 
skills. 
The task comprises two non-words, only one of which sounds like a real word. 
Participants were asked to identify (circle) the pseudo-homophone, that is, the word 
that sounded like a real one (e. g. dore-warg-the correct answer is 'dore' because it 
sounds like the word door). The items used were monosyllabic (e. g. gruss, sed) and 
polysyllabic (rynosserus, ensiklopedya) letter strings that contained sequences of 
letters (bigraTns and trigrams) that either conformed or did not conforin to English 
spelling rules in terms of consonant-vowel positions (the sequence orl in non-word 
orlthoe, for instance , is never 
found in initial positions within English words, whereas 
the sequence ins in the pseudohomophone insashabul does). They were chosen to 
be 
visually and phonologically dissimilar, non-rhyming pairs presented in order of 
increasing difficulty. Performance on this task was measured in ternis of accuracy. 
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2. Cloze spelling task 
This task was used to test participants' vocabulary knowledge, orthographic 
processing and decoding skills at the sentence level. It is a task that requires both 
productive use of vocabulary knowledge and use of general background word 
knowledge. 
In this task participants were asked to complete the missing word from a set of 20 
short sentences judging by the sentence context. The number of dashes that followed 
the first letter of the primed word indicated the number of letters of that word (e. g. 
'the y---- is a type of boat with sails'- the answer is 'yacht ). The primed words 
were controlled for frequency and regularity, most of them being low-frequency, 
irregular words and were contextually inflexible to eliminate the possibility of more 
than one acceptable answers (fillers). The meaning of the target word could be 
inferred by either the syntactical or the grammatical content of each sentence (item). 
Almost half of the sentences provided a general definition/description of the target 
word. However, all the items in the test were designed to provide narrow context 
clues and high textual support, including semantic clues (e. g. S-------- 
bacteria are usuallyfound in eggs, the semantic clue here being the word eggs) and 
structural clues (e. g. She h- 
--- 
him whisper the secret message, in which the target 
word was the main verb of the sentence and needed to agree with the subject/noun). 
The number of words correctly spelt was used as the measure in this task. 
3. Proof-reading (spelling errors identification) task 
This test was used to assess the participants' orthographic processing skills at the text 
level. In particular, it was used to assess the participants' ability to identify spelling 
errors within unfamiliar text and to produce correct word spellings by incorporating 
syntactical, grammatical and vocabulary knowledge. 
Participants were asked to read 3 fictional passages of increasing difficulty In tenns of 
meaning, content and vocabulary, each of which contained 12 errors (grammatical, 
spelling or content) that they have to identify and correct (e. g. 'a yatch is a type of 
boat with salls'- correct the word 'yatch' because it is spelled incorrectly). The 
number of errors corrected was used as the ineasure for the test; however, participants 
200 
were instructed that if they corrected more than 12 errors in a passage marks would be 
deducted. 
4. Verbal ability (semantic reasoning) task 
This task was used to assess the participants' semantic reasoning, general knowledge 
and vocabulary knowledge. The original test comprised of 50 items that related to 
different semantic categories and measured the ability to recogriise relationships 
(associations) between words. Out of the 50 items, only 20 were selected for this 
study and the rest were eliminated because they were judged to be culturally 
inappropriate (e. g. items containing names associated with specific historic events 
etc. ) for a comparison of English and Greek students. In this task, two words 
provided the context for the relationship and the test taker had to select a third word 
that conformed to that relationship. Participants were presented with two words on 
the left-hand side of an A4 paper that were semantically related in some way and with 
four words on the right-hand side of the paper, only one of which shared the same 
relationship to the left-hand side words. The aim of the task was to identify the word 
that shared a common feature without having to explain the rationale behind the 
association. 
for example: car, bike bus, cheese, shoes, lift 
(The correct answer is 'bus' because they are all means of transportation). The 
semantic categories included in the test were animals, food, math, clothing, colors, 
sports, music, literature, politics and general knowledge. The number of items 
correctly identified was used as the measure of performance in this task. 
7.4.2 Tests of Greek spelling ability 
Measures of Greek spelling ability administered to the ESL group included a Greek 
version of the orthographic choice and pseudohomophone tasks administered to the 
native English speakers, as well a Greek version of the spelling errors identification 
(proof-reading) task. 
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1. Orthographic choice and pseudohornophone choice tasks 
Given the lack of a Greek standardized adult spelling test, the words used for the 
Greek versions of the two tasks in this study were adopted from Kasviki (1992). The 
test consists of 37 words, 3 sentences taken from Greek primary language books 
(OEBP 1987) appropriate for a vocabulary covering 6 grades and 5 non-words. Out of 
the 37 words, 30 are irregular words based on inconsistencies of pronunciation of both 
vowels and consonants- e. g. words containing diphthongs, three-consonant clusters or 
3 vowel clusters and 7 are regular (C-V-C) words containing vowels in their simplest 
phonetic forin- e. g. cy(4co (s/o/z/o), (pOpoq (f/o/v/o/s). 
The words chosen from the above test were words that Kasviki's (1992) experimental 
group most fTequently misspelled; i. e. the most easily confusable words out of the 37 
contained in the test. The words chosen for the test were controlled for orthographic 
regularity, frequency, length and complexity (in terms of spelling-sound 
inconsistencies) to avoid any ceiling effects and were presented in order of increasing 
difficulty. The kind of words that were therefore included were the following: 
97 low-frequency C-V-C words, e. g. P-ý-X-a-q (cough), P-u-0-6-q (bottom of the 
sea) which are commonly confused by Greek spellers in terms of the correct 
vowel spelling sequence due their high degree of inconsistency. 
92 irregular words containing diphthongs, e. g. Em, aij, which can either be 
pronounced as /ef/ or /ev/ and as /af/ or /av/ respectively depending on the letter 
that follows (e. g. Evat'c7Oqroq, vava7(oG6)cY-cTjq)- 
93 irregular words containing a consonant cluster which is pronounced differently 
from the way it is spelled, e. g. cyp in the word cypi'lvo) is spelled 'sv' but 
pronounced as /zv/,, yX in the word myX(XpTjTýP(x (congratulations) is also 
pronounced differently as /nx/ and (5ýt in the word yiftpi(5ýta is pronounced as 
/zm/. 
3 irregular words containing double consonants, which are pronounced as single 
letters, e. g. pp (/rro in the word naXippota (tide), (yu in the word vxýt&&n(ycycc 
(feminine for traveller) and ýtýt in the wordK%týlkt (piece). 
92 irregular words containing three-consonant clusters, e. g. (Y-cp (/str/) in the word 
cyTpEi6t or (Tzv (/spn/) in the word Hijzvota. 
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e2 irregular words containing a double consonant blend which is pronounced as a 
single sound, e. g. 'YK (/g/) in the word ayKakld (hug) andy7 (/g/) in the word 
oruyygvýq (relative- noun fonn). 
1 irregular word containing three-vowel clusters which are pronounced as two 
sounds, e. g. tEt (/iiý in the word i)ytF_iv0q (healthy). 
Out of the twenty words used in this task 11 were nouns, 2 were verbs, 5 were 
adjectives and 2 were adverbs. Four words were 2-syllable, 5 were 3-syllable, 6 were 
4- syllable and 5 were 5-syllable words. 
Five of the non-words used in the pseudohomophone task were also adopted from 
Kasviki's Greek Spelling Test (1992). The rest were devised by the experimenter by 
changing consonants either at the beginning or at the middle of each word. As in the 
orthographic choice task, choice of Greek pseudo-homophones (misspelled words 
sounding like real ones) was based on regularity, frequency, word length and 
complexity in tem-is of sound-spelling inconsistencies. In terms of grammatical class 
9 of the words were nouns, 4 were verbs, 5 were adjectives and 2 were adverbs. In 
terms of word length, 3 of the words were 2-syllable, 7 were 3-syllable, 8 were 4- 
syllable and 2 were 5-syllable. 
2. Greek spelling errors identification (proof-reading) task 
A Greek translation of passage I used in the proof-reading task (read by English 
participants) was also included to assess bilinguals' proof-reading skills in their first 
language. Consistency of spelling, grammatical and meaning errors within the passage 
could not be achieved through direct translation from one language to another so 
errors were modified to ensure that equivalent types of errors occurred in the English 
and Greek versions of the tests. Like in the English version of the texts, there were a 
total of 12 or errors in the text (4 grammatical, 4 syntactical and 4 spelling) that 
participants had to identify and correct. They were instructed not to correct more than 
12 errors as this would result in deduction of marks. 
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All the component measures in the study that were not standardised were piloted with 
native English speakers prior to being used in the study (Please refer to appendix X 
for full version of the bespoke tests). 
7.5. Results 
7.5.1 Preliminary analysis 
Means and standard deviations of each group of participants for each of the measures 
in the study are presented in table 7.1. The data were initially analysed to I igate nvest 
differences between the three groups' performance. Preliminary analyses were 
performed to examine whether participants' scores differed across the English 
orthographic, phonological and spelling tasks. One-way analyses of variance 
(ANOVA) revealed significant differences between the three groups for all the tasks 
in this study. Post-hoc pairwise comparisons indicated that both EIL dyslexics and 
ESL students performed significantly worse than EIL non-dyslexics in all of the tasks 
except in the semantic reasoning task, where the EIL dyslexics were not significantly 
different from the EIL non-dyslexics. 
ESL individuals scored significantly worse than the dyslexics in the orthographic 
choice task (p<. 05), but not In the pseudo-homophone choice and proof-readIng tasks. 
These two tasks could not,, therefore., reliably distinguish between dyslexics and ESL 
performance. However, the cloze spelling and the semantic reasoning tasks were able 
to differentiate between the two groups with the dyslexics significantly outperfonning 
the ESL (see tables 7.1. and 7.2. ). 
Table7.1. Mean number of correct responses (and standard deviations in 
parentheses) of the 3 groups on phonological, orthographic, spelling and 
vocabulary tasks with results of analysis of variance indicating differences in 
their performance. 
Tasks EIL non- ESL EIL F value 
dyslexics dyslexics 
(N=20) (N=20) (N= 15) df=2,54 
value 
Orthographic choice(OCT)/20 19.9 (. 22) 18.6 (. 98) 18.5 (1. , 
50) 11.83 <. 00 I 
Pseudo-homophone choice 19.2 (. 94) 14.6 (3.6) 15.6 (3.06) 13.66 <. 001 
(PSH)/20 - Cloze spelling/20 15.3 (2.4) 8.8 (2.1) 11.0 (2.9) 35.05 <. 00 I 
Proof-reading p2&3 9.6 (1.2) 6.1 (2.3) 6.3 (2.5) 13.57 <. 00 I 
Semantic reasoning/20 17.1 (1.4) 14.5 (1.7) 16.0 (1-9) 11.61 <. 001 
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Table 7.2 Post-hoe pairwise comparisons between the three groups 
Tasks EIL dyslexics ic EIL dyslexics ESL 
vs vs vs 
ly, 
__ 
EIL non ýl ex icS -dysle, ics ESL EIL non-dyslexics 
OrthoEaphic choice (OCT)/20 -- <. 001 NS 7- <. 001 
Pseudo-homophone choice (PSH)/20 <. 05 NS <. 001 
Cloze spelling /20 <. 001 <. 05 <. 001 
Proof-reading p2 &3 <. 001 NS <001 
_ 
Semantic reasoning/20 
_NS 
<. 05 <001 
7.5.2 Correlations 
Correlation analyses revealed that for the ESL group L2 orthography and phonology 
seem to be interrelated, which was not true for the other two groups for which LI 
orthographic and phonological processing skills were unrelated. When ESL 
performance on the OCT and PSH tasks was contrasted to this of the dyslexics and 
non-dyslexics, no significant effects emerged, which can be partly attributed to the 
fact that performance of the two latter groups hit ceiling in both tasks. Phonological 
and orthographic processing skills also seem to significantly impact on the ESL 
group's ability to identify and correct spelling errors in their L2 as evident by their 
perfonnance on the proof-reading task. However, none of these three tasks was 
significantly related to the cloze spelling task or to the semantic reasoning task, 
despite the fact that there was some evidence for a marginal, although non-significant 
relationship between the latter two and the proof-reading measures. Performance in 
the semantic reasoning task was, finally, significantly related to the cloze spelling 
ability (table 7.3). 
Table 7.3 Correlations between English measures for the ESL group 
Tasks Pseudo- Proof-reading Cloze Semantic 
homophone (p2 and 3) spelling reasoning 
choice 
Orthographic r=. 518, r=. 498, r---. 340, 301 
choice P<. 05 P<. 05 p=. 142 p=. 197 
Pseudohomophone r=. 470, r--. 072, r--. 141 
choice P<. 05 p=. 763 p=. 552 
Proof-reading . - r---. 333, r--. 449 
(p2 and 3) p=. 176 p=. 062 
Cloze spelling r=. 547, 
P<. 05 
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For dyslexics, on the other hand, it seems that only cloze spelling and proof-reading 
abilities were significantly related (see table 7.4. ). The more word spellings they were 
able to generate, the more errors they were able to identify. This can be contrasted 
with the ESL students who showed evidence for only a small relationship between 
these literacy related tasks. The groups can be compared in terms of the relationships 
between the orthographic choice and pseudo-homophone choice tasks, with the 
dyslexics showing virtually no relationship between these two tasks in contrast to the 
ESL students. Similarly, both these tasks seem to show little relationship with the 
proof-reading and cloze spelling tasks, in contrast to the ESL students. Similarities 
were more evident between the groups in the semantic reasoning task. For both 
groups, verbal skills are marginally related to the orthographic choice and the spelling 
related tasks; however, they are not related to the sound-based pseudohomophone 
choice task (see table 7.4). 
Table 7.4 Correlations between English measures for the EIL dyslexics 
Tasks Pseudo- Proof-reading Cloze Semantic 
homophone (p2 and 3) spelling reasoning 
choice 
Orthographic r---. 005, r--. 15 1, 268, r--. 41 0, 
choice NS NS NS NS 
Pseudohomophone r--. 375, r--. 075, r---. 020, 
choice NS NS NS 
Proof-reading r=. 646, r--. 418, 
(p2 and 3) p<. 05 NS 
Cloze spelling r--. 475, 
NS 
Table 7.5 Correlations between English measures for the EIL non-dyslexics 
Tasks Pseudo- Proof-reading Cloze Semantic 
homophone (pl, 2 and 3) spelling reasoning 
choice 
Orthographic r---. 206 r--. 087 r-- -. 063 r---. 13 7 
choice NS NS NS NS 
Pseudo-homophone r--. 216 r--. 303 r-- -. 037 
choice NS NS NS 
Proof-reading r--. 201 r=. 564 
(p 1,2 and 3) NS p<. 05 
Cloze spelling r--. 
355 
NS 
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7.5.3 Ll and L2 differences 
Additional analyses were also perfonned to look for differences in Ll and L2 ability 
within the ESL group specifically based on their perfon-nance in the English and 
Greek versions of the orthographic, pseudohomophone and proof-reading tasks 
(English passages 2 and 3 and Greek passagel) and investigate whether their 
performance on a measure of general ability such as the semantic reasoning task 
would be predictive of the group's overall literacy and spelling ability in the above 
tasks (table 7-5). 
Table 7.6 Mean scores produced by Greek-English bilinguals (with standard 
deviations in parentheses) on Greek and English versions of the orthographic 
choice, pseudo-homophone and proof-reading tasks 
Spelling tasks English version Greek version 
Orthographic choice task 18.65 (. 98) 19.2 (. 91) 
(correct out of 20) 
Pseudo-homophone choice task 14.6 (3.61) 19.3 (1.17) 
(correct out of 20) 
Proof-reading task - p2 6.15 (2.38) 10.31 (1.70) 
(number of spell. errors 
identified out of 12) 
English proof-reading task -p3 6.47 (3.22) 10.10 (1.85) 
(number of spelling errors 
identified out of 12) 
Table 7.7 Correlations between Greek and English versions of OCT, PSH, cloze 
spelling and proof-reading tasks for the ESL group. 
Greek orthographic Greek pseudo- Greek proof- 
Tasks choice homophone choice reading 
English orthographic r- . 541, p<. 05 
18 6, NS r--. 47 1, p<. 05 
choice 
English pseudo- 351, NS r=. 587, P<-05 r---. 
063, NS 
homophone choice 
English cloze spelling r----. 192, NS r---. 207, NS r--. 
657, p<. 05 
_ English proof-reading r=. 526, p<. 05 r--. 268, NS r--. 
348, NS 
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Bivariate correlations between the English and Greek versions of the tasks were 
therefore carried out to examine whether perforinance in orthographic and 
phonological skills would be interrelated in the two languages. Although the 
performance of the ESL group was not related in the English and Greek versions of 
the pseudo-homophone choice task their performance was comparable across the 
English and Greek orthographic choice tasks. There was also a significant cross-task 
comparison revealed between the English proof-reading task (passages 2 and 3) and 
the Greek orthographic choice task although the Greek and English versions of the 
proof-reading tasks did not come out as significantly interrelated. As expected, the 
ESL students were significantly better in identifying spelling errors within LI text 
than L2 text (p=. 000 for passages 2 and 3). A significant negative correlation was 
finally revealed between the English and Greek orthographic choice task (r---. 541, 
p=. 014) and a positive one between the English and Greek pseudo-homophone choice 
tasks (r--. 587, p=. 006), which would suggest that LI orthographic knowledge might 
facilitate L2 orthographic knowledge as suggested by the threshold hypothesis. 
7.6 Discussion 
The results obtained in this study indicated that in the orthographic choice task the 
ESL and EIL dyslexic students scored at an equivalent level and that both were 
significantly worse than EIL non-dyslexics. Comparisons of the three groups on the 
orthographic and pseudohomophone choice tasks confirmed that, consistent with our 
predictions, both dyslexics and ESL students present evidence of poor orthographic 
and phonological processing skills compared to EIL non-dyslexics. Overall, the 
orthographic choice task was found to be the task that both dyslexics and ESL 
individuals produced ceiling effects compared to scores in the other tasks. 
In the 
pseudo-homophone choice task the ESL performed slightly worse than the 
dyslexics 
and significantly worse than E1L non-dyslexics. Dyslexics were also significantly 
worse than EIL non-dyslexics. 
Dyslexics' poor performance on the pseudohomophone task may provide support 
for 
the non-word processing deficit hypothesis suggesting that 
dyslexics, have a particular 
difficulty in orthography-to-phonology conversion processes, poor 
knowledge of 
spelling-sound correspondences, poor phonological awareness skills, over-reliance 
on 
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or inadequate use of spelling-sound information and limited use of visual- 
orthographic cues for the recognition of familiar and unfamiliar words (Bruck, 1993; 
Everatt, 1997). The specific difficulties that dyslexics have with orthographic 
processing such as weaknesses in processing homophones may also suggest problems 
with the orthographic lexicon. 
It is not only the orthographic representation of a word, but also its phonology that 
detennines the ability to recognise homophonic words in the L2. The only way for 
participants to respond correctly in the pseudohomophone choice task is to have 
recoded the target word phonologically (i. e. via the phonological route). The fact that 
both word choices in this part of the task were non-words may also have impacted on 
participants' ability to distinguish whether a word sounded like a real one or not. For 
example, failing to recognise the phonological code of the word 'misselani' may have 
also been attributed to their lack of knowledge of the 'sound-alike' word 
miscellanious, or it might have been an issue of lack of vocabulary knowledge. ESL 
individuals, on the other hand, heavily rely on context for word recognition and for 
inferring meaning of previously unfamiliar words. Lack of contextual cues and/or 
definitions for word recognition of the unfamiliar words provided in these two tasks 
may have been a factor accounting for their poor performance in the orthographic and 
pseudohomophone choice tasks. 
The findings provide evidence that the ability for distinguishing between correct and 
incorrect word spellings at the word level, as opposed to the non-word level, seems to 
be a less difficult area for both ESL and dyslexics. Compared to the pseudo- 
homophone choice, the orthographic choice task is a visual task that does not involve 
complex phonological processing and decoding skills. Perhaps because of the visual- 
based strategies that many adult dyslexics have adopted they are able to make correct 
orthographic choices between word spellings on the basis of the visual route. The 
findings therefore present evidence for a pseudohomophone effect, which suggests 
that misspelled words which sound like a real word are generally harder to recognise 
than misspellings which both sound as a non-word as well as being orthographically 
incorrect (Cohen, 1980). Such homophone effects were more evident in English at 
least for the ESL individuals, a finding which lends further support to the hypothesis 
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that homophonic effects can be more prominent in some languages than in others 
depending on how transparent or opaque the orthography is (Jorg, Meyer and Levelot, 
2003). 
Our findings raise questions about the relationship between orthographic and 
phonological processing skills in ESL and dyslexic individuals. The two skills were 
found to be more related amongst the ESL group than amongst the dyslexics. Gerard 
and Scarborough (1989) argue that in the case of ESL individuals there is a language- 
specific lexical access of homophones. According to the shared representations 
model (SRM), homophones share a common lexical-phonological representation, but 
different semantic and lexical -grammatical representations (Jeschmak, Meyer and 
Levelt, 2003). Yet, according to the independent representations hypothesis, 
homophones are represented independently and do not share a common word form 
representation (Caramazza et al., 2002). The scores produced by the ESL students 
would favour the interference hypothesis. 
It was also found that within the ESL sample Ll language ability predicted L2 ability. 
The significant negative relationship revealed between the Greek and English versions 
of the orthographic and pseudohornophone choice tasks may be indicative of a 
language effect, and not of an experience effect as the amount of language experience 
(as indicated by the number of years of speaking ESL) was not found to be positively 
correlated to performance in these two tasks. 
Further comparisons of ESL LI and L2 orthographic and phonological processing 
skills at the word level indicated that they only scored sIgnIficantly worse in the 
English pseudohomophone choice task than they did on the Greek version of the task. 
No significant difference was revealed between their performance on the English and 
Greek OCT tasks. This finding suggests that the ability to identify and potentially 
process homophones in the L2 is a phonologically mediated skill that depends on 
accurate decoding and knowledge of certain phonological-based rules that ESL 
students (although highly experienced) do not seem to have mastered yet as well as 
they have in their Ll. The findings may also be indicative of the relatively small size 
of vocabulary store in L2 as well as the fact that the ESL could have relied on 
contextual text infom-lation for spelling identification. 
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Comparisons of the three groups' spelling performance at the sentence level revealed 
that in the cloze spelling task again the ESL group scored significantly lower than 
ElL dyslexics and significantly lower than ElL non-dyslexics. Overall, this was the 
task that the ESL group most struggled with. Their low performance on this task may 
be interpreted as an effect of general language problems, such as a lack of vocabulary 
knowledge, whereas for dyslexics to misspelling and inability to access/retrieve the 
correct word spelling from verbal lexicon, may suggest underlying phonological 
deficits, for example in word decoding. 
Conducting a more in-depth spelling errors analysis to look into the kind of errors 
ESL and dyslexics made might have shed more light into the kind of problems that 
both groups present in this area (for example, were differences in the two groups' 
perfon-nance due to not knowing the missing word in the first place or because of 
being unable to infer meaning from context? ). It would also have allowed an 
examination of the type of spelling errors, namely grammatical, syntactic or meaning 
that our groups found it more difficult to identify and correct. 
Contrasts between the three groups' performance on the proof-reading task Yielded 
interesting findings. In the first passage of the spelling proof-reading task, it was 
found that EIL dyslexics performed significantly worse than E1L non-dyslexics. In 
passages 2 and 3 of the same task EIL dyslexics and ESL performed at an equivalent 
level and both were significantly worse than EIL controls. The performance of both 
groups was slightly better in passage 2 than in passage 3. Overall, both EIL dyslexics 
and non-dyslexics performed significantly better in passage I than they did in 
passages 2 and 3. What these findings suggest is that the level of passage difficulty 
and text complexity (as defined by content and type of spelling errors included in this 
study) did significantly impact on the ability of both groups to identify and correct the 
errors presented in this task. ESL individuals had more difficulty identifying and 
correcting spelling errors within hard text in their L2 than they did in their Ll (half of 
the errors they were able to identify and correct within Greek passage), a finding 
which may be related to text reading comprehension problems or problems with 
actual word spellings that may reflect inadequate L2 vocabulary knowledge. 
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Comprehension problems related with reading of hard text may also have affected the 
performance of the dyslexic group, given the existing evidence obtained from study 3 
that dyslexics have a particular difficulty in comprehending information within hard 
text. 
Another important factor worth considering here is the effect of reading ability on 
ESL and ElL dyslexics' spelling performance given the relationship between the two 
variables. EIL dyslexics' poor reading ability (the majority of individuals in this 
study reported problems with reading than with any other area) may have impacted 
on their ability to recognise and identify errors, so reading is a variable that we need 
to account for in explaining the performance of our dyslexic students in this particular 
task. 
Consistent with findings from previous research (Seymour and Porpodas, 1980; 
Barry, 1996; Siegel, 1996) spelling, like reading, was found to be complex process 
that depends on a number of phonological processing and coding skills. 
In line with the phonological processing theory, spelling among other things, involves 
the ability to make correct spelling-to-sound mappings (between orthography and 
phonology), to understand the structural regularities and irregularities of words at 
different levels, the modalities or types of linguistic representation, such as phonemes, 
graphernes, onsets, rimes and words. The results of study 6 provide evidence for the 
above theory; they demonstrate that spelling reflects the ability to make correct 
mapping and processing of phonological fonns at different levels as Burt and 
Butterworth (1996) have purported. They therefore provide support for the evidence 
that much of the spelling errors reflect problems with grapheme-phoneme 
correspondences. Such evidence is furthermore in the line with the dual route model 
of spelling acquisition suggesting that written letters are related to spoken sounds 
through a set of rules, i. e. letter-sound correspondences (Snowling, 1996). 
Another theoretical question that emerges from the findings of this study is do L2 
learners tend to use only the route they are familiar with in their LI or do they use a 
different route when asked to spell in an orthographically and phonologically different 
writing system? Using a homophone choice task enabled us to test whether spelling 
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errors are sound-linked and whether these are attributed to incorrect use of sound- 
letter correspondences. The present study examined the relative contribution of 
phonology and orthography in Ll and L2 as well as how these two might possibly 
interact or work separately to assist the development of spelling ability of Ll and L2 
individuals. Our findings are comparable in terms of cross-language 
interrelationships. Interestingly, however, they show evidence for cross-language and 
cross-task interrelationships at the same time. Where evidence for both was found it 
means that the same underlying processes are taking place in the two language groups 
no matter the language background (i. e. Greek or English). Where no evidence was 
found for either of the two,, it means that the two groups might be using phonology to 
a different degree during their reading or spelling and that the two tasks, namely the 
orthographic and pseudohomophone choice tasks, may be used to distinguish between 
the different ways the two groups might be reading and spelling using different 
processes. Readers/spellers of regular orthographies rely mainly on phonology, 
whereas in more irregular orthographies individuals tend to rely on both phonology 
and orthography. 
Porpodas (1989) has suggested that Greek-English speakers, in contrast to native 
English speakers, may depend much more on phonological cues rather than on 
orthographic cues for spelling; they depend on spelling-sound information, not just on 
visual information. Greek readers and spellers therefore use both phonological and 
visual-based information for recognizing correct spellings. Yet, they are able to 
accurately translate phonemes to graphernes only when the orthographic fonri of the 
words presented can be derived through the use of sound-spelling correspondence 
rules and/or knowledge. Based on contrasts between Greek and English phonological 
and orthographic processing skills the results of the present study appear to lend 
support to the above argument. 
Pavl1dis (2004) recently compared a group of Greek dyslexic and English dyslexic 
young students on the quantity (i. e. number) and quality (i. e. type) of spelling errors 
investigating the effects of language transparency in the spelling perforinance of the 
two language groups. He found that Greek dyslexic students produced significantly 
more spelling errors than English dyslexics and that their errors were primarily visual, 
then grammatical and very few phonological. English dyslexics on the other 
hand, 
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produced significantly more phonological type errors than visual or grammatical ones. 
The above findings seem to refute the phonological processing theory which would 
predict that because Greek is orthographically more transparent we would expect less 
phonological type spelling errors by English dyslexics and more by Greek dyslexics. 
This finding has further important implications both in terms of the diagnosis and 
treatment of the two language groups. Pavlidis' (2004) findings would suggest that: a) 
different diagnostic criteria should be used for English dyslexic and Greek dyslexic 
individuals and that b) different spelling intervention approaches should be used in the 
two language groups. It should be noted, however, that in Pavl1dis' (2004) research 
the above theory was tested in poor readers, whereas in the present study compared 
dyslexic and non-dyslexic groups from different language backgrounds. 
The present study also investigated the extent to which ES L individuals and EIL 
individuals with and without literacy difficulties depend on decoding (assembled 
phonology) in recognising and spelling a target word within a sentence, a text context 
or independently of context. In cases of English homophones, although the two words 
are phonologically identical, different spelling rules need to be applied for producing 
correctly spellings. According to the rule theory (Kreiner and Gough, 1990) arguing 
that unfamiliar words can be spelled though accessing lexical entries analogous to the 
phonemic form of the word to be spelled, ESL students may have recognised the 
pseudohomophone by using analogy rules. It is unlikely that they could have simply 
relied on visual memory alone to produce correct spellings of irregular words as well 
as unfamiliar words or non-words that the two tasks required. The findings obtained 
from the spelling tasks most likely suggest that it is phonological rather than visual 
skills that play a key role before the ESL are able to reach a certain level of spelling 
proficiency as Goswami (1992) has proposed. Yet, such a finding needs to be 
interpreted with caution. Data obtained from average scores on the OCT and PSH 
tasks suggest that ESL students may rely more on phonological than on orthographic 
codes; this, however, may be indicative of the fact that the relative contribution of 
phonological and orthographic knowledge might differ in different stages of language 
proficiency. 
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Previous research (e. g. Stanovich and West, 1989) suggests that orthographic 
knowledge significantly predicts adult spelling ability and that it can distinguish 
between adult poor and good spellers. Other work argues that phonological skills 
make important contributions to spelling competency (Bruck and Treiman, 1990). 
The present data provide some evidence for an inter-relationship between 
orthographic and phonological skills (see also Allyn and Burt, 1998). It still remains 
unclear, however, whether it is the development of orthographic knowledge that 
depends on phonological ability or vice versa. More research is needed in this area to 
establish a clear link between the two and the interrelationships between orthographic 
and phonological skills. 
Finally, as expected, in the semantic reasoning task, EIL dyslexics and non- 
dyslexics did not differ significantly. ESL individuals, however, scored significantly 
lower than the two groups in this area. Their specific difficulty in this task might 
again be indicative of general language problems such as limited L2 vocabulary 
knowledge. Significant relationships emerged between the semantic reasoning and the 
cloze-spelling and proof-reading tasks, and between semantic reasoning and 
phonological and orthographic processing skills. Inconsistent with previous research 
(e. g. Beech, 2002) direct links between semantic reasoning, homophone recognition 
and spelling ability were not established in this study. There was no evidence that 
those who were good at recognising homophonic words were less good at making 
judgement tasks or less good spellers either. Overall, the three groups' performance in 
the semantic reasoning task was not related to their ability to recognise homophones 
or with their ability to make judgements about semantic relations between words. 
An obvious limitation concerning the use of the orthographic choice task (OCT) in the 
current study is that it is originally designed for assessing the orthographic skills of 
children rather than adults. This could help explain the massive ceiling effects 
obtained in LI tasks used in this study, especially evident in the performance of the 
ESL group in the orthographic and pseudohomophone tasks (r-- -. 32, r--. 169). Such 
findings indicate that there is a clear need for developing tasks suitable for assessing 
adults' orthographic processing skills. Adult-appropriate tasks could 
be designed that 
could include a more difficult choice of target words (low-frequency words, 
harder in 
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terms of spelling and meaning) or having to choose between three or more alternatives 
instead of two. 
This was a quantitative approach that attempted to compare dyslexics and ESL 
spellers focusing mainly on the number of spelling errors. Perhaps a more rigorous 
qualitative approach such as a spelling errors analysis would have provided a closer 
look into the different types of spelling errors produced, for example, grammatical, 
syntactical, phonological or visual, and could have possibly allowed for firmer 
conclusions as to whether it is phonological processing or other language-related or 
non-verbal processing mechanisms (e. g. visual) that impact on the spelling ability of 
the two groups. 
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CHAPTER 8 
General discussion 
The aim of this thesis was to compare dyslexics and ESL individuals across different 
areas of literacy and phonological processing. The four main topics that constituted 
the core of the assessment studies presented were reading, spelling, phonological and 
verbal skills. This closing section will try to bring together the main conclusions 
obtained from the work presented. It will summarise the main findings from each of 
the studies, discuss the main conclusions derived from each of them, the usefulness of 
the results and the theoretical implications for further research, and in particular, the 
implications for future literacy and language assessment practices in the areas of 
dyslexia and L2 learning. 
8.1 Assessment profiles: the reading, spelling, phonological and language abilities 
and disabilities of adult dyslexics and ESL revisited: same or different? 
Areas of strengths and weaknesses were identified amongst the dyslexics and ESL 
groups and assessment profiles were obtained. Weaknesses compared to control group 
perfon-nance emerged in the scores produced on measures of reading, spelling, and 
phonological processing skills but less so in terms of general language and verbal 
skills. Each area was assessed separately through a number of different measures 
designed to tap into each individual skill. As such, reading ability was assessed in 
terms of accuracy, speed and comprehension, as well as through single-word reading 
and text reading tasks. Similarly, spelling was assessed at the word, sentence and text 
level using spelling production, cloze spelling and proof-reading tasks. Underlying 
phonological processing skills were assessed using non-word reading, rapid naming, 
and phoneme manipulation tasks, whereas orthographic processing and other literacy- 
related skills were assessed through orthographic and pseudohomophone choice tasks. 
Finally, general language skills were assessed in ternis of verbal fluency (such as the 
'J"i, I dul ity to generate words from letter sounds), verbal reasoning and vocabulary 
knowledge. 
Studies I and 2 showed that, overall, across measures of phonological ability (wit te 
exception of rapid naming) ESL individuals outperfon-ned the dyslexics. It seems, 
therefore, that amongst the ESL individuals L2 phonological processing skills were 
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better developed than dyslexics' Ll phonological processing skills. Poor performance 
amongst the dyslexic groups in areas of phonological processing were consistent with 
previous research and support the view of a phonological processing deficit being the 
underlying reason behind literacy difficulties in adult dyslexics (Bryant and Bradley, 
1980; Bruck, 1993; Snowling, 1995; Hanley, 1997). However, the two groups 
appeared to be overall the same in terms of their literacy skills (reading and spelling), 
although this seemed to change when the level of language proficiency of the ESL 
individuals was accounted for; dyslexics and ESL individuals could be distinguished 
on literacy measures when language experience had reached an appropriate level (i. e. 
7+years) for the latter group. Highly experienced ESL individuals (with 7 years or 
more of L2 language experience) were better able to perform certain literacy tasks in 
their L2 than dyslexics were in their L1. It would appear from these results that the 
level of language experience does not impact on phonological processing skills as 
much as it does on the reading ability of ESL individuals. 
A major finding obtained fTom these initial assessment studies was that phonological 
processing skills can better distinguish between the two groups than reading and 
spelling ability does. The two groups differed more in terms of their underlying 
phonological processing skills rather than in terms of their reading and spelling skills. 
Compared to ESL students, dyslexics were found to struggle with non-word decoding 
and verbal short-term memory tasks. The ESL students, on the other hand, presented 
a time delay in the rapid accessing of English names from LTM, which could suggest 
that even relatively experienced individuals (with more than seven years of 
experience) may not have acquired sufficient English language experience required 
for the automatic access of words from their L2 verbal lexicon,, contrary to 
suggestions proposed by existing theories such as the threshold hypothesis supported 
by Cummins (1979; 199 1). 
It is important to note, however, that although the length of L2 language experience 
was controled for in study 2 by contrasting high and low ESL individuals, it is by no 
means implied that the <7 years ESL group level of experience is the same as the one 
defined in Curnmins populations. The results obtained cannot be comparable because 
the samples were obtained using different criteria; Cummins findings were obtained 
from ESL school children attending English-language schools for a period of <7 
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years. In our studies our individuals who had this amount of experience may not have 
necessarily had 7 continuous years of formal English education In an English 
language school or higher education institution. They may have learned English at a 
later stage of their life (i. e. during adulthood) or they may not have even been taught 
English or attended English classes. 
To establish why rapid naming was a specific area of deficit amongst the ESL 
students and why accessing names in a L2 may be a relative slow process even for 
those having relatively good levels of L2 experience further research will be 
necessary. It is interesting to note, however, that such rapid naming deficits can be 
found in individuals with good levels of phonological processing ability in terms of 
grapheme-phoneme translation and short-term memory, and near "normal" levels of 
literacy ability in most areas of reading and single-word spelling. These specific areas 
of deficits contrast with those presented by the dyslexic students, suggesting that the 
same deficits in rapid naming may be due to different factors and that there may be a 
dissociation between rapid naming and literacy levels: i. e. it is not necessarily the case 
that poor literacy due to phonological-related deficits will be identified by poor scores 
on measures of rapid naming as previously suggested (Wolf, 1991; Wolf and Bowers, 
2000). Therefore, it could be argued that the same reasons that help explain poor 
rapid naming performance amongst the ESL may not explain poor perfon-nance in the 
same area presented by the dyslexics, who are more likely to be influenced by 
phonological processing and decoding deficits at a basic word level (i. e. problems 
with translating phonemes to graphernes and with single-word reading) (Snowling, 
1997). Similar types of deficits were not, however, evident in the profile of the ESL 
who have normally already acquired the necessary phonological skills during their Ll 
acquisition and have possibly been able to transfer such skills to their L2 as a number 
of transfer theories (e. g. Anderson, 1991) would argue. 
Study 3 found that verbal and rapid naming skills appeared to be interrelated, which 
could suggest a possible link between general language and phonological processing 
skills. For dyslexics there may be the same underlying processing mechanisms 
involved in the process of retrieving different kinds of lexical information, namely 
digits, objects and specific words from the verbal lexicon. For ESL individuals, 
however, performance across the two areas may rely on different processes as no 
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significant relationship between fluency and rapid naming ability was revealed for this 
group. This finding may suggest that there is a different mechanism underlying the 
process of retrieving lexical information in the L2 and may therefore provide support 
for the independence hypothesis suggesting that there is possibly a separate memory 
store for digits and objects and separate one for word meanings for the two languages 
in bilingual individuals. 
Overall, reading fluency (as assessed by reading accuracy, speed and comprehension 
scores) was not found to be related to verbal fluency, which would suggest that there 
is no clear link between these specific general language skills and reading skills. 
Reading skills were unrelated to verbal skills for both dyslexics and ESL individuals. 
Although measures of verbal fluency were able to distinguish between English 
dyslexics and ESL individuals in study 3, they were less able to show differences 
between Greek first language and G-ESL groups in study 5. The areas that did 
effectively distinguish between Greek Ll and English L2 performance within these 
two groups were non-word reading speed and ability to perform complex 
phonological tasks (Spoonerisms). 
The study further found evidence for a time retrieval deficit evident amongst 
dyslexics who require more time to read text and to name visually presented objects 
and digits. These findings lend support to the 'double deficit hypothesis' (Bowers and 
Wolf, 1993; Wolf, 1998) suggesting that individuals with reading difficulties may 
have both a poor understanding of the phonological segments of the language as well 
as problems in speed of access of lexical information. Compared to age matched 
controls, dyslexic individuals were found to present poor perfon-nance in both 
domains. 
Consistent with findings from study 1, study 4 provided further evidence for a non- 
word reading speed deficit, not only amongst the dyslexics but also amongst the 
ESL 
as well who required more time to recognise and decode non-words 
in their L2 
possibly because they require more time to conceptually mediate infonnation in the 
L2 (i. e. have less automatic access to L2 lexicon because they take more time 
to 
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integrate meanings across languages) as suggested by the L2 concept mediation 
hypothesis (Kroll, 1993). 
However, analyses of the two groups' performance across different components of 
reading indicated significant differences in single-word reading, speed and accuracy 
of text comprehension (with the exception of reading accuracy of hard text where the 
dyslexics produced more reading errors than the ESL). Yet, the two groups did not 
differ in tenns of their reading comprehension ability, despite the fact that the 
dyslexics were more confounded by text complexity and by making inferences form 
hard texts while the ESL by recall of text infonnation (factual, non-word). 
Reading skills would therefore seem to develop in ESL individuals as L2 experience 
increases and after which they should be expected to reach a level equivalent to that of 
EIL individuals. Another major finding related to the reading perfon-nance of the two 
groups was that speed of reading appears to be a significant indicator of reading 
problems amongst adults with reading difficulties for both dyslexics and ESL 
students. Dyslexics make use of different compensatory strategies during reading that 
ESL students may not employ. For example, they may use contextual clues to 
comprehend text more effectively, but this can occur to the detriment of their reading 
speed. They often sacrifice reading speed to maintain reading accuracy and/or 
comprehension. Dyslexics may be able to produce good reading accuracy scores, 
performing slightly above average in comprehension, but are significantly lower than 
average when it comes to reading speed. They may lose time in their effort to decode 
words correctly and to still try to maintain a good level of accuracy. Their low 
reading rate scores may further be a result of deficits in short term memory and speed 
in which they are processing text information. Although they are found to be more 
accurate on easier passages, their reading performance seemed to deteriorate with text 
complexity, a finding previously supported by other researchers claiming that when a 
reading component is weak another reading component may compensate for it 
(Stanovich, 1980). ESL individuals, on the other hand, are able to transfer their LI 
reading ability to aid their L2 reading comprehension depending on the level of their 
L2 experience as suggested by previous research (Yamashita, 2002). 
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Study 5 further supported the idea that compared to GIL, the ESL are slower in non- 
word reading in their L2. They need considerably more time to process unfamiliar 
words in the L2 than GIL users do to recognise and decode non-sense words in their 
LI. The ability to manipulate sounds within words is also a difficult task for L2 
learners as it requires higher-order phonological processing for which ESL individuals 
need considerably longer time than Ll users. 
Verbal fluency further distinguished between GIL and G-ESL performance in study 
5. Differences in performance in this study were more likely to be indicative of 
variations in levels of L2 proficiency across areas of oracy, literacy and phonological 
awareness, which could suggest that some language skills appear to be more 
developed amongst G-ESL than amongst GIL readers. Verbal fluency was an area 
where the G-ESL had no difficulty in their L2. The G-ESL group's oral and fluency 
skills were as well developed in their L2 as they were for the native language group 
(GIL), although their L2 reading and reading comprehension skills were less 
developed. L2 grammatical, syntactic and vocabulary knowledge or text content, may 
have impacted on their L2 reading and reading comprehension performance. The 
structural dissimilarity of the two languages, English and Greek also seemed to pose a 
problem for L2 learners in terms of their reading comprehension and their reading 
speed. 
Linking these results to those obtained in study 4, ESL students were found to be 
significantly different compared to students using their first language across the two 
measures of text reading, which could be attributed to insufficient grammatical or 
conceptual knowledge. Text complexity seemed to significantly affect ESL 
individuals' reading accuracy in both studies 4 and 5. Additionally, text complexity 
further influenced ESL students' reading comprehension ability as suggested by 
difficulties in recall of factual information from hard text and in making inferences 
from hard text in their L2 (study 4). For comprehending easier text in their L2 
language, L2 language experience was not so important. For understanding 
conceptually harder texts, however, L2 experience did seem to play a more significant 
role. 
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Perfon-nance across measures of rapid naming and semantic fluency was inconsistent 
within the L2 groups. Although evidence from study 4 suggests that these two areas 
are related in ESL individuals, findings from study 5 suggest that they may be related 
to a different degree in monolingual (Ll) and bilingual (L2) individuals. The ESL 
groups were found to be relatively good at verbal fluency, but relatively poor at digit 
naming. Verbal production tasks are therefore easier than naming tasks in the L2. The 
first involve oral skills and productive use of language, whereas the second require 
processes of automatic retrieval of L2 information from LTM, which might be a less 
developed skill for the ESL. 
Further cross-language comparisons in more complex phonological tasks such as the 
Spoonerisms indicated differences between GlL and G-ESL perfonnance. The ab1l1tY 
to manipulate sounds within words was found to be a difficult task in the L2. It 
requires higher-order phonological processing for which bilinguals needed 
considerably longer time than monolinguals. Poor perfon-nance in this task may have 
also been the result of orthographic dissimilarity between LI and L2 or it might have 
been also related to specific difficulties in processing non-words in the L2 as indicated 
by the poor non-word reading scores. Such a finding is consistent with the viewpoint 
that reading and writing difficulties in Greek may result from difficulties in phoneme 
segmentation, in converting symbols to phonological codes and in decoding 
(Porpodas, 1993). 
Overall, study 5 found no commonality in predictors of Greek and English reading 
ability amongst the two language groups. Reading accuracy could not be predicted by 
the phonological measures, although there was some evidence for non-word reading 
to be related to text reading speed in both groups. Reading comprehension could be 
reliably predicted by a combination of phonological measures like semantic fluency, 
Spoonerisms scores and digit naming times for the GIL group but could not be 
predicted by any of the same measures for the G-ESL group. There was some 
evidence to suggest that non-word reading deficits might be common to both groups. 
In both groups, speed of reading was found to be best predicted by non-word 
decoding. For Greek monolinguals (GlL), it was non-word reading speed that most 
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influenced reading speed performance, whereas or Greek-Engli 11 ish bilinguals (G-ESL) 
it was non-word reading accuracy that played an important role in reading ability. 
Study 6 indicated that both dyslexics and ESL individuals presented some evidence of 
poor orthographic and phonological processing skills. The areas of phonological 
processing that ESL individuals were found to struggle with were rapid naming of 
objects (although not in rapid naming of digits), rhyme production, identification and 
processing of homophonic words. Phonological and orthographic processing skills 
were found to be significantly related for the ESL but not for dyslexic individuals. 
For the ESL it was phonological rather than visual cues that played the greatest role III 
being able to reach a certain level of spelling competence. Yet, such a finding needs 
to be interpreted with caution. Data presented by Goswami (1992) suggest that L2 
skilled readers and spellers rely less on phonological than on orthographic codes-, this, 
however, may be indicative of the fact that the relative contribution of phonological 
and orthographic knowledge might differ in different stages of language proficiency. 
The area of spelling that ESL individuals most struggled with, compared to dyslexics, 
was in generating correct word spellings from sentence cues (cloze-spelling task). 
Low performance on this task is most probably attributed to general language 
problems such as inadequate vocabulary knowledge. For dyslexics, misspellings and 
inability to access and/or retrieve correct word spellings from their verbal lexicon may 
indicate underlying phonological deficits (i. e. in word decoding). The ESL presented 
fewer problems in identifying and correcting spelling errors within hard text intheir 
L2 than they did in their Ll (proof-reading task). In this task the level of passage 
difficulty and text complexity appeared to significantly impact on the ability of the 
two groups to identify and correct spelling errors. ESL individuals had a particular 
difficulty identifying and correcting spelling errors within hard text in their L2 than 
they did in their LI, which may be related to text reading comprehension problems. 
8.2 Usefulness and contributions of the research 
The findings obtained from the present research are valuable In informing procedures 
to: (1) assess different possible causes of dyslexia, (ii) devise appropriate assessment 
procedures, and (Ili) produce the right educational tools to support the 
learning of 
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people with (and without) dyslexia. Future research in one or more of these areas 
could further infonn researchers, dyslexia theorists and practitioners, as well as 
second language educators. 
The implications of the research reported in this thesis focus on the importance and 
the usefulness of assessment procedures for providing appropriate support to dyslexic 
and ESL individuals. The findings of this work firstly indicate the importance of 
identifying the potential causes underlying reading and writing difficulties presented 
by the two groups of individuals. They are further useful in recognising the efficacy of 
using certain educational tools that are designed to assess literacy and that are geared 
towards the specific deficits presented by the two groups of individuals. Although 
causal explanations for the performance of the two groups are hard to make, the 
findings suggest that current causal definitions and theoretical models of dyslexia that 
explain who is 'dyslexic' and who is not could be potentially revised to consider 
other factors such as the language and educational background of L2 individuals. 
Identification of the relative differences between areas of strength and weakness may 
be important for providing individuals with the similar kind of support strategies 
irrespective of language background. Such a possibility could be investigated by 
future research assessing the level of improvement found after proving support for 
reading and writing. 
Using the right identification tools for the assessment of spelling or reading skills may 
be important for remediation of deficits evident in dyslexia and L2 leanuing. 
Identifying, for example, strengths in visual areas may mean that the individual will 
learn best under learning regimes and techniques that emphasise visual processing. 
Identifying strengths in phonological areas may mean, on the other hand, that the 
individual is more likely to learn best or improve their learning when the support 
method focuses on sounds within words (Brooks, 1995; Weeks, Brooks and Everatt, 
2002). 
This thesis has approached the two concepts of dyslexia and bilingualism and has 
tried to find the possible links and factors that distinguish a dyslexic from an 
individual with ESL. Individual needs, especially those related to language- specific 
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and cultural factors, should be accounted for in any assessment of these two groups. 
Any generalisations about the deficits identified are bound to be not only language, 
but also culture-related in the case of ESL individuals. Similarly, the degree of 
severity of reading and writing difficulties amongst dyslexics is another factor that 
does not allow for definite conclusions to be drawn. Yet, evidence obtained of 
relative areas of strengths and weaknesses can be potentially a very useful first step 
towards identifying the potential reasons for literacy difficulties amongst both groups. 
. The two main reasons that were found to account for literacy deficits were language 
(in the case of the ESL) and phonology (in the case of dyslexics). 
Two very important issues in the development of any assessment tool are the 
appropriateness of measures for the population under study and the need for 
appropriate translations across languages and cultures. Appropriate translations and 
pilot work were essential procedures within such an assessment context particularly if 
contrasts between different language groups are to be performed. However, direct 
comparisons between the G-ESL and ElL groups were difficult, if not impossible to 
make given the varying ability of the two groups under study. Firmer conclusions 
about the relative abilities and disabilities of the two groups across different areas 
could have been possible only if individuals from the same group were tested on both 
the Greek and English versions of the tests used to be able to assess performance in 
both languages and compare the same group of individuals in both their LI and L2 
language skills. 
Secondly, it has to be argued that the Greek and English measures used in this study 
might have been helpful as assessment tools in identifying areas of relative strengths 
and weaknesses in literacy and phonological skills in the Ll and L2 groups. They are 
not, however, equally effective in identifying potential causes of underlying deficits 
as they are measures derived from the monolingual literature that may arguably not be 
appropriate for use with bilingual populations. One could also argue against the 
relative equivalence of the tests (i. e. non-word reading, spoonerisms, rapid naming). 
Tests that are translated from one language to another are not necessarily equivalent 
(see relevant section in the introduction of the thesis) and comparable. 
However, 
given the lack of equivalent standardised Greek versions of the tests within the 
Greek 
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literature, the existing tests can be viewed as possible screening tools for the purposes 
of this investigation. 
This research highlights the need to consider the appropriateness of test measures and 
materials across a range of language contexts and to redress the lack of, as well as the 
need for, the development of suitable procedures for use within multilingual contexts. 
Research into difficulties with phonological processing and literacy skills has 
predominantly focused on children rather than in adults. Assessing adults' (dyslexics 
and non-dyslexics alike) reading and writing ability is essential not only for 
educational, but for employment and career purposes. This research was designed in 
such a way as to enable examination of adult dyslexics' performance across different 
levels of literacy ability. Most of the individuals in these groups were found to 
perform at levels expected of much younger and therefore less experienced learners 
even in cases where the tests administered were originally designed for use with 
children. It was surprising to find that these students were attending undergraduate 
and postgraduate degree courses and were able to successfully perform and cope 
within an academically stringent environment and yet still struggle with spelling, 
reading speed and reading comprehension. Reading and writing difficulties may 
hinder many aspects of adults' social life, and although many have managed to 
overcome or compensate for these difficulties, they may still pose a threat to academic 
and work achievement. 
What is more, despite the vast amount of research suggesting that phonological 
deficits constitute the core causal factor in literacy problems faced by both dyslexic 
children and adults, this cause has not been confirmed across different languages. The 
present cross -linguistic research has contributed towards this 
direction by 
investigating literacy and phonological deficits in two different languages with 
different orthographies, namely English and Greek. 
A major limitation of the present research is related to the appropriateness of the use 
of different literacy and phonological assessment tools used for identifying the 
relative areas of weaknesses and strengths and the underlying reasons 
for literacy 
deficits amongst dyslexic and ESL individuals. A related 
issue is also the 
effectiveness of certain measures derived from the monolingual 
literature which look 
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for potential causes of underlying deficits in monolingual populations. Yet, based on 
the arguments of by Cummins (1979) and more recently those by Guron and 
Lundberg (2003), given sufficient exposure to L2 (i. e. more than seven years), it is 
possible to assess a range of phonological skills among Ll non-English speakers 
using the same battery of tasks as those administered to English native speakers 
(ElL). However, the findings obtained from this research seem to only partly support 
such theoretical claims. Although the findings from studies 1,2 and 3 suggest that 
literacy skills develop in ESL individuals and that their L2 skills could potentially 
reach up to monolingual levels, evidence obtained from the latter studies suggest that 
there are certain phonological areas where they do not. Therefore, the Cummins 
(1979) argument that 7 years of second language exposure are enough before L2 
learners achieve a level comparable to Ll monolinguals does not hold for some 
phonological skills. It may take even individuals who are highly experienced in their 
L2 longer than 7 years before they are able to perform at a level consistent with 
monolingual controls in areas such as semantic or rhyme fluency. This finding may 
suggest that there is a need to wait more than 7 years (or possibly longer) before 
testing and being able to identify any literacy and/or phonological deficits amongst 
ESL students. Yet, at the opposite end it could be argued that this time period may be 
too long for assessment to wait and also that the threshold of L2 language proficiency 
may be different for each individual. 
8.3 Theoretical implications 
Evidence for poor performance amongst the dyslexic groups in areas of phonological 
processing was found across studies 1,2 and 6. Such evidence is consistent with 
previous research and provides further support for the phonological processing deficit 
hypothesis suggesting that phonology problems constitute the underlying reason 
behind literacy difficulties amongst adult dyslexics (Bryant and Bradley, 1980; Bruck, 
1993; Snowling, 1995; Hanley, 1997). However, the findings indicate that dyslexics 
and ESL individuals may not be distinguished in terms of their literacy ability. This 
finding raises important questions about the current definitions of dyslexia (e. g. see 
BPS working definition of dyslexia in the general introduction) that view dyslexia 
primarily as a literacy problem without making any causal reference as to why literacy 
deficit might occur in dyslexic individuals. Although our data by no means provide 
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causal explanations for literacy and phonological deficits amongst dyslex1cs and 
bilingual individuals, they nevertheless challenge such non-causal views of dyslexia. 
They indicate that it would perhaps be necessary to revise current definitions of 
dyslexia to include theoretical explanations and causal statements about the reason/s 
why different literacy and phonological deficits are evident amongst different 
populations, including L2 learners. Identifying that literacy or phonological deficits 
are present amongst a given population is one important step in recognising the kind 
of difficulties and in assessing individuals, yet being able to explain why such deficits 
occur is even more important. 
Study 2 provided evidence for continued reading deficits amongst adult dyslexics at 
the basic word level. Such findings seem at odds with views proposing that dyslexics' 
deficits in single-word reading are likely to reduce or disappear in adulthood (see 
Everatt, 1997; Miles, 1993). A possible explanation that may account for the 
contrasting evidence may be that the different strategies that may be employed by the 
two groups during reading at the text and even at the word level can affect the 
individual perforinance profile. Results from study 2, for example, have shown that 
dyslexics employ different reading strategies from bilinguals: they may slow their rate 
of reading to aid their comprehension whereas the same was not found to be true for 
the bilingual groups who did not reduce their speed of reading to the detriment of text 
comprehension. Similarly, although speed of reading was found to be a specific area 
of difficulty for both groups across the different studies, it may have been affected by 
individual differences in reading strategy use. Consistent with previous work by 
Stanovich (1980; 1988) was the finding that specific working memory or automaticity 
deficits may have accounted for the fact that inference type questions had a different 
effect than factual questions in terms of text comprehension of the two groups. The 
present work draws on the potential for individual variations and differences both 
within and between the dyslexic and ESL groups, given that the process of literacy 
development is unique to each individual and even more so between individuals 
coming from different language backgrounds. 
Another major issue that the results of this research raise is this of what is phonology. 
The notion of phonology has been viewed in different ways. Given the 
lack of 
relationships between certain measures such as semantic 
fluency and rapid naming in 
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study 4, both of which assess phonological skills at different levels, the findings seem 
to suggest that the two processes maybe independent of each other, and may not 
therefore be actually measuring the same underlying skills. It is hard to establish why 
some phonological measures such as rhyme were more able to distinguish between 
the two groups than others. One possible explanation is the individuals' previous 
familiarity with the tasks themselves. Future work might be necessary to investigate 
the relationships between the phonological measures used within the monolingual 
literature before we see if we are able to reliably apply them to bilingual or 
multilingual contexts. In future research we need to revise exactly what we mean by 
the terms 'phonology' and 'phonological processing' before we are to actually 
measure these processes. The findings may also suggest that there are different 
processing mechanisms for dyslexics and bilinguals taking place when performing 
different phonological tasks, which has further importance for including the right 
tasks in assessments. 
Yet7 it was not only in phonology but also in literacy that inconsistencies were found. 
Evidence from studies I and 4 seem to suggest that there are different decoding 
mechanisms and literacy skills involved in tenns of non-word reading in the two 
groups. Such differences in non-word deficits identified amongst dyslexics and ESL 
individuals in these two studies demonstrate the need to be careful about making 
generalizations across language groups. Although the two groups were the same in 
their non-word reading skills in study 1, a significant difference was found in study 4. 
These differences may be due to the different language backgrounds of the ESL 
samples used in the two studies. Non-word (decoding) differences that emerged 
between the two language groups in study 5 may have been further influenced by the 
more transparent nature of the Greek script and may have therefore been an artifact of 
the orthography of the two languages, a finding which would seem to be also 
supported by the non-word deficit hypothesis. Reading non-words in an irregular 
orthography may be a more complex process than in a regular orthography, where 
most words are read on the basis of grapheme-phoneme correspondence rules. 
This suggests the need to be cautious about generalizing this and other findincrs to 
different language groups and about including the right measures of language 
experience, meaning measures that incorporate the role of cultural and educational 
background (study 6). 
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Similarly, inconsistencies between the findings from studies obtained in studies 1 and 
2 and those of study 4 were revealed in relation to effects of answering inference 
comprehension questions. The results again highlight the need for not generalising 
across languages or language groups as well as for varying the level and type of 
comprehension questions included in tests of reading comprehension. 
Evidence obtained from Study 6 suggesting problems with phonological and 
orthographic processing particularly amongst the dyslexic group seemed to support 
the doual-route model of spelling (Snowling, 1996). The data suggest that for 
dyslexics and bilinguals both phonological and orthographic processing skills were 
found to be important not only in identifying and recognising correct and incorrect 
spelling errors but also in producing new word spellings. Both of these areas may, 
therefore, be important for assessment purposes when trying to compare the spelling 
performance of the two groups. 
8.4 Implications for practice and future research 
8.4.1 Implications for assessment practices 
In terrns of assessment procedures the findings exemplify the difficulty of establishing 
the most appropriate assessment of literacy or language ability. However, the data 
seem to suggest that one appropriate approach when trying to distinguish dyslexics 
from non-dyslexics with ESL is to combine measures of literacy ability with measures 
of underlying phonological skills. 
One important theoretical question that was addressed in this research was whether 
any literacy deficits amongst the ESL are language-related or readIng-related. Most 
of the evidence obtained seems to provide support for the first hypothesis, namely that 
they are language-related and that the degree of language experience 
is very likely to 
impact on the ESL phonological and literacy abilities. These 
findings, however, raise 
I questions about language assessment practices when it comes to assessing an 
individual with literacy problems: should we use the same or 
different assessment 
procedures and if yes how should these vary? Similarly, our 
findings are of particular 
importance in the assessment of dyslexia amongst 
bilinguals or more commonly 
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amongst foreign students who enter University having ESL- Going back to the issue 
already addressed in the general introduction of this thesis, should we perform Ll 
assessments in ESL if not already assessed in their country of origin so that the Greek 
dyslexic student, for instance, is assessed in the very same way as the English 
dyslexic student? The data presented from studies 5 and 6 seem to provide a possible 
answer to the above questions. An English monolingual dyslexic is someone who 
most likely experiences a number of literacy difficulties in their Ll. A Greek-English 
dyslexic student, on the other hand, is someone who is either dyslexic in his LI or 
someone who simply experiences problems in the process of learning English-as-a- 
foreign-langAage and should therefore be treated differently. The assessment, 
however, becomes an even more complicated matter in the case of students who 
might be both dyslexic and bilingual. Although this group of individuals has not been 
considered in this research, it would be a challenge for future research to investigate 
the assessment procedures specific and appropriate to this group of individuals. 
Assessments focusing on one language only can lead to disadvantages. Learning to 
read and spell in one language is not necessarily the same in the L2 (see discussions 
in: Aaron and Joshi, 1989; Goswami, 2000; Katz and Frost, 1992; Leong and Joshi, 
1997; Smythe, Everatt and Salter, 2004). This would mean that the underlying factors 
that need to be assessed may vary across different languages. Similarly, there is no 
reason to believe that the predictors of literacy will be the same across all languages 
or scripts. Assessments can further often fail to predict variations in literacy skills and 
distinguish the good reader from the poor reader. 
Unfortunately for practitioners there is no international assessment of dyslexia that 
would enable them to assess individuals from any language background. A Possible 
solution to this problem would be to devise a computensed assessment package that 
could potentially, if proven to be a procedure as valid and reliable as a human test- 
taker, provide the very same assessments in most languages (Smythe, personal 
communication). If such a test were to be developed and successfully implemented in 
the future, it could be an extremely valuable tool in our hands. 
As a final note , it would 
be wrong to view bilingualism as a disadvantage to literacy 
learning. The experiences that bilingual individuals attain as a result of exposure to 
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two or more languages might actually improve literacy learning, and in some cases, 
reduce the incidence of phonological-related learning difficulties. 
8.4.2 Implications for further research 
The results of this research are firstly valuable to special needs and second language 
educators not only for assessment but also for intervention purposes. Literacy is not 
only a developmental but also a major educational issue that affects the society as a 
whole. In a highly literate world, poor reading and spelling pose a threat to academic 
achievement, leading to poor employment prospects and job dissatisfaction. Related 
to literacy problems are also a number of social and emotional difficulties that we 
cannot dismiss. Yet, poor reading and spelling problems amongst adult dyslexic and 
ESL students can be rernediated if provided with the right kind of support. Although 
most of the research on dyslexia leads to the conclusion that generally early 
identification leads to more effective outcomes in terms of remediation, our findings 
support the idea that it is still important to try to remediate literacy problems, and 
particularly persisting phonological deficits even at a later stage in life. Drawing on 
from the findings obtained, if this research was to be extended it would follow on 
from assessments to designing a framework of appropriate interventions for groups of 
adult dyslexics and bilinguals. The research work could further be extended to 
compare individuals from languages using different alphabetic versus non-alphabetic 
scripts scripts, for example, contrasting English or Greek students with individuals 
from Chinese or Arabic language backgrounds, and investigate the role of culture and 
education in the development of literacy or phonological deficits in relation to these 
different orthographies. 
Furthermore, the research could be extended to investigating the nature of reading- 
related deficits and how these could be effectively remediated in adult dyslexics and 
bilingual individuals. Speed of reading, which was found to be an area of difficulty 
amongst the two groups in this research, could be the focus of future work in terms of 
how it can affect reading comprehension processes. If, for instance, students were 
required to read within a specific time limit, would their reading comprehension 
suffer? If different types of comprehension questions were to be incorporated to vary 
between inference and general knowledge-type questions, would we still 
find an 
inference effect amongst dyslexic individuals, and would bilinguals still under- 
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perform because of unknown cultural schemata? Similarly, further work might be 
necessary to establish why non-word reading is an area of poor performance amongst 
some ESL students and why accessing names in a L2 maybe a relative slow process 
even for those with relatively good levels of L2 experience given the evidence that 
such deficits persist even in some ESL individuals with more than 10 years of English 
language experience and exposure. 
For research to inform assessment procedures, it would be useful if the focus of 
research on literacy were drawn away from studying only monolingual populations 
and emphasised more on bilingual populations, their development of literacy and 
phonological skills, and their particular educational needs. In a world of biliteracy 
and cultural exchange where there is frequent contact with different populations from 
different linguistic and cultural backgrounds, it is essential to accommodate 
educationally the needs of bilingual, namely the 'biliterate' (those who acquire 
literacy skills in two languages) and 'biscnptal' individuals (those who apply two 
different orthographic systems of rules that associate written symbols to different 
language sounds) in every society at all stages of academic life. This means that for 
ESL individuals we need to develop appropriate assessment tools so that the 
assessment of L2 learners is no longer complicated by bilingual-related language 
problems. Many bilingual students are still tragically being incorrectly identified as 
requiring special education needs when in fact there are not any present. On the other 
hand, ESL individuals who present evidence of literacy difficulties can often be 
overlooked in the referral process because it is believed that their problems will 
improve with further exposure to English, therefore depriving them of specialist help 
and support (Everatt et al, 2000). Appropriate assessment is further necessary for 
educators to be able to identify whether such problems stem from reading and writing 
difficulties evident in their Ll as well or from specific difficulties in the process of L2 
leaming. 
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Appendix 1 
Bespoke measures used in 
Study 1 
Text cut off in original 
WELLING 
lis is a spelling task. I will read out a word for you to spell, followed by a sentence context 
ind the word again. All you have to do is write down the word as you think it is spelt. 
ýor example, if you are to write down the word 'blue', I will say: 
'blue' 'The sky is blue' 'blue' 
Is this clear? 
Test items: 
I. A hand has four fingers and a thumb four 
2. The musicians played at the Hollywood Bowl Bowl 
3. He turned on the light because it was dark light 
4. We didn't know who he was who 
5. The lawn was wet with the dew dew 
6. Bad weather stopped play play 
7. The car is worth a thousand pounds worth 
8. She threaded the cotton through the needle through 
9. In an emergency dial 999 dial 
10. She heard him whisper the secret message heard 
11. The ship crossed the Atlantic ocean ocean 
12. He wrote out a bank cheque for fifty pounds cheque 
13. The boat was moored by the quay quay 
14. The lounge suite comprised a sofa and two chairs suite 
15. The composer was pleased with the rhythm of the music rhythm 
16. Fudge is a confectionery fudge 
17. A saucer is a type of crockery saucer 
18. The doctor will inoculate with a sterile syringe inoculate 
19. Analogue watches have a dial, hands and numbers analogue 
20. The cells developing from an egg are called an embryo. embryo 
2 1. Surgery on the eye is performed by an ophthalmic surgeon ophthalmic 
22. Salmonella bacteria is usually found in eggs salmonella 
23. The isosceles triangle has two equal sides isosceles 
24. Hyperbole is exaggeration often used in advertising hyperbole 
25. Onomatopoeia is a word that sounds like it sounds onomatopoeia 
PROOF READING 
Circle and correct all errors in the following text. 
Last year, a team of top scientist's went to Africa to look at a rare herd of elephants. They spent eight nonth filming and watching the animals. they took turns watching while the other members of the learn sleep nearby. They were particular interested in the difference types of food that the elephants eat. They found out that these elephants liked to ate the leaves of a bush called the Round Grass Free. It was its favourite type of food. The scientists was very pleased with their work and are going lo make a film about it, It will be on television next month. 
Correct version with area where error is in bold 
Last year, a team of top scientists went to Africa to look at a rare herd of elephants. They spent 
eight months filming and watching the animals. They took turns watching while the other members of lhe team slept nearby. They were particularly interested in the different types of food that the 
elephants eat. They found out that these elephants liked to eat the leaves of a bush called the Round Grass Tree. It was their favourite type of food. The scientists were very pleased with their work and 
are going to make a film about it. It will be on television next month. 
Recent legislation in the European Court of Financial Law could potentially precipitate a outbreak of 
litigation between multi-national corporations, and nation states. The imminent ruling will facilitate the 
ability of global companies to financially eradicate less competitive operators and manufacturers: who 
[unction at a national level. The ruling will permit international financial institutions to take over 
smaller national concerns, that are deemed to be unproductive, inefficient and unwilling to deliver new 
Norking practices. If this occur, the smaller companies will receive only a minimal level of 
compensate. "We are attempting to block this ruling by presenting a counter-claim in the International 
Court Of Human Justice in Geneva, say Lawyers for the national companies and governments. If this 
counter-claim had fails, state control monopolies will be unable to compete with these omnipresent 
Drganisations, who wealth outstrips the total gross national product of numerous nation states. 
Correct version with area where error is in bold 
Recent legislation in the European Court of Financial Law could potentially precipitate an outbreak of 
litigation between multi-national corporations and nation states. The imminent ruling will facilitate the 
ability of global companies to financially eradicate less competitive operators and manufacturers 
who function at a national level. The ruling will permit international financial institutions to take over 
smaller national concerns that are deemed to be unproductive, inefficient and unwilling to deliver 
new working practices. If this occurs, the smaller companies will receive only a minimal level of 
compensation. "We are attempting to block this ruling by presenting a counter-claim in the 
International Court Of Human Justice in Geneva, " say Lawyers for the national companies and 
governments. If this counter-claim (had) fails, state controlled monopolies will be unable to compete 
with these omnipresent organisations, whose wealth outstrips the total gross national product of 
numerous nation states. 
PSEUDOHOMOPHONE 
Below is a number of letter strings, one of which sounds like a real word. For example, if you 
sound out THOCKS' it sounds like the word 'fox'. Your task is to circle on the letter string 
that sounds like a real word. 
For example, if the items are: nale pult 
The answer is 'nale' because it sounds like 'nail' whereas 'pult' does not sound like a real 
word. 
Test items: 
I. dore 
2. katch 
3. neet 
4. groe 
5. sed 
6. poar 
7. skert 
8. onor 
9. reeth 
10. orlthoe 
11. sellestiall 
12. misselani 
13. dyarea 
14. ensiklopedya 
warg 
gruss 
maif 
swad 
wef 
hign 
sworf 
toab 
calch 
hausage 
inbigerted 
ambrahili 
fongue 
delikeraties 
vvuii: cl Reading 
In Ahis exercise I would like you read out the nonsense words on 
th---: ýsheet that I give you. First I will show you some practice 
it -&e- TLS . 
W0 Response Word Response 
feg twesk 
ki twanket 
pr, ab 
I 
Nowr try these. Work as quickly as you can while being as 
acc--urate as possible. 
wor-6 Response Word Response 
wut 'Molsmit 
An nolcrid 
TIOt stansert 
tias-t inshink 
kisp chamgalp 
ROSO Lpthirm 
drant sloskon 
sted bannifer 
gromp rasterer 
t ro 1 ]b doppelate 
snid glistering 
tegwap thickery 
ýalras 
Timq 
ZAPID NAMING 
Vame the drawings as quickly and accurately as possible going from left to right of the page. 
Tou will be timed from the first time (top, left hand side of the page) to the last item (bottom, 
ýght hand side of the page). 
1... 
: OF: 
MML 
"'0. IIWWL Km 011 Z- min . 40 
, Nlasw 
hop 
Appendix 2 
Passages and comprehension questions used in 
Study 4 
11 
Passage 1 
Film 
Maria Tipsot is, perhaps, the best-known female film director of the last century. Her 
films include "The Unbearable Darkness of Living", "The Shrinking Violet" and "A 
Portrait of a Jealous Man". She studied at the Vienna School of Film and Drama for 
five years under the great master of avant-garde film, Sam Green. Many believe that 
she developed her own unique style of filmmaking by absorbing the theoretical 
teachings of Green, and then re-interpreting them by using her own cultural 
influences. This has led to the film critic Stephen Vergot to describe her as "an 
individual who has broken the conventional barriers of modem film-making". 
She first came to the attention of the public when she filmed a real bank robbery as it 
took place in the main shopping area of West Berlin. Unfortunately for her, the 
authorities viewed her knowledge of the planned robbery with disdain, and the court 
rejected her defense of freedom through art. She was sentenced to two years in jail, 
but only served nine months and was released for good behaviour. 
She was heavily influenced by the ideas of Victor Krontz, who collaborated with her 
on the groundbreaking series of short films entitled "Visions of an Electric Era". In 
1984, she won the Glunk International Film Award for best director for "The 
Shrinking Violet". Nine years later, she made her last and most notorious film, "A 
Portrait of a Jealous Man". Although rumours abound regarding her re-emergence 
from retirement, there are no known plans for a forthcoming movie. 
253 words 
Questions - Film 
1. Was the name of the female director Maria Tilsot? NO (Fn) 
2. Was one of her films called The Unbearable Darkness of 
Living? 
YES (Fw) 
3. Did she study in Berlin? NO (Fw) 
4. Did she admire the work of Sam Green? YES (Is) 
5. Do you think her films would be described as fringe or 
alternative? 
YES (1g) 
6. Did she re-interpret Sam Green's work using her own 
cultural influences? 
YES (Fw) 
7. Was she sent to prison because she filmed a robbery? NO (1g) 
8. Did she get a year off for good behaviour? NO (Fw) 
9. Did she serve her pnson sentence in Germany? YES (Is) 
10. Did she make films with a man called Krontz? YES (Fn) 
11. id she receive the Blunk International Film Award? NO (Fn) 
12. Is she currently making a movie? NO (Is) 
13. Was her last film infamous? YES (1g) 
14. Was the film critic's name Stephen Vergot? YES (Fn) 
15. Did she make her last film in the late 1990s? NO (Is) 
16. Was Visions of an Electric Era described as too long? NO (1g) 
Fw (Factual word) total 
Fn (Factual non-word) total 
Is (Inference from story) total 
Ig (Inference from general knowledge) total 
Passage 
Gases 
When two non-inert gases are mixed together, a number of possible reactions could 
occur. This obviously depends upon the chemical composition of the gases involved, 
and, indeed, some combinations can have lethal consequences. Take, for example, 
the mixing of Trophine with Oxyhyphate. When this takes place at room temperature, 
an explosive combustion ensues that can cause serious damage to anyone who is in 
the vicinity of this fusion. However, when these two gases are merged together at 
minus forty degrees Celsius, there is no evidence of a reaction taking place at all. 
This is because the atoms present in the Trophine are unable to destabilise at this 
temperature and the combination of the two gases is rendered safe. 
Rocket scientists, including the eminent Professor Bims, are now investigating the 
properties of these two gases to see if there is a proportional relationship between 
their level of combustibility and temperature. If this is the case, they may be able to 
apply this knowledge to increase the likelihood of success of the Olsak mission to 
Mars. If, however, combustion occurs at a critical point, then the scientists will have 
to re-think their plans. The success of using the mixture will then depend upon being 
able to keep the gases at a low enough temperature to make them safe. Initial tests 
have found that some combustion occurs at minus 35 degrees, but then the 
explosiveness of the mixture seems to increase rapidly. One school of thought is that 
the way forward may lie in controlling the temperature of the Oxyhyphate, rather than 
the combined fusion of the two gases. It appears that it is the molecular structure of 
the Oxyhyphate that is prone to destabilisation, and its control under exact 
temperature conditions is of critical importance to the success of this project. 
Professor Bims' team is due to report next Spring. 
308 words 
Questions - Gases 
L Was the name of one of the gases Trophate? NO (Fn)- 
2. Does an explosive combustion occur between the two gases 
at room temperature? 
YES (Fw) 
3. Should the gases be stored at low temperatures? YES (Is) 
4. Would it be dangerous to keep these chemicals in your 
fridge? 
YES (1g) 
5. Does some combustion occur at 45 degrees? NO (Fw) 
6. Does the story suggest that inactive gases are a problem for 
the space programme? 
NO (1g) 
7. Does the success of the mission to Mars rely on using inert 
gases? 
NO (Is) 
8. Is the person investigating the gases a rocket scientist? YES (Fw) 
9. Was Bims the name of the professor? YES (Fn) 
10. Is the professor highly regarded? YES (1g) 
11. Is the report of the professor's team due in December? NO (1g) 
12. Are they attempting to control the temperature of 
Oxyhypholide? 
NO (Fn) 
13. Is it the Olsak mission that is planned to go to Mars? YES (Fn) 
14. Is the mission to Mars planning on using the two gases? YES (Is) 
15. Are the atoms in both gases prone to instability? NO (Is) 
16. Is controlling the combined fusion the way forward? NO (Fw) 
Fw (Factual word) total 
Fn (Factual non-word) total 
Is (Inference from story) total 
Ig (Inference from general knowledge) total 
Appendix 3 
English and Greek background questionnaires for 
Studies 5 and 6 
III 
English background questionnaire 
Institution name: ........................................ 
Course of study: ........................................ 
Level of course: ......................................... 
Sex: (nng) MF 
Age: 
........... years months ........... 
First language: 
............................... 
Length of time spoken English as a second language (if applicable): ....... years 
Do you have special educational needs? (nng) Yes No 
If yes, please specify ....................................................................................... 
Have you ever received any extra literacy support? (ring) Yes No 
If yes, please specify ....................................................................................... 
Do you think you currently have any literacy difficulties? (ring) Yes No 
If yes, please specify ........................................................................................ 
Greek background questions- EPWTý(YEIS ICTTOPIKOO 
ETroubtý /ETOý CFTrOU6(; JV ......................................... 
VOAo A0 
HAWC( 
.............. 
noiadvai n PnTPIKý CYOU YA(ýGCJCX; .................... 
n6cya Xp6via piAdý AyyAlKd; .............................. 
n6TE apXicyEý va paftvuý AyyAIKd ciav ýtvn y/\(b(: Ycya; ........................... 
'EXEiý TTOTt 61CXYVW(JTEi YICI 6ua, \Eýia ý KaTTOia dAAn paOncriaKý 6U(JKOAia GTO 
I uXoAF-io/Trc(vF-TriCJTn'PIO n KC(Td Tn 6idpKEIC( EKPdOncyný AyyAIK6JV; N0 
AV VCXI EýnyýCTTE ................................................................................................... 
'EXF-iý -rrOTt AC(PEI CFUPTTi\npWpaTlKd paE)ýPaTa yia 6UUKOMEý CFTn ypa(pý, avdyvwcyn 
DpE)oypa(pia; 
N0 
Av vai EýnyýCTTE ................................................................................................... 
MGTEOEIý 6TI T(; )PC( CWTIPETwTriýuý 6ucFKOMEý (JTnVc(vdyvwcyn, ypa(pý ý opOoypa(pia; 
N0 
Av vai EýnyýCFTE .................................................................................................. 
Appendix 4 
Greek versions of passages and comprehension questions and 
non-word reading test used in 
Study 5 
IV 
Greek reading comprehension task 
KupEvo I (Passage 1) 
Kiv, qýia, royp6cyoq (Film) 
H Mapia T17EC50T SiVal I'Gfflq 11 70ýOV yVO)GTIJ UKTIVOUTPICC TOD TFkEI)TCLIOI) (Xl(bV(Y. 
MFMXýý) T(OV TaIVI(DV Tllq GI-)ýt7E6plk(Xýtp(XVOVTOtt 01: <<To (xpd(YT(xX[o (yKoTd6l 7q ýWýq)), 
<<H ýWPUýýVlj PlOkETOD) Kat <<To 7EOPTP(XITO Ev6ý ýijktdpip. En66a(: 76 G7 YXAý 
Kiv'qýtCtTO'Ypd(POI) K(It Apaýtwrmij; TE', Xvilq (77 BtFW71 'YUX 616CYTTJýLa 7CkVT& F-T6)V U716 
TTIV ERORTSW TOIL) ýLFYakOl) KakkITEXV71 TOD ap(XV-'YK(XPVT KMJýMTOYPMPOD, Z%t FKPýV. 
rlOkkOt' 7LICYTF. I')OI)V OTI OW67ETD46 TO 8tKO TTjq, ýtova&0 CWTIVOO&TIKO i)(POq 
(XqOýtOI6)VOVT(Xq Tlý 06(l)p7jTlK6q 616(XG'KaktEý Tou FKPýV, [tF. 0FpýtljVFf)0VTdq Ttq GTTJ 
CTIUVýXF, ta XP7jCTtýLO7[Ot0')VTCtq TIq 81KE, 'q Tllq 7[OkITIGýtlKýq urtppoýq. To yE; yov6q (xl, )T6 
aVdyKaGE TOV 'KpiTtK6 KtvijýtaToypdqol) ZTýpEv BEPYKOT Va T71V 716P17P(Xy6t (Dq OEVU 
6T%tO 7101) 6'XEI C77E(XCYEI TOI)q (PP(17ýLOI)q Tljq Gl)[LP(XTtKOTljT(Xq C57 0-0yXPOVII 
KLVIjýL(XTO7P(X(pta)). 
IIII Fla 7[p(bTlI (POP6 RPOCYýkKIXYE TTJV 7tpO(YOXII TOD KOIVOI) OTUV KlVTjýLaTOYPa(PTjGE ýtl(x 
RP(X7ýMTIKý k7jCTTEt'a Tp6LRF, (Ctq, FVCO PPl(TKOTaV CYE E4ýklýlj, UTTIV KE: V-CPIKTI WYOP(X 
TOD AI)TIKOL') Bepoki'voi). Ai)cFTuX,, coq yta EKEIVIJV, 01 CCPXEq TflV K(XT6KPtVOCV 'YI(X TO 
'YF, 7ovoý 6Tt 'YV6)plýF, EK T(J)V RPOTýPCOV Tfl GX66MCFýL&II kTJGTFi(X KOR TO 6tK(X(77PIO 
(=ýPPIYE 7V 1)71Ep()'tG71lGý T71; 7ta EkEl)ftpia ýtkyw -M; TgXvTl;. KaTa6tK6LcTT1jKE (: 76 
gl)X('XKL(YTI 61)0 FMOV, aW a71Oq1)kaKiCYT7JKE ýtF-Td a7c6 EVV16L ýLýVFq M'YCO K(Xkllq 
6la, yco7TN- 
EiXF, 6EXTd &VTOVF,; F, 7nppOFq WCO Tlq t6&sq Tou BIK'ro)p Kp6vT;, o o7coioq 
G-UVEP'Y(Y. C7TTJKS ýtaýl T71; CYTIIV 7EPCOT0710pt(XK71 CY6tp6t T0UVt6V ýUKPOf) ýtý'KOI)q ýtE; TjTXo 
00P%LCCT0L ýtt(X; 71XEKTPIKýq E=Xý; )). To 1984 KýP&GE TO 6tEOVtq PpctpEt'o 
KIVTjýt(XTO7P(XqOl) I-KX(XVK K(XV)TEPTJ; (YK7jVO0E(YiCC; 71(X TTIV T(XIViCt T71; ((H [tap%l&r" 
PioXFI-ca>>. Evvtct Xpovtct CCP70TEP(X, 'yl-)Pl(YF, 'rqV T6,61MACC Kal 
6tacyllýt6TEpq T(Xivict '171q, 
oTo nop-cpafto &v6g (7lXt6tp7l>>. Av Kat KuKjXo(pop6v Movc; (pýýtcq yta ýtia -n)X6v 
S7[6WO60 TTlq, 66V ýXODV 71'VFt YV(DCYT('x GXE'6t(X'yt(X K6710W T(XIVi(X GTO6ýtEGO ýýXXOV. 
KEWF-vo 2 (Passage 2) 
Mptcc (Gases) 
, O, r(xv avapaxoobv Ho ý171 a8powil (XF, 'Pta WropEl Va kdPFt X6)p(x tvaq ctptOýt&-: 
6t(X(POPF, 'CI'KCOV (xv-n6p('xcyFcov. Ai)To 7upo(p(xvco; EýapTdvxt cur6 7 Xijýlwý 0-1ý(Mxalj TOW 
I (IF-PiCOV Kat, (pl)(TtKd, K(1'7COtOt GUV81)(XCTýtOti ýUEOPFl Vct 6XOI)V O(XV6(: FtptE; E7R7rT6(yEt;. Aq 
7[6POIL)ýtE CO; RUP(X66t7ýUX TIJV (XVd[lFt4lj TPO(pt'vij; 'K(Xl 041)(pdTTjq. , 0r(XV (Xl)Tll 11 CtVdýtEtýlj 
9p(X7ýtCCTOnOtljOF, t' GF, OSPýWKPOKTM &O[UlTt'01), (XKOkOI)OFi ýti(X EKPIJKTWý 'K(xf)CYII 710-0 
ýMOPEI VOt 71POK(lký(R; t GTJýMVTW6; a ok ioEq C76 OROIOV6ý710TE Ppt'(YKFT(XI 'KOVTCC GTO 
n6io (xi), rllq Tilq cyýwrijýijq. AvTt'OET(x, oT(xv ai)T(x Ta Ho (xE, 'pt(X avaýtSIXOOIW GF, 
OEPýWKPaGUX 
-40 PaOýL6)v KO. (Ttioi) 6SV 1)7EaPXEI KOtýdOL &661ý71 YI(X TTIV 
7EP(X7ýtaTO7[0iljCY7j K67COI(Xg (xvri6p(xcy7lq. Aino oyeikmxt GTo oTt Ta koýw T71q TPO(Piv-qq 
I (X61-WaToý)v VOL Cc7ro(yTctoEpo7colljo0j)V CYF, (XI)TTI T71 OEPýtOKP(MW K(XI ftC71 0 CYIN61MGýtOq 
TOW 5bo (XEPICOV EI'V(Xt WRP(xkýq- 
I 01 EMGTý 7VUP(Xl0. tKT'jý ýUJX(XVIK-Tjq, ýLET(gf) CWT6V Mll 0 61(XKEKPIgVOq TtOVEq Tqq 
K(IOT177IT'q M7[qtq, EpF, 1-)vo' DV TCOP(X Ttq 161OT9TEq UUTCOV TCOV HO (XEPI(J)V 7LPOKSIýtEVOU 
I V(l 61(X7Ut(TT(b(TOI)V CtV 1)7[aPXEI K671010C CtV(XX071KII (TXFGll (XV%tF, (T(X CYTO E7cj7[E6O K(XI)Gllq 
IIII TOIL)q KOR CYTTI 06PýWKPWA(x. E(xv al-no ovTci)q tuxua, ýtnopst vot XPTj(TIýto7lotTjcTol)v (XI)TIJ 
'M YVCO(Y'q 6)(YTF, Va PEXTt(l)(YOW Ttq 7UI0(XVOTIjTSq F, 7ElTl)XI(X; Tljq WEOGTOXýq OkG(XK CYTOV 
Apil. EaV3 0ý10q, 71 'KalJGII 7[pa7ýWTOROIEUM (TE K(X7[OtO KPICYIý10 GlIgElO, TOTE 01 
F, 7UI(TTlWOVF, q O(X RPE'REI V(X (XV(X06(0pl'j(TO1)V TCE GXý610C T01)q. Y-C (XDTý TTIV 7[Epi7UT(j)CFIj, 71 
EmToXia cyTil Xpý(Yij Ev6q Tuotou ýU7ýWTOý O(X 64(XPTIJ06i (X7c6TO K(XT6t 716(Yov O(X Eival 
I CFE OSCyll V(X 8j(jTTjpýGOI)V T(X CCE'PICC CFE (XPKET(X X(IýtljXý 0EPýtOKPaGW 6)(YTS V(x 6iV(Xt 
III (XG9CCXý. Ot (XPXIKFq 60KI"'q 6FI'XVOI-)V OTt 7[pa'Y[I(XT07tOIEIT(XI K(X7EOl(X KCCI)GII GTouq -35 
p(X0golo'q, ()LkXa TOT& 71 EKPIIKTIKOT7lTa TOD ýU7ýWTOq 6Ft'XVEI V(X (XI)ý('XVsTCU CMOTOýW. 
Mt'(X Oýta&X (XRO Ctl-)TOI' )q 67LICYTIlgOVE; OF, (j)pEi OTI O(X ýVXV ICTO)q CUIOTE4(5ýwTtOTEPO V(x 
EXý7401)V TTI 06pýlOKP(XGI'(X Tllg 041-)g(XTllq 7MP& ffl)Tý TOD o-uV6A)(XCTPt&01) ýtlyýUxToq Tc0V 
Ho a6pticov. (Daivuat oTt il goplccKý 
6%tý T71q O41)(PdTllq F-iv(Yl (X, -)Tý 
ROD ýXF-l TI; 
[tE70tkl5TEPE; q VXGFtý (X7TO(YT(XOEP07[OiTlGllq K(XI 0 
ý47X6ý Tllq KdTG) a7r6 CCKPIPEiq 
(TDVOýKgq OF-pýtOKPCKYWq FiV(XI F, 
ý(XIPETIKýq (yTt(XCF! (yq 71(y -MV ERITD)ý(x (XI)TOi) 101) 
gpo7pdgýmToq. H MCGIJ 7q Oýtd&lq TOD K(YOTIYTITTI 
MTCYq (XV%LýVETCU TIJV EPX6ýt&" 
I (IV014TI 
EpwTil(TE-1; 
7rE: ptvZojt., Evou (Comprehension questions) 
1. Ktv1jgrcoypdqoq (Film) 
Question Answer Question 
type 
l. 'HT(xv ToOV%M TTIq (5KTIVOOETPI(Xq Mapla TiX(5oT; 0XI (Fn) 
2. OvoýmýOVXV ýIUX (XRO Tlq T(XIVIEq Tllq ToCCPCCCYTaXTO CYKOTa8t 
Tllq ý0)71q; 
NAI (Fw) 
3. Znob5acm (5To BEpokivo; 0XI (Fw) 
4. 'HToLv Oal)ýt(mTpm Tou Sp'YOUTOI) DX[t FKPIIV; NAI (Is) 
5. HICYTSIýSTE 6Tt 01 TOLIVIFq 'Cllq ýUEOPOI'W V(X 71Fpl'yp(XYOI)V Coq 
R6pt0C0PI(Mq ý FV(XXk(XKTIKEq; 
NAI (1g) 
I 6. EpýLTJVEUGE EK VEOD TO EPYO TOD E%t FKpflV 
XPIJGtýtORO16)VTCtq Ttq 8tKF-'q Tllq 70ATIG[UKEq SMPP06q; 
NAI (Fw) 
7. (Duk(lKi(MIKE kOYCO TOD OU KtVIjýt(XTO7P(X(PTj(TS ýLkt klICYTEW; OXI (1g) 
8. Fkt'TG)(TE FVCLV XPOVO WCO T11V 7uotvll Tllq XOYCO Mxkýq 
61(XYCO-Yllq; 
OXI (Fw) 
9. E4F, 'Ticyc Tljv 7cotvTl qI)kCCKtCT7jq CYTTI F6PýMVW; NAI (Is) 
10. FI)PtG6 TCttVt'&q ýLE 'Ka7[OtOV OV%LaTt Kpovrq; NAI (Fn) 
11. TTIq OUUOVSýLýOTJKE TO 61FOVEq PPOLPEHO laVTjýtCtTO7p&qOl) 
FOAVK; 
OXI (Fn) 
12. Fl)pjýFt Tfl GTVYýtlj K&ROMY TalVi(X; 0XI (Is) 
13. H TEkEumia Tilq Talvicc llTccv 5tcKT'lWl; NAI GO 
11 14. 'HT(xv To OV%t(I Tol) KPITIKOI) KtV'%LaTO7p(X(PO'U 
ITýPcv 
Btp, yx: oT; 
NAI (Fn) 
'kll TIN 6EK(XCTi(xq 15. F'6pt(YF, TTIV TEkEI)T(XI(X TTIq T(XIVI(X CYT(I TE 
TOD 1990; 
OXI (Is) 
F- K 16. I-jFpj7p(X(PTJK6 Tj T(XIVI'(Y Tllq 0P%L(YT(X W(yq TI KTP" 
ýq 
E7roXllq Coq I)-9FPpOktK(X ýLF, 7(XklIq 
61dPK6I(Xq; 
ox, (1g) 
Key to question type: 
Fw (Factual word) 
Fn (Factual non-word) 
Is (Inference from story) 
Ig (Inference from general knowledge) 
2. Mpta (Gases) 
Question Answer Question 
type 
Oxi (Fn) 
l. 'H-rccv -co ovoga gv6; a-go -ca Ho ac'pta -cpoyaTTI; 
2. Y7[dPXFt EKPIJKUKý Kaf)GIl avqtEaa cyTa Ho atpia cFE NAI (Fw) 
OEPýLOKPUGtia 6(0ýtaTiOl); 
3. Oa npbmt r(x 615o acpia va 6ta-cqpouvrat cyc Xapjktý NAI (Is) 
OEPýWKPaCkq; 
4. E)a ýMV F, 7RKiV61)VO Va 6laTTjP7j06V al)Tt; Ot XIJýUKý; NAI GO 
O'U(YiEq (TEO VI)YFtO; 
5. rl Pay ýLWCOROI, 61, 'rat KaROM KCC15GII cy-cou; 45 PaOýtoi);; Oxi (Fw) 
6. Ayq'vF, -cat va swoilki (7, rllv ta-ropm 6-it r(x a6pavý atpm OXI GO 
(x7co, rE; koi)'v np6pkijým 7m To 6laG'rTjýLtKO RP07paýtýla; 
7. Eýapmmt il F, 7cvmXia -cil; a7roaroký; cyrov Apq an6 -ill OXI (Is) 
xPlj(Yqto7rofqcT, q a6pavcov aEptcov; 
8. Eivat -co koýto goi) FpFi)va ct; t6t6-c-q-rFq rcov mptcov NAI (Fw) 
E7ll, GTTjýLOV(Xq TIJ; R'Upal)kl, Kýq ýUjXaVUCý;; 
9. 'HT(xv To 6v%UX TOU K(XOII'yllTll, M7rlpg; NAI (Fn) 
10. Et'vaiO K(XOIjy7jTýq FI)PE(Og (XVaYV(j)PICTýtFVOq; NAI (1g) 
11. Av%tE-'VF-TCCI 71 MEC771 T11; OýW&X; TOU KaO117TI Cý TOV Tfl OXI GO 
AEKýýLpPtO; 
12. I-Ipocy7caOoDV Va 6ký7ýODV Tfl OEPýLOKPaGia q; OXI (Fn) 
OýU(poki6TJ;; 
13. EtVal 71 ago(yTok ' 'OkCYaK alL)TTJ 7[olj CYXCF, 6tdýFTaI 71a TOV NAI (Fn) 
Apil; 
14.11POPkE7CETal, Va XPljCFlýtOR011100I)V Ta 81)o a0la CTqV NAI (Is) 
a-90CY'rOkll 7EPO; Tov Apil; 
15. 'EXoi)v Ta ('XTOýLa Kai TCOV 
6150 aEpi(OV T6V36lq OXI (Is) 
a7[OCTT(XOF, PO7tObjCYTj;; 
16. Eivat o gkp7XOý TOL) O-L)v6j)acyý&voi) ýtiyýmToý 71 u6vTj o66q OXI (Fw) 
npo66oD; 
Key to question type: 
Fw (Factual word) 
Fn (Factual non-word) 
Is (Inference from story) 
Ig (Inference from general knowledge) 
4on-word reading task-Greek version 
napaKaA(; J6idPaCYE Tlý TrapaKdTW CYEIptý YPC(PpdTwv 6GO TO 6UVaT6V ITIO ypýyOpa Kal pE 
kJO TObuvaT6 PEYaAOTEPQ aKpipm (Please read the following letter strings as fast and as 
accurately as possible) 
1. (papKw 1 l. cjTrAoi 
2. GPOUPWOVTaý 12. (: YTPC'(TrOAa 
TTiavFuopai 13. KIAXW 
4. Xacrpapw'vw 14. (PPCITI 
5. CYYOU61KI 15. AOpyi 
KpnbO 16. pn'TpOpai 
7. ciAoyicipa 17. cyw'cipu 
8. cywa6E: uw 18. iaAipw'vw 
9. xobE: CFI 19. TPETTIKa 
1 0. ýacrlvw 20. CYKEÖE: CYI 
Appendix 5 
Test materials used in 
Study 6 
V 
Test I 
PART A. Orthographic choice task 
bean bene 
goat gote 
blume bloom 
ski skee 
thum. thumb 
tortace tortoise 
guard gaurd 
feud fude 
relevent relevant 
believe beleive 
separate seperate 
pelce piece 
neccesary necessary 
thred thread 
quarter quorter 
benefit benifit 
graphite graffite 
cacophony cacofony 
miscellanious miscellaneous 
benificial. beneficial 
PART B. Pseudohomophone task 
dore warg 
j int dert 
glev bem 
gruss katch 
neet malf 
groe swad 
chove furst 
bleme peech 
sed wef 
poar hign 
sworf skert 
toab onor 
reeth calch 
hausage orlthoe 
inbigerted sellestiall 
insashabul polonelist 
bemonthaty rynosserus 
n-ýsselani ambrahili 
fongue dyarea 
ensiklopedya delikeraties 
Test 3. Proof-reading 
Passage 1 
Last year, a team of top scientist's went to Africa to look at a rair herd of 
elephants. They spent eigth months filming and watching the animals. 
they took turn watching while the other members of the team sleep 
nearby. They were particularly interested in the difference types of food, 
that the elephants eat. They found out that these elephants liked to eat the 
leves of a bush called the Round Grass Tree. It was their favourate type 
of food. The scientists was very pleased with their work and are going to 
make a film about it, It will be on television next month. 
Passage 2 
Reggie Smiths rule as lord of finance in the UK looks short-lived. 
Shocking secrets reveiled by troubled Fiona over the past weeks have not 
been denied. Reggie's image as a man about town has blown up in his 
face. His family have moved to their country home in yorkshire to avoid 
the press. Reggie has stayed in the Hampstead pentouse. Two secretaries 
and three escorts have told of their feelings for the minister. Helen Black 
was horrific by finding that her love was shared with many others 
Late last night, Reggie's accounts are seized by CID officers from the 
Fraud Squid. It is said that; cars, jewellery, holidays and cash were 
placed into the accounts by forein businessmen over the last four years. 
They may have been used to ease foreign products being brought into the 
UK despite current laws about their use. Magnus Browne is expecting to 
-aces a instant sack. The Prime- receive Reggie's resignation today, or he E 
minister's office was not available for comment last night. 
Passage 3 
Recent legislation in the European Court of Financial Law could 
potentially precipitate a outbreak of litigation between multi-national 
corporations, and nation states. The imminent ruling will facilitate the 
ability of global companies to financially aradicate less competitive 
operators and manufacturers: who function at a national level. The ruling 
will permit international financial institutions to take over smaller 
national concerns, that are deemed to be unproductive, inefficient and 
unwilling to deliver ne working practices. If this occurs the smaller 
companies will receive only a minimal level of compensate. "We are 
attempting to block this ruling by presenting a counter-claim in the 
International Court of Human Justice in Geneva, say Lawyers for the 
national companies and governments. If this counter-claim had fails, 
state controled monopolies will be unable to compete with these 
omnipresent organisations, whose welth outstrips the total gross national 
product of numerous nation states. 
Test 2. Cloze-spelling 
I-A hand has f fingers and a thumb 
2. The musicians played at the Hollywood B- 
-- 
3. He turned on the I because it was dark 
4. We didn't know w he was 
5. The lawn was wet with the d 
6. The car is w- 
---a 
thousand pounds 
7. She threaded the cotton t the needle 
8. In an emergency d 
--- 
999 
9. She h- 
--- 
him whisper the secret message 
10. He wrote out a bank c----- for fifty pounds 
11. The boat was moored by the q--- 
12. The lounge s---- comprised a sofa and two chairs 
13. The doctor will i with a sterile syringe 
14. A watches have a dial, hands and numbers 
15. The cells developing from an egg are called an e----- 
16. Surgery on the eye is performed by an o--------- surgeon 
ITS bacteria is usually found in eggs 
18. The i--- triangle has two equal sides 
19. H is exaggeration often used in advertising 
20.0 is a word that sounds like it sounds 
Test 4. Semantic reasoning (association task) 
Items Options 
robin eagle hood nest sparrow fly 
nose eyes leg elbow arm mouth 
bake boll sun fry cake heat 
+ ? 0 x % 
J acket boot bag foot cap hair 
brown orange apple green blue phone 
dress skirt blouse trousers socks shoes 
horse elephant snake dolphin ant penguin 
football hockey chess j ogging polo sailing 
lion tiger dog leopard cat mouse 
guitar violin drum trumpet oboe cello 
2 8 14 15 12 18 
potato carrot tomato spinach parsnip broccoli 
poetry novel prose score programme statue 
democracy capitalism liberty society organi sation communism 
oil electricity gas water power account 
sociology anthropology medicine politics zoology socialism 
epilogue prologue corpus rhyme sonnet verse 
typhoon gale flood snow tornado breeze 
Times New Roman Courier Postman Satelite DingDong Arial 
Greek Orthographic choice task 
&ýTLPCIT-6(1 - FK(3TPCLTFiCl 
KCITF-CpOiCIV KCIT-E-UOF-iQV 
Cypývco cypbvc. ) 
o-uyxaplTllpla (Tuyxaplllllptcl 
PýV-UPCL pbviipa 
OTPF-i6l (T[Pi6l 
6-ocirivia 6-ocyrivola 
uyijav6ý -uyletv6s 
01JPýOIJKa O-UJIýJOIJKCL 
I. Plioiplo-pa -Lplol)plcq-lcl 
Tcclýl 616TIGCYCL Tcclý1616-[Icja 
Prio6s; 
(Polvoilcoplvos; cpolvc. )Il(, )Ptv6s 
rTaMppoici ilclxxoippotcl 
Pý)Xas PýXas 
K01JPF-iO KOlJpiO 
vciijpcLYOCJ60-Eqs vaiiclyG)G(boTqs 
6F, KCLF-TiCL 6EKCLF-IFiCL 
(TUYKF-VýS; G'UYYF-VIIS 
KOPP&TI 
I KOPCLT-1 
- 
Greek pseudohomophone choice task 
Kx F-ü ca cirtXöt 
O-YOUE)iK1 
ariot? £F, i(i cppäi: l 
(papiýG) KOýVOS 
-[cAýilcappog apißi 
(: jxäylupcl ßävctw(: yo 
EKOEMi(JOPCII KiUü) 
CIWK(jäVETE (J-[päiloxct 
X6E)Ecjl iliolcil 
ýV8O1K011 
-[gvicl Kpý80 
2£äßyl CIIKCYEPCLIIU«ý)ý 
Xuo-Ioici (: yßoupF--üovrctcy 
ctiiioriT-c)ict 
ci6)CIE)gl)w IIPCJ(JF-. XK9i0 
ýclaiv( ) 1: F-, XE(P-Ictio 
F-1-lopT. F-icl EPOU[Clyois 
1 
iipocyopeivý)S 
ß'YF-Pös 
Spoonerisms task-Greek version 
nwaalKiý Trapa6poptý 
Mtpoý 10 
1- plÄo PE (P «AM) 
2. KdVa PE T (Ta-rra) 
3. pööi pE: TT (Trööi) 
4. TpiV0 PE (P «ppivo) 
5. XPÖVOý PE KÄ (KÄMý) 
6. cy-rrdýw pE: (pp (ýDpdýW) 
7. TÖTE PE: TT (TTÖTE) 
8. KäÄTC7a PE J «YdÄTCFC() 
9. aÄdT1 pF- -rr (-rrÄdT1) 
10. ptÄ1 PE: X (xýN) 
Mipog 2' 
1. x(; )pa öLbpo (ödipa x(; jpo) 
2. vqyý vF-pö (vqyl TTF-P6) 
3.7TIKP1 CYKÄaßl(i (CYKIKPý TrÄaßid) 
4. XWpd(pl T(ý)pa (TWpdgl Xcüpa) 
5. Xýpi ßapü (ßip, xclpü) 
6. VPOT'rý TTPOKO-rrl (-rrpo-rrý VTPOKOTffi) 
7. ßouv6 ÄalpÖ (Aouvö ßaipö) 
8. Xpu(id PaÄÄld (pucyd XpaÄÄiä) 
9. YF-pý aýÄa (crF-ÄI yýÄa) 
10. KÜpa 4)dpl (LpÜpa Kdpi) 
Greek proof-reading task 
Kcipevo 1 (Passage'l) 
p(: LO-Pývo ýTOS; pl(:, op&(5(: L Kopuy&)v F (, ) r To rF -rao-Eilli6v v iýyciv 
c)Tilv AcpplKý YICI VCL PENETýCYOUV ývct cyndveto Ei6oý ctiT6 
SIUýpavu-ý;. Atýjiavav F-KF-i oK: T6 f yla va 
KIVIjPCLTOYpCL(pýCJOlJV KCII VCL rlCIpCLT1jpýCJOI)V TOUý; F-AýýpaVT&ý;. 
101)ý; ITCLpCtTIjpOýJGCLV 0 KCLO'F-VCLS PF- Ill CYF-tpd F-V6 TCL 1)116AOIrICL 
PýlXrj IIIS 01166CLS K01116TCLV iiapa6inAct. A-uT6 no-u &v6thpeps 
t6taiu-pa To-uS; mia-Eýpow-S; ýTciv Ta 6id(popcL 66il (pcLyIJT-d 6nou 
ftpoyav ot FAýyavizS;. AvaKdNii-LpcLv 6Ti oi F-JU(pavuS ctljT-oi 
I-IPOT-IPOljCFCLV 161CLtEF-PQ VCL T-PC, )VF- TCL (P-OACL F-V6S &VTPOI) PC TO 
6vopcL To Z-cpoyyu, 16 Xop-capgvto Agv-cpo. AljT6 IJTClV TO 
ayarlljpjlývo Tolis (P(: IyllT-6.01 craouj'pow-S; ilTcLv rio? ib 
F-lJXC[pICYT1jPýVOS; PF- TIJ 601AF-ld T01JS;, KCII O`KOimlýOIJV VCI 
F-TOIJ16CYO"UV ýVCL KtVrIPCLTOYPCL(PIK6 ýPYO TO OITOIO IETPOK&ITCLI VCI 
riatxTmi o-Ti1v T-11, X&6pciarl -iovF-px6pF-vo pýva- 
