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Avant-Propos
Au seuil de cette the`se, je tiens a` remercier mon directeur, Thierry
Bodineau. Je lui suis tre`s reconnaissant de m’avoir accepte´ comme the´sard
et de m’avoir propose´ un sujet passionnant, qui re´pondait au mieux a` mon
inte´reˆt pour la physique. Durant ces quatre anne´es, il a toujours e´te´ pre´sent
lorsque j’e´tais bloque´ dans ma recherche, ou encore lorsqu’il fallait passer des
journe´es a` ve´rifier mes constructions. J’ai e´norme´ment appris a` ses coˆte´s, entre
les nombreuses lectures qu’il me proposait et les groupes de travail auquel il
m’invitait a` participer. Son exigence, enfin, a e´te´ l’un des moteurs les plus
efficaces de ma the`se et n’a jamais entame´ le plaisir que j’avais a` re´aliser ce
travail.
Je remercie e´galement Francis Comets de m’avoir accorde´ sa confiance pour
ce projet et de son soutien bienveillant au cours de ces anne´es.
J’ai e´te´ tre`s heureux d’apprendre que Anton Bovier et Raphae¨l Cerf avaient
bien voulu re´diger un rapport sur ce travail. C’est un honneur que de les
compter dans mon jury de the`se. Je veux aussi remercier chaleureusement
Thierry Bodineau, Francis Comets, Fabio Toninelli et Yvan Velenik d’avoir
accepte´ de former un jury des plus stimulants !
Une partie de cette the`se a e´te´ re´alise´e en Espagne. Ma reconnaissance
va d’abord a` David Nualart, pour son accueil ge´ne´reux au De´partement de
Probabilite´s de l’Universite´ de Barcelone et pour la confiance qu’il m’a accorde´e
en me chargeant d’une partie de l’enseignement du de´partement. Ce fut un
plaisir de faire la connaissance de Marta Sanz-Sole´ a` cette occasion. D’autres
colle`gues, Carles Rovira et David Ma´rquez, m’ont offert une initiation aux p-
spins, et je tiens e´galement a` remercier les doctorants qui m’ont manifeste´
leur amitie´, en particulier Salvador, Lluis et Sabrina. Au De´partement de
Physique The´orique de l’Universite´ Complutense de Madrid, j’ai rencontre´
Antonio Mun˜oz Sudupe et Vı´ctor Mart´ın-Mayor, auteurs d’articles et de
simulations nume´riques sur le mode`le d’Ising dilue´. Nos discussions m’ont fait
prendre conscience de la difficulte´ de la mise en e´vidence expe´rimentale de
certains re´sultats mathe´matiques1. Je dois e´galement beaucoup aux doctorants
1L’exemple du Chapitre 4 est frappant de ce point de vue : la relaxation lente du mode`le
d’Ising dilue´ correspond a` un e´ve´nement initial de probabilite´ excessivement petite. Voir aussi
[47].
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du de´partement, qui eurent la patience d’e´couter ma construction du coarse
graining et l’amitie´ de me guider dans ma de´couverte de Madrid. C’est un
plaisir de les remercier : A´lvaro, Carlos et Ru´ben, ainsi que Lourdes, Javier et
He´ctor. Je veux aussi remercier Chon pour son enthousiasme et le Professeur
Galindo pour sa bienveillance.
A` Paris, j’ai trouve´ au Laboratoire de Probabilite´s et Mode`les Ale´atoires
un cadre de travail des plus motivants. Le Laboratoire m’a e´galement donne´
l’opportunite´ d’approfondir ma formation au cours de plusieurs e´coles d’e´te´. Je
remercie Miche`le Wasse qui m’a aide´ a` de´nouer plusieurs questions administra-
tives. Mes colle`gues doctorants ont toujours e´te´ pre´sents pour soutenir le moral
des troupes, et j’ai appre´cie´ leur gentillesse. Je regretterai notre bureau et la
pre´sence vivante de Francesco, Nicolas, Ste´phane, Vincent, Franc¸ois, ainsi que
celle de Maxime, Julien, Karim, Mohamed, Christophe, Pierre, Luca, Guilio
et Arnaud – toujours dispose´s a` une discussion mathe´matique improvise´e.
Olivier, puis Vincent et Franc¸ois ont taˆche´ de me faire participer (par deux fois)
au groupe de travail des the´sards. Mes remerciements vont enfin a` Nathalie,
Maxime, Julien, Franc¸ois et Karim pour l’efficace cellule ✭✭ agre´gation ✮✮ !
Je veux aussi remercier les amis qui m’ont accompagne´ dans cette aventure.
J’ai partage´ avec Aure´lien l’expe´rience d’une the`se parfois e´pineuse, mais aussi
et surtout de tre`s beaux moments qui compensaient les efforts de nos journe´es
mathe´matiques. Claire, Be´atrice et Julien ont toujours e´te´ pre´sents lorsque j’ai
eu besoin d’eux. Radu n’a pas me´nage´ son temps ni ses encouragements et je
lui en suis tre`s reconnaissant. Un clin d’œil e´galement a` ceux qui faisaient
re´gulie`rement le pari de me demander l’actualite´ de ma the`se... au risque
pourtant d’un expose´ interminable sur le sujet !
Je pense aussi a` ma famille et a` son soutien constant. J’espe`re que les pages
qui suivent seront a` meˆme de donner un bon aperc¸u des questions qui m’ont
occupe´ ces dernie`res anne´es.
Je veux enfin remercier Sophie au nom de tous les projets captivants que
nous avons pu mener a` bien... dont cette the`se !
Minute technique
J’ai e´crit l’inte´gralite´ de cette the`se avec le logiciel TEXmacs, un e´diteur
scientifique libre qui renouvelle l’approche du document TEX et qui m’aura
e´pargne´ bien des soucis de compilation LATEX. Les figures ont e´te´ re´alise´es avec
le logiciel Xfig (lequel permet l’inclusion de formules LATEX en choisissant la
proprie´te´ ✭✭ special ✮✮ pour les e´le´ments de texte), et incluses dans TEXmacs au
format .fig directement.
Pour le rendu final, notamment pour be´ne´ficier du paquet hyperref de
LATEX, j’ai utilise´ la fonction de conversion de TEXmacs, pre´-compile´ les figures
avec fig2pdf, revu les en-teˆtes ainsi que la mise en page et compile´ le tout
avec pdflatex.
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Introduction
Cette the`se porte sur le mode`le d’Ising dilue´, dans la re´gion de transition
de phase. L’objectif de la pre´sente introduction est de donner une pre´sentation
du mode`le ainsi qu’un aperc¸u de nos travaux.
Dans une premie`re partie, nous de´crirons le mode`le d’Ising standard et
certains des phe´nome`nes qu’il permet d’e´tudier. Nous justifierons ensuite
l’introduction d’un ale´a portant sur la force des interactions (la dilution) et
de´crirons quelques-unes des conse´quences de cette dilution.
Dans la troisie`me partie de l’introduction, nous exposerons le sens mathe´-
matique que nous avons donne´ aux notions physiques de phase ou de tension
superficielle et de´crirons les principaux re´sultats de cette the`se, de l’e´tude de
la tension superficielle a` la relaxation lente sous la dynamique de Glauber, en
passant par le phe´nome`ne de coexistence de phases.
1. Le mode`le d’Ising
Le mode`le d’Ising apparaˆıt dans les anne´es 1920, sous la plume de Lenz [61]
et de son doctorant, Ising. Il s’agissait de re´pondre a` la question suivante : peut-
on expliquer le phe´nome`ne d’aimantation spontane´e observe´ dans les mate´riaux
ferromagne´tiques avec un mode`le de chaˆıne ferromagne´tique ? Ising montra
que la re´ponse e´tait ne´gative dans le cas unidimensionnel [52]. Heureusement,
l’histoire ne s’arreˆta pas la` et, en 1936, Peierls prouva l’existence d’une
transition de phase en dimension 2 [68]. Onsager calcula alors la fonction
de partition en dimension 2 [67] dans le cas d’un champ exte´rieur nul, ce qui
permit une description tre`s pre´cise de la transition de phase.
Cette transition de phase – et la ge´ne´ralite´ du mode`le d’Ising, qui peut
aussi bien repre´senter des mode`les ferromagne´tiques que des mode`les de gaz
sur re´seau – ont fait du mode`le d’Ising l’un des mode`les les plus e´tudie´s en
physique statistique.
1.1. La physique du mode`le. Dans cette premie`re partie, nous nous
inte´ressons au mode`le d’Ising usuel. Nous allons de´crire le sens physique du
mode`le et le phe´nome`ne de transition de phase, tout en de´taillant l’aspect
probabiliste du mode`le.
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1.1.1. Le mode`le. Imaginons un me´tal dans lequel les atomes posse`dent un
moment magne´tique oriente´ verticalement, pointant vers le haut ou vers le bas.
Ce moment magne´tique est une caracte´ristique de l’atome, on l’appellera spin.
Pour donner une image de ce qu’est le spin, on pensera au mode`le de Bohr de
l’atome : le mouvement de rotation des e´lectrons autour du noyau produit un
courant e´lectrique, qui lui-meˆme induit ce moment magne´tique.
Dans la suite, nous de´signerons par ±1 les deux valeurs possibles du spin.
Nous supposerons que le me´tal a une structure cristalline, c’est-a`-dire que les
atomes sont re´partis suivant une structure ge´ome´trique re´pe´te´e. On appelle Λ
l’ensemble des positions des atomes, et σ : Λ → {±1} la configuration des
spins. Supposons que le me´tal est plonge´ dans un champ magne´tique uniforme
h, alors l’e´nergie e´lectromagne´tique du syste`me est de la forme
HhΛ(σ) = −
∑
{x,y}:x,y∈Λ,x6=y
Jx,yσxσy −
∑
x∈Λ
hσx
si nous faisons abstraction des constantes dimensionnelles. Le terme Jx,y
quantifie l’interaction entre les spins en x et y. Dans le cadre du mode`le d’Ising
le plus usuel, nous proce´dons a` quelques restrictions : la structure cristalline
du me´tal est rendue par l’hypothe`se Λ ⊂ Zd ou` d > 1 est la dimension du
syste`me, et nous choisissons le terme d’interaction Jx,y sous la forme
Jx,y =
{
1 si |x− y| = 1
0 sinon
ce qui revient a` ne´gliger les interactions entre spins non voisins. E´tant donne´
l’Hamiltonien HhΛ, on peut mode´liser le comportement du me´tal d’apre`s la
distribution de Boltzmann : la probabilite´ d’observer une configuration σ pour
les spins vaut
µT,hΛ ({σ}) =
1
ZT,hΛ
exp
(
−H
h
Λ(σ)
T
)
ou` T est la tempe´rature du syste`me et ZΛ,T la fonction de partition
ZT,hΛ =
∑
σ:Λ→{±1}
exp
(
−H
h
Λ(σ)
T
)
qui assure que µΛ,T est une mesure de probabilite´ sur l’ensemble des configura-
tions, i.e. ∑
σ:Λ→{±1}
µT,hΛ ({σ}) = 1.
Les simplifications que nous avons faites au cours de cette mode´lisation ne
modifient pas la nature du mode`le. Nous verrons, en particulier, que la
transition de phase est pre´serve´e a` partir de la dimension 2.
1. LE MODE`LE D’ISING 13
1.1.2. La transition de phase. Les mate´riaux ferromagne´tiques sont sujets
a` une transition de phase : ils sont aimantables tant que la tempe´rature ne
de´passe pas le point de Curie (770 ❽ dans le cas du fer). Nous allons voir que
le mode`le d’Ising posse`de une faculte´ similaire.
E´tant donne´ une tempe´rature T et un champ magne´tique h, on note
mT,h = lim
N→∞
µT,h
ΛˆN
(σ0)
l’aimantation en volume infini. Dans cette de´finition, ΛˆN = {−N, . . . , N}d est
un cube syme´trique par rapport a` l’origine et µT,h
ΛˆN
(σ0) correspond a` la valeur
moyenne du spin en 0. L’allure de mT,h en fonction de T et de h est repre´sente´e
Figure 1 et on remarquera en particulier l’influence de la tempe´rature sur les
courbes : a` basse tempe´rature et en dimension d > 2, l’aimantation pre´sente
une discontinuite´ en h = 0.
mT ,h
−1
+1
T → 0
h T
h
ligne de oexistene
Tc
Fig. 1. Allure de mT,h a` diffe´rentes tempe´ratures ; ligne de
coexistence de phases
Cette discontinuite´ te´moigne d’une transition de phase. Notons Tc la
valeur de la tempe´rature a` laquelle apparaˆıt cette discontinuite´ et e´tudions
le comportement du mode`le a` tempe´rature T , lorsque h→ 0 :
(i) Dans le cas T > Tc, un champ magne´tique h faible a une influence
tre`s limite´e sur l’aimantationmT,h, qui est donc essentiellement nulle.
En particulier, on n’observe pas d’aimantation spontane´e.
(ii) Dans le cas T < Tc, un champ magne´tique h infinite´simal mais positif
se´lectionne la phase plus du syste`me, c’est-a`-dire une organisation des
spins telle que l’aimantation moyenne vaut m+T = limh→0+ mT,h > 0.
Un champ magne´tique h = 0− conduit a` la phase moins, syme´trique
de la phase plus.
On peut alors de´terminer le diagramme de phase du mode`le d’Ising (Figure
1). Dans la re´gion T > Tc ou h 6= 0, les parame`tres de´terminent avec certitude
la phase du mode`le. Sur la ligne de coexistence T < Tc et h = 0, la situation
est plus complexe : avec probabilite´ 1/2 le mode`le pre´sente la phase plus, avec
probabilite´ 1/2 il pre´sente la phase moins... D’un point de vue plus physique,
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la phase du syste`me est de´termine´e, sur cette ligne, par l’histoire du cristal
ferromagne´tique : s’il a e´te´ soumis a` un champ magne´tique positif, il pre´sente
la phase plus, dans le cas contraire, la phase moins.
1.2. Le phe´nome`ne de coexistence de phases. A` l’aide du mode`le
d’Ising, nous allons de´crire un phe´nome`ne physique dont la ge´ne´ralite´ de´passe
largement le cadre ferromagne´tique : la coexistence de phases. Il s’agit de
de´terminer le comportement d’un syste`me dans lequel on met en pre´sence deux
phases distinctes. L’exemple le plus parlant sera sans doute celui du me´lange
de liquides non miscibles, illustre´ Figure 2 : les gouttes du liquide minoritaire
fusionnent, et on finit par obtenir une goutte principale qui contient presque
tout le liquide minoritaire.
Fig. 2. Une goutte d’huile dans un me´lange eau/alcool de meˆme densite´.
Dans le cas du mode`le d’Ising, l’e´tude de la coexistence de phases donne
des informations sur l’aspect macroscopique de la coexistence : on de´crira la
forme de la goutte de phase minoritaire. Notons qu’on peut, avec le meˆme
mode`le, envisager une e´tude au niveau microscopique de l’interface entre
les deux phases, notamment en dimension 2 [34, 7, 19, 20, 11]. Cette
dernie`re question est toutefois de´licate, aussi est-elle parfois aborde´e au moyen
de mode`les simplifie´s, comme le mode`le S.O.S. ou les mode`les d’interfaces
effectives [39, 30].
Pour de´crire le phe´nome`ne de coexistence de phases dans le mode`le d’Ising,
nous proce´derons comme suit. Tout d’abord, nous conside´rerons une variation
du mode`le pre´ce´dent permettant d’obtenir, sans champ magne´tique, la phase
plus ou moins. Nous e´tudierons ensuite le couˆt local d’une interface, quantifie´
par la tension superficielle, avant de de´crire la contrainte de volume qui
conduit a` la coexistence et de pre´senter les proble`mes ge´ome´triques que pose
le phe´nome`ne de coexistence de phases.
1.2.1. Se´lectionner la phase. Nous avons vu a` la Section 1.1.2 que nous
pouvions se´lectionner la phase du mode`le d’Ising, lorsque T < Tc, en appliquant
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un faible champ magne´tique. Nous allons voir ici que la condition au bord
permet e´galement de se´lectionner la phase.
E´tant donne´ un domaine Λ ⊂ Zd, on conside`re
Σ+Λ =
{
σ : Zd → {±1} : σ(x) = +1,∀x ∈ Zd \ Λ}
l’ensemble des configurations sur Zd qui co¨ıncident a` l’exte´rieur de Λ avec la
configuration constante, e´gale a` +1. Soit
Ew(Λ) =
{{x, y} : x ∈ Λ, y ∈ Zd et x ∼ y} (1)
l’ensemble des areˆtes de Zd qui touchent Λ. La notation x ∼ y indique que
x, y sont plus proches voisins dans Rd, i.e. que |x− y| = 1. On de´finit alors le
mode`le d’Ising µ+Λ,T sur Λ avec condition au bord plus en posant
µ+Λ,T ({σ}) =
1
Z+Λ,T
exp
 1
T
∑
{x,y}∈Ew(Λ)
σxσy
 , ∀σ ∈ Σ+Λ ,
ou` Z+Λ,T est la fonction de partition
Z+Λ,T =
∑
σ∈Σ+Λ
exp
 1
T
∑
{x,y}∈Ew(Λ)
σxσy

qui fait de µ+Λ,T une mesure de probabilite´. Un argument de limite monotone
permet de conside´rer la limite thermodynamique
µ+T = lim
N→∞
µ+
ΛˆN ,T
.
De meˆme, on peut de´finir µ−T la mesure en volume infini associe´e a` la condition
au bord moins. Les correspondances entre µ+T , µ
−
T et µT,h=0 sont les suivantes :
a` haute tempe´rature, i.e. T > Tc, la condition au bord n’a pas d’influence en
volume infini et on a l’e´galite´ des trois mesures
µ+T = µ
−
T = µT,h=0.
Par contre, dans le domaine de transition de phase T < Tc, on a
µ+T = lim
h→0+
µT,h et µ
−
T = lim
h→0−
µT,h
et ces deux mesures ne co¨ıncident pas, puisque µ+T donne une aimantation
moyenne strictement positive, alors que µ−T donne une aimantation moyenne
oppose´e. De plus, la mesure µT,h=0 s’e´crit comme la combinaison convexe
µT,h=0 =
1
2
(
µ+T + µ
−
T
)
.
Dans la suite de l’expose´, nous utiliserons la notion de condition au bord
comme un moyen mathe´matique simple de se´lectionner une phase du mode`le
d’Ising, dans la re´gion de transition de phase T < Tc.
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1.2.2. La tension superficielle. Nous allons maintenant donner une estima-
tion du couˆt local de la coexistence, c’est-a`-dire du couˆt d’une interface se´parant
les phases plus et moins suivant une certaine direction. L’e´nergie libre associe´e
a` la phase plus du mode`le d’Ising dans le volume Λ est
FΛ,T = − logZ+Λ,T ,
c’est la meˆme que l’e´nergie libre associe´e a` la phase moins. Nous allons
quantifier le surplus d’e´nergie libre correspondant a` la pre´sence d’une interface.
Soit n un vecteur unitaire de Rd, δ > 0 et RN un paralle´le´pipe`de rectangle
centre´ en l’origine, de base normale a` n et de coˆte´ N , de hauteur δN , comme
illustre´ Figure 3.
N
δN
0
+
−n
Fig. 3. Le paralle´le´pipe`de RN et son bord infe´rieur.
On conside`re alors Σ±RN l’ensemble des configurations de spin avec condition
au bord mixte sur RN , c’est-a`-dire
Σ±RN =
{
σ : Zd → {±1} : ∀x /∈ RN , σx =
{
+1 si x · n > 0
−1 sinon
}
et nous notons
Z±RN ,T =
∑
σ∈Σ±RN
exp
 1
T
∑
{x,y}∈Ew(RN )
σxσy

la fonction de partition associe´e a` cette condition au bord mixte. La condition
au bord mixte force la pre´sence d’une interface entre les bords oppose´s de RN .
Elle augmente e´galement l’e´nergie libre du syste`me. Nous allons donc de´finir
l’e´nergie libre de l’interface comme le surplus d’e´nergie libre entre la condition
au bord mixte et la condition au bord constante. La tension superficielle est
alors e´gale au surplus d’e´nergie libre par unite´ de surface :
τT (n) = lim
N→∞
1
Nd−1
log
Z+RN (n),T
Z±RN (n),T
.
Cette limite existe et la tension superficielle est convexe, cf. [65]. Concluons
sur le sens probabiliste de la tension superficielle : si U ⊂ [0, 1]d est une forme
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macroscopique re´gulie`re, alors la probabilite´ d’observer la phase moins dans
NU , dans le mode`le d’Ising avec condition au bord plus sur ΛN = {1, . . . , N}d,
est de l’ordre de
exp
(
−Nd−1
∫
∂U
τT (nx)ds(x)
)
(2)
ou` x 7→ nx est la normale exte´rieure locale a` U en x, l’inte´grale portant sur la
surface de ∂U .
La tension superficielle est une notion essentielle pour l’e´tude de la
coexistence de phases. Elle a permit de mettre en e´vidence les phe´nome`nes
de coexistence de phases dans le mode`le d’Ising en dimension 2 [35, 69,
49, 50, 74, 51], puis en dimension d > 3 [12, 25, 26], et dans les
mode`les de percolation [6, 73, 23, 26]. Pour une introduction a` l’e´tude
L1 de la coexistence de phases, nous renvoyons a` [14, 24]. Notons que la
tension superficielle permet e´galement d’e´tudier les phe´nome`nes de mouillage
[70, 71, 72, 14] et certains aspects de la dynamique – nous reviendrons sur
ce dernier point.
1.2.3. Forcer la coexistence. Dans le mode`le d’Ising avec condition au bord
plus, on observe uniquement la phase plus. Pour forcer la coexistence de
phases, nous allons donc imposer une contrainte de volume. Par exemple, nous
souhaitons que la phase moins occupe une fraction v ∈ (0, 1) du domaine.
L’aimantation totale du syste`me sera alors
m = (1− v)m+T + vm−T = (1− 2v)m+T ,
et l’e´tude de la coexistence de phases revient a` l’e´tude de la mesure condition-
nelle
µ+T,ΛN (.|mΛN 6 m)
ou`
mΛN =
1
Nd
∑
x∈ΛN
σx
est l’aimantation totale du syste`me.
1.2.4. Les enjeux ge´ome´triques. Sous la contrainte de volume, le mode`le
d’Ising re´alise la coexistence de phases suivant la forme la moins improbable
pour (2). La forme optimale sera donc celle qui minimise l’inte´grale∫
∂U
τT (n)ds
sous la contrainte de volume Vol(u) = v, et la contrainte de forme U ⊂ [0, 1]d.
Pour v petit, la solution a` cette question ge´ome´trique est connue : U doit avoir
la meˆme forme que le cristal de Wulff associe´ a` la tension superficielle. En
particulier, la coexistence de phases se re´alise suivant une forme de´terministe,
et a` l’e´quilibre la phase minoritaire forme une seule goutte.
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Nous de´taillerons cette forme a` la Section 3.3. Notons pour l’instant que le
cristal de Wulff n’est pas une sphe`re en ge´ne´ral, dans la mesure ou` le re´seau
qui porte le mode`le n’est pas isotrope.
1.3. La dynamique de Glauber. Dans les paragraphes pre´ce´dents nous
avons pre´sente´ le mode`le d’Ising a` l’e´quilibre. Les questions portant sur la
dynamique sont pourtant aussi nombreuses que passionnantes ! Commenc¸ons
par de´finir une dynamique sur le mode`le d’Ising : la dynamique de Glauber.
Elle agit de la fac¸on suivante :
(i) Chaque spin est muni d’une horloge exponentielle de taux 1, ce qui
signifie qu’entre les temps t et t + dt, dt petit, la probabilite´ que
l’horloge en x se de´clenche est d’environ dt, et que cet e´ve´nement est
inde´pendant du passe´ et des horloges des autres spins.
(ii) Lorsque l’horloge sonne en x, le spin σx est choisi conforme´ment a` la
mesure sur {x} a` tempe´rature T , donne´e par la condition au bord σ.
Autrement dit, avec probabilite´
exp
(
1
T
∑
y∼x Jx,yσy
)
exp
(
1
T
∑
y∼x Jx,yσy
)
+ exp
(
− 1
T
∑
y∼x Jx,yσy
)
le spin σx est fixe´ a` +1, il est fixe´ a` −1 avec la probabilite´
comple´mentaire.
La mesure d’e´quilibre est invariante sous la dynamique de Glauber. Cette
proprie´te´ permet de relier certaines des questions concernant la dynamique
aux proprie´te´s du mode`le d’Ising a` l’e´quilibre. Ainsi, le temps de relaxation du
mode`le d’Ising partant de la phase moins, en pre´sence d’un champ magne´tique
faible mais positif a e´te´ relie´ a` l’e´nergie superficielle du cristal de Wulff [75].
De meˆme, le trou spectral du mode`le d’Ising avec condition au bord libre est
de´termine´ par la tension superficielle [63]... C’est encore ce lien entre l’e´quilibre
et la dynamique que nous exploitons dans le dernier Chapitre de cette the`se
(voir la Section 3.4 pour un aperc¸u).
2. Le mode`le d’Ising en milieu ale´atoire
Dans cette the`se, nous nous sommes en fait inte´resse´ au mode`le d’Ising
dilue´ : les interactions Jx,y entre spins ne sont plus uniformes, mais elles-
meˆmes ale´atoires. D’un point de vue physique, l’introduction de cet ale´a dans
le mode`le permet de rendre compte des de´fauts ou irre´gularite´s observe´s dans
les mate´riaux ferromagne´tiques. Elle permet e´galement de rendre compte des
proprie´te´s ferromagne´tiques des mate´riaux non-homoge`nes, comme les alliages
me´talliques.
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2.1. Diagramme de phase. Le mode`le d’Ising dilue´ est identique au
mode`le d’Ising, a` ceci pre`s que les interactions entre spins voisins ne sont plus
toutes e´gales a` 1. Dans cette partie nous conside´rerons le cas de la dilution
proprement dite, c’est-a`-dire que sous la loi P, les Jx,y (pour {x, y} ∈ Ew(Zd))
sont inde´pendants avec
P (Jx,y = 1) = p, P (Jx,y = 0) = 1− p.
Autrement dit, on ne conserve qu’une proportion p des interactions entre
spins1. E´tant donne´ une re´alisation J pour les interactions, on pose alors
µJ,+Λ,T ({σ}) =
1
ZJ,+Λ,T
exp
 1
T
∑
{x,y}∈Ew(Λ)
Jx,yσxσy
 , ∀σ ∈ Σ+Λ .
Tout comme dans le mode`le d’Ising uniforme, les mesures µJ,+Λ,T de´croissent
stochastiquement lorsque Λ augmente et on peut par conse´quent conside´rer la
limite thermodynamique
µJ,+T = lim
N→∞
µJ,+
ΛˆN ,T
.
1
p
pc
0
Tc T
Phase de Griths
Phase paramagnétiqueTc(p)
Transition de phase
Fig. 4. Le diagramme de phase du mode`le d’Ising dilue´
Nous avons repre´sente´ le diagramme de phase du mode`le d’Ising dilue´ en
dimension d > 2 a` la Figure 4. Il est compose´ de trois re´gions :
(i) Lorsque T > Tc, les interactions dans le mode`le d’Ising dilue´ sont
plus faibles que dans le mode`le non dilue´ a` la tempe´rature T , ce
qui rend impossibles les phe´nome`nes d’aimantation spontane´e. On
appelle cette re´gion la phase paramagne´tique.
(ii) Lorsque la tempe´rature est suffisamment faible T < Tc(p), la
condition au bord plus induit une aimantation mT = Eµ
J,+
T (σ0)
positive. On dit qu’il y a transition de phase dans cette re´gion.
1Dans la the`se, nous conside´rons un cadre un peu plus ge´ne´ral : voir la Section 3.1.1.
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(iii) Dans la phase de Griffiths Tc(p) < T < Tc, les interactions entre spins
ne suffisent pas a` e´tablir une aimantation spontane´e. Ne´anmoins, avec
P-probabilite´ 1 on peut trouver une re´gion arbitrairement grande ou`
les interactions sont e´gales a` celles du mode`le non dilue´, ce qui fait
qu’on retrouve localement un mode`le d’Ising a` basse tempe´rature.
Griffiths [41] a montre´ que ce phe´nome`ne conduisait a` la rupture
de l’analyticite´ de l’aimantation en h = 0, pour tout T < Tc. Nous
verrons ci-apre`s d’autres conse´quences sur la dynamique du syste`me.
Pour des bornes sur la tempe´rature critique Tc(p) et des asymptotiques lorsque
p → pc, nous invitons le lecteur a` consulter [3]. En particulier, Tc(p) n’est
positive que si p > pc, pc e´tant le parame`tre critique pour la percolation par
areˆtes sur Zd.
2.2. Effets de la dilution a` l’e´quilibre. Dans la re´gion de transition de
phase, on peut observer, comme pour le mode`le d’Ising, deux phases distinctes :
plus et moins. Le mode`le d’Ising dilue´ permet donc d’envisager une e´tude
the´orique de la structure des interfaces en milieu ale´atoire. On s’attend en
particulier au phe´nome`ne suivant : les re´gions ou` les interactions sont plus
faibles diminuent l’e´nergie de l’interface, ce qui pousse l’interface a` s’attacher
a` ces re´gions, lesquelles sont re´parties ale´atoirement.
Dans la mesure ou` la description microscopique des interfaces est une
question difficile, on a e´te´ amene´ a` e´tudier des mode`les ✭✭ simplifie´s ✮✮ , notam-
ment le mode`le des polyme`res dirige´s [46] (voir [30] pour une pre´sentation des
re´sultats probabilistes). La localisation du polyme`re, a` basse tempe´rature, a e´te´
prouve´e dans [80]. Par ailleurs, certains exposants ont pu eˆtre calcule´s pour la
percolation de dernier passage [53] – la limite a` tempe´rature nulle du polyme`re
dirige´. Ainsi, il a e´te´ montre´ que la hauteur des fluctuations transversales
d’un chemin de dernier passage est de l’ordre de l2/3 si les extre´mite´s du
chemin sont distantes de l, lorsque l → ∞. Ce comportement superdiffusif
(les fluctuations sont plus importantes que celles de la marche ale´atoire, en
l1/2) indique que le chemin de dernier passage – tout comme, probablement,
les polyme`res dirige´s et les interfaces du mode`le d’Ising dilue´ bidimensionnel
– recherche effectivement les zones de faible e´nergie.
Dans cette the`se, nous e´tudierons certaines conse´quences de la dilution,
pre´sente´es a` la Section 3.3. La tension superficielle est une quantite´ ale´atoire
dont la distribution de´pend de la loi P des couplages Jx,y et dont les grandes
de´viations ont lieu sur des e´chelles non triviales. Mentionnons aussi quelques
aspects de la coexistence de phases dans le mode`le d’Ising dilue´ : cette fois
encore, la phase minoritaire forme un cristal de Wulff, de forme de´terministe.
La dilution a bien un effet sur cette forme, et nous verrons que le cristal de´pend
de la mesure conside´re´e, suivant qu’on impose la coexistence de phases pour une
re´alisation typique de l’interaction J (mesure quenched) ou bien qu’on impose
la coexistence en laissant le milieu libre d’optimiser le couˆt de la coexistence,
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en re´duisant la tension superficielle sur le contour du cristal (mesure annealed).
Nous renvoyons a` la Section 3.1.6 pour la description des termes quenched et
annealed.
2.3. Un aperc¸u de la dynamique. Nous allons donner ci-dessous un
bref aperc¸u de la dynamique de Glauber du mode`le d’Ising dilue´, de´finie comme
a` la Section 1.3. Dans un premier paragraphe, nous rappellerons les re´sultats
pre´sente´s dans [63], en l’absence de transition de phase, puis nous de´crirons le
me´canisme conduisant a` la relaxation lente, sous la mesure annealed, dans la
re´gion de transition de phase.
2.3.1. En dehors de la re´gion de transition. Nous allons voir que la nature
de la dynamique de´pend de la re´gion du diagramme de phase (Figure 4) que
l’on conside`re.
C’est dans la phase paramagne´tique T > Tc que la relaxation est la plus
rapide. Elle se fait a` vitesse exponentielle, dans la mesure ou` la relaxation est
au moins aussi rapide que celle du mode`le d’Ising uniforme a` tempe´rature T .
La relaxation est de´ja` nettement plus lente dans la phase de Griffiths
Tc(p) < T < Tc. En conside´rant des re´gions exceptionnelles mais de probabilite´
non nulle, comme a` la Section 2.1, on peut isoler certaines zones qui sont a`
une tempe´rature effective T , et qui par conse´quent, comme le mode`le d’Ising
uniforme a` basse tempe´rature T < Tc, relaxent lentement. Ces zones rares
de´terminent la dynamique dans la phase de Griffiths. Notons (T J(t)π0)(σ)
l’aimantation moyenne du spin en 0 au temps t si l’on part de l’e´tat initial σ
(cette notation sera pre´cise´e a` la Section 3.4). Pour tout p ∈ (0, 1) et T < Tc,
on a une borne infe´rieure sur l’autocorre´lation sous la mesure annealed, du
type
E
(∫ ∣∣(T JT (t)π0)(σ)∣∣2 dµJ,+T (σ))1/2 >
t→∞
exp
(
−C (log t) dd−1
)
, (3)
et cette borne infe´rieure peut-eˆtre comple´te´e de bornes supe´rieures similaires
dans une partie de la phase de Griffiths : voir la Section 7 de [63].
2.3.2. Coexistence de phases et me´tastabilite´. L’e´tude de certains aspects
de la dynamique du mode`le d’Ising dilue´, dans la re´gion de transition de phase,
est l’un des objectifs de cette the`se. On s’inte´ressera plus particulie`rement
a` la de´croissance de l’autocorre´lation sous la mesure annealed, comme en
(3). Un me´canisme de pie´geage des interfaces, formule´ dans [45], indiquait
que la dynamique de Glauber du mode`le d’Ising dilue´ serait relativement
facile a` controˆler... une fois surmonte´es les difficulte´s mathe´matiques du milieu
ale´atoire.
La lente relaxation de la dynamique provient, comme pour la phase de
Griffiths, d’e´ve`nements atypiques. A` la diffe´rence de la phase de Griffiths, ces
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e´ve`nements sont lie´s a` la coexistence de phases. Nous allons supposer que,
au temps t = 0, une goutte de phase moins est pre´sente, et que la tension
superficielle est re´duite sur le bord de la goutte. A` l’e´chelle N , la probabilite´
de re´duire la tension superficielle sur le bord de la goutte est de l’ordre de
exp(−Nd−1Iinit), et la probabilite´ d’obtenir la goutte initiale de´sire´e est de
l’ordre de exp(−Nd−1F rinit). Pour que le syste`me relaxe vers l’e´quilibre, il faut
attendre que cette goutte atypique disparaisse.
Sous certaines hypothe`ses sur la condition initiale, la re´tractation de la
goutte implique le passage par une configuration de couˆt F rmax strictement
supe´rieur a` F rinit, ce qu’on peut repre´senter par un paysage d’e´nergie comme a`
la Figure 5.
min {F r(u);u : ‖u− u0‖L1 = δ}
F r
max
F r
init
0
0 ‖u0 − 1‖L1 δ
Coût d'ativation
Fig. 5. Paysage d’e´nergie associe´ a` une goutte u0 me´tastable.
Le couˆt d’activation F rmax −F rinit correspond a` la dure´e de vie de la goutte
initiale, qui est de l’ordre de
t = exp
(
Nd−1 (F rmax −F rinit)
)
.
Inversons maintenant cette relation pour choisir N en fonction de t. L’auto-
corre´lation est minore´e par la probabilite´ exp(−Nd−1Iinit−Nd−1F rinit) de l’e´tat
initial, qui prend donc la forme d’une puissance de t :
E
∫ ∣∣∣(T JT (t)π0)(σ)− µJ,+T (σ0)∣∣∣ dµJ,+T (σ) &
t→∞
t
− Iinit+F
r
init
Frmax−Frinit . (4)
Cette heuristique sera confirme´e au The´ore`me 12 (Section 3.4).
3. Pre´sentation des re´sultats
Dans cette partie, nous exposons nos principaux re´sultats sur le mode`le
d’Ising dilue´. L’objectif de la the`se est bien entendu de de´crire la coexistence
de phases dans le mode`le d’Ising dilue´ (Section 3.3) et certains aspects de
la dynamique de Glauber (Section 3.4). Ne´anmoins, nous devons auparavant
donner un sens mathe´matique aux diffe´rentes phases du mode`le (Section 3.1) et
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de´crire le comportement de la tension superficielle en milieu ale´atoire (Section
3.2).
3.1. Les phases pures. Dans les parties pre´ce´dentes, nous avons fait
re´fe´rence a` maintes reprises a` une notion de phase pure. De´finir cette notion de
manie`re rigoureuse est indispensable pour proce´der a` l’analyse mathe´matique
du mode`le d’Ising dilue´... mais il ne s’agit pas la` d’une taˆche simple. Nous
allons dans un premier temps de´crire le milieu ale´atoire ainsi qu’une nouvelle
repre´sentation du mode`le, puis nous poserons une hypothe`se technique et enfin,
nous de´taillerons le sens mathe´matique que nous donnons a` la notion de phase
pure.
3.1.1. Le milieu ale´atoire. Dans notre e´tude, nous conside´rons en fait un
cadre le´ge`rement plus ge´ne´ral que celui de la dilution : nous supposons que les
interactions (Jx,y) sont positives et borne´es, inde´pendantes et identiquement
distribue´es sous une loi P, et nous notons E l’espe´rance associe´e a` P.
L’hypothe`se d’interactions positives nous place dans le cadre des mode`les
ferromagne´tiques, ce qui exclut d’emble´e les syste`mes du type verres de
spins. Ne´anmoins, le cadre ferromagne´tique est tre`s appre´ciable d’un point
de vue technique, puisque nous disposons alors de la repre´sentation FK du
mode`le d’Ising (voir ci-dessous). L’hypothe`se d’interactions borne´es simplifie
notamment l’e´tude de la tension superficielle.
3.1.2. La repre´sentation FK. La repre´sentation de Fortuin-Kasteleyn du
mode`le d’Ising est un outil formidable pour l’analyse du mode`le d’Ising. Elle
e´tablit un lien entre le mode`le d’Ising et un mode`le de percolation de´pendante.
Le lecteur pourra consulter les re´fe´rences [43, 66, 4]. Posons
Ω =
{
ω : Ew(Zd)→ {0, 1}}
l’ensemble des configurations d’areˆtes sur Zd – on rappelle que Ew(Λ) est
l’ensemble des areˆtes qui touchent Λ, cf. (1). E´tant donne´ ω ∈ Ω et une areˆte
e ∈ Ew(Zd), on dit que l’areˆte e est ouverte pour ω si ωe = 1, et qu’elle est
ferme´e dans le cas contraire. E´tant donne´ ω ∈ Ω et x, y ∈ Zd, on dit que ω
connecte x et y (ce qu’on note x
ω↔ y) s’il existe un chemin d’areˆtes ouvertes
pour ω entre x et y. Enfin, e´tant donne´ σ ∈ Σ et ω ∈ Ω, on dit que ω et σ sont
compatibles si, pour tout e = {x, y} ∈ Ew(Zd) on a ωe = 1 ⇒ σx = σy. Pour
Λ ⊂ Zd fini, on conside`re ΩΛ = {ω ∈ Ω : ωe = 0,∀e /∈ Ew(Λ)}. E´tant donne´
une tempe´rature inverse
β =
1
T
> 0
on pose
pJe = 1− exp (−2βJe)
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puis
ΨJ,+Λ,β ({(σ, ω)}) =
1{ω et σ sont compatibles}
ZJ,+Λ,β
∏
e∈Ew(Λ)
(
pJe
)ωe (
1− pJe
)1−ωe
,
pour tout σ ∈ Σ+Λ et ω ∈ ΩΛ. La fonction de partition ZJ,+Λ,β est choisie de
sorte que ΨJ,+Λ,β soit une mesure de probabilite´ sur Σ
+
Λ × ΩΛ. De par le choix
de pJe , la marginale de Ψ
J,+
Λ,β sur Σ
+
Λ n’est autre que le mode`le d’Ising µ
J,+
Λ,T a`
tempe´rature T = 1/β. L’autre marginale – sur ΩΛ – est appele´e mesure de
Fortuin-Kasteleyn (ou mesure du cluster ale´atoire) et est note´e ΦJ,wΛ,β. Il est
imme´diat que
ΦJ,wΛ,β ({ω}) =
1
ZJ,+Λ,β
∏
e∈Ew(Λ)
(
pJe
)ωe (
1− pJe
)1−ωe
2C
w
Λ (ω) (5)
ou` CwΛ (ω) est le nombre de composantes connexes (de´sormais : clusters) de Λ,
dans le graphe ω, qui ne touchent pas le bord exte´rieur de Λ. Par ailleurs, la
loi de σ conditionnellement a` ω sous la mesure jointe ΨJ,+Λ,β est particulie`rement
simple : les clusters de ω ont un spin constant, ceux qui touchent le bord ∂Λ
ont un spin +1 et ceux qui ne touchent pas le bord ont un spin qui vaut ±1
avec probabilite´s e´gales, inde´pendamment du spin des autres clusters.
La repre´sentation FK joue un roˆle central dans l’e´tude de certaines
questions concernant le mode`le d’Ising, en particulier pour la renormalisation
du mode`le a` des tempe´ratures proches de la tempe´rature critique.
3.1.3. Un re´sultat pre´liminaire. Pour de´crire comple`tement la mesure FK,
il faut e´tendre (5) a` des conditions au bord plus ge´ne´rales. Dans (5) l’exposant
w repre´sente la condition au bord wired, i.e. la condition au bord comple`tement
ferme´e. En remplac¸ant CwΛ (ω) par C
f
Λ(ω) qui repre´sente le nombre total de
clusters de Λ dans le graphe ω (la diffe´rence CfΛ(ω)−CwΛ (ω) est donc le nombre
de clusters qui touchent ∂Λ), on de´finit la mesure FK pour la condition au bord
libre (free). Ces deux conditions au bord sont extre´males, c’est-a`-dire que les
mesures FK associe´es encadrent stochastiquement toute autre mesure FK. De
plus, les ine´galite´s FKG montrent que EΦJ,wΛ,β de´croˆıt stochastiquement avec Λ,
alors que EΦJ,fΛ,β croˆıt. Dans la suite on aura besoin de supposer que les limites
en volume infini associe´es a` ces deux mesures sont e´gales, ce qui est le´gitime´
par le The´ore`me suivant, e´tabli au Chapitre 1. Notons que ce meˆme the´ore`me
a e´te´ e´tabli, dans le cas uniforme, dans [42, 59].
The´ore`me 1. L’ensemble N des β > 0 tels que
lim
N→∞
EΦJ,f
ΛˆN ,β
6= lim
N→∞
EΦJ,w
ΛˆN ,β
est au plus de´nombrable.
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3.1.4. L’hypothe`se de percolation par tranches. L’objectif du premier Cha-
pitre est de de´crire les phases du mode`le d’Ising dilue´. Nous devons donc
supposer β > βc ou` βc est la tempe´rature inverse a` laquelle a lieu la transition
de phase, soit encore :
mβ = lim
N→∞
EµJ,+
ΛˆN ,1/β
(σ0) > 0.
Suivant la repre´sentation FK du mode`le d’Ising, on a µJ,+
ΛˆN ,1/β
= ΦJ,w
ΛˆN ,β
(0
ω↔ ∂Λ)
et par conse´quent,
mβ = lim
N→∞
EΦJ,w
ΛˆN ,β
(0
ω↔ ∂Λ).
Autrement dit, l’hypothe`semβ > 0 est e´quivalente a` l’hypothe`se de percolation
sous la mesure FK. Malheureusement pour la ge´ne´ralite´ de notre e´tude, nous
n’avons pas e´te´ a` meˆme d’exploiter cette hypothe`se de percolation. Nous avons
base´ la construction du coarse graining sur une hypothe`se plus forte, celle de
percolation par tranches. On dit que la mesure FK re´alise la percolation par
tranches a` la tempe´rature inverse β s’il existe H ∈ N⋆ et α > 0 tels que, pour
tout L ∈ N⋆ et pour tout x, y ∈ SL,H = {1, . . . , L}d−1 × {1, . . . , H}, on a
EΦJ,fSL,H ,β
(
x
ω↔ y
)
> α. (6)
Cette de´finition n’est adapte´e qu’au cas des dimensions d > 3, aussi au
Chapitre 1 nous donnons une adaptation au cas bidimensionnel.
Notons βˆc la tempe´rature inverse critique pour la percolation dans les
tranches. On a clairement βˆc > βc et, par ailleurs, βˆc est finie de`s que βc
l’est. La comparaison avec le cas uniforme porte a` croire que, comme dans le
cas de la percolation [44] ou du mode`le d’Ising uniforme [13], les deux valeurs
critiques βˆc et βc sont en fait e´gales, et que par conse´quent l’hypothe`se β > βˆc
correspond a` l’inte´gralite´ de la re´gion de transition de phase.
3.1.5. Le coarse graining et la phase locale. Rappelons que l’objectif
premier du Chapitre 1 est de de´crire les phases du mode`le d’Ising dilue´, dans la
re´gion de transition de phase. Il s’agit de ge´ne´raliser la proce´dure de renorma-
lisation de´crite par Pisztora [73] pour le cas uniforme. Vu la correspondance
entre la repre´sentation FK et le mode`le d’Ising, nous commencerons par de´crire
l’aspect des clusters, a` l’aide de techniques spe´cifiques au milieu ale´atoire (voir
la Section 3.1.6 ci-dessous). Par cluster traversant dans ΛN , on entend un
cluster pour ω qui touche toutes les faces de ΛN .
The´ore`me 2. Soit β > βˆc. Alors il existe c > 0 et κ < ∞ tels que, pour
tout N ∈ N⋆ assez grand et l ∈ [κ logN,N ],
E inf
π
ΦJ,πΛN
(
Il existe un cluster traversant dans ΛN
et ce cluster est le seul de diame`tre > l
)
> 1− exp (−cl) .
Ce premier controˆle permet d’ores et de´ja` l’application des techniques de
renormalisation : si deux blocs de taille N se chevauchent, et que dans chacun
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de ces blocs on a l’existence d’un cluster traversant et l’unicite´ des grands
clusters, alors les deux grands clusters font en fait partie d’un meˆme cluster.
Le The´ore`me 1 permet alors d’e´tablir un controˆle sur la densite´ de ce cluster
principal : on montre que cette densite´ est, avec une tre`s grande probabilite´
lorsque β > βˆc et β /∈ N , arbitrairement proche de mβ.
Cette description de l’aspect typique de la mesure FK permet de de´finir
localement les deux phases du mode`le d’Ising dilue´, ou plus exactement,
les phases de la mesure jointe ΨJ,+ΛN ,β. Conside´rons ε > 0 et une e´chelle
me´soscopique L ∈ N⋆. Si ∆ = x + {1, . . . , L}d est un bloc de taille L inclus
dans ΛN , et si ∆
′ = x′ + {−L + 1, . . . , 2L}d avec x′ proche de x autant que
possible sous la contrainte ∆′ ⊂ ΛN , on de´finit
φ∆ ∈ {−1, 0, 1}
en posant
(i) φ∆ = +1 s’il existe un cluster traversant pour ω dans ∆
′ et si ce
cluster est le seul de diame`tre au moins L, si le spin associe´ a` ce
cluster est +1 et enfin, si l’aimantation
M∆ = 1|∆|
∑
x∈∆
σx
dans ∆ satisfait
|M∆ −mβ| 6 ε.
(ii) φ∆ = −1 dans les meˆmes conditions pour ω, si le spin associe´ au
cluster est −1 et que |M∆ +mβ| 6 ε.
(iii) φ∆ = 0 dans les autres cas.
La variable φ∆ repre´sente la phase locale. Elle donne en particulier un controˆle
pre´cis sur l’aimantation dans les re´gions ou` φ∆ 6= 0. Notons que la condition sur
ω garantit que deux blocs adjacents ne peuvent eˆtre dans des phases oppose´es
et que, si ∆ touche le bord, alors la phase ne peut eˆtre −1, autrement dit le
changement de phase ne´cessite le passage par une phase mal de´finie (φ = 0).
Enfin, cette de´finition de la phase s’assortit d’un controˆle stochastique : pour
tout ε > 0, on montre que la probabilite´ que φ∆ = 0 tend vers 0 lorsque L→
∞, uniforme´ment en ∆, puis que les suites (|φ∆i|)i dominent stochastiquement
un produit de mesures de Bernoulli de densite´ arbitrairement proche de 1,
lorsque L→∞.
3.1.6. Les particularite´s du milieu ale´atoire. La construction du coarse
graining, meˆme sous l’hypothe`se technique de percolation par tranches (6),
est tre`s de´licate et beaucoup plus longue que la construction de re´fe´rence [73]
pour le mode`le d’Ising uniforme. Cette longueur n’est bien suˆr pas gratuite,
elle est due au milieu ale´atoire qui rompt certaines des proprie´te´s de la mesure
FK. Commenc¸ons par de´tailler les deux types de mesures FK que nous pouvons
conside´rer en milieu ale´atoire :
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(i) La mesure annealed, lorsque nous inte´grons ΦJ,πΛ,β sous E
(ii) La mesure quenched, lorsqu’on conside`re ΦJ,πΛ,β pour J typique sous P.
Ce vocabulaire est he´rite´ de la me´tallurgie : la mesure annealed correspond
a` un refroidissement progressif du me´tal qui permet aux impurete´s (le milieu
ale´atoire) de se positionner et de participer a` l’e´quilibre global du syste`me. La
mesure quenched, a` l’oppose´, correspond a` un refroidissement instantane´ (la
trempe en franc¸ais) et ge`le la position des impurete´s suivant leur e´quilibre a`
haute tempe´rature.
Au niveau mathe´matique, la mesure quenched a les meˆmes proprie´te´s que
la mesure FK et satisfait en particulier aux e´quations DLR. Cela signifie que
lorsqu’on conditionne ΦJ,πΛ,β par rapport a` une configuration partielle ω|Λ′ , la
mesure re´sultante dans Λ\Λ′ est la mesure FK sur Λ\Λ′ qui inte`gre ω comme
condition au bord. Cette proprie´te´ est essentielle pour la construction du coarse
graining [73] dans le cas uniforme.
Ce qui rend la situation de´licate dans le cas du milieu ale´atoire, c’est que
(i) L’hypothe`se de percolation dans les tranches (6) doit eˆtre formule´e
sous la mesure annealed.
(ii) La mesure annealed n’a pas la proprie´te´ DLR.
De´taillons chacun de ces points, en commenc¸ant par (i). Prenons pour P la
mesure de dilution, et conside´rons une re´alisation typique du milieu J sous la
mesure P. Alors, avec une grande probabilite´ il existe x ∈ SL,H tel que Je = 0,
pour toutes les areˆtes qui me`nent en x. Mais Je = 0 implique Φ
J (ωe = 0) = 1,
et il sera donc impossible de connecter x a` un autre point sous ω, d’ou` la
ne´cessite´ de formuler (6) sous la mesure annealed. Le point (ii) est bien connu
et nous pouvons faire l’analogie avec les chaˆınes de Markov en milieu ale´atoire,
qui perdent la proprie´te´ de Markov sous la mesure annealed. Les conse´quences
de (ii) sont tre`s lourdes pour la construction du coarse graining, puisque cela
signifie que nous ne pouvons pas utiliser directement les techniques de [73].
La solution pre´sente´e dans le Chapitre 1 suit le cheminement suivant.
Dans un premier temps, on s’attaque au proble`me du conditionnement sous
la mesure annealed en comparant stochastiquement celle-ci a` un produit de
mesures annealed, sur des domaines plus petits. Cela permet d’e´tablir, avec
une forte probabilite´, l’existence d’un cluster ✭✭ dense ✮✮ (dans un sens que nous
ne pre´ciserons pas ici) dans la boˆıte ΛN . Ce cluster dense est en particulier
traversant. Ensuite, une construction ge´ome´trique nous permet de rendre
rigoureuse l’ide´e suivante : la probabilite´ qu’un cluster de diame`tre non-
ne´gligeable coˆtoie le cluster dense sans s’y connecter est ne´gligeable, ce qui
prouve l’unicite´ et conduit au The´ore`me 2.
3.2. La tension superficielle. Nous avons explique´ a` la Section 1.2.2
comment la tension superficielle permet de quantifier la probabilite´ de la
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coexistence de phases locale. Ici encore, la repre´sentation FK du mode`le
d’Ising dilue´ constitue un atout technique majeur pour l’e´tude de la tension
superficielle, de par les ine´galite´s FKG.
E´tant donne´ un paralle´le`pipe`de rectangle R de dimensions Nd−1 × δN ,
d’orientation n comme a` la Figure 3, centre´ en x, nous conside´rons
∂+R = {z ∈ ∂R : (z − x) · n > 0} et ∂−R = {z ∈ ∂R : (z − x) · n < 0} ,
les bords supe´rieurs et infe´rieurs de R. L’e´ve`nement de de´connection entre les
deux bords
DR =
{
ω ∈ ΩR : ∂+R ω= ∂−R
}
est intimement lie´ a` la pre´sence d’une interface entre les deux phases dans
R : d’apre`s la loi de σ conditionnellement a` ω (Section 3.1.2), la de´connection
entre les bords permet de choisir librement les phases de part et d’autre de
l’interface. Nous de´finissons donc la tension superficielle dans R en posant
τJR = −
1
Nd−1
log ΦJ,wR (DR) .
Cette de´finition co¨ıncide avec celle de la Section 1.2.2.
3.2.1. Conse´quences de la sous-additivite´. Une des proprie´te´s fondamen-
tales de la tension superficielle est, comme dans le cas uniforme, sa sous-
additivite´ [65]. De cette sous-additivite´ nous de´duisons la convergence de la
tension superficielle. Soit (RN) une suite de rectangles centre´s en 0, de bases
normales a` n, de dimensions Nd−1 × δN avec δ > 0.
The´ore`me 3. Il existe τ q(n) > 0, inde´pendant de δ > 0, tel que
τJRN −→
N→∞
τ q(n) en P-probabilite´. (7)
On appelle tension superficielle quenched cette limite.
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Fig. 6. Re´gimes de de´viations pour la tension superficielle.
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Nous avons e´galement caracte´rise´ les grandes de´viations de la tension
superficielle, a` l’aide a` nouveau de la sous-additivite´. Tout d’abord, les
de´viations supe´rieures de la tension superficielle ont un couˆt volumique :
The´ore`me 4. Pour tous ε, δ > 0, il existe c > 0 tel que, pour N assez
grand,
P
(
τJRN > τ
q(n) + ε
)
6 exp
(−cNd) .
Nous verrons dans la suite que ces de´viations ne sont pas a` meˆme
d’influencer le phe´nome`ne de coexistence de phases, a` cause de leur couˆt trop
e´leve´.
Les de´viations infe´rieures de la tension superficielle ont, a` l’oppose´, un couˆt
surfacique. Plus pre´cise´ment, notons Jmin la valeur minimale de J sous P, et
τmin la tension superficielle pour une re´alisation uniforme J ≡ Jmin.
The´ore`me 5. Il existe In : R→ [0,∞] convexe de´croissante, inde´pendante
de δ > 0, telle que pour tout τ 6= τmin(n),
In(τ) = lim
N→∞
− 1
Nd−1
logP
(
τJRN 6 τ
)
.
L’allure de In est repre´sente´e Figure 6. Il s’agit la` d’une quantite´
importante : les de´viations infe´rieures de la tension superficielle influencent
la coexistence de phases sous la mesure annealed, et sont responsables de la
dynamique lente dans la re´gion de transition de phase.
3.2.2. La tension superficielle annealed. Nous allons voir pour commencer
l’influence des de´viations infe´rieures sur la valeur de la tension superficielle.
On de´finit la tension superficielle λ-annealed en posant
τλ(n) = inf
τ∈R
{λτ + In(τ)} = lim
N→∞
− 1
Nd−1
logE
[(
ΦJ,wRN (DRN )
)λ]
,
ou` RN a la forme habituelle. La tension superficielle λ-annealed correspond
donc a` la tension superficielle sous E[ΦJ,wΛ (.)]
λ (1). Le cas particulier λ = 1
donne la tension superficielle annealed τa = τλ=1. De par l’ine´galite´ de Jensen,
il vient que τa(n) 6 τ q(n) et plus ge´ne´ralement,
τλ(n) 6 λτ q(n), ∀n. (8)
Une des questions majeures concernant les valeurs de la tension superficielle
est de savoir si l’e´galite´ est possible, en dehors du cas ou` τ q s’annule. Dans
le cas du polyme`re dirige´, l’ine´galite´ τa(n) < τ q(n) implique la localisation
du polyme`re [22, 29] ; elle a e´te´ de´montre´e a` toute tempe´rature [31] pour le
mode`le du polyme`re dirige´ en dimension 1 + 1.
1Soit dit en passant, E[ΦJ,w
Λ
(.)]λ n’est une mesure que dans le cas λ = 1, pour λ 6= 1 il
y a en effet un de´faut d’additivite´.
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Dans la Section 3 du Chapitre 2, nous montrons, pour une large classe de
lois P pour l’environnement, que l’ine´galite´ (8) est stricte a` basse tempe´rature.
Cette question est e´galement lie´e au comportement de In a` gauche de τ
q(n) :
si la pente de In a` gauche de τ
q(n) est nulle, alors l’ine´galite´ est stricte (voir
aussi le The´ore`me 8).
3.2.3. A` propos des de´viations infe´rieures. Nous avons pu ge´ne´raliser a` la
tension superficielle du mode`le d’Ising dilue´ un des controˆles classiques dans
le cas des polyme`res dirige´s [30, 21]. Dans la Section 4 du Chapitre 2, en
utilisant des me´thodes de concentration de la mesure [60], nous e´tablissons le
the´ore`me suivant :
The´ore`me 6. Supposons que P satisfasse une ine´galite´ de log-Sobolev.
Alors, pour tout n vecteur unitaire de Rd, pour Lebesgue-presque tout β > 0,
on a
lim sup
r→0+
In(τ
q(n)− r)
r2
> 0.
L’hypothe`se sur P n’est pas ve´ritablement contraignante. Elle est ve´rifie´e
pour les mesures usuelles (dilution, mesure uniforme sur [0, 1]). La condition
✭✭ presque tout β ✮✮ est un re´sidu du proble`me suivant : on n’a a priori pas de
controˆle uniforme sur la longueur de l’interface dans le mode`le d’Ising dilue´,
contrairement au cas du polyme`re. Notons que, dans le cas d’un milieu qui
satisfait Je > ε > 0, P-presque suˆrement, la conclusion est vraie pour tout
β > 0 assez grand puisqu’alors, on peut controˆler la longueur de l’interface de
fac¸on uniforme.
Une des conse´quences du The´ore`me 6 est tout simplement la stricte
positivite´ de In a` gauche de τ
q(n). Il s’agit la` d’un fait important, puisqu’il
montre que le couˆt de re´duire la tension superficielle est toujours d’ordre
surfacique. Pre´cise´ment, nous avons :
Corollaire 7. Supposons que P satisfasse une ine´galite´ de log-Sobolev.
Alors l’ensemble
NI =
{
β > 0 : ∃n ∈ Sd−1 et ε > 0 : In(τ q(n)− ε) = 0
}
est au plus de´nombrable.
Dans la Section 4 du Chapitre 2, nous donnons e´galement une borne
supe´rieure sur In. En de´finissant ξn, l’exposant pour les fluctuations trans-
versales de l’interface, d’une manie`re approprie´e, on e´tablit :
The´ore`me 8. Supposons β > βˆc. Alors, pour tout γ > ξn et pour tout
r > 0 assez petit, on a
In(τ
q(n)− r) 6 r2−γ.
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3.3. Coexistence de phases. Fort des outils de´veloppe´s dans les deux
premiers Chapitres, nous abordons au Chapitre 3 l’e´tude de la coexistence de
phases dans le mode`le d’Ising dilue´. Une fois n’est pas coutume, la construction
se ge´ne´ralise sans difficulte´. Cela ne veut pas dire que le milieu ale´atoire
n’influence pas la coexistence, et nous verrons les conse´quences de l’ale´a sur la
forme du cristal de Wulff qui e´merge.
3.3.1. L’approche L1. Le coarse graining de´crit dans le premier Chapitre
donne une ide´e pre´cise de ce que sont les phases du mode`le d’Ising dilue´. Nous
avons vu en particulier que l’aimantation locale, lorsque la phase est bien
de´finie, est proche de ±mβ. Donnons-nous K ∈ N⋆ et de´composons le domaine
ΛN en blocs (∆i)i∈IN,K ou` les ∆i sont des cubes de la forme
∆i = xi + {1, . . . , K}d
ou` xi est le point le plus proche de Ki tel que ∆i ⊂ ΛN . E´tant donne´ une
re´alisation des spins σ ∈ ΣΛN , l’aimantation a` l’e´chelle me´soscopique K est la
fonction constante par morceaux, de´finie par
MK : x ∈ [0, 1]d 7→ 1
Kd
∑
z∈∆i(x)
σz
ou` i(x) est le plus petit indice qui conduise a` un bloc contenant Nx. Notons
que ce de´coupage par blocs permet de passer de la structure microscopique du
mode`le (les spins, porte´s par ΛN) a` l’aspect macroscopique du syste`me, ou` l’on
observe dans le cube unite´ [0, 1]d l’aimantation localeMK(x) autour du point
microscopique Nx.
Le coarse graining de´veloppe´ au Chapitre 1 montre qu’en chaque point
x, MK(x) est proche de ±mβ, avec une probabilite´ tre`s e´leve´e. L’approche
L1 de la coexistence de phases consiste a` e´tudier la probabilite´ que le profil
tout entier, MK/mβ, soit proche en norme L1 d’un profil donne´ u : [0, 1]d →
{±1}. Nous verrons dans la suite que cette approche est tout a` fait adapte´e,
non seulement au coarse graining, mais aussi aux ne´cessite´s ge´ome´triques du
proble`me puisqu’elle permet de de´finir sans ambigu¨ıte´ le couˆt de n’importe
quel profil.
3.3.2. Un proble`me d’isope´rime´trie. E´tant donne´ U ⊂ [0, 1]d Borel mesu-
rable, on note
χU = 1Uc − 1U =
{ −1 si x ∈ U
1 sinon.
On notera par ailleurs Hd−1 la mesure de Hausdorff de dimension d−1 dans Rd
(rappelons que Hd−1 est une mesure de surface). Si U a un pe´rime`tre fini (i.e.
si u = χU a une variation finie), on peut de´finir une notion de bord re´duit ∂
⋆u,
telle que Hd−1(∂⋆u) est le pe´rime`tre de U , et telle qu’en tout point x ∈ ∂⋆u on
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puisse conside´rer nux la normale exte´rieure a` u en x. On pose alors
F q(u) =
∫
∂⋆u
τ q(nux)dHd−1(x) et Fλ(u) =
∫
∂⋆u
τλ(nux)dHd−1(x)
lorsque u ∈ BV, ou` BV est l’ensemble des fonctions u : [0, 1]d → {±1} a`
variation finie. On montre dans le Chapitre 3 que, pour u ∈ BV et δ > 0 assez
petit, K ∈ N⋆ assez grand puis N ∈ N⋆ assez grand,
1
Nd−1
log µJ,+ΛN ,β
(MK
mβ
∈ V (u, δ)
)
≃ −F q(u)
avec une P-probabilite´ qui tend vers 1 lorsque N →∞, alors que
1
Nd−1
logE
[
µJ,+ΛN ,β
(MK
mβ
∈ V (u, δ)
)]λ
≃ −Fλ(u).
Comme dans la Section 1.2.3, cela indique que la coexistence de phases n’a
pas lieu naturellement dans le mode`le d’Ising dilue´. On imposera donc une
contrainte de volume pour forcer la coexistence. De tous les profils de volume
donne´, le mode`le d’Ising choisira le moins improbable, c’est-a`-dire celui de couˆt
minimal. Cela nous conduit au proble`me isope´rime´trique suivant : quel est le
minimum de F q(u) (ou de Fλ(u)) pour u = χU ∈ BV, avec Ld(U) = v ?
Au de´but du vingtie`me sie`cle, Wulff [81] a remarque´ que, e´tant donne´ la
tension superficielle τ , la forme qui minimise l’inte´grale de τ sur son bord, sous
la contrainte de volume 1, est
W = γ {x ∈ Rd : x · n 6 τ(n)} (9)
avec γ ∈ (0,∞) fixe´ de fac¸on a` avoir Ld(W) = 1. La preuve de l’optimalite´
de cette forme peut se faire en utilisant l’ine´galite´ de Brunn-Minkowski, voir
[76], [37] et [38]. Dans le proble`me que nous conside´rons, il y a une contrainte
supple´mentaire : l’interface est confine´e au cube [0, 1]d. L’optimalite´ du cristal
de Wulff nous indique que, pour z ∈ Rd et α ∈ (0,∞) tel que αd = v, le profil
u = χz+αW
minimise F parmi les profils satisfaisant la condition de volume. Ce profil
satisfait e´galement la contrainte du confinement au cube si α diam∞(W) 6 1
et si
z ∈ Tα =
[α
2
diam∞(W), 1− α
2
diam∞(W)
]d
.
Ces faits ge´ome´triques permettent, dans un premier temps, de de´terminer le
couˆt de la contrainte de volume sous les mesures quenched et annealed. Si
Wq et Wλ sont les cristaux de Wulff, de volume 1, qui correspondent a` τ q
et τλ respectivement, comme en (9), et si NI est l’ensemble des tempe´ratures
inverses de´fini au Corollaire 7, on a :
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The´ore`me 9. Soit β > βˆc tel que β /∈ N . Alors, pour tout 0 6 α <
1/ diam∞(Wq),
1
Nd−1
log µJ,+ΛN
(
mΛN
mβ
6 1− 2αd
)
−→
N→∞
−F q(αWq)
en P-probabilite´ (et meˆme P-presque suˆrement si β /∈ NI). De meˆme, pour tout
λ > 0 et 0 6 α < 1/ diam∞(Wλ),
1
Nd−1
logE
[(
µJ,+ΛN
(
mΛN
mβ
6 1− 2αd
))λ]
−→
N→∞
−Fλ(αWλ).
Formulons maintenant le The´ore`me qui de´crit la coexistence au sens L1
dans le mode`le d’Ising dilue´ :
The´ore`me 10. Soit β > βˆc tel que β /∈ N . Pour tout 0 6 α <
1/ diam∞(Wq) et ε > 0, pour K assez grand on a
lim
N→∞
µJ,+ΛN
MK
mβ
∈
⋃
z∈T qα
V(χz+αWq , ε)
∣∣∣∣∣∣ mΛNmβ 6 1− 2αd
 = 1
en P-probabilite´ (P-presque suˆrement si β /∈ NI). De meˆme, pour tout 0 6 α <
1/ diam∞(Wλ=1) et ε > 0, pour K assez grand :
lim
N→∞
(
EµJ,+ΛN
)MK
mβ
∈
⋃
z∈T λα
V(χz+αWλ=1 , ε)
∣∣∣∣∣∣ mΛNmβ 6 1− 2αd
 = 1.
Autrement dit, sous les mesures conditionnelles ci-dessus, la zone de phase
moins a la forme d’un cristal de Wulff de volume approprie´.
3.3.3. Influence du milieu ale´atoire. Lorsqu’on impose la coexistence de
phases sous la mesure quenched, la configuration des spins doit s’adapter
au milieu. Cela a pour conse´quence que la tension superficielle, lorsque la
tempe´rature tend vers 0, est de´termine´e par le flux maximal associe´ au milieu
ale´atoire. Il s’ensuit (Chapitre 2, Section 3) que Wq tend vers le cristal de
Wulff correspondant au flux maximal de P, lorsque β → +∞ et moyennant
l’hypothe`se P(Je > 0) = 1.
A` l’oppose´, sous la mesure annealed (et cela se ge´ne´ralise a` λ > 0), le milieu
ale´atoire s’adapte lui aussi a` la contrainte de volume pour rendre plus facile la
coexistence de phases. En effet, l’ine´galite´ τλ 6 λτ q, et le fait que Wλ et Wq
aient tous deux un volume e´gal a` 1, impliquent que
F q(Wq) > λ−1Fλ(Wq) > λ−1Fλ(Wλ)
(l’ine´galite´ est stricte si τλ < λτ q). Nous prouvons enfin que, lorsque β → +∞,
et encore sous l’hypothe`se P(Je > 0) = 1, on a la convergence de Wλ vers le
cube unite´.
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3.3.4. Re´duire le couˆt de la coexistence. Dans la conclusion du Chapitre
3, nous de´taillons une conse´quence de la seconde partie du The´ore`me 9 : on
peut caracte´riser en fonction de Fλ et de Wλ le couˆt de re´duire le couˆt de la
contrainte de volume. Pre´cise´ment, posons
J (f) = sup
λ>0
{Fλ(Wλ)− λf} ∈ [0,∞]
pour tout f ∈ R. La fonctionnelle J est la transforme´e de Fenchel-Legendre
de λ 7→ Fλ(Wλ), tout comme In est la transforme´e de la tension superficielle.
Avec des notations e´videntes, on a J = +∞ a` gauche de Fmin(Wmin), J <∞
a` droite de Fmin(Wmin) et J = 0 a` droite de F q(Wq), et surtout :
The´ore`me 11. Soit β > βˆc tel que β /∈ N . Pour f 6= F τmin(Wτmin) et
α > 0 petit, on a
1
Nd−1
logP
(
1
Nd−1
log µJ,+ΛN
(
mΛN
mβ
6 1− 2αd
)
> −αd−1f
)
−→
N→∞
−αd−1J (f).
Autrement dit, le couˆt de re´duire le couˆt de la coexistence est d’ordre
surfacique. Par contre, augmenter le couˆt de la coexistence au dela` de F q(αWq)
requiert l’augmentation de la tension superficielle dans tout le domaine, il s’agit
donc d’un e´ve´nement de couˆt volumique.
3.4. Dynamique lente. Dans la dernie`re partie de la the`se, nous nous
sommes inte´resse´ a` la dynamique de Glauber du mode`le d’Ising dilue´, notre
objectif e´tant le suivant : donner une preuve rigoureuse de la borne infe´rieure
(4) en utilisant les re´sultats sur la coexistence de phases e´tablis au Chapitre 3.
Nous avons de´crit succinctement la dynamique de Glauber au paragraphe
1.3 et nous nous allons ici donner quelques notations supple´mentaires. E´tant
donne´ un domaine Λ ⊆ Zd quelconque, on note (σt) le processus de Markov
associe´ a` la dynamique de Glauber pour la re´alisation J du milieu, la condition
au bord plus et l’e´tat initial ρ ∈ Σ+Λ . On note P J,ρ,+Λ la loi de ce processus. A`
chaque instant t > 0, σt est donc une configuration de Σ
+
Λ alors que σt(x) est
la valeur du spin en x au temps t. Enfin, on de´finit le semi-groupe T J,+Λ associe´
a` la dynamique en posant(
T J,+Λ (t)f
)
(ρ) = EJ,ρ,+Λ f(σt)
pour tout f : Σ→ R. La quantite´ (T J,+Λ (t)f)(ρ) est donc la valeur moyenne de
f au temps t, partant de ρ.
Le re´sultat principal du Chapitre 4 consiste en une borne infe´rieure
polynomiale sur l’autocorre´lation, de´finie comme suit :
A(t) = E
∫ ∣∣∣(T JT (t)π0)(ρ)− µJ,+T (σ(0))∣∣∣ dµJ,+T (ρ).
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L’autocorre´lation mesure la vitesse de convergence de la valeur moyenne
du spin en 0 au temps t vers sa valeur moyenne a` l’e´quilibre, pour des
configurations initiales distribue´es sous la mesure annealed P× µJ,+.
3.4.1. Borne infe´rieure sur l’autocorre´lation. Nous avons donne´ a` la Sec-
tion 2.3.2 un aperc¸u de l’heuristique conduisant a` la borne infe´rieure sur
l’autocorre´lation. En utilisant la description de la coexistence de phases faite
au Chapitre 3, nous pouvons rendre rigoureuse cette heuristique.
De´crivons pour commencer les conditions initiales que nous conside´rons.
On de´fini IC comme l’ensemble des (u0, τ
r) tels que :
(i) Le profil u0 = χU0 ∈ BV a un bord re´gulier (voir Chapitre 4), U0 est
a` distance positive du bord de [0, 1]d et U0, U
c
0 sont connexes.
(ii) La tension re´duite τ r est une fonction continue de [0, 1]d dans R, et
elle ve´rifie :
τmin(nu0x ) < τ(x) 6 τ
q(nu0x ), ∀x ∈ ∂⋆u0.
E´tant donne´ une condition initiale (u0, τ
r) ∈ IC, on conside`re l’e´nergie
superficielle re´duite F r :
F r (u) =
∫
∂⋆u0∩∂⋆u
τ r(x)dHd−1(x) +
∫
∂⋆u\∂⋆u0
τ q(nux)dHd−1(x)
qui tient compte de la re´duction de la tension superficielle sur le bord de u0
(cf. Figure 7).
N∂⋆u0
N
τ r
−mβ
N∂⋆u0
τ r
−mβ
τ q
+mβ
+mβ
Fig. 7. Configuration initiale : dilution et coexistence de phases
Nous montrons alors que l’aimantation e´volue suivant une trajectoire
(presque) continue en norme L1, et qu’elle doit passer par une forme de couˆt
e´leve´. En particulier, pour ε > 0 on conside´rera l’ensemble
Cε(u0) =
{
(vi)i=1...k :
k ∈ N ; v0 = u0 et vk = 1
∀i, vi ∈ BV et ‖vi+1 − vi‖ 6 ε
}
et le surcouˆt discret
Krdisc(u0) = lim
ε→0+
inf
v∈Cε(u0)
max
i
F r(vi)−F r(u0).
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Nous faisons alors le lien entre le couˆt de la coexistence a` l’e´quilibre et la
dynamique de Glauber, et confirmons la borne heuristique (4) :
The´ore`me 12. Soit β > βˆc tel que β /∈ N ∪NI . Alors,
lim inf
t→∞
logA(t)
log t
> − inf
(u0,τr)∈IC
Ir(u0) + F r(u0)
Krdisc(u0)
∈ [0,∞]. (10)
Rappelons que N est l’ensemble des β > 0 ou` il n’y a pas unicite´ des
mesures FK annealed en volume infini, et que NI est l’ensemble des β > 0
pour lesquels le couˆt surfacique de re´duire la tension superficielle est nul. Pour
des mesures P usuelles, ces deux ensembles sont au plus de´nombrables.
3.4.2. Ge´ome´trie de la relaxation. Il y a beaucoup a` dire sur les questions
ge´ome´triques associe´es a` cette borne infe´rieure. Calculer explicitement la borne
infe´rieure semble tout a` fait hors de porte´e, ne´anmoins il est essentiel de baliser
un tant soit peu le terrain.
La premie`re question, bien que pressante, n’est pas facile. Le The´ore`me 12
ne mentionne aucun controˆle de finitude sur la borne infe´rieure, il faut donc
s’assurer qu’il ne s’agit pas d’un The´ore`me vide ! Pour cela, il faut exhiber au
moins une configuration initiale qui conduise a` un surcouˆt strictement positif.
Notre re´ponse a e´te´ finalement assez ge´ne´rale :
The´ore`me 13. Soit (u0, τ
r) ∈ IC tel que :
(i) Le bord de u0 est C1
(ii) Il existe ε > 0 tel que τ r(x) 6 τ q(nu0x )− ε, pour tout x ∈ ∂⋆u0.
Alors le surcouˆt discret Krdisc(u0) associe´ a` (u0, τ r) est strictement positif.
Nous avons e´galement e´tudie´ le comportement de la borne infe´rieure (10)
a` basse tempe´rature :
Proposition 3.1. Supposons 0 < P(Je = 0) < 1 − pc(d). Alors, il existe
c <∞ tel que, pour β assez grand, pour t assez grand,
A(t) > t−c/β.
Par ailleurs, afin de re´duire la difficulte´ du proble`me ge´ome´trique nous
avons souhaite´ passer des e´volutions discre`tes a` des e´volutions continues. Soit
E(u0) l’ensemble des e´volutions continues qui se de´tachent de manie`re continue
du bord de u0 :
E(u0) =
(vt)t∈[0,1] :
∀t ∈ [0, 1], vt ∈ BV,
t 7→ vt est continue pour la norme L1 et
t 7→ 1∂⋆vt∩∂⋆u0 est continue pour la norme
L1 associe´e a` la restriction de Hd−1 a` ∂⋆u0
 .
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On de´finit alors une notion continue du surcouˆt
Kr(u0) = inf
v∈E(u0)
sup
t∈[0,1]
F r(vt)−F r(u0),
et prouvons le the´ore`me suivant :
The´ore`me 14. Pour tout (u0, τ
r) ∈ IC, on a
Kr
disc
(u0) = Kr(u0).
L’information supple´mentaire du de´tachement continu permet de calculer
le surcouˆt dans quelques cas simples, bidimensionnels : celui du cercle et de la
tension isotrope, celui du carre´ et de la tension correspondant au cristal carre´.
4. Perspectives
J’espe`re avoir convaincu le lecteur que les 80 ans du mode`le d’Ising et
les dizaines de milliers d’articles touchant a` ce mode`le [57] n’ont pas e´puise´
les questions essentielles ! Je n’espe´rais pas pour ma part rencontrer une telle
effusion de proble`mes physiques, probabilistes et ge´ome´triques dans un mode`le
pourtant si modeste de de´finition.
La pre´sente the`se a pu re´pondre a` plusieurs interrogations, mais nous
avons duˆ laisser de coˆte´ un certain nombre de points a` cause de leur difficulte´
technique. Le premier Chapitre repose sur la conjecture que βc = βˆc comme
dans le cas uniforme [13], mais il s’agit de toute e´vidence d’une question
e´pineuse. Le second Chapitre, par ses tre`s nombreux liens avec l’e´tude des
interfaces et les similarite´s avec diffe´rents mode`les de la physique statistique
– qu’il s’agisse des polyme`res dirige´s ou des flux maximaux – invite a` de
nombreux prolongements. Nous souhaiterions notamment comple´ter notre
re´sultat sur l’ine´galite´ stricte entre la tension superficielle annealed et la tension
quenched (actuellement : a` basse tempe´rature, moyennant une hypothe`se sur
P) et de´terminer les e´ventuels cas d’e´galite´. La question des fluctuations
transversales de l’interface en milieu ale´atoire est probablement aussi difficile
que passionnante... tout comme la de´termination des asymptotiques exactes
de la fonction de taux des de´viations infe´rieures de la tension superficielle.
L’e´tude de la coexistence de phases est l’un des points ou` nous avons le
sentiment d’avoir, en quelque sorte, atteint l’objectif. Bien entendu, il est
toujours possible d’aller plus loin. On pourrait, en l’occurrence, chercher a`
de´crire plus pre´cise´ment l’allure du milieu ale´atoire lorsqu’on impose une
re´duction du couˆt de la coexistence et montrer, par exemple, que la tension
n’est re´duite que sur le bord d’un certain cristal de Wulff.
Concluons sur une direction tre`s prometteuse : la dynamique de Glauber.
Nous avons pu mettre en e´vidence un me´canisme de pie´geage des interfaces
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par le de´sordre, qui conduit a` une relaxation tre`s lente dans le domaine
de coexistence de phases. Nous n’avons a` l’e´vidence pas explore´ toutes les
conse´quences de ce me´canisme. Les re´percussions sur le trou spectral, par
exemple, semblent prometteuses.
Une application tre`s stimulante des techniques de´veloppe´es dans cette the`se
est l’e´tude du phe´nome`ne de catalyse. La pre´sence du milieu ale´atoire peut
jouer le roˆle de catalyseur et favoriser la nucle´ation, i.e. l’apparition de gouttes
de phase oppose´e. Dans la continuite´ de cette the`se, nous nous inte´resserons
a` la ge´ne´ralisation de l’e´tude de la me´tastabilite´ [75] pour comprendre le roˆle
du de´sordre dans les phe´nome`nes de nucle´ation.
CHAPTER 1
Coarse graining and renormalization
Abstract. By the mean of a multi-scale analysis we describe the typical
geometrical structure of the clusters under the FK measure in random media.
Our result holds in any dimension d > 2 provided that slab percolation
occurs under the annealed measure, which should be the case in the whole
supercritical phase. This work extends the one of Pisztora [73] and provides
an essential tool for the analysis of the supercritical regime in disordered FK
models and in the corresponding disordered Ising and Potts models.
1.1. Introduction
The introduction of disorder in the Ising model leads to major changes
in the behavior of the system. Several types of disorder have been studied,
including random field (in that case, the phase transition disappears if and
only if the dimension is less or equal to 2 [48, 5, 18]) and random couplings.
In this Chapter our interest goes to the case of random but still ferromag-
netic and independent couplings. One such model is the dilute Ising model in
which the interactions between adjacent spins equal β or 0 independently, with
respective probabilities p and 1 − p. The ferromagnetic media randomness is
responsible for a new region in the phase diagram: the Griffiths phase p < 1
and βc < β < βc(p). Indeed, on the one hand the phase transition occurs
at βc(p) > βc for any p < 1 that exceeds the percolation threshold pc, and
does not occur (i.e. βc(p) =∞) if p 6 pc, βc = βc(1) being the critical inverse
temperature in absence of dilution [3, 28]. Yet, on the second hand, for any
p < 1 and β > βc, the magnetization is a non-analytic function of the external
field at h = 0 [41]. See also the reviews [40, 16].
The paramagnetic phase p 6 1 and β < βc is well understood as the spin
correlations are not larger than in the corresponding undiluted model, and
the Glauber dynamics have then a positive spectral gap [63]. The study of
the Griffiths phase is already more challenging and other phenomena than
the break in the analyticity betray the presence of the Griffiths phase, as the
sub-exponential relaxation under the Glauber dynamics [8]. In the present
Chapter we focus on the domain of phase transition p > pc and β > βc(p) and
on the elaboration of a coarse graining.
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A coarse graining consists in a renormalized description of the microscopic
spin system. It permits to define precisely the notion of local phase and
constitutes therefore a fundamental tool for the study of the phase coexistence
phenomenon. In the case of percolation, Ising and Potts models with uniform
couplings, such a coarse graining was established by Pisztora [73] and among
the applications stands the study of the L1-phase coexistence by Bodineau et
al. [12, 14] and Cerf, Pisztora [23, 25, 26], see also Cerf’s lecture notes [24].
In the random media case there are numerous motivations for the
construction of a coarse graining. Just as for the uniform case, the coarse
graining is a major step towards the L1-description of the equilibrium phase
coexistence phenomenon under both quenched and annealed measures (done
in Chapter 3) – the second important step being the analysis of surface
tension and its fluctuations. But our motivations do not stop there as the
coarse graining also permits the study of the dynamics of the corresponding
systems, which are modified in a definite way by the introduction of media
randomness. We confirm in Chapter 4 the prediction of Fisher and Huse [45]
that the dilution dramatically slows down the dynamics, proving the expected
polynomial decay for the average spin autocorrelation under the Glauber
dynamics.
Let us conclude with a few words on the technical aspects of the present
work. First, the construction of the coarse graining is done under the random
media FK model which constitutes a convenient mathematical framework,
while the adaptation of the coarse graining to the Ising and Potts models
is straightforward, cf. Section 1.5.5. Second, instead of the assumption
of phase transition we require percolation in slabs as in [73] (under the
annealed measure), yet we believe that the two notions correspond to the
same threshold βc(p). At last, there is a major difference between the present
work and [73]: on the contrary to the uniform FK measure, the annealed
random media FK measure does not satisfy the DLR equation. This ruins all
expectancies for a simple adaptation of the original proof, and it was indeed a
challenging task to design an alternative proof.
1.2. The model and our results
1.2.1. The random media FK model.
1.2.1.1. Geometry, configurations sets. We define the FK model on finite
subsets of the standard lattice Zd for d ∈ {1, 2, . . .}. Domains that often appear
in this work include the box ΛN = {1, . . . , N − 1}d, its symmetric version
ΛˆN = {−N, . . . , N}d and the slab SN,H = {1, . . . , N − 1}d−1 × {1, . . . , H − 1}
for any N,H ∈ N⋆, d > 2.
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Let us consider the norms
‖x‖2 =
(
d∑
i=1
x2i
)1/2
and ‖x‖∞ = max
i=1...d
|xi| , ∀x ∈ Zd
and denote (ei)i=1...d the canonical basis of Zd. We say that x, y ∈ Zd are
nearest neighbors if ‖x−y‖2 = 1 and denote this as x ∼ y. Given any Λ ⊂ Zd,
we define its exterior boundary
∂Λ =
{
x ∈ Zd \ Λ : ∃y ∈ Λ, x ∼ y} (1.1)
and to Λ we associate the edge sets
Ew(Λ) = {{x, y} : x ∈ Λ, y ∈ Zd and x ∼ y} (1.2)
and Ef (Λ) = {{x, y} : x, y ∈ Λ and x ∼ y}. (1.3)
In other words, Ew(Λ) is the set of edges that touch Λ while Ef (Λ) is the set
of edges between two adjacent points of Λ. Note that the set of points attained
by Ew(Λ) equals, thus, Λ ∪ ∂Λ. We also denote E(Zd) = Ew(Zd) = Ef (Zd).
The set of cluster configurations and that of media configurations are
respectively
Ω =
{
ω : E
(
Zd
)→ {0, 1}} and J = {J : E (Zd)→ [0, 1]} .
Given any E ⊂ E(Zd) we denote by ω|E (resp. J|E) the restriction of ω ∈ Ω
(resp. J ∈ J ) to E, that is the configuration that coincides with ω on E and
equals 0 on Ec. We consider then
ΩE =
{
ω|E, ω ∈ Ω
}
and JE =
{
J|E, J ∈ J
}
the set of configurations that equal 0 outside E. Given ω ∈ Ω, we say that an
edge e ∈ E(Zd) is open for ω if ωe = 1, closed otherwise. A cluster for ω is a
connected component of the graph (Zd,O(ω)) where O(ω) ⊂ E(Zd) is the set
of open edges for ω. At last, given x, y ∈ Zd we say that x and y are connected
by ω (and denote it as x
ω↔ y) if they belong to the same ω-cluster.
1.2.1.2. FK measure under frozen disorder. We now define the FK measure
under frozen disorder J ∈ J in function of two parameters p and q. The first
one p : [0, 1] → [0, 1] is an increasing Borel measurable function such that
p(0) = 0, p(x) > 0 if x > 0 and p(1) < 1, that quantifies the strength of
interactions in function of the media. The second one q > 1 corresponds to
the spin multiplicity.
Given E ⊂ E(Zd) finite, J ∈ J a realization of the media and π ∈ ΩEc
a boundary condition, we define the measure ΦJ,p,q,πE by its weight on each
ω ∈ ΩE:
ΦJ,p,q,πE ({ω}) =
1
ZJ,p,q,πE
∏
e∈E
(p(Je))
ωe (1− p(Je))1−ωe × qCπE(ω) (1.4)
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where CπE(ω) is the number of ω-clusters touching E under the configuration
ω ∨ π defined by
(ω ∨ π)e =
{
ωe if e ∈ E
πe else
and ZJ,p,q,πE is the partition function
ZJ,p,q,πE =
∑
ω∈ΩE
∏
e∈E
(p(Je))
ωe (1− p(Je))1−ωe × qCπE(ω). (1.5)
Note that we often use a simpler form for ΦJ,p,q,πE : if the parameters p and q
are clear from the context, we omit them, and if E is of the form Ew(Λ) for
some Λ ⊂ Zd we simply write ΦJ,πΛ instead of ΦJ,πEw(Λ). For convenience we use
the same notation for the probability measure ΦJ,πE and for its expectation.
Let us at last denote f, w the two extremal boundary conditions: f ∈ ΩEc
with fe = 0,∀e ∈ Ec is the free boundary condition while w ∈ ΩEc with
we = 1,∀e ∈ Ec is the wired boundary condition.
When q = 2 and p(J) = 1−exp(−2βJ), the measure ΦJ,p,q,wΛ is the random
cluster representation of the Ising model with couplings J , and when q ∈
{2, 3 . . .} and p(J) = 1− exp(−βJ) it is the random cluster representation of
the q-Potts model with couplings J , see Section 1.5.5 and [66]. Yet, most of
the results we present here are independent of this particular form for p.
Let us recall the most important properties of the FK measure ΦJ,πE . Given
ω, ω′ ∈ Ω we write ω 6 ω′ if and only if ωe 6 ω′e,∀e ∈ E(Zd). A function f :
Ω→ R is said increasing if for any ω, ω′ ∈ Ω we have ω 6 ω′ ⇒ f(ω) 6 f(ω′).
For any finite E ⊂ E(Zd), for any J ∈ J , π ∈ ΩEc , the following holds:
The DLR equation: For any function h : Ω→ R, any E ′ ⊂ E,
ΦJ,πE (h (ω)) = Φ
J,π
E
[
Φ
J,(ω∨π)|(E′)c
E′ h
(
ω|(E′)c ∨ ω′
)]
(1.6)
where ω′ denotes the variable associated to the measure Φ
J,(ω∨π)|Ec
E′ .
The FKG inequality: If f, g : Ω → R+ are positive increasing
functions, then
ΦJ,πE (fg) > Φ
J,π
E (f)Φ
J,π
E (g). (1.7)
Monotonicity along π and p: If f : Ω→ R+ is a positive increasing
function and if π, π′ ∈ ΩEc , p, p′ : [0, 1] → [0, 1] satisfy π 6 π′ and
p(Je) 6 p
′(Je) for all e ∈ E, then
ΦJ,p,q,πE (f) 6 Φ
J,p′,q,π′
E (f). (1.8)
Comparison with percolation: If p˜ = p/(p + q(1 − p)), for any
positive increasing function f : Ω→ R+ we have
ΦJ,p˜,1,fE (f) 6 Φ
J,p,q,π
E (f) 6 Φ
J,p,1,f
E (f). (1.9)
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The proofs of these statements can be found in [4] or in the reference book [43]
(yet for uniform J). Let us mention that the assumption q > 1 is fundamental
for (1.7).
1.2.1.3. Random media. We pass now to the description of the law on the
random media. Given a Borel probability distribution ρ on [0, 1], we call P the
product measure on J ∈ J that makes the Je i.i.d. variables with marginal
law ρ, and denote E the expectation associated to P. We also denote BE the
σ-algebra generated by J|E, for any E ⊂ E(Zd).
We now turn towards the properties of ΦJ,πE as a function of J . Given
E,E ′ ⊂ E(Zd) with E finite and a function h : J ×Ω→ R+ such that h(., ω)
is BE′-measurable for each ω ∈ ΩE, the following holds:
Measurability: The function J → ΦJ,πE ({ω0}) is BE-measurable while
J → ΦJ,πE (h(J, ω)) and J → sup
π∈ΩEc
ΦJ,πE (h(J, ω)) (1.10)
are BE∪E′-measurable, for all ω0 ∈ ΩE and π ∈ ΩEc .
Worst boundary condition: There exists a BE∪E′-measurable func-
tion π˜ : J 7→ ΩEc such that for all J ∈ J ,
Φ
J,π˜(J)
E (h(J, ω)) = sup
π∈ΩEc
ΦJ,πE (h(J, ω)). (1.11)
The first point is a consequence of the fact that ΦJ,πE ({ω}) is a continuous
function of the p(Je) and of the remark that
ΦJ,πE (h(J, ω)) =
∑
ω∈ΩE
ΦJ,πE ({ω})h(J, ω).
For proving the existence of π˜ in (1.11) we partition the set of possible
boundary conditions ΩEc into finitely many classes according to the equivalence
relation
π ∼ π′ ⇔ ∀ω ∈ ΩE, CπE(ω) = Cπ
′
E (ω).
A geometrical interpretation for this condition is the following: π and π′ are
equivalent if they partition the interior boundary of the set of vertexes of E in
the same way. Consider now π1, π2, . . . , πn ∈ ΩEc in each of the n classes and
define:
k(J) = inf
{
k ∈ {1, . . . , n} : ΦJ,πkE (h(J, ω)) = sup
π∈ΩEc
ΦJ,πE (h(J, ω))
}
,
it is a finite, BE∪E′-measurable function and π˜ = πk(J) is a solution to (1.11).
1.2.1.4. Quenched, annealed and worst-annealed measures. A consequence
of (1.10) is that one can consider the behavior of ΦJ,πE under P. The quenched
random media FK measure corresponds to a study of the typical behavior of
ΦJ,πE under P, while the annealed random media FK measure is EΦ
J,π
E . In view
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of Markov’s inequality the worst annealed measure constitutes a convenient
way of controlling both the P and the supπ Φ
J,π
E -probabilities of rare events
(yet it is not a measure): for any A ⊂ ΩE and C > 0,
E sup
π∈ΩcE
ΦJ,πE (A) 6 exp(−2C)⇒ P
(
sup
π∈ΩcE
ΦJ,πE (A) > exp(−C)
)
6 exp(−C)
⇒ E sup
π∈ΩcE
ΦJ,πE (A) 6 2 exp(−C). (1.12)
1.2.1.5. Absence of DLR equation for the annealed measure. It is well
known that the annealed law of Markov chains in random media is not Markov.
In our setting, the same occurs for the annealed FK measure, which does not
satisfy the DLR equation. We present here a simple counterexample. Consider
ρ = λδ1 + (1− λ)δ0 for λ ∈ (0, 1), q > 1 and p(Je) = pJe with p ∈ (0, 1). Let
E = {e, f} where e = {x, y} and f = {y, z} with z 6= x and π a boundary
condition that connects x to z but not to y. Then,
EΦπE (ωe = 1 and ωf = 1) = λ
2ppˆ
EΦπE (ωe = 0 and ωf = 1) = λ
2(1− p)pˆ+ (1− λ)λp˜
where
p˜ =
p
1 + (1− p)(q − 1) and pˆ =
p
1 + (1− p)2(q − 1)
and it follows that the conditional expectation of ωe knowing ωf = 1 equals
(EΦπE) (ωe|ωf = 1) =
λp
λ+ (1− λ)p˜/pˆ > λp
since p˜ < pˆ. As E supπ′ Φ
π′
{e}(ωe) = EΦ
w
{e}(ωe) = λp we have proved that the
conditional measure strictly dominates any random FK measure on {e} with
the same parameters, hence the DLR equation cannot hold.
1.2.2. Slab percolation. The regime of percolation under the annealed
measure is characterized by
lim
N→∞
EΦJ,f
ΛˆN
(
0
ω↔ ∂ΛˆN
)
> 0 (P)
yet we could not elaborate a coarse graining under the only assumption of
percolation. As in [73] our work relies on the stronger requirement of slab
percolation under the annealed measure, that is:
∃H ∈ N⋆, inf
N∈N⋆
inf
x,y∈SN,H∪∂SN,H
EΦJ,fSN,H
(
x
ω↔ y
)
> 0 (SP, d > 3)
lim
N→∞
EΦJ,fSN,κ(N) (∃ an horizontal crossing for ω) > 0 (SP, d = 2)
for some function κ : N⋆ 7→ N⋆ with limN→∞ κ(N)/N = 0, where an horizontal
crossing for ω means an ω-cluster that connects the two vertical faces of
∂SN,κ(N).
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The choice of the annealed measure for defining (SP, d > 3) is not arbitrary
and one should note that slab percolation does not occur in general under the
quenched measure, even for high values of β when p(Je) = 1− exp(−βJe): as
soon as P(Je = 0) > 0, one has
∀H ∈ N⋆, lim
N→∞
P
(
inf
x,y∈SN,H∪∂SN,H
ΦJ,fSN,H
(
x
ω↔ y
)
= 0
)
= 1.
This fact makes the construction of the coarse graining difficult. Indeed,
the annealed measure lacks some mathematical properties with respect to
the quenched measure – notably the DLR equation – and this impedes
the generalization of Pisztora’s construction [73], while under the quenched
measure the assumption of percolation in slabs is not relevant.
Let us discuss the generality of assumption (SP). It is remarkable that (SP)
is equivalent to the coarse graining described by Theorem 1.2.1 (the converse
of Theorem 1.2.1 is an easy exercise in view of the renormalization methods
developed in Section 1.5.1). Yet, the fundamental question is whether (P) and
(SP) are equivalent.
In the uniform case, when d > 3 it has been proved that the thresholds for
percolation and slab percolation coincide in the case of percolation (q = 1)
by Grimmett and Marstrand [44] and for the Ising model (q = 2) by
Bodineau [13]. It is generally believed that they coincide for all q > 1. In
the two dimensional case with q = 1 the threshold for (SP, d = 2) coincides
again with the threshold for percolation pc as the latter corresponds to the
threshold for exponential decay of connectivities in the dual lattice [64, 1].
In the random case the equality of thresholds holds when q = 1 as the
annealed measure boils down to a simple independent bond percolation process
of intensity E(p(Je)). For larger q we have no clue for a rigorous proof, yet
we believe that the equality of thresholds should hold. Following Aizenman
et al. [3] who compare the annealed FK measure to two independent bond
percolation processes of respective intensities E (p(Je)/(p(Je) + q(1− p(Je))))
and E(p(Je)) (see also (1.9)) one obtains bounds on the domain for (SP)
∀d > 2, E
(
p(Je)
p(Je) + q(1− p(Je))
)
> pc(d)⇒ (SP)⇒ E(p(Je)) > pc(d)
according to the equality of thresholds for (P) and (SP) for (non-random)
percolation.
1.2.3. Our results. The most striking result we obtain is a generalization
of the coarse graining of Pisztora [73]. Given ω ∈ ΩEw(ΛN ), we say that a
cluster C for ω is a crossing cluster if it touches every face of ∂ΛN .
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Theorem 1.2.1. Assumption (SP) implies the existence of c > 0 and
κ <∞ such that, for any N ∈ N⋆ large enough and for all l ∈ [κ logN,N ],
E inf
π
ΦJ,πΛN
(
There exists a crossing ω-cluster C⋆ in ΛN
and it is the unique cluster of diameter > l
)
> 1− exp (−cl)
where the infimum infπ is taken over all boundary conditions π ∈ ΩE(Zd)\Ew(ΛN ).
This result is completed by the following controls on the density of the
main cluster: if
θf = lim
N→∞
EΦJ,f
ΛˆN
(
0
ω↔ ∂ΛˆN
)
and θw = lim
N→∞
EΦJ,w
ΛˆN
(
0
ω↔ ∂ΛˆN
)
(1.13)
are the limit probabilities for percolation under the annealed measure with free
and wired boundary conditions, and if we define the density of a cluster in ΛN
as the ratio of its cardinal over |ΛN |, we have:
Proposition 1.2.2. For any ε > 0 and d > 1,
lim sup
N
1
Nd
logE sup
π
ΦJ,πΛN
(
Some crossing cluster C⋆ has
a density larger than θw + ε
)
< 0 (1.14)
while assumption (SP) implies, for any ε > 0 and d > 2:
lim sup
N
1
Nd−1
logE sup
π
ΦJ,πΛN
(
There is no crossing cluster C⋆
of density larger than θf − ε
)
< 0. (1.15)
In other words, the density of the crossing cluster determined by Theorem
1.2.1 lies between θf and θw. Yet in most cases these two quantities coincide
thanks to our last result, which generalizes those of Lebowitz [59] and
Grimmett [42]:
Theorem 1.2.3. If the interaction equals p(Je) = 1− exp(−βJe), for any
Borel probability measure ρ on [0, 1], any q > 1 and any dimension d > 1, the
set
Dρ,q,d =
{
β > 0 : lim
N→∞
EΦJ,f
ΛˆN
6= lim
N→∞
EΦJ,w
ΛˆN
}
is at most countable.
The coarse graining for the FK measure is then adapted to the Ising model
with ferromagnetic random interactions, see Theorem 1.5.7.
1.2.4. Overview of the Chapter. A significant part of this Chapter
is dedicated to the proof of the coarse graining – Theorem 1.2.1 – under
the assumption of slab percolation under the annealed measure (SP, d > 3).
Let us recall that no simple adaptation of the original proof for the uniform
media [73] is possible as, on the one hand, the annealed measure does not
satisfy the DLR equation while, on the second hand, slab percolation does not
occur under the quenched measure.
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In Section 1.3 we prove the existence of a crossing cluster in a large box,
with large probability under the annealed measure. We provide as well a
much finer result: a stochastic comparison between the annealed measure and
a product of local annealed measures, that permits to describe some aspects
of the structure of (J, ω) under the annealed measure.
In Section 1.4 we complete the difficult part of the coarse graining: we prove
the uniqueness of large clusters with large probability. In order to achieve
such a result we establish first a quenched and uniform characterization of
(SP, d > 3) that we call (USP): for ε > 0 small enough and L large enough,
with a P-probability at least ε for n large enough, each x in the bottom of a
slab S of length nL, height L log n is, with a φJS-probability at least ε, either
connected to the origin of S, either disconnected from the top of the slab. For
proving the (nontrivial) implication (SP, d > 3)⇒(USP) we describe first the
typical structure of (J, ω) under the annealed measure (Section 1.4.1), then we
introduce the notion of first pivotal bond (Section 1.4.2) that enables to make
recognizable local modifications for turning bad configurations (in terms of
(USP)) into appropriate ones. Finally, in Section 1.4.4 we prove a first version
of the coarse graining, while in Section 1.4.5 we give the same conclusion for
the two dimensional case using a much simpler argument.
The objective of Section 1.5.1 is to present the adaptation of the renor-
malization techniques to the random media case. As a first application we
state the final form of the coarse graining – Theorem 1.2.1 – and complete
it with estimates on the density of the crossing cluster – Proposition 1.2.2.
We generalize then the results of [59, 42] on the uniqueness of the infinite
volume measure for all except at most countably many values of the parameters
– see Theorem 1.2.3. We conclude the Chapter with an adaptation of the
coarse graining to the Ising model with ferromagnetic disorder and discuss the
structure of the local phase profile in Theorem 1.5.7.
1.3. Existence of a dense cluster
In this Section we concentrate on the proof of existence of a dense ω-
cluster in a large box. As our proof is based on a multi-scale analysis we begin
with a few notations for the decomposition of the domain into L-blocks: given
L ∈ N⋆, we say that a domain Λ ⊂ Zd is L-admissible if it is of the form
Λ =
∏d
i=1{1, . . . , aiL− 1} with a1, . . . , ad ∈ {2, 3, . . .}. Such a domain can be
decomposed into blocks (and edge blocks) of side-length L as follows: we let
B˚Li = {1, . . . , L− 1}d + Li and BLi = {0, . . . , L}d + Li (1.16)
and denote
E˚Li = E
w
(
B˚Li
)
and ELi = E
f (BLi ) ∩ Ew(Λ). (1.17)
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We recall that Ef (Λ′) was defined at (1.3), it is the set of interior edges of
Λ′ ⊂ Zd, in opposition with Ew(Λ′) defined at (1.2) that includes the edges
from Λ′ to the exterior. We call at last
IΛ,L =
{
i ∈ Zd : B˚Li ⊂ Λ
}
. (1.18)
Remark that the E˚Li are disjoint with E˚
L
i ⊂ ELi . The edge set ELi includes
the edges on the faces of BLi , which makes E
L
i and E
L
j disjoint if and only if
i, j ∈ IΛ,L satisfy ‖i− j‖2 > 1. See also Figure 1 for an illustration.
In order to describe the structure of configurations ω ∈ ΩEw(Λ) we say that
(Ei)i∈IΛ,L is a L-connecting family for Λ if Ei is ω|ELi -measurable, ∀i ∈ IΛ,L and
if it has the following property: given any connected path c1, . . . , cn in IΛ,L,
for any ω ∈ ⋂nk=1 Eck there exists an ω-cluster in ⋃nk=1ELck that connects all
faces of all ∂B˚Lck , for k = 1 . . . n.
Let us present the main result of this Section:
Theorem 1.3.1. Given any L ∈ N⋆ and Λ ⊂ Zd a L-admissible domain,
there exist a measure ΨLΛ on JEw(Λ) × ΩEw(Λ) and a L-connecting family
(Ei)i∈IΛ,L such that
(i) the measure ΨLΛ is stochastically smaller than EΦ
J,f
Λ ,
(ii) under ΨLΛ, each Ei is independent of the collection (Ej)j∈IΛ,L:‖j−i‖2>1,
(iii) there exists ρL ∈ [0, 1] independent of the choice of Λ such that
inf
i∈IΛ,L
ΨLΛ (Ei) > ρL
with furthermore ρL −→
L→∞
1 if (SP, d > 3).
An immediate consequence of this Theorem is that (SP, d > 3) implies the
existence of a crossing cluster in the box ΛLN for L,N ∈ N⋆ large with large
probability under the annealed measure EΦJ,fΛLN , cf. Corollary 1.3.5. Yet, the
information provided by Theorem 1.3.1 goes much further than Corollary 1.3.5
and we will see in Section 1.4 that it is also the basis for the proof of the uniform
slab percolation criterion (USP).
1.3.1. The measure ΨLΛ. The absence of DLR equation for the annealed
random FK measure makes impossible an immediate adaptation of Pisztora’s
argument for the coarse graining [73]. As an alternative to the DLR equation
one can however consider product measures and compare them to the annealed
measure.
Assuming that Λ ⊂ Zd is a L-admissible domain, we begin with the
description of a partition of Ew(Λ) =
⊔n
k=1Ek. On the one hand, we take
all the E˚Li with i ∈ IΛ,L and then separately all the remaining edges, namely
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the lateral edges of the BLi (see (1.17) for the definition of E˚
L
i and Figure 1
for an illustration of the partition). This can be written down as
Ew(Λ) =
n⊔
k=1
Ek =
 ⊔
i∈IΛ,L
E˚Li
⊔ ⊔
e∈ELlat(Λ)
{e}
 (1.19)
where ELlat(Λ) = E
w(Λ) \⋃i∈IΛ,L E˚Li = ⋃i∈IΛ,L(ELi \ E˚Li ). We consider then for
ΨLΛ the measure on JEw(Λ) × ΩEw(Λ) defined by
ΨLΛ(h(J, ω)) =
[
n⊗
k=1
EEkΦ
Jk,f
Ek
]
(h(J1 ∨ . . . ∨ Jn, ω1 ∨ . . . ∨ ωn)) (1.20)
for any h : J × Ω → R+ such that h(., ω) is BEw(Λ)-measurable for each
ω ∈ ΩEw(Λ), where J1 ∨ . . .∨ Jn ∈ JEw(Λ) (resp. ω1 ∨ . . .∨ωn ∈ ΩEw(Λ)) stands
for the configuration which restriction to Ek equals Jk (resp. ωk).
◦
B Li
0 1 L a1L− 1
Λ
L + 1L− 1
Figure 1. Ew(Λ) partitioned into the E˚Li and the lateral
(dashed) edges.
The first crucial feature of ΨLΛ is its product structure: under Ψ
L
Λ the
restriction of (J, ω) to any E˚Li with i ∈ IΛ,L or to {e} with e ∈ ELlat(Λ) is
independent of the rest of the configuration, so that in particular the restriction
of ω to ELi is independent of its restriction to
⋃
j∈IΛ,L:‖j−i‖2>1E
L
j , and for any
L-connecting family point (ii) of Theorem 1.3.1 is verified.
The second essential property of ΨLΛ is that it is stochastically smaller than
the annealed measure on Λ with free boundary condition, namely point (i)
of Theorem 1.3.1 is true. This is an immediate consequence of the following
Proposition:
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Proposition 1.3.2. Consider a finite edge set E and a partition (Ei)i=1...n
of E. Assume that h : J × Ω → R is BE-measurable in the first variable and
that for every J , h(J, .) is an increasing function. If we denote by (Ji, ωi) ∈
JEi × ΩEi the variables associated to the measure EΦJi,fEi (resp. EΦJi,wEi ), we
have:
EΦJ,wE h 6
[
n⊗
i=1
EEiΦ
Ji,w
Ei
]
(h(J1 ∨ . . . ∨ Jn, ω1 ∨ . . . ∨ ωn)) (1.21)
resp. EΦJ,fE h >
[
n⊗
i=1
EEiΦ
Ji,f
Ei
]
(h(J1 ∨ . . . ∨ Jn, ω1 ∨ . . . ∨ ωn)) . (1.22)
Proof. We focus on the proof of the second inequality since both proofs
are similar. We begin with the case n = 2. Applying twice the DLR equation
(1.6) for Φ we get, for any J ∈ J :
ΦJ,fE (h(J, ω)) = Φ
J,f
E
[
Φ
J,ω|E2
E1
[
ΦJ,ω1E2 (h (J, ω1 ∨ ω2))
]]
where ω is the variable for ΦJ,fE , ω1 that for Φ
J,ω|E2
E1
and ω2 that for Φ
J,ω1
E2
. Since
h (J, ω1 ∨ ω2) is an increasing function of ω1 and ω2, it is enough to use the
monotonicity (1.8) of ΦJ,πE along π to conclude that
ΦJ,fE (h(J, ω)) > Φ
J,f
E1
[
ΦJ,fE2 (h (J, ω1 ∨ ω2))
]
.
The same question on the J-variable is trivial since P is a product measure,
namely if J, J1, J2 are the variables corresponding to EE,EE1 and EE2 :
EEΦ
J,f
E (h(J, ω)) > EE1EE2Φ
J1,f
E1
[
ΦJ2,fE2 (h (J1 ∨ J2, ω1 ∨ ω2))
]
.
It is clear that EE2 and Φ
J1,f
E1
commute, and that EE1Φ
J1,f
E1
and EE2Φ
J2,f
E2
also
commute, hence the claim is proved for n = 2. We end the proof with the
induction step, assuming that (1.22) holds for n and that E is partitioned into
(Ei)i=1...n+1. Applying the inductive hypothesis at rank 2 to E1 and E
′
2 =
∪i>2Ei we prove that EΦJ,fE h(J, ω) > EE1ΦJ1,fE1 EE′2Φ
J ′2,f
E′2
h (J1 ∨ J ′2, ω1 ∨ ω′2).
Remarking that for any fixed (J1, ω1) the function (J, ω) ∈ J × Ω 7→
h(J1 ∨ J|E′2 , ω1 ∨ ω) is BE′2-measurable in J and increases with ω we can apply
the inductive hypothesis at rank n in order to expand further on J ′2 and ω
′
2
and the proof is over. 
1.3.2. The L-connecting family EL,Hi . The second step towards the
proof of Theorem 1.3.1 is the construction of a L-connecting family. The faces
of the blocks BLi play an important role hence we continue with some more
notations. Remark that (κ, ε) ∈ {1, . . . , d} × {0, 1} indexes conveniently the
2d faces of BLi if to (κ, ε) we associate the face Li+ Lεeκ + FLκ where
FLκ = {0, . . . , L}d ∩ {x · eκ = 0}. (1.23)
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We decompose then each of these faces into smaller d − 1 dimensional
hypercubes and let
HL,Hκ =
{
j ∈ Zd : j · eκ = 0 and ∀k ∈ {1, . . . , d} \ {κ},
L/(3H) 6 j · ek 6 2L/(3H)− 1
}
(1.24)
and for any j ∈ HL,Hκ we denote
FL,Hi,κ,ε,j = Li+ Lεeκ +Hj + FH−1κ (1.25)
so that FL,Hi,κ,ε,j is the translated of FH−1κ positioned at Hj on the face (κ, ε) of
BLi , as illustrated on Figure 2.
BLi
FL,Hi,κ,ǫ,j
L/3 L/3
L
H
Figure 2. The d− 1 dimensional facets FL,Hi,κ,ε,j.
The facets FL,Hi,κ,ε,j will play the role of seeds for the L-connecting family.
Given ω ∈ ΩEw(Λ) and i ∈ IΛ,L, (κ, ε) ∈ {1, . . . , d} × {0, 1} and j0 ∈ HL,Hκ ,
we say that FL,Hi,κ,ε,j0 is a seed at scale H for the face (κ, ε) of B
L
i if j0 is the
smallest index in the lexicographical order among the j ∈ HL,Hκ such that
either FL,Hi,κ,ε,j ∩ Λ = ∅, either all the edges e ∈ Ef (FL,Hi,κ,ε,j) are open for ω
(we recall that Ef (Λ′) is the set of edges between any two adjacent points of
Λ′ ⊂ Zd, cf. (1.3))
The first condition is designed to handle the case when the face (κ, ε) of
BLi is not in Λ (this happens if B˚
L
i touches the border of Λ, cf. Figure 1): with
our conventions, there always exists a seed in that case and it is the FL,Hi,κ,ε,j of
smallest index j ∈ HL,Hκ .
Then, we let
EL,Hi =
{
ω ∈ ΩEw(Λ) : Each face of B
L
i owns a seed and
these are connected under ω|ELi
}
,∀i ∈ IΛ,L (1.26)
which is clearly a L-connecting family since, on the one hand, EL,Hi depends on
ω|ELi only and, on the second hand, the seed on the face (κ, 1) of B
L
i corresponds
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by construction to that on the face (κ, 0) of BLi+eκ , for any i, i+eκ ∈ IΛ,L. Hence
we are left with the proof of part (iii) of Theorem 1.3.1.
1.3.3. Large probability for ELi under ΨLΛ. In this Section we conclude
the proof of Theorem 1.3.1 with an estimate over the ΨLΛ-probability of
ELi = EL,[
d√δ logL]
i (1.27)
for δ > 0 small enough, and show as required that ΨLΛ(ELi ) → 1 as L → ∞
assuming (SP, d > 3), uniformly over Λ and i ∈ IΛ,L. Our proof is made
of the two Lemmata below: first we prove the existence of seeds with large
probability and then we estimate the conditional probability for connecting
them.
Lemma 1.3.3. Assume that c = EΦJ,f{e}(ωe) > 0 and let δ < −1/ log c. Then
there exists (ρL)L>3 with limL→∞ ρL = 1 such that, for every L-admissible Λ
and every i ∈ IΛ,L,
ΨLΛ
({
Each face of BLi bears a seed at scale HL = [
d
√
δ logL]
})
> ρL.
Lemma 1.3.4. Assume (SP, d > 3). Then, there exists (ρ′H)H∈N⋆ with
ρ′H → 1 as H → ∞ such that, for any L ∈ N⋆ such that HL,H1 6= ∅, any
L-admissible domain Λ ⊂ Zd and any i ∈ IΛ,L,
ΨLΛ
(
EL,Hi
∣∣∣∣{ Each face of BLi bearsa seed at scale H
})
> ρ′H . (1.28)
Before proving Lemmata 1.3.3 and 1.3.4 we state an important warning:
the fact that ΨLΛ(ELi ) → 1 as L → ∞ does not give any information on the
probability of ELi under the original annealed measure EΦJΛ as ELi is not an
increasing event !
Proof. (Lemma 1.3.3). The ΨLΛ-probability for any lateral edge of B
L
i to
be open equals c, hence a facet FL,HLi,κ,ε,j ⊂ Λ is entirely open with a probability
c(d−1)(HL−1)H
d−2
L > cH
d
L
for L large enough. Consequently, the probability that there is a seed at scale
HL on each face of B
L
i is at least
ρL = 1− 2d
(
1− cHdL
)h L
3HL
−2
id−1
> 1− 2d exp
(
−cHdL ×
[
L
3HL
− 2
]d−1)
(1.29)
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using the inequality 1− u 6 exp (−u). We remark at last that for L large,
log
(
cH
d
L ×
[
L
3HL
− 2
]d−1)
> HdL log c+ (d− 1) (logL− log(4HL))
> (1 + δ log c) logL− log(4HL)
with 1 + δ log c > 0 thanks to the assumption on δ, hence the term in the
exponential in (1.29) goes to −∞ as L → ∞ and we have proved that
limL→∞ ρL = 1. 
Proof. (Lemma 1.3.4). We fix a realization ωext ∈ ΩEw(Λ)\E˚Li such that
each face of BLi bears a seed under ωext. Thanks to the product structure of
ΨLΛ, the restriction to E˚
L
i of the conditional measure Ψ
L
Λ (.|ω = ωext) equals
EΦJ,f
E˚Li
, hence the probability for connecting all seeds together is
EΦJ,f
E˚Li
(
ω ∨ ωext ∈ EL,Hi
)
.
We will prove below that with large probability one can connect a seed to the
seed in any adjacent face, and this will be enough for concluding the proof.
Indeed, denote s1, . . . , s2d the seeds of ωext. Thanks to the requirement ai > 2
in the definition of L-admissible sets, we can assume that s1 and s2 are on
adjacent faces, both of them inside Λ so that in fact s1 and s2 are entirely
open for ωext. If we connect s1 to each of the seeds s2, . . . , s2d−1 in the adjacent
faces of BLi , and then in turn connect s2 to s2d we have connected all seeds
together. As a consequence one can take
ρ′H = 1− (2d− 1)(1− inf
L:HL,H1 6=∅
ρ′′H,L) (1.30)
as a lower bound in (1.28), where ρ′′H,L is the least probability under EΦ
J,f
E˚Li
for
connecting two facets FL,Hi,κ,ε,j and F
L,H
i,κ′,ε′,j′ in adjacent faces of B
L
i .
For the sake of simplicity we let i = 0, (κ, ε) = (1, 0) and (κ′, ε′) = (2, 0).
Our objective is to connect any two facets FL,H0,1,0,j and F
L,H
0,2,0,j′ (j ∈ HL,H1 and
j′ ∈ HL,H2 ) with large probability under EΦJ,fB˚L0 , and we achieve this placing
slabs in BL0 . Thanks to assumption (SP, d > 3) there exist α > 0 and Hs ∈ N⋆
such that any two points in S∪∂S are connected by ω with probability at least
α under EΦJ,fS , provided that S is of the form S = {1, . . . , N−1}d−1×{1, Hs−1}
with N ∈ N large enough. We describe now two sequences of slabs of height
Hs linking the seeds F
L,H
0,1,0,j and F
L,H
0,2,0,j′ to each other. Let first, for l ∈ N and
κ ∈ {1, 2}:
S(l, κ) = {1, . . . , l − 1}d ∩ {x : 1 6 x · eκ 6 Hs − 1} (1.31)
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and then
U(l, h, κ) = S(l, κ) + heκ +
∑
k>3
[
L− l
2
]
ek (1.32)
for l ∈ {1, . . . , L}, h ∈ {0, . . . , L −Hs} and κ ∈ {1, 2}. The slab U(l, h, κ) is
normal to eκ and the eκ-coordinates of its points remain in {h + 1, . . . , h +
Hs − 1}, it is in contact with the face (κ′, 0) of B˚L0 where {κ′} = {1, 2} \ {κ}
and it is positioned roughly at the center of B˚Li in every other direction ek for
k > 3. We conclude these geometrical definitions letting
Vn = U (j · e2H + (n− 1)Hs, j′ · e1H + (n− 1)Hs, 1) (1.33)
which are vertical slabs and
Tn = U (j
′ · e1H + nHs, j · e2H + (n− 1)Hs, 2) (1.34)
which are horizontal slabs, for any n ∈ {1, . . . , ⌈H/Hs⌉}. As illustrated on
Figure 3, for any n ∈ {1, . . . , ⌈H/Hs⌉}, FL,H0,1,0,j is in contact with Ew(Tn) since
the largest dimension of the slab is at least L/3, while Ew(Vn) touches F
L,H
0,2,0,j′ ,
and by construction Ew(Vn) and E
w(Tn) touch each other. Furthermore the
edge sets Ew(Vn) and E
w(Tn) are all disjoint, and all included in E
w(B˚L0 ).
Consider now the product measure
Θ =
⌈H/Hs⌉⊗
n=1
(
EΦJ,fVn ⊗ EΦJ,fTn
)
. (1.35)
Under the measure Θ, the probability that there is a ω-open path in Ew(Vn)∪
Ew(Tn) between the two seeds F
L,H
0,1,0,j and F
L,H
0,2,0,j′ is at least α
2 thanks to
(SP, d > 3). By independence of the restrictions of ω to the unions of slabs
(Ew(Vn) ∪ Ew(Tn))n=1...⌈H/Hs⌉, it follows that the Θ-probability that ω does
not connect FL,H0,1,0,j to F
L,H
0,2,0,j′ in E
w(B˚L0 ) is not larger than (1− α2)⌈H/Hs⌉.
Thanks to the stochastic domination Θ 6
stoch.
EΦJ,f
B˚L0
seen in Proposition 1.3.2,
the same control holds for the measure EΦJ,f
B˚L0
and we have proved that
ρ′′H,L >
(
1− α2)⌈H/Hs⌉
for any L such thatHL,H1 6= ∅. In view of (1.30) this yields limH→∞ ρ′H = 1. 
1.3.4. Existence of a crossing cluster. An easy consequence of Theo-
rem 1.3.1 is the following:
Corollary 1.3.5. If (SP, d > 3), for any L ∈ N⋆ large enough one has
lim
N
EΦJ,fΛLN (There exists a crossing cluster for ω in ΛLN) = 1.
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Figure 3. The slabs Vn and Tn in the proof of Lemma 1.3.4.
Proof. The existence of a crossing cluster is an increasing event hence it
is enough to prove the estimate under the stochastically smaller measure ΨLΛLN .
Under ΨLΛLN the events ELi are only 1-dependent thus for L large enough the
collection (1{ELi })i∈IΛ,L stochastically dominates a site percolation process with
high density [62]. In particular, the coarse graining [73] yields the existence
of a crossing cluster for (1{ELi })i∈IΛ,L in IΛ,L with large probability as N →∞,
and the latter event implies the existence of a crossing cluster for ω in ΛLN as
(ELi )i∈IΛ,L is a L-connecting family. 
1.4. Uniqueness of large clusters
In the previous Section we established Theorem 1.3.1, that gives a first
description of the behavior of clusters in a large box. Our present objective is
to use that information in order to infer from the slab percolation assumption
(SP, d > 3) a uniform slab percolation criterion (USP).
Given L, n ∈ N⋆ with n > 3 we let
Λlogn,L = {1, Ln− 1}d−1 × {1, L⌈log n⌉ − 1}, (1.36)
call Bottom(Λlogn,L) = {1, . . . , Ln − 1}d−1 × {0} and Top(Λlogn,L) = {1, . . . , Ln −
1}d−1×{L⌈log n⌉} the horizontal faces of ∂Λlogn,L, consider o = (1, . . . , 1, 1) ∈ Zd
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a reference point in Λlogn,L and H
− the discrete half hyperplane
H− = {x ∈ Zd : x · ed 6 0}. (1.37)
as well as E− = Ef (H−) the set of edges with all extremities in H−. Then, we
define (USP) as follows:
∃L ∈ N⋆,∃ε > 0 such that for any n large enough,
P
 ∀x ∈ Bottom(Λlogn,L),∀π ∈ ΩEw(Λlogn,L)c ,∀ξ ∈ ΩE− :
ΦJ,π
Λlogn,L
(
x
ω∨ξ↔ o or x ω∨ξ= Top(Λlogn,L)
)
> ε
 > ε. (USP)
The implication (SP, d > 3)⇒(USP) will be finally proved in Proposition
1.4.7, and its consequence – the uniqueness of large clusters – detailed in
Proposition 1.4.9.
1.4.1. Typical structure in slabs of logarithmic height. As a first
step towards the proof of the implication (SP, d > 3)⇒(USP) we work on the
proof of Proposition 1.4.1 below. We need still a few more definitions. On the
one hand, given ω ∈ Ω and x ∈ Zd we say that o and x are doubly connected
under ω if there exist two ω-open paths from o to x made of disjoint edges,
and consider
C2o (ω) = {x ∈ Zd : x is doubly connected to o under ω}. (1.38)
On the second hand we describe the typical J-structure in order to permit
local surgery on ω later on. Given a rectangular parallelepiped Λ ⊂ Zd that is
L-admissible, we generalize the notation BLi defining
BL,ni =
(
Li+ {−nL+ 1, . . . , (n+ 1)L− 1}d) ∩ Λ (1.39)
for n ∈ N; note that B˚Li = BL,0i if i ∈ IΛ,L (see (1.18)). Given J ∈ J and
e ∈ E(Zd), we say that e is J-open if Je > 0. For all i ∈ IΛ,L we denote
GLi =

There exists a unique J-open cluster in
Ew(BL,1i ) of diameter larger or equal to L
and ∀e ∈ Ew(BL,3i ), Je = 0 or Je > εL
 (1.40)
where εL > 0 is a cutoff that satisfies P (0 < Je < εL) 6 e−L. Given a
finite rectangular parallelepiped R ⊂ Zd and I ⊂ Zd we say that I presents
an horizontal interface in R if there exists no ∗-connected path c1, . . . , cn
(i.e. ‖ci+1− ci‖∞ = 1, ∀i = 1 . . . n− 1) in R \ I with c1 · ed = minx∈R x · ed and
cn · ed = maxx∈R x · ed. We consider at last the event
L =
(J, ω) : There exists an horizontal interface I in{0, . . . , n− 1}d−1 × {1, . . . , ⌈log n⌉ − 1} such
that: ∀i ∈ I, C2o (ω) ∩BLi 6= ∅ and J ∈ GLi
 (1.41)
and claim:
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Proposition 1.4.1. (SP, d > 3) implies the existence of L ∈ N⋆ such that
lim inf
n→∞
E inf
π
ΦJ,π
Λlogn,L
(L) > 0.
The proof of this Proposition is not straightforward and we achieve first
several intermediary estimates under the product measure Ψ
L/3
Λlogn,L
.
1.4.1.1. Double connections. The event ELi introduced in the former Section
efficiently describes connections between sub-blocks in the domain Λ. However,
as it will appear in the proof of Proposition 1.4.7, the information provided
by ELi is not enough to be able to proceed to local modifications on ω in
a recognizable way and this is the motivation for introducing the notion of
double connections. Assuming that L is a multiple of 3, that Λ ⊂ Zd is a
L-admissible domain and that i ∈ IΛ,L we define
DLi =
⋂
j∈3i+{0,1,2}d
EL/3j . (1.42)
Note that DLi depends on ω in ELi , a box of side-length L, while the measure
Ψ
L/3
Λ associated to the EL/3j has a decorrelation length L/3.
An immediate consequence of Theorem 1.3.1 is the following fact:
Lemma 1.4.2. Assumption (SP, d > 3) implies:
lim
L→∞,3|L
inf
Λ ⊂ ZdL-admissible
i ∈ IΛ,L
Ψ
L/3
Λ
(DLi ) = 1.
Moreover, the event DLi depends only on ω|ELi . For any i, j ∈ IΛ,L with ‖i −
j‖2 > 1 the events DLi and DLj are independent under ΨL/3Λ .
The relation between DLi and the notion of double connections appears
below:
Lemma 1.4.3. If (i1, . . . , in) is a path in Zd such that B˚Lik ⊂ Λ,∀k = 1 . . . n
and if ω ∈ DLi1 ∩ . . .∩DLin, then there exist x ∈ BLi1 and y ∈ BLin and two ω-open
paths from x to y in
⋃n
k=1E
L
ik
made of distinct edges.
This fact is an immediate consequence of the properties of EL/3j , see Figure
4. Note that the factor 3 in EL/3j is necessary as the ω-open clusters described
by EL/3j can use the edges on the faces of BL/3j .
1.4.1.2. Local J-structure. We describe now the typical J-structure with
the help of the event GLi (see (1.40)).
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BLin
BLi1
x
y
Figure 4. A loop made of good EL/3-blocks in a path of good
DL-blocks.
Lemma 1.4.4. The event GLi depends only on J|Ew(BL,3i ), and (SP, d > 3)
implies
lim
L→∞
inf
Λ ⊂ ZdL-admissible
i ∈ IΛ,L
Ψ
L/3
Λ
(GLi ) = 1.
Proof. The domain of dependence of GLi is trivial. Concerning the
estimate on its probability, we remark that the marginal on J of Ψ
L/3
Λ equals
P, while (SP, d > 3) ensures that percolation in slabs holds for the variable
1{Je>0} under P. Hence the condition on the structure of the J-open clusters
holds with a probability larger than 1− e−cL for some c > 0 according to [73].
The condition on the value of Je also has a very large probability thanks to
the choice of εL: remark that |Ew(BL,3i )| 6 d(7L)d, hence
P
(
∃e ∈ Ew
(
BL,3i
)
: Je ∈ (0, εL)
)
6 d(7L)de−L
which goes to 0 as L→∞. 
1.4.1.3. Typical structure in logarithmic slabs. We proceed now with
Peierls estimates in order to infer some controls on the global structure of
(J, ω) in slabs of logarithmic height. We define
T Li = DLi ∩ GLi
where DLi and GLi are the events defined at (1.42) and (1.40) (see also (1.27)
for the definition of ELi ). An immediate consequence of Lemmata 1.4.2 and
1.4.4 is that
lim
L→∞,3|L
inf
Λ ⊂ ZdL-admissible
i ∈ IΛ,L
Ψ
L/3
Λ
(T Li ) = 1
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if (SP, d > 3), together with the independence of T Li and T Lj under ΨL/3Λ if
‖i− j‖∞ > 7. We recall the notation Λlogn,L = {1, Ln−1}d−1×{1, L⌈log n⌉−1}
(1.36) and claim:
Lemma 1.4.5. Assume (SP, d > 3). For any ε > 0, L large enough
multiple of 3,
lim inf
n
Ψ
L/3
Λlogn,L
 The cluster of T Li -good blocks issuedfrom 0 presents an horizontal interface
in {0, n− 1}d × {1, ⌈log n⌉ − 1}
 > 1− ε.
Remark that the cluster of T Li -good blocks issued from 0 lives in {0, n −
1}d × {0 , ⌈log n⌉ − 1}, hence we require here (as in the definition of L at
(1.41)) that the interface does not use the first layer of blocks. This is done in
prevision for the proof of Lemma 1.4.6.
Proof. The proof is made of two Peierls estimates. A first estimate that
we do not expand here permits to prove that some
(T Li )-cluster forms an
horizontal interface with large probability in the desired region {0, . . . , n −
1}d−1×{1, . . . , ⌈log n⌉−1} if L is large enough. The second estimate concerns
the probability that there exists a T -open path from 0 to the top of the region.
If the T -cluster issued from 0 does not touch the top of the region, there
exists a ∗-connected, self avoiding path of T -closed sites in the vertical section
{0, . . . , n− 1}×{0}d−2×{0, . . . , ⌈log n⌉ − 1} separating 0 from the top of the
region. We call this event C and enumerate the possible paths according to
their first coordinate on the left side h > 0 and their length l > h + 1: there
are not more than 3l such paths. On the other hand, in any path of length l
we can select at least ⌈l/132⌉ positions at ‖.‖∞-distance at least 7 from any
other. As the corresponding T -events are independent under ΨL/3
Λlogn,L
,
Ψ
L/3
Λlogn,L
(C) 6
∑
h>0
∑
l>h+1
3l (1− ρL)l/13
2
where ρL = infi∈IΛ,L Ψ
L/3
Λ
(T Li ). This is not larger than aL/(1 − aL)2 if aL =
3 (1− ρL)1/13
2
< 1, and since limL aL = 0 the claim follows. 
1.4.1.4. Proof of Proposition 1.4.1. We conclude these intermediary esti-
mates with the proof of Proposition 1.4.1.
Proof. (Proposition 1.4.1). As the event L is increasing in ω, thanks to
Proposition 1.3.2 it is enough to estimate its probability under the product
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measure Ψ
L/3
Λlogn,L
. We consider the following events on (J, ω):
A =
 (J, ω): there exists a modification of (J, ω) on E
w(B˚L0 )
such that the T -cluster issued from 0 forms an
horizontal interface in {0, . . . , n− 1}d−1 × {1, . . . , ⌈log n⌉ − 1}

B =
{
∀e ∈ Ew(B˚L0 ), Je > εL and ωe = 1
}
.
By a modification of (J, ω) on Ew(B˚L0 ) we mean a configuration (J
′, ω′) ∈
J × Ω that coincides with (J, ω) outside Ew(B˚L0 ). Clearly, the event A does
not depend on (J, ω)|Ew(B˚L0 ), whereas B depends uniquely on (J, ω)|Ew(B˚L0 ).
According to the product structure of Ψ
L/3
Λlogn,L
, we have
Ψ
L/3
Λlogn,L
(A ∩B) = ΨL/3
Λlogn,L
(A)×ΨL/3
B˚L0
(B) .
In view of Lemma 1.4.5, lim infnΨ
L/3
Λlogn,L
(A) > 1/2 for L large enough multiple
of 3, whereas Ψ
L/3
B˚L0
(B) > 0 for any L large enough (we just need P (Je > εL) >
P (Je > 0)− e−L > 0). This proves that lim infnΨL/3
Λlogn,L
(A ∩B) > 0 for L large
enough. We prove at last that A∩B is a subset of L and consider (J, ω) ∈ A∩B.
From the definition of A we know that there exists a modification (J ′, ω′) of
(J, ω) on Ew(B˚L0 ) such that the T -cluster for (J ′, ω′) issued from 0 forms an
horizontal interface in {0, . . . , n − 1}d−1 × {1, . . . , ⌈log n⌉ − 1}. Let us call C
that T -cluster and
I = C ∩ {0, . . . , n− 1}d−1 × {1, . . . , ⌈log n⌉ − 1} .
From its definition it is clear that I contains an horizontal interface in
{0, . . . , n−1}d−1×{1, . . . , ⌈log n⌉ − 1}; we must check now that ∀i ∈ I, C2o (ω)∩
BLi 6= ∅ and J ∈ GLi . We begin with the proof that C2o (ω) ∩BLi 6= ∅, for every
i ∈ I: since i ∈ C, Lemma 1.4.3 tells us that there exist x ∈ B˚L0 and y ∈ B˚Li
which are doubly connected under ω′. Since the corresponding paths enter at
distinct positions in Ew(B˚L0 ), y is also doubly connected to o under ω which
has all edges open in Ew(B˚L0 ). As for the J-structure, for every i ∈ I we
have (J ′, ω′) ∈ T Li , hence J ′ ∈ GLi and J ∈ GLi for every i ∈ I such that
B˚L0 ∩ BL,1i = ∅. We conclude with the remark that the replacement of J ′ by
J in Ew(B˚L0 ) just enlarges an already large J
′-cluster (no new large cluster is
created, hence J ′ ∈ GLi ⇒ J ∈ GLi ): the inclusion (J ′, ω′) ∈ T L0 implies the
existence of a ω′-open path of length L in Ew(B˚L0 ), and this path is necessarily
also J ′-open, hence J ∈ GLi for all i ∈ I such that B˚L0 ∩ BL,1i 6= ∅, and this
ends the proof that A ∩B is a subset of L. 
1.4.2. First pivotal bond and local modifications. We introduce here
the notion of first pivotal bond: given a configuration ω ∈ Ω, we call C2x(ω)
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the set of points doubly connected to x under ω. Given e ∈ E(Zd) we say that
e is a pivotal bond between x and y under ω if x
ω↔ y in ω and x ω|{e}c= y. At
last we say that e is the first pivotal bond from x to y under ω if it is a pivotal
bond between x and y under ω and if it touches C2x (ω).
There does not always exist a first pivotal bond between two connected
points: it requires in particular the existence of a pivotal bond between these
two points. When a first pivotal bond from x to y exists, it is unique. Indeed,
assume by contradiction that e 6= e′ are pivotal bonds under ω between x and
y and that both of them touch C2x (ω). If c is an ω-open path from x to y, it
must contain both e and e′. Assume that c passes through e before passing
through e′, then removing e in ω we do not disconnect x from y since e′ touches
C2x (ω) ⊃ Cx
(
ω|{e}c
)
, and this contradicts the assumption that e is a pivotal
bond.
In the following geometrical Lemma we relate the event L defined at (1.41)
to the notion of first pivotal bond. We recall the notations Bottom(Λlogn,L) =
{1, . . . , Ln− 1}d−1×{0} and Top(Λlogn,L) = {1, . . . , Ln− 1}d−1×{L⌈log n⌉}, as
well as E− for the set of edges in the discrete half hyperplane H− (see (1.37)).
We say that ω ∈ ΩE is compatible with J ∈ JE if, for every e ∈ E, Je = 0 ⇒
ωe = 0.
Lemma 1.4.6. Consider x ∈ Bottom(Λlogn,L), ξ ∈ ΩE− and (J, ω) ∈ L with
ω such that
x
ω∨ξ↔ Top(Λlogn,L) and x
ω∨ξ
= o.
Then, there exists i ∈ {0, . . . , n−1}d−1×{1, . . . , ⌈log n⌉−1} such that J ∈ GLi
and there exists a modification ω′ of ω on Ew(BL,1i ) compatible with J , such that
the first pivotal bond from o to x under ω′ ∨ ξ exists and belongs to Ew(BL,1i ).
The variable ξ corresponds to the configuration below the slab Λlogn,L. The
point in introducing ξ here (and in the formulation of (USP)) is the need
for an estimate uniform over the configuration below the slab in the proof of
Lemma 1.4.8.
Proof. Note that Figure 5 provides an illustration for the objects
considered in the proof. We build by hand the modification ω′. Since (J, ω) ∈ L
there exists an horizontal interface I as in (1.41). Since on the other hand
x
ω∨ξ↔ Top(Λlogn,L), there exists i ∈ I such that Cx(ω ∨ ξ) ∩ BLi 6= ∅. Let us fix
such an i: we clearly have J ∈ GLi . From the definition of the event L, we
know that C2o(ω) ∩ BLi 6= ∅. We fix y ∈ Cx(ω ∨ ξ) ∩ BLi and z ∈ C2o(ω) ∩ BLi .
There exist two ω-open paths c1, c2 in E
w(Λlogn,L) made of disjoint edges, with
no loop, that link o to z, as well as an ω ∨ ξ-open path d in Ew(Λlogn,L) ∪ E−,
with no loop, that links x to y. Of course, d does not touch c1∪ c2 since x= o
under ω ∨ ξ.
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L⌈logn⌉
L
c1
c2
z
3LBLi
o x
d
y
µ′
BL,1i
Ln
ω
ξ
Figure 5. Lemma 1.4.6: c1, c2 are ω-open, d is ω ∨ ξ-open and
µ′ is J-open.
Since i is not in the first block layer (see the remark after Lemma 1.4.5),
c1 ∩ Ew(BL,1i ) and d ∩ Ew(BL,1i ) have a connected component of diameter
larger or equal to L. Since 1Je>0 is larger than ω these components are also
J-open, and since J ∈ GLi , this implies that there exists a J-open path µ in
Ew(BL,1i ), self-avoiding, joining c1 to d. Noting (µt)t the vertexes of µ, we call
v = min{t : µt ∩ d 6= ∅}, then u = max{t 6 v : µt ∩ {c1 ∪ c2} 6= ∅}, and µ′ the
portion of µ between µu and µv. Finally, we define the modified configuration
as
ω′e =
 ωe if e /∈ E
w(BL,1i )
1 if e ∈ Ew(BL,1i ) ∩ {c1 ∪ c2 ∪ d ∪ µ′}
0 else
and claim that {µu, µu+1} is the first pivotal bond from o to x under ω′ ∨ ξ:
first of all, there is effectively a connection between o and x under ω′ ∨ ξ since
µ′ touches both c1 ∪ c2 and d. Then, it is clear that µu is doubly connected to
o, to prove this, if µu ∈ c1 for instance we just need to consider c′1 the portion
of c1 from o to µu and c
′′
1 the rest of c1; c
′
1 is a path from o to x, and a second
path is made by c′′1 ∪ c2, which uses edges distinct from those of c′1. At last,
{µu, µu+1} is a pivotal bond between o and x (and more generally any edge of
µ′ is a pivotal bond) since µ′ touches c1 ∪ c2 only at its first extremity. 
1.4.3. The uniform estimate (USP). We are now in a position to prove
the uniform estimate (USP) defined at the beginning of Section 1.4.
Proposition 1.4.7. (SP, d > 3) implies (USP).
Proof. In view of Proposition 1.4.1, one can fix L ∈ N⋆ and δ > 0 such
that
lim inf
n→∞
E inf
π
ΦJ,π
Λlogn,L
((J, ω) ∈ L) > 3δ.
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According to Markov’s inequality (1.12) we thus have
P
(
inf
π
ΦJ,π
Λlogn,L
((J, ω) ∈ L) > δ
)
> δ
for any n large enough. In the sequel we fix J ∈ J such that
inf
π
ΦJ,π
Λlogn,L
((J, ω) ∈ L) > δ. (1.43)
Consider x ∈ Bottom(Λlogn,L), π ∈ ΩEw(Λlogn,L)c and ξ ∈ ΩE− . One of the following
cases must occur:
(i) ΦJ,π
Λlogn,L
(
x
ω∨ξ↔ o
)
> δ/3
(ii) or ΦJ,π
Λlogn,L
(
x
ω∨ξ
= Top(Λlogn,L)
)
> δ/3
(iii) or ΦJ,π
Λlogn,L
(
x
ω∨ξ
= o and x
ω∨ξ↔ Top(Λlogn,L)
)
> 1− 2δ/3.
The first two cases lead directly to the estimate
ΦJ,π
Λlogn,L
(
x
ω∨ξ↔ o or x ω∨ξ= Top(Λlogn,L)
)
> δ/3.
We focus hence on the third case. We let
Lx =
{
ω ∈ ΩEw(Λlogn,L) : (J, ω) ∈ L, x
ω∨ξ
= o and x
ω∨ξ↔ Top(Λlogn,L)
}
, (1.44)
it follows from (iii) and (1.43) that ΦJ,π
Ew(Λlogn,L)
(Lx) > δ/3. Then, for ω ∈ Lx we
define the set of could-be first pivotal bond:
Fx(ω) =

e ∈ E(Λlogn,L) : ∃i ∈ {0, . . . , n− 1}d−1 × {1, . . . , ⌈log n⌉ − 1}
with J ∈ GLi and a modification ω˜ of ω on Ew(BL,1i )
compatible with J such that e ∈ Ew(BL,1i ) is the
first pivotal bond from o to x under ω˜ ∨ ξ

where E(Λlogn,L) =
⋃
i∈I
Λ
log
n,L
,L
E˚Li . Lemma 1.4.6 states that Fx(ω) is not empty
whenever ω ∈ Lx. Hence, for all ω ∈ Lx we can consider the edge fx(ω) =
minFx(ω), where min refers to the lexicographical ordering of E(Λlogn,L). Given
e ∈ E(Λlogn,L) we denote by i(e) the unique index i ∈ Zd such that e ∈ E˚Li . We
prove now the existence of cL > 0 such that
∀ω ∈ Lx ∩ {ω : fx(ω) = e}, Φ
J,π∨ω|Ec
i
Ei
(
e first pivotal bond from o
to x under ω|Eci ∨ ω′ ∨ ξ
)
> cL.
(1.45)
where ω′ is the variable associated to Φ
J,π∨ω|Ec
i
Ei
and Ei = E
w(BL,2i(e)). Let ω ∈
Lx ∩ {ω : fx(ω) = e}. According to the definition of fx, there exists i such
that J ∈ GLi , e ∈ Ew(BL,1i ) and there exists a local modification ω˜ of ω on
Ew(BL,1i ), compatible with J such that e is the first pivotal bond from o to x
under ω˜ ∨ ξ. From the inclusion Ew(BL,1i ) ⊂ Ew(BL,2i(e)) we deduce that ω˜ is a
64 1. COARSE GRAINING AND RENORMALIZATION
modification of ω on the block Ew(BL,2i(e)) that does not depend on i. On the
other hand, Ew(BL,2i(e)) ⊂ Ew(BL,3i ) and in view of the definition of GLi (1.40)
this implies that for all e ∈ Ew(BL,2i(e)), Je = 0 or Je > εL. From the DLR
equation (1.6) it follows that
Φ
J,π∨ω|Ec
i
Ei
({ω˜}) >
∏
e∈Ei
inf
π
ΦJ,π{e} (ωe = ω˜e)
and remarking that
∀Je ∈ [0, 1], ΦJ,π{e} (ωe = 0) > ΦJ,w{e} (ωe = 0) = 1− p(Je) > 1− p(1) > 0
and
∀Je ∈ [ε, 1], ΦJ,π{e} (ωe = 1) > ΦJ,f{e} (ωe = 1) = p˜(Je) >
p(ε)
p(ε) + q(1− p(ε)) > 0
thanks to the assumptions on p stated before (1.4), we conclude that (1.45)
holds with
cL =
[
min
(
1− p(1), p(ε)
p(ε) + q(1− p(ε))
)]|Ei|
> 0.
Combining the DLR equation for ΦJ (1.6) with (1.45), we obtain
ΦJ,π
Λlogn,L
(
e first pivotal bond from
o to x under ω ∨ ξ
)
= ΦJ,π
Λlogn,L
[
Φ
J,π∨ω|Ec
i
Ei
(
e first pivotal bond from o
to x under ω|Eci ∨ ω′ ∨ ξ
)]
> cLΦ
J,π
Λlogn,L
(Lx ∩ {fx(ω) = e}) . (1.46)
If we now sum over e ∈ E(Λlogn,L) – the events in the left-hand term are disjoint
for distinct edges e, and all included in {o ω∨ξ↔ x} – we obtain
ΦJ,π
Λlogn,L
(
o
ω∨ξ↔ x
)
> cLΦ
J,π
Λlogn,L
(Lx)
which is larger than cLδ/3 as seen after (1.44). To sum it up, under the
assumption (1.43) which holds with a P-probability not smaller than δ, we
have shown that
ΦJ,π
Λlogn,L
(
x
ω∨ξ↔ o or x ω∨ξ= Top(Λlogn,L)
)
> min(δ/3, cLδ/3)
and the proof is over. 
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1.4.4. An intermediate coarse graining. The strength of the criterion
(USP) lies in the fact that it provides an estimate on the ΦJ,π connection
probabilities that is uniform over x, π and ξ. This is a very strong improvement
compared to the original assumption of percolation in slabs (SP, d > 3).
In this Section, we establish an intermediate formulation of the coarse
graining. We begin with an estimate on the probability of having two long
vertical and disjoint ω-clusters in the domain
Λ
1/4
N = {1, N − 1}d−1 × {1, [N/4]− 1}. (1.47)
Lemma 1.4.8. Assume (SP, d > 3). There exist L ∈ N⋆ and c > 0 such
that, for any N ∈ N⋆ large enough multiple of L and any x, y ∈ Bottom(Λ1/4N ):
E inf
π
ΦJ,π
Λ
1/4
N
(
x
ω↔ Top(Λ1/4N ), y ω↔ Top(Λ1/4N ) and x ω= y
)
6 exp
(
−c N
logN
)
.
(1.48)
Proof. We fix some L ∈ N⋆ and ε > 0 so that the uniform criterion
(USP) holds whenever n = N/L is large enough. The domain Λ
1/4
N contains
all slabs
Sh = Λ
log
n,L + hL⌈log n⌉ed, h ∈ {0, . . . , n/ (4⌈log n⌉)− 1}
Given J ∈ J , we say that Sh is J-good if for all x ∈ Bottom(Sh), π ∈ ΩEw(Sh)c
and ξ ∈ ΩE−h ,
ΦJ,πSh
(
x
ω∨ξ↔ oh or x ω∨ξ= Top (Sh)
)
> ε (1.49)
where
E−h = E
f
(
H− + hL⌈log n⌉ed
)
(cf. (1.37)) and oh = o + hL⌈log n⌉ed. The event that Sh is J-good depends
only on Je for e ∈ Ew(Sh), thus for distinct h these events are independent.
Since they all have the same probability larger than ε, Crame´r’s Theorem
yields the existence of c > 0 such that
P
(
There are at least [εn/(8 log n)]
J-good slabs in Λ
1/4
N
)
> 1− exp
(
−c n
log n
)
(1.50)
for any n large enough.
Let us denote κ = [εn/ (8 log n)] and fix J ∈ J such that there are at
least κ J-good slabs. We denote by h1, . . . , hκ the positions (in increasing
order) of the first κ J-good slabs. Given some boundary condition π and
x, y ∈ Bottom(Λ1/4N ), we pass to an inductive proof of the fact that, for all
k ∈ {1, . . . , κ}:
ΦJ,π
Ew(Λ
1/4
N )∩E−hk+1
(
x
ω↔ Top(Shk), y ω↔ Top(Shk) and x ω= y
)
6 (1− ε2/4)k.
(1.51)
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We assume that either k = 1 or that (1.51) holds for k − 1 and we let
Dh =

Ω if h < h1{
ω ∈ Ω
Λ
1/4
N
:
x
ω↔ Top(Sh), y ω↔ Top(Sh)
and x= y under ω|E−h+1
}
else.
It is obvious that Dh ⊂ Dh−1 for any h > 1. For any k such that hk > 1 and
ω ∈ Dhk−1, we define xk(ω) as the first point (under the lexicographical order)
of Bottom(Shk) = Top (Shk−1) connected to x under ω|E−hk
(respectively, yk(ω)
is the corresponding point for y) – see Figure 6 for an illustration. If hk = 0
we let xk(ω) = x and yk(ω) = y.
x2
x3
xκ
Sh3
Sh2
Shκ
Sh1
Λ
1/4
N
yκ
y3
y2
y1x1
x y
Figure 6. The xk and yk in Lemma 1.4.8.
Applying the DLR equation we get:
ΦJ,π
Λ
1/4
N
(Dhk) = Φ
J,π
Λ
1/4
N
(
1Dhk−1Φ
J,π∨ω|Ew(Shk )c
Shk
(
xk, yk
ωk∨ξ↔ Top(Shk)
and xk
ωk∨ξ= yk
))
(1.52)
where the variable ω (resp. ωk) corresponds to Φ
J,π
Λ
1/4
N
(resp. to Φ
J,π∨ω|Ew(Shk )c
Shk
),
ξ = ξ(ω) = ω|E−hk
is the restriction of ω to E−hk and xk and yk refer to xk(ω)
and yk(ω). Here appears the reason for the introduction of ξ in Lemma 1.4.6
and in the definition of (USP): the cluster issued from x under ωk ∨ ξ is the
same as that issued from xk under ωk ∨ ξ, while in general x ωk∨ξ↔ Top(Shk)
does not imply xk
ωk↔ Top(Shk).
We use now the information that Shk is a J-good slab. Given any π ∈
ΩEw(Shk )c , ξ ∈ ΩE−hk and z ∈ Bottom(Shk) we have, according to (1.49):
ΦJ,πShk
(
z
ωk∨ξ= Top(Shk)
)
>
ε
2
or ΦJ,πShk
(
z
ωk∨ξ↔ ohk
)
>
ε
2
(1.53)
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Here we distinguish two cases. If
ΦJ,πShk
(
xk
ωk∨ξ= Top(Shk)
)
>
ε
2
or ΦJ,πShk
(
yk
ωk∨ξ= Top(Shk)
)
>
ε
2
it is immediate that
ΦJ,πShk
(
xk
ωk∨ξ↔ Top(Shk) and yk
ωk∨ξ↔ Top(Thk
)
6 1− ε
2
. (1.54)
In the opposite case, (1.53) implies that both
ΦJ,πShk
(xk
ωk∨ξ↔ ohk) >
ε
2
and ΦJ,πShk
(yk
ωk∨ξ↔ ohk) >
ε
2
and the FKG inequality tells us that
ΦJ,πShk
(
xk
ωk∨ξ↔ yk
)
> ΦJ,πShk
(
xk
ωk∨ξ↔ ohk
)
× ΦJ,πShk
(
yk
ωk∨ξ↔ ohk
)
>
ε2
4
. (1.55)
Since either (1.54) or (1.55) occurs in a good slab, we see that
inf
π∈ΩEw(Shk )c
inf
ξ∈Ω
E−
hk
ΦJ,πShk
(
xk, yk
ωk∨ξ↔ Top(Shk) and xk
ωk∨ξ= yk
)
6 1− ε
2
4
and reporting in (1.52) we conclude that
ΦJ,π
Λ
1/4
N
(Dhk) 6
(
1− ε
2
4
)
ΦJ,π
Λ
1/4
N
(
1Dhk−1
)
,
which ends the induction step for the proof of (1.51) as Dhk−1 ⊂ Dhk−1 .
The proof of the Lemma follows combining (1.50) and (1.51) with k = κ =
[εn/ (8 log n)]. 
We are now in a position to present a first version of the coarse graining:
Proposition 1.4.9. Assume (SP, d > 3). Then for any ε > 0 there exists
N ∈ N⋆ such that
E inf
π
ΦJ,πΛN
 There exists a crossing cluster for ωin ΛN and it is the only cluster of
diameter larger or equal to N/4
 > 1− ε. (1.56)
This estimate is clearly weaker than Theorem 1.2.1, yet it provides enough
information to establish Theorem 1.2.1 using renormalization techniques
(Section 1.5.1). Note that at the price of little modifications in the proof
below one could prove the following fact, assuming (SP, d > 3): there exist
L ⊂ N⋆ and c > 0 such that, for any N large enough multiple of L and any
function g such that (logN)2 ≪ g(N) 6 N ,
E inf
π
ΦJ,πΛN
 There exists a crossing cluster for ωin ΛN and it is the only cluster of
diameter larger or equal to g(N)
 > 1− exp(−cg(N)
logN
)
Yet, this formulation suffers from arbitrary restrictions: the logarithm in the
denominator and the condition that N be a multiple of L. This is the reason
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for our choice of establishing a simpler control in Proposition 1.4.9, that will
be reinforced later on by the use of renormalization techniques.
Proof. In Corollary 1.3.5 we have seen the existence of L1 ∈ N⋆ such
that, for any N large enough multiple of L1,
E inf
π
ΦJ,πΛN (There exists a crossing cluster for ω in ΛN) > 1− ε/2. (1.57)
It remains to prove that it is the only large cluster. We fix L2 ∈ N⋆ and c > 0
according to Lemma 1.4.8, and assume that N is a large enough multiple of
L1 and of L2 so that both (1.57) and (1.48) hold. We consider the event
A =
 There exists a crossing cluster C
⋆
for ω and another C ′ of diameter
larger or equal to N/4
 .
For any ω ∈ ΩEw(ΛN ) ∩ A, there exists some direction k ∈ {1, . . . , d} in which
the extension of C ′ is at leastN/4. Since all directions are equivalent we assume
that k = d. If we denote h = inf{z · ed, z ∈ C ′} and Λ1/4,hN = Λ1/4N + hed, there
exist x, y ∈ Bottom
(
Λ
1/4,h
N
)
such that
x, y
ωr↔ Top
(
Λ
1/4,h
N
)
and x
ωr
= y
where ωr = ω|Ew(Λ1/4,hN )
. As a consequence,
E sup
π
ΦJ,πΛN (A) 6 d
∑
h = 0 . . . ⌈3N/4⌉
x, y ∈ Bottom(Λ
1/4,h
N )
E sup
π
ΦJ,π
Λ
1/4,h
N
(
x, y
ωr↔ Top
(
Λ
1/4,h
N
)
and x
ωr
= y
)
6 d(3N/4 + 2)N2(d−1) exp
(
−c N
logN
)
which goes to 0 as N →∞ and the proof is over. 
1.4.5. The two dimensional case. In the two dimensional case the
adaptation of Proposition 1.4.9 is an easy exercise: it is enough to realize a few
horizontal and vertical crossings in ΛN to ensure the existence of a crossing
cluster, together with the uniqueness of large clusters.
Proposition 1.4.10. Assume (SP, d = 2). Then for any ε > 0, for any
N ∈ N⋆ large enough:
E inf
π
ΦJ,πΛN
 There exists a crossing cluster for ωin ΛN and it is the only cluster of
diameter larger or equal to N/4
 > 1− ε. (1.58)
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Proof. We divide ΛN in eight horizontal parts: for k ∈ {0, . . . , 7} we let
PN,k = {1, . . . , N − 1} × {[Nk/8] + 1, . . . , [N(k + 1)/8]− 1}
and then we decompose each PN,k in slabs of height κ(N) where κ is the
function appearing in the definition of (SP, d = 2): for all
h ∈ {0, . . . , [[N/8]/κ(N)]− 1},
we define
SN,k,h = {1, . . . , N − 1}×{[Nk/8]+hκ(N)+1, . . . , [Nk/8]+(h+1)κ(N)−1}.
Given k ∈ {0, . . . , 7} we consider the measure Ψ on (JPN,k ,ΩPN,k) induced by
(J1 ∨ . . . ∨ Jhmax , ω1 ∨ . . . ∨ ωhmax) under the product measure⊗
h = 0, . . . , hmax
EΦJ,fSN,k,h .
where hmax = [[N/8]/κ(N)] − 1. Thanks to Proposition 1.3.2 we know that
Ψ is stochastically smaller than EΦJ,fΛN , and thus than EΦ
J,π˜(J)
ΛN
if π˜ is a worst
boundary condition for (1.58), cf. (1.11). Consider now the event
Ek =
{
ω ∈ Ω : there exists h ∈ {0, . . . , hmax} such that ω
presents an horizontal crossing in SN,k,h
}
,
thanks to (SP, d = 2) and to the product structure of Ψ there exists some
c > 0 such that
Ψ (Ek) > 1− exp
(
− cN
κ(N)
)
for any N large enough, and because of the stochastic domination (remark
that Ek is an increasing event) it follows that
EΦJ,π˜(J)ΛN (E0 ∩ . . . ∩ E7) > 1− 8 exp
(
− cN
κ(N)
)
.
We proceed similarly in the vertical direction and let E ′k the event that ω
presents a vertical link between Bottom(ΛN) and Top(ΛN) in the region
{kN/8, . . . , (k + 1)N/8} × {1, . . . , N − 1}.
The event E0 ∩ . . . ∩ E7 ∩ E ′0 ∩ . . . ∩ E ′7 has a large probability under EΦJ,π˜(J)ΛN ,
on the other hand it implies the existence of a crossing cluster, as well as the
uniqueness of clusters of diameter larger than N/4. 
1.5. Renormalization and density estimates
In this Section we introduce renormalization techniques, following Pisz-
tora [73] and Liggett, Schonmann and Stacey [62]. We then finish the proof of
the coarse graining (Theorem 1.2.1 and Proposition 1.2.2). We also adapt the
arguments of Lebowitz [59] and Grimmett [42] to the random-media case and
prove that for all q > 1 and all ρ, for all except at most countably many values
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of β, the two extremal infinite volume annealed measures with parameters
p(Je) = 1 − exp(−βJe), q and ρ are equal. We conclude on an adaptation of
the coarse graining to the Ising model.
1.5.1. Renormalization framework. The renormalization framework
naturally breaks down in two parts. First we describe a geometrical
decomposition of a large domain Λ into a double sequence of smaller cubes,
then we present an adaptation of the stochastic domination Theorem of [62].
We begin with a geometrical covering of Λ with some double sequence
(∆i,∆
′
i)i∈I . Its properties are described in detail in the next Lemma, for the
moment we just point out what we expect of the ∆i and of the ∆
′
i respectively:
• The ∆i are boxes of side-length L− 1, they cover all of Λ and most
of them are disjoint. In the applications of renormalization they will
typically help to control the local density of clusters.
• The ∆′i are boxes of side-length L+2L′−1 such that ∆′i and ∆′j have
an intersection of thickness at least 2L′ whenever i and j are nearest
neighbors. The role of the ∆′i is to permit the connection between
the main clusters of two neighbor blocks ∆i and ∆j.
Definition 1.5.1. Consider some domain Λ of the form
Λ = z +
d∏
k=1
{1, . . . , Lk}
with z = (z1, . . . , zd) ∈ Zd, Lk ∈ N⋆, and L,L′ ∈ N⋆ with L′ 6 L. Assume that
L+ 2L′ 6 mink=1...d Lk, denote
IΛ,L =
d∏
k=1
{0, . . . , ⌈Lk/L⌉ − 1}
and for all i ∈ IΛ,L, call xi the point of coordinates zk + min(Li · ek, Lk − L)
(k = 1 . . . d) and x′i that of coordinates zk+min(max(Li · ek, L′), Lk−L−L′).
Consider at last:
∆i = xi + {1, . . . , L}d and ∆′i = x′i + {−L′ + 1, . . . , L+ L′}d.
We say that (∆i,∆
′
i)i∈IΛ,L is the (L,L
′)-covering of Λ.
Remark that xi and x
′
i are the closest points to Li, with respect to the
‖.‖∞ distance, such that ∆i and ∆′i are subsets of Λ.
Lemma 1.5.2. The properties of the sequence (∆i,∆
′
i)i∈IΛ,L are as follows:
for any Λ, L, L′ as in definition 1.5.1, we have:
(i) The union
⋃
i∈IΛ,L ∆i equals Λ.
(ii) For every i ∈ IΛ,L, ∆i ⊂ ∆′i and d(∆i,Λ \∆′i) > L′ + 1.
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(iii) If i, j ∈ IΛ,L and k ∈ {1, . . . , d} satisfy j = i + ek, then both ∆′i and
∆′j contain the slab
{x ∈ ∆′j : (x− x′j) · ek 6 L′}.
(iv) For any x ∈ Λ such that x · ek 6 Lk − L for all k = 1 . . . d, there
exists a unique i ∈ IΛ,L such that x ∈ ∆i.
(v) Given any x ∈ Λ, there exist at most 6d indices i ∈ IΛ,L such that
x ∈ ∆′i.
Proof. We begin with the first point. If we denote ΛL = {1, . . . , , L}d, it
is clear that the sequence (Li+ ΛL)i∈IΛ,L covers all Λ and that:
∀i ∈ IΛ,L, (Li+ ΛL) ∩ Λ ⊂ ∆i ⊂ Λ
thanks to the definition of xi. The equality
⋃
i∈IΛ,L ∆i = Λ follows. For (ii), the
inclusion ∆i ⊂ ∆′i is a trivial consequence of the remark that ‖xi − x′i‖∞ 6 L′.
As for the distance between ∆i and Λ \∆′i, we compute the distance between
∆i and the outer faces of ∆
′
i included in Λ. In a given direction ek (for some
k ∈ {1, . . . , d}), it is exactly L′+1 whenever xi · ek = x′i · ek. If xi · ek < x′i · ek,
then the block ∆′i touches the face of Λ of ek-coordinate 1 and the distance
between ∆i and the unique outer face of ∆
′
i normal to ek and included in Λ
is larger than L′ + 1. The same occurs if xi · ek > x′i · ek with the opposite
face of Λ. For (iii), remark that x′j − x′i = lek with l 6 L. For (iv), consider
such an x and let i ∈ IΛ,L such that x ∈ ∆i (it exists thanks to (i)). Since
the coordinates of xi are strictly smaller than those of x, they do not exceed
Lk −L− 1. In view of the definition of xi this implies that xi = Li and hence
that x ∈ Li+ΛL, which determines i. Consider at last x ∈ Λ and i ∈ IΛ,L such
that x ∈ ∆′i. For each k = 1 . . . d, at least one of the following inequalities
must hold:
Li·ek < L′ or Li·ek > Lk−L−L′ or Li·ek−L′+1 6 x·ek 6 Li·ek+L+L′
since the k-coordinate of x′i is Li · ek whenever the first two inequalities are
not satisfied. The first condition yields only one possible value for i · ek :
i · ek = 0 since L′ 6 L. For the second we consider candidates of the form
i ·ek = ⌈Lk/L⌉−n with n > 1 (recall that i ∈ IΛ,L), and there are at most two
possibilities corresponding to n ∈ {1, 2}. At last, the third condition yields
not more than 3 possibilities for i · ek and the bound in (v) follows. 
We now present the stochastic domination Theorem and its adaptation to
the annealed measure. Stochastic domination is a natural and useful concept
for renormalization, that was already present in the pioneer work [73]. It goes
one step beyond the Peierls estimates we use in the proof of Theorem 1.2.1
and could have used in that of Corollary 1.3.5. It is of much help for example
in the proof of (1.15) in Proposition 1.2.2. Let us recall Theorem 1.3 of [62]:
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Theorem 1.5.3. Let G = (S,E) be a graph with a countable vertex set
in which every vertex has degree at most K > 1, and in which every finite
connected component of G contains a vertex of degree strictly less than K. Let
p ∈ [0, 1] and suppose that µ is a Borel probability measure on X ∈ {0, 1}S
such that almost surely,
µ(Xs = 1|σ({Xt : {s, t} /∈ E})) > p, ∀s ∈ S.
Then, if p > 1− (K − 1)K−1/KK and
r(K, p) =
(
1− (1− p)
1/K
(K − 1)(K−1)/K
)
(1− ((1− p)(K − 1))1/K),
the measure µ stochastically dominates the Bernoulli product measure on S of
parameter r(K, p). Note that as p goes to 1, r(K, p) tends to 1.
We provide then an adaptation of the former Theorem to the annealed
measure:
Proposition 1.5.4. Consider some finite domain Λ ⊂ Zd, (Ei)i=1...n a
finite sequence of subsets of Ew(Λ) and (Ei)i=1...n a family of events depending
respectively on ω|Ei only. If the intersection of any K + 1 distinct Ei is empty
and if
p = inf
i=1...n
E inf
π∈Ω
ΦJ,πEi (Ei)
is close enough to 1, then for any increasing function f : {0, 1}n → R we have:
E inf
π∈Ω
Φ
J,π|Ew(Λ)
Λ
(
f (1E1 , . . . ,1En)
∣∣∣∣∣ω = π on Ew(Λ) \
n⋃
i=1
Ei
)
> Bnr′(K,p) (f)
where Bnr is the Bernoulli product measure on {0, 1}n of parameter r and
r′(K, p) = r2
(
K, 1−√1− p) (with r(., .) taken from Theorem 1.5.3). In
particular, limp→1 r′(K, p) = 1.
The conditional formulation for the stochastic domination is motivated by
the need to control some region of the domain uniformly over constraints in
the remaining region. A good example of this necessity will be seen in the
formulation of the lower bound for L1 phase coexistence in the Ising model
(Proposition 3.3.4 in Chapter 3).
Proof. The proof is based on Markov’s inequality. Consider
Gi =
{
J : inf
π
ΦJ,πEi (Ei) > 1−
√
1− p
}
.
Clearly, the Gi are BEi-measurable and hence any two Gi,Gj are independent
under P if Ei ∩ Ej = ∅. Thanks to Markov’s inequality (1.12), as E(1 −
infπ Φ
J,π
Ei
) 6 1 − p it follows that P (Gi) > 1 −
√
1− p for all i = 1 . . . n.
Consider now the graph on I = {1, . . . , n} induced by L = {{i, j} ∈ I2 : i 6=
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j and Ei ∩ Ej 6= ∅}. All vertexes of the graph have degree at most K − 1,
while almost surely
inf
i∈I
P (Gi|Gj : {i, j} /∈ L) = inf
i∈I
P (Gi) > 1−
√
1− p.
Hence the assumptions of Theorem 1.5.3 are satisfied for p large enough and
it follows that the law of the Gi dominates a Bernoulli product measure of
parameter r = r(K, 1−√1− p). We keep this fact in mind for the end of the
proof and now fix a realization of the media J . We call I ′ = {i ∈ I : J ∈ Gi}.
Let (I ′, L′) be the restriction of the graph (I, L) to I ′: again, the maximal
degree of all vertexes is at most K − 1. We consider now the sequence (Ei)i∈I′
under the conditional measure
µπ = Φ
J,π|Ew(Λ)
Λ
(
.
∣∣∣∣∣ω = π on Ew(Λ) \
n⋃
i=1
Ei
)
where π ∈ Ω. Thanks to the DLR equation for ΦJ,πΛ and to the definition of
Gi, we have again:
inf
i∈I′
µπ(Ei|Ej : {i, j} /∈ L′) > inf
i∈I′
inf
π
ΦJ,πEi (Ei) > 1−
√
1− p
almost surely. Thus, according to Theorem 1.5.3, if Bnr is a Bernoulli product
measure of parameter r = r(K, 1 − √1− p) as above, and if we denote its
variable (Xi)i∈I , then the family (1Ei)i∈I′ stochastically dominates (Xi)i∈I′ . In
other words, for any increasing function f : {0, 1}n → R we can write (notice
that i ∈ I \ I ′ ⇒ 1Gi = 0):
µπ(f(1G11E1 , . . . ,1Gn1En)) > Bnr (f(1G1X1, . . . ,1GnXn))
and taking the infimum over π we get (since 1Gi1Ei 6 1Ei)
inf
π∈Ω
Φ
J,π|Ew(Λ)
Λ
(
f(1E1 , . . . ,1En)
∣∣∣∣∣ω = π on Ew(Λ) \
n⋃
i=1
Ei
)
>
Bnr (f(1G1X1, . . . ,1GnXn)). (1.59)
At this point, we just need to exploit the stochastic minoration on the sequence
(Gi)i∈I : let B˜nr another Bernoulli product measure of parameter r on I, and
denote its variable (Yi)i∈I . Then,
Bnr (f(1G1X1, . . . ,1GnXn)) > B˜nr (Bnr (f(Y1X1, . . . , YnXn)))
= Bnr2(f(X1, . . . , Xn))
and reporting in (1.59) we prove the claim. 
1.5.2. Structure of the main cluster. Using the former geometrical
decomposition, the weak form of the coarse graining and the Peierls argument,
we provide with Theorem 1.2.1 the final version of the control on the structure
of the ω-clusters under the annealed measure. Our result is, at last, entirely
similar to Theorem 3.1 of [73]. We recall that a crossing cluster in ΛN is a
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cluster that connects all outer faces of ΛN (hence it lives on E
w(ΛN)), and cite
anew Theorem 1.2.1:
Theorem 1.2.1. Assumption (SP) implies the existence of c > 0 and
κ <∞ such that, for any N ∈ N⋆ large enough and for all l ∈ [κ logN,N ],
E inf
π
ΦJ,πΛN
(
There exists a crossing ω-cluster C⋆ in ΛN
and it is the unique cluster of diameter > l
)
> 1− exp (−cl)
where the infimum infπ is taken over all boundary conditions π ∈ ΩE(Zd)\Ew(ΛN ).
Proof. We begin with a geometrical covering of ΛN : for L > 2 we let
(∆i,∆
′
i)i∈IΛN,L the (L,L− 1)-covering of ΛN described at definition 1.5.1. For
each i ∈ IΛN ,L we consider
Ei =
ω ∈ Ω : There exists a crossing cluster for ωin ∆′i and it is the only cluster ofdiameter larger or equal to L in ∆′i

and denote by Al the event
Al =
ω ∈ Ω : There exists a crossing cluster CE for Ei inIΛN ,L such that the diameter of any connectedcomponent of IΛN ,L \ CE is at most ⌈l/L⌉ − 1
 .
In a first time we prove the inclusion
Al ⊂
{
ω ∈ Ω : There exists a crossing ω-cluster C
⋆ in ΛN
and it is the unique cluster of diameter > l
}
. (1.60)
To begin with, remark that if i, j ∈ IΛN ,L are nearest neighbors, and if ω ∈
Ei∩Ej, then the corresponding ω-crossing clusters in ∆′i and ∆′j are connected
because the intersection Ew(∆′i) ∩ Ew(∆′j) has a thickness at least 2L − 2,
cf. Lemma 1.5.2 (iii). Hence we see that for every ω ∈ Al there exists a
crossing cluster C for ω in ΛN . Consider now ω ∈ Al and some ω-open path
c in Ew(ΛN) of diameter larger or equal to l. It has an extension at least l
in some direction k, thus we can find a connected path i1, . . . , in in IΛN ,L of
extension at least ⌈l/L⌉ in the same direction such that c enters each ∆ij .
Because of the definition of Al, at least one of the ij pertains to CE . Yet in
view of Lemma 1.5.2 (ii), c has an incursion in Ew(∆′ij) of diameter at least
L, hence c touches the ω-crossing cluster in Ew(∆′ij) which is a part of C, thus
c = C and (1.60) is proved.
We need now a lower bound on the probability of Al. If ω ∈ ΩEw(ΛN )
is such that there exists no ∗-connected path i1, . . . , in with n = ⌈l/L⌉ and
∀i ∈ {1, . . . , n}, ω /∈ Ei, then ω ∈ Al. This is a consequence of Lemma 2.1
in [33] or of the (simpler) remark that the set of Ei-good blocks constitutes
a connected interface in every slab of IΛN ,L of height ⌈l/L⌉, whatever is its
orientation, hence the holes in CE have a diameter at most ⌈l/L⌉ − 1.
1.5. RENORMALIZATION AND DENSITY ESTIMATES 75
Thanks to the stochastic domination (Proposition 1.5.4), and to the fact
that Al is an increasing event, it follows that
E inf
π
ΦJ,πΛN (Al) > B
IΛN,L
pL
 There is no ∗-connected path i1, .., inin IΛN ,L with n = ⌈l/L⌉ and
Xik = 0, for all k ∈ {1, .., n}

where pL can be chosen arbitrarily close to 1 for an appropriate L in view of
Propositions 1.4.9 and 1.4.10. We conclude using a Peierls estimate: there are
no more than |IΛN ,L| × (3d)n ∗-connected paths of length n in IΛN ,L, hence
E inf
π
ΦJ,πΛN (Al) > 1−Nd(3d)n(1− pL)n.
If we fix L so that pL > 1− 3−d, it follows that (3d)n(1− pL)n = exp(−c′n) for
some c′ > 0, together with
E inf
π
ΦJ,πΛN (Al) > 1− exp (d logN − c′l/L)
hence the claim holds with c = c′/(2L) and κ = d/c. 
1.5.3. Typical density of the main cluster. In this Section we prove
Proposition 1.2.2 and provide estimates on the annealed probability that the
density of the main cluster be larger than θw or smaller than θf , where
θf = lim
N
EΦJ,f
ΛˆN
(0
ω↔ ∂ΛˆN) and θw = lim
N
EΦJ,w
ΛˆN
(0
ω↔ ∂ΛˆN) (1.61)
(see after (1.1) for the definitions of ΛN and ΛˆN). An important question is
whether these quantities are equal, and we will prove in Theorem 1.2.3 this is
the case for almost all values of β. We recall the formulation of Proposition
1.2.2:
Proposition 1.2.2. For any ε > 0 and d > 1,
lim sup
N
1
Nd
logE sup
π
ΦJ,πΛN
(
Some crossing cluster C⋆ has
a density larger than θw + ε
)
< 0
while assumption (SP) implies, for any ε > 0 and d > 2:
lim sup
N
1
Nd−1
logE sup
π
ΦJ,πΛN
(
There is no crossing cluster C⋆
of density larger than θf − ε
)
< 0.
The proofs of these two estimates differ very little from the originals in
[73], yet we state them as an example of application of the renormalization
methods.
Proof. (Upper deviations). Given L ∈ N⋆ we consider (∆i,∆i)i∈IΛN,L the
(L, 0)-covering of ΛN and call I˜ΛN ,L = {0, . . . , [(N−1)/L]−1}d, so that ∆i and
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∆j are disjoint for any i 6= j ∈ I˜ΛN ,L, cf. Lemma 1.5.2 (iv). We let furthermore
Yi =
1
Ld
∑
x∈∆i
1{x ω↔∂i∆i} (i ∈ I˜ΛN ,L),
they are i.i.d. variables under the product measure
⊗
i∈I˜ΛN,L EΦ
J,w
Ef (∆i)
and their
expectation is not larger than θw + ε/4 for L large enough. Hence Crame´r’s
Theorem yields:
lim sup
N
1
|I˜ΛN ,L|
log
⊗
i∈I˜ΛN,L
EΦJ,w
Ef (∆i)
 1
|I˜ΛN ,L|
∑
i∈I˜ΛN,L
Yi 6 θ
w +
ε
2
 < 0
for L large enough. Thanks to the stochastic domination (Proposition 1.3.2)
the same control holds under EΦJ,wΛN , and thanks to the remark that∑
x∈ΛN
1{x ω↔∂ΛN} 6 L
d
∑
i∈I˜ΛN,L
Yi + dLN
d−1.
it follows that
lim sup
N
1
Nd
logE sup
π
ΦJ,πΛN
(
1
|ΛN |
∑
x∈ΛN
1{x ω↔∂ΛN} > θ
w + ε
)
< 0
which implies the claim. 
The proof for the cost of lower deviations is more subtle as it relies on
Theorem 1.2.1 and Proposition 1.5.4:
Proof. (Lower deviations). Given L ∈ N⋆ we call (∆i,∆′i)i∈IΛN,L the
(L,L− 1) covering of ΛN . We use the same notation I˜ΛN ,L as in the previous
proof and let
Yi =
1
Ld
∑
x∈∆i
1{diam(Cx)>√L} (i ∈ I˜ΛN ,L)
where Cx is the ω-cluster containing x. One has lim infL→∞ EΦJ,fEf (∆0)(Y0) > θf ,
hence Crame´r’s Theorem yields
lim sup
N
1
|I˜ΛN ,L|
log
⊗
i∈I˜ΛN,L
EΦJ,f
Ef (∆i)
 1
|I˜ΛN ,L|
∑
i∈I˜ΛN,L
Yi 6 θ
f − ε
2
 < 0
for any L large enough. Consider now π˜N : JEw(ΛN ) → ΩEw(ΛN )c a measurable
boundary condition as in (1.11) that satisfies
Φ
J,π˜N (J)
ΛN
(AεN) = sup
π
ΦJ,πΛN (AεN).
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where AεN is the event that there is no crossing cluster of density larger than
θf − ε in ΛN . Thanks to Proposition 1.3.2 we infer that
lim sup
N
1
Nd
logEΦJ,π˜N (J)ΛN
 1
|I˜ΛN ,L|
∑
i∈IΛN,L
Yi 6 θ
f − ε
2
 < 0 (1.62)
for any L large enough. On the other hand, consider the collection of events
Ei =
{
There exists a crossing cluster for ω in ∆′i
and it is the unique cluster of diameter >
√
L
}
for i ∈ IΛN ,L. Each Ei depends only on ω|Ew(∆′i) while Theorem 1.2.1 implies:
lim
L→∞
E inf
π∈ΩEw(∆′
i
)c
ΦJ,π∆′i
(Ei) = 1
uniformly over i ∈ IΛN ,L. Hence the assumptions of Proposition 1.5.4 are
satisfied. Applying Theorem 1.1 of [33] thus yields: for any δ > 0, any L large
enough,
lim sup
N
1
Nd−1
logEΦJ,π˜N (J)ΛN
(
There exists no crossing cluster
of density > 1− δ for (Ei)i∈IΛN,L
)
< 0. (1.63)
Assume now that ω ∈ ΩEw(ΛN ) realizes neither of the events in (1.62) and (1.63)
– this is the typical behavior under EΦJ,π˜N (J)ΛN up to surface order large
deviations. Call C ⊂ IΛN ,L the crossing cluster for Ei. Because of the
overlapping between the ∆′i (Lemma 1.5.2 (iii)), to C corresponds a crossing
cluster C⋆ for ω in ΛN that passes through every ∆′i for i ∈ C. Since C⋆ is the
only large cluster in each ∆′i when i ∈ C, we have
|C⋆| >
∑
i∈C∩I˜ΛN,L
(
LdYi − 2d
√
LLd−1
)
>
[
N − 1
L
]d
Ld
(
θf − ε
2
− 2d√
L
)
− δLd
(
N
L
+ 1
)d
,
which is not smaller than Nd(θf − ε) provided that δ = ε/6, L > (12d/ε)2 and
N is large enough. 
1.5.4. Uniqueness of the infinite volume measure. Adapting the
arguments of Lebowitz [59] and Grimmett [42] to the random media case,
we prove that for all except at most countably many values of the inverse
temperature, the boundary condition does not influence the infinite volume
limit of annealed FK measures.
To begin with, given the parameters ρ, q, p(J) = 1− exp(−βJ) with β > 0
we define two infinite volume measures on J × Ω by
Θf∞ = lim
N→∞
EΦJ,f
ΛˆN
and Θw∞ = lim
N→∞
EΦJ,w
ΛˆN
. (1.64)
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As for the uniform media case, these limits exist and Θf∞ is stochastically
smaller than Θw∞ thanks to the stochastic inequalities
EΦJ,f
ΛˆN
6
stoch.
EΦJ,f
ΛˆN+1
6
stoch.
EΦJ,w
ΛˆN+1
6
stoch.
EΦJ,w
ΛˆN
regarding the law induced on (J, ω)|Ew(ΛˆN ). Let us recall Theorem 1.2.3:
Theorem 1.2.3. If the interaction equals p(Je) = 1− exp(−βJe), for any
Borel probability measure ρ on [0, 1], any q > 1 and any dimension d > 1, the
set
Dρ,q,d =
{
β > 0 : lim
N→∞
EΦJ,f
ΛˆN
6= lim
N→∞
EΦJ,w
ΛˆN
}
is at most countable.
We will present the proof of this Theorem after we state one Lemma. Given
a finite edge set E, a realization of the media J ∈ JE and a boundary condition
π ∈ ΩEc we denote
Y J,πE =
∑
ω∈ΩE
∏
e∈E
(
p(Je)
1− p(Je)
)ωe
× qCπE(ω) (1.65)
the (adapted) partition function (see Section 1.2.1 for the definition of CπE(ω)).
Lemma 1.5.5. Let (πN)N∈N⋆ such that ∀N ∈ N⋆, πN ∈ ΩEw(ΛN )c. Then, the
limit
y(ρ, q, β) = lim
N→∞
1
(2N + 1)d
E log Y J,πN
Ew(ΛˆN )
(1.66)
exists and is independent of (πN). Furthermore, y and E log Y
J,π
E (for any
E ⊂ E(Zd) finite and π ∈ ΩEc) are convex functions of log β.
The parameter log β for the convexity appears naturally in the proof, see
below after (1.69).
Proof. As in the non-random case, the convergence in (1.66) with πN =
f follows from the sub-additivity of the free energy. The influence of the
boundary condition is negligible as CπEw(Λ)(ω) fluctuates of at most |∂Λ| with
π.
We address now the question of convexity. Let I be an interval and F :
I → R+ a twice derivable function. We parametrize the inverse temperature
letting β = F (λ) and denote on the other hand λe = log(p(Je)/(1− p(Je))) ∈
R ∪ {−∞}, thus
Y J,πE =
∑
ω∈ΩE
exp
(∑
e∈E
ωeλe
)
× qCπE(ω) (1.67)
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with the convention that ωeλe = ωe
dnλe
dλn
= 0 when ωe = 0 and λe = −∞. Using
in particular the equality
∀ω ∈ ΩE,ΦJ,πE ({ω}) =
1
Y J,πE
exp
(∑
e∈E
ωeλe
)
× qCπE(ω) (1.68)
we get after standard calculations that:
d2
dλ2
log Y J,πE = Φ
J,π
E
∑
e∈E
ωe
d2λe
dλ2
+
(∑
e∈E
ωe
dλe
dλ
)2−(ΦJ,πE
(∑
e∈E
ωe
dλe
dλ
))2
and Jensen’s inequality implies:
d2
dλ2
log Y J,πE > Φ
J,π
E
(∑
e∈E
ωe
d2λe
dλ2
)
(1.69)
Here we recover the result of [42]1: if J ≡ 1 we have λe = log(p(1)/(1−p(1))),
hence log Y 1,πE is a convex function of λ = log(p(1)/(1− p(1))). Let us develop
the expression λe = log
(
eβJe − 1) and calculate its second derivative in terms
of dβ
dλ
and d
2β
dλ2
:
d2λe
dλ2
=
Je
d2β
dλ2
1− e−βJe −
(
Je
dβ
dλ
)2
e−βJe
(1− e−βJe)2
=
Je
(1− e−βJe)2
[
d2β
dλ2
− e−βJe
(
d2β
dλ2
+ Je
(
dβ
dλ
)2)]
and fix at last β = eλ, so that the former line simplifies to
d2λe
dλ2
=
Jeβ
(1− e−βJe)2
[
1− e−βJe (1 + βJe)
]
which is non-negative since Je > 0 and 1 + βJe 6 e
βJe . In view of (1.69)
this implies the convexity of log Y J,πE along λ = log β, and the convexity of
E log Y J,πE and y follows. 
Proof. (Theorem 1.2.3). We call again λ = log β and for any N ∈ N⋆,
π ∈ {f, w} we denote
yπN =
1
(2N + 1)d
E log Y J,π
Ew(ΛˆN )
1 In the same direction we could prove the following: if ∀e ∈ E, Je = 0 or Je > ε, then
log Y J,piE is a convex function of log(p(ε)/(1 − p(ε))) as β varies, since fα : x 7→ log((1 +
ex)α − 1) is convex for every α > 1:
f ′α(x) =
αex(1 + ex)α−1
(1 + ex)
α − 1 and (log (f
′
α(x)))
′
=
(1 + ex)
α − 1− αex
[1 + ex][(1 + ex)
α − 1] > 0.
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Consider some q > 1 and a Borel probability measure ρ on [0, 1]. Since y is a
convex function of λ (Lemma 1.5.5), the set
D = {λ ∈ R : y is not derivable at λ}
is at most countable. Then, for any λ ∈ R \ D, π ∈ {f, w} we have
lim
N
dyπN
dλ
=
dy
dλ
(1.70)
thanks to the convexity of yπN and to the pointwise convergence to y.
Calculating the derivative we get:
dyπN
dλ
=
1
(2N + 1)d
EΦJ,π
ΛˆN
 ∑
e∈Ew(ΛˆN )
βJe
1− exp (−βJe)ωe
 .
We fix now e0 = {0, e1} the edge issued from 0 that heads to e1 and denote
rfL = E
βJe0Φ
J,f
ΛˆL
(ωe0)
1− exp (−βJe0)
and rwL = E
βJe0Φ
J,w
ΛˆL
(ωe0)
1− exp (−βJe0)
.
For any x ∈ ΛˆN and e ∈ Ew(ΛˆN) we have
EΦJ,f
ΛˆN
(ωe) 6 EΦ
J,f
x+Λˆ2N
(ωe) 6 EΦ
J,w
x+Λˆ2N
(ωe) 6 EΦ
J,w
ΛˆN
(ωe)
therefore, choosing x = xe such that e = {xe, xe ± ek} and summing over
e ∈ Ew(ΛˆN) we obtain
dyfN
dλ
6
|Ew(ΛN)|
(2N + 1)d
rf2N 6
|Ew(ΛN)|
(2N + 1)d
rw2N 6
dywN
dλ
as the actual direction of e0 in the definition of r
w
L and r
f
L does not influence
their value. In view of (1.70) this implies that the limits of rf2N and r
w
2N are
equal, hence
lim
N→∞
E
βJe0
1− exp (−βJe0)
(
ΦJ,w
Λˆ2N
(ωe0)− ΦJ,fΛˆ2N (ωe0)
)
= 0.
As βJe0 > 1− exp(−βJe0) and ΦJ,wΛˆ2N (ωe0) > Φ
J,f
Λˆ2N
(ωe0), the equality Θ
f (ωe0) =
Θw(ωe0) follows. The stochastic domination Θ
f 6 Θw leads then to the
conclusion: Θf = Θw,∀λ ∈ R \ D. 
1.5.5. Application to the Ising model. In this last Section we adapt
the coarse graining to the dilute Ising model (Theorem 1.5.7). Applications
include the study of equilibrium phase coexistence (Chapter 3) following [12,
14, 23, 25, 26, 24].
We start with a description of the Ising model with random ferromagnetic
couplings. Given a domain Λ ⊂ Zd we consider the set of spin configurations
on Λ with plus boundary condition
Σ+Λ =
{
σ : Zd → {−1,+1} with σ(x) = +1 for all x /∈ Λ} .
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The Ising measure on Λ under the media J ∈ JEw(Λ), at inverse temperature
β > 0 and with plus boundary condition is defined by its weight on every spin
configuration: ∀σ ∈ Σ+Λ ,
µJ,+Λ,β({σ}) =
1
ZJ,+Λ,β
exp
β ∑
e={x,y}∈Ew(Λ)
Jeσxσy
 (1.71)
where ZJ,+Λ,β is the partition function
ZJ,+Λ,β =
∑
σ∈Σ+Λ
exp
β ∑
e={x,y}∈Ew(Λ)
Jeσxσy
 .
The Ising model is closely related to the random-cluster model. To begin
with, we say that ω ∈ ΩEw(Λ) and σ ∈ Σ+Λ are compatible, and we denote this
by σ ≺ ω if:
∀e = {x, y} ∈ Ew(Λ), ωe = 1⇒ σx = σy.
We consider then the joint measure ΨJ,+Λ,β defined again by its weight on each
configuration (ω, σ) ∈ ΩEw(Λ) × Σ+Λ :
ΨJ,+Λ,β ({(σ, ω)}) =
1{σ≺ω}
Z˜J,+Λ,β
∏
e∈Ew(Λ)
p(Je)
ωe(1− p(Je))1−ωe (1.72)
where p(Je) = 1 − exp(−2βJe) and Z˜J,+Λ,β is the partition function that makes
ΨJ,+Λ,β a probability measure. It is well known (see [66, Chapter 3] for a
proof and for advanced remarks on the FK model, including a random cluster
representation for spin systems with non-ferromagnetic interactions) that:
Proposition 1.5.6. The marginals of ΨJ,+Λ,β on σ and ω are respectively
µJ,+Λ,β and Φ
J,p,2,w
Λ .
Conditionally on ω, the spin σ is constant on each ω-cluster, equal to one on
all clusters touching ∂Λ, independently and uniformly distributed on {−1,+1}
on all other clusters. Conditionally on σ, the ωe are independent and ωe = 1
with probability 1{σx=σy} × p(Je) if e = {x, y}.
Direct applications of the previous Proposition yield the following facts:
first, the annealed magnetization
mβ = lim
N→∞
EµJ,+
ΛˆN ,β
(σ0)
equals the cluster density θw defined at (1.13). Second, assumption (SP, d > 3)
can be reformulated as follows: there exists H ∈ N⋆ such that
inf
N∈N⋆
inf
x,y∈SN,H
EµJ,f
SN,H ,β
(σxσy) > 0
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where µJ,fΛ,β is the Ising measure with free boundary condition, that one obtains
considering Ef (Λ) instead of Ew(Λ) in (1.71), and S = S ∪ ∂S. On the
other hand, a sufficient condition for (SP, d = 2) is: there exists a function
κ(N) : N⋆ → N⋆ with κ(N)/N −→ 0 as N →∞ and
lim
N→∞
sup
x ∈ Left(SN,κ(N))
y ∈ Right(SN,κ(N))
EµJ,f
SN,κ(N),β
(σxσy) > 0
where Left(S) and Right(S) stand for the two vertical faces of ∂S.
We now present the adaptation of the coarse graining to the Ising model
with random ferromagnetic couplings (the adaptation to the Potts model would
be similar). As in [73] it provides strong information on the structure of the
local phase by the mean of phase labels φ. Given N,L ∈ N⋆ with 3L 6 N +1,
we denote (∆i,∆
′
i)i∈IΛN,L the (L,L)-covering of ΛN as in Definition 1.5.1. For
any i ∈ IΛN ,L we let MLi (σ) the magnetization on ∆i, that is
MLi (σ) =
1
Ld
∑
x∈∆i
σx.
Theorem 1.5.7. Assume that β > 0 realizes (SP) and Θf = Θw. Let
N,L ∈ N⋆ with 3L 6 N + 1 and δ > 0. Then, there exists a sequence of
variables (φi)i∈IΛN,L taking values in {−1, 0, 1}, with the following properties:
(i) For any i ∈ IΛN ,L, we have
φi 6= 0⇒
∣∣MLi (σ)−mβ φi∣∣ 6 δ.
The event φi 6= 0 implies the existence of a ω-crossing cluster and
the uniqueness of ω-clusters of diameter at least L in Ew(∆′i).
(ii) If one extends φ letting φi = 1 for i ∈ Zd \ IΛN ,L, then:
φi φj > 0, ∀i, j ∈ Zd with i ∼ j.
(iii) For every i ∈ IΛN ,L, φi is determined by σ|∆i and ω|Ew(∆′i).
(iv) The sequence (|φi|)i∈IΛN,L stochastically dominates a Bernoulli prod-
uct measure with high density in the following sense: for every p < 1,
if L is large enough, then for any I ⊂ IΛN ,L and any increasing
function f : {0, 1}I → R+, we have
E inf
π
ΨJ,+ΛN ,β
(
f
(
(|φi|)i∈I
)∣∣ω = π on Ew(ΛN) \⋃
i∈I
Ew(∆′i)
)
> BIp (f) (1.73)
where BIp is the Bernoulli product measure on I of parameter p.
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Proof. We define the variable φi in two steps. First we let δ
′ > 0 and
consider
Ei =
ω ∈ Ω :
In Ew(∆′i), there exists a crossing cluster for ω,
it is the unique cluster of diameter > L1/3.
In Ew(∆i), there exists a crossing cluster Ci for ω,
its relative density belongs to [mβ(1± δ/2)] and
there are at least δ′Ld isolated ω-clusters.

and
Gi =
{
(σ, ω) :
ω ∈ Ei, σ and ω are compatible
and
∣∣MLi (σ)−mβ εi(σ, ω)∣∣ 6 δ
}
where εi(σ, ω) is the value of σ on the main ω-cluster in E
w(∆i). Then we let
φi =
{
εi(σ, ω) if (σ, ω) ∈ Gi
0 else.
Properties (i) to (iii) follow from the definition of Ei and Gi, together with the
plus boundary condition imposed by ΨJ,+ΛN ,β on σ.
We turn now to the proof of the stochastic domination and exploit the
hypothesis (SP) and Θf = Θw. Combining Theorem 1.2.1, Proposition 1.2.2
and the remark that for any δ′ > 0 small enough,
lim sup
N
1
Nd
logE sup
π
ΦJ,πΛN
(
There are less than δ′Nd
clusters made of 1 point in ΛN
)
< 0
(remark that {x} is a cluster for ω in ΛN if all the ωe with x ∈ e are closed,
which happens with probability at least e−2dβ conditionally on the state of
all other edges, uniformly over J ∈ J ), we see that there exists pL,δ,δ′ with
pL,δ,δ′ → 1 as L → ∞ (for small enough δ′ > 0) such that, uniformly over N
and i ∈ IΛN ,L,
E inf
π
ΦJ,π∆′i
(Ei) > pL,δ,δ′ .
Given ω ∈ Ei we examine as in [25] the conditional probability for having
(σ, ω) ∈ Gi. The contribution of the main ω-cluster Ci to MLi (σ) belongs to
εmβ(1± δ/2) where ε stands for the value of σ on Ci. Then, if 2dL−2/3 6 δ/4
the contribution of the small clusters touching the boundary of ∆i is not larger
than δ/4 and it remains to control the contribution of the small clusters not
touching the boundary. Since the spin of these clusters are independent and
uniformly distributed on {±1}, Lemma 5.3 of [73] tells us that:
ΨJ,+ΛN ,β
∣∣∣∣∣∣ 1|SC∆i(ω)|
∑
x∈SC∆i (ω)
σx
∣∣∣∣∣∣ > δ4
∣∣∣∣∣∣ω
 6 2 exp(− |SC∆i(ω)|Λ⋆( δ4Ld/3
))
where SC∆i(ω) is the set of small clusters for ω in ∆i not touching the
boundary, Ld/3 an upper bound on the volume of any small cluster, and
Λ⋆(x) =
1 + x
2
log (1 + x) +
1− x
2
log (1− x) ,∀x ∈ (−1, 1)
84 1. COARSE GRAINING AND RENORMALIZATION
is the Legendre transform of the logarithmic moment generating function of X
of law δ−1/2 + δ1/2. Because of the assumption ω ∈ Ei, we have | SC∆i(ω)| >
δ′Ld. Hence,
ΨJ,+ΛN ,β
∣∣∣∣∣∣ 1Ld
∑
x∈SC∆i (ω)
σx
∣∣∣∣∣∣ > δ4
∣∣∣∣∣∣ω
 6 2 exp(−δ′LdΛ⋆( δ
4Ld/3
))
As Λ⋆(x) > x2/2 and mβ 6 1 we conclude that for L large enough, for any
ω ∈ Ei,
ΨJ,+ΛN ,β
(Gi|ω, σ|Λ\∆i) > p′L,δ,δ′ = 1− 2 exp(−δ′δ2Ld/3/16).
We now conclude the proof of the stochastic domination for |φi| = 1Gi and
consider I ⊂ IΛN ,L, together with an increasing function f : {0, 1}I → R+. We
fix ω ∈ ΩEw(ΛN ) and consider
I ′ = {i ∈ I : ω ∈ Ei} and f ′ : {0, 1}I′ → R+
defined by
f ′((xi)i∈I′) = f((xi)i∈I), ∀(xi) ∈ {0, 1}I with xi = 0,∀i ∈ I \ I ′.
Since no more than 6d distinct ∆i can intersect, Theorem 1.5.3 tells us that
ΨJ,+ΛN ,β
(
f
(
(1Gi)i∈I
)∣∣ω) = ΨJ,+ΛN ,β (f ′ ((1Gi)i∈I′)∣∣ω)
> BI′r(6d,p′
L,δ,δ′ )
(
f ′
(
(Xi)i∈I′
))
= BIr(6d,p′
L,δ,δ′ )
(
f
(
(Xi1Ei)i∈I
))
. (1.74)
Integrating (1.74) under the conditional measure
ΦJ,wΛN
(
.
∣∣∣∣∣ω = π on Ew(ΛN) \⋃
i∈I
Ew(∆′i)
)
and taking E infπ we obtain on the left hand side, thanks to Proposition 1.5.6,
the left-hand side of (1.73). For the right-hand side, we remark that
y = (yi)i∈I 7→ BIX,p(f((Xiyi)i∈I))
is an increasing function, hence Proposition 1.5.4 gives the lower bound
E inf
π
ΦJ,wΛN
(
BIr(6d,p′
L,δ,δ′ )
(
f
(
(Xi1Ei)i∈I
)) ∣∣∣∣∣ω = π on Ew(ΛN) \⋃
i∈I
Ew(∆′i)
)
> BIY,r′(6d,pL,δ,δ′ )
(
BIX,r(6d,p′
L,δ,δ′ )
(
f
(
(XiYi)i∈I
)))
= BIX,r′(6d,pL,δ,δ′ )×r(6d,p′L,δ,δ′ )
(
f
(
(Xi)i∈I
))
and the claim follows as, for any δ′ > 0 small enough,
lim
L→∞
r′(6d, pL,δ,δ′)× r(6d, p′L,δ,δ′) = 1.

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1.6. Conclusion
These estimates for the Ising model with random ferromagnetic couplings
conclude our construction of a coarse graining under the assumption of slab
percolation. It turns out that apart from being a strong obstacle to the
shortness of the construction, the media randomness does not change the
typical aspect of clusters (or the behavior of phase labels for spin models)
in the regime of slab percolation.
This coarse graining is a first step towards a study of phase coexistence
in the dilute Ising model that we propose in Chapter 3. Following [14, 24]
we describe the phenomenon of phase coexistence in a L1 setting, under both
quenched and annealed measures. The notion of surface tension and the study
of its fluctuations as a function of the media is another requirement for that
study, it is thus the object of Chapter 2.
Another fundamental application of the coarse graining, together with the
study of equilibrium phase coexistence, concerns the dynamics of such random
media models. In opposition with the previous phenomenon which nature is
hardly modified by the introduction of random media, the media randomness
introduces an abrupt change in the dynamics and we confirm in Chapter 4
several predictions of [45], among which a polynomial decay for the average
spin autocorrelation.

CHAPTER 2
Surface tension
Abstract. This chapter is dedicated to the study of surface tension in the
dilute Ising model. Media randomness is responsible for new properties of
surface tension. We prove the convergence of the quenched surface tension
and analyze large deviations: upper deviations occur at volume order while
lower deviations occur at surface order. We provide upper and lower bounds on
the rate function for lower deviations. At low temperatures we relate surface
tension to maximal flows (or first passage times if d = 2) and prove, for a
broad class of distributions of the media, that the inequality τa 6 τ q between
annealed and quenched values of surface tension is strict.
2.1. Introduction
In the former chapter we designed a coarse graining in order to describe
the local phases of the Ising model in random media. Here we study another
notion that plays an essential role in the phenomenon of phase coexistence:
surface tension. Surface tension is a physical quantity that quantifies the cost
of having an interface separating the plus and minus phases in a given direction.
We will see in Chapter 3 that it determines the shape of droplets when phase
coexistence occurs.
The random media introduces a major modification with respect to the
pure Ising model: in the dilute Ising model, surface tension depends on the
realization of the media. Hence the usual question of convergence of surface
tension takes a more complex form, which we answer proving the convergence
in probability and studying large deviations. Lower deviations turn to be of
surface order. We will expose the connection between the rate function for
lower deviations and the annealed value of surface tension. The fact that
lower deviations occur at surface order is also responsible for the metastability
properties of the Glauber dynamics of the dilute Ising model that we describe
in Chapter 4.
This Chapter is organized as follows: in the remaining of Section 2.1, we
introduce a few definitions and present our main results. In Section 2.2 we
prove the convergence of surface tension and introduce the rate function for
lower deviations. In Section 2.3 we examine the low temperature asymptotics
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of surface tension and in the last Section we provide lower and upper bounds
on the rate function for lower deviations.
2.1.1. Notations and definitions. Below we describe the Fortuin-
Kasteleyn representation of the Ising model and proceed to the definition
of surface tension. The use of the Fortuin-Kasteleyn representation for the
definition of surface tension is a great advantage on the technical level as one
can use directly the FKG inequalities. A side advantage is that, at the same
time, one can study surface tension corresponding to (ferromagnetic) random
media percolation, Ising and Potts models.
Our analysis holds for the lattice Zd, d > 2. The canonical vectors are
denoted (ei)i=1...d and for any x =
∑n
i=1 xiei = (x1, . . . , xd) ∈ Zd we consider
the following norms on Zd:
‖x‖1 =
d∑
i=1
|xi|, ‖x‖2 =
(
d∑
i=1
x2i
)1/2
and ‖x‖∞ = dmax
i=1
|xi|.
Given x, y ∈ Zd we say that x, y are nearest neighbors (which we denote x ∼ y)
if they are at Euclidean distance 1, i.e. if ‖x−y‖2 = 1. To any domain Λ ⊂ Zd
we associate the edge sets
E(Λ) = {{x, y} : x, y ∈ Λ and x ∼ y}
and Ew(Λ) =
{{x, y} : x ∈ Λ, y ∈ Zd and x ∼ y} .
The set of cluster configurations is
Ω =
{
ω : E(Zd)→ {0, 1}}
and for any ω ∈ Ω and E ⊂ E(Zd) we call ω|E the restriction of ω to E,
defined by (ω|E)e = ωe if e ∈ E, 0 else. The set of cluster configurations on E
is ΩE = {ω|E, ω ∈ Ω}. Given a parameter q > 1 and an inverse temperature
β > 0, a realization of the random couplings J : E(Zd) → [0, 1], a finite edge
set E ⊂ E(Zd) and a boundary condition π ∈ ΩEc we consider the Fortuin-
Kasteleyn measure ΦJ,π,qE,β on ΩE defined by
ΦJ,π,qE,β ({ω}) =
1
ZJ,π,qE,β
∏
e∈E
pωee (1− pe)1−ωe × qC
π
E(ω), ∀ω ∈ ΩE (2.1)
where pe = 1 − exp(−βJe), CπE(ω) is the number of clusters of the set of
vertices in Zd attained by E under the wiring ω ∨ π defined by (ω ∨ π)e =
max(ωe, πe), ∀e ∈ E(Zd), and ZJ,π,qE,β is the renormalization constant making
ΦJ,π,qE,β a probability measure.
For convenience we use the same notation for the probability measure ΦJ,π,qE,β
and for its expectation. When the parameters q and β are clear from the
context we omit them in the notation. Given R a compact subset of Rd
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(usually a rectangular parallelepiped) we denote ΦJ,πR the measure Φ
J,π
E(R˚∩Zd) on
the cluster configurations on E(R˚ ∩Zd), where R˚ stands for the interior of R.
We say that f : ΩE → R+ is increasing if, for all ω, ω′ ∈ ΩE one has
ω 6Ω ω
′ ⇒ f(ω) 6 f(ω′) where 6Ω stands for the product order on ΩE. The
following fact is classical – see [4] for instance:
Proposition 2.1.1. The Fortuin-Kasteleyn measure ΦJ,π,qE,β satisfies:
(i) For any h : ΩE → R+ increasing, ΦJ,π,qE,β (h) is a non-decreasing
function of J , β and π.
(ii) FKG Inequality: for any g, h : ΩE → R+ increasing we have
ΦJ,π,qE,β (gh) > Φ
J,π,q
E,β (g)Φ
J,π,q
E,β (h).
(iii) DLR Equation:
ΦJ,π,qE,β
(
.|ω|E′ = ω′
)
= ΦJ,π∨ω
′,q
E\E′,β
for any E ′ ( E and ω′ ∈ ΩE′.
The dilute interactions are represented by a sequence of random variables
J = (Je)e∈E(Zd) such that, under the measure P, the (Je)e∈E(Zd) are indepen-
dent, identically distributed on [0, 1] and measurable with respect to the Borel
σ-field. The assumption that Je > 0 simplifies our study as it permits the use
of the FKG inequalities, while the assumption that Je is bounded from above
ensures that all bonds have finite energy (otherwise, the error terms in the sub-
additivity Theorem – Theorem 2.2.2 – would themselves be random, leading
to some more complications). The independence makes the study easier: in
particular, for anyR1,R2 compact subsets of Rd that have disjoint interiors, for
any g, h : Ω→ R the quantities ΦJ,πR1 (g) and ΦJ,πR2 (h) are independent under P.
nH
L
S
∂−R
∂+Rx
Figure 1. The rectangular parallelepiped Rx,L,H(S,n).
We continue with a few geometrical notations. We call
Sd−1 the set of unit vectors of Rd
Sn the set of d− 1 dimensional hypercubes of side-
length 1, centered at 0, orthogonal to n ∈ Sd−1.
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Remark the set Sn can be enumerated as follows:
Sn =
{
d−1∑
k=1
[±1/2]uk; (u1, . . . ,uk−1,n) is an orthonormal basis for Rd
}
.
Given n ∈ Sd−1, S ∈ Sn and x ∈ Rd, two positive numbers L and H, we
denote R = Rx,L,H(S,n) the rectangular parallelepiped
Rx,L,H(S,n) = x+ LS + [−H,H]n (2.2)
centered at x, with basis x + LS and extension 2H in the direction n (See
Figure 1). The discrete version of R is Rˆ = R˚ ∩ Zd and the inner discrete
boundary of R is
∂Rˆ =
{
y ∈ Rˆ : ∃z ∈ Zd \ Rˆ, z ∼ y
}
.
For any R as in (2.2) we decompose ∂Rˆ into its upper and lower parts ∂+Rˆ =
{y ∈ ∂Rˆ : (y − x) · n > 0} and ∂−Rˆ = {y ∈ ∂Rˆ : (y − x) · n < 0}, where x is
the center of R and n its orientation.
Definition 2.1.2. For any rectangular parallelepiped R like (2.2), the
surface tension in R is
τJR = −
1
Ld−1
log ΦJ,wR (DR) (2.3)
where DR is the event of disconnection between the upper and lower parts of
∂Rˆ:
DR =
{
ω ∈ Ω : ∂+Rˆ ω= ∂−Rˆ
}
. (2.4)
We will see in the next Chapter that this quantity actually measures the
cost for phase coexistence in the direction n. On a physical level, it is well
known that surface tension represents the excess free energy per surface unit
due to the presence of an interface.
2.1.2. Main results. As in the uniform case, the surface tension is a
decreasing function of H and a sub-additive function of L (apart from small
error terms, see Theorem 2.2.2). In view of the applications to the study of
phase coexistence, we consider from now on
RN = R0,N,δN(S,n)
for some δ > 0 small and N large. In Theorem 2.2.3 we introduce the quenched
surface tension τ q as the limit
τ q(n) = lim
N→∞
τJRN in P-probability
which does not depend on S ∈ Sn, nor on δ > 0. Then we address the
possibility of fluctuations of τJRN around τ
q(n) for large values of N . Upper
deviations occur at volume order (Proposition 2.2.4), hence they are not
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relevant for the study of phase coexistence. Instead, lower deviations occur
at surface order.
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Figure 2. Large deviations scalings for surface tension.
We denote Jmin the lowest value of interactions according to the support
of P, namely:
Jmin = inf{λ > 0 : P(Je < λ) > 0}.
The surface tension associated to the deterministic media with constant
interactions Jmin converges, we call τmin its limit. In Theorem 2.2.5 we describe
the rate function for lower deviations of surface tension: for every n ∈ Sd−1,
there is In : R→ [0,+∞] such that, for every τ ∈ R \ {τmin(n)},
In(τ) = lim
N→∞
− 1
Nd−1
logP
(
τJRN 6 τ
)
independently of S ∈ Sn and δ > 0. The rate function In is convex, non-
increasing, it is infinite on the left of τmin(n), finite on the right of τmin(n)
and zero starting from τ q(n).
The Fenchel-Legendre transform of In, defined by
τλ(n) = inf
τ∈R
{λτ + In(τ)}
coincides with the λ-annealed surface tension
τλ(n) = lim
N→∞
− 1
Nd−1
logE
([
ΦJ,wRN (DRN )
]λ)
λ > 0,n ∈ Sd−1,
see Section 2.2.4. The particular case λ = 1 corresponds to the usual notion of
annealed surface tension and we denote τa(n) = τλ=1(n). As a consequence
of this duality, the asymptotics of In on the left of τ
q(n) determines whether
or not the quenched and annealed surface tension coincide, and more precisely
αn = sup
{
λ > 0 : τλ(n) = λτ q(n)
}
(with the convention αn = 0 if the former set is empty) is the opposite of the
slope of In on the left of τ
q(n) (Proposition 2.4.9).
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For a broad class of P, using low temperature expansions we prove in
Section 2.3 that τλ(n)/λ and τ q(n) do not have the same asymptotics as
β → ∞, showing in particular that quenched and annealed surface tension
differ at low temperature.
Two more controls on the asymptotics of In on the left of τ
q(n) are
provided. Using concentration methods we show that In(τ
q(n) − r) is at
least quadratic in r > 0 small (Theorems 2.4.1 and 2.4.4). This implies that
In(τ) is positive for all τ < τ
q(n). Then, making a strong assumption on the
transverse fluctuations of the interface, we provide a sub-linear upper bound
for In(τ
q(n)− r).
2.2. Convergence and deviations
Surface tension quantifies the energy per surface unit of an interface
separating the two distinct phases. It is a fundamental tool for understanding
the mechanism of phase coexistence and in this Section we describe its typical
behavior under P, as well as its large deviations.
In several aspects the surface tension for the dilute Ising model is similar
to the one of the Ising model with deterministic couplings. In particular it is
sub-additive and this is the reason for the convergence of the quenched surface
tension. The same arguments as in the uniform case [65] prove the convexity of
surface tension along n. Yet an important characteristic of surface tension in
random media appears here: it can fluctuate around its typical value. The sub-
additivity helps in proving that the cost of lower deviations is of surface order
(Theorem 2.2.5), and the same argument combined with a simple refinement
proves that the cost for upper deviations is of volume order (Proposition 2.2.4).
2.2.1. Quenched convergence. After recalling some important but
well-known estimates on surface tension, we establish the quenched conver-
gence of surface tension. We begin with a few easy but helpful controls on
surface tension:
Proposition 2.2.1. The surface tension τJR in the rectangular paral-
lelepiped R = R0,L,H(S,n) with L,H > 2
√
d
(i) is a non-decreasing function of J and β,
(ii) is a non-increasing function of H,
(iii) satisfies the inequality
0 6 τJR 6 cdβ
where cd < +∞ is a constant that depends on d only.
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In order to concentrate on the novelties introduced by the random media,
the proof of Proposition 2.2.1 is postponed to Appendix 2.5.1. The sub-
additivity property of surface tension is as follows:
Theorem 2.2.2. Consider n ∈ Sd−1, S,S ′ ⊂ Sn and H, l > 2
√
d, L >
4
√
dl. Let R = R0,L,H+√d/2(S,n). There is a collection (Ri)i∈C of rectangular
parallelepipeds Ri = Rzi,l,H(S ′,n) that are disjoint subsets of R, centered at
zi ∈ Zd, with
1− cd
(
l
L
+
1
l
)
6
(
l
L
)d−1
|C| 6 1 (2.5)
such that, for any J : E(Rˆ)→ [0, 1]:
τJR 6
1
|C|
∑
i∈C
τJRi + βcd
(
l
L
+
1
l
)
(2.6)
where cd <∞ is a constant that depends on d only.
0
z0
R
z
1 ,l,H
(S ′,n
)
lS ′
LS
2H +
√
d
2H
z−1
z1
Rz,L,H+
√
d/2
(S,n)
Figure 3. The rectangular parallelepiped R and the collection
(Ri)i∈C in Theorem 2.2.2.
It is well known that surface tension is sub-additive in the case of the
Ising model with deterministic couplings [65]. In the random media case, sub-
additivity will imply the convergence of surface tension, the surface order cost
for lower deviations, as well as the volume order cost for upper deviations. The
proof of Theorem 2.2.2, which is considerably shorter thanks to the use of the
FK representation, is to be found in Appendix 2.5.1 as well.
A key fact in the sub-additivity as formulated in Theorem 2.2.2 is the
independence of the τJRi under P – it is a consequence of the fact that the Ri
are disjoint. Furthermore, the τJRi have the same law as the Ri are all centered
at lattice points. Three error terms appear in Theorem 2.2.2. Their origins
are as follows (see also Figure 3):
(i) the term βcd/l stands for the cost of disconnection in the middle
section of R between adjacent Ri,
94 2. SURFACE TENSION
(ii) the term βcdl/L represents the cost of disconnection in the area not
covered by the Ri
(iii) and the increase of H by
√
d/2 for R with respect to the Ri is a
consequence of the requirement that the Ri be all centered at lattice
points.
This last error term could be avoided for rational directions n ∈ Sd−1, yet (as
the two others) it will soon disappear when we take the limit H →∞.
We establish now the convergence for surface tension:
Theorem 2.2.3. Let n ∈ Sd−1, S ∈ Sn, δ > 0 and RN = R0,N,δN(S,n)
for any N > 2
√
d/δ. Then, the limit
lim
N→∞
τJRN = τ
q(n) in P-probability
exists and does not depend on S nor on δ. τ q(n) is a non-decreasing function
of β and satisfies 0 6 τ q(n) 6 cdβ where cd <∞ depends on d only.
The quenched surface tension τ q(n) is positive for any β > βˆc: the
renormalization argument of Chapter 1 allows to compare the annealed surface
tension τa(n) 6 τ q(n) to the surface tension of high density site percolation,
which is positive.
The proof of Theorem 2.2.3 is based on the sub-additivity of surface tension.
We do not apply directly Kingman’s sub-additive Theorem [56] as we want to
show that τ q does not depend on S, nor on δ.
Proof. Taking the expectation E in the sub-additivity inequality (2.6) we
get
EτJR0,L,H+√d/2(S,n) 6 Eτ
J
R0,l,H(S′,n) + βcd
(
l
L
+
1
l
)
.
Applying lim supL→∞, then lim inf l→∞ and taking the decreasing limit in H
we obtain
lim
H→∞
lim sup
L→∞
EτJR0,L,H(S,n) 6 limH→∞
lim inf
L→∞
EτJR0,L,H(S′,n)
which proves that
τ q(n) = lim
H→∞
lim inf
L→∞
EτJR0,L,H(S,n) = limH→∞
lim sup
L→∞
EτJR0,L,H(S,n) (2.7)
exists and does not depend on S ∈ Sn. Immediate consequences of Proposition
2.2.1 are the inequality 0 6 τ q(n) 6 cdβ and the fact that τ
q(n) is a non-
decreasing function of β.
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We prove now the convergence τJRN → τ q(n) in P-probability. The sub-
additivity (2.6) yields: for any δ > 0 and N large enough,
τJRN 6 τ
J
R0,N,H+√d/2(S,n) 6
1
|C|
∑
i∈C
τJRzi,L,H + βcd
(
L
N
+
1
L
)
Taking lim supN→∞ and applying the strong law of large numbers give:
lim sup
N→∞
τJRN 6 Eτ
J
R0,L,H(S,n) +
βcd
L
P-a.s.
and after lim infL→∞ and limH→∞ we see that, for all S ∈ Sn and δ > 0,
lim sup
N→∞
τJRN 6 τ
q(n) P-a.s. (2.8)
On the other hand, the sub-additivity (2.6) is also responsible for the
convergence of EτJRN : remark that
EτJR0,L,δN+√d/2(S,n) 6 Eτ
J
RN + βcd
(
N
L
+
1
N
)
,
hence lim supL→∞ followed by lim infN→∞ give:
τ q(n) 6 lim inf
N→∞
EτJRN . (2.9)
Together with (2.8) and (2.9), the boundedness of τJRN ensures the convergence
in P-probability. 
2.2.2. Volume order cost for upper deviations. The surface tension
τJR0,N,δN (S,n), as a media-dependent variable, fluctuates around its limit value
τ q(n). First, we prove that upper deviations are of volume order.
Proposition 2.2.4. For any ε > 0 and δ > 0, one has
lim inf
N
1
Nd
logP
(
τJR0,N,δN (S,n) > τ
q(n) + ε
)
< 0.
The proof is based on the following argument: in order to increase
τJR0,N,δN (S,n), one has to increase all intermediate surface tensions τ
J
Ri , where the
Ri are translates of R0,N,H(S,n) in the direction n. Yet, the cost of increasing
one τJRi is already of surface order.
Proof. As a first step towards the proof we estimate the cost of the
deviations for a fixed height, exploiting the sub-additivity of τJ . From the
definition of τ q(n) at (2.7) it follows that for any H large enough,
lim sup
L
EτJR0,L,H(S,n) 6 τ
q(n) +
ε
6
.
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Given such an H we fix l large enough such that EτJR0,l,H(S,n) 6 τ
q(n)+ε/3 and
cdβ/l 6 ε/4, where cd refers to the constant in the sub-additivity equation.
With the notations of Theorem 2.2.2 we have:
τJR0,L,H+√d/2(S,n) 6
1
|C|
∑
i∈C
τJRzi,l,H(S,n) +
ε
4
+ βcd
l
L
(2.10)
and the τJRzi,l,H(S,n) are i.i.d. variables of mean not larger than τ
q(n) + ε/3.
Hence, Crame´r’s Theorem tells that
P
(
1
|C|
∑
i∈C
τJRzi,l,H(S,n) > τ
q(n) +
ε
2
)
6 exp(−c|C|)
for some c > 0. Reporting in (2.10) proves that for any ε > 0, for any H large
enough:
lim sup
L→∞
1
Ld−1
logP
(
τJR0,L,H(S,n) > τ
q(n) + ε
)
< 0 (2.11)
– that is, the cost for increasing τJR0,L,H(S,n) is of surface order. We fix such
an H and decompose now the rectangular parallelepiped R = R0,N,δN(S,n)
in the direction n. Precisely, we let
x˜i = 2
(
H +
√
d
2
)
in, ∀i ∈ Z and R˜i = Rx˜i,N,H+√d/2(S,n).
We call G the set of i ∈ Z such that R˜i ⊂ R and consider, for all i ∈ G, xi the
point of Zd such that x˜i ∈ xi + [−1/2, 1/2)d and let
Ri = Rxi,N−√d,H(S,n).
The rectangular parallelepipeds Ri are disjoint subsets of R = R0,N,δN(S,n),
all centered at lattice points. Furthermore, if we call Elat the set of edges in
E(Rˆ) with one extremity at distance at most √d from the lateral boundary
of R, we have:
ω ∈
⋃
i∈G
DRi and ωe = 0,∀e ∈ Elat ⇒ ω ∈ DR.
Hence the DLR equation yields:
ΦJ,wR (DR) > max
i∈G
ΦJ,wR (ωe = 0,∀e ∈ Elat and ω ∈ DRi)
> e−β|Elat| ×max
i∈G
ΦJ,wRi (ω ∈ DRi) .
As |Elat| 6 cdδNd−1 we conclude finally to the inequality
τJR 6 cdδβ +min
i∈G
τJRi . (2.12)
Inequality (2.12) states that in order to increase significantly τJR, one must
increase each τJRi . Yet, the cost for increasing one of the τ
J
Ri is of surface order
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(2.11), and the τJRi are independent variables. Hence for any δ > 0 such that
cdδβ < ε,
lim sup
N→∞
1
Nd
logP
(
τJR0,N,δN (S,n) > τ
q(n) + 2ε
)
< 0.
As τJR0,N,δN (S,n) decreases with δ, the claim follows for arbitrary δ > 0. 
2.2.3. Surface order cost for lower deviations. Contrary to upper
deviations, lower deviations occur at surface order. Here we establish a large
deviation principle for lower deviations. The fact that deviations occur at the
same order as the disconnecting event defining surface tension is responsible for
the distinct behavior of surface tension under quenched and annealed measures,
cf. Section 2.2.4. Explicit bounds on the rate function In will be derived in
Section 2.4. We recall that the rate function In was depicted at Figure 2.
Theorem 2.2.5. For every n ∈ Sd−1 and β > 0, τ ∈ R \ {τmin(n)}, the
limit
In(τ) = lim
N
− 1
Nd−1
logP
(
τJR0,N,δN (S,n) 6 τ
)
∈ [0,+∞] (2.13)
exists and does not depend on δ > 0, nor on S ∈ Sn. It is infinite for any
τ < τmin(n), finite for all τ > τmin(n) and zero for τ > τ q(n). In is convex
non-increasing, continuous on (τmin(n),+∞).
Proof. We begin with the definition of the rate function IR in a
rectangular parallelepiped R = R0,L,H(S,n) as the surface cost for reducing
τJR to τ :
IR (τ) = − 1
Ld−1
logP
(
τJR 6 τ
)
.
According to Proposition 2.2.1, IR0,L,H(S,n) (τ) is a non-increasing function of
τ and H. Hence the limit
I(S,n) (τ) = lim
ε→0+
inf
H
lim sup
L
IR0,L,H(S,n) (τ + ε) ∈ [0,∞] (2.14)
exists – we introduce the ε > 0 in order to compensate for the error terms in
(2.6). It is clearly a non-increasing function of τ . We prove now that it is also
convex in τ and that it does not depend on S ∈ Sn: let S ′ ∈ Sn, ε > 0 and
α ∈ [0, 1]. Using the notations R = R0,L,H+√d/2(S,n), Ri = Rzi,l,H(S ′,n) and
C of the sub-additivity Theorem (Theorem 2.2.2), we have
τJR 6
|C1|
|C| τ
1 +
|C2|
|C| τ
2 + ε+ βcd
(
l
L
+
1
l
)
if C1 ⊔ C2 is a partition of C such that
τJRi 6
{
τ 1 + ε if i ∈ C1
τ 2 + ε if i ∈ C2. (2.15)
The probability for realizing condition (2.15) equals
exp
(−|C1|ld−1IR0,l,H(S′,n) (τ 1 + ε)− |C2|ld−1IR0,l,H(S′,n) (τ 2 + ε))
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and letting |C1|/|C| → α and L→∞ we see that
lim supL IR0,L,H+√d/2(S,n) (ατ
1 + (1− α)τ 2 + 2ε+ βcd/l) 6
αIR0,l,H(S′,n) (τ
1 + ε) + (1− α)IR0,l,H(S′,n) (τ 2 + ε) .
(2.16)
Taking the superior limit in l, then the limit in H, when ε→ 0+ we obtain
I(S,n)
(
ατ 1 + (1− α)τ 2) 6 αI(S′,n) (τ 1)+ (1− α)I(S′,n) (τ 2)
which proves both the independence of I(S,n) with respect to S (take α = 1)
and the convexity along τ . We let now In = I(S,n) and postpone the proof
of (2.13) for a while. The continuity of In on the interior of the domain
of finiteness of In is a consequence of its convexity. Hence we examine the
domain of finiteness of In. Let first τ < τ
min(n). If ε > 0 is small enough, the
event τJR0,L,H(S,n) 6 τ + ε < τ
min(n) has a probability zero and consequently,
In(τ) = +∞. The second easy regime is τ > τ q(n): from Proposition 2.2.4 we
infer that limL→∞ P(τJR0,L,H(S,n) 6 τ + ε) = 1 provided that H is large enough
and this implies In(τ) = 0. If at last τ > τ
min(n), there is H such that
lim sup
L
τJ
min
R0,L,H(S,n) < τ.
We will prove that, for δ > 0 small enough we still have:
lim sup
L
τJ
min+δ
R0,L,H(S,n) < τ. (2.17)
If we let R = R0,L,H(S,n) and differentiate along δ, we obtain
∂τJ
min+δ
R
∂δ
=
∑
e∈E(Rˆ)
∂τJR
∂Je
∣∣∣∣
J=Jmin+δ
yet, (2.40) and Proposition 2.4.3 indicate that, for any J ∈ J ,
Ld−1
β
∂τJR
∂Je
6 1.
As a consequence, τJ
min+δ
R is a cdβH-Lipschitz function of δ. The same is true
for lim supL τ
Jmin+δ
R0,L,H(S,n), thus (2.17) holds true for δ > 0 small enough. Now
we write, for any L large enough:
IR0,L,H(S,n) (τ) = −
1
Ld−1
logP
(
τJR0,L,H(S,n) 6 τ
)
6 − 1
Ld−1
logP
(
Je 6 J
min + δ, ∀e ∈ E
(
Rˆ0,L,H(S,n)
))
6 cdH × (− logP(Je ∈ [Jmin, Jmin + δ]))
which is finite thanks to the definition of Jmin. This ends the proof that
In(τ) <∞, for any τ > τmin(n).
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We address at last the convergence (2.13). The inequality IR0,N,δN (S,n) (τ) 6
IR0,N,H(S,n) (τ) when Nδ > H yields an upper bound on the superior limit:
lim sup
N
IR0,N,δN (S,n) (τ) 6 inf
H
lim sup
L
IR0,L,H(S,n) (τ) 6 In(τ
−) = In(τ)
for all τ > τmin(n), thanks to the continuity of In. For the lower bound we
use the sub-additivity of surface tension. Applying (2.16) with α = 1, l = N ,
H = δN yields: for any ε > 0 and N large enough,
lim sup
L
IR0,L,δN+√d/2(S,n) (τ + 3ε) 6 IR0,N,δN (S,n) (τ + ε)
and replacing τ + ε with τ , we obtain after the limits N →∞ and ε→ 0+ the
lower bound
In(τ) 6 lim inf
N
IR0,N,δN (S,n) (τ) , ∀τ ∈ R.

2.2.4. Annealed surface tension and fractional moments. In order
to get information on the rate function In we consider a dual quantity: the
λ-annealed surface tension defined as the Fenchel-Legendre transform of In.
For any λ > 0 and n ∈ Sd−1, we let
τλ(n) = inf
τ∈R
{λτ + In(τ)} . (2.18)
This quantity carries as much information as In thanks to the duality of
Fenchel-Legendre transforms for convex functions (Lemma 4.5.8 in [32]). It
can be interpreted as the surface tension under a modification of the annealed
measure. Indeed, if we let
τλR = −
1
Ld−1
logE
([
ΦJ,wR (DR)
]λ)
= − 1
Ld−1
logE
(
exp
(−λLd−1τJR)) ,
(2.19)
for any rectangular parallelepiped R of side-length L as in (2.2), then
Varadhan’s Lemma yields:
Proposition 2.2.6. For any λ > 0 and n ∈ Sd−1, for any sequence of
rectangular parallelepipeds RN = R0,N,δN(S,n) with δ > 0 and S ∈ Sn, the
quantity τλRN converges to τ
λ(n):
lim
N
τλRN = τ
λ(n). (2.20)
Thus, the limit does not depend on δ > 0 nor on S ∈ Sn.
The particular case λ = 1 shows the convergence of the annealed surface
tension τa = τλ=1. We describe now two of the main questions on surface
tension: first, Jensen’s inequality implies that
τλ(n) 6 λτ q(n), ∀λ > 0
and we would like to discuss the cases of equality. Considering the low
temperature asymptotics of τλ and τ q in Section 2.3 we prove that, for a broad
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class of distributions P, for any λ > 0 the inequality τλ(n) 6 λτ q(n) is strict
for β large enough. In fact, we believe that the inequality is strict whenever
τ q(n) > 0. Another clue on the strict inequality is given in Section 2.4.3,
where we describe the connection between this question and the asymptotics
of In (see Proposition 2.4.9 and Theorem 2.4.8).
The second important question concerns the positivity of In on the left of
τ q(n). Thus, we consider
τ˜ q(n) = inf {τ ∈ R : In(τ) = 0} (2.21)
the value of surface tension at which In becomes positive. Using concentration
methods we prove that the equality τ˜ q = τ q holds for all but at most
countably many β, provided that P satisfies a logarithmic Sobolev inequality
(see Corollary 2.4.5). This implies the positivity of In on the interval
(τmin(n), τ q(n)) and confirms that lower deviations are of surface order.
We conclude this paragraph with two propositions. First, we list some
immediate consequences of the definitions (2.20) and (2.21), that permit to
sketch the graph of λ 7→ τλ(n) on Figure 4:
Proposition 2.2.7. For all n ∈ Sd−1 the function λ 7→ τλ(n) is concave
and
In(τ) = sup
λ>0
{τλ(n)− λτ}. (2.22)
The following inequalities hold:
λτmin(n) 6 τλ(n) 6 λτ˜ q(n), ∀n ∈ Sd−1, λ > 0 (2.23)
and we have:
τλ(n)
λ
−→
λ→0+
τ˜ q(n) and
τλ(n)
λ
−→
λ→+∞
τmin(n), ∀n ∈ Sd−1. (2.24)
Hence, τλ(n) is positive if and only if τ˜ q(n) > 0. Furthermore:
τλ(n) −→
λ→+∞
lim
τ→0+
In(τ) ∈ [0,∞]. (2.25)
Another important yet classical fact is the convexity of surface tension [65].
In Appendix 2.5.2 we prove the weak triangle inequality for τJR and derive the
following Proposition:
Proposition 2.2.8. Let f q be the homogeneous extension of τ q to Rd,
namely:
f q(x) =
{ ‖x‖τ q(x/‖x‖) if x ∈ Rd \ {0}
0 if x = 0,
and let fλ (resp. f˜ q) be the homogeneous extension of τλ (resp. τ˜ q) to Rd.
Then, f q, fλ and f˜ q are convex and τ q, τλ and τ˜ q are continuous on Sd−1.
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λτ˜ q(n)
In(0)
τλ(n)
0 λ
0
τλ(n)
0 λ
0
λτ˜ q(n)
λτmin(n)
Figure 4. The graph of λ 7→ τλ(n) in the case of dilution
(τmin = 0 and In(0) < ∞, left) and distributions with τmin > 0
(right).
2.3. Low temperature asymptotics
In this Section, we describe the low temperature asymptotics of both
quenched and annealed surface tension. We will see in particular that the
quenched surface tension, at low temperature, is related to the maximal flow
for P. This study is motivated by the two questions we answer below: Is the
inequality τλ 6 λτ q strict ? What is the limit shape of the Wulff crystals when
β → +∞ ?
2.3.1. Objectives. Our objective is to prove the two Theorems below.
First we claim that the quenched and annealed surface tension do not coincide
at low temperature, for a broad class of environments. We call pc(d) the critical
threshold for bond percolation on Zd.
Theorem 2.3.1. Assume that P(Je > Jmin) > pc(d). Then, for any λ > 0
there is βλc <∞ such that
τλ(n) < λτ q(n), ∀n ∈ Sd−1,∀β > βλc . (2.26)
Remark that in the case Jmin = 0, the assumption of Theorem 2.3.1
corresponds to P(Je > 0) > pc(d), which is necessary for having a phase
transition in the dilute Ising model (else we have τλ(n) = λτ q(n) = 0 for all
β > 0). Let us mention another interesting fact about (2.26): for the directed
polymer in random environment in 1+1 dimensions (which was introduced in
order to represent interfaces of the two dimensional random media Ising model
at low temperatures, see [46]) it was proved recently [31] that the Lyapunov
exponent is positive at all β > 0, which corresponds in our settings to the
strict inequality τaβ (n) = τ
λ=1
β < τ
q
β(n).
Then, we examine the shape of Wulff crystals associated to surface tension.
Wulff crystals correspond to the deterministic shape of droplets that appear
when phase coexistence occurs, they will be presented with further details in
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Chapter 3 (see Section 3.1.2.4). Given a function τ : Sd−1 → (0,∞) which
homogeneous extension to Rd is convex, we define the Wulff crystal associated
to τ as
W = α{x ∈ Rd : x · n 6 τ(n),∀n ∈ Sd−1}
where α ∈ (0,∞) makes W of volume 1. We claim:
Theorem 2.3.2. Assume that P(Je > 0) = 1. Then, as β → +∞:
(i) The Wulff crystal associated to τ q converges to the Wulff crystal
associated to the maximal flow for P.
(ii) The Wulff crystal associated to τλ converges to the hypercubic Wulff
crystal.
These theorems will be finally proved in Section 2.3.4.
2.3.2. Maximal flow for the media. Before describing the low temper-
ature asymptotics for surface tension, we have to define the maximal flow for
P. Here we give a brief introduction to maximal flows, the interested reader
can consult [55], [54] and [15] for more details.
We will use an analogy for describing maximal flows. Imagine a liquid
which has to cross a lattice made of tubes with limited capacity. Then, the
maximal flow, in a given direction, is the quantity of liquid that can flow
through the lattice, per unit of surface.
Maximal flow, thanks to the max-flow min-cut Theorem, correspond to
surfaces of minimal weight (first-passage paths in two dimensions). We use
this characterization for our definition. Given a rectangular parallelepiped
R = R0,L,H(S,n) and I ⊂ E(Rˆ), we consider the event
ZI = {ωe = 0,∀e ∈ I} .
We say that I is an interface for R if ZI ⊂ DR and ∀e ∈ I,ZI\{e} 6⊂ DR, that
is to say, if the disconnection on I is enough for disconnecting ∂+Rˆ from ∂−Rˆ
(see (2.4)) and if there is no superfluous edge in I. This corresponds to the
geometrical notion of interface if, to the edges of I we associate their dual,
d − 1 dimensional facets. Then, we call I(R) the set of interfaces for R and
define the maximal flow in R, for a realization J of the media, as
µJR =
1
Ld−1
inf
I∈I(R)
∑
e∈I
Je.
This quantity has the same properties as surface tension since it satisfies a sub-
additivity property like Theorem 2.2.2: for RN = R0,N,δN(S,n) and N →∞,
the maximal flow in RN converges in P-probability, upper deviations occur at
volume order and lower deviations occur at surface order (a result similar to
Theorem 2.2.5 is proved in [77], for upper large deviations see [78]). In our
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comparison with the low temperature asymptotics of surface tension, we will
be interested in the following properties:
Proposition 2.3.3. For any δ > 0, as N → ∞ the quantity µJR0,N,δN (n,S)
converges in P-probability to µ(n) ∈ R+ that depends only on P and n.
Furthermore, one has: ∀n ∈ Sd−1,
Jmin‖n‖1 6 µ(n)
and the inequality is strict (for all n ∈ Sd−1) if P(Je > Jmin) > pc(d).
Proof. We only give the proof of the strict inequality, using a renormal-
ization argument (see [73] or Chapter 1). For ε > 0 small enough, we still have
P(Je > Jmin + ε) > pc(d). We consider L ∈ N⋆ and cover Rˆ = Rˆ0,N,δN(n,S)
with blocks of side-length 2L, positioned at Li, i ∈ Zd. We say that such a
block is good if the set of edges with values at least Jmin+ε presents a crossing
cluster in that box, and if that cluster is the unique one of diameter at least
L. For L large enough, the collection of good blocks stochastically dominates
high-density site percolation. An immediate Peierls argument shows that high-
density site percolation covers all interfaces with a density at least 1/2 of open
sites, with large probability. Now we consider I ∈ I(R). The weight of I is
at least the contribution of Jmin on I, plus the contribution of ε of the good
blocks that meet the interface I. With large P-probability, there are at least
cdN
d−1/(2Ld−1) of these good blocks, hence
µJR(n) > J
min‖n‖1 + cdε
2Ld−1
with large P-probability, uniformly in the size of R. The claim follows. 
Note that the question of whether the inequality Jmin‖n‖1 6 µ(n) is strict
in general appears to be a thoughtful one. In [79] the authors give a criterion
for a comparison of the first-passage time associated to two distributions
(Theorem 2.13) which holds under the assumption that P(Je = Jmin) be small
enough. They remark that the equality
Jmin‖n‖1 = µ(n) = 0
holds in the case Jmin = 0 and P(Je > 0) 6 pc(d). Yet, this case is not relevant
to our analysis because phase transition does not occur for such P. So, the
question that remains is: does
Jmin‖n‖1 < µ(n),∀n ∈ Sd−1
for any P with Jmin > 0 ? This question is of a similar nature than that of
having τmin(n) < τ q(n), which itself is equivalent to having In finite on the
left of τ q(n).
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2.3.3. Asymptotics of surface tension. Here we study the low tem-
perature asymptotics of surface tension and prove, under a few assumptions
on the media, that the low temperature asymptotics of τ q are determined by
the maximal flow µ, while those of τλ are determined by Jmin.
We begin with easy upper bounds:
Proposition 2.3.4. For all β > 0, all n ∈ Sd−1, one has
τ qβ(n) 6 βµ(n) (2.27)
and for all λ > 0:
τλβ (n) 6 ‖n‖1 × log
1
E exp (−λβJe) (2.28)
which is bounded by ‖n‖1 × log(1/P(Je = 0)) for all β > 0, if P(Je = 0) > 0.
Then, modulo an hypothesis on P we show that the entropy is negligible
at low temperature, and replace the inequalities with equivalents:
Proposition 2.3.5. Assume that P(Je > 0) = 1. Then, uniformly over
n ∈ Sd−1,
lim
β→+∞
τ qβ(n)
β
= µ(n) (2.29)
and
τλβ (n) ∼
β→+∞
‖n‖1 × log 1E exp (−λβJe) . (2.30)
At last, we will study one more case for the quenched surface tension:
Proposition 2.3.6. Assume that P(Je > 0) > pc(d). Then,
lim inf
β→+∞
τ qβ(n)
β
> 0, (2.31)
uniformly over n ∈ Sd−1.
and conclude with the remark that
Proposition 2.3.7. For all P,
lim
β→+∞
τλβ (n)
β
= λ‖n‖1 × Jmin (2.32)
uniformly over n ∈ Sd−1.
Proof. (Proposition 2.3.4). We begin with the proof of (2.27) and
consider a rectangular parallelepiped R and I ∈ I(R). The DLR equation
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yields
ΦJ,wR (DR) > ΦJ,wR (ZI) >
∏
e∈I
ΦJ,w{e}(ωe = 0) = exp
(
−β
∑
e∈I
Je
)
and consequently τJβ,R 6 βµ
J
R, which implies (2.27) taking the appropriate
limit sequence for R. Similarly, in view of the definition (2.19) we have
τλβ,R 6 −
1
Ld−1
logE
(∏
e∈I
ΦJ,w{e} (ωe = 0)
λ
)
6
|I|
Ld−1
log
1
E (e−λβJe)
and choosing for I the interface of smallest cardinal in I(R) – which has a
cardinal approximately ‖n‖1Ld−1 – we obtain the upper bound (2.28). The
upper bound on τλβ , when P(Je = 0) > 0, is a consequence of the inequality
E
(
e−λβJe
)
> P(Je = 0). 
Proof. (Proposition 2.3.5). This proof uses Peierls estimates and we use
the following fact: there exists cd depending on the dimension d only such
that the number of interfaces of cardinal n in I(R) is not larger than (cd)n.
We begin with the annealed case (2.30) as it is simpler. Remark that for any
I ⊂ I(R),
ΦJ,wR (ZI) 6
∏
e∈I
ΦJ,fR (ωe = 0) 6
∏
e∈I
qe−βJe .
If λ 6 1, the inequality (
∑n
i=1 xi)
λ 6
∑n
i=1 x
λ
i yields
ΦJ,wR (DR)λ 6
 ∑
I∈I(R)
ΦJ,wR (ZI)
λ 6 ∑
I∈I(R)
ΦJ,wR (ZI)λ
hence
E
[(
ΦJ,wR (DR)
)λ]
6
∑
I∈I(R)
∏
e∈I
qλEe−λβJe .
As Ee−λβJe −→
β→+∞
0 under the assumption P(Je > 0) = 1, we can apply Peierls
argument and conclude that:
E
[(
ΦJ,wR (DR)
)λ]
6
∑
n>minI∈I(R) |I|
(cdq
λEe−λβJe)n
6
1
1− cdqλEe−λβJe ×
[
cdq
λEe−λβJe
]minI∈I(R) |I|
for β large enough, which yields
τλβ > ‖n‖1 ×
(
log
1
Ee−λβJe
− (1 + λ) log cd − λ log q
)
(2.33)
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for all λ 6 1 and β large enough. If λ > 1, Minkowksi’s inequality yields:[
E
[(
ΦJ,wR (DR)
)λ]]1/λ
6
∑
I∈I(R)
[
E
[(
ΦJ,wR (ZI)
)λ]]1/λ
6
∑
I∈I(R)
∏
e∈I
q
[
Ee−λβJe
]1/λ
and we conclude similarly that (2.33) holds again for all λ > 1 and β large
enough. (2.30) follows from the divergence limβ→+∞ log(1/Ee−λβJe) = +∞
under the assumption P(Je > 0) = 1, and the convergence is uniform in
n ∈ Sd−1 as (2.33) holds for any β large enough independent of n.
For (2.29) we use Peierls estimates again. We write
ΦJR (DR) 6
∑
I∈I(R)
ΦJR (ZI) 6
∑
I∈I(R)
∏
e∈I
qe−βJe .
We decompose the sum according to the length of the interface: for any c >
‖n‖1,
ΦJR (DR) 6
∑
I∈I(R):|I|<cLd−1
q|I|e−βL
d−1µJR
+
∑
I∈I(R):|I|>cLd−1
q|I|e−β
P
e∈I Je (2.34)
The first term is not larger than
(cdq)
cLd−1 exp
(−βLd−1µJR)
and the expectation of the second one is
E
 ∑
I∈I(R):|I|>cLd−1
q|I|e−β
P
e∈I Je
 6 1
1− cdqE(e−βJe) ×
[
cdqE(e
−βJe)
]cLd−1
if ρβ = cdqE(e−βJe) < 1, which is the case for β large if P(Je > 0) = 1. For
any such β, applying Markov’s inequality we obtain, for any ε > 0:
P
 ∑
I∈I(R):|I|>cLd−1
q|I|e−β
P
e∈I Je > (ρβ)
(1−ε)cLd−1
 6 1
1− ρβ × (ρβ)
εcLd−1 .
Hence (2.34) shows that, for J typical under P – up to large deviations of
surface order –
ΦJR (DR) 6 (cdq)cL
d−1
exp
(−βLd−1µJR)+ (ρβ)(1−ε)cLd−1
which proves that
τ qβ(n) > min
(
βµ(n)− c log(cdq), c log 1
ρβ
)
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for any β > 0 such that ρβ < 1. The lower bound is optimal for
c =
βµ(n)
log(cdq) + log
1
ρβ
which is negligible with respect to β in the limit β → +∞, as log(1/ρβ)→ +∞.
The limit (2.29) follows – the uniformity over n ∈ Sd−1 is a consequence of
the fact that µ is bounded. If Jmin > 0, then we even have, for some C <∞,
that for β large enough (independent of n ∈ Sd−1),
τ qβ(n) > βµ(n)− C.

Proof. (Proposition 2.3.6). The proof for (2.31) exploits a renormal-
ization argument similar to the one used in [28]. Under the assumption
P(Je > 0) > pc(d), one can fix ε > 0 such that P(Je > ε) > pc(d), so
that the edges with J-values larger or equal to ε percolate. We cover now
the rectangular parallelepiped RN with blocks of side-length L as in definition
1.5.1 and say that a given block is good if there is a crossing cluster for the
edges Je > ε, and if that cluster is the unique one of diameter larger than
L/2. A simple Peierls argument, together with Pisztora’s coarse graining [73]
show that for L large enough, up to surface order large deviations under P,
there is no surface of blocks separating the upper from the lower boundaries
of RN that have a density greater than ε of bad blocks. For any such J , the
event of disconnection requires the choice of a block surface of cardinality at
least (N/L)d−1, and that, in each good block, at least one edge with Je > ε be
closed. Hence: for N large and J typical up to surface order large deviations,
ΦJ,wRN (DRN ) 6
∑
n>(N/L)d−1
(cd)
n
[
cdL
dqe−βε
](1−ε)n
leading to τ qβ >
[
(1− ε)βε− log (c2dLdq)] /Ld−1 for large enough β. The claim
follows. 
Proof. (Proposition 2.3.7). This is an immediate consequence of (2.28)
and (2.30) in view of the limit
lim
β→+∞
1
β
log
1
Ee−λβJe
= Jmin.

2.3.4. Applications. The low temperature asymptotics for surface ten-
sion permit to answer some important questions on surface tension, cf. Section
2.3.1. We give here the proofs of Theorems 2.3.1 and 2.3.2:
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Proof. (Theorem 2.3.1). We consider first the case Jmin = 0 and remark
that the asymptotics (2.31) and (2.32) imply the claim. If Jmin > 0 and if we
assume P(Je > Jmin) > pc(d), then again (2.29), (2.32) and Proposition 2.3.3
lead to the conclusion. 
Proof. (Theorem 2.3.2). This is a consequence of the fact that conver-
gences (2.29) and (2.30) hold uniformly over n ∈ Sd−1. 
2.4. Rate function for lower deviations
In Theorem 2.2.5 we established a large deviation principle for the lower
deviations of surface tension. We now discuss the asymptotics of the rate
function In on the left of τ
q(n). Using concentration inequalities we prove, as
for the directed polymer model, that In has at least a quadratic growth on the
left of τ q(n). In particular, it is non-zero for all τ < τ q(n). In the opposite
direction, we show that In(τ
q(n) − r) . r2−ξ, where ξ is the exponent for
transverse fluctuations of the interface defined at (2.55).
These controls are probably not optimal. In the two dimensional case, the
comparison with directed polymers suggests that
In(τ
q(n)− r) ∼
r→0+
cr3/2 and ξ =
2
3
. (2.35)
Directed polymers were introduced in order to represent the interface in the
Ising model with random couplings at low temperatures, see [46], [30]. It has
been shown that their zero-temperature limit, namely last passage percolation
satisfies (2.35) for a geometric distribution of the passage times, see Theorem
1.1 and (2.23) in [53].
The organization of this Section is as follows: first, we expose a weak version
of the concentration bounds for In that holds for β large and environments
that satisfy Je > ε > 0 P-almost surely, using the fact that the length of
the interface in such a case never exceeds cNd−1. In the general case the
concentration estimates do not apply directly as we do not have a uniform
control on the length of the interface, yet an application of the proof of the
concentration inequalities itself permits to overcome the difficulty and to relate
the length of the interface to a derivative of surface tension. The λ-annealed
surface tension plays an important role in this proof, as well as the modified
measure Eλ defined at (2.52). Then we address the question of an upper bound
on In and relate In to localization estimates.
2.4.1. Concentration at low temperature. Concentration of measure
theory is a very effective tool for analyzing the fluctuations of product
measures. In the case of polymers or even spin glasses it yields relevant upper
bounds on the probabilities of deviations, see [60] for a review. Concerning
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the Ising model with random couplings, its application to the deviations of
surface tension requires a control over the surface of the interface.
If the interactions are positive and the temperature low enough, one can
control uniformly the length of the interface in the Ising model (i.e. q = 2 for
the FK measure) and establish Theorem 2.4.1 below. For a similar result in a
more general setting, see Theorem 2.4.4.
Theorem 2.4.1. Assume that P satisfies a logarithmic Sobolev inequality
and that P(Je > ε) = 1 for some ε > 0. Then, for β large enough and q = 2,
there exists c > 0 such that, for all r > 0,
In(τ
q(n)− r) > cr2. (2.36)
Before we address the proof of Theorem 2.4.1, let us recall a few facts and
definitions, taken from Chapter 5 in [60]. The entropy of a positive measurable
function f with E(f log(1 + f)) <∞ is
EntP(f) = E(f log f)− E(f) logE(f). (2.37)
Assuming that the support of Je under P is an interval, we consider |∇f | the
norm of the gradient of f derivable:
|∇f |2 =
∑
e∈E(Rˆ)
|∇ef |2 where ∇ef = ∂f
∂Je
.
If the support of P is discrete, e.g. {0, 1}, we consider for |∇f | the norm of
the discrete gradient. We say that P satisfies a logarithmic Sobolev inequality
with constant CP if
Ent(f 2) 6 2CPE
(|∇f |2) (2.38)
for all f measurable satisfying E(f 2 log(1+f 2)) <∞. The requirement that P
satisfies a logarithmic Sobolev inequality is a weak assumption. It is the case
for the standard measures one considers for the diluted couplings: if (i) the
law of Je under P is pδ1 + (1− p)δ0, or if (ii) it has a positive density on [0, 1],
then P satisfies a logarithmic Sobolev inequality, cf. [60] or Theorems 4.2, 6.6
and Section 6.3 in [27].
Theorem 5.3 in [60] states the following: if P satisfies a logarithmic Sobolev
inequality with constant CP, then for every f : J → R measurable and 1-
Lipschitz, f is integrable and for all r > 0,
P (f > Ef + r) 6 e−
r2
2CP . (2.39)
Therefore, it is enough to get a uniform bound of the type |∇τJR| 6 c/
√
Ld−1
for establishing Theorem 2.4.1. We now consider
aJe =
Ld−1
β
∂τJR
∂Je
(2.40)
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for any e ∈ E(Rˆ) – as shown below, it is a good measure for the probability
that the interface passes through the edge e.
It is a consequence of the mean value Theorem, for both the discrete and
the continuous versions of the gradient, that:
Lemma 2.4.2. The gradient of τJR satisfies∣∣∇τJR∣∣2 6 β2
(Ld−1)2
∑
e∈E(R)
sup
Je
(
aJe
)2
. (2.41)
The actual value of Je does not modify consequently the value of a
J
e and
we will prove, after we finish the proof of Theorem 2.4.1, the following fact:
Proposition 2.4.3. For any e, aJe is a C∞ function of J ∈ J . For any
J ∈ J , one has
aJe =
1
pe
(
ΦJ,wR (ωe)− ΦJ,wR (ωe|DR)
)
if Je > 0 (2.42)
together with the following inequalities:
0 6 aJe 6 1 and sup
Je
aJe 6 e
β inf
Je
aJe . (2.43)
Proof. (Theorem 2.4.1). We provide a uniform upper bound on the
gradient. The Ising measure is more convenient for the present proof as we
condition on the position of the interface, which is uniquely defined for spins
systems but not for percolation systems. In view of Proposition 2.4.3, we have
sup
Je
(
aJe
)2
6 sup
Je
aJe 6 e
βaJe
hence Lemma 2.4.2 yields, for R = R0,N,δN(S,n):∣∣∇τJR∣∣2 6 β2eβ
(Nd−1)2
∑
e∈E(Rˆ)
aJe . (2.44)
As R is centered at the origin, we consider
Σ+R =
{
σ : Zd → {±1} : σx = 1,∀x /∈ Rˆ \ ∂Rˆ
}
Σ±R =
{
σ : Zd → {±1} : σx =
{
1 if x · n > 0
−1 else ,∀x /∈ Rˆ \ ∂Rˆ
}
the set of spin configurations on Rˆ with plus or mixed boundary conditions.
The correspondence between the FK (with q = 2) and Ising measures gives
τJR =
1
Nd−1
log
ZJ,+R
ZJ,±R
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where ZJ,+R and Z
J,±
R are the partition functions
ZJ,+R =
∑
σ∈Σ+R
exp
β
2
∑
e={x,y}∈E(Rˆ)
Jeσxσy

and ZJ,±R =
∑
σ∈Σ±R
exp
β
2
∑
e={x,y}∈E(Rˆ)
Jeσxσy
 ,
leading thus to
aJe = µ
J,+
R (σxσy)− µJ,±R (σxσy), ∀e = {x, y} ∈ E(Rˆ) (2.45)
where µJ,±R is the Ising model on Rˆ with mixed boundary condition (plus on
∂+Rˆ, minus on ∂−Rˆ). We consider now an interface I for R as in Section
2.3.2. We recall that it is a minimal set of edges such that connections from
∂+Rˆ to ∂−Rˆ through E(Rˆ)\ I are impossible. We consider I+ the upper part
of the interface I:
I+ = {x : ∃y ∈ Zd : {x, y} ∈ I and x= ∂−Rˆ in E(Rˆ) \ I}
and define symmetrically the set I−. We call then SI the event that I is the
spin interface between ∂+Rˆ and ∂−Rˆ under the measure µJ,±R :
SI =
{
σ ∈ Σ±R :
σ(x) = +1,∀x ∈ I+
σ(x) = −1,∀x ∈ I−
}
.
Conditionally on SI , the restriction of µJ,±R to the upper (resp. lower) parts
of Rˆ equals the Ising measure with uniform plus (resp. minus) boundary
condition. Hence, for any {x, y} /∈ I we have
µJ,±R (σxσy|SI) > µJ,+R (σxσy), (2.46)
and the upper bound (2.44) on the gradient becomes, thanks to (2.45) and
(2.46): ∣∣∇τJR∣∣2 6 β2eβ
(Nd−1)2
∑
I interface
µJ,±R (SI)× 2|SI |.
Thus, it remains only to bound the average interface length under µJ,±R . We
remark that µJ,±R (SI) can also be written as
µJ,±R (SI) =
ZJ,+R\I exp
(−β∑e∈Γ Je)
ZJ,±R
where ZJ,+R\I stands for the partition function associated to the set of configu-
rations with plus boundary condition on I+, I− and on ∂Rˆ. Thanks to the
assumption Je > ε and to the remarks that
ZJ,+R\I 6 Z
J,+
R
and ZJ,±R > Z
J,+
R exp
(
−β|∂−Rˆ|
)
,
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we have
µJ,±R (SI) 6 exp
(−βε|I|+ βcdNd−1)
if δ < 1. We conclude with a Peierls estimate and bound the number of
interfaces of cardinal n > 2cdN
d−1/ε by (cd)n:
∣∣∇τJR∣∣2 6 2β2eβ
(Nd−1)2
2cdNd−1
ε
+
∑
n>2cdNd−1/ε
n(cd)
ne−βεn+βcdN
d−1
 .
As the second term goes to 0 with N →∞ for β large enough, we infer that∣∣∇τJR∣∣2 6 5cdβ2eβ/εNd−1
for all N large enough, if β is large enough. This implies that
−τJR
√
Nd−1
5cdβ2eβ/ε
is 1-Lipschitz and thus, according to Theorem 5.3 in [60], that
P
(
τJR 6 Eτ
J
R − r
)
6 exp
(−cr2Nd−1)
for c > 0. The convergence of the rate function (Theorem 2.2.5) completes the
proof. 
Proof. (Proposition 2.4.3). The fact that aJe is a C∞ function of J is a
consequence of the same property for τJ , the quantity ΦJ,wR (DR) being always
positive. We introduce next a few notations: we let
wJR(ω) =
∏
e∈E(Rˆ)
(
pe
1− pe
)ωe
q
Cw
E(Rˆ)(ω) and ZJR(A) =
∑
ω∈A
wJR(ω) (2.47)
for any ω ∈ ΩE(Rˆ) and A ⊂ ΩE(Rˆ), see (2.1) for the definition of CwE(Rˆ)(ω). For
all J with Je > 0, we have
∂ logwJR(ω)
∂Je
= β
ωe
pe
and as a consequence, for all J with Je > 0,
aJe = −
1
β
∂
∂Je
log
ZJR(DR)
ZJR(ΩE(Rˆ))
=
1
pe
(
ΦJ,wR (ωe)− ΦJ,wR (ωe|DR)
)
.
Under this formulation, the FKG inequality and the bound ΦJ,wR (ωe) 6 pe
imply that 0 6 aJe 6 1 for any J ∈ J with Je > 0, and the inequality extends
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by continuity to the whole of J . We now calculate the derivative of aJe along
Je for Je > 0 and obtain, as
∂
∂Je
[
ΦJ,wR (ωe|A)
pe
]
= β
[
ΦJ,wR (ωe|A)
pe
− Φ
J,w
R (ωe|A)2
p2e
]
,
that, for any J ∈ J with Je > 0,
∂aJe
∂Je
= βaJe
(
1− Φ
J,w
R (ωe)
pe
− Φ
J,w
R (ωe|DR)
pe
)
.
This implies in particular that ∣∣∣∣∂aJe∂Je
∣∣∣∣ 6 βaJe
and the comparison supJe∈[0,1] a
J
e 6 e
β infJe∈[0,1] a
J
e follows. 
2.4.2. General concentration bound. We give here a more general
formulation of the concentration lower bound. In order to bypass the
requirement of a uniform upper bound on the gradient of τJR we reproduce
the proof of concentration and in particular make use of Herbst’s argument.
Theorem 2.4.4. If P satisfies a logarithmic Sobolev inequality with
constant CP <∞, then for every n ∈ Sd−1, for Lebesgue-almost all β > 0, one
has
lim sup
r→0+
Iβ,n(τ
q
β(n)− r)
r2
> 0. (2.48)
A consequence of this Theorem is the positivity of In. We recall that τ˜
q,
defined at (2.21), is the value of surface tension at which In becomes positive.
Corollary 2.4.5. If P satisfies a logarithmic Sobolev inequality, the set
NI =
{
β > 0 : ∃n ∈ Sd−1 : τ˜ qβ(n) 6= τ qβ(n)
}
(2.49)
is at most countable.
Before proving Theorem 2.4.4 we recall a few properties of the λ-annealed
surface tension. First, the duality formula (2.22) is responsible for the following
fact:
Lemma 2.4.6. Assume that
lim sup
λ→0+
τλ(n)− λτ q(n)
λ2
> −c for some c ∈ [0,∞]. (2.50)
Then,
lim sup
r→0+
In(τ
q(n)− r)
r2
>
1
4c
∈ [0,∞]. (2.51)
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Proof. (Lemma 2.4.6). If c = ∞ the conclusion holds trivially and we
thus require that c <∞. We consider c′ > c and a sequence (λk)k∈N of positive
numbers with λk → 0, such that
τλk(n)− λkτ q(n) > −c′λ2k, ∀k ∈ N.
This implies that, with rk = 2c
′λk,
In(τ
q(n)− rk) = sup
λ>0
{
τλ(n)− λ(τ q(n)− rk)
}
>
λ=λk
λkrk − c′λ2k
=
r2k
4c′
which yields (2.51). 
We begin now the core of the proof of Theorem 2.4.4 and apply Herbst’s
argument to obtain a lower bound on the λ-derivative of τλR/λ. For any λ > 0
we introduce the measure Pλ (which depends also on R) that to any bounded
measurable h : J ∈ J 7→ R gives expectation
Eλ(h(J)) = E
(
h(J)
exp
(−λLd−1τJR)
E exp (−λLd−1τJR)
)
. (2.52)
Proposition 2.4.7. Assume that P satisfies a logarithmic Sobolev inequal-
ity with constant CP and denote mP = E(Je). Then, for any λ > 0,
− ∂
∂λ
(
τλR
λ
)
6
CPβ
2eβ(1+λ)
2mP
1
λ
∂τλR
∂β
. (2.53)
Proof. (Proposition 2.4.7). We have
τλR
λ
= − 1
λLd−1
logE
(
exp
(−λLd−1τJR))
so that, denoting fλ = −λLd−1τJR and differentiating we obtain
− ∂
∂λ
(
τλR
λ
)
=
1
λ2Ld−1
E (fλ exp (fλ))− E (exp (fλ)) logE (exp (fλ))
E (exp (fλ))
=
1
λ2Ld−1
Ent(exp(fλ))
E (exp (fλ))
where Ent is the entropy defined at (2.37). Applying the logarithmic Sobolev
inequality (2.38) for exp(fλ/2) we conclude that
− ∂
∂λ
(
τλR
λ
)
6
2CP
λ2Ld−1
E
(|∇ exp(fλ/2)|2)
E (exp (fλ))
.
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Applying the Mean Value Theorem we obtain
− ∂
∂λ
(
τλR
λ
)
6
CP
2λ2Ld−1
∑
e∈E(Rˆ)
E
((
supJe∈[0,1]
∂fλ
∂Je
)2
supJe∈[0,1] exp(fλ)
)
E (exp (fλ))
,
where furthermore
∂fλ
∂Je
= −λβaJe .
so that
− ∂
∂λ
(
τλR
λ
)
6
CPβ
2
2Ld−1
∑
e∈E(Rˆ)
E
(
supJe∈[0,1](a
J
e )
2 × supJe∈[0,1] exp(fλ)
)
E (exp (fλ))
.
We relate now this expression to the β-derivative of τλR, exploiting the weak
dependence of aJe and of τ
J
R on Je. In view of Proposition 2.4.3 we have
sup
Je∈[0,1]
(aJe )
2 6 sup
Je∈[0,1]
aJe 6 e
β inf
Je∈[0,1]
aJe
and, as well,
sup
Je∈[0,1]
exp(fλ) 6 e
βλ inf
Je∈[0,1]
exp(fλ).
These quantities are independent of Je, hence:
− ∂
∂λ
(
τλR
λ
)
6
CPβ
2eβ(1+λ)
2Ld−1
∑
e∈E(Rˆ)
E
(
Je
mP
inf
Je∈[0,1]
aJe ×
infJe∈[0,1] exp(fλ)
E (exp (fλ))
)
6
CPβ
2eβ(1+λ)
2mPLd−1
Eλ
 ∑
e∈E(Rˆ)
Jea
J
e

=
CPβ
2eβ(1+λ)
2mP
1
λ
∂τλR
∂β
.

We conclude the proof of Theorem 2.4.4 introducing a technical quantity
KP,β
n
that makes possible the control of the convergence of ∂τλR/∂β, for
Lebesgue almost all β.
Proof. (Theorem 2.4.4). Given δ > 0 and S ∈ Sn, we denote RN the
rectangular parallelepiped RN = R0,N,δN(n,S) and let
KP,β
n
= lim inf
λ→0+
lim inf
N→∞
1
λ
∫ λ
0
∂τλ
′
RN
∂β
dλ′
λ′
> 0.
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First we assume that KP,β
n
<∞ and establish (2.48). In view of Theorem 2.2.3
and Proposition 2.2.6 we have
τλ(n)− λτ q(n) = lim
N→∞
τλRN − λEτJRN
= lim
N→∞
λ
∫ λ
0
∂
∂λ′
(
τλ
′
RN
λ′
)
dλ′
as limλ→0 τλRN/λ = Eτ
J
RN for any N finite. Proposition 2.4.7 yields, for any
ε > 0:
lim sup
λ→0+
τλ(n)− λτ q(n)
λ2
> −CPβ
2eβ(1+ε)
2mP
lim inf
λ→0+
lim inf
N→∞
1
λ
∫ λ
0
∂τλ
′
RN
∂β
dλ′
λ′
> −CPβ
2eβ(1+ε)
2mP
KP,β
n
and an immediate application of Lemma 2.4.6 gives, after the limit ε→ 0, the
lower bound:
lim sup
r→0+
Iβ,n(τ
q
β(n)− r)
r2
>
mP
2CPβ2eβK
P,β
n
> 0.
We conclude evaluating the integral of KP,β
n
on some interval [β1, β2]. For any
δ > 0 and S ∈ Sn, Fatou’s Lemma and Fubini Theorem imply that∫ β2
β1
KP,β
n
dβ 6 lim inf
λ→0+
lim inf
N→∞
1
λ
∫ λ
0
∫ β2
β1
∂τλ
′
RN
∂β
dλ′
λ′
= lim inf
λ→0+
lim inf
N→∞
1
λ
∫ λ
0
τλ
′
β2,RN − τλ
′
β1,RN
λ′
dλ′.
The convergence as N → ∞ is uniformly dominated (recall that 0 6 τλRN 6
λcdβ by Jensen’s inequality and Proposition 2.2.1) hence we finally obtain∫ β2
β1
KP,β
n
dβ 6 lim inf
λ→0+
1
λ
∫ λ
0
τλ
′
β2
(n)− τλ′β1(n)
λ′
dλ′
= τ˜ qβ2(n)− τ˜ qβ1(n).
in view of (2.24). In particular, KP,β
n
is finite for Lebesgue almost all β > 0.
Note that in view of Corollary 2.4.5, for Lebesgue almost every β1, β2 with
β1 6 β2 the former integral is in fact dominated by τ
q
β2
(n)− τ qβ1(n). Hence, if
τ qβ(n) is derivable on some interval, we have K
P,β
n
6 ∂τ qβ(n)/∂β for Lebesgue
almost every β in that interval. 
Proof. (Corollary 2.4.5). Let σ be the uniform measure on Sd−1 and µ
the Lebesgue measure on R+. The set
A = {(β,n) ∈ R+ × Sd−1 : τ˜ q(n) 6= τ q(n)}
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is measurable for the product measure. Furthermore, for every n ∈ Sd−1 the
set
An = {β ∈ R+ : (β,n) ∈ A}
satisfies µ(An) = 0 thanks to Theorem 2.4.4. Applying Fubini’s formula we
conclude that µ⊗σ(A) = 0 or in other words that for µ-almost every β ∈ R+,
for σ-almost every n ∈ Sd−1, τ˜(n) = τ q(n). Let us fix some β ∈ R+ such
that the former equality holds for σ-almost every n ∈ Sd−1. Proposition 2.2.8
tells us that τ˜ and τ q are continuous functions of n, hence the σ-almost sure
equality is in fact an equality on all Sd−1 and we proved that
µ
({
β ∈ R+ : ∃n ∈ Sd−1 : τ˜ q(n) 6= τ q(n)}) = 0.
Consider now
D = {β′ ∈ R+,∃n ∈ Sd−1 such that β 7→ τ qβ(n) is not left continuous at β′}
and let us denote
τ qβ−(n) = lim
ε→0+
τ qβ−ε(n)
the value of τ q(n) on the left of β, which exists since τJR, and thus τ
q(n), are
non-decreasing functions of β. Similarly, In and τ˜(n) are also non-decreasing
functions of β. In view of the equality τ˜(n) = τ q(n) for almost all β, as well
as the trivial domination τ˜ q(n) 6 τ q(n) we write:
∀n ∈ Sd−1,∀β > 0, τ qβ−(n) 6 τ˜ qβ(n) 6 τ qβ(n)
and this proves that τ˜β(n) = τ
q
β(n), ∀n ∈ Sd−1 and for every β /∈ D. We prove
at last that D is at most countable. The homogeneous extension of τ qβ−(n) to
Rd is convex since it is the pointwise limit of the f qβ−ε, hence τ
q
β−(n) is again
a continuous function of n ∈ Sd−1. Let (nn)n∈N be a dense sequence in Sd−1.
We have:
D ⊂
⋃
n∈N
{
β ∈ R+ : τ qβ(nn) 6= τ qβ−(nn)
}
which is at most countable. 
2.4.3. Rate function and localization. We now relate the asymptotics
of In to the transverse fluctuations of the interface. We begin with the
definition of surface tension in rectangular parallelepipeds of fixed height,
unbounded width: for any H >
√
d, we let
τ qH(n) = lim sup
L→∞
EτJR0,L,H(S,n). (2.54)
It follows from the proof of Theorem 2.2.3 that τ qH(n) converges to τ
q(n) as
H →∞. We define the exponent ξn in function of the speed of convergence:
ξn = inf
{
γ > 0 : lim sup
H→+∞
H1/γ (τ qH(n)− τ q(n)) <∞
}
. (2.55)
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One can interpret ξn as an exponent for the transverse fluctuations of the
interface, in the uniform case at least. For example: in the two dimensional
case, assume that the transverse fluctuations of the interface scale like Lχ when
the two extremities of the interface are at distance L. We require now that
the interface be pinned periodically to the straight line, at a period L = H1/χ.
This increases surface tension by (− log pL)/L, where pL is the probability that,
without the constraint, the interface initiated at a periodic point reaches the
straight line at the next point. This constraint also ensures that the interface
does not escape the rectangle of height H and thus indicates that
τ qH(n)− τ q(n) .
− log pH1/χ
H1/χ
.
In the case of uniform media we expect that, for any ε > 0, − log pL 6 Lε for
large L, and this leads to the inequality ξ 6 χ.
We want to emphasize that the convergence of τH has been studied in the
literature. In the case of deterministic interactions and effective models [17]
(continuum Gaussian, discrete Gaussian and S.O.S. models), it has been shown
that
τH − τ∞ 6
{
cH−2 if d = 2
e−cH if d > 3
for some c > 0, where d − 1 stands for the dimension of the effective model
and d for its physical dimension. One should compare these bounds with the
values for the transverse fluctuations exponent: 1/2 in two dimensions, 0 in
higher dimensions.
The main result of the present section is an upper bound on the rate
function In on the left of τ
q(n):
Theorem 2.4.8. Assume β > βˆc. Then, for any n ∈ Sd−1, any γ > ξn
and r > 0 small enough (depending on β and P),
In(τ
q(n)− r) 6 r2−γ.
We thus expect that In is sub-linear on the left of τ
q(n). We recall that the
slope of In on the left of τ
q(n) – which we expect to be 0 – has the following
meaning:
Proposition 2.4.9. The slope of In on the left of τ
q(n) coincides with
the last λ > 0 for which the equality between λ-annealed and quenched surface
tension holds:
lim
r→0+
In(τ
q(n)− r)
r
= max
{
λ > 0 : τλ(n) = λτ q(n)
}
.
If P(Je > Jmin) > pc(d), this quantity goes to 0 as β →∞, uniformly over n.
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Proof. (Proposition 2.4.9). The existence of a slope for In on the left of
τ q(n) is a consequence of its convexity. The equality is then an immediate
consequence of the duality formula (2.22). The fact that the limit of the right-
hand term is 0 as β → ∞ under the assumption P(Je > Jmin) > pc(d) is an
immediate consequence of Theorem 2.3.1. 
The main step for proving Theorem 2.4.8 is the next proposition, where we
show that the cost for reducing the surface tension in a finite rectangular paral-
lelepiped is at most quadratic in the volume of the rectangular parallelepiped:
Proposition 2.4.10. Assume β > βˆc. Then, there exists c < ∞ such
that, for all n ∈ Sd−1, S ∈ Sn and H >
√
d, if r > 0 is small enough and
R = R0,L,H(S,n), then
P
(
τJR 6 Eτ
J
R − r
)
> exp
(−cr2HLd−1) (2.56)
for any L large enough.
Then, the proof of Theorem 2.4.8 goes as follows:
Proof. (Theorem 2.4.8). For any γ > ξn, there is c < ∞ such that, for
any H large enough,
τ qH(n)− τ q(n) 6 cH−1/γ.
Define thenHr = (r/c)
−γ so that, for any r > 0 small enough, τ qHr(n)−τ q(n) 6
r. Then, we consider δ > 0 and S ∈ Sn, let RN = R0,N,δN(S,n) and write:
for N large enough,
P
(
τJRN 6 τ
q(n)− r) > P(τJR0,N,Hr (S,n) 6 τ q(n)− r)
> P
(
τJR0,N,Hr (S,n) 6 τ
q
Hr
(n)− 2r
)
> P
(
τJR0,N,Hr (S,n) 6 Eτ
J
R0,N,Hr (S,n)(n)− 3r
)
> exp
(−9c′r2HrNd−1)
in view of Proposition 2.4.10, for some c′ < ∞. Then, we take some γ′ > γ
and remark that, as r → 0+, the term 9c′r2Hr = 9c′cγr2−γ is negligible with
respect to r2−γ
′
. 
Proof. (Proposition 2.4.10). The idea of the proof is as follows: we prove
first that a deviation of the empirical mean of the couplings Je leads to a
deviation of the same order for surface tension. Then, we remark that the cost
for reducing the empirical mean of the couplings is quadratic at volume order.
To begin with, we introduce the measure P˜µ for µ > 0, defined by
E˜µ(h) = E
(
h(J)e−µ
P
e∈E(Rˆ) Je
)/
E
(
e−µ
P
e∈E(Rˆ) Je
)
120 2. SURFACE TENSION
for h bounded measurable. A major difference with Pλ considered at (2.52) is
that P˜µ is a product measure.
We examine first the expectation of τJR under E˜µ and remark that
∂
∂µ
E˜µ
(
τJR
)
= −
∑
e∈E(R)
CovE˜µ
(
Je, τ
J
R
)
6 −
∑
e∈E(R)
VE˜µ(Je)× E˜µ
(
inf
Je∈[0,1]
∂τJR
∂Je
)
where VE˜µ(Je) is the variance of Je under E˜µ. VE˜µ(Je) is a continuous function
of µ and hence satisfies VE˜µ(Je) > VE(Je)/2 for all µ > 0 small enough. As for
the second factor, it follows from Proposition 2.4.3 that
inf
Je∈[0,1]
∂τJR
∂Je
>
βe−β
Ld−1
(
ΦJ,wR (ωe)− ΦJ,wR (ωe|DR)
)
which implies:
∂
∂µ
E˜µ
(
τJR
)
6 −VE(Je)
2
βe−β
Ld−1
×
E˜µΦJ,wR
 ∑
e∈E(Rˆ)
ωe
− E˜µ
ΦJ,wR
 ∑
e∈E(Rˆ)
ωe
∣∣∣∣∣∣DR

for small enough µ > 0. The FKG inequality implies, as DR is a decreasing
event, that the marginal on ω of the measure E˜µΦ
J,w
R stochastically dominates
that of E˜µ[Φ
J,w
R (.|DR)]. Hence one can consider a joint measure on (ω, ω′)
that satisfies ω > ω′ a.s., which marginals coincide with those of E˜µΦ
J,w
R
and E˜µ[Φ
J,w
R (.|DR)], respectively. Since ω′ ∈ DR almost surely, the difference∑
e∈E(Rˆ) ωe − ω′e is at least equal to the number of edges one needs to close in
ω to ensure the disconnection and we conclude that
∂
∂µ
E˜µ
(
τJR
)
6 −VE(Je)
2
× βe
−β
Ld−1
E˜µΦ
J,w
R
(
dDR(ω)
)
where dDR(ω) is the distance between ω and the set DR, i.e.
dDR(ω) = inf
n ∈ N : ∃e1, . . . en ∈ E(Rˆ) such that ω˜ ∈ DR,whereω˜ : { ω˜ei = 0 ∀i ∈ {1 . . . n} and
ω˜e = ωe ∀e /∈ {e1, . . . , en}
 .
We now use the assumption β > βˆc which implies that a coarse graining holds
for EΦJ,wR , that is to say that for any ε > 0, there exists l ∈ N large enough so
that
E˜µ inf
π
ΦJ,πΛl
(
There exists a crossing cluster for ω in Λl
and it is the unique one of diameter > l/2
)
> 1− ε (2.57)
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for µ = 0, where Λl = {0, . . . , l−1}d. In view of the renormalization techniques
of Chapter 1, this assumption is enough, if ε > 0 is small enough, to conclude
that EΦJ,wR
(
dDR(ω)
)
> cd(L/l)
d−1. Now, remark that the left-hand side in
(2.57) is a continuous function of µ for fixed l, so that (2.57) holds in fact for
any µ > 0 small enough. We conclude therefore to the existence of µ0 > 0
and c > 0 not depending on R such that, for all µ ∈ [0, µ0), the inequality
E˜µ
(
τJR
)
6 EτJR − cµ holds and implies, by Markov’s inequality:
P˜µ
(
τJR 6 Eτ
J
R −
cµ
2
)
>
cµ
2EτJR
. (2.58)
We conclude now the proof of Proposition 2.4.10 and turn (2.58) into a lower
bound for the P-probability that τJR 6 Eτ
J
R − cµ/2. We let
mJ =
1
|E(Rˆ)|
∑
e∈E(Rˆ)
Je
and denote mµ = E˜µ(Je). As a consequence of the law of large numbers, for
any µ ∈ (0, µ0) and ε > 0 we have
P˜µ
(
τJR 6 Eτ
J
R −
cµ
2
and mJ > mµ − εµ
)
>
cµ
3EτJR
for L large enough. In view of the definition of P˜µ, we infer that
E
(
1{τJR6EτJR− cµ2 }e
−µ|E(Rˆ)|(mµ−εµ)
)
>
cµ
3EτJR
Ee−µ
P
e∈E(Rˆ) Je
that is to say:
P
(
τJR 6 Eτ
J
R −
cµ
2
)
>
cµ
3EτJR
(
eΛ(µ)+µmµ−εµ
2
)|E(Rˆ)|
where Λ(µ) = logEe−µJe is the cumulant generating function of Je. An
immediate expansion yields
Λ(µ) = −µmP + µ22 VE(Je) + oµ→0(µ
2)
mµ = −Λ′(µ) = mP − µVE(Je) + o
µ→0
(µ)
where mP = E(Je), so that
Λ(µ) + µmµ − εµ2 = −µ
2
2
VE(Je)− εµ2 + o
µ→0
(µ2)
and the claim follows. 
2.5. Appendix
We conclude this Chapter on surface tension with the proofs which are not
influenced in their structure by the media randomness. We will prove first
the sub-additivity of surface tension, then its convexity. In a third Section
(Appendix 2.5.3) we will prove that surface tension does not depend much on
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the boundary condition. This will help in the study of the phase coexistence
phenomenon (Chapter 3).
2.5.1. Sub-additivity of surface tension. We give here the proofs of
Proposition 2.2.1 and Theorem 2.2.2.
Proof. (Proposition 2.2.1). The fact that τJR0,L,H(S,n) is a non-decreasing
function of J and β is an immediate consequence of the monotonicity of ΦJ
along the same parameters, noting that DR is a decreasing event. We consider
then H ′ > H and callR = R0,L,H(S,n) andR′ = R0,L,H′(S,n). The inclusion
DR ⊂ DR′ is clear and, on the second hand ΦJ,wR′ is stochastically smaller than
ΦJ,wR in view of the DLR equation and of the monotonicity of Φ
J,π
R along π. As
DR is a decreasing event we conclude that
ΦJ,wR (DR) 6 ΦJ,wR′ (DR) 6 ΦJ,wR′ (DR′) ,
i.e. τJR0,L,H(S,n) is a non-increasing function of H. The non-negativity of τ
J
R is
a trivial consequence of its definition, and we conclude with the upper bound
τJR0,L,H(S,n) 6 τ
J
R0,L,2√d(S,n).
It is enough to close all the edges of RˆL = Rˆ0,L,2√d(S,n) to realize the
disconnection in RˆL. The DLR equation, combined with the monotonicity
of ΦJ,π{e} yields:
τJRL 6 −
1
Ld−1
log
∏
e∈E(RˆL)
ΦJ,w{e} ({ωe = 0})
6 β
|E(RˆL)|
Ld−1
as ΦJ,w{e}({ωe = 0} = 1 − pe = exp (−βJe) > exp(−β). We bound the
cardinal of E(RˆL) using the following technique: |E(RˆL)| is not larger than
2d times the cardinal of RˆL, which is itself not larger than the volume of
V =
⋃
x∈RˆL
(
x+ [0, 1]d
) ⊂ R0,L+2√d,3√d(S,n). Consequently
τJRL 6 β × 2d×
(
L+ 2
√
d
)d−1
× 6√d
Ld−1
6 β × 6× 2dd3/2
and the claim follows. 
Proof. (Theorem 2.2.2). We begin with the definition of zi and C. We call
(e′k)k=1...d−1 the edges of S ′ and e′d = n, so that (e′k)k=1...d is an orthonormal
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basis for Rd. For all i = (ik)k=1...d−1 ∈ Zd−1 we define zi as the unique point of
Zd such that (
l +
√
d
) d−1∑
k=1
ike
′
k ∈ zi +
[
−1
2
,
1
2
)d
and call
C = {i ∈ Zd−1 : Ri ⊂ R}
letting
R = R0,L,H+√d/2(S,n) and Ri = Rzi,l,H(S ′,n).
We proceed with the proof of (2.5) first. We call Hn the hyperplane of Rd
orthogonal to n that contains 0 and remark that the orthogonal projections of
zi + lS ′ (for all i ∈ C) on Hn are disjoint and all included in LS. Hence their
total surface |C|ld−1 does not exceed the surface of LS, namely Ld−1, and the
upper bound in (2.5) follows. Reusing the previous notations we call
z′i =
(
l +
√
d
) d−1∑
k=1
ike
′
k, ∀i ∈ Zd−1
so that z′i ∈ Hn. We consider then
C ′ =
{
i ∈ Zd−1 : z′i +
(
l +
√
d
)
S ′ ⊂ LS
}
.
In view of the inequality d(zi, z
′
i) 6
√
d/2 it follows that zi + lS ′ ⊂ R, for
all i ∈ C ′, hence C ′ ⊂ C. On the other hand, for any i ∈ Zd−1 such that
z′i + (l +
√
d)S ′ ∩ (L− 2√d(l +√d))S 6= ∅ we have i ∈ C′, hence(
L− 2√d(l +√d)
l +
√
d
)d−1
6 |C ′| 6 |C|
and (
l
L
)d−1
|C| >
(
l
l +
√
d
− 2
√
d
l
L
)d−1
>
(
1−
√
d
l
− 2
√
d
l
L
)d−1
> 1− (d− 1)
(√
d
l
+ 2
√
d
l
L
)
which yields the lower bound for (2.5). We pass now to the proof of (2.6) and
call
E =
{
e ∈ E(Rˆ) \
⋃
i∈C
E(R̂i) : d(e,Hn) 6
√
d
2
}
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where d(e,Hn) stands for the shortest distance between one extremity of e and
Hn. The inclusion (⋂
i∈C
DRi
)⋂
{ωe = 0,∀e ∈ E} ⊂ DR
holds: consider ω that belongs to the left-hand side and let c an ω-open path
issued from ∂+Rˆ. Every times c enters some Rˆi by the upper boundary ∂+Rˆ,
it also exits by the same upper boundary since ω ∈ DRˆi . As c cannot use the
edges of E it is not able to cross the middle hyperplane Hn elsewhere than
in the Rˆi, and in particular it cannot reach ∂−Rˆ. Since the DRˆi as well as
the {ωe = 0} are decreasing events, the DLR equations and the monotonicity
along the boundary condition for ΦJ imply that
ΦJ,wRˆ (DR) >
∏
i∈C
ΦJ,wRi (DRi)×
∏
e∈E
ΦJ,w{e}({ωe = 0})
>
∏
i∈C
ΦJ,wRi (DRi)× exp (−β|E|) (2.59)
as ΦJ,w{e}({ωe = 0} = 1 − pe = exp (−βJe) > exp(−β). We proceed then with
an estimate over the cardinality of E : we call F = {x ∈ Zd : ∃y, {x, y} ∈ E}
the set of extremities of some e ∈ E and remark that |E| 6 dVol (V ) where
V =
⋃
x∈F x+ [0, 1]
d. We have
V ⊂ R0,L+2√d,3√d/2(S,n) while V ∩Rzi,l−2√d,∞(S ′,n) = ∅, ∀i ∈ C,
hence
|E| 6 d× 3
√
d
2
×
((
L+ 2
√
d
)d−1
− |C|
(
l − 2
√
d
)d−1)
6 cdL
d−1
(
l
L
+
1
l
)
in view of the lower bound in (2.5). Taking logarithms in (2.59) and dividing
by −Ld−1 we obtain the inequality
τJR 6
(
l
L
)d−1∑
i∈C
τJRi + cdβ
(
l
L
+
1
l
)
and (2.6) follows from the upper bound in (2.5).
We conclude with a word on the structure of the sequence (τJRi)i∈C. The Ri
are disjoint by construction, hence so are the edge sets E(Rˆi), hence the τJRi
are independent. They are identically distributed as the Ri are all centered at
lattice points, P being translation invariant as a product measure. 
2.5.2. Weak triangle inequality. In order to prove Proposition 2.2.8
we establish the weak triangle inequality for surface tension (see [65] or
Proposition 11.6 in [24]). We consider three unit vectors u,v and n such
that n is a linear combination of u and v with positive coefficients, and an
orthonormal basis e1, e2 . . . .ed−1, ed such that ed = n and e1 ∈ Vect(u,v)
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with e1 · v > 0. In the oriented plane (e1, ed) we denote by θ the angle
between u and n and by ϕ that between n and v. Note that cos θ = u · n
and cosϕ = v · n. As seen on Figure 5 the triangle with faces orthogonal
to −n,u,v has side-lengths proportional to 1/ tan θ + 1/ tanϕ, 1/ sin θ and
1/ sinϕ.
θ φn
u
v
e1
11/sinθ
1/tanθ 1/tanφ
1/sinφ
ed = n
Figure 5. The triangle associated to the vectors u,v and n in
the plane (e1, ed).
Let us describe how, into a rectangular parallelepiped oriented in the
direction n, we construct an interface made of rectangular parallelepipeds
oriented in the directions u and v. Let
h = n(1/ tan θ + 1/ tanϕ), hu = 1/ sin θ and hv = 1/ sinϕ
where n ∈ N⋆. We consider then the hypercubes
S = [±1/2]e1 + . . .+ [±1/2]ed−1
Su = [±1/2]u′ + [±1/2]e2 + . . .+ [±1/2]ed−1
Sv = [±1/2]v′ + [±1/2]e2 + . . .+ [±1/2]ed−1,
where u′ is the direct normal to u in the plane (e1, ed), and v′ that to v.
Note that S,Su and Sv are respectively orthogonal to n,u and v. Then, as
on Figure 6 we consider the rectangular parallelepiped R = λS + [±1]n and,
for any i ∈ Zd−1 the rectangular parallelepipeds
Ri
u
=
(
i1
(
1
tan θ
+
1
tanϕ
)
− 1
2 tan θ
)
e1
+
1
sin θ
(
d−1∑
k=2
ikek + (1− εδ) (Su + [±δ]u)
)
Ri
v
=
(
i1
(
1
tan θ
+
1
tanϕ
)
+
1
2 tanϕ
)
e1
+
1
sinϕ
(
d−1∑
k=2
ikek + (1− εδ) (Sv + [±δ]v)
)
where δ > 0 and εδ = δmax(tan θ, tanϕ) ensures that the e1-extension of Riu
(resp. of Rj
v
) does not exceed 1/ tan θ (resp. 1/ tanϕ), thus no Ri
u
and Rj
v
intersect each over.
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01
2tanθ
1
2tanφ
R0
u R0v
I
n(1/tanθ + 1/tanφ)
2
R
Figure 6. Intersection of the rectangular parallelepipedsR,Ri
u
and Rj
v
with the plane (e1, ed).
We now state an intermediate Lemma:
Lemma 2.5.1. There is a finite constant c = c(d, θ, ϕ) such that for any
N ∈ N, any n large enough:
ΦJ,wRN (DRN ) >
∏
i∈Ku
ΦJ,w
(Riu)N
(D(Riu)N) ∏
i∈Kv
ΦJ,w
(Riv )N
(D(Riv )N)× e−cβ(nN)d−1( 1n+δ)
(2.60)
where Ku = {i ∈ Zd−1 : Riu ⊂ R} and Kv = {i ∈ Zd−1 : Riv ⊂ R} satisfy
1− c
n
6
1
n
(
hu
h
)d−2
|Ku| 6 1 and 1− c
n
6
1
n
(
hv
h
)d−2
|Kv| 6 1. (2.61)
Proof. We begin with (2.61). One can pile exactly n rectangular
parallelepipeds Ri
u
in the direction e1, and at least h/hu − 2, not more than
h/hu in each other direction e2, . . . ed−1. Since h is proportional to n, (2.61)
follows. We proceed now with the probabilistic estimates and consider the set
of edges
E ⊂ E(R̂N) \
{ ⋃
i∈Ku
E((̂Ri
u
)N) ∪
⋃
i∈Kv
E((̂Ri
v
)N)
}
made of the edges that touch laterally some (Ri
u
)N or (Ri
v
)N , and of the edges
that touch the interface NI where I is the interface invariant by translation
in the directions ek, k ∈ {2, . . . , d− 1}, which projection on the plane (e1, ed)
equals the union over i ∈ Z of
i
(
1
tan θ
+
1
tanϕ
)
e1+
([
± 1
2 sin θ
]
u
′ − 1
2 tan θ
)
∪
([
± 1
2 sinϕ
]
v
′ +
1
2 tanϕ
)
(cf. Figure 6). It is clear that if disconnection happens under ω in every
rectangular parallelepiped (Ri
u
)N , i ∈ Ku, in every (Riv)N , i ∈ Kv and if every
edge in E is closed for ω, then disconnection happens in the large rectangular
parallelepiped RN . The cardinal of E is not larger than
cdN
d−1(1 + δ/εδ)
[
Hd−1(I ∩ R)− |Ku|
(
(1− εδ)
sin θ
)d−1
− |Kv|
(
(1− εδ)
sinϕ
)d−1]
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and since Hd−1(I ∩ R) 6 (n + 2)(h/hu + 2)d−2(1/ sin θ)d−1 + (n + 2)(h/hv +
2)d−2(1/ sinϕ)d−1 and εδ ∝ δ, one concludes that
|E| 6 cnd−1Nd−1(1/n+ δ)
for some c = c(d, θ, ϕ). Then, (2.60) follows just as in Theorem 2.2.2 from the
DLR equation, together with the remark that the conditional probability that
any edge be closed is at least e−β. 
We state now the proof of Proposition 2.2.8:
Proof. (Proposition 2.2.8). Consider x, y ∈ Rd and α ∈ (0, 1). If x and y
are on the same line issued from 0, the convexity inequality f q((1−α)x+αy) 6
(1− α)f q(x) + αf q(y) is trivial. Else, we call
u =
x
‖x‖ , v =
y
‖y‖ and n =
(1− α)x+ αy
‖(1− α)x+ αy‖
and define by θ, ϕ ∈ (0, π/2) the numbers such that u · n = cos θ and v · n =
cosϕ. Remark that n,u,v comply the assumptions stated before Lemma
2.5.1. Taking −1/(hN)d−1E log in equation (2.60) and the inferior limit in N ,
then n→∞ and δ → 0 we obtain in view of Theorem 2.2.3 the weak triangle
inequality for τ q, namely:(
1
tan θ
+
1
tanϕ
)
τ q(n) 6
1
sin θ
τ q(u) +
1
sinϕ
τ q(v).
This implies the convexity of f q and also, since sup
n∈Sd−1 τ
q(n) < ∞,
the continuity of τ q – cf. Proposition 11.9 in [24] and references therein.
The same is true for τλ: elevating equation (2.60) to the power λ, taking
−1/(hN)d−1 logE and the superior limit in N we obtain, in view of (2.20):
τλ(n)− λcdβ
h
6 |Ku|
(
hu(1− εδ)
h
)d−1
τλ(u) + |Kv|
(
hv(1− εδ)
h
)d−1
τλ(v)
+cβ
(n
h
)d−1( 1
n
+ δ
)
hence, letting δ → 0 and n → ∞ we get the weak triangle inequality for τλ,
hence fλ is convex and τλ continuous on Sd−1. At last, remark that f˜ is the
pointwise limit of fλ/λ as λ→ 0+ (cf. (2.24)), hence it is again convex, and τ˜
is continuous on Sd−1. 
2.5.3. Surface tension under free boundary condition. The subject
of this last appendix is the proof of the Proposition 2.5.2 below. Given a
rectangular parallelepiped R = Rx,L,H(S,n), the surface tension in R, with
free boundary condition is
τ˜JR = −
1
Ld−1
log ΦJ,fR (DR˜) (2.62)
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where R˜ = Rx,L,H/2(S,n) is the twice finer rectangular parallelepiped. We
will compare the value of τ˜JR to that of
τJR = −
1
Ld−1
log ΦJ,wR (DR) ,
the surface tension in R with wired boundary condition as in (2.3), and to
τJR˜ = −
1
Ld−1
log ΦJ,wR˜ (DR˜) ,
the surface tension in the finer rectangular parallelepiped R˜, with wired
boundary condition. We use the notations βˆc for the slab percolation threshold
andN for the set of inverse temperatures at which infinite volume FK measures
are not unique, see (3.4) and (3.5) for instance.
Proposition 2.5.2. For any rectangular parallelepiped R, τ˜JR 6 τJR˜. On
the other hand, if β > βˆc and β /∈ N there exists cd < ∞ such that, if
RN = R0,N,δN(S,n) with δ ∈ (0, 1),
lim sup
N
1
Nd
logP
(
τ˜JRN 6 τ
J
RN − cdδ log q
)
< 0. (2.63)
As a consequence, for β > βˆc with β /∈ N , the cost for reducing τ˜JR does
not differ much from that of reducing τJR: for all τ > 0,
−In(τ−) 6 lim infN→∞ 1Nd−1 logP
(
τ˜JRN 6 τ
)
6 lim supN→∞
1
Nd−1 logP
(
τ˜JRN 6 τ
)
6 −In(τ + cdδ log q).
In order to prove that the boundary condition has little influence on the
actual value of surface tension, we will adapt the argument of Cerf and Pisztora
[25]. First, we will evaluate the density of the “induced boundary condition”
under free and wired boundary conditions, as well as the cost for deviations.
Then, we will use an appropriate geometrical decomposition together with a
coupling argument and conclude that typically – up to volume order – the
boundary condition in (2.62) does not influence the value of surface tension.
We begin with the definition of the density of the induced boundary
condition. We call H = Zd−1 × {0} the discrete horizontal hyperplane and
E+ = E(Zd−1 × N) \ E(H) the set of edges with at least one extremity above
H. For any box Λˆ ⊂ Zd symmetric with respect to H and any ω ∈ Ω, the
boundary condition induced by ω on H is ω|E+ . Then, we consider
KΛˆ(ω) = number of clusters of Λˆ ∩H under the wiring ω|E+
as well as the density of clusters
κΛˆ(ω) =
KΛˆ(ω)
|Λˆ ∩H| .
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In order to define localized versions of KΛˆ(ω) and κΛˆ(ω), we consider the edge
sets
BΛˆ = E+ ∩ E(∂Λˆ) and EΛˆ = E+ ∩ (E(Λˆ) \ E(∂Λˆ))
where ∂Λ = {x ∈ Λ : ∃y ∈ Zd \ Λ : x ∼ y} is the (inner) boundary of Λ ⊂ Zd,
and let
Kf
Λˆ
(ω) = KΛˆ
(
ω|EΛˆ
)
and Kw
Λˆ
(ω) = KΛˆ
(
ω|EΛˆ ∨ w|BΛˆ
)
(2.64)
where w ∈ Ω is the configuration with all edges open. We consider as well the
associated densities:
κf
Λˆ
(ω) =
Kf
Λˆ
(ω)
|Λˆ ∩H| and κ
w
Λˆ
(ω) =
Kw
Λˆ
(ω)
|Λˆ ∩H| .
If ΛˆN is the symmetric box ΛˆN = {−N, . . . , N}d, we have:
Proposition 2.5.3. The limits
κf = lim
N→∞
EΦJ,f
ΛˆN
(
κf
ΛˆN
(ω)
)
and κw = lim
N→∞
EΦJ,w
ΛˆN
(
κw
ΛˆN
(ω)
)
exist and satisfy 0 6 κw 6 κf 6 1. They are equal for any β > βˆc such that
β /∈ N . Furthermore, for any ε > 0:
lim sup
N
1
Nd−1
logEΦJ,f
ΛˆN
(
κf
ΛˆN
> κf + ε
)
< 0 (2.65)
and
lim sup
N
1
Nd−1
logEΦJ,w
ΛˆN
(
κw
ΛˆN
6 κw − ε
)
< 0. (2.66)
Proof. We prove that κf
ΛˆN
and κw
ΛˆN
are respectively sub and super-
additive. Given L,N ∈ N⋆ with L 6 N and i ∈ H, we denote
∆Li = (2L+ 1)i+ ΛˆL and IN,L =
{
i ∈ H : ∆Li ⊂ ΛˆN
}
. (2.67)
Explicit calculations show that
|IN,L| =
(
N
L
)d−1(
1 +O
(
1
L
))
and ∣∣∣∣∣∣H ∩
ΛˆN \ ⋃
i∈IN,L
∆Li
∣∣∣∣∣∣ 6 Nd−1O
(
1
L
)
.
Since KΛˆN is decreasing, we have
Kf
ΛˆN
(ω) 6 Kf
ΛˆN
 ∨
i∈IN,L
ω|E
∆L
i
 = ∑
i∈IN,L
Kf
∆Li
(ω) +
∣∣∣∣∣∣H ∩
ΛˆN \ ⋃
i∈IN,L
∆Li
∣∣∣∣∣∣
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and as a consequence,
κf
ΛˆN
(ω) 6
1 +O(1/L)
|IN,L|
∑
i∈IN,L
κf
∆Li
(ω) +O
(
1
L
)
. (2.68)
In other words, κf
ΛˆN
is a sub-additive quantity. Taking on the left hand side
the expectation EΦJ,f
ΛˆN
and on the right-hand side the product
⊗
i∈IN,L EΦ
J,f
∆Li
– which is stochastically smaller than EΦJ,f
ΛˆN
, cf. Proposition 1.3.2 in Chapter
1 – we conclude, on the one hand, to the convergence:
EΦJ,f
ΛˆN
(
κf
ΛˆN
(ω)
)
−→
N→∞
κf
and on the other hand that, for L and N/L large enough:
EΦJ,f
ΛˆN
(
κf
ΛˆN
(ω) > κf + ε
)
6 EΦJ,f
ΛˆN
 1
|IN,L|
∑
i∈IN,L
κf
∆Li
(ω) > κf +
ε
2

6
⊗
i∈IN,L
EΦJ,f
∆Li
 1
|IN,L|
∑
i∈IN,L
κf
∆Li
(ω) > κf +
ε
2
 .
Provided that L is large enough, the former probability decays as
exp(−c(N/L)d−1) in the limit N → ∞ thanks to Crame´r’s Theorem, and
we proved (2.65). Symmetrically, κw
ΛˆN
is a super-additive quantity since, if we
open all edges that do not belong to any E∆Li , we obtain the inequality
Kw
ΛˆN
(ω) > KΛˆN
(
ω
∨
w|Ti∈IN,L Ec∆L
i
)
=
∑
i∈IN,L
[
Kw∆Li
(ω)− 1
]
+ 1
that is to say
κw
ΛˆN
(ω) >
1−O(1/L)
|IN,L|
∑
i∈IN,L
κw∆Li
(ω)−O
(
1
L
)
(2.69)
and the convergence EΦJ,w
ΛˆN
(
κw
ΛˆN
(ω)
)
−→
N→∞
κw as well as the surface cost for
lower deviations (2.66) follow in the same way. The inequality 0 6 κw 6 κf 6 1
is a trivial consequence of the fact that KΛˆN is a decreasing function of ω, and
of the estimates 1 6 KΛˆN (ω) 6 (2N + 1)
d. In order to prove the equality,
we take EΦJ,f
ΛˆN
in (2.68) and EΦJ,w
ΛˆN
in (2.69) and letting N , then L → ∞ we
obtain respectively
κf 6 lim inf
L
Θ
(
κf
ΛˆL
(ω)
)
and κw > lim sup
L
Θ
(
κw
ΛˆL
(ω)
)
(2.70)
where Θ is the weak limit of both EΦJ,f
ΛˆN
and EΦJ,w
ΛˆN
as N →∞, thanks to the
assumption β /∈ N . On the other hand, the assumption β > βˆc and the coarse
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graining (Theorem 1.2.1 in Chapter 1) imply the existence of c > 0 such that,
for all L ∈ N large enough:
Θ
(UΛˆL) > 1− exp(−c√L)
where
UΛˆL =
{
In ΛˆL, there exists a unique
cluster for ω of diameter >
√
L
}
.
For any ω ∈ UΛˆL it is immediate that
0 6 κf
ΛˆL
(ω)− κw
ΛˆL
(ω) 6
d− 1√
L
and as a consequence:
κw > lim sup
L
Θ
(
κw
ΛˆL
(ω)
)
= lim sup
L
Θ
(
κf
ΛˆL
(ω)
)
> lim inf
L
Θ
(
κf
ΛˆL
(ω)
)
> κf .

The second step towards the proof of Proposition 2.5.2 is a control on the
density of the boundary condition induced by ω on an increasing sequence of
sets (Vn)n∈{0,nmax} defined as follows: given RN = R0,N,δN(S,n) as in (2.2) and
R˜ = R0,N,δN/2(S,n), N,L ∈ N⋆ we call
Un = R0,N,δN/2+4n√dL(S,n)
for any n ∈ {0, . . . , nmax} where
nmax = [δN/(8
√
dL)]− 1.
Then, for all i ∈ Zd we let
∆˜Li = 2Li+ {−L, . . . , L}d and Vn = RN ∩
 ⋃
i∈Zd:∆˜Li ∩Un 6=∅
∆˜Li
 .
These sets are illustrated on Figure 7. Note that the rectangular
parallelepipeds RN , R˜N and Un, n ∈ {0, . . . , nmax} are all centered at the
origin. The essential feature of Vn is that its boundary is mostly constituted
by d − 1 dimensional facets of side-length 2L + 1, which makes possible to
control the density of the boundary condition induced by ω on Vn. Precisely,
if π ∈ Ω
E(dRN )c and ω ∈ ΩE(dRN ) we let
Nn(ω, π) = Number of connected components of ∂Vn under ω|E(dRN )\E(Vn) ∨ π,
(2.71)
and the following holds:
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Figure 7. An illustration for the definition of Vn.
Proposition 2.5.4. Assume that β > βˆc and β /∈ N and let RN =
R0,N,δN(S,n). Then, there exists cd < ∞ depending on d only and L ∈ N⋆
such that:
lim sup
N→∞
1
Nd
logEΦJ,fRN
(∣∣∣∣{n : Nn(ω, f)|∂Vn| > κ+ cdδ
}∣∣∣∣ > nmax2
)
< 0 (2.72)
and
lim sup
N→∞
1
Nd
logEΦJ,wRN
(∣∣∣∣{n : Nn(ω,w)|∂Vn| 6 κ− cdδ
}∣∣∣∣ > nmax2
)
< 0 (2.73)
as well as
∀n ∈ {0, . . . , nmax}, |∂Vn| 6 cd(1 + δ)Nd−1. (2.74)
We decompose the proof of Proposition 2.5.4 in three steps. First, in
Lemma 2.5.5 we estimate the number of facets in each Vn as well as the cardinal
of ∂Vn not covered by these facets. Then, in Lemma 2.5.6 we compare Nn to
a sum of local variables that are similar to the Kf/w defined at (2.64), and at
last we conclude using the stochastic domination Theorem (Proposition 1.3.2
in Chapter 1).
We begin with a notation for the facets of the ∆˜Li : given (i, k, ε) ∈ Zd ×
{1, . . . , d} × {±1}, we denote by
FLi,k,ε =
{
x ∈ ∆˜Li : x · ek = 2Li · ek + εL
}
the facet of ∆˜Li in the direction εed. Then, we let
Fn =
{
(i, k, ε) : FLi,k,ε ⊂ ∂Vn, ∆˜Li ⊂ Vn and ∆˜Li+εek ⊂ RN
}
,
and we prove the following fact:
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Lemma 2.5.5. There exists a constant cd < ∞ depending on d only such
that, for any consistent N,L, δ and n with N/L large enough, one has
1
cd
(
N
2L+ 1
)d−1
6 |Fn| 6 cd
(
N
2L+ 1
)d−1
(2.75)
as well as ∣∣∣∣∣∣∂Vn \
⋃
(i,k,ε)∈Fn
FLi,k,ε
∣∣∣∣∣∣ 6 cd (δN + L)Nd−2. (2.76)
Proof. We begin with the right-hand side inequality in (2.75). The cubes
contributing to Fn remain at distance not larger than 2L
√
d from the top and
bottom faces of Un, that is, they pertain to a region of volume not larger
than 8L
√
dNd−1. Since each cube has a volume (2L)d and bears 2d faces, we
conclude that
|Fn| 6 8d3/2
(
N
2L
)d−1
.
In order to prove the left-hand side inequality in (2.75), we consider the
orthogonal projection of the hyper-rectangular parallelepiped Top(Un) onto
the hyperplane {x ∈ Rd : x · ek = 0}, it has an area equal to Nd−1 × |ek · n|,
and this area is a lower bound for the area of the facets of Fn with outer
normal ±ek. Hence the area of the facets of Fn is at least of the order of
Nd−1‖n‖1
for N/L large, and (2.75) follows since ‖n‖1 > 1. We address now the proof
of (2.76), and remark that ∂Vn \
⋃
(i,k,ε)∈Fn F
L
i,k,ε can be covered by the union
of the ∂∆˜Li for all i ∈ Zd such that
∆˜Li ∩
(
∂Vn \ ∂lat(RN)
) 6= ∅ and ∃(k, ε) : ∆˜Li+εekRN ,
and by the lateral boundary of RN , namely
∂lat(RN) =
{
x ∈ RN ∩ Zd : ∃y ∈ Zd \ RN∞, ‖y − x‖2 = 1
}
where RN∞ is the rectangular parallelepiped with the same basis and center as
RN , with infinite extension in the directions ±n. On the one hand, there are
not more than c′d(N/L)
d−2 cubes ∆˜Li that intersect ∂Vn \ ∂lat(NR), being at a
distance not larger than 2
√
dL from ∂lat(NR), hence the contribution of the
corresponding ∂∆˜Li is not larger than c
′′
dLN
d−2. On the other hand, it is clear
that |∂lat(NR)| 6 c′′′d δNd−1 and (2.76) follows. 
We turn now to the second step of the proof of Proposition 2.5.4, and make
the link between Nn(ω, π) defined at (2.71) and the quantities Kf/w defined
at (2.64). Precisely, given any (i, k, ε) ∈ Fn we call
BLi,k,ε = ∆˜
L
i + Lεek
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the box placed symmetrically around the face FLi,k,ε, then
BL,+i,k,ε =
{
x ∈ BLi,k,ε : (x− 2Li) · εek > L
}
its middle half which intersection with Vn is reduced to F
L
i,k,ε. Then, we call
BLi,k,ε the set constituted of the lateral edges of BL,+i,k,ε not in E(FLi,k,ε), namely
BLi,k,ε = E(∂BL,+i,k,ε)\E(FLi,k,ε), and ELi,k,ε the set with one extremity in the interior
of BL,+i,k,ε, namely ELi,k,ε = E(BL,+i,k,ε) \ E(∂BL,+i,k,ε). These edge sets are illustrated
on Figure 8. Then, we call
(i) KL,fi,k,ε(ω) the number of clusters of F
L
i,k,ε under the wiring ω|ELi,k,ε and
(ii) KL,wi,k,ε(ω) the number of clusters of F
L
i,k,ε under the wiring ω|ELi,k,ε ∨
w|BLi,k,ε ,
that is to say: in the computation of KL,fi,k,ε(ω), we take into account only the
edges of ω in ELi,k,ε, while for KL,wi,k,ε(ω) we close first the all the border edges
e ∈ BLi,k,ε.
∂Vn
BLi,k,ǫ
ELi,k,ǫ
FLi,k,ǫ
BLi,k,ǫ
Figure 8. The two edge sets BLi,k,ε and ELi,k,ε.
These new quantities Kf/w correspond to those defined at (2.64), except
for their orientation εek in place of ed. We prove now:
Lemma 2.5.6. There exists cd <∞ that depends on d only such that, given
any π ∈ Ω
E(dRN )c and ω ∈ ΩE(dRN ), n ∈ {0, . . . , nmax}:∑
(i,k,ε)∈Fn
[
KL,wi,k,ε(ω)− 1
]
6 Nn(ω, π) 6 cd (δN + L)Nd−2 +
∑
(i,k,ε)∈Fn
KL,fi,k,ε(ω).
(2.77)
Proof. We begin with the left-hand side inequality. Let x ∈ FLi,k,ε and
call Cx the cluster of ω|ELi,k,ε ∨ w|BLi,k,ε that contains x. If Cx ∩ BLi,k,ε 6= ∅ (and
this is the case of all but one cluster), Cx is also a cluster for ω|E(RN )\E(Vn).
Furthermore, it touches exactly one facet of ∂Vn since it does not touch BLi,k,ε.
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Hence, summing on all such clusters we obtain the left-hand side inequality in
(2.77).
We examine then the right hand side inequality and consider C a cluster of
ω|E(RN )\E(Vn)∨π touching Vn on some facet (i, k, ε) ∈ Fn. There exists at least
one cluster C ′ ⊂ C for ω|ELi,k,ε that touches FLi,k,ε, thus it follows that the number
of clusters under ω|E(RN )\E(Vn) ∨ π touching
⋃
(i,k,ε)∈Fn F
L
i,k,ε is not larger than∑
(i,k,ε)∈Fn K
L,f
i,k,ε(ω). The right-hand side inequality in (2.77) is then a direct
consequence of (2.76) in the previous Lemma. 
We address at last the proof of Proposition 2.5.4.
Proof. (Proposition 2.5.4). We denote by F = ⋃nmaxn=0 Fn the set of all
facets of some Vn and consider the collection of events
DLi,k,ε =
{
ω : KL,fi,k,ε(ω) > (2L+ 1)
d−1(κ+ δ)
}
for (i, k, ε) ∈ F , as well as
G =
{
ω :
∣∣{(i, k, ε) ∈ F : ω ∈ DLi,k,ε}∣∣
|F| > δ
}
the event that a proportion at least δ of the facets satisfy DLi,k,ε. First, we
prove that if Cd = 2 + 3c
2
d where cd < ∞ is the maximum of the constants
appearing in Lemmas 2.5.5 and 2.5.6, for L and N/L large enough we have
the implication:
ω ∈ Gc ⇒
∣∣∣∣{n : Nn(ω, f)|∂Vn| > κ+ Cdδ
}∣∣∣∣ < nmax2 . (2.78)
The proof is as follow: we consider ω ∈ Gc and a sequence (nt)t=1...⌈nmax/2⌉ such
that, for all t ∈ {1, . . . , ⌈nmax/2⌉}:
Nnt(ω, f) > (κ+ Cdδ) |∂Vnt| (2.79)
and exhibit a contradiction. To begin with, we sum (2.79) over t, consider the
lower bound |∂Vnt| > (2L − 1)d−1|Fnt|, divide by (2L + 1)d−1
∑⌈nmax/2⌉
t=1 |Fnt|
and obtain ∑⌈nmax/2⌉
t=1 Nnt(ω, f)
(2L+ 1)d−1
∑⌈nmax/2⌉
t=1 |Fnt|
> (κ+ Cdδ)
(2L− 1)d−1
(2L+ 1)d−1
. (2.80)
Then, we remark thanks to (2.77) that
⌈nmax/2⌉∑
t=1
Nnt(ω, f) 6
∑
(i,k,ε)∈S⌈nmax/2⌉t=1 Fnt
KL,fi,k,ε(ω) +
⌈nmax
2
⌉
cd (δN + L)N
d−2
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while the assumption ω ∈ Gc implies that
∑
(i,k,ε)∈S⌈nmax/2⌉t=1 Fnt
KL,fi,k,ε(ω) 6 (2L+1)
d−1(κ+ δ)
⌈nmax/2⌉∑
t=1
|Fnt|+ δ(2L+1)d−1|F|.
Reporting in (2.80) and noting that |F|/∑⌈nmax/2⌉t=1 |Fnt| 6 2c2d, as well as
(2L + 1)d−1
∑⌈nmax/2⌉
t=1 |Fnt| > c−1d ⌈nmax/2⌉Nd−1 thanks to (2.75), we conclude
that
κ+ δ(1 + 3c2d) + c
2
d
L
N
> (κ+ Cdδ)
(2L− 1)d−1
(2L+ 1)d−1
.
which is false for L and N/L large enough. Hence (2.78) holds for L and N/L
large enough. Now we estimate the EΦJ,fRN -probability for G. Remark that for
i = 0, k = d and ε = 1 we have KL,f0,d,1(ω) = K
f
ΛˆL
(ω) where Kf
ΛˆL
(ω) is the
quantity defined at (2.64). Hence, from the assumption β > βˆc and β /∈ N , we
deduce from Proposition 2.5.3 and in particular (2.65) the existence of c > 0
such that
E sup
π
(
ΦJ,π
Ef (BL,+i,k,ε)
(DLi,k,ε)) 6 exp(−cLd−1) −→
L→∞
0
for any L large enough. Now remark that the events DLi,k,ε and DLj,k,ε have
disjoint domains of dependence E(BL,+i,k,ε) and E(B
L,+
j,k,ε) as soon as ‖i−j‖∞ > 2,
hence the assumptions of Proposition 1.5.4 in Chapter 1 are satisfied. This
means that we can fix L (large enough so that (2.78) holds for N large enough)
such that the EΦJ,fRN -probability for G is not larger than
BFδ/2
(
1
|F|
∑
f∈F
Xf > δ
)
where BFδ/2 is the Bernoulli product measure on F of density δ/2, and Xf its
variable. By Crame´r’s Theorem, we know that the later probability decays as
exp(−c|F|) for some c > 0. Thanks to Lemma 2.5.5 it appears that |F| is
larger than cd,Lδh
dNd, hence we proved the existence of c > 0 such that
EΦJ,fRN (G) 6 exp
(−cNd)
and in view of the implication (2.78), the proof of (2.72) is over. The proof of
(2.73) would be identical. At last, from (2.76) and (2.75) we check that
|∂Vn| 6 cdNd−1(1 + δ + L/N),
hence for any N large enough
|∂Vn| 6 CdNd−1(1 + δ)
and (2.74) is proved. 
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We are now in a position for proving Proposition 2.5.2. In order to
quantify the influence of the boundary condition on surface tension we describe
a coupling between the two measures EΦJ,fRN and EΦ
J,w
RN . Following Cerf
and Pisztora in [25], we consider an enumeration e1, . . . em of the edges in
E(R̂N), where m = |E(R̂N)| and assume that this enumeration describes first
E(R̂N) \E(Vnmax), then E(Vnmax) \E(Vnmax−1) and so on until E(V0). On the
other hand, we let U1, U2, Um be i.i.d. random variables uniformly distributed
on [0, 1]. Given a realization of the media J ∈ J , we construct then two
configurations ω¯, ω¯′ ∈ Ω
E(dRN ) by induction, letting
ω¯ek+1 = 1
n
Uk+16Φ
J,f
E(NR)(ωek+1 |ωe1=ω¯e1 ,...,ωek=ω¯ek)
o
ω¯′ek+1 = 1
n
Uk+16Φ
J,w
E(NR)(ωek+1 |ωe1=ω¯′e1 ,...,ωek=ω¯′ek)
o (2.81)
and we call Φ˜J,f,wRN the resulting law for (ω¯, ω¯
′). This joint measure Φ˜J,f,wRN has
the following properties: first, ω¯ 6 ω¯′ almost surely – this is an inductive
consequence of the FKG inequality. Second, the marginal laws of Φ˜J,f,wRN on ω¯
and ω¯′ are ΦJ,fRN and Φ
J,w
RN respectively, and even, given any n ∈ {1, . . . , nmax},
the marginal laws of ω¯, ω¯′ under the conditional measure
Φ˜J,f,wRN
(
.|ω¯ = ω and ω¯′ = ω′ on E(R̂N) \ E(Vn)
)
are respectively
Φ
J,ω|E( dRN )\E(Vn)
E(Vn)
and Φ
J,w|E( dRN )c∨ω
′
|E( dRN )\E(Vn)
E(Vn)
. (2.82)
Proof. (Proposition 2.5.2). The inequality τ˜JR 6 τ
J
R˜ is immediate: notice
that
ΦJ,fR (DR˜) > ΦJ,wR˜ (DR˜).
We address now the proof of (2.63) in the case q > 1 (if q = 1, the result is
clear) and consider, for every n ∈ {1, . . . , nmax}, the events
An =
{
(ω¯, ω¯′) ∈ Ω2
E(dRN ) :
ω¯ 6 ω¯′ and
0 6 N (ω¯, f)−N (ω¯′, w) 6 4c2dδhd−1Nd−1
}
,
A =
nmax⋃
n=1
An and Bn = An \
nmax⋃
k=n+1
Ak
where cd < ∞ is the constant appearing in Proposition 2.5.4. The latter
Proposition yields:
EΦ˜J,f,wRN (Ac) 6 EΦ˜J,f,wRN
(
∀n 6 nmax,
Nn(ω¯,f)
|∂Vn| > κ+ cdδ or
Nn(ω¯′,w)
|∂Vn| 6 κ− cdδ
)
6 2 exp(−cNd) (2.83)
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for some c > 0 and L ∈ N⋆, for any N large enough. Now, we write
ΦJ,fRN (DR˜N ) = Φ˜J,f,wRN (ω¯ ∈ DR˜N )
6 Φ˜J,f,wRN (ω¯ ∈ DR˜N ∩ A) + Φ˜J,f,wRN (Ac)
=
nmax∑
n=1
Φ˜J,f,wRN (ω¯ ∈ DR˜N ∩ Bn) + Φ˜J,f,wRN (Ac) (2.84)
and thanks to (2.82) we know that for every (ω, ω′) ∈ Bn,
Φ˜J,f,wRN
(
ω¯ ∈ DR˜N
∣∣∣ω¯ = ω and ω¯′ = ω′ on E(R̂N) \ E(Vn))
= Φ
J,ω|E( dRN )\E(Vn)
E(Vn)
(DR˜N ).
Remark now that the boundary condition ω|E(dRN )\E(Vn) induces Nn(ω, f)
clusters on ∂Vn, while ω
′
|E(dRN )\E(Vn) ∨w|E(dRN )c induces N (ω′, w) > Nn(ω, f)−
4c2dδh
d−1Nd−1 clusters. Hence (Lemma 3.3 in [25]) we have
Φ
J,ω|E( dRN )\E(Vn)
E(Vn)
(DR˜N ) 6 q4c
2
dδN
d−1 × Φ
J,w|E( dRN )c∨ω
′
|E( dRN )\E(Vn)
E(Vn)
(DR˜N )
and using (2.82) again and reporting in (2.84), noting also DR˜N ⊂ DRN we
conclude that
ΦJ,fRN (DR˜N ) 6 q4c
2
dδN
d−1
ΦJ,wRN (DRN ) + Φ˜J,f,wRN (Ac) .
Yet, Markov’s inequality indicates that Φ˜J,f,wRN (Ac) 6 exp(−c/2Nd) up to
volume order large deviations on J . On the event that τJRN > 5c
2
dδ log q > 0,
Φ˜J,f,wRN (Ac) is hence smaller than the first term for N large, up to volume order
large deviations on J and we proved that
lim sup
1
Nd
logP
(
τ˜JRN 6 τ
J
RN − 5c2dδ log q and τJRN > 5c2dδ log q
)
< 0.
We conclude with the remark that, as τ˜JRN > 0,
P
(
τ˜JRN 6 τ
J
RN − 5c2dδ log q and τJRN < 5c2dδ log q
)
= 0.

CHAPTER 3
Equilibrium phase coexistence
Abstract. In this Chapter we address the problem of phase coexistence in
the dilute Ising model at equilibrium. Using the coarse graining developed in
Chapter 1 and the analysis of surface tension realized in Chapter 2, we extend
the L1-analysis of phase coexistence developed for the pure Ising model to the
dilute Ising model, in all dimensions d > 2.
3.1. Introduction
The Ising model below the critical temperature, without external field,
is a very convenient framework for the rigorous study of phase coexistence.
Indeed, a constraint on the overall magnetization leads to the occurrence of
two immiscible phases, the plus and minus phase (characterized by their local
magnetization ±mβ). These phases organize in space, and surface tension is
responsible for the resulting shape, which has minimal surface energy under
the given volume constraint.
A first impressive mathematical achievement was a detailed description of
this phenomenon in the two dimensional Ising model [35] at low temperature.
The construction was then simplified [69] and extended up to the critical
temperature [49, 50, 51]. It appeared that not only, a mathematical
implementation of surface tension was needed, but also that a coarse graining
describing in a precise way the structure of both plus and minus phases was
incontrovertible. See also [14] and Chapter 5.5 in [24] for a survey.
One specificity of the two dimensional case is that one is able to control
the position of the microscopic interface between the plus and minus phase.
In higher dimensions, it is predicted that clusters of plus and minus spins
both percolate at temperatures close to the critical temperature [2]. This is
the reason for which phase coexistence in dimensions d > 3 was studied in a
L1-setting [12, 23, 25], see also the reviews [14] and [24].
The objective of the present Chapter is to extend the L1-description of
phase coexistence to the dilute Ising model. In that model, the couplings
between spins are random, independent and identically distributed, yet they
remain ferromagnetic and bounded.
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The structure of the Chapter is as follows: we continue the current section
recalling a few facts on the dilute Ising model and on the associated geometrical
optimization problems. We state the main results in Section 3.1.3. Section 3.2
is dedicated to the elaboration of a covering theorem for the boundary of
phase profiles. In Section 3.3 we prove the lower and upper bound for phase
coexistence, for specific realizations of the media. In Section 3.4 the reader
will find the classical formulation of the lower and the upper bounds, together
with the exponential tightness and, finally, the proofs of Theorems 3.1.1 and
3.1.2.
3.1.1. The dilute Ising model.
3.1.1.1. Definition. Given a realization of the couplings J : E(Zd)→ [0, 1]
we define the dilute Ising model with couplings J and plus boundary condition
as follows: given β > 0 and Λ a finite subset of Zd, we define the Gibbs measure
µJ,+β,Λ on Λ letting
µJ,+β,Λ ({σ}) =
1
ZJ,+Λ,β
exp
β
2
∑
e={x,y}∈Ew(Λ)
Jeσxσy
 (3.1)
for any
σ ∈ Σ+Λ =
{
σ : Zd → {±1} : σz = 1,∀z /∈ Λ
}
,
where ZJ,+Λ,β is the partition function
ZJ,+Λ,β =
∑
σ∈Σ+Λ
exp
β
2
∑
e={x,y}∈Ew(Λ)
Jeσxσy
 .
We already remarked in the first Chapter that the Ising model and the
Fortuin-Kasteleyn measure are strongly connected, and that the Fortuin-
Kasteleyn model ΦJ,w,qE,β with parameters pe = 1 − e−βJe and q ∈ {2, 3 . . .}
corresponds to the q-Potts model with random couplings Je, fixed boundary
condition, at inverse temperature β. The 2-Potts model itself is the Ising
model at inverse temperature β/2 and this is the reason for which we take β/2
instead of the usual β in (3.1).
Recall that we denote by P the law of the media J . We require that the
Je are independent, identically distributed on [0, 1]. The magnetization in the
thermodynamic limit is
mβ = lim
N→∞
EµJ,+
ΛˆN ,β
(σ0) ,
where ΛˆN is the symmetric box ΛˆN = {−N, . . . , N}d. It is a non-decreasing
function of β. The critical inverse temperature
βc = inf {β > 0 : mβ > 0}
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satisfies βc > β
pure
c , where β
pure
c is the critical inverse temperature for the pure
Ising model (with J ≡ 1). The argument of [3], described in Chapter 1, shows
that the condition P(Je > 0) > pc(d) where pc(d) is the threshold for bond
percolation on Zd is necessary and sufficient for having a phase transition at a
finite βc.
3.1.1.2. The magnetization profile. The objective of this Chapter is to
describe the behavior of the magnetization profile in the dilute Ising model.
The magnetization profile MK , at mesoscopic scale K ∈ N⋆, is a piecewise
constant function from [0, 1)d to [−1, 1] that we define as follows: given N ∈ N⋆
with N > 3K +1, we consider (∆i,∆
′
i)i∈IΛN,K the (K,K)-covering of ΛN as in
Definition 1.5.1. For x ∈ [0, 1)d, we let
i(x) =
([
Nx1
K
]
, . . . ,
[
Nxd
K
])
∈ IΛN ,K (3.2)
if x = (x1, . . . , xd), and
MK(x) = 1
Kd
∑
z∈∆i(x)
σz, ∀x ∈ [0, 1)d (3.3)
so that MK(x) is the average magnetization on a block of side-length K that
contains Nx.
Theorem 1.5.7 in Chapter 1 provides a strong stochastic control on MK ,
under the assumption that slab percolation occurs under the annealed measure,
and that uniqueness holds for infinite volume annealed FK measures. Let us
denote
βˆc = inf {β > 0 : (SP) occurs} (3.4)
the critical inverse temperature for slab percolation (see Section 1.2.2 for the
definition of (SP)) and
N =
{
β > 0 : lim
N→∞
EΦJ,f
ΛˆN
6= lim
N→∞
EΦJ,w
ΛˆN
}
(3.5)
the set of β such that infinite volume annealed FK measures are not unique,
where ΦJ,π
ΛˆN
denotes the Fortuin-Kasteleyn representation of the dilute Ising
model.
The study of phase coexistence that we propose in this Chapter holds for
any β > βˆc such that β /∈ N . This assumption is possibly stronger than that
of phase coexistence β > βc. Yet, we proved that N is at most countable
(Theorem 1.2.3), and we believe that, as in the uniform case [13], βˆc = βc.
At least we have βˆc > βc, and βˆc is finite under the same assumption as βc,
namely: P(Je > 0) > pc(d) (Section 1.2.2).
3.1.1.3. Surface tension. We will also make an extensive use, in the present
Chapter, of the notion of surface tension. We refer the reader to Section 2.1.2
for an overview on surface tension in the dilute Ising model.
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3.1.2. Surface energy and Wulff crystals. The coarse graining for
the dilute Ising model (Theorem 1.5.7) implies that, at every x ∈ [0, 1)d,
MK(x)/mβ is close to ±1 with large probability. In order to describe the
geometrical structure of the phases, we will estimate the probability that
MK/mβ be close, in L1-distance, to a given Borel measurable function
u : [0, 1]d → {±1}. This probability is determined by the surface energy
of u, namely: the integral of surface tension over the boundary of u.
Below, we define the notions of boundary and of surface energy for such a
profile u and describe the associated isoperimetric problem.
3.1.2.1. A few notations. In the following, Ld stands for the Lebesgue
measure on Rd and Hd−1 for the d− 1 dimensional Hausdorff measure, which
gives to any Borel set X ⊂ Rd the weight
Hd−1 (X) = lim
δ→0+
αd−1
2d−1
inf
{∑
i∈I
[diam(Ei)]
d−1 : sup
i∈I
diam(Ei) < δ,X ⊂
⋃
i∈I
Ei
}
where the infimum takes into account finite or countable coverings (Ei)i∈I , and
αd−1 is the volume of the unit ball of Rd−1. The L1-distance between two Borel
measurable functions u, v : [0, 1]d → R is
‖u− v‖L1 =
∫
[0,1]d
|u− v|dLd,
and the set L1 is{
u : [0, 1]d → R Borel measurable, ‖u‖L1 <∞
}
.
In order that L1 be a Banach space for the L1-norm, we identify u : [0, 1]d → R
with the class of functions v : ‖u − v‖L1 = 0 that coincide with u on a set of
full measure. At last, we denote by V(u, δ) the neighborhood of radius δ > 0
in L1 around u ∈ L1.
3.1.2.2. Profiles of bounded variation. For the study of phase coexistence,
we have to consider virtually any u ∈ L1 taking values in {±1}. We need to
define a notion of boundary for such profiles, which is done conveniently in the
framework of bounded variation profiles (Chapter 3 in [10]). Given a Borel
subset U ⊂ Rd, the variation (or perimeter) of U is
P(U) = sup
{∫
U
div fdLd, f ∈ C∞c (Rd, [−1, 1])
}
∈ [0,∞]
where C∞c (Rd, [−1, 1]) is the set of C∞ functions from Rd to [−1, 1] with compact
support, and div the divergence operator:
div f =
∂f
∂x1
+ . . .+
∂f
∂xn
.
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To U ⊂ Rd Borel measurable, we associate
u = χU = x ∈ Rd 7→
{
1 if x /∈ U
−1 else
and define the set of bounded variation profiles BV as follows:
BV =
{
u = χU : U ⊂ (0, 1)d is a Borel set and P(U) <∞
}
.
Bounded variations profiles u = χU ∈ BV have a reduced boundary ∂⋆u and an
outer normal nu. : ∂
⋆u→ Sd−1 with, in particular, Hd−1(∂⋆u) = P(U).
3.1.2.3. Surface energy. As the outer normal nu. defined on ∂
⋆u is Borel
measurable, one can consider the functionals
F q(u) =
∫
∂⋆u
τ q(nux)dHd−1(x), ∀u ∈ BV (3.6)
and
Fλ(u) =
∫
∂⋆u
τλ(nux)dHd−1(x), ∀u ∈ BV,∀λ > 0. (3.7)
where τ q (resp. τλ) stands for the quenched (resp. λ-annealed) surface tension
of the dilute Ising model, see Theorem 2.2.3 and (2.18) in Chapter 2. Because
the homogeneous extension of the surface tensions τ q and τλ are convex
(Proposition 2.2.8 in Chapter 2), F q and Fλ are lower semi-continuous with
respect to the L1-norm. See Chapter 14 in [24] or Theorem 2.1 in [9].
When surface tension is positive, the level sets of F q and Fλ are compact
in view of the following fact: for all a > 0, the set
BVa = {u = χU ∈ BV : P(U) 6 a} (3.8)
is compact for the L1-norm, cf. Theorem 3.23 in [10]. Consequently, F q and
Fλ are good rate functions.
3.1.2.4. Isoperimetric problems and Wulff crystals. We will show in this
Chapter that the quenched probability of observing a given profile u ∈ BV for
the magnetization MK/mβ in the domain ΛN is of order exp(−Nd−1F q(u))
under the quenched measure. Hence, in the absence of constraint the system
selects the plus phase uniformly in the whole domain (i.e. MK/mβ ≃ 1 in
L1). As we are interested in the phenomenon of phase coexistence, we impose
a volume constraint and condition on the event that mΛN 6 m, where mΛN is
the mean magnetization in ΛN and m is some value m < mβ.
This volume constraint leads to the following isoperimetric problem: what
are the u ∈ BV such that∫
[0,1]d
u dLd 6 m
mβ
and F q(u) is minimal ? (3.9)
We describe first the Wulff crystal, which is the solution to the same problem
without the constraint that U ⊂ (0, 1)d. The Wulff crystal associated to τ q, for
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β > βˆc, is
Wq = α
⋂
n∈Sd−1
{x ∈ Rd : x · n 6 τ q(n)}
where α ∈ (0,∞) normalizes the volume such that Ld(Wd) = 1. As the
homogeneous extension of τ q is convex (Proposition 2.2.8), the solution to
U ⊂ Rd Borel set with
Ld(U) = 1 and F q(χU) minimal
are the translates of the Wulff crystal Wq, see [76], [37] and [38].
For m < mβ not too small, Wq determines as well the optimal profiles in
the cube (3.9). Let α > 0 such that
αd =
1
2
(
1− m
mβ
)
,
αd is the least volume of U corresponding to u = χU ∈ BV with
∫
[0,1]d
udLd 6
m/mβ. If some translate of αWq fits into the unit cube [0, 1]d, that is if
α× diam∞(Wq) 6 1, (3.10)
then for z0 = (1/2, . . . , 1/2) the phase profile χz0+αWq belongs to BV and
therefore the infimum of F q(u) for u ∈ BV with ∫
[0,1]d
udLd 6 m/mβ is
F q(χαWq).
As a consequence, for all α satisfying (3.10) the optimal phase profiles
correspond to the translates of αWq that belong to [0, 1]d, which are the
χz+αWq , z ∈ T qα =
[α
2
diam∞(Wq), 1− α
2
diam∞(Wq)
]d
.
The same remains true if we replace F q and Wq with Fλ and Wλ, for any
λ > 0.
3.1.3. Statement of the results. We denote mΛN the mean magnetiza-
tion in ΛN :
mΛN =
1
Nd
∑
z∈ΛN
σz
and
NI =
{
β > 0 : ∃n ∈ Sd−1 : ∃ε > 0 : In(τ q(n)− ε) = 0
}
which is at most countable if P satisfies a logarithmic Sobolev inequality, see
Corollary 2.4.5 in Chapter 2. We use as well the notations βˆc for the slab
percolation threshold and N for the set of β such that there is no uniqueness
of infinite volume FK measures, see (3.4) and (3.5).
Our main results are the following: first, the cost of reducing the
magnetization (and obtaining phase coexistence) is determined by the surface
energy of the Wulff crystal:
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Theorem 3.1.1. Assume β > βˆc with β /∈ N . Then, for all 0 6 α <
1/ diam∞(Wq),
1
Nd−1
log µJ,+ΛN
(
mΛN
mβ
6 1− 2αd
)
−→
N→∞
−F q(χαWq) in P-probability, (3.11)
and P-almost surely if β /∈ NI . Similarly, for all λ > 0 and 0 6 α <
1/ diam∞(Wλ),
1
Nd−1
logE
[(
µJ,+ΛN
(
mΛN
mβ
6 1− 2αd
))λ]
−→
N→∞
−Fλ(χαWλ). (3.12)
The second control describes the geometrical structure of the two phases
when they coexist. We show that the minus phase has the shape of the Wulff
crystal:
Theorem 3.1.2. For all β > βˆc with β /∈ N , for all 0 6 α < 1/ diam∞(Wq)
and ε > 0, for any K large enough one has
lim
N→∞
µJ,+ΛN
MK
mβ
∈
⋃
z∈T qα
V(χz+αWq , ε)
∣∣∣∣∣∣ mΛNmβ 6 1− 2αd
 = 1 in P-probability,
(3.13)
and P-almost surely if β /∈ NI . For any 0 6 α < 1/ diam∞(Wλ=1) and ε > 0,
for any K large enough one has
lim
N→∞
(
EµJ,+ΛN
)MK
mβ
∈
⋃
z∈T λ=1α
V(χz+αWλ=1 , ε)
∣∣∣∣∣∣ mΛNmβ 6 1− 2αd
 = 1.
(3.14)
Note that (3.14) can be generalized to any λ > 0, at the price of heavier
notations (E[(µJ,+ΛN (.))
λ] is not a measure for λ 6= 1 since it is not additive):
under the same conditions as in Theorem 3.1.2, for any λ > 0 and any 0 6
α < 1/ diam∞(Wλ), ε > 0, for large enough K one has
lim
N→∞
E
[(
µJ,+ΛN
(
MK
mβ
∈ ⋃z∈T λα V(χz+αWλ , ε) and mΛNmβ 6 1− 2αd))λ
]
E
[(
µJ,+ΛN
(
mΛN
mβ
6 1− 2αd
))λ] = 1.
A slight improvement in the formulation of Theorem 3.1.2 with respect to
former works is the fact that we prove (3.13) and (3.14) for some large but
fixed K. This implies a similar result for any sensible mesoscopic scale: if
KN satisfies 1 ≪ KN ≪ N , then MKN is close to the local mean of MK
as KN ≫ 1, and this local mean is close to χz+αW because the KN -blocks
intersecting N∂(z + αW) contribute to a negligible volume (KN ≪ N).
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Concerning the shape of crystals at low temperature, let us recall Theorem
2.3.2 of Chapter 2:
Theorem. Assume that P(Je > 0) = 1. Then, as β → +∞:
(i) The Wulff crystal associated to τ q converges to the Wulff crystal
associated to the maximal flow for P.
(ii) The Wulff crystal associated to τλ converges to the hypercubic Wulff
crystal.
3.2. Covering theorems for BV profiles
Covering theorems play an essential role in the study of phase coexistence,
as they allow to pass from the macroscopic scale (the phase profile u) to the
microscopic scale (the dilute Ising model). We give first two definitions:
Definition 3.2.1. Let u ∈ BV, δ > 0 and R a rectangular parallelepiped
as in (2.2), included in [0, 1]d. We say that R is δ-adapted to u at x ∈ ∂⋆u if
the following holds:
(i) If n = nux is the outer normal to u at x, there are S ∈ Sn and
h ∈ (0, δ] such that, if R ⊂ (0, 1)d (we say that R is interior), then
R = x+ hS + [±δh]n,
and if R ∩ ∂[0, 1]d 6= ∅ (we say that R is on the border), then x ∈
∂[0, 1]d, n is also the outer normal to [0, 1]d at x and
R = x+ hS + [−δh, 0]n.
(ii) We have
Hd−1 (∂⋆u ∩ ∂R) = 0,∣∣∣∣1− 1hd−1Hd−1 (∂⋆u ∩R)
∣∣∣∣ 6 δ,
and ∣∣∣∣τ q(n)− 1hd−1
∫
∂⋆u∩R
τ q(nu. )dHd−1
∣∣∣∣ 6 δ.
(iii) If χ : Rd → {±1} is the characteristic function of R defined by
χ(z) =
{
+1 if (z − x) · n > 0
−1 else ,∀z ∈ R
d,
then
1
2δhd
∫
R
|χ− u|dHd 6 δ.
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Definition 3.2.2. Let u ∈ BV and δ > 0. A finite sequence (Ri)i=1...n of
disjoint rectangular parallelepipeds included in [0, 1]d is said to be a δ-covering
for ∂⋆u if each Ri is δ-adapted to u and if
Hd−1
(
∂⋆u \
n⋃
i=1
Ri
)
6 δ. (3.15)
With the help of the Vitali covering theorem (see below), one can establish:
Theorem 3.2.3. For any u ∈ BV and δ > 0, there is a δ-covering for ∂⋆u.
Before we give the proof, let us remark that the δ-covering is adapted to the
quenched surface tension τ q (Definition 3.2.1 (ii)), yet the Theorem remains
true if we replace τ q with the λ-annealed surface tension τλ.
The Vitali covering theorem (Theorem 13.3 in [24]) is especially well
adapted to our purpose. Given a Borel set E ⊂ Rd, we say that a collection
of sets U is a Vitali class for E if, for each x ∈ E and δ > 0, there is U ∈ U
with 0 < diamU < δ containing x.
Theorem 3.2.4. [Vitali] Let E ⊂ Rd be Hd−1-measurable and consider U
a Vitali class of closed sets for E. Then, there is a countable disjoint sequence
(Ui)i∈I in U such that
either
∑
i∈I
(diamUi)
d−1 =∞ or Hd−1
(
E \
⋃
i∈I
Ui
)
= 0.
Before we give the proof of Theorem 3.2.3 we recall a property of the
reduced boundary (see Theorem 3.59 in [10]):
Lemma 3.2.5. Let u ∈ BV. For all x ∈ ∂⋆u, for all δ ∈ (0, 1), all S ∈ Snux
one has
lim
h→0+
1
hd−1
Hd−1
(
∂⋆u ∩ R˚x,h,δh(S,nux)
)
= 1.
Proof. (Theorem 3.2.3). We design a set E that has zero Hd−1-measure
and such that the collection of closed rectangular parallelepipeds
Uδ = {R δ-adapted to u at x ∈ ∂⋆u \ E}
is a Vitali class for ∂⋆u \ (E). This is enough to prove the claim: thanks to
the Vitali covering Theorem, this implies the existence of a countable disjoint
sequence (Ri)i∈I of δ-adapted rectangular parallelepipeds with either∑
i∈I
(diamRi)d−1 =∞ or Hd−1
(
∂⋆u \
⋃
i∈I
Ri
)
= 0.
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The first case is in contradiction with the inequalities 1/hd−1i Hd−1 (∂⋆u ∩Ri) >
1 − δ and Hd−1 (∂⋆u) < ∞, hence the second is realized and the Theorem is
proved.
We define the set E by its complement in ∂⋆u: ∂⋆u \ E is the set of all
x ∈ ∂⋆u such that, for all S ∈ Snux , the following holds:
(i) If x ∈ ∂[0, 1]d, then nux is the outer normal to [0, 1]d at x.
(ii) The set
{
h > 0 : Hd−1 (∂⋆u ∩ ∂Rx,h,δh(S,nux)) > 0
}
is at most count-
able.
(iii) limh→0+ 1hd−1Hd−1
(
∂⋆u ∩ R˚x,h,δh(S,nux)
)
= 1.
(iv) limh→0+ 1hd−1
∫
∂⋆u∩R˚x,h,δh(S,nux) τ
q(nu. )dHd−1 = τ q(nux).
(v) limh→0+ 1hd
∫
Rx,h,δh(S,nux)
∣∣χx,nux − u∣∣ dLd = 0.
This definition for E implies that Uδ is a Vitali class of closed sets for ∂⋆u \
E. We conclude the proof of Theorem 3.2.3 showing that E has zero Hd−1-
measure, and more precisely that each of conditions (i)-(v) is true for (at least)
Hd−1-almost all x ∈ ∂⋆u:
(i) This condition holds for all x ∈ ∂⋆u because of the inclusion U ⊂
(0, 1)d if u = χU , cf. Theorem 3.59 in [10].
(ii) Since the volume of ∂⋆u is zero, (ii) holds for all x.
(iii) Condition (iii) holds for all x ∈ ∂⋆u in view of Lemma 3.2.5.
(iv) It is a consequence of the strong form of the Besicovitch derivation
theorem (Theorem 5.52 in [10]) together with Lemma 3.2.5, that
condition (iv) holds for Hd−1-almost all x ∈ ∂⋆u.
(v) Condition (v) holds for all x ∈ ∂⋆u, cf. Theorem 3.59 in [10].

3.3. Frozen media and phase coexistence
This section is dedicated to the proofs of the lower and upper bound for the
probability of phase coexistence, for any realization of the media. In particular,
we relate the cost for phase coexistence to the value of surface tension τJR. The
usual form of the lower and upper bounds (under quenched and annealed
measures) will be given in Section 3.4.
3.3.1. Lower bound. Here we establish a first version of the lower bound
for phase coexistence. In view of the applications, we establish it for a large
class of profiles, that include Wulff crystals and shapes with C1 boundary (see
also Theorem 4.1.2).
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Proposition 3.3.3 below gives a lower bound on the probability of phase
coexistence, and relates the cost of phase coexistence to the surface tension,
for a given realization of the media.
Given some region U ⊂ (0, 1)d, N ∈ N⋆ and δ > 0, we consider EN,δU the set
of edges at distance at most N
√
dδ from N∂U :
EN,δU =
{
e ∈ Ew(ΛN), d(e,N∂U) 6 N
√
dδ
}
(see Figure 1) and call
DN,δU =
{
ω ∈ ΩEw(ΛN ) : x ω= y,
∀x ∈ ΛN \NU, y ∈ ΛN ∩NU with
d(x/N, ∂U) >
√
dδ and d(y/N, ∂U) >
√
dδ
}
the event that disconnection occurs around ∂U . In order to be able to control
the probability of DN,δU , we introduce the following definition:
Definition 3.3.1. We say that a profile u = χU is regular if
(i) U is open and at positive distance from the boundary ∂[0, 1]d of the
unit cube,
(ii) ∂U is d− 1 rectifiable and
(iii) for small enough r > 0, [0, 1]d \ (∂U +B(0, r)) has exactly two
connected components.
We recall that E ⊂ Rd is a d−1 rectifiable set if there exists a Lipschitzian
function mapping some bounded subset of Rd−1 onto E (Definition 3.2.14 in
[36]). It is the case in particular of the boundary of non-empty Wulff crystals
(Theorem 3.2.35 in [36]) and of bounded polyhedral sets. It follows from
Proposition 3.62 in [10] that any u = χU regular belongs to BV and that
∂U = ∂⋆u up to a Hd−1-negligible set, so that the covering Theorem applies as
well to ∂U . Assumption (ii) in Definition 3.3.1 has the following consequence:
Lemma 3.3.2. Let u = χU ∈ BV be a regular profile. Then, for any δ > 0,
for any δ-covering (Ri)i=1...n of u, one has
lim sup
r→0
Ld ((∂U \⋃ni=1Ri) +B (0, r))
r
6 2δ.
Proof. Clearly, the set
E = ∂U \
n⋃
i=1
R˚i
is a closed, d−1 rectifiable set. Thus, the d−1 Minkowski content of E equals
the d − 1 dimensional Hausdorff measure of E (Theorem 3.2.39 in [36]). In
other words:
lim
r→0
Ld (E +B (0, r))
2r
= Hd−1 (E) 6 δ
and the claim follows. 
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Before we state Propositions 3.3.3 and 3.3.4 we give one more notation. The
analysis of surface tension (Chapter 2) has been done for rectangular paral-
lelepiped centered at lattice points. Changing the center of the parallelepipeds
does not modify the behavior of surface tension, but this would have led to
heavier notations in Chapter 2. We prefer to proceed to a small adjustment
here: given a macroscopic rectangular parallelepiped R ⊂ (0, 1)d and N ∈ N⋆,
we let
RN = NR+ zN(R) (3.16)
where zN(R) ∈ (−1/2, 1/2]d ensures that the center of RN belongs to Zd.
Still, for any finite collection (Ri)i=1...n of disjoint rectangular parallelepipeds
in (0, 1)d and large enough N , the collection (RNi )i=1...n is disjoint and included
in (0, N)d.
We split the lower bound for phase coexistence in two parts. In Proposition
3.3.3 we relate the cost of disconnection to surface tension, whereas in
Proposition 3.3.4 we examine the conditional probability for having phase
coexistence. For an application to the case of the quenched and annealed
Wulff crystals, see Proposition 3.4.1.
Proposition 3.3.3. Consider a regular u = χU . For any δ > 0 and any
δ-covering (Ri)i=1...n for u, we have
1
Nd−1
log ΦJ,wΛN
(
DN,δU
)
> −
n∑
i=1
hd−1i τ
J
RNi − cβδ (3.17)
for any N large enough, where c <∞ depends on d and u.
Proposition 3.3.4. Assume β > βˆc and β /∈ N , and let u = χU regular.
For any ε > 0, for small enough δ > 0 there are K ∈ N⋆ and c > 0 such that,
for large enough N :
P
(
inf
π∈DN,δU
ΨJ,w,+ΛN
(MK
mβ
∈ V(u, ε)
∣∣∣∣ω = π on EN,δU ) 6 12 − e−c√N
)
6 e−c
√
N .
(3.18)
Proof. (Proposition 3.3.3). To realize the event of disconnection DN,δU , it
is enough to realize all the DRNi and to close all the edges that are at distance
less than 1 +
√
d from
N
[(
∂U \
n⋃
i=1
R˚i
)
∪
n⋃
i=1
∂latRi
]
where ∂latR stands for the lateral boundary of R, that is the faces of ∂R that
are parallel to the orientation n of R. Thanks to Lemma 3.3.2 and Definition
3.2.1, there are at most δcdN
d−1 (1 +Hd−1(∂U)) such edges for large enough
N . An immediate application of the DLR equation yields (3.17). 
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Figure 1. The scales K and LN .
Proof. (Proposition 3.3.4). In order to obtain the claim for a mesoscopic
scale K that does not depend on N , we proceed to a coarse grained analysis
at two characteristic scales K and LN = [
√
N ]. Given K ∈ N⋆, we consider
(∆i,∆
′
i)i∈IΛN,K the (K,K)-covering of ΛN as well as the phase indicator
(φi)i∈IΛN,K
given by Theorem 1.5.7, for the tolerance δ. We call F = {0, 1}IΛN,K the set
of site configurations on IΛN ,K . In order to apply the stochastic domination
Theorem 1.5.7 (iv), we will define an increasing function f : F → {0, 1} with
the appropriate properties. First, we need to describe the LN -blocks: we call
(∆˜j, ∆˜
′
j)j∈JN,K the (LN , LN)-covering for IΛN ,K as in Definition 1.5.1. Then we
let
J =
{
j ∈ JN,K : ∀i ∈ ∆˜′j, Ew (∆′i) ∩ EN,δU = ∅
}
and
I =
⋃
j∈J
∆˜′j.
Given ρ ∈ F a site configuration on IΛN ,K and j ∈ J , we say that the LN -block
∆˜′j is good if there is a crossing cluster of open sites for ρ in ∆˜
′
j, of density at
least 1− δ. Then we define f : F → {0, 1} letting
f(ρ) = 1{For all j ∈ J , ∆˜′j is good}.
Clearly, f is an increasing function. We prove now that its expectation is close
to 1 under high-parameter site percolation. Consider BIp the site percolation
process on I of density p ∈ (0, 1). According to Theorem 1.1 in [33], for large
enough p < 1 there is c > 0 such that, for large enough N , for all j ∈ J :
BIp
({
∆˜′j is good
})
> 1− exp (−2cLd−1N )
and consequently (the cardinal of J is bounded by Nd), for p < 1 close enough
to 1, for large enough N ,
BIp (f) > 1− exp
(
−c
√
N
)
.
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Consequently, the stochastic domination for (|φi|)i∈IΛN,K (see Theorem 1.5.7
(iv)) yields the same lower bound on the expectation of f((|φi|)i∈I): for large
enough K (depending on δ), there is c > 0 such that, for any N large enough:
E inf
π
ΨJ,+ΛN ,β
(
f
(
(|φi|)i∈I
) ∣∣∣∣∣ω = π on Ew(ΛN) \⋃
i∈I
Ew(∆′i)
)
> 1− e−c
√
N .
(3.19)
The event that f
(
(|φi|)i∈I
)
= 1 gives a control on the magnetization. For
large enough N , the blocks (∆i)i∈I cover a fraction of ΛN that is close to
1−Ld (∂U +B(0, cdδ)) −→
δ→0+
1. This and the properties of (φi)i∈IΛN,K (Theorem
1.5.7 (i) and (ii)) imply that, for small enough δ > 0, for large enough N :
f
(
(|φi|)i∈I
)
= 1⇒ MK
mβ
∈ V(u, ε) or MK
mβ
∈ V(1, ε).
We now consider a boundary condition π ∈ DN,δU . Because of the ω-
disconnection, the spin of the clusters touching some ∆i ⊂ NU with i ∈ I
has a symmetric distribution under the conditional measure
ΨJ,+ΛN ,β
(
.
∣∣∣f ((|φi|)i∈I) = 1 and ω = π on EN,δU ) .
Hence, one has
infπ∈DN,δU Ψ
J,+
ΛN ,β
(
MK
mβ
∈ V(u, ε)
∣∣∣ω = π on EN,δU )
> 1
2
infπ∈DN,δU Ψ
J,+
ΛN ,β
(
f
(
(|φi|)i∈I
) ∣∣∣ω = π on EN,δU )
The claim follows as (3.19) implies, as EN,δU ⊂ Ew(ΛN) \
⋃
i∈I E
w(∆′i), that
P
(
inf
π∈DN,δU
ΨJ,+ΛN ,β
(
f
(
(|φi|)i∈I
) ∣∣∣ω = π on EN,δU ) 6 1− e−c/2√N
)
6 e−c/2
√
N .

3.3.2. Upper bound. Here we address the opposite problem of providing
an upper bound on the probability of phase coexistence along a given phase
profile. Our analysis follows the same line as [12, 14] and we exploit as well
the minimal section argument (see Proposition 3.3.7).
We first introduce a L1-notion of surface tension. Given δ > 0, a
rectangular parallelepiped R ⊂ [0, 1]d as in Definition 3.2.1 (i) and K,N ∈ N⋆
we define
τ˜J,δ,KNR = −
1
(hN)d−1
log sup
σ¯∈Σ+ΛN
µJ,σ¯dNR
(∥∥∥∥MKmβ − χ
∥∥∥∥
L1(R)
6 2δLd (R)
)
(3.20)
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where χ is the characteristic function of R as in Definition 3.2.1 (iii), and µJ,σ¯dNR
the Gibbs measure on N̂R with boundary condition σ¯. This definition implies
the following:
Proposition 3.3.5. Let u ∈ BV, δ > 0 and assume that (Ri)i=1...n is a
δ-covering for u. Then, for any ε > 0 small enough, any K,N ∈ N⋆ one has:
1
Nd−1
log µJ,+ΛN
(MK
mβ
∈ V(u, ε)
)
6 −
n∑
i=1
hd−1i τ˜
J,δ,K
NRi . (3.21)
Proof. For ε > 0 small enough, the implication
MK
mβ
∈ V(u, ε)⇒
∥∥∥∥MKmβ − u
∥∥∥∥
L1(Ri)
6 δLd(Ri), ∀i ∈ {1, . . . , n}
holds. Thanks to (iii) in Definition 3.2.1, for such ε we have
MK
mβ
∈ V(u, ε)⇒
∥∥∥∥MKmβ − χi
∥∥∥∥
L1(Ri)
6 2δLd(Ri), ∀i ∈ {1, . . . , n}.
Now, the Gibbs property for µJ,+ΛN implies that
µJ,+ΛN
(MK
mβ
∈ V(u, ε)
)
6 µJ,+ΛN
(∥∥∥∥MKmβ − χi
∥∥∥∥
L1(Ri)
6 2δLd(Ri),∀i ∈ {1, . . . , n}
)
= µJ,+ΛN
(
n∏
i=1
µJ,σ
N̂Ri
(∥∥∥∥MKmβ − χi
∥∥∥∥
L1(Ri)
6 2δLd(Ri)
))
6 exp
(
−hd−1i Nd−1τ˜J,δ,KNRi
)
thanks to (3.20), and the claim is proved. 
On the other hand, using the minimal section argument as in [12] we prove
that the L1-surface tension does not differ much from the surface tension under
free boundary condition. We recall that the surface tension with free boundary
condition in R = Rx,L,H(S,n) is
τ˜JR = −
1
Ld−1
log ΦJ,fR (DR˜) (3.22)
where R˜ = Rx,L,H/2(S,n) is a rectangular parallelepiped twice finer thanR. In
Appendix 2.5.3 we proved, following the argument of [25], that the boundary
condition has little influence on the value of surface tension, and we compared
the value of τ˜JR to that of
τJR = −
1
Ld−1
log ΦJ,wR (DR) ,
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the surface tension in R with wired boundary condition as in (2.3):
Proposition 3.3.6. Assume β > βˆc and β /∈ N . Let R be a rectangular
parallelepiped R as in Definition 3.2.1 (i), with δ ∈ (0, 1). Then,
lim sup
N
1
Nd
logP
(
τ˜JRN 6 τ
J
RN − cdδ
)
< 0 (3.23)
where cd <∞ depends on d only.
Here we claim the following:
Proposition 3.3.7. Assume β > βˆc with β /∈ N . Then, there exists a
quantity cd,δ ∈ (0,∞) with limδ→0 cd,δ = 0 such that, for any R as in Definition
3.2.1 (i), for any δ > 0, if K is large enough then:
lim sup
N
1
Nd
logP
(
τ˜J,δ,KNR 6 τ˜
J
RN − cd,δ
)
< 0. (3.24)
Proof. This is another application of Theorem 1.5.7. Let δ > 0 and
K large enough so that the phase indicator (φi)i∈IΛN,K with tolerance δ
stochastically dominates site percolation of density 1− δ (Theorem 1.5.7 (iv)).
In view of Crame´r’s Theorem, this implies that
EΨJ,+dRN
(
A proportion greater than 2δ of the
∆i that intersect RN have φi = 0
)
6 exp
(
−cδ
(
hN
K
)d)
for N large enough, with cδ > 0. Hence the P-probability that
ΨJ,+dRN
(∥∥∥∥MKmβ − φK
∥∥∥∥
L1(R)
>
10δ
mβ
Ld(R)
)
6 exp
(
−cδ
2
(
hN
K
)d)
(3.25)
is at least 1 − exp (−cδ/2(hN/K)d), where φK : [0, 1)d → {−1, 0, 1} is the
macroscopic version of the phase profile:
φK(x) = ϕi(x) (3.26)
as in (3.3). In the rest of the proof we assume that J satisfies (3.25). To
realize an arbitrary boundary condition σ¯ we just need to condition ΨJ,w,+dRN on
the event that σ = σ¯ on the exterior boundary of R̂N . Such an event has a
probability at least exp(−c′βNd−1) with c′ < ∞, hence the volume order in
(3.25) dominates and
sup
σ¯∈Σ+ΛN
ΨJ,σ¯dRN
(∥∥∥∥MKmβ − φK
∥∥∥∥
L1(R)
>
10δ
mβ
Ld(R)
)
6 exp
(
−cδ
4
(
hN
K
)d)
if N is large enough. In view of the definition of the L1-surface tension τ˜J,δ,KNR ,
we see that, for arbitrary small γ > 0,
τ˜J,δ,KNR > −
1
(hN)d−1
log sup
σ¯∈Σ+ΛN
ΨJ,σ¯dRN
(
‖φK − χ‖L1(R) 6
12δ
mβ
Ld(R)
)
− γ
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for N large enough – note that passing from NR to RN yields a negligible
volume.
We are now in a position of applying the minimal section argument. We
say that a block ∆i is a bad block if the corresponding phase φi disagrees with
χ on ∆i/N . On the event ‖φK − χ‖L1(R) 6 12δ/mβLd(R), the density of
bad blocks does not exceed 14δ/mβ. We decompose now the set of blocks
{i ∈ IΛN ,K : ∆i ⊂ R̂N} into slabs
Sk =
{
i ∈ IΛN ,K : ∆i ⊂ RNx+2√dKkn,Nh,√dK(S,n)
}
for |k| 6 Nδh/4 − 1. If R is on the border, we will consider only negative k.
The event ‖φK − χ‖L1(R) 6 12δ/mβLd(R) implies the existence of k+, k− ∈
{1, . . . , [Nδh/4]− 1} with
# {i ∈ Sk+ : ∆i is a bad block} 6 cdδ (hN/K)d−1 (if R is interior)
and # {i ∈ Sk− : ∆i is a bad block} 6 cdδ (hN/K)d−1 (3.27)
where cd < ∞ depends on d only. We prove at last that this event is not
essentially different from DR˜N and consider, for example, the case of interior
R. Consider (σ, ω) such that (3.27) holds and ω /∈ DR˜N . There exists a ω-
open path linking the top to the bottom of R˜N . Because of the properties of
φi (Theorem 1.5.7 (i)) this path cannot cross good blocks in both Sk+ and Sk− .
This means that, if (σ, ω) realizes (3.27) and if one sets
ω˜e =
{
0 on all Ew(∆′i), ∆i bad block of Sk+ ∪ Sk−
ωe else,
then ω˜ ∈ DR˜N . Hence ‖φK − χ‖L1(R) 6 12δ/mβLd(R) implies an “almost
disconnection” event, in the sense that one can find two slabs (among
δhN/
√
dK) and cdδ (N/K)
d−1 blocks in both of them (among c′d(N/K)
d−1)
such that the disconnection of ω on the contour of these blocks leads to DR˜N .
We conclude with a counting argument:
sup
σ¯∈Σ+ΛN
ΨJ,σ¯RN
(
‖φK − χR−‖L1(R) 6
12δ
mβ
Ld(R)
)
6
∑
A∈A
ΦJ,fRN
(
ω˜A ∈ DR˜N
)
where A is the collection
A =
{
A =
⋃
i∈I
Ew(∂∆′i) : I ⊂ IΛN ,K :
∃k−, k+ such that I ⊂ Sk+ ∪ Sk−
and |I| 6 2cdδ (hN/K)d−1
}
of possible contours of the locations of the bad blocks in Sk+ ∪ Sk− , and for
any A ∈ A and ω ∈ Ω, ω˜A is the configuration equal to ω outside A, zero on
A. Since
ΦJ,ωA (ω ≡ 0) > e−β|A| > exp
(−c′′dδ(hN)d−1)
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for all A ∈ A, we have, thanks to the DLR equation:
ΦJ,fRN
(
ω˜A ∈ DR˜N
)
6 ΦJ,fRN
(
1ω˜A∈DR˜N
ΦJ,ωA (DR˜N )
e−β|A|
)
6 exp
(
c′′dδ(hN)
d−1)ΦJ,fRN (DR˜N ).
On the other hand, the cardinality of A does not exceed
|A| 6
(
δhN√
dK
)2
×
(
c′d(hN/K)
d−1
2cdδ (hN/K)
d−1
)
where
(
n
k
)
is the binomial coefficient. An immediate application of Stirling’s
formula gives
1
n
log
(
n
[δn]
)
−→
n→∞
δ log
1
δ
+ (1− δ) log 1
1− δ
which converges to 0 as δ → 0, hence the cardinality of |A| does not exceed
exp(cd,δ (hN/K)
d−1) for N large, where the quantity cd,δ goes to 0 as δ → 0.
As a conclusion, we proved that
P
(
τ˜J,δ,KRN > τ˜
J
RN − c′′dδ −
cd,δ
Kd−1
− γ
)
> 1− exp
(
−cδ
2
(
hN
K
)d)
for N large, if K is large enough. The claim follows. 
3.4. Final controls on phase coexistence
In this section we combine the former results to establish the usual lower
and upper bounds on phase coexistence, for both quenched and annealed
measures. Then we prove the exponential tightness for the magnetization
and conclude the proofs of Theorems 3.1.1 and 3.1.2.
3.4.1. Lower bound for phase coexistence. The final formulation of
the lower bound for phase coexistence is the following:
Proposition 3.4.1. Assume β > βˆc and β /∈ N . For any 0 6 α <
1/ diam∞(Wq) and ε > 0 there exists K ∈ N⋆ such that,
lim inf
N→∞
1
Nd−1
log µJ,+ΛN
(MK
mβ
∈ V(χz0+αWq , ε)
)
> −F q(χαWq) P-a.s.
(3.28)
3.4. FINAL CONTROLS ON PHASE COEXISTENCE 157
where z0 = (1/2, . . . 1/2). Similarly, for any λ > 0 and 0 6 α <
1/ diam∞(Wλ),
lim inf
N→∞
1
Nd−1
logE
[(
µJ,+ΛN
(MK
mβ
∈ V(χz0+αWλ , ε)
))λ]
> −Fλ(χαWλ).
(3.29)
Proof. Let U = z0 + αWq. According to Theorem 3.2.35 in [36], ∂U
is rectifiable, hence the profile u = χU is regular. Let ε, δ > 0. Thanks to
Theorem 3.2.3 there exists a δ-covering (Ri)ni=1 adapted to the profile χU .
Proposition 3.3.3 applies and gives, for δ > 0 small enough:
µJ,+ΛN
(MK
mβ
∈ V(χU , ε)
)
> inf
π∈DN,δU
ΨJ,w,+ΛN
(MK
mβ
∈ V(χU , ε)|ω = π on EN,δU
)
× exp
(
−Nd−1
(
n∑
i=1
hd−1i τ
J
RNi + cβδ
))
(3.30)
where c <∞ depends on d and u. An important remark is that the two factors
are independent under the product measure P. Proposition 3.3.4 yields:
P
(
inf
π∈DN,δU
ΨJ,w,+ΛN
(MK
mβ
∈ V(χU , ε)|ω = π on EN,δU
)
6
1
3
)
6 e−c
√
N . (3.31)
We prove first (3.28) and consider γ, ξ > 0. If δ > 0 is small enough,
Proposition 2.2.4 in Chapter 2 tells that the P-probability that τJRNi
>
τ q(ni) + γ for some i ∈ {1, . . . , n} decays like exp(−cNd) where c > 0. Hence,
with P-probability at least 1− e−c
√
N/3 we have
1
Nd−1
log µJ,+ΛN
(MK
mβ
∈ V(χz0+αWτ , ε)
)
> −
n∑
i=1
hd−1i (τ
q(ni) + γ)− cβδ
> −F q(χαWq)− ξ
for small enough δ > 0 and γ > 0. Borel-Cantelli Lemma ensures that P-almost
surely,
lim inf
N→∞
1
Nd−1
log µJ,+ΛN
(MK
mβ
∈ V(χz0+αWτ , ε)
)
> −F q(χαWq)− ξ
and (3.28) follows letting ξ → 0+. We conclude with the proof of (3.29), take
λ > 0 and denote here U = z0+αWλ. For N large enough, the RNi are disjoint
and hence the τJRNi
are independent under P. Consequently, for N large enough
and λ > 0, (3.30) and (3.31) give
E
[(
µJ,+ΛN
(MK
mβ
∈ V(χU , ε)
))λ]
>
1
2× 3λ ×
l∏
i=1
E exp
(
−λNd−1hd−1i τJRNi
)
× exp (−λNd−1cβδ) .
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In view of Proposition 2.2.6 in Chapter 2, this means
lim inf
N→∞
1
Nd−1
logE
[(
µJ,+ΛN
(MK
mβ
∈ V(χU , ε)
))λ]
> −
n∑
i=1
hd−1i τ
λ(ni)− λcβδ
and the claim follows as δ → 0. 
3.4.2. Upper bound for phase coexistence.
Proposition 3.4.2. For all β > βˆc with β /∈ N , for every u ∈ BV and
ξ, λ > 0, there exists ε > 0 such that, for K ∈ N⋆ large enough,
lim sup
N
1
Nd−1
log µJ,+ΛN
(MK
mβ
∈ V(u, ε)
)
6 −F q(u) + ξ (3.32)
in P-probability (and P-almost surely if β /∈ NI) and
lim sup
N
1
Nd−1
logE
[
µJ,+ΛN
(MK
mβ
∈ V(u, ε)
)]λ
6 −Fλ(u) + ξ. (3.33)
Proof. We fix δ ∈ (0, 1) and a δ-covering (Ri)i=1...n for u as in Definition
3.2.2. We examine first the quenched convergence: according to Propositions
3.3.7 and 3.3.6 there is c > 0 such that
P
(
τ˜J,δ,KRNi
> τJRN − cd,δ − cdδ
)
> 1− exp(−cNd), ∀i = 1 . . . n (3.34)
for K and N large enough. On the other hand, for any ε > 0 small enough
Propositions 3.3.5 yields
1
Nd−1
log µJ,+ΛN
(MK
mβ
∈ V(u, ε)
)
6 −
n∑
i=1
hd−1i τ˜
J,δ,K
RNi
and hence, for K and N large enough,
1
Nd−1
log µJ,+ΛN
(MK
mβ
∈ V(u, ε)
)
6 −
n∑
i=1
hd−1i
[
τJRN − cd,δ − cdδ
]
with P-probability greater than 1− n exp(−cNd). This implies (3.32) for δ >
0 small enough in view of the convergence τJRNi
→ τ q(ni) in P-probability
(Theorem 2.2.3 in Chapter 2) or of the almost-sure convergence if β /∈ NI
(Corollary 2.4.5 in Chapter 2). We examine now the annealed convergence:
consider λ > 0 and again, a δ-covering (Ri)i=1...n for u. For K,N large enough
and ε > 0 small enough we have
E
([
µJ,+ΛN
(MK
mβ
∈ V(u, ε)
)]λ)
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6 E exp
(
−
n∑
i=1
λ(hiN)
d−1τ˜J,δ,KRNi
)
6 n exp(−cNd) + E exp
(
−
n∑
i=1
λ(hiN)
d−1τJRN
)
× exp
(
λ
n∑
i=1
hd−1i N
d−1 (cd,δ + cdδ)
)
in view of (3.34). Varadhan’s Lemma (Proposition 2.2.6 in Chapter 2) yields:
for any ε > 0 small enough, any K large enough,
lim sup
N
1
Nd−1
logE
([
µJ,+ΛN
(MK
mβ
∈ V(u, ε)
)]λ)
6 −
l∑
i=1
hd−1i
[
τλ(ni)− cd,δ − cdδ
]
and the conclusion follows for δ > 0 small enough. 
3.4.3. Exponential tightness. The last step towards the proofs of
Theorems 3.1.1 and 3.1.2 is the proof of the exponential tightness property.
Note that the compact set BVa was defined at (3.8).
Proposition 3.4.3. For any β > βˆc with β /∈ N , there exists C > 0 and
for every δ > 0, for any K ∈ N⋆ large enough one has
lim sup
N
1
Nd−1
logEµJ,+ΛN
(MK
mβ
/∈ V(BVa, δ)c
)
6 −Ca. (3.35)
Proof. We follow the argument of Bodineau, Ioffe and Velenik in [14] and
estimate the phase of small contours. The proof consists in three estimates:
first, thanks to the stochastic domination (Theorem 1.5.7 (iv)) and to Crame´r’s
Theorem, it is immediate that for any K large enough:
lim sup
N
1
Nd
logEΨJ,w,+ΛN
(∥∥∥∥MKmβ − φK
∥∥∥∥
L1
>
3δ
mβ
)
< 0 (3.36)
if φK is the phase profile: [0, 1]
d → {−1, 0, 1} at mesoscopic scale K, tolerance
δ, defined in the same way asMK , cf. (3.26). Hence it is sufficient to estimate
the probability that φK be far from BVa. The second step consists in removing
the small clusters from φ. Given κ > 0 that will be adjusted latter on, we say
that V ⊂ IΛN ,K is a small cluster for (φi)i∈IΛN,K if it is connected in IΛN ,K , if
diam(V ) 6 κ logN , if
φi = 0,∀i ∈ V
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and if V is maximal in the sense that, for every i ∈ IΛN ,K \ V adjacent to V ,
φi 6= 0. We consider then
φκi =
 φi if there is no small cluster for φ that surrounds is else, s being the constant sign of φj around thelargest small cluster that surrounds i. (3.37)
Consider then k ∈ {0, . . . ⌈2κ logN⌉ − 1}d and denote
Ik = IΛN ,K ∩ (k + ⌈2κ logN⌉Z)d .
It is clear that the (Ik)k∈{0,...⌈2κ logN⌉−1}d form a partition of IΛN ,K ; moreover
any two points in Ik are at distance at least ⌈2κ logN⌉. Consider at last
I = IΛN ,K and apply Theorem 1.5.7 (iv) to the increasing function
fk : X ∈ {0, 1}I 7→

0 if there exists more than δ|Ik| positions in Ik
that are surrounded by a contour Γ ⊂ P with
diam(Γ) 6 κ logN and such that Xi = 0,∀i ∈ Γ,
1 else.
Since the contours are confined to non-intersecting regions, the occurrence
of contours around distinct points of Ik are independent under the Bernoulli
product measure BIρ. The probability that any point be surrounded by a
contour with Xi = 0 goes to 0 as ρ → 1, hence applying Crame´r’s Theorem
we conclude that for any K large enough there exists c > 0 such that, for any
N large enough:
EΨJ,w,+ΛN
(
fk
(
(|φi|)i∈IΛN,K
)))
> 1− exp
(
−c
(
N
2Kκ logN
)d)
.
As a consequence, the expectation of
∑
k∈{0,...⌈2κ logN⌉−1}d(1− fk) is negligible
at surface order, or in other words: for any κ > 0, for any K large enough:
lim sup
N
1
Nd−1
logEΨJ,w,+ΛN (‖φκK − φK‖L1 > δ) = −∞. (3.38)
We pass to the third control on the proximity between φκK and BVa. Call
Γ1, . . .Γn ⊂ IN,K the contours of zero blocks surrounding clusters of minus
phase in φκ. Remark that if
∑
i |Γi| 6 a(N/K)d−1 and if the density of zero
blocks does not exceed δ (cf. (3.36)), then replacing zero blocks with one blocks
we get a phase profile in BVa, and hence φ
κ
K ∈ V (BVa, δ). Remains thus to
control the total length of the contours of φκ. We use once more Theorem
1.5.7 (iv), combined with a Peierls estimate: the number of contours in IΛN ,K
of size s is not larger than ⌈N/K⌉d × (cd)n. Hence, for any ε > 0 and K large
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enough:
EΨJ,w,+ΛN
(∑
i
|Γi| > a(N/K)d−1
)
6
∑
n>1
∑
s1, . . . sn > κ logN
and
P
si > a(N/K)
d−1
n∏
i=1
Nd × (cd)si × εsi .
We fix then ε = exp(−3)/cd and κ = d, so that
EΨJ,w,+ΛN
(∑
i
|Γi| > a(N/K)d−1
)
6
∑
n>1
∑
s1, . . . sn > d logN
and
P
si > a(N/K)
d−1
exp
(
−2
n∑
i=1
si
)
6 exp
(−a(N/K)d−1)∑
n>1
( ∑
s>d logN
e−s
)n
We remark at last that
∑
s>d logN exp (−s) 6 1/2 for N large enough, yielding:
for any K large enough, any N large enough:
EΨJ,w,+ΛN
(∑
i
|Γi| > a(N/K)d−1
)
6 exp
(−a(N/K)d−1) . (3.39)
The claim follows then from the combination of (3.36), (3.38) and (3.39). 
3.4.4. Proofs of Theorems 3.1.1 and 3.1.2. Theorems 3.1.1 and 3.1.2
are consequences of the large deviations estimates (Propositions 3.4.1 and
3.4.2) together with the exponential tightness (Proposition 3.4.3) in view of
the compactness of BVa. The annealed case presents complete similarity with
the non-random case, hence we focus here on the quenched case. Furthermore,
the proof of Theorem 3.1.1 is similar to that of Theorem 3.1.2, which is the
reason for which we give the proof of (3.13) only.
Proof. (First half of Theorem 3.1.2). First we establish the lower bound
lim inf
N
1
Nd−1
log µJ,+ΛN
(
mΛN
mβ
6 1− 2αd
)
> −F q(χαWq), P-almost surely.
(3.40)
The proof goes as follows: for any α′ > α, for small enough ε > 0 one has
MK
mβ
∈ V(χz0+α′Wq , ε)⇒
mΛN
mβ
6 1− 2αd
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hence, Proposition 3.4.2 gives: for any α′ > α,
lim inf
N
1
Nd−1
log µJ,+ΛN
(
mΛN
mβ
6 1− 2αd
)
> −F q(χα′Wq), P-almost surely.
The lower bound (3.40) follows if we let α′ → α.
Now we establish the following upper bound: for any ε > 0, there is δ > 0
such that
lim sup
N
1
Nd−1
log µJ,+ΛN
MK
mβ
/∈
⋃
x∈T qα
V(χx+αWq , ε) and mΛN
mβ
6 1− 2αd

6 −F q(χαWq)− δ (3.41)
in P-probability (P-almost surely if β /∈ NI). To begin with, we choose a > 0
so large that Ca in Proposition 3.4.3 is larger than 2F q(χαWq) + 2. Thanks to
Markov’s inequality, this implies that, for any γ > 0, for large enough K,
lim sup
N
1
Nd−1
log µJ,+ΛN
(MK
mβ
/∈ V(BVa, γ)
)
6 −F q(χαWq)− 1, (3.42)
P-almost surely (see (3.8) for the definition of BVa). Consider η > 0 and let
F =
u ∈ BVa :
∫
[0,1]d
u 6 1− 2αd + η and u /∈
⋃
x∈T qα
V
(
χx+αWq ,
ε
2
) .
For γ > 0 small enough, for large enough N the event
MK
mβ
/∈
⋃
x∈T qα
V(χx+αWq , ε) and mΛN
mβ
6 1− 2αd
implies that
MK
mβ
/∈ V(BVa, γ) or MK
mβ
∈ V(F, γ).
The probability of the first event is under control (3.42) for any γ > 0 (and
large enough K), hence we focus on the probability of the second one. Given
ξ > 0, applying Proposition 3.4.2 we obtain ε : u ∈ BV 7→ ε(u) ∈ (0, ξ) such
that, for any u ∈ BV and any K large enough:
lim sup
N→∞
1
Nd−1
log µJ,+ΛN
(MK
mβ
∈ V(u, ε(u))
)
6 −F q(u) + ξ (3.43)
in P-probability (P-almost surely if β /∈ NI). The set BVa is compact for the
L1-norm, thus it can be covered by a finite union BVa ⊂
⋃n
i=1 V(ui, ε(ui)) with
ui ∈ BVa, i = 1 . . . n. Since the right-hand side term is open, for γ > 0 small
enough we still have
V(BVa, γ) ⊂
n⋃
i=1
V(ui, ε(ui)).
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We consider (u′i)i=1...l the subsequence of the ui such that V(ui, ε(ui)) intersects
V(F, γ). Thanks to the inclusion
V(F, γ) ⊂
l⋃
i=1
V(u′i, ε(u′i))
and to (3.43), we have: for small enough γ, for large enough K:
lim sup
N→∞
1
Nd−1
log µJ,+ΛN
(MK
mβ
∈ V(F, γ)
)
6 − inf
u∈BV:u∈V(F,2ξ)
F q(u) + ξ
in P-probability (P-almost surely if β /∈ NI). Yet, the limit as ξ → 0 of the
right-hand side is bounded from above by − infu∈F ′ F q(u) where
F ′ =
u ∈ BVa :
∫
[0,1]d
u 6 1− 2αd + 2η and u /∈
⋃
x∈T qα
V
(
χx+αWq ,
ε
4
) ,
for any η > 0. Yet, − infu∈F ′ F q(u) is strictly smaller, in the limit η → 0, than
−F q(χαWq) since the solutions to the isoperimetric problem (3.9) are excluded.
Together with (3.42), this implies (3.41) and the conclusion (3.13) follows from
(3.40) and (3.41). 
3.5. Conclusion
We saw that the presence of random media does not alter the essence of
the phase coexistence phenomenon: in particular, phase separation occurs and
there appears a droplet of the minority phase, which shape is deterministic.
However, it modifies the shape of crystals, and we have shown in particular
that the low temperature limit of the quenched Wulff crystal is the Wulff
crystal for the maximal flow of P (Theorem 2.3.2).
The lower and upper bound that we established in Section 3.3 will help to
control the dynamics of the dilute Ising system: reducing surface tension along
the boundary of the initial profile makes the latter metastable.
As a matter of conclusion, let us mention a consequence of (3.12) in
Theorem 3.1.1: for any f ∈ R, let
J (f) = sup
λ>0
{Fλ(χWλ)− λf} ∈ [0,∞].
The functional J plays the same role for the cost of phase coexistence as In
for the lower deviations of surface tension. In particular, if Fmin stands for
the surface energy associated to τmin andWmin for its Wulff crystal, then J is
infinite on the left of Fmin(χWmin), finite on the right of Fmin(χWmin) and zero
on the right of F q(χWq), and above all:
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Theorem 3.5.1. For any f 6= Fmin(χWmin) and α > 0 small enough,
lim
N
1
Nd−1
logP
(
1
Nd−1
log µJ,+ΛN
(
mΛN
mβ
6 1− 2αd
)
> −αd−1f
)
= −αd−1J (f).
On the other hand, upper deviations for the cost of phase coexistence
happen at volume order (cf. the proof of Proposition 3.4.2).
CHAPTER 4
Glauber dynamics and metastability
Abstract. In this Chapter we report new results on the slow dynamics of
the dilute Ising model in the phase transition region. Using the analysis of
phase coexistence developed in the former Chapter, we show that appropriate
initial profiles are metastable. As an application, we give a lower bound on the
average autocorrelation at time t, of the form t−α.
4.1. Introduction and results
Equilibrium aspects of statistical mechanics models are far better under-
stood in general than dynamical aspects. The Ising model is no exception:
while many aspects of the equilibrium are under mathematical control, only a
few questions concerning the dynamics are solved. For instance, the question
of whether droplet relaxation follows a mean curvature evolution under the
Glauber dynamics remains out of reach in the current state of the mathematical
theory.
For the dilute Ising model, it was remarked in [45] that appropriate initial
configuration for both the media and the spin configuration could lead to
metastable states, forcing the dynamics to pass through a bottleneck before
equilibrium is reached. If one is able to estimate the probability for these
initial configurations and the duration of the associated droplets, then one can
control some aspects of the dynamics.
The analysis of phase coexistence under the equilibrium measure (Chapter
3) plays a fundamental role in this study. We highlight as well a feature of
the dynamics that was formerly unnoticed: not only the volume of droplets
evolves continuously, but the phase profile itself evolves (almost) continuously
in time. In some cases, this leads to better bounds.
The organization of this Chapter is as follows: in the remaining part of the
current Section, we recall the definitions of the dilute Ising model and those
of the Glauber dynamics. We review earlier results on the Glauber dynamics
of the Ising model in the three regions of the phase diagram. Then we present
the heuristic for our construction and state our main results. Section 4.2 is
dedicated to the proof of Theorem 4.1.1. In Appendix 4.3.1 we give upper
bounds on the constant that appears in Theorem 4.1.1. In Appendix 4.3.2 we
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show that the additional cost can be calculated on continuous evolutions, and
in Appendix 4.3.3 we compute the additional cost in two simple cases.
4.1.1. Phase diagram of the dilute Ising model. Let us recall the
definition of the dilute Ising model. Given a ferromagnetic realization of the
media J : E(Zd) → [0, 1] (the couplings of the Ising model) and Λ a finite
domain, we let
µJ,σ¯β,Λ ({σ}) =
1{σ=σ¯ on Λc}
ZJ,σ¯β,Λ
exp
β
2
∑
e={x,y}∈Ew(Λ)
Jeσ(x)σ(y)

where σ, σ¯ ∈ Σ = {±1}Zd are spin configurations, β > 0 is the inverse
temperature and ZJ,σ¯β,Λ the partition function which ensures that µ
J,σ¯
β,Λ is a
probability measure. Remark that, contrary to the former Chapters, we denote
by σ(x) the spin at x. Then, we consider P a product measure on J , such that
the Je ∈ [0, 1] are independent, identically distributed.
The phase diagram of the dilute Ising model is made of three regions. The
region β < βpurec where β
pure
c is the critical inverse temperature for the pure
Ising model (with J ≡ 1) is called the paramagnetic phase. No phase transition
occurs and the physical quantities are analytic functions of the parameters.
Then is the Griffiths phase βpurec < β < βc, where βc is the critical inverse
temperature for phase transition in the dilute Ising model. Griffiths showed
[41] that the magnetization, as a function of the external field, is not analytic
at h = 0, for any β > βpurec . The third region β > βc is the phase transition
region, where the boundary condition is able to select the phase of the system:
mβ = lim
N→∞
EµJ,+
β,ΛˆN
(σ(0)) > 0. (4.1)
This last phase is present only if the couplings are large enough, namely
P (Je > 0) > pc(d).
pc(d)
βpurec (d)
p
1
0
βc(p, d)
β
Griths phase
Phase transition region
Paramagneti phase
Figure 1. The phase diagram of the dilute Ising model
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4.1.2. Glauber dynamics and convergence to equilibrium. The
Glauber dynamics associated to the dilute Ising model have different behaviors
in the three regions of the phase diagram. Before presenting these facts, we
recall the definition of Glauber dynamics.
We consider a family of transition rates cJ(x, σ) that satisfies the following
conditions:
(i) There exists r < ∞, the range of interaction, such that cJ(x, σ) is
independent of σ(y) when d(x, y) > r, and of Je when d(e, x) > r.
(ii) The rates are uniformly bounded from below and above: there are
cm, cM ∈ (0,∞) such that
cm 6 c
J(x, σ) 6 cM , ∀x ∈ Zd and σ ∈ Σ.
(iii) They satisfy the detailed balance condition: for all σ ∈ Σ and x ∈ Zd,
for all J ∈ J ,
cJ(x, σ)× exp
(
β
∑
y∼x
J{x,y}σ(x)σ(y)
)
is independent of σ(x).
(iv) They are translation invariant: if, for some z ∈ Zd one has
J ′e = Jz+e,∀e ∈ E(Zd) and σ′(x) = σ(x+ z),∀x ∈ Zd,
then cJ
′
(x, σ′) = cJ(x+ z, σ).
(v) They are attractive: given any σ, σ′ ∈ Σ with σ 6 σ′, the equality
σ(x) = σ′(x) implies
σ′(x)cJ(x, σ′) 6 σ(x)cJ(x, σ).
Then, we consider the Markov generator defined by
(LJf)(σ) =
∑
x∈Zd
cJ(x, σ)(f(σx)− f(σ))
where σx is the configuration with the spin at x flipped, i.e.
σx(y) =
{
σ(y) if y 6= x
−σ(y) if y = x.
To this generator corresponds a Markov process t 7→ σt and we denote by T J
the associated semi-group:[
T J(t)f
]
(σ) = EJ,σ (f(σt))
where P J,σ is the law of the process σt with initial state σ, and E
J,σ its
expectation.
Condition (iii) ensures that Gibbs measures are reversible with respect to
the dynamics. This implies that LJ is selfadjoint on L2(µJ,+). To characterize
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the relaxation under the Glauber dynamics, we study the convergence of
E
∥∥T J(t)π0 − µJ,+π0∥∥L2(µJ,+)
as t → ∞, where π0 is the function π0 : Σ → R defined by π0(σ) = σ(0), for
any σ ∈ Σ. This quantity is called the average autocorrelation, and can be
written as well
E
(∫
Σ
∣∣(T J(t)π0)(ρ)− µJ,+(σ(0))∣∣2 dµJ,+(ρ))1/2 . (4.2)
Note that µJ,+π0 = µ
J,+(σ(0)) is the mean value of the magnetization at the
origin for a realization J of the media. It is non-negative and its average under
P equals mβ (see (4.1)). The term (T J(t)π0)(ρ) corresponds to the average
(over the dynamics) of the magnetization at the origin, at time t, starting
from the spin configuration ρ. For almost any ρ under µJ,+ we have
(T J(t)π0)(ρ) −→
t→∞
µJ,+(σ(0))
and the question is: how fast ?
4.1.3. A brief panorama. The dynamics of the dilute Ising model have
been studied already in several parts of the phase diagram and we follow
here the review [63]. In the paramagnetic phase β < βpurec , the weak mixing
property holds uniformly over realizations J of the media and this implies
exponential ergodicity of the Glauber dynamics in the ‖.‖∞ norm uniformly
over J , that is to say: there is m > 0 and for any local function f : Σ → R
there is Cf <∞ such that
sup
J
∥∥T J(t)f − µJf∥∥∞ 6 Cfe−mt.
The situation in the Griffiths phase βpurec < β < βc is more complex, even if
the Gibbs measure remains unique in that region. We focus on the case of
dilution, i.e. we assume that there is p such that P(Je = 1) = p and P(Je =
0) = 1 − p, and give the main steps for the proof of a lower bound on the
average autocorrelation if 0 < p < 1 and β > βpurec . We consider again π0
the function that to a configuration σ ∈ Σ associates the spin at the origin,
and call mΛ the function that associates, to σ ∈ Σ, the average magnetization
in the finite domain Λ, i.e. mΛ(σ) =
∑
x∈Λ σ(x)/|Λ|. Minkowski’s inequality
yields the lower bound
E
∥∥T J(t)π0∥∥L2(µJ ) > E∥∥T J(t)mΛ∥∥L2(µJ ) .
Now, we choose for Λ the box of side-length L and restrict the integration E to
the couplings J with J = 1 in Ef (ΛL) and J = 0 between ΛL and Λ
c
L. Those
realizations of the media yield on ΛL a pure Ising model at inverse temperature
β > βpurec . In particular, the initial configuration under µ
J is very close to
either the plus or the minus phase in ΛL. In order to approach equilibrium,
the system has to relax to the opposite phase and this will take a time exp(τL)
in two dimensions, where τ is the surface tension in the direction of the axis,
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and a duration exp(κβL
d−1) if d > 3, with κβ > 0 for β large enough. Taking
L = (κ−1β log t)
1/(d−1) we conclude that, for t large enough,
E
∥∥T J(t)π0∥∥L2(µJ ) > pcdLd(1− p)cdLd−1 > exp(−C(log t) dd−1)
for any p ∈ (0, 1) and β > βpurec if d = 2, β large enough if d > 3. Similar
upper bounds have been proved as well in a fraction of the Griffiths phase and
we refer to Sections 7.2 and 7.3 in [63] for further details.
Already in the Griffiths phase, the slow relaxation is caused by atypical
realizations of the media. The almost-sure behavior of the dynamics is
different: Theorem 7.2 in the same reference states the existence of c < ∞
such that, in a region of the phase diagram included in the Griffiths phase,
P-almost surely, for any local function f and for t large enough depending on
J and f , one has∥∥T J(t)f − µJf∥∥∞ 6 exp(−t exp(−c(log t) d−1d (log log t)d−1))
which is smaller than any stretched exponential exp(−t1−δ) with δ > 0, for
large t.
4.1.4. Heuristics for the phase transition region. In the region of
phase transition the dynamics are even slower than in the Griffiths phase.
Below, we describe a mechanism that leads to slow relaxation under the
annealed measure, see also [45].
In order to give a lower bound to the autocorrelation (4.2), we will focus
on the metastability of special initial conditions. Consider u0 = χU0 : [0, 1]
d →
{±1} and some microscopic scale N , and define
G =
{
Surface tension is reduced to τ r < τ q
on the contour of N∂⋆u0
}
C =
{
Phase coexistence occurs at t = 0,
with a minus droplet of shape NU0
}
.
The event of dilution G concerns the media J , while C is an event on spin
configurations. Both are rare events: we have
P (G) ≃ exp (−Nd−1Ir(u0))
µJ,+ (C) ≃ exp (−Nd−1F r(u0)) ,∀J ∈ G
where Ir(u0) is the surface cost for reducing surface tension around ∂⋆u0:
Ir(u0) =
∫
∂⋆u0
Inx(τ
r(x))dHd−1(x) (4.3)
and F r(u) is the reduced surface energy after dilution:
F r (u) =
∫
∂⋆u0∩∂⋆u
τ r(x)dHd−1(x) +
∫
∂⋆u\∂⋆u0
τ q(nx)dHd−1(x). (4.4)
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N∂⋆u0
N
τ r
−mβ
N∂⋆u0
τ r
−mβ
τ q
+mβ
+mβ
Figure 2. Initial dilution and phase coexistence; additional
cost for relaxation.
Under the Glauber dynamics, the phase profile evolves continuously. Yet,
if the initial condition is regular enough, removing the initial droplet has a
positive cost (see Theorem 4.1.2 or Figure 2): for any continuous evolution
(us)s∈[0,1] starting from u0, ending at u1 ≡ 1,
sup
s∈[0,1]
F r(us) > Kr(u0) + F r (u0)
where Kr(u0), the additional cost for the optimal evolution, is strictly positive.
This creates a bottleneck for the dynamics and impedes the removal of the
initial droplet up to time
t = exp
(
Nd−1Kr(u0)
)
.
In that sense, the initial configuration is metastable. This implies that, for any
N and any t 6 exp
(
Nd−1Kr(u0)
)
, the average autocorrelation
E
∫
Σ
∣∣(T J(t)π0)(ρ)− µJ,+(σ(0))∣∣ dµJ,+(ρ) & exp (−Nd−1 [Ir(u0) + F r(u0)])
is comparable to the probability of the initial condition (u0, τ
r). Inverting
Nd−1 = log t/Kr(u0) and optimizing over the initial condition (u0, τ r), we
obtain
E
∫
Σ
∣∣(T J(t)π0)(ρ)− µJ,+(σ(0))∣∣ dµJ,+(ρ) > t− inf(u0,τr) Ir(u0)+Fr(u0)Kr(u0)
which is the claim of Theorem 4.1.1 below, and we see that the average spin
autocorrelation decays like a negative power of time. This is by far larger than
the exponential decay (d > 3) or stretched exponential decay (exp(−c√t), for
d = 2) that are predicted for the pure Ising model [45].
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4.1.5. Main results. Our main result is an inverse polynomial lower
bound on the average autocorrelation. For any λ, ν > 0 we define the average
autocorrelation as follows:
Aλ,ν(t) = E
∥∥T J(t)π0 − µJ,+π0∥∥νλLν(µJ,+)
= E
([∫
Σ
∣∣(T J(t)π0)(ρ)− µJ,+(σ(0))∣∣ν dµJ,+(ρ)]λ)
where π0 : Σ→ R is the function that, to the spin configuration σ, associates
π0(σ) = σ(0).
Then, we define the set of relevant initial conditions as
IC =
{
(u = χU , τ) ∈ BV×C([0, 1]d,R) : u is regular and there is
ε > 0 such that, for all x ∈ ∂⋆u, τmin(nux) + ε < τ(x) 6 τ q(nux).
}
(4.5)
The notion of regular profile is given in Definition 3.3.1: it requires that U is
open and at positive distance from the border of the unit cube, that ∂U is
d − 1 rectifiable and that [0, 1]d \ (∂U +B(0, r)) has exactly two connected
components for small enough r > 0.
Given an initial condition (u0, τ
r) ∈ IC and u ∈ BV we consider the reduced
surface energy F r(u) as in (4.4) and the cost for initial phase coexistence Ir(u0)
as in (4.3). For any ε > 0, we let
Cε(u0) =
{
(vi)i=1...k :
k ∈ N ; v0 = u0 and vk = 1
∀i ∈ {0, . . . , k − 1}, vi ∈ BV and ‖vi+1 − vi‖L1 6 ε
}
the set of evolutions by small jumps in L1 and define
Krdisc(u0) = lim
ε→0+
inf
v∈Cε(u0)
max
i
F r(vi)−F r(u0) (4.6)
the discrete additional cost for relaxation, starting from (u0, τ
r) ∈ IC. Finally,
we call
αλ = inf
(u0,τr)∈IC
Ir(u0) + λF r(u0)
Krdisc(u0)
∈ [0,∞],∀λ > 0.
This quantity is a lower bound on the exponent for the polynomial decay of
the autocorrelation:
Theorem 4.1.1. For any β > βˆc such that β /∈ N ∪NI , any λ, v > 0 one
has:
lim inf
t→∞
logAλ,ν(t)
log t
> −αλ. (4.7)
Obviously, this result is interesting only if αλ <∞. The calculation of αλ
seems to be out of reach, yet we could prove the following:
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Theorem 4.1.2. Let (u0, τ
r) ∈ IC and assume that the boundary of u0 is
C1, and that
τ r(x) 6 τ q(nu0x )− ε, ∀x ∈ ∂⋆u0
for some ε > 0. Then, the additional cost Krdisc(u0) is strictly positive.
Considering the case of the ball for u0, this shows that αλ <∞ as soon as
τmin < τ q, which is the case in particular if Jmin = 0 and β > βˆc. We conclude
with a low temperature estimate on αλ:
Proposition 4.1.3. Assume that 0 < P(Je = 0) < 1 − pc(d). Then, for
any λ > 0 there is C <∞ such that, for β large enough,
αλ 6
C
β
.
We could also give an alternative characterization of the additional cost
Krdisc(u0). Let E(u0) be the set of continuous evolutions initiated from u0:
E(u0) =

v : t ∈ [0, 1] 7→ vt ∈ BV: v0 = u0, v1 ≡ 1,
t 7→ vt is continuous for the L1-norm
and t 7→ 1∂⋆vt∩∂⋆u0 is continuous for the
L1-norm associated to the measure Hd−1
 (4.8)
and
Kr(u0) = inf
v∈E(u0)
sup
t∈[0,1]
F r(vt)−F r(u0) > 0. (4.9)
In Appendix 4.3.2, we prove:
Theorem 4.1.4. For all (u0, τ
r) ∈ IC,
Kr
disc
(u0) = Kr(u0).
In Appendix 4.3.3, we use that Theorem in order to calculate the additional
cost Kr(u0) on two simple examples.
4.2. A lower bound on the autocorrelation
The subject of the present section is the proof of Theorem 4.1.1. In order
to construct a rigorous proof from the argument sketched in Section 4.1.4, we
have to detail a certain number of steps. We will reduce the problem to finite
volume, show the continuity of the evolution of the phase profile, then describe
the dilution event and its influence on the phenomenon of phase coexistence.
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4.2.1. From infinite to finite volume. We begin the proof of Theorem
4.1.1 with a Lemma that relates the autocorrelation Aλ,ν(t) to the dynamics in
a finite domain. We denote T J,+ΛN (t) the semigroup associated to the Glauber
dynamics on ΛN , which update only the spins in ΛN , according to the plus
boundary condition on ΛN .
Lemma 4.2.1. For any ν > 1, any ε > 0 and N ∈ N⋆ one has
Aλ,ν(t) > ενλE
[
1{µJ,+(mΛN )>mβ−ε} ×
(
µJ,+ΛN
(
T J,+ΛN (t)mΛN 6 mβ − 2ε
))λ]
(4.10)
where
mΛN : σ 7→
1
Nd
∑
x∈ΛN
σ(x).
We will see that the event {J : µJ,+(mΛN ) > mβ − ε} in (4.10) has a large
probability under P (Proposition 4.2.13), yet most of our work will concentrate
on the proof of a lower bound for
E
[(
µJ,+ΛN
(
T J,+ΛN (t)mΛN 6 mβ − 2ε
))λ]
.
Proof. Minkowski’s inequality implies, as ν > 1, that
1
Nd
∑
x∈ΛN
[∫
Σ
∣∣T J(t)πx − µJ,+πx∣∣ν dµJ,+]1/ν
>
[∫
Σ
∣∣T J(t)mΛN − µJ,+(mΛN )∣∣ν dµJ,+]1/ν
where πx : Σ → R is the function which associates, to the spin configuration
σ ∈ Σ, the spin at x, σ(x). The translation invariance of E and of the Glauber
dynamics implies that
Aλ,ν(t) > E
[(∫
Σ
∣∣T J(t)mΛN − µJ,+(mΛN )∣∣ν dµJ,+)λ
]
.
Hence, for any ε > 0 we have
Aλ,ν(t) > ενλE
[
1{µJ,+(mΛN )>mβ−ε} ×
(
µJ,+
(
T J(t)mΛN 6 mβ − 2ε
))λ]
and we conclude using the attractivity of the Glauber dynamics for the dilute
Ising model:
µJ,+
(
T J(t)mΛN 6 mβ − 2ε
)
> µJ,+
(
T J,+ΛN (t)mΛN 6 mβ − 2ε
)
> µJ,+ΛN
(
T J,+ΛN (t)mΛN 6 mβ − 2ε
)
(4.11)

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4.2.2. Small L1 jumps for the magnetization. A crucial property of
the dynamics is the fact that the magnetization profile evolves smoothly in
L1. The following Proposition shows that, with overwhelming probability, the
magnetization profile follows a continuous evolution in L1. Define
Cka,ε =
{
(vi)i∈{0,...k} ∈ (BVa)k+1 : ‖vi+1 − vi‖L1 6 ε, ∀i ∈ {0, . . . , k − 1}
}
(4.12)
the set of sequences of phase profiles in BVa of length k+1 that satisfy a small
jump property. Recall that BVa was defined at (3.8). Given ε > 0, T ∈ (0,∞)
and a sequence (tN)N∈N⋆ with
1 6 tN 6 exp(N
d−1T ), ∀N ∈ N⋆, (4.13)
we denote
ζN(ε, T ) = sup
{
ζ 6
εmβ
12cM
:
tN
ζ
∈ N
}
and
kN(ε, T ) =
tN
ζN(ε, T )
∈ N,
where cM is an upper bound on the value of the transition rates (see Section
4.1.2). We say that the magnetization profile (MK(σiζN )/mβ)06i6kN at times
iζN , for i ∈ {0, . . . , kN}, is ε-close to CkNa,ε if there is v ∈ CkNa,ε such that
sup
i∈{0,...,kN}
∥∥∥∥MK(σiζN )mβ − vi
∥∥∥∥
L1
6 ε.
In the following, P J,+,µΛN stands for the law of the Markov process (σt)t>0 with
initial distribution µ, that evolves according to the Glauber dynamics in ΛN
with plus boundary condition. We have:
Proposition 4.2.2. Assume that β > βˆc and β /∈ N . There is C > 0 such
that, for any a, T ∈ (0,∞), any (tN)N∈N⋆ as in (4.13), for any ε > 0 and for
large enough K ∈ N, for large enough N ,
EP
J,+,µJ,+ΛN
ΛN
((MK(σiζN )
mβ
)
06i6kN
is not ε-close to CkNa,ε
)
6 exp
(
Nd−1 (T − Ca))
where ζN = ζ(ε, tN) and kN = k(ε, tN).
Proof. The measure µJ,+ΛN is invariant for the Glauber dynamics with plus
boundary condition on ΛN . It follows that
EP
J,+,µJ,+ΛN
ΛN
(
∄v ∈ (BVa)kN+1 : ∀i ∈ {0, . . . , kN}, MK(σiζN )mβ ∈ V
(
vi,
ε
3
))
6 (kN + 1)Eµ
J,+
ΛN
(
MK(σ)
mβ
/∈ V (BVa, ε3)) (4.14)
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and in view of the exponential tightness (Proposition 3.4.3 in Chapter 3) there
is C > 0 such that, for large enough a, for large enough K, for large enough
N the former probability does not exceed
(kN + 1) exp(−2CaNd−1) 6 exp(Nd−1 (T − Ca))/2.
Then we write
P
J,+,µJ,+ΛN
ΛN
(
∃v ∈ (BVa)kN+1 \ CkNa,ε : supi∈{0,...,kN}
∥∥∥MK(σiζN )mβ − vi∥∥∥L1 6 ε3)
6 (kN + 1) supσ0 P
J,+,σ0
ΛN
(∥∥∥MK(σζN )mβ − MK(σ0)mβ ∥∥∥L1 > ε3) . (4.15)
Now, remark that the probability that there are more than 2cM tN
d spin
updates before time t is exponentially small at volume order, uniformly over the
initial condition σ0 and the interaction J . Each step modifies the L
1-distance
between the magnetization profiles by 2/Nd, hence for any t > 0,
lim
N
1
Nd−1
log sup
J∈J ,σ0∈Σ
P J,+,σ0ΛN
(
sup
s6t
‖MK(σs) −MK(σ0)‖L1 > 4cM t
)
= −∞.
Applying this to t = εmβ/(12cM) > ζN proves that (4.15) is also bounded by
exp(Nd−1 (T − Ca))/2 for large N (uniformly over J) and the claim follows.

4.2.3. The bottleneck. We saw that the evolution of the magnetization
profile is almost continuous in L1-norm. Given (u0, τ
r) ∈ IC, a > 0 and ε > 0
we define the set of profiles of maximal cost for such evolutions as follows:
La,ε(u0) =
u ∈ BVa :
There are k ∈ N⋆ and v ∈ Cka,ε such that v0 = u0,
vk ≡ 1, u ∈ {v0, . . . , vk} and u ∈ V(vl, ε) where l
satisfies inf
w∈V(vl,ε)
F r(w) > kmax
i=0
inf
w∈V(vi,ε)
F r(w).

(4.16)
In that definition, we consider infw∈V(vi,ε)F r(w) instead of F r(vi) in order to
ensure that we recover the additional cost Krdisc(u0), see Proposition 4.2.15.
If the trajectory of the magnetization profile MK/mβ is ε-continuous,
and does not approach La,ε(u0) at some time, then the initial droplet cannot
disappear. We formulate this as follows:
Proposition 4.2.3. There is c < ∞ such that, for any (u0, τ r) ∈ IC and
ε > 0, a, T <∞, for any (tN)N∈N⋆ as in (4.13),
µJ,+ΛN
( MK/mβ ∈ V(u0, ε) and
T J,+ΛN (tN)mΛN > mβ − 2ε
)
6
1
ε
P
J,+,µJ,+ΛN
ΛN
(
(MK(σiζN )/mβ)06i6kN
is not ε-close to CkNa,ε
)
+
kN + 1
ε
µJ,+ΛN
(MK
mβ
∈ La,cε(u0)
)
where ζN = ζ(ε, tN) and kN = k(ε, tN).
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Proof. To begin with, we reformulate the probability
pJN = µ
J,+
ΛN
( MK/mβ ∈ V(u0, ε) and
T J,+ΛN (tN)mΛN > mβ − 2ε
)
in terms of the Markov process (σt) associated to the Glauber dynamics on
ΛN , with plus boundary condition. By definition of the semi-group T
J,+
ΛN
(tN),
we have
pJN =
∫

MK
mβ
(ρ)∈V(u0,ε)
ﬀ 1n
EJ,+,ρΛN
mΛN (σtN )>mβ−2ε
odµJ,+ΛN (ρ).
An immediate calculation shows that
EJ,+,ρΛN mΛN (σt) > mβ − 2ε ⇒ P J,+,ρΛN [mΛN (σt) > mβ − 3ε] > ε,
hence
pJN 6
1
ε
∫

MK
mβ
(ρ)∈V(u0,ε)
ﬀ P J,+,ρΛN [mΛN (σtN ) > mβ − 3ε] dµJ,+ΛN (ρ)
=
1
ε
P
J,+,µJ,+ΛN
ΛN
(MK
mβ
(σ0) ∈ V(u0, ε) and mΛN (σtN ) > mβ − 3ε
)
.
(4.17)
This form is easier to handle since the Gibbs measure µJ,+ΛN is reversible for the
Markov process (σt). Now we consider the event
Av,ε =
{
(MK(σiζN )/mβ)06i6kN is ε-close to v,MK(σ0)/mβ ∈ V(u0, ε) and mΛN (σt) > mβ − 3ε
}
, ∀v ∈ CkNa,ε .
Let c = 6/mβ, v ∈ CkNa,ε and call v′ the evolution starting at u0, ending at 1
(the constant profile) defined by
v′i =
 u0 if i = 0vi if 1 6 i 6 kN − 11 if i = kN .
If Av,ε is not empty, we have ‖u0 − v0‖L1 6 2ε, hence ‖v′0 − v′1‖L1 6 3ε.
Similarly, if Av,ε is not empty, we have
‖1− vkN‖L1 =
∫
[0,1]d
(1− vkN (x))dLd(x)
6
∫
[0,1]d
(
1− MK(σt)
mβ
(x)
)
dLd(x) + ε
6 1− mΛN (σt)
mβ
+ 2ε
6 5ε/mβ. (4.18)
and this implies that v′ ∈ CkNa,cε, i.e. that v′ is a cε-continuous evolution. Now
we prove the inclusion
Av,ε ⊂ Av′,cε (4.19)
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which means that, when the evolution is ε-continuous, starts close to u0 and
ends with an overall magnetization close to mβ, then it is close to some cε-
evolution that starts at u0 and ends at 1. In order to prove (4.19) we have to
show that, if Av,ε occurs, then∥∥∥∥MK(σiζN )mβ − v′i
∥∥∥∥
L1
6 cε, ∀i ∈ {0, . . . , kN}.
This is obvious for 1 6 i < kN . For i = 0, this is clear as well and for i = kN ,
it is a consequence of (4.18).
We now end the proof of the Proposition and consider the upper bound
(4.17). Excluding the possibility that the magnetization does not follow an
ε-continuous evolution, we see that
pJN 6
1
ε
P
J,+,µJ,+ΛN
ΛN
(
(MK(σiζ)/mβ)06i6kN
is not ε-close to CkNa,ε
)
+
1
ε
P
J,+,µJ,+ΛN
ΛN
 ⋃
v∈CkNa,ε
Av,ε
 .
But in view of (4.19), we have
P
J,+,µJ,+ΛN
ΛN
 ⋃
v∈CkNa,ε
Av,ε
 6 P J,+,µJ,+ΛNΛN
 ⋃
v∈CkNa,ε :v0=u0 and vkN=1
Av,cε

6 P
J,+,µJ,+ΛN
ΛN
(
∃i 6 kN : MK(σiζ)
mβ
∈ La,cε(u0)
)
6 (kN + 1)µ
J,+
ΛN
(MK
mβ
∈ La,cε(u0)
)
as µJ,+ΛN is invariant for the dynamics. The claim follows. 
4.2.4. Specialized covering theorem. The rest of the proof of Theorem
4.1.1 is based on the upper and lower bounds on phase coexistence developed in
the former Chapter. Yet, we have to define first the event of dilution, namely
the event that surface tension is reduced to τ r on the boundary of u0 (see
Definition 4.2.8 below). In order to ensure that this event has all expected
properties, we need first to define carefully the rectangular parallelepipeds we
consider. The main difficulty is that we have to prepare the way to the proof
of the conditional upper bound for phase coexistence – see Proposition 4.2.11
and Figure 3. This accounts for the fourth line in (iii) and for (iv) in the
following definition.
Definition 4.2.4. Let (u0 = χU0 , τ
r) ∈ IC and u ∈ BV, together with
γ, δ > 0. We say that a rectangular parallelepiped R ⊂ [0, 1]d is δ-adapted to
u at x ∈ ∂⋆u if:
(i) It is δ-adapted to ∂⋆u at x ∈ ∂⋆u in the sense of Definition 3.2.1.
(ii) If R is on the border it does not intersect ∂U0.
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(iii) If R intersects ∂U0, then x ∈ ∂U0 and∣∣∣∣ 1hd−1Hd−1 ((∂⋆u∆∂⋆u0) ∩R)
∣∣∣∣ 6 δ,∣∣∣∣τ r(x)− 1hd−1
∫
∂⋆u0∩R
τ rdHd−1
∣∣∣∣ 6 δ,∣∣∣∣In(τ r(x))− 1hd−1
∫
∂⋆u0∩R
I
n
u0
z
(τ r(z))dHd−1(z)
∣∣∣∣ 6 δ,
and∣∣∣∣In(τ r(x)− γ)− 1hd−1
∫
∂⋆u0∩R
I
n
u0
z
(τ r(z)− γ)dHd−1(z)
∣∣∣∣ 6 δ.
(iv) If R intersects ∂U0, then the enlarged volume
R′ = R+B(0, 2
√
dh2) =
{
z ∈ Rd : d(z,R) 6 2
√
dh2
}
satisfies
1
hd−1
Hd−1 (∂⋆u0 ∩R′ \ R) 6 δ.
We adapt as well the notion of covering:
Definition 4.2.5. Let (u0, τ
r) ∈ IC and u ∈ BV, δ, γ > 0. A finite
sequence (Ri)i=1...n of disjoint rectangular parallelepipeds included in [0, 1]d is
said to be a δ-covering for ∂⋆u if each Ri is δ-adapted to u in the sense of
Definition 4.2.4 and if
Hd−1
(
∂⋆u \
n⋃
i=1
Ri
)
6 δ. (4.20)
In the remaining of the Chapter, the notions of δ-adapted rectangular
parallelepiped and that of δ-covering refer to those of Definitions 4.2.4 and
4.2.5, unless explicitly stated. The parameter γ > 0 in Definition 4.2.4 (iii)
concerns uniquely the proof of Proposition 4.2.11.
Theorem 4.2.6. Let (u0, τ
r) ∈ IC and u ∈ BV, together with γ, δ > 0.
There is a δ-covering for ∂⋆u.
Before we prove Theorem 4.2.6 (with the help of the Vitali covering
Theorem), let us show the next Lemma, where ∆ stands for the symmetric
difference:
Lemma 4.2.7. Assume u, u0 ∈ BV. Then, for Hd−1 almost all x ∈ ∂⋆u ∩
∂⋆u0,
lim
r→0+
1
rd−1
Hd−1 (∂⋆u∆∂⋆u0) = 0.
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Proof. (Lemma 4.2.7) Consider the Borel measurable function
f : x ∈ Rd 7→
{
1 if x ∈ ∂⋆u0
2 else.
Besicovitch derivation Theorem (Theorem 2.22 in [10]) implies that for Hd−1-
almost all x ∈ ∂⋆u ∩ ∂⋆u0,
lim
r→0+
1
αd−1rd−1
∫
∂⋆u∩B(x,r)
fdHd−1 = f(x)
where αd−1 = Hd−1 ({x ∈ B(0, 1) : x · ed = 0}) . Therefore,
lim
r→0+
[Hd−1 (∂⋆u ∩B(x, r))
αd−1rd−1
+
Hd−1 (∂⋆u \ ∂⋆u0 ∩B(x, r))
αd−1rd−1
]
= 1.
As the first term goes to 1 already as r → 0, we conclude that
lim
r→0+
1
αd−1rd−1
Hd−1 (∂⋆u \ ∂⋆u0 ∩B(x, r)) = 0
for Hd−1-almost all x ∈ ∂⋆u ∩ ∂⋆u0. The claim follows as u and u0 play a
symmetric role. 
Proof. (Theorem 4.2.6). As in the proof of Theorem 3.2.3, we design
a set E that has zero Hd−1-measure and such that the collection of closed
rectangular parallelepipeds
Uδ = {R δ-adapted to ∂⋆u at x ∈ ∂⋆u \ E}
is a Vitali class for ∂⋆u \ E. Again, we define E by its complement in ∂⋆u:
∂⋆u \E is the set of all x ∈ ∂⋆u such that, for all S ∈ Snux , the following holds:
(i) Conditions (i) to (v) in the proof of Theorem 3.2.3 hold.
(ii) If x /∈ ∂U0∪∂[0, 1]d, then for h > 0 small enough, Rx,h,δh(S,nux) does
not intersect ∂U0 ∪ ∂[0, 1]d.
(iii) If x ∈ ∂U0, then limh→0+ 1hd−1Hd−1
(
(∂⋆u∆∂⋆u0) ∩ R˚x,h,δh(S,nux)
)
=
0.
(iv) If x ∈ ∂U0, then
lim
h→0+
1
hd−1
∫
∂⋆u0∩R˚x,h,δh(S,nux)
τ r(nuz )dHd−1(z) = τ r(x),
lim
h→0+
1
hd−1
∫
∂⋆u0∩R˚x,h,δh(S,nux)
I
n
u0
z
(τ r(z))dHd−1(z) = I
n
u0
x
(τ r(x))
and
lim
h→0+
1
hd−1
∫
∂⋆u0∩R˚x,h,δh(S,nux)
I
n
u0
z
(τ r(z)− γ)dHd−1(z) = I
n
u0
x
(τ r(x)− γ).
(v) If x ∈ ∂U0, then limh→0+ 1hd−1Hd−1
(
∂⋆u ∩R′x,h,δh(S,nux)
)
= 1 where
R′ is defined as in Definition 4.2.4 (iv).
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As in the proof of Theorem 3.2.3, we have to prove that E has zero Hd−1-
measure.
(i) See the proof of Theorem 3.2.3.
(ii) Condition (ii) is true for all x since ∂U0 ∪ ∂[0, 1]d is compact.
(iii) Lemma 4.2.7 shows that condition (iii) is verified for Hd−1-almost all
x ∈ ∂⋆u.
(iv) It is a consequence of the strong form of the Besicovitch derivation
theorem (Theorem 5.52 in [10]) together with Lemma 3.2.5, that
conditions (iv) and (v) hold for Hd−1-almost all x ∈ ∂⋆u.

4.2.5. The event of dilution. Here we define the event of dilution of
the media, that is, we reduce the surface tension τJ around N∂⋆u0 in order to
realize the part of the initial condition (u0, τ
r) ∈ IC that concerns the random
media. Our definition considers δ0 > 0 which ensures that we modify the
media in the region at distance at most Nδ0 from the boundary N∂
⋆u0. See
also (3.16) for the definition of RN .
Definition 4.2.8. Given (u0, τ
r) ∈ IC and δ0, γ > 0, we call
GN =
{
J ∈ J : τJRNi 6 τ
r(xi),∀i = 1 . . . n
}
(4.21)
the event of δ0-dilution, if (Ri)i=1...n is a δ0-covering for ∂⋆u0 with parameter γ.
No matter how small δ0 > 0 is, the event of dilution gives the appropriate
µJ,+ΛN -probability to the cost of initial phase coexistence, at the expected cost
on P. We recall that Ir(u0) was defined at (4.3).
Proposition 4.2.9. Assume that β > βˆc and β /∈ N . Let (u0, τ r) ∈ IC
and ε, ξ > 0. Then, for any δ0 > 0 small enough, if we denote GN the event of
δ0-dilution, we have: for any N large enough,
P (GN) > exp
(−Nd−1 (Ir(u0) + ξ)) .
Proof. According to the definition of the dilution, there is a δ0-covering
(Ri)i=1...n for ∂⋆u0 such that (4.21) holds. Because the RNi are disjoint for
large enough N , we have
lim inf
N→∞
1
Nd−1
logP (GN) = lim inf
N→∞
n∑
i=1
1
Nd−1
logP
(
τJRNi 6 τ
r(xi)
)
= −
n∑
i=1
hd−1i Ini(τ
r(xi))
in view of Theorem 2.2.5, thanks to the assumption τ r(x) > τmin(nu0x ) for all
x ∈ ∂⋆u0 (see (4.5)). In view of the definition of the δ-covering (Definition 4.2.5
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and point (iii) in Definition 4.2.4), it is immediate that for δ > 0 small enough,
the former limit is larger than −Ir(u0)− ξ/2 and the claim follows. 
4.2.6. Influence of the dilution on the lower bound.
Proposition 4.2.10. Assume that β > βˆc and β /∈ N . Let (u0, τ r) ∈ IC
and ε, ξ > 0. Then, for any δ0 > 0 small enough, if we denote by GN the event
of δ0-dilution, we have: for large enough K,
lim
N→∞
P
(
µJ,+ΛN
(MK
mβ
∈ V(u0, ε)
)
> exp
(−Nd−1 (F r(u0) + ξ))∣∣∣∣ J ∈ GN) = 1.
Proof. We use the notations of Proposition 3.3.4 in Chapter 3 and denote
δ = δ0. We recall that DN,δU0 is the event of ω-disconnection around N∂⋆u0 and
that EN,δU0 is the set of edges close to N∂⋆u0. We let then
F JN = inf
π∈DN,δU0
ΨJ,w,+ΛN
(MK
mβ
∈ V(u0, ε)
∣∣∣∣ω = π on EN,δU0 ) .
In view of Proposition 3.3.4 and of the definition of the δ-covering, we have:
(i) For any δ > 0 small enough,
lim inf
N→∞
inf
J∈GN
1
Nd−1
log ΦJ,wΛN
(
DN,δU0
)
> −F r(u0)− ξ/2. (4.22)
(ii) For any δ > 0 small enough, for K large enough,
lim
N→∞
P
(
F JN <
1
3
)
= 0. (4.23)
The definition of F JN yields
µJ,+ΛN
(MK
mβ
∈ V(u0, ε)
)
> F JNΦ
J,w
ΛN
(
DN,δU0
)
hence, using (4.22) we obtain: for large enough N ,
P
(
µJ,+ΛN
(
MK
mβ
∈ V(u0, ε)
)
> exp
(−Nd−1 (F r(u0) + ξ))∣∣∣ J ∈ GN)
> P
(
F JN >
1
3
∣∣ J ∈ GN)
Yet, the variable F JN is independent of the Je with e ∈ EN,δU0 . Thus it is as well
independent of GN , and (4.23) yields the conclusion. 
4.2.7. Influence of the dilution on the upper bound. Here we show
that the event of dilution has the expected impact on the upper bound for
phase coexistence, that is: conditionally on the dilution, we recover F r(u) as
the upper bound for the cost of phase coexistence.
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Proposition 4.2.11. Assume β > βˆc and β /∈ N ∪NI . Let (u0, τ r) ∈ IC,
u ∈ BV and ξ > 0. There are ε > 0 and γ > 0 such that, for small enough
δ0 > 0 and large enough K, if we denote by GN the event of δ0-dilution with
parameter γ,
lim
N→∞
P
(
µJ,+ΛN
(MK
mβ
∈ V(u, ε)
)
6 exp
(−Nd−1 (F r(u)− ξ))∣∣∣∣ J ∈ GN) = 1.
Proposition 4.2.11 is a consequence of the following lemma, which is itself
a consequence of conditions (iv) and (v) in Definition 4.2.4.
Lemma 4.2.12. Assume β > βˆc and β /∈ N ∪ NI . Let (u0, τ r) ∈ IC and
γ > 0. For δ > 0 small enough, the following holds: for any u ∈ BV and any
R that is δ-adapted to ∂⋆u at x ∈ ∂⋆u ∩ ∂⋆u0 with parameter γ, for any K
large enough and any δ0 ∈ (0, h2),
lim
N→∞
P
(
τ˜J,δ,KNR < τ
r(x)− c′d,δ − γ
∣∣∣ J ∈ GN) = 0
if GN is the event of δ0-dilution and c′d,δ = cdδ+cd,δ is the sum of the constants
that appear in Propositions 3.3.6 and 3.3.7.
R′
∂⋆u0
Ri
h
R
δ0
√
dh2
Figure 3. The scale of dilution δ0.
Proof. (Lemma 4.2.12). We consider (Ri)i=1...n a δ0-covering for ∂⋆u0
such that (4.21) holds. Thanks to the product structure of P, for large enough
N the surface tension τ˜J,δ,KRN is independent of the τ
J
RNi
such that Ri ∩ R = ∅.
Hence, for large enough N , the conditional probability
P
(
τ˜J,δ,KNR < τ
r(x)− c′d,δ − γ
∣∣∣ J ∈ GN)
equals
P
(
τ˜J,δ,KNR < τ
r(x)− c′d,δ − γ
∣∣∣ τJRNi 6 τ r(xi),∀i : Ri ∩R 6= ∅) ,
4.2. A LOWER BOUND ON THE AUTOCORRELATION 183
which is bounded from above by
pN =
P
(
τ˜J,δ,KNR 6 τ
r(x)− c′d,δ − γ
)
P
(
τJRNi
6 τ r(xi),∀i : Ri ∩R 6= ∅
) .
We prove now that this quantity goes to 0 as N →∞, under the appropriate
conditions. We show in fact that 1/Nd−1 log pN has a negative superior limit:
because of the definition of c′d,δ, Propositions 3.3.6 and 3.3.7 in Chapter 3,
together with Theorem 2.2.5, indicate that for large enough K,
lim sup
N
1
Nd−1
log pN 6 −hd−1In (τ r (x)− γ) +
∑
i:Ri∩R6=∅
hd−1i Ini (τ
r (xi)) .
(4.24)
We show at last that the right-hand side of (4.24) is negative, for small
enough δ > 0 and δ0 6 h
2. Thanks to the definition of δ-adapted rectangular
parallelepipeds, and in particular (iv) in Definition 4.2.4, one sees (Figure 3)
that the right-hand side of (4.24) is not larger, for δ 6 1/2 and δ0 6 h
2, than∫
∂⋆u0∩R
[Inz (τ
r (z))− Inz (τ r (z)− γ)] dHd−1(z) +Mδhd−1
where
M = 3 + 2 sup
x∈∂⋆u0
I
n
u0
x
(τ r (x))
is finite thanks to the definition of IC at (4.5) (see also Theorem 2.2.5). Now
we give an upper bound on the integral. Using the convexity of In (the slope
of In is non-increasing), we write∫
∂⋆u0∩R
[Inz (τ
r (z))− Inz (τ r (z)− γ)] dHd−1(z)
6 −
∫
∂⋆u0∩R
Inz (τ
q (nz)− γ) dHd−1(z)
6 −(1/2)hd−1 inf
n∈Sd−1
In (τ
q (n)− γ) .
It remains to show that
inf
n∈Sd−1
In (τ
q (n)− γ) > 0, (4.25)
which permits to take any
δ < min
(
1
2
,
1
2M
inf
n∈Sd−1
In (τ
q (n)− γ)
)
.
We conclude with the proof of (4.25) and assume by contradiction that there
is a sequence (nk) in S
d−1 such that Ink (τ
q (nk)− γ) → 0 as k → ∞. By
compactness we can extract a converging subsequence; in the sequel we assume
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that (nk) converges to n ∈ Sd−1. The characterization of In in terms of τλ
(Equation (2.22) in Chapter 2) yields
τλ(nk) 6 λτ
q(nk)− λγ + o
k→∞
(1), ∀λ > 0
and passing to the limit k → ∞ we obtain τλ(n) 6 λτ q(n) − λγ,
i.e. In (τ
q (n)− γ) = 0, which contradicts the assumption β /∈ NI . 
Proof. (Proposition 4.2.11). Consider γ > 0 and (Ri)i=1...n a δ-covering
for ∂⋆u. Taking γ > 0 small enough, for any δ > 0 small enough we have
n∑
i=1
hd−1i (τ
r(xi)− cd,δ − γ) > F r(u)− ξ/2.
We can take furthermore δ > 0 small enough so that the conclusion of Lemma
4.2.12 holds. Then, in view of Proposition 3.3.5 in Chapter 3 we have: there
is ε > 0 such that, for any K, if GN is the event of δ0-dilution
P
(
µJ,+ΛN
(MK
mβ
∈ V(u, ε)
)
> exp
(−Nd−1 (F r(u)− ξ))∣∣∣∣ J ∈ GN)
6
n∑
i=1
P
(
τ˜J,δ,KNRi < τ
r(xi)− cd,δ − γ
∣∣∣ J ∈ GN) .
Yet, we saw at Lemma 4.2.12 that this quantity goes to 0 as N →∞, provided
that δ0 6 min
n
i=1 h
2
i and K be large enough. 
4.2.8. Dilution and average magnetization. Here we show that the
dilution does not influence much the value of the magnetization on ΛN , under
the infinite volume measure µJ,+:
Proposition 4.2.13. Assume β > βˆc and β /∈ N . Let (u0, τ r) ∈ IC and
ε > 0. For any δ0 > 0 small enough, one has
lim
N→∞
P
(
µJ,+(mΛN ) > mβ − ε |J ∈ GN
)
= 1
where GN is the event of δ0-dilution.
Proof. It is equivalent to show that
lim
N→∞
inf
M>N
P
(
µJ,+
ΛˆM
(mΛN ) > mβ − ε
∣∣∣ J ∈ GN) = 1
for small enough δ0. The proof is similar to that of Proposition 3.3.4: again, we
consider two mesoscopic scales K and LN = [
√
N ]. We call (∆i,∆
′
i)i∈IΛˆM,K the
(K,K)-covering of ΛˆM and (∆˜j, ∆˜
′
j)j∈JM,K the (LN , LN)-covering for IΛˆM ,K .
Then, given δ > 0 we let
(φi)i∈IΛˆM,K
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the phase indicator given by Theorem 1.5.7, for the tolerance δ. Then, we
consider the set of LN -blocks that correspond to positions not intersecting the
rectangular parallelepipeds (Rk)k=1...n corresponding to GN as in (4.21):
J =
{
j ∈ JM,K : ∀i ∈ ∆˜′j,∆′i ∩
n⋃
k=1
RNk = ∅
}
and denote
I =
⋃
j∈J
∆˜′j.
Given a realization of ρ = (|φi|)i∈IΛˆM,K , we say that the LN -block ∆˜
′
j is good
if there is a crossing cluster of ρ-open sites in ∆˜′j, of density at least 1− δ. As
we need a control on mΛN that is uniform in M > N , we consider
J int =
{
j ∈ J : ∃i ∈ ∆˜′j,∆′i ∩ ΛN 6= ∅
}
and let
f
(
(|φi|)i∈IΛˆM,K
)
= 1 ∆˜′j is good, for all j ∈ J int and there is a path of
good LN -blocks from J
int to the border of JM,K
ﬀ,
which defines an increasing function. As in Proposition 3.3.4, we remark that,
if we take ρ under the site percolation measure BIp with p < 1 close enough to
1, there is c > 0 such that, for large enough N , for all j ∈ J :
BIp
({
∆˜′j is good
})
> 1− exp (−3cLd−1N )
– this is a consequence of Theorem 1.1 in [33]. We bound from below the
expectation of f under the measure BIp: in order that f(ρ) = 0, one must have
either
(i) one bad LN -block ∆˜
′
j with j ∈ J int – this event has a probability
smaller than exp(−2c√N) for large N
(ii) or a path of bad blocks of length n >
√
N around J int, that remains
in a plane and starts at a distance less than n from J int. This event
has a probability at most∑
n>
√
N
n(cd exp(−2cLN))n 6 exp (−cN)
for large enough N .
Hence we have: for large enough N ,
BIp (f) > 1− exp
(
−c
√
N
)
.
Consequently, the stochastic domination for (|φi|)i∈IΛN,K (Theorem 1.5.7 (iv))
yields the same lower bound on the expectation of f((|φi|)i∈I): for large enough
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K (depending on δ), there is c > 0 such that, for any N large enough:
E inf
π
ΨJ,+ΛN ,β
(
f
(
(|φi|)i∈I
) ∣∣∣∣∣ω = π on
n⋃
k=1
Ef
(
R̂Nk
))
> 1− e−c
√
N .
Now, we remark that the volume of
⋃n
k=1Rk is not larger than 2δ0Hd−1(∂⋆u0),
hence it is small with respect to ε > 0, for small enough δ0. For large enough
N , the LN -blocks are much finer than the rectangular parallelepipeds RNk and
hence, not only the LN -blocks with j ∈ J int cover almost all the volume of ΛN ,
but also J has exactly one connected component. Hence: for small enough
δ0, δ > 0, for large enough N ,
f
(
(|φi|)i∈I
)
= 1⇒ mΛN > mβ −
ε
2
.
Theorem 1.5.7 (iv) thus yields: the P-probability that
inf
π
ΨJ,+ΛN ,β
(
mΛN > mβ −
ε
2
∣∣∣∣∣ω = π on
n⋃
k=1
Ef
(
R̂Nk
))
6 1− e−c
√
N
is at most e−c
√
N . As the conditional probability
inf
π
ΨJ,+ΛN ,β
(
mΛN > mβ −
ε
2
∣∣∣∣∣ω = π on
n⋃
k=1
Ef
(
R̂Nk
))
is independent of the Je for e ∈
⋃n
k=1E
f (R̂Nk ), hence of GN as well, we infer
that
P
(
ΨJ,+ΛN ,β
(
mΛN > mβ −
ε
2
)
6 1− e−c
√
N
∣∣∣GN) 6 e−c√N
and the claim follows. 
4.2.9. Lower semi-continuity. Here we show that F r is lower semi-
continuous, which is a consequence of the assumption τ r(x) 6 τ q(nx), and
relate the additional cost Krdisc defined at (4.6) to the set L∞,ε(u0) (see (4.16)).
Proposition 4.2.14. For any (u0, τ
r) ∈ IC, the functional F r defined at
(4.4) is lower semi-continuous.
As an application, we show that:
Proposition 4.2.15. For any (u0, τ
r) ∈ IC, we have
Krdisc(u0) = lim
ε→0+
inf
u∈L∞,ε(u0)
F r(u)−F r(u0). (4.26)
Proof. (Proposition 4.2.14). We show the lower semi-continuity as an
application of the covering Theorem (Theorem 4.2.6). Let u ∈ BV and δ > 0,
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and consider a δ-covering (Ri)i=1...n for ∂⋆u. Since the Ri are disjoint, for any
v ∈ BV we have
F r(v)
>
n∑
i=1
∫
R˚i∩∂⋆u0∩∂⋆v
τ r(x)dHd−1(x) +
∫
(R˚i\∂⋆u0)∩∂⋆v
τ q(nvx)dHd−1(x)
>
∑
i:Ri∩∂U0 6=∅
Hd−1
(
R˚i ∩ ∂⋆v
)
inf
x∈Ri
τ r +
∑
i:Ri∩∂U0=∅
∫
R˚i∩∂⋆v
τ q(nvx)dHd−1(x)
since τ r(x) 6 τ q(nx). Thanks to the lower semi-continuity of the surface
energy in open sets (Chapter 14 in [24]), the quantities Hd−1(R˚i ∩ ∂⋆v) and∫
R˚i∩∂⋆v τ
q(nvx)dHd−1(x) become not smaller than their value at u when v
converges to u in L1 norm. Hence:
lim
ε→0
inf
v∈V(u,ε)
F r(v)
>
∑
i:Ri∩∂U0 6=∅
(1− δ)hd−1i inf
x∈Ri
τ r +
∑
i:Ri∩∂U0=∅
(1− δ)hd−1i τ q(nui )
which is arbitrary close to F r(u) for small δ, thanks to the uniform continuity
of τ r. 
Proof. (Proposition 4.2.15). The fact that Krdisc(u0) is larger or equal
to the right-hand side follows from the definitions. Consider now ε > 0 and
u ∈ L∞,ε(u0) such that
F r(u) 6 inf
w∈L∞,ε(u0)
F r(w) + ε. (4.27)
Since u ∈ L∞,ε(u0), there are k ∈ N⋆ and v ∈ Ck∞,ε (see (4.12)) such that
v0 = u0, vk = 1 and
F r(u) > kmax
i=0
inf
w∈V(vi,ε)
F r(w). (4.28)
For each i = 0 . . . k, one can select v′i+1 ∈ V(vi, ε) such that
inf
w∈V(vi,ε)
F r(w) > F r(v′i+1)− ε
We let then v′0 = u0 and v
′
k+2 = 1. Clearly, the evolution v
′ = (v′i)i=0...k+2
is 3ε-continuous. Its maximal cost does not occur at k + 2 since F r(1) = 0,
hence
k
max
i=0
F r(v′i+1) >
k+2
max
i=0
F r(v′i)− sup
w∈V(u0,ε)
(F r(u0)−F r(w)) .
Reporting in (4.27) and (4.28), we obtain
inf
w∈L∞,ε(u0)
F r(w) > k+2max
i=0
F r(v′i)− 2ε− sup
w∈V(u0,ε)
(F r(u0)−F r(w))
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for some v′ ∈ Ck+2∞,ε with v′0 = u0 and v′k+2 = 1. Taking the limit ε → 0+
we obtain, thanks to the lower semi-continuity of F r (Proposition 4.2.14), the
desired inequality
lim
ε→0+
inf
u∈L∞,ε(u0)
F r(u)−F r(u0) > Krdisc(u0).

4.2.10. A probabilistic control over the magnetization. The end of
the proof of Theorem 4.1.1 is now at hand. The next proposition is the before
to last step:
Proposition 4.2.16. Assume β > βˆc with β /∈ N ∪ NI . Then, for all
(u0, τ
r) ∈ IC and ξ > 0, for ε > 0 small enough, for any sequence (tN)N∈N⋆
with
1 6 tN 6 exp
(
Nd−1 (Krdisc(u0)− 5ξ)
)
, ∀N ∈ N⋆,
for any N large enough the P-probability that
{
µJ,+(mΛN ) > mβ − ε
}
and
µJ,+ΛN
(
T J,+ΛN (tN)mΛN 6 mβ − 2ε
)
> exp
(−Nd−1 (F r(u0) + ξ))
is at least exp
(−Nd−1 (Ir(u0) + ξ)).
Proof. Let (u0, τ
r) ∈ IC. Let ξ > 0 and T = Krdisc(u0) − 5ξ. In view of
Proposition 4.2.15, there is ε > 0 such that
T 6 inf
u∈L∞,ε(u0)
F r(u)−F r(u0)− 4ξ. (4.29)
We fix a <∞ with
Ca > T + Ir(u0) + 1
where C is the constant appearing in Proposition 4.2.2. For all u ∈ BVa we
let
ε(u) = min (εξ(u)/2, ε/3)
where εξ(u) is the ε that appears in Proposition 4.2.11. Since the set
BVa (defined at (3.8)) is compact and included in the union of the open
neighborhoods V(u, ε(u)) for u ∈ BVa, there is a finite collection (ui)i=1...n
of elements of BVa such that
BVa ⊂
n⋃
i=1
V(ui, ε(ui)).
Since the right-hand set is open and BVa is compact, there is ε
′ ∈ (0, ε/3) such
that
V(BVa, ε′) ⊂
n⋃
i=1
V (ui, ε(ui)) .
We let then δ0 > 0 small enough so that we can apply Proposition 4.2.11 to
u1, . . . , un. We require as well that δ0 be small enough in regard to Propositions
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4.2.10 and 4.2.13. Then, we let η 6 ε′/c where c is the constant appearing in
Proposition 4.2.3 and call
G˜N = GN ∩

(i) µJ,+ΛN
(
MK
mβ
∈ V(u0, η)
)
> exp
(−Nd−1 (F r(u0) + ξ)) ,
(ii) for all i ∈ {1, . . . , n},
µJ,+ΛN
(
MK
mβ
∈ V(ui, ε(ui))
)
6 exp
(−Nd−1 (F r(ui)− ξ)) ,
(iii) µJ,+(mΛN ) > mβ − η and
(iv) P
J,+,µJ,+ΛN
ΛN
(
(MK(σiζ)/mβ)06i6kN
is not η-close to CkNa,ε′′
)
6 exp
(−Nd−1 (F r(u0) + 1))

where GN is the event of δ0-dilution, see (4.21). Thanks to the choice of δ0 and
to Propositions 4.2.9, 4.2.10, 4.2.11, 4.2.13 and 4.2.2, the P-probability of G˜N
is at least
P
(
G˜N
)
> exp
(−Nd−1 (Ir(u0) + ξ)) (4.30)
for large enough N , if K is large enough. On the other hand, for any J ∈ G˜N
we have, in view of Proposition 4.2.3, the inequality
µJ,+ΛN
(
MK
mβ
∈ V(u0, η) and T J,+ΛN (tN)mΛN > mβ − 2η
)
6 1
η
exp
(−Nd−1 (F r(u0) + 1))+ 2ηζN exp (Nd−1T)µJ,+ΛN (MKmβ ∈ La,ε′(u0))
with ζN > c
′ > 0 since tN > 1. Now, remark that
La,ε′(u0) ⊂ BVa ∩
⋃
i:d(ui,La,ε′ (u0))6ε′+ε(ui)
V (ui, ε(ui))
⊂
⋃
i∈{1,...,n}:ui∈La,ε(u0)
V (ui, ε(ui))
since ε′, ε(ui) 6 ε/3. This implies that, for any J ∈ G˜N :
µJ,+ΛN
(MK
mβ
∈ La,ε′(u0)
)
6 n exp
(
−Nd−1
(
inf
u∈La,ε(u0)
F r(u)− ξ
))
6 exp
(
−Nd−1
(
inf
u∈La,ε(u0)
F r(u)− 2ξ
))
.
From the choice of T at (4.29) we conclude that, uniformly over J ∈ G˜N , for
N large enough,
µJ,+ΛN
(MK
mβ
∈ V(u0, η), T J,+ΛN (tN)mΛN > mβ − 2η
)
6 exp
(−Nd−1 (F r(u0) + 2ξ))
in other words:
µJ,+ΛN
(
T J,+ΛN (tN)mΛN 6 mβ − 2η
∣∣∣∣MKmβ ∈ V(u0, η)
)
> 1− exp (−Nd−1ξ)
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thus
µJ,+ΛN
(
T J,+ΛN (tN)mΛN 6 mβ − 2η
)
> exp(−Nd−1 (F r(u0)− ξ))
and the claim follows from (4.30). 
4.2.11. Lower bound on the autocorrelation. We finalize now the
proof of Theorem 4.1.1.
Proof. (Theorem 4.1.1). Let (sn)n∈N⋆ an increasing sequence with sn →
∞, such that
lim
n→∞
logAλ,ν(sn)
log sn
= lim inf
t→∞
logAλ,ν(t)
log t
.
We fix (u0, τ
r) ∈ IC and ξ > 0 such that
T = Krdisc(u0)− 5ξ
is strictly larger than ξ and denote
Nn =
⌈
d−1
√
log sn
T
⌉
, ∀n ∈ N⋆.
It is clear that Nn →∞ and that, for n large enough sn 6 exp
(
Nd−1n T
)
. Now
we define
nN = max {n : Nn 6 N} and tN = snN
so that tN → ∞ with tN 6 exp
(
Nd−1(Krdisc(u0)− 5ξ)
)
for large enough N .
Proposition 4.2.16 applies and there is ε > 0 such that, for N large enough,
Aλ,ν(tN) > ε
νλ exp(−Nd−1 (Ir(u0) + λF r(u0) + (1 + λ)ξ)) (4.31)
according to Lemma 4.2.1. For N = Nn and large enough n such that Nn+1 >
Nn (thus sn = tN), (4.31) together with the inequality N
d−1
n 6 log sn/(T − ξ)
yield
lim
n→∞
logAλ,ν(sn)
log sn
> −I
r(u0) + λF r(u0) + (1 + λ)ξ
Krdisc(u0)− 6ξ
.
The claim follows letting ξ → 0 and optimizing over (u0, τ r) ∈ IC. 
4.3. Appendix
In this Appendix we study a few issues on the additional cost: we prove
that it is positive for regular initial profiles (Theorem 4.1.2) and give an upper
bound at low temperatures. Then we show that the additional cost does not
change if we consider continuous evolutions that present as well a continuous
separation from the substrate of dilution (Theorem 4.1.4). We also compute
the additional cost on two simple examples.
4.3. APPENDIX 191
4.3.1. Positivity of the additional cost. Here we show that natural
constraints on the initial configuration (u0, τ
r) ∈ IC imply the positivity of the
additional cost, proving the effective presence of a bottleneck for the dynamics.
4.3.1.1. Positive additional cost. The proof of Theorem 4.1.2 is not immedi-
ate and we proceed as follows: first, given a profile u ∈ BV at L1-distance ε > 0
from u0, we decompose the difference between u and u0 into small droplets,
creating new portions of interfaces that have a cost of order Cε, where C <∞
depends on the diameter we require for the droplets. Then, using a local
Winterbottom construction we show that the overall cost of these droplets is
at least C ′ε1−1/d. The conclusion follows as
F r (u)−F r(u0) > C ′ε1−1/d − Cε
is positive for small enough ε > 0.
In a first lemma we separate the difference between u and u0 into interior
and exterior profiles v, w, and compare the additional cost F r(u)−F r(u0) to
surface energy F r,− of v and w, where
F r,−(u) =
∫
∂⋆u\∂⋆u0
τ q(nu. )dHd−1 −
∫
∂⋆u∩∂⋆u0
τ rdHd−1, ∀u ∈ BV . (4.32)
Lemma 4.3.1. Let (u0, τ
r) ∈ IC and u ∈ BV. Consider
v = χU0\U and w = χU\U0
if u = χU and u0 = χU0. Then,
F r(u)−F r(u0) > F r,−(v) + F r,−(w) (4.33)
Proof. First, we remark that
F r(u)−F r(u0) =
∫
∂⋆u\∂⋆u0
τ q(nu. )dHd−1 −
∫
∂⋆u0\∂⋆u
τ rdHd−1.
The inclusion
∂⋆u \ ∂U0 ⊃ (∂⋆v \ ∂U0) ⊔ (∂⋆w \ ∂U0)
(where ⊔ stands for the disjoint union) is clear and accounts for the ∫ τ qdHd−1
part of inequality (4.33) as ∂U0 = ∂
⋆u0. Next we show that, up to Hd−1-
negligible sets,
∂⋆u0 \ ∂⋆u ⊂ (∂⋆w ∩ ∂⋆u0) ∪ (∂⋆v ∩ ∂⋆u0)
which accounts for the
∫
τ rdHd−1 part of inequality (4.33). Theorem 3.61 in
[10] shows that, given any u = χU ∈ BV the local density of U at x is either
0, 1/2 or 1, for Hd−1-almost all x ∈ Rd. Furthermore, the set of points at which
the local density is 1/2 coincides, up to a Hd−1-negligible set, to the reduced
boundary ∂⋆u (denoted FU in [10]). Consequently, up to Hd−1-negligible sets
∂⋆u0 \ ∂⋆u coincides with the set of x at which the density of U0 is 1/2 and
that of U is either 0 or 1. Yet, a density 1/2 for U0 and 0 for U at x gives a
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density 1/2 for V = U0 \ U , hence x ∈ ∂⋆v (for Hd−1 almost all x), while a
density 1 for U yields similarly x ∈ ∂⋆w. The claim follows. 
In a second step we decompose V and W into small droplets:
Lemma 4.3.2. Let (u0, τ
r) ∈ IC, u ∈ BV and ε, δ > 0 and assume that
‖u− u0‖L1 = 2δ.
Then, there is a finite collection (Vi)i=1...n of disjoint Borel sets with diameter
at most ε, such that, if we denote vi = χVi,
(i) The droplets have an overall volume
n∑
i=1
Ld(Vi) = δ.
(ii) There is cε <∞ that does not depend on δ such that
F r(u)−F r(u0) >
n∑
i=1
F r,−(vi)− cεδ.
(iii) Each Vi is included in either U0 or U c0 .
Proof. We simply decompose V and W according to a grid of mesh ε, in
order to obtain droplets of diameter not larger than ε
√
d. We fix m integer
such that
mε > 1 + ε
and, for h ∈ (0, ε)d we consider the collection of cubes (Ci):
Ci = iε− h+ (0, ε)d, for all i ∈ {0, . . . ,m− 1}d.
Then, we define
{Vi, i ∈ {1, . . . , n}} =
{
V ∩ Ci, i ∈ {0, . . . ,m− 1}d
}
∪{W ∩ Ci, i ∈ {0, . . . ,m− 1}d}
where V and W correspond to u as in Lemma 4.3.1. By construction, the Vi
satisfy diam(Vi) 6 ε
√
d, as well as points (i) and (iii) above. In order that
point (ii) be satisfied as well, we choose h carefully. For any k ∈ {1, . . . , d},
the mean value Theorem indicates the existence of hk ∈ (0, ε) such that
m+1∑
i=0
Ld−1 ({x ∈ V ∪W : x · ek = εi− hk}) 6 δ
ε
,
as the integral of the left-hand side over hk ∈ (0, ε) amounts to δ, the volume
of V ∪W . Letting h = (h1, . . . , hd), we get
n∑
i=1
F r,−(vi)− 2dδ
ε
sup
n∈Sd−1
τ q(n) 6 F r,−(v) + F r,−(w)
and the claim follows thanks to Lemma 4.3.1. 
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In the next lemma, we show that local Winterbottom crystals (Wulff
crystals for F r,−) have a positive volume. An essential implication of this
fact is the isoperimetric inequality
F(u) > dLd(W)1/dLd(U)1−1/d, for all u = χU ∈ BV, (4.34)
see [58].
Lemma 4.3.3. Assume that β > βˆc. For all 0 < ε 6 d (0, (Wq)c)d, there is
δ > 0 such that, for all n0 ∈ Sd−1 and τ : Sd−1 → R with
τ(n) = τ q(n) if n · n0 < 1− δ
τ(n) > −τ q(n0) + ε else,
the Wulff crystal W corresponding to τ has a volume at least
Ld (W) > cdεd.
Proof. We recall that the Wulff crystal corresponding to τ is
W = {x ∈ Rd : x · n 6 τ(n),∀n ∈ Sd−1}
and that Wq, the Wulff crystal for τ q, characterizes τ q in the sense that
τ q(n) = sup
x∈Wq
x · n, ∀n ∈ Sd−1.
Since Wq is a compact set, for any n0 ∈ Sd−1 there is x0 ∈ Wq that satisfies
x0 · (−n0) = τ q(−n0) = τ q(n0). Because τ q (and thus Wq) has the same
symmetries as the lattice Zd, all the transformations of x0 by symmetries
around a canonical hyperplane containing the origin also belong toWq. Hence,
there is a d-dimensional cube C0 centered at the origin, of which x0 is a vertex,
that is contained in Wq.
Then, we consider
δβ,ε = sup
δ ∈ (0, 1) : ∀n,n0 ∈ S
d−1 with n · n0 > 1− δ :
τ q(n) 6 τ q(n0) + ε/3 and
x · n 6 x · n0 + ε/3,∀x ∈ Wq
 . (4.35)
For any ε > 0, δ = δβ,ε is positive because, one the one hand, n 7→ τ q(n) is
uniformly continuous on the compact Sd−1, and on the second hand, Wq is
bounded. We now consider τ that satisfies the required conditions and prove
the inclusion
C0 ∩B(x0, ε/3) ⊂ W. (4.36)
To do so, we fix x ∈ C0 ∩ B(x0, ε/3) and n ∈ Sd−1 and check the inequality
x · n 6 τ(n). If n · n0 < 1 − δ, this follows immediately from the equality
τ(n) = τ q(n) and the inclusion C0 ⊂ W. In the opposite case n · n0 > 1− δ,
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we write
x · n 6 x0 · n + ε/3
6 x0 · n0 + 2ε/3
= −τ q(n0) + 2ε/3
6 −τ q(n) + ε
6 τ(n)
and the proof of (4.36) is over. If ε > 0 is smaller than the distance d(0, (Wq)c),
(4.36) implies immediately
Ld(W) > cdεd.

Now we conclude the proof of Theorem 4.1.2:
Proof. (Theorem 4.1.2). We call
ε = min
(
d(0, (Wq)c), inf
x∈∂⋆u0
(τ q(nu0x )− τ r(x))
)
which is positive thanks to the assumptions in Theorem 4.1.2. We consider
δ > 0 corresponding to ε in Lemma 4.3.3. Since we assumed that ∂⋆u0 is C1,
there is ξ > 0 such that, for all x, y ∈ ∂⋆u0 one has
d(x, y) 6 ξ ⇒ nu0x · nu0y > 1− δ.
Consider now u ∈ BV at L1-distance 2η > 0 from u0. According to Lemma
4.3.2 there is a finite collection (Vi)i=1...n of Borel subsets of Rd with diam(Vi) 6
ξ, such that
n∑
i=1
Ld (Vi) = η
and
F r(u)−F r(u0) >
n∑
i=1
F r,−(χVi)− cξη. (4.37)
The isoperimetric inequality (4.34) together with Lemma 4.3.3 imply in turn
that
F r,−(χVi) > d
(
cdε
d
)1/d Ld(Vi)1−1/d (4.38)
because the surface tension
τ(n) =
{
infx∈∂⋆u0∩Vi:nu0x =n τ
r(x) if nu0x = n, for some x ∈ ∂⋆u0 ∩ Vi
τ q(n) else
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satisfies the assumptions of Lemma 4.3.3 and gives a surface energy F(χVi) 6
F r,−(χVi). Now, if we combine (4.37) and (4.38) it appears that
F r(u)−F r(u0) > d
(
cdε
d
)1/d n∑
i=1
η
1−1/d
i − cξη
> d
(
cdε
d
)1/d
η1−1/d − cξη
which is strictly positive for η > 0 small enough, and we have proved that
Krdisc(u0) > 0 under the given conditions. 
4.3.1.2. Additional cost at low temperatures. Here we give the proof of
Proposition 4.1.3. It is based on the following remarks:
(i) For any τ > 0, any β > 0 the cost for reducing the surface tension
to τ is not larger than the cost for the J-disconnection (leading to
τJ = 0), which is finite as P(Je = 0) > 0. In other words, for any u0
we have
sup
β>0
sup
τr:(u0,τr)∈IC
Ir(u0) <∞.
(ii) On the other hand, as P(Je > 0) > pc(d) the surface tension τ q is
greater than Cβ for C > 0, for large β and this leads to a additional
cost Krdisc(u0) proportional to β.
Proof. (Proposition 4.1.3). Consider the initial configuration (u0, τ
r)
determined by
u0 = χB(z0,1/4) and τ
r(x) = 1,∀x ∈ ∂⋆u0
where z0 = (1/2, . . . , 1/2). It is immediate that
Ir(u0) 6 cd sup
n∈Sd−1
τperc(n), ∀β > 0
where τperc(n) is the (finite) value of surface tension for bond percolation on
Zd with parameter P(Je > 0) < 1. As well, the initial cost F r(u0) of u0 is
bounded and does not depend on β.
Now we show that Kr(u0) > cβ for some c > 0, for large β. According to
Proposition 2.3.6 there is C > 0 such that τ q(n) > Cβ for large β, uniformly
over n ∈ Sd−1. This implies that (u0, τ r) ∈ IC for large enough β. We take
then ε = Cβ/2 and apply Lemma 4.3.3 in order to choose δ > 0 that does not
depend on β (remark that δβ,ε defined at (4.35) satisfies lim infβ→∞ δβ,ε > 0 in
view of Proposition 2.3.6). Then we fix ξ > 0 depending on δ as in the proof
of Theorem 4.1.2, and obtain
Kr(u0) > dc1/dd Cβ/2η1−1/d − cη
for all η 6 ‖u0 − 1‖L1/2. The claim follows if we let β →∞. 
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4.3.2. Continuous evolution and continuous separation. Here we
prove Theorem 4.1.4, that is: the additional cost can be computed on
continuous evolution, that detach their boundary in a continuous way from
the initial position.
The inequality Kr(u0) > Krdisc(u0) is clear since the set E(u0) is more
restrictive. We prove the reverse inequality with the help of an interpolation:
given an evolution v ∈ Ck∞,ε (see (4.12)) we interpolate from v a continuous
evolution v′ with continuous separation from ∂⋆u0, at the price of a small
increase in the maximal cost, negligible as ε→ 0 (and uniform over v):
v′ ∈ E(u0): v′i/k = vi and sup
t∈[0,1]
F r(v′t) 6 max
i=0...k
F r(vi) + o
ε→0
(1).
The next lemma is one of the keys to the proof of Theorem 4.1.4.
Lemma 4.3.4. Let (u0, τ
r) ∈ IC and δ > 0. For any Borel set ∆ ⊂ [0, 1]d
with volume Ld(∆) 6 δ, there exists a collection of measurable sets U = (Ut)t∈R
such that:
(i) Ut is a non-decreasing function of t with
lim
t→−∞
Ut = ∅ and lim
t→+∞
Ut = T
where T is the tube T = [0, 1]d × R.
(ii) The function t 7→ Ut − ted is 1-periodic.
(iii) The volume t 7→ Ld(Ut ∩ [0, 1]d) is a continuous function of t
(iv) The area t 7→ Hd−1 (Ut ∩ ∂⋆u0) is a continuous function of t
(v) The portion of the boundary of Ut that intersects ∆+ Zed in T˚ has
a small area:
sup
t∈[0,1]
Hd−1
(
∂Ut ∩ (∆ + Zed) ∩ T˚
)
6 7
√
δ
for δ > 0 small enough.
Proof. The reader is invited to consult Figure 4 for an illustration of the
proof. To begin with, we partition [0, 1]d in horizontal slabs: let n = ⌊1/√δ⌋
and call
Ai =
{
x ∈ [0, 1]d : i− 1
n
6 x · ed 6 i
n
}
for i ∈ {1, . . . , n}. Because each slab has a volume at least √δ, for each
i ∈ {0, . . . n − 1} there exists zi ∈ (i/n, (i + 1)/n) such that the density
Ld−1 (∆ ∩ {z : z · ed = zi}) of ∆ at height zi is not larger than
√
δ. We extend
then the definition of zi by periodicity, letting
zi+n = 1 + zi,∀i ∈ Z.
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Then, we let n = cosαe1 + sinαed for some α ∈ [0, π/3] such that ∂⋆u0 has
no face orthogonal to n and define
Ut =
{
x ∈ T : x · ed 6 z⌊nt⌋ or
x · ed 6 z⌈nt⌉ and x · n 6 lt
}
, ∀t ∈ R
where l is the piecewise linear function defined by: ∀i ∈ Z,
l(i/n)+ = zied · n
l(i+1)/n = (zi+1ed + e1) · n
and l linear on each interval (i/n, (i + 1)/n]. The set Ut evolves as follows:
between times i/n and (i + 1)/n, Ut invades the region {x ∈ [0, 1]d : zi 6
x ·ed 6 zi+1} by the mean of a frontline normal to n, that moves at a constant
speed.
It is immediate from the definition that Ut − ted is 1-periodic and that
Ut increases continuously in volume. The Hd−1 measure of Ut ∩ ∂⋆u0 is non-
decreasing and the assumption on n ensures that it increases continuously.
We consider at last the portion of the surface of Ut in T˚ that might intersect
∆ + Zed. We just have to take into account the upper portion of ∂Ut, made
of the two planes at height zi, zi+1, and of a portion of plane normal to n.
Recall that the zi have been chosen so that the density of ∆+Zed at height zi
does not exceed
√
δ. Similarly, because α 6 π/3, the piece of plane orthogonal
to n has a surface at most 4/n 6 5/
√
δ for δ > 0 small enough. The claim
follows. 
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Figure 4. The construction of Ut, and the interpolation ut
between v0 and v1.
The second key argument is periodicity: as seen on Figure 4, the
interpolation between v0 and v1 has to choose first the region where the cost
of v1 is smaller than that of v0 – which means that we have to fix t0 carefully.
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Proof. (Theorem 4.1.4). Let δ > 0. There exists ε ∈ (0, 2δ] and k ∈ N,
together with v ∈ Ck∞,ε, such that
max
i=0...k
F r(v) 6 Krdisc(u0) + δ.
Starting from v, we construct a continuous evolution u ∈ E(u0) that has
a maximal cost not much larger than that of v. It is enough to do
the interpolation between two successive vi, as one can paste together the
successive interpolations to deduce the continuous evolution u.
Hence we consider v0, v1 ∈ BV and assume that ‖v0 − v1‖L1 6 2δ. We let
∆ = {x : v0(x) 6= v1(x)}
which has a volume at most δ. Lemma 4.3.4 applies and there is Ut with
properties (i)-(v). Given t0 ∈ R and t ∈ [0, 1] we let
Gt0,t =
{
x ∈ [0, 1]d : ∃k ∈ Z: x+ ked ∈ Ut0+t \ Ut0
}
,
for any t0 the set Gt0,t increases continuously from the empty to the full set
in [0, 1]d, makes the surface Hd−1(∂⋆u0 ∩Gt0,t) a continuous function of t, and
the area
Hd−1
(
∂Gt0,t ∩∆ ∩ T˚
)
6 14
√
δ
small, for δ > 0 small enough. Now we define
ut(x) =
{
v0(x) if x /∈ Gt0,t
v1(x) if x ∈ Gt0,t.
The cost of ut decomposes in the following way: it is the sum of the cost of
v0 in G
c
t0,t
, of the cost of u1 in Gt0,t, and of the cost of ∂Gt0,t in ∆. In other
words,
F r(ut) 6 F r(v0)−F rGt0,t(v0) + F
r
Gt0,t
(v1) + 14
√
δ (4.39)
where F rE(u) stands for
F rE(u) =
∫
∂⋆u∩∂⋆u0∩E
τ rdHd−1 +
∫
(∂⋆u\∂⋆u0)∩E
τ q(nu. )dHd−1.
It is clear that the initial cost of ut is F r(v0) and that its final cost is F r(v1).
Yet in the interval (0, 1) it could be that Gt0,t selects first the region where v1
has a larger cost than v0, leading to a maximal cost larger than expected. We
rule out this possibility with an appropriate choice for t0 – see Figure 4 for an
illustration of the discussion below.
For t0 ∈ R and t ∈ [0, 1) we consider
f(t0, t) = F rGt0,t(v1)−F
r
Gt0,t
(v0).
Our aim is to extend f to arbitrary values of t ∈ R+. For k ∈ Z, we denote by
vki the translated of vi by ked, then for any t0 ∈ R and t ∈ [0, 1) we have
f(t0, t) =
∑
k∈Z
(
F rUt0+t\Ut0
(
vk1
)−F rUt0+t\Ut0 (vk0))
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from the definition of Gt0,t. The latter formula permits to extend f to R×R+
and puts in evidence the existence of a function g : R→ R such that
f(t0, t) = g(t0 + t)− g(t0), ∀(t0, t) ∈ R× R+.
This function is, apart from a linear correction, 1-periodic: for all t ∈ R,
g(t+ 1) = g(t) + F r(v1)−F r(v0),
in other words,
g(t) = h(t) + t (F r(v1)−F r(v0))
where h is a 1-periodic function. Now we fix t0 such that
h(t0) > sup
t
h(t)−
√
δ,
it is immediate that
f(t0, t) = g(t0 + t)− g(t0)
= h(t0 + t)− h(t0) + t (F r(v1)−F r(v0))
6 t (F r(v1)−F r(v0)) +
√
δ.
Reporting into (4.39) we conclude that ut is a satisfactory interpolation
between v0 and v1: provided that δ > 0 is small enough,
F r(ut) 6 (1− t)F r (v0) + tF r (v1) + 15
√
δ, ∀t ∈ [0, 1).

4.3.3. Additional cost on two examples. Here we give the value of
the additional cost on two simple (bidimensional) examples: the circle in the
case of isotropic surface tension, the square in the case of square Wulff crystal.
4.3.3.1. Additional cost in the isotropic case. Below we consider the case
of the circle, for an isotropic surface tension.
Lemma 4.3.5. Assume d = 2, τ q(n) = 1 for all n ∈ Sd−1 and consider
u0 = χB and τ
r(x) = λ, ∀x ∈ ∂⋆u0
where B is the disk of radius r < 1/2 centered at (1/2, 1/2), and λ ∈ (0, 1).
Then
Kr(u0) = 2r
[√
1− λ2 − λ acosλ
]
.
An optimal continuous evolution in this setting is illustrated on Figure 5.
Proof. In order to simplify the notation we will consider r = 1/2. The
upper bound
Kr(u0) 6 sup
θ∈[0,π]
(sin θ − λθ)
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Figure 5. A continuous evolution of minimal cost.
is immediate if one considers the continuous evolution (ut)t∈[0,1] defined by
ut(x) =
{ −1 if x ∈ B and x · e2 6 1− t
1 else
and θ satisfying 1−t = 1/2+sin θ, as illustrated on Figure 5. The lower bound
is scarcely more difficult to establish: given (ut)t∈[0,1] ∈ E(u0) a continuous
evolution with continuous detachment, there is t ∈ (0, 1) such that
H1(∂⋆u0 \ ∂⋆ut) = acosλ.
Optimizing the droplets of ut as in Figure 6 – we replace each portion of the
interface not in ∂⋆u0 with a segment – we obtain a profile u
′
t with a lower cost,
yet it still has the same contact length acosλ with ∂⋆u0. By isotropy of surface
tension it is possible to aggregate the droplets together and obtain u′′t with a
unique droplet and a lower cost, preserving again the length of contact. At
last, inverting the order of the segments and arcs and optimizing again we see
that the profile of lower cost that satisfies H1(∂⋆u0 \ ∂⋆u) = acosλ coincides,
apart from a rotation, with the profiles considered in the upper bound. The
claim follows. 
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Figure 6. Reduction of u to a portion of disk in three steps.
The surface energy decreases, the length of contact is preserved.
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4.3.3.2. Additional cost for the cubic Wulff crystal. In this paragraph we
state two results: first, we calculate the additional cost for Wq square and u0
corresponding to a square. Then, we remark that in that case at least our
bound on the relaxation is better than the one obtained by an optimization
over the volume of the relaxing droplet.
Lemma 4.3.6. Assume d = 2, τ q(n) = ‖n‖1 for all n ∈ Sd−1 and
u0 = χC and τ
r(x) = λ,∀x ∈ ∂⋆u0
where C = [1/2− r, 1/2 + r]2, r < 1/2 and λ ∈ [0, 1]. Then, we have
Kr(u0) = 2r [1− λ] .
Proof. Again we consider r = 1/2 in order to simplify the notations. The
upper bound on the additional cost is immediate considering ut = χ{x·e261−t}.
For the lower bound we need a finer analysis. First, it is a consequence of the
assumption on τ q that for any open, connected U ⊂ R2 with extension h1, h2
in the canonical directions, that is:
h(k) = sup
x∈U
x · ek − inf
x∈U
x · ek,
we have
F q(χU) > 2h1 + 2h2.
Then, we decompose a profile configuration u into its droplets (Ui)i>0. We call
h1i , h
2
i the extension of Ui in the canonical directions and let li the length of
contact between ∂⋆χUi and ∂
⋆u0, so that, for all i:
F r(χUi) > 2h1 + 2h2 − (1− λ)li
If a droplet Ui touches two opposite faces of ∂
⋆u0, say h
1 = 1, then its extension
in the orthogonal direction is at least h2 > (li − 1)/2 and the inequality
F r(χUi) > 1 + λli
follows. If on the opposite the droplet is in contact with at most two adjacent
sides of ∂⋆u0, we have h
1 + h2 > li and hence
F r(χUi) > (1 + λ)li.
Assume now that the total length of contact is 3, i.e. that
∑
i li = 3. A
consequence of the former lower bounds is that, whether or not some droplet
touches two opposite faces, the cost of u is at least F r(u) > 1+3λ. The claim
follows. 
We conclude the present section with a comparison between the bottleneck
due to the positivity of Kr(u0) and the one due to the continuous evolution of
the magnetization:
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Lemma 4.3.7. In the settings of the former lemma, with furthermore λ ∈
(0, 1), we have
Kr(u0) > sup
m∈[−1,1]
inf
u∈BV:R
[0,1]d
u=m
F r(u)−F r(u0).
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Figure 7. The two profiles u1m and u
2
m: for m ≃ 1 the first one
is better, for m ≃ −1 the second one has a smaller cost.
Proof. We provide an upper bound for the right hand term, considering
for a given m the two profiles (see Figure 7)
u1m =
{ −1 if x ∈ [0, 1]d and x · e2 6 1−m2
1 else
and
u2m =
{
−1 if x ∈ [0, 1]d and min(x · e1, x · e2) 6 1−
√
1+m
2
1 else
that both satisfy the volume constraint
∫
[0,1]d
u = m. It is immediate that
F r(u1m) = 1 + (2−m)λ and F(u2m) = 4λ+ 2(1− λ)
√
1 +m
2
,
hence
sup
m∈[−1,1]
inf
u∈BV:R
[0,1]d
u=m
F r(u) 6 sup
m∈[−1,1]
min
(F(u1m),F(u2m)) .
Note that F(u1m) decreases with m while F(u2m) increases with m. Because
of their extremal values there exists some m0 ∈ (0, 1) at which F(u1m0) =
F(u2m0) = supm∈[−1,1]min (F(u1m),F(u2m)), and since m0 < 1 we have in
particular F(u1m0) < F(u1−1) = 1+3λ which is the maximal cost of an optimal
continuous detachment evolution. 
4.4. CONCLUSION 203
4.4. Conclusion
Theorem 4.1.1 confirms the prediction of [45] that the average over the
media of the autocorrelation decays at most like t−α. Hence, the annealed
relaxation is much slower than the relaxation in the Griffiths phase [63], and
incomparably slower than the conjectured relaxation in the pure Ising model,
where the autocorrelation should decay like e−c
√
t in d = 2, e−ct in d > 3, see
[45].
Yet, numerous questions on the dynamics remain open. First of all, the
proof of Theorem 4.1.1 is based on unlikely events for the random environment
and we would like to study the relaxation under the quenched measure, which
is probably quite different from the relaxation described in Theorem 4.1.1.
Then, there is the issue of optimality: is the inequality (4.7) an equality ?
In other words, does the mechanism described in Section 4.2 capture all the
factors of metastability ?
Much remains to be said as well on the spectral gap associated to the
Glauber dynamics. The mechanism presented in this last Chapter can be used
to prove upper bound on the spectral gap. Following [63], it is likely that one
can also give lower bounds on the spectral gap, and again stands the question
of whether these bounds will coincide.
Finally, we believe that the framework developed in this Thesis makes
possible the study of some more aspects of the dynamics. In particular, we
would like to determine whereas the random media can play the role of a
catalyst in the nucleation phenomenon [75].
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Re´sume´
Cette the`se porte sur le mode`le d’Ising dilue´, dans la re´gion de transition de phase. Le mode`le
d’Ising est un mode`le classique de la me´canique statistique ; il a la particularite´ de pre´senter
deux phases distinctes a` basse tempe´rature, ce qui a motive´, entre autres, son utilisation pour
l’e´tude rigoureuse de la coexistence de phases. Notre objectif e´tait d’e´tendre la description
du phe´nome`ne de coexistence de phases au cas du milieu ale´atoire, c’est-a`-dire au mode`le
d’Ising dilue´, lorsque la tempe´rature et la dilution sont suffisamment faibles pour que deux
phases d’aimantation oppose´es apparaissent.
La the`se comporte quatre chapitres. Dans un premier chapitre, nous adaptons les travaux
de Pisztora au cas du milieu ale´atoire et e´tablissons une proce´dure de renormalisation
compatible avec la dilution. Dans un second chapitre, nous e´tudions en de´tail la tension
superficielle de ce mode`le, pour la mesure de Gibbs correspondant a` un milieu fixe´, et
pour la mesure moyenne´e. Nous caracte´risons la limite a` basse tempe´rature de chacune
de ces quantite´s et de´crivons les formes des cristaux correspondants. Nous montrons que les
de´viations infe´rieures de la tension superficielle ont un couˆt surfacique et donnons une borne
infe´rieure sur la fonction de taux a` l’aide de me´thodes de concentration de la mesure. Dans
un troisie`me chapitre, nous de´crivons le phe´nome`ne de coexistence de phases, sous la mesure
Gibbs et sous la mesure moyenne´e. Dans un quatrie`me et dernier chapitre, nous concluons
la the`se avec une application a` la dynamique de Glauber, et montrons que l’autocorre´lation
de´croˆıt au plus vite comme une puissance inverse du temps.
Mots-cle´s
Mode`le d’Ising, repre´sentation de Fortuin-Kasteleyn, milieu ale´atoire, renormalisation,
tension superficielle, flux maximal, cristal de Wulff, coexistence de phases, concentration
de la mesure, dynamique de Glauber, me´tastabilite´.
Abstract
This PhD thesis is concerned with the dilute Ising model, in the region of phase transition.
The Ising model is a classical model of statistical mechanics; it has the peculiarity of having
two distinct phases at low temperature, which motivated its use for the rigorous study of the
phase coexistence phenomenon. Our objective was to extend the description of the phase
coexistence phenomenon to the case of random media, that is to say, to the dilute Ising
model, when the temperature and the dilution are weak enough for having two phases of
opposite magnetization.
The thesis is made of four chapters. In a first chapter, we adapt the work of Pisztora to the
random media and establish a coarse graining which is compatible with the dilution. In a
second chapter, we study in detail the surface tension for that model, for both the Gibbs
measure corresponding to a given realization of the media, and the averaged Gibbs measure.
We characterize the low temperature limit of both quantities and describe the shape of the
corresponding crystals. We show that lower deviations of surface tension happen at surface
order and give a lower bound on the rate function with the help of concentration of measure
theory. In a third chapter, we describe the phase coexistence phenomenon for both the Gibbs
and averaged Gibbs measures. In a fourth and last chapter, we conclude the thesis with an
application to the Glauber dynamics, and show that the autocorrelation decays not quicker
than an inverse power of time.
Keywords
Ising model, Fortuin-Kasteleyn representation, random media, coarse graining, surface
tension, maximal flow, Wulff crystal, phase coexistence, concentration of measure, Glauber
dynamics, metastability.
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