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Lay Summary of Thesis
In today’s digital world there is an ever increasing demand for solving ”big data” problems,
each described by gigabytes or terabytes of data from sources such as twitter feeds, online image
databases, text corpora, videos, government records, scientific experiments or click behaviour
of online users. In many applications the problem at hand is formulated as an optimization
problem: we seek to determine a number of variables minimizing a certain loss function (or
maximizing a profit function), subject to constraints.
Classical optimization algorithms tend to require only a small number of iterations and
output high precision result, but this comes at the cost of data-heavy iterations. For example,
interior point methods require the solution of an n×n system of equations, which in general takes
O(n3) floating point operations (additions or multiplications). If n = 109 for instance, Gaussian
elimination would require 471 years of computation on the currently ranked #1 supercomputer
in the world (Tianhe-2) using all of its 3,120,000 cores.
In the big data setting it is often prohibitive or downright impossible to perform even a
single iteration of the classical methods, and hence focus is shifting to algorithms which are
able to use less information to produce an iteration, thus making the iterative process feasible.
This comes at the cost of increasing the number of iterations. In Truss Topology Design ,
for instance, each iteration of a coordinate descent method (CDM) consists of as little as 8
multiplications and 8 additions, and does not depend on the size of the problem. On the other
hand, the number of iterations will depend on the problem size.
In this thesis we analyse iteration complexity (how many iterations of the algorithm is suf-
ficient to to obtain sufficient solution) of coordinate descent methods for various loss functions.
Moreover, in order to make use of the modern high-performance computers, the parallel version
of CDM is proposed and analysed.
vii
Abstract
The universe is governed by
science. But science tells us that
we can’t solve the equations,
directly in the abstract.
— Stephen Hawking (1942)
This thesis consists of 5 chapters. We develop new serial (Chapter 2), parallel (Chapter
3), distributed (Chapter 4) and primal-dual (Chapter 5) stochastic (randomized) coordinate
descent methods, analyze their complexity and conduct numerical experiments on synthetic
and real data of huge sizes (GBs/TBs of data, millions/billions of variables).
In Chapter 2 we develop a randomized coordinate descent method for minimizing the sum
of a smooth and a simple nonsmooth separable convex function and prove that it obtains
an ε-accurate solution with probability at least 1 − ρ in at most O((n/ε) log(1/ρ)) iterations,
where n is the number of blocks. This extends recent results of Nesterov [43], which cover
the smooth case, to composite minimization, while at the same time improving the complexity
by the factor of 4 and removing ε from the logarithmic term. More importantly, in contrast
with the aforementioned work in which the author achieves the results by applying the method
to a regularized version of the objective function with an unknown scaling factor, we show
that this is not necessary, thus achieving first true iteration complexity bounds. For strongly
convex functions the method converges linearly. In the smooth case we also allow for arbitrary
probability vectors and non-Euclidean norms. Our analysis is also much simpler.
In Chapter 3 we show that the randomized coordinate descent method developed in Chapter
2 can be accelerated by parallelization. The speedup, as compared to the serial method, and
referring to the number of iterations needed to approximately solve the problem with high
probability, is equal to the product of the number of processors and a natural and easily
viii
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computable measure of separability of the smooth component of the objective function. In the
worst case, when no degree of separability is present, there is no speedup; in the best case, when
the problem is separable, the speedup is equal to the number of processors. Our analysis also
works in the mode when the number of coordinates being updated at each iteration is random,
which allows for modeling situations with variable (busy or unreliable) number of processors.
We demonstrate numerically that the algorithm is able to solve huge-scale `1-regularized least
squares problems with a billion variables.
In Chapter 4 we extended coordinate descent into a distributed environment. We initially
partition the coordinates (features or examples, based on the problem formulation) and assign
each partition to a different node of a cluster. At every iteration, each node picks a random
subset of the coordinates from those it owns, independently from the other computers, and in
parallel computes and applies updates to the selected coordinates based on a simple closed-
form formula. We give bounds on the number of iterations sufficient to approximately solve the
problem with high probability, and show how it depends on the data and on the partitioning.
We perform numerical experiments with a LASSO instance described by a 3TB matrix.
Finally, in Chapter 5, we address the issue of using mini-batches in stochastic optimization
of Support Vector Machines (SVMs). We show that the same quantity, the spectral norm of
the data, controls the parallelization speedup obtained for both primal stochastic subgradient
descent (SGD) and stochastic dual coordinate ascent (SCDA) methods and use it to derive novel
variants of mini-batched (parallel) SDCA. Our guarantees for both methods are expressed in
terms of the original nonsmooth primal problem based on the hinge-loss.
Our results in Chapters 2 and 3 are cast for blocks (groups of coordinates) instead of
coordinates, and hence the methods are better described as block coordinate descent methods.
While the results in Chapters 4 and 5 are not formulated for blocks, they can be extended to
this setting.
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I have not failed. I’ve just found
10,000 ways that won’t work.
— Thomas Alva Edison
(1847-1931)
1.1 Optimization
In mathematics, optimization is the process of selecting the best decision x∗ from a set of
available (feasible) decisions. We can associate with every admissible (feasible) decision x ∈ X
a real-valued function F (x) which measures the quality of x (lower values correspond to better
decisions). Optimization thus seeks to find a minimizer of F on X. The problem of finding
the exact minimizer can be very hard (maybe due to the size or structure of the function F ,
or the exact solution may not be obtainable in a closed form). In practice, an approximate
solution xε (where F (xε) ≤ F (x∗) + ε) is sufficient, where ε is our target approximation level.
The choice of ε is problem specific. In many machine learning problems, ε = 10−2 can already
be sufficient. The approximate solution can be obtained by an iterative process (optimization
algorithm), where we start with some starting solution and then in each iteration find a new
solution with better quality (lower function value).
Big data optimization. Recently there has been a surge in interest in the design of al-
gorithms suitable for solving convex optimization problems with a huge number of variables
[53, 44]. Indeed, the size of problems arising in fields such as machine learning [5], network
analysis [85], PDEs [79], truss topology design [52] and compressed sensing [26] usually grows
with our capacity to solve them, and is projected to grow dramatically in the next decade. In
1
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fact, much of computational science is currently facing the “big data” challenge, and this work
is aimed at developing optimization algorithms suitable for the task.
Our goals. The goal of this thesis, in the broadest sense, is to develop efficient methods
for solving structured convex optimization problems with some or all of these (not necessarily
distinct) properties:
1. Size of Data. The size of the problem, measured as the dimension of the variable
of interest, is so large that the computation of a single function value or gradient is
prohibitive. There are several situations in which this is the case, let us mention two of
them.
• Memory. If the dimension of the space of variables is larger than the available
memory, the task of forming a gradient or even of evaluating the function value may
be impossible to execute and hence the usual gradient methods will not work.
• Patience. Even if the memory does not preclude the possibility of taking a gra-
dient step, for large enough problems this step will take considerable time and, in
some applications such as image processing, users might prefer to see/have some
intermediary results before a single iteration is over.
2. Nature of Data. The nature and structure of data describing the problem may be an
obstacle in using current methods for various reasons, including the following.
• Completeness. If the data describing the problem is not immediately available in
its entirety, but instead arrives incomplete in pieces and blocks over time, with each
block “corresponding to” one variable, it may not be realistic (for various reasons
such as “memory” and “patience” described above) to wait for the entire data set
to arrive before the optimization process is started.
• Source. If the data is distributed on a network not all nodes of which are equally
responsive or functioning, it may be necessary to work with whatever data is available
at a given time.
It appears that a very reasonable approach to solving some problems characterized above
is to use (block) coordinate descent methods (CD). In this thesis we design new serial, parallel,
distributed and primal-dual stochastic (block) coordinate descent methods.
CHAPTER 1. INTRODUCTION 3
1.2 Stochastic Block Coordinate Descent Methods
The basic algorithmic strategy of CD methods is known in the literature under various names
such as alternating minimization, coordinate relaxation, linear and non-linear Gauss-Seidel
methods, subspace correction and domain decomposition. As working with all the variables of
an optimization problem at each iteration may be inconvenient, difficult or impossible for any or
all of the reasons mentioned above, the variables are partitioned into manageable blocks, with
each iteration focused on updating a single block only, the remaining blocks being fixed. Both
for their conceptual and algorithmic simplicity, CD methods were among the first optimization
approaches proposed and studied in the literature (see [2] and the references therein; for a
survey of block CD methods in semidefinite programming we refer the reader to [75]). While
they seem to have never belonged to the mainstream focus of the optimization community, a
renewed interest in CD methods was sparked recently by their successful application in several
areas—training support vector machines in machine learning [7, 4], [61], [82], [81], optimization
[31, 35, 34, 45, 36, 37, 46, 25, 22, 28, 74, 72, 84, 58, 43, 76], compressed sensing [26], regression
[78], protein loop closure [6] and truss topology design [52]—partly due to a change in the size
and nature of data described above.
Order of coordinates. Efficiency of a CD method will necessarily depend on the balance
between time spent on choosing the block to be updated in the current iteration and the
quality of this choice in terms of function value decrease. One extreme possibility is a greedy
strategy in which the block with the largest descent or guaranteed descent is chosen. In our
setup such a strategy is prohibitive as i) it would require all data to be available and ii) the
work involved would be excessive due to the size of the problem. Even if one is able to compute
all partial derivatives, it seems better to then take a full gradient step instead of a coordinate
one, and avoid throwing almost all of the computed information away. On the other end of
the spectrum are two very cheap strategies for choosing the incumbent coordinate: cyclic and
random. Surprisingly, it appears that complexity analysis of a cyclic CD method in satisfying
generality has not yet been done. The only attempt known to us is the work of Saha and
Tewari [58]; the authors consider the case of minimizing a smooth convex function and proceed
by establishing a sequence of comparison theorems between the iterates of their method and the
iterates of a simple gradient method. Their result requires an isotonicity assumption1. Note
that a cyclic strategy assumes that the data describing the next block is available when needed
which may not always be realistic. The situation with a random strategy seems better; here
1A function F : RN → R is isotone if x ≥ y implies F (x) ≥ F (y).
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are some of the reasons:
(i) Recent efforts suggest that complexity results are perhaps more readily obtained for ran-
domized methods and that randomization can actually improve the convergence rate [65],
[23], [61].
(ii) Choosing all blocks with equal probabilities should, intuitively, lead to similar results as is
the case with a cyclic strategy. In fact, a randomized strategy is able to avoid worst-case
order of coordinates, and hence might be preferable.
(iii) Randomized choice seems more suitable in cases when not all data is available at all
times.2
(iv) One may study the possibility of choosing blocks with different probabilities (we do this
in Section 2.5). The goal of such a strategy may be either to improve the speed of the
method (in Section 2.7.1 we introduce a speedup heuristic based on adaptively changing
the probabilities), or a more realistic modeling of the availability frequencies of the data
defining each block.
Step size. Once a coordinate (or a block of coordinates) is chosen to be updated in the current
iteration, partial derivative can be used to drive the steplength in the same way as it is done
in the usual gradient methods. As it is sometimes the case that the computation of a partial
derivative is much cheaper and less memory demanding than the computation of the entire
gradient, CD methods seem to be promising candidates for problems described above. It is
important that line search, if any is implemented, is very efficient. The entire data set is either
huge or not available and hence it is not reasonable to use function values at any point in the
algorithm, including the line search. Instead, cheap partial derivative and other information
derived from the problem structure should be used to drive such a method.
Coordinate descent methods. Coordinate descent methods (CDM) are one of the most
successful classes of algorithms in the big data optimization domain. Broadly speaking, CDMs
are based on the strategy of updating a single coordinate (or a single block of coordinates) of the
vector of variables at each iteration. This often drastically reduces memory requirements as well
as the arithmetic complexity of a single iteration, making the methods easily implementable and
2If data were not available in memory and one would like to follow, e.g., cyclic order or greedy selection
of coordinates, then one would have to wait until the required data are fetched from a source. In contrast, in
many applications with streaming data, e.g., involving on-line support vector machine (SVM), one may plausibly
assume that the stream of in-coming data is sufficiently random to see a sequential choice of from the stream as
a random selection.
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scalable. In certain applications, a single iteration can amount to as few as 4 multiplications
and additions only [52]! On the other hand, many more iterations are necessary for convergence
than it is usual for classical gradient methods. Indeed, the number of iterations a CDM requires
to solve a smooth convex optimization problem is O(nL̃R
2
ε ), where ε is the error tolerance, n is
the number variables (or blocks of variables), L̃ is the average of the Lipschitz constants of the
gradient of the objective function associated with the variables (blocks of variables) and R is
the distance from the starting iterate to the set of optimal solutions. On balance, as observed
by numerous authors, serial CDMs are much more efficient for big data optimization problems
than most other competing approaches, such as gradient methods [43, 52].
Parallelization. We wish to point out that for truly huge-scale problems it is absolutely nec-
essary to parallelize. This is in line with the rise and ever increasing availability of high perfor-
mance computing systems built around multi-core processors, GPU-accelerators and computer
clusters, the success of which is rooted in massive parallelization. This simple observation,
combined with the remarkable scalability of serial CDMs, leads to our belief that the study of
parallel coordinate descent methods (PCDMs) is a very timely topic.
1.3 A Brief Overview of the Thesis
Section 1.4 introduces the main problem we deal with in the whole thesis. Then the basic nota-
tion which is shared in all other chapters is introduced. Afterwards, we state one very important
technical result (Theorem 1) which will be used to derive all high probability convergence re-
sults in this thesis. Chapter 2 introduces the generic serial coordinate descent algorithm and
analyzes its convergence for both its uniform and nonuniform variant. In Chapter 3 we develop
parallel variants of the methods, the analysis of which depends on the notion of ESO, which
is a novel technical tool developed in [54]. This ESO concept enables us to analyze parallel
coordinate descent algorithms (PCDM) and derive iteration complexity results. It turns out
that ESO is so powerful that also allows us to analyze a distributed modification of PCDM,
which we call Hydra, in Chapter 4. In Chapter 5 we focus on the problem of optimization of
Support Vector Machines (SVMs). We apply the ESO concept and show that the paralleliza-
tion speedup obtained for both primal stochastic subgradient descent (SGD) and stochastic
dual coordinate ascent (SCDA) is driven by the same quantity, which depends on the spectral
norm of the data. Our mini-batch SDCA method is the first parallel primal-dual coordinate
descent method in the literature.
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1.4 The Optimization Problem
In this thesis we study the iteration complexity of randomized block coordinate descent methods
applied to the problem of minimizing a composite objective function, i.e., a function formed as





= f(x) + Ψ(x). (1.1)
We assume that this problem has a minimum (F ∗ > −∞), f has (block) coordinate Lipschitz
continuous gradient, and Ψ is a (block) separable proper closed convex extended real valued
function (block separability will be defined precisely in Section 1.5). Possible choices of Ψ
include:
(i) Ψ ≡ 0. This covers the case of smooth minimization and was considered in [43].





0 if x(i) ∈ Si ∀i,
+∞ otherwise,
where x(i) is block i of x ∈ RN (to be defined precisely in Section 1.5) and S1, . . . , Sn are
closed convex sets. This choice of Ψ models problems with smooth objective and convex
constraints on blocks of variables. Indeed, (1.1) takes on the form
min f(x) subject to x(i) ∈ Si, i = 1, . . . , n.
Iteration complexity results in this case were given in [43].
(iii) Ψ(x) ≡ λ‖x‖1 for λ > 0. In this case we decompose RN into N blocks, each correspond-
ing to one coordinate of x. Increasing λ encourages the solution of (1.1) to be sparser
[77]. Applications abound in, for instance, machine learning [7], statistics [71] and signal
processing [26]. The first iteration complexity results for the case with a single block were
given in [42].
(iv) There are many more choices such as the elastic net [87], group lasso [83], [32], [48] and
sparse group lasso [18]. One may combine indicator functions with other block separable
functions such as Ψ(x) = λ‖x‖1 + IS1×···×Sn(x), Si = [li, ui], where the sets introduce
lower and upper bounds on the coordinates of x.
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1.5 Notation and Assumptions
Some elements of the setup described in this section was initially used in the analysis of block
coordinate descent methods by Nesterov [43] (e.g., block structure, weighted norms and block
Lipschitz constants).
1.5.1 Block Structure
The block structure of (1.1) is given by a decomposition of RN into n subspaces as follows.
Let U ∈ RN×N be a column permutation3 of the N × N identity matrix and further let
U = [U1, U2, . . . , Un] be a decomposition of U into n submatrices, with Ui being of size N ×Ni,
where
∑
iNi = N .






where x(i) ∈ RNi . Moreover, x(i) = UTi x.

























Nj ×Nj identity matrix, if i = j,
Nj ×Ni zero matrix, otherwise,
(1.3)











In view of the above proposition, from now on we write x(i)
def
= UTi x ∈ RNi , and refer to x(i)
as the i-th block of x. The definition of partial separability in the introduction is with respect
to these blocks. For simplicity, we will sometimes write x = (x(1), . . . , x(n)).
Example 1. Let n = N , Ni = 1 for all i and U = [e1, e2, . . . , en] be the n× n identity matrix.
Then Ui = ei is the i-th unit vector and x





3The reason why we work with a permutation of the identity matrix, rather than with the identity itself, as
in [43], is to enable the blocks being formed by nonconsecutive coordinates of x. This way we establish notation
which makes it possible to work with (i.e., analyze the properties of) multiple block decompositions, for the
sake of picking the best one, subject to some criteria. Moreover, in some applications the coordinates of x have
a natural ordering to which the natural or efficient block structure does not correspond.
4This is a straightforeard result; we do not claim any novelty and include it solely for the benefit of the
reader.
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1.5.2 Global Structure
Inner products. The standard Euclidean inner product in spaces RN and RNi , i ∈ [n], will
be denoted by 〈·, ·〉 and [n] will denote a set {1, 2, . . . , n}. Letting x, y ∈ RN , the relationship
between these inner products is given by


























For vectors z = (z1, . . . , zn)
T ∈ Rn and w = (w1, . . . , wn)T ∈ Rn we write wz
def
= (w1z1, . . . , wnzn)
T
and for u ∈ Rn++ we define u−1
def
= (1/u1, . . . , 1/un)
T .
Norms. Spaces RNi , i ∈ [n], are equipped with a pair of conjugate norms: ‖t‖(i)
def
= 〈Bit, t〉1/2,
where Bi is an Ni × Ni positive definite matrix and ‖t‖∗(i)
def
= max‖s‖(i)≤1〈s, t〉 = 〈B
−1
i t, t〉1/2,




















Note that these norms are induced by the inner product (1.4) and the matrices B1, . . . , Bn. For
a vector w we will define a diagonal matrix W = diag(w1, . . . , wn) and we write tr(W ) =
∑
i wi.
Often we will use w = L
def
= (L1, L2, . . . , Ln)
T ∈ Rn, where the constants Li are defined
below.
1.5.3 Smoothness of f
We assume throughout the thesis that the gradient of f is block coordinate-wise Lipschitz
continuous, uniformly in x, with positive constants L1, . . . , Ln, i.e., that for all x ∈ RN , i =
1, 2, . . . , n and t ∈ Ri we have




= (∇f(x))(i) = UTi ∇f(x) ∈ Ri. (1.7)
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An important consequence of (1.6) is the following standard inequality [41]:
f(x+ Uit) ≤ f(x) + 〈∇if(x), t〉+ Li2 ‖t‖
2
(i). (1.8)
1.5.4 Separability of Ψ







where the functions Ψi : Ri → R ∪ {+∞} are convex and closed.
1.5.5 Strong Convexity of F
In some of our results we assume, and we always explicitly mention this if we do, that F is
strongly convex with respect to the norm ‖ · ‖w for some W , with (strong) convexity parameter
µF (W ) > 0. A function φ : RN → R∪{+∞} is strongly convex with respect to the norm ‖ · ‖w
with convexity parameter µφ(W ) ≥ 0 if for all x, y ∈ domφ,
φ(y) ≥ φ(x) + 〈∇φ(x), y − x〉+ µφ(W )2 ‖y − x‖
2
w, (1.10)
where ∇φ(x) is any subgradient of φ at x. The case with µφ(W ) = 0 reduces to convexity.
Strong convexity of F may come from f or Ψ or both; we will write µf (W ) (resp. µΨ(W ))
for the (strong) convexity parameter of f (resp. Ψ). It follows from (1.10) that
µF (W ) ≥ µf (W ) + µΨ(W ). (1.11)
The following characterization of strong convexity will also be useful. For all x, y ∈ domφ
and α ∈ [0, 1],
φ(αx+ (1− α)y) ≤ αφ(x) + (1− α)φ(y)− µφ(W )α(1−α)2 ‖x− y‖
2
w. (1.12)
From the first order optimality conditions for (1.1) we obtain 〈F ′(x∗), x − x∗〉 ≥ 0 for all
x ∈ domF which, combined with (1.10) used with y = x and x = x∗, yields
F (x)− F ∗ ≥ µF (W )2 ‖x− x
∗‖2w, x ∈ domF. (1.13)
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Also, it can be shown using (1.8) and (1.10) that
µf (W ) ≤ Liwi , and hence µf (L) ≤ 1. (1.14)
Norm scaling. Note that since
µφ(tW ) =
1
tµφ(W ), t > 0, (1.15)
the size of the (strong) convexity parameter depends inversely on the size of W . Hence, if we
want to compare convexity parameters for different choices of W , we need to normalize W first.
A natural way of normalizing W is to require tr(W ) = tr(I) = n. If we now define
W̃
def
= ntr(W )W, (1.16)
we have tr(W̃ ) = n and
µφ(W̃ )
(1.15),(1.16)
= tr(W )n µφ(W ). (1.17)
1.5.6 Level Set Radius







{‖y − x∗‖w : F (y) ≤ F (x)}, (1.18)
which is a measure of the size of the level set of F given by x. In some of the results in this
thesis we will need to assume that RW (x0) is finite for the initial iterate x0 and some vector
w ∈ Rn++.
1.5.7 Projection Onto a Set of Blocks








That is, given x ∈ RN , x[S] is the vector in RN whose blocks i ∈ S are identical to those of
x, but whose other blocks are zeroed out. In view of Proposition 1, we can equivalently define
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x(i), i ∈ S,
0 (∈ RNi), otherwise.
(1.20)
1.6 Key Technical Tool For High Probability Results
Here we present the main technical tool which is used in our iteration complexity proofs.
Theorem 1. Fix x0 ∈ RN and let {xk}k≥0, xk ∈ RN be a Markov process. Let φ : RN → R be a
nonnegative function and define ξk = φ(xk). Lastly, choose accuracy level 0 < ε < ξ0, confidence
level ρ ∈ (0, 1), and assume that the sequence of random variables {ξk}k≥0 is nonincreasing and
has one of the following properties:




, for all k, where c1 > 0 is a constant,
(ii) E[ξk+1 | xk] ≤ (1− 1c2 )ξk, for all k such that ξk ≥ ε, where c2 > 1 is a constant.
If property (i) holds and we choose ε < c1 and
K ≥ c1ε (1 + log
1




or if property (ii) holds, and we choose
K ≥ c2 log ξ0ερ , (1.22)
then
Prob(ξK ≤ ε) ≥ 1− ρ. (1.23)
Proof. First, notice that the sequence {ξεk}k≥0 defined by
ξεk =

ξk if ξk ≥ ε,
0 otherwise,
(1.24)
satisfies ξεk > ε ⇔ ξk > ε. Therefore, by Markov inequality, Prob(ξk > ε) = Prob(ξεk > ε) ≤
E[ξεk]
ε , and hence it suffices to show that
θK ≤ ερ, (1.25)
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where θk
def
= E[ξεk]. Assume now that property (i) holds. We first claim that then




, E[ξεk+1 | xk] ≤ (1− εc1 )ξ
ε
k, k ≥ 0. (1.26)
Consider two cases. Assuming that ξk ≥ ε, from (1.24) we see that ξεk = ξk. This, combined
with the simple fact that ξεk+1 ≤ ξk+1 and property (i), gives








Assuming that ξk < ε, we get ξ
ε
k = 0 and, from monotonicity assumption, ξk+1 ≤ ξk < ε.
Hence, ξεk+1 = 0. Putting these together, we get E[ξ
ε
k+1 | xk] = 0 = ξεk − (ξεk)2/c1, which
establishes the first inequality in (1.26). The second inequality in (1.26) follows from the first
by again analyzing the two cases: ξk ≥ ε and ξk < ε. Now, by taking expectations in (1.26)
(and using convexity of t 7→ t2 in the first case) we obtain, respectively,




, k ≥ 0, (1.27)
θk+1 ≤ (1− εc1 )θk, k ≥ 0. (1.28)





















, we obtain θk1 ≤ ε. Finally,
letting k2 ≥ c1ε log
1





≤ (1− εc1 )










ρ ε = ερ.
Now assume that property (ii) holds. Using similar arguments as those leading to (1.26), we
get E[ξεk+1 | ξεk] ≤ (1− 1c2 )ξ
ε
k for all k , which implies
θK ≤ (1− 1c2 )
Kθ0 = (1− 1c2 )
Kξ0
(1.22)




ερ ξ0 ≤ (e−1)
log
ξ0
ερ ξ0 = ερ,
again establishing (1.25).
The above theorem will be used with {xk}k≥0 corresponding to the iterates of CD algorithm
and φ(x) = F (x)− F ∗.
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Restarting. Note that similar, albeit slightly weaker, high probability results can be achieved
by restarting as follows. We run the random process {ξk} repeatedly r = dlog 1ρe times, always
starting from ξ0, each time for the same number of iterations k1 for which Prob(ξk1 > ε) ≤ 1e . It




Note that the restarting technique demands that we perform r evaluations of the objective
function (in order to find out which random process led to a solution with the smallest value);
this is not needed in the one-shot approach covered by the theorem.
It remains to estimate k1 in the two cases of Theorem 1. We argue that in case (i) we
can choose k1 = d c1ε/e −
c1
ξ0
e. Indeed, using similar arguments as in Theorem 1 this leads to
E[ξk1 ] ≤ εe , which by Markov inequality implies that in a single run of the process we have












iterations suffice in case (i). A similar restarting technique can be applied in case (ii).
Tightness. It can be shown on simple examples that the bounds in the above result are tight.
2
Serial Coordinate Descent Method
Finally, we make some remarks
on why linear systems are so
important. The answer is simple:
because we can solve them!
— Bernard Riemann (1826-1866)
This chapter focuses on the convergence results of the serial coordinate descent method
(CDM). We start with a brief literature review relevant to serial CDM in Section 2.1 and then
we state the contributions achieved in this chapter in Section 2.3. In Section 2.4 we start
with a description of a generic randomized block-coordinate descent algorithm (RCDC) and
continue with a study of the performance of a uniform variant (UCDC) of RCDC as applied to
a composite objective function. In Section 2.5 we analyze a smooth variant (RCDS) of RCDC;
that is, we study the performance of RCDC on a smooth objective function. In Section 2.6 we
compare known complexity results for CD methods with the ones established in this chapter.
Finally, in Section 2.7 we demonstrate the efficiency of the method on `1-regularized least
squares and linear support vector machine problems.
2.1 Literature Review
Strohmer and Vershynin [65] have recently proposed a randomized Karczmarz method for solv-
ing overdetermined consistent systems of linear equations and proved that the method enjoys
global linear convergence whose rate can be expressed in terms of the condition number of the
underlying matrix. The authors claim that for certain problems their approach can be more
efficient than the conjugate gradient method. Motivated by these results, Leventhal and Lewis
[23] studied the problem of solving a system of linear equations and inequalities and in the
process gave iteration complexity bounds for a randomized CD method applied to the problem
14
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of minimizing a convex quadratic function. In their method the probability of choice of each
coordinate is proportional to the corresponding diagonal element of the underlying positive
semidefinite matrix defining the objective function. These diagonal elements can be interpreted
as Lipschitz constants of the derivative of a restriction of the quadratic objective onto one-
dimensional lines parallel to the coordinate axes. In the general (as opposed to quadratic) case
considered in this chapter (1.1), these Lipschitz constants will play an important role as well.
Lin et al. [7] derived iteration complexity results for several smooth objective functions appear-
ing in machine learning. Shalev-Schwarz and Tewari [61] proposed a randomized coordinate
descent method with uniform probabilities for minimizing `1-regularized smooth convex prob-
lems. They first transform the problem into a box constrained smooth problem by doubling
the dimension and then apply a coordinate gradient descent method in which each coordinate
is chosen with equal probability. Nesterov [43] has recently analyzed randomized coordinate
descent methods in the smooth unconstrained and box-constrained setting, in effect extending
and improving upon some of the results in [23], [7], [61] in several ways.
While the asymptotic convergence rates of some variants of CD methods are well understood
[31], [74], [72], [84], iteration complexity results are very rare. To the best of our knowledge, ran-
domized CD algorithms for minimizing a composite function have been proposed and analyzed
(in the iteration complexity sense) in a few special cases only: a) the unconstrained convex
quadratic case [23], b) the smooth unconstrained (Ψ ≡ 0) and the smooth block-constrained
case (Ψ is the indicator function of a direct sum of boxes) [43] and c) the `1-regularized case
[61]. As the approach in [61] is to rewrite the problem into a smooth box-constrained format
first, the results of [43] can be viewed as a (major) generalization and improvement of those in
[61] (the results were obtained independently).
2.2 The Algorithm
In this section we are going to describe a generic coordinate descent algorithm. But before we
do so, let us describe how the step-size should be computed. As already suggested in Section
1.2, the computation of step-size should not require evaluation of function value. Imagine, for
a while, that we would like to move in direction of i-th block. Notice that an upper bound on
F (x+ Uit), viewed as a function of t ∈ Ri, is readily available:
F (x+ Uit)
(1.1)
= f(x+ Uit) + Ψ(x+ Uit)
(1.8)
≤ f(x) + Vi(x, t) + Ci(x), (2.1)




= 〈∇if(x), t〉+ Li2 ‖t‖
2
(i) + Ψi(x









and solving an low-dimensional optimization problem min
t∈Ri
{f(x) + Vi(x, t) + Ci(x)} does not
require computation of objective function.
We are now ready to describe the generic randomized (block) coordinate descent method for
solving (1.1). Given iterate xk, Algorithm 2.1 picks block ik = i ∈ {1, 2, . . . , n} with probability
pi > 0 and then updates the i-th block of xk so as to minimize (exactly) in t the upper bound
(2.1) on F (xk +Uit). Note that in certain cases it is possible to minimize F (xk +Uit) directly;
perhaps in a closed form. This is the case, for example, when f is a convex quadratic and Ψi
is simple.
Algorithm 2.1 RCDC(p, x0) (Randomized Coordinate Descent for Composite Functions)
1: for k = 0, 1, 2, . . . do
2: Choose ik = i ∈ {1, 2, . . . , n} with probability pi
3: T (i)(xk)
def
= arg min{Vi(xk, t) : t ∈ Ri}
4: xk+1 = xk + UiT
(i)(xk)
5: end for
The iterates {xk} are random vectors and the values {F (xk)} are random variables. Clearly,
xk+1 depends on xk only. As our analysis will be based on the (expected) per-iteration decrease
of the objective function, our results hold if we replace Vi(xk, t) by F (xk+Uit) in Algorithm 2.1.
2.3 Summary of Contributions
In this chapter we further improve upon and extend and simplify the iteration complexity results
of Nesterov [43], treating the problem of minimizing the sum of a smooth convex and a simple
nonsmooth convex block separable function (1.1). We focus exclusively on simple (as opposed
to accelerated) methods. The reason for this is that the per-iteration work of the accelerated
algorithm in [43] on huge scale instances of problems with sparse data (such as the Google
problem where sparsity corresponds to each website linking only to a few other websites or the
sparse problems we consider in Section 2.7) is excessive. In fact, even the author of [43] does
not recommend using the accelerated method for solving such problems; the simple methods
seem to be more efficient.
Each algorithm of this chapter is supported by a high probability iteration complexity result.
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That is, for any given confidence level 0 < ρ < 1 and error tolerance ε > 0, we give an explicit
expression for the number of iterations k which guarantee that the method produces a random
iterate xk for which
Prob(F (xk)− F ∗ ≤ ε) ≥ 1− ρ.
Table 2.1 summarizes the main complexity results of this chapter. Algorithm 2.2—Uniform
(block) Coordinate Descent for Composite functions (UCDC)—is a method where at each
iteration the block of coordinates to be updated (out of a total of n ≤ N blocks) is chosen
uniformly at random. Algorithm 2.3—Randomized (block) Coordinate Descent for Smooth
functions (RCDS)—is a method where at each iteration block i ∈ {1, . . . , n} is chosen with
probability pi > 0. Both of these methods are special cases of the generic Algorithm 2.1;


















































Table 2.1: Summary of complexity results obtained in this chapter.
The symbols L,R2W (x0) and µφ(W ) appearing in Table 2.1 are precisely defined in Sec-
tion 1.5 and P is a diagonal matrix encoding the probabilities {pi}.
Let us now briefly outline the main similarities and differences between our results and those
in [43]. A more detailed and expanded discussion can be found in Section 2.6.
1. Composite setting. We consider the composite setting1 (1.1), whereas [43] covers the
unconstrained and constrained smooth setting only.
1Note that in [42] Nesterov considered the composite setting and developed standard and accelerated gradient
methods with iteration complexity guarantees for minimizing composite objective functions. These can be viewed
as block coordinate descent methods with a single block.
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2. No need for regularization. Nesterov’s high probability results in the case of mini-
mizing a function which is not strongly convex are based on regularizing the objective to
make it strongly convex and then running the method on the regularized function. The
regularizing term depends on the distance of the initial iterate to the optimal point, and
hence is unknown, which means that the analysis in [43] does not lead to true iteration
complexity results. Our contribution here is that we show that no regularization is needed
by doing a more detailed analysis using a thresholding argument (Theorem 1).
3. Better complexity. Our complexity results are better by the constant factor of 4. Also,
we have removed ε from the logarithmic term (see (2.9) and (2.31)).
4. General probabilities. Nesterov considers probabilities pi proportional to L
α
i , where
α ≥ 0 is a parameter. High probability results are proved in [43] for α ∈ {0, 1} only. Our
results in the smooth case hold for an arbitrary probability vector p.
5. General norms. Nesterov’s expectation results (Theorems 1 and 2) are proved for
general norms. However, his high probability results are proved for Euclidean norms only.
In our approach all results in the smooth case hold for general norms.
6. Simplification. Our analysis is shorter.
In the numerical experiments section we focus on sparse regression. For these problems
we introduce a powerful speedup heuristic based on adaptively changing the probability vector
throughout the iterations.
2.4 Iteration Complexity for Composite Functions
In this section we study the performance of Algorithm 2.1 in the special case when all proba-
bilities are chosen to be the same, i.e., pi =
1
n for all i. For easier future reference we set this
method apart and give it a name (Algorithm 2.2).
Algorithm 2.2 UCDC(x0) (Uniform Coordinate Descent for Composite Functions)
1: for k = 0, 1, 2, . . . do
2: Choose ik = i ∈ {1, 2, . . . , n} with probability 1n
3: T (i)(xk) = arg min{Vi(xk, t) : t ∈ Ri}
4: xk+1 = xk + UiT
(i)(xk)
5: end for
The following function plays a central role in our analysis:
H(x, T )
def
= f(x) + 〈∇f(x), T 〉+ 12‖T‖
2
L + Ψ(x+ T ). (2.4)
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Comparing (2.4) with (2.2) using (1.3), (1.7), (1.9) and (1.5) we get





Therefore, the vector T (x) = (T (1)(x), . . . , T (n)(x)), with the components T (i)(x) defined in
Algorithm 2.1, is the minimizer of H(x, ·):
T (x) = arg min
T∈RN
H(x, T ). (2.6)
Let us start by establishing two auxiliary results which will be used repeatedly.
Lemma 1. Let {xk}, k ≥ 0, be the random iterates generated by UCDC(x0). Then
E[F (xk+1)− F ∗ | xk] ≤ 1n (H(xk, T (xk))− F
∗) + n−1n (F (xk)− F
∗). (2.7)
Proof.










[f(xk) + Vi(xk, T
(i)(xk)) + Ci(xk)]
(2.5)





















= 1nH(xk, T (xk)) +
n−1
n F (xk).
Lemma 2. For all x ∈ domF we have H(x, T (x)) ≤ miny∈RN {F (y) +
1−µf (L)








H(x, T ) = min
y∈RN










f(y)− µf (L)2 ‖y − x‖
2
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2.4.1 Convex Objective
In order for Lemma 1 to be useful, we need to estimate H(xk, T (xk))−F ∗ from above in terms
of F (xk)− F ∗.
Lemma 3. Fix x∗ ∈ X∗, x ∈ dom Ψ and let R = ‖x− x∗‖L. Then







(F (x)− F ∗), if F (x)− F ∗ ≤ R2,
1
2R
2 < 12 (F (x)− F
∗), otherwise.
(2.8)



















Minimizing the last expression gives α∗ = min
{
1, 1R2 (F (x)− F
∗)
}
; the result follows.
We are now ready to estimate the number of iterations needed to push the objective value
within ε of the optimal value2 with high probability. Note that since ρ appears in the logarithm,
it is easy to attain high confidence.3
Theorem 2. Choose initial point x0 and target confidence 0 < ρ < 1. Further, let the target
accuracy ε > 0 and iteration counter k be chosen in any of the following two ways:













F (x0)−F∗ , (2.9)







If xk is the random point generated by UCDC(x0) as applied to the convex function F , then
Prob(F (xk)− F ∗ ≤ ε) ≥ 1− ρ.
2Note that the 1
ε
term is the lower-bound for a general convex composite objective under certain conditions,
see e.g. [42].
3Note that the Theorem 2 requires R2L(x0) to be bounded. However, recent papers [29, 70] improved the
analysis, so the iteration complexity can be obtained even if the levelset is not bounded.
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Proof. Since F (xk) ≤ F (x0) for all k, we have ‖xk − x∗‖L ≤ RL(x0) for all x∗ ∈ X∗. Plugging
the inequality (2.8) (Lemma 1) into (2.7) (Lemma 3) then gives that the following holds for all
k:
























(F (xk)− F ∗). (2.11)
Let ξk = F (xk) − F ∗ and consider case (i). If we let c1 = 2nmax{R2L(x0), F (x0) − F ∗}, then
from (2.11) we obtain
E[ξk+1 | xk] ≤ (1− ξkc1 )ξk = ξk −
ξ2k
c1
, k ≥ 0.
Moreover, ε < ξ0 < c1. The result then follows by applying Theorem 1. Consider now case (ii).
Letting c2 =
2nR2L(x0)
ε > 1, notice that if ξk ≥ ε, inequality (2.11) implies that






ξk = (1− 1c2 )ξk.
Again, the result follows from Theorem 1.
2.4.2 Strongly Convex Objective
The following lemma will be useful in proving linear convergence of the expected value of the
objective function to the minimum.
Lemma 4. If µf (L) + µΨ(L) > 0, then for all x ∈ domF we have
H(x, T (x))− F ∗ ≤ 1− µf (L)
1 + µΨ(L)
(F (x)− F ∗). (2.12)
Proof. Letting µf = µf (L), µΨ = µΨ(L) and α
∗ = (µf + µΨ)/(1 + µΨ)
(1.14)























≤ F (x)− α∗(F (x)− F ∗).
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The last inequality follows from the identity (µf + µΨ)(1− α∗)− (1− µf )α∗ = 0.
A modification of the above lemma (and of the subsequent results using it) is possible where
the assumption µf (L) + µΨ(L) > 0 replaced by the slightly weaker assumption µF (L) > 0.
Indeed, in the third inequality in the proof one can replace µf + µΨ by µF ; the estimate
(2.12) gets improved a bit. However, we prefer the current version for reasons of simplicity of
exposition.
We now show that the expected value of F (xk) converges to F
∗ linearly.
Theorem 3. Assume µf (L)+µΨ(L) > 0 and choose initial point x0. If xk is the random point
generated UCDC(x0), then




µf (L) + µΨ(L)
1 + µΨ(L)
)k
(F (x0)− F ∗). (2.13)
Proof. Follows from Lemma 1 and Lemma 4.
The following is an analogue of Theorem 2 in the case of a strongly convex objective. Note
that both the accuracy and confidence parameters appear in the logarithm.
Theorem 4. Assume µf (L) + µΨ(L) > 0. Choose initial point x0, target accuracy level 0 <
ε < F (x0)− F ∗, target confidence level 0 < ρ < 1, and
k ≥ n 1 + µΨ(L)
µf (L) + µΨ(L)
log
(




If xk is the random point generated by UCDC(x0), then
Prob(F (xk)− F ∗ ≤ ε) ≥ 1− ρ.
Proof. Using Markov inequality and Theorem 3, we obtain









(F (x0)− F ∗)
(2.14)
≤ ρ.
Let us rewrite the condition number appearing in the complexity bound (2.14) in a more
natural form:
1 + µΨ(L)
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Hence, it is (up to the constant 1) equal to the ratio of the average of the Lipschitz constants
Li and the sum of (strong) convexity parameters of the functions f and Ψ with respect to the
(normalized) norm ‖ · ‖L̃.
2.4.3 A Regularization Technique
In this section we investigate an alternative approach to establishing an iteration complexity
result in the case of an objective function that is not strongly convex. The strategy is very
simple. We first regularize the objective function by adding a small quadratic term to it, thus
making it strongly convex, and then argue that when Algorithm 2.2 is applied to the regularized
objective, we can recover an approximate solution of the original non-regularized problem.
This approach was used in [43] to obtain iteration complexity results for a randomized block
coordinate descent method applied to a smooth function. Here we use the same idea outlined
above with the following differences: i) our proof is different, ii) we get a better complexity
result, and iii) our approach works also in the composite setting.
Fix x0 and ε > 0 and consider a regularized version of the objective function defined by
Fµ(x)
def






Clearly, Fµ is strongly convex with respect to the norm ‖ · ‖L with convexity parameter
µFµ(L) = µ. In the rest of this subsection we show that if we apply UCDC(x0) to Fµ with
target accuracy ε2 , then with high probability we recover an ε-approximate solution of (1.1).
Note that µ is not known in advance since x∗ is not known. This means that any iteration
complexity result obtained by applying our algorithm to the objective Fµ will not lead to a
true/valid iteration complexity bound unless a bound on ‖x0 − x∗‖L is available.
We first need to establish that an approximate minimizer of Fµ must be an approximate
minimizer of F .
Lemma 5. If x′ satisfies Fµ(x
′) ≤ minx∈RN Fµ(x) + ε2 , then F (x
′) ≤ F ∗ + ε.
Proof. Clearly,
F (x) ≤ Fµ(x), x ∈ RN . (2.17)
If we let x∗µ
def
= arg minx∈RN Fµ(x) then, by assumption,
Fµ(x
′)− Fµ(x∗µ) ≤ ε2 , (2.18)





F (x) + µ2 ‖x− x0‖
2





≤ F (x∗) + ε2 . (2.19)
Putting all these observations together, we get
0 ≤ F (x′)− F (x∗)
(2.17)
≤ Fµ(x′)− F (x∗)
(2.18)




The following theorem is an analogue of Theorem 2. The result we obtain in this way is
slightly different to the one given in Theorem 2 in that 2nR2L(x0)/ε is replaced by n(1 + ‖x0 −
x∗‖2L/ε). In some situations, ‖x0 − x∗‖2L can be significantly smaller than R2L(x0).
Theorem 5. Choose initial point x0, target accuracy level
0 < ε ≤ 2(F (x0)− F ∗), (2.20)













If xk is the random point generated by UCDC(x0) as applied to Fµ, then
Prob(F (xk)− F ∗ ≤ ε) ≥ 1− ρ.
Proof. Let us apply Theorem 4 to the problem of minimizing Fµ, composed as f + Ψµ, with




L, with accuracy level
ε
2 . Note that µΨµ(L) = µ,
Fµ(x0)− Fµ(x∗µ)
(2.16)
= F (x0)− Fµ(x∗µ)
(2.17)
≤ F (x0)− F (x∗µ) ≤ F (x0)− F ∗, (2.22)









Comparing (2.14) and (2.21) in view of (2.22) and (2.23), Theorem 4 implies that
Prob(Fµ(xk)− Fµ(x∗µ) ≤ ε2 ) ≥ 1− ρ.
It now suffices to apply Lemma 5.
CHAPTER 2. SERIAL COORDINATE DESCENT METHOD 25
2.5 Iteration Complexity for Smooth Functions
In this section we give a much simplified and improved treatment of the smooth case (Ψ ≡ 0)
as compared to the analysis in Sections 2 and 3 of [43].
As alluded to in the above, we will develop the analysis in the smooth case for arbitrary,
possibly non-Euclidean, norms ‖ · ‖(i), i = 1, 2, . . . , n. Let ‖ · ‖ be an arbitrary norm in Rl.




The following (Lemma 6) is a simple result which is used in [43] without being fully artic-
ulated nor proved as it constitutes a straightforward extension of a fact that is trivial in the
Euclidean setting to the case of general norms. Since we will also need to use it, and because we
think it is perhaps not standard, we believe it deserves to be spelled out explicitly. Note that
the main problem which needs to be solved at each iteration of Algorithm 2.1 in the smooth
case is of the form (2.25), with s = − 1Li∇if(xk) and ‖ · ‖ = ‖ · ‖(i).











u(s#) = − 12 (‖s‖
∗)
2
, ‖s#‖ = ‖s‖∗, (αs)# = α(s#), α ∈ R. (2.26)







For fixed t (with ‖t‖ = 1) the solution of the inner problem is β = 〈αs, t〉, whence
u((αs)#) = min
‖t‖=1
− 12 〈αs, t〉







= − 12 (‖αs‖
∗)2, (2.28)
proving the first claim. Next, note that optimal t = t∗ in (2.28) maximizes 〈s, t〉 over ‖t‖ = 1.







− 12 〈αs, t〉
2
)
= β∗t∗ = 〈αs, t∗〉t∗ (2.29)
CHAPTER 2. SERIAL COORDINATE DESCENT METHOD 26
and, in particular, s# = 〈s, t∗〉t∗. Therefore, (αs)# = α(s#). Finally,
‖(αs)#‖ (2.29)= ‖βt∗‖ = |β∗|‖t∗‖ = |β∗| = |〈αs, t∗〉| = |α||〈s, t∗〉| = |α|‖s‖∗ = ‖αs‖∗
giving the second claim.
We can use Lemma 6 to rewrite the main step of Algorithm 2.1 in the smooth case into the
more explicit form,














= − 1Li (∇if(x))
#,
leading to Algorithm 2.3.
Algorithm 2.3 RCDS(p, x0) (Randomized Coordinate Descent for Smooth Functions)
1: for k = 0, 1, 2, . . . do
2: Choose ik = i ∈ {1, 2, . . . , n} with probability pi
3: xk+1 = xk − 1LiUi(∇if(xk))
#
4: end for
The main utility of Lemma 6 for the purpose of the subsequent complexity analysis comes
from the fact that it enables us to give an explicit bound on the decrease in the objective
function during one iteration of the method in the same form as in the Euclidean case:
f(x)− f(x+ UiT (i)(x))
(1.8)














We are now ready to state the main result of this section.
Theorem 6. Choose initial point x0, target accuracy 0 < ε < min{f(x0) − f∗, 2R2LP−1(x0)},



















1 + log 1ρ
)
− 2. (2.32)
If xk is the random point generated by RCDS(p, x0) as applied to convex f , then
Prob(f(xk)− f∗ ≤ ε) ≥ 1− ρ.
Proof. Let us first estimate the expected decrease of the objective function during one iteration
of the method:
f(xk)−E[f(xk+1) | xk] =
n∑
i=1













where W = LP−1. Since f(xk) ≤ f(x0) for all k and because f is convex, we get f(xk)− f∗ ≤
maxx∗∈X∗〈∇f(xk), xk − x∗〉 ≤ ‖∇f(xk)‖∗wRW (x0), whence






By rearranging the terms we obtain




If we now use Theorem 1 with ξk = f(xk)− f∗ and c1 = 2R2W (x0), we obtain the result for k
given by (2.31). We now claim that 2− c1ξ0 ≤ −2, from which it follows that the result holds for
k given by (2.32). Indeed, first notice that this inequality is equivalent to
f(x0)− f∗ ≤ 12R
2
W (x0). (2.33)
Now, a straightforward extension of Lemma 2 in [43] to general weights states that ∇f is
Lipschitz continuous with respect to the norm ‖ ·‖V with the constant tr(LV −1). This, in turn,
implies the inequality
f(x)− f∗ ≤ 12 tr(LV
−1)‖x− x∗‖2V ,
from which (2.33) follows by setting V = W and x = x0.
CHAPTER 2. SERIAL COORDINATE DESCENT METHOD 28
2.5.2 Strongly Convex Objective
Assume now that f is strongly convex with respect to the norm ‖ · ‖LP−1 (see definition (1.10))
with convexity parameter µf (LP
−1) > 0. Using (1.10) with x = x∗ and y = xk, we obtain















where h = x∗ − xk. Applying Lemma 6 to estimate the right hand side of the above inequality
from below, we obtain




Let us now write down an efficiency estimate for the case of a strongly convex objective.
Theorem 7. Let F be strongly convex with respect to ‖ · ‖LP−1 with convexity parameter
µf (LP
−1) > 0. Choose initial point x0, target accuracy 0 < ε < f(x0) − f∗, target confidence
0 < ρ < 1 and
k ≥ 1µf (LP−1) log
f(x0)−f∗
ερ . (2.35)
If xk is the random point generated by RCDS(p, x0) as applied to f , then
Prob(f(xk)− f∗ ≤ ε) ≥ 1− ρ.
Proof. The expected decrease of the objective function during one iteration of the method can
be estimated as follows:
f(xk)−E[f(xk+1) | xk] =
n∑
i=1















≥ µf (LP−1)(f(xk)− f∗).
After rearranging the terms we obtain E[f(xk+1)−f∗ | xk] ≤ (1−µf (LP−1))E[f(xk)−f∗ | xk].
It now remains to use part (ii) of Theorem 1 with ξk = f(xk)− f∗ and c2 = 1µf (LP−1) .
The leading factor 1µf (LP−1) in the complexity bound (2.35) can in special cases be written
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in a more natural form; we now give two examples.
1. Uniform probabilities. If pi =
1












2. Probabilities proportional to the Lipschitz constants. If pi =
Li













where the numerator is the average of the Lipschitz constants L1, . . . , Ln, W is a diagonal
matrix of weights summing up to n and µf (W ) is the (strong) convexity parameter of f with
respect to ‖ · ‖w.
2.6 Comparison of CD Methods with Complexity Guarantees
In this section we compare the results obtained in this chapter with existing CD methods
endowed with iteration complexity bounds.
2.6.1 Smooth Case (Ψ = 0)
In Table 2.2 we look at the results for unconstrained smooth minimization of Nesterov [43]
and contrast these with our approach. For brevity we only include results for the non-strongly
convex case. We will now comment on the contents of Table 2.2 in detail.
1. Uniform probabilities. Note that in the uniform case (pi =
1




and hence the leading term (ignoring the logarithmic factor) in the complexity estimate of
Theorem 6 (line 3 of Table 2.2) coincides with the leading term in the complexity estimate
of Theorem 2 (line 4 of Table 2.2; the second result): in both cases it is
2nR2L(x0)
ε .
Note that the leading term of the complexity estimate given in Theorem 3 of [43] (line 2
of Table 2.2), which covers the uniform case, is worse by a factor of 4.
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0 > 0 general
2R2
LP−1 (x0)
ε (1 + log
1














Table 2.2: Comparison of our results to the results in [43] in the non-strongly convex case. The
complexity is for achieving Prob(F (xk)− F ∗ ≤ ε) ≥ 1− ρ.
2. Probabilities proportional to Lipschitz constants. If we set pi =
Li




In this case Theorem 4 in [43] (line 1 of Table 2.2) gives the complexity bound 2[n +
4 tr(L)R2I(x0)
ε ] (ignoring the logarithmic factor), whereas we obtain the bound
2 tr(L)R2I(x0)
ε
(line 3 of Table 2.2), an improvement by a factor of 4. Note that there is a further additive
decrease by the constant 2n (and the additional constant
2R2
LP−1 (x0)
f(x0)−f∗ − 2 if we look at the
sharper bound (2.31)).
3. General probabilities. Note that unlike the results in [43], which cover the choice of two
probability vectors only (lines 1 and 2 of Table 2.2)—uniform and proportional to Li—our
result (line 3 of Table 2.2) covers the case of arbitrary probability vector p. This opens
the possibility for fine-tuning the choice of p, in certain situations, so as to minimize
R2LP−1(x0).
4. Logarithmic factor. Note that in our results we have managed to push ε out of the
logarithm.
5. Norms. Our results hold for general norms.
6. No need for regularization. Our results hold for applying the algorithms to F directly;
i.e., there is no need to first regularize the function by adding a small quadratic term to
it (in a similar fashion as we have done it in Section 2.4.3). This is an essential feature
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as the regularization constants are not known and hence the complexity results obtained
that way are not true/valid complexity results.
2.6.2 Nonsmooth Case (Ψ 6= 0)
In Table 2.3 we summarize the main characteristics of known complexity results for coordinate
(or block coordinate) descent methods for minimizing composite functions. Note that the
methods of Saha & Tewari and Shalev-Shwartz & Tewari cover the `1 regularized case only,
whereas the other methods cover the general block-separable case. However, while the greedy
approach of Yun & Tseng requires per-iteration work which grows with increasing problem
dimension, our randomized strategy can be implemented cheaply. This gives an important











L(∇f) separable Yes greedy expensive
Saha & Tewari
[58]
L(∇f) ‖ · ‖1 No cyclic cheap
Shalev-Shwartz
& Tewari [61]






Table 2.3: Comparison of CD approaches for minimizing composite functions (for which itera-
tion complexity results are provided).
The methods of Yun & Tseng and Saha & Tewari use one Lipschitz constant only, the
Lipschitz constant L(∇f) of the gradient of f with respect to the standard Euclidean norm.
Note that maxi Li ≤ L(∇f) ≤
∑
i Li. If n is large, this constant is typically much larger
than the (block) coordinate constants Li. Shalev-Shwartz & Tewari use coordinate Lipschitz
constants, but assume that all of them are the same. This is suboptimal as in many applications
the constants {Li} will have a large variation and hence if one chooses maxi Li for the common
Lipschitz constant, steplengths will necessarily be small (see Figure 2.2 in Section 2.7).4
Let us now compare the impact of the Lipschitz constants on the complexity estimates. For
simplicity assume N = n and let u = x∗ − x0. The estimates are listed in Table 2.4. It is clear
4Note that in all algorithms it is sufficient to use some upper-bounds on corresponding Lipschitz constants.
One can even adopt modified strategy for learning the Lipschitz constant, see e.g. [42].
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Table 2.4: Comparison of iteration complexities of the methods listed in Table 2.3. The complex-
ity in the case of the randomized methods gives iteration counter k for which E(F (xk)−F ∗) ≤ ε.
from the last column that the the approach with individual constants Li for each coordinate
gives the best complexity.
2.7 Numerical Experiments
In this section we study the numerical behavior of RCDC on synthetic and real problem in-
stances of two problem classes: Sparse Regression / Lasso [71] (Section 2.7.1) and Linear
Support Vector Machines (Section 2.7.2). As an important concern in Section 2.7.1 is to
demonstrate that our methods scale well with size, our algorithms were written in C and
all experiments were run on a PC with 480GB RAM.







2 + λ‖x‖1, (2.36)
where A = [a1, . . . , an] ∈ Rm×n, b ∈ Rm, and λ ≥ 0. The parameter λ is used to induce sparsity
in the resulting solution. Note that (2.36) is of the form (1.1), with f(x) = 12‖Ax − b‖
2
2 and
Ψ(x) = λ‖x‖1. Moreover, if we let N = n and Ui = ei for all i, then the Lipschitz constants Li
can be computed explicitly:
Li = ‖ai‖22.
Computation of t = T (i)(x) reduces to the “soft-thresholding” operator [82]. In some of the
experiments in this section we will allow the probability vector p to change throughout the
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iterations even though we do not give a theoretical justification for this. With this modifica-
tion, a direct specialization of RCDC to (2.36) takes the form of Algorithm 2.4. If uniform
probabilities are used throughout, we refer to the method as UCDC.
Algorithm 2.4 RCDC for Sparse Regression
1: Choose x0 ∈ Rn and set g0 = Ax0 − b
2: for k = 0, 1, 2, . . . do
3: Choose ik = i ∈ {1, 2, . . . , n} with probability p(i)k
4: α = aTi gk
5: t =














6: xk+1 = xk + tei, gk+1 = gk + tai
7: end for
Instance generator In order to be able to test Algorithm 2.4 under controlled conditions
we use a (variant of the) instance generator proposed in Section 6 of [42] (the generator was
presented for λ = 1 but can be easily extended to any λ > 0). In it, one chooses the sparsity
level of A and the optimal solution x∗; after that A, b, x∗ and F ∗ = F (x∗) are generated. For
details we refer the reader to the aforementioned paper.
In what follows we use the notation ‖A‖0 and ‖x‖0 to denote the number of nonzero elements
of matrix A and of vector x, respectively.
Speed versus sparsity In the first experiment we investigate, on problems of size m = 107
and n = 106, the dependence of the time it takes for UCDC to complete a block of n iterations
(the measurements were done by running the method for 10 × n iterations and then dividing
by 10) on the sparsity levels of A and x∗. Looking at Table 2.5, we see that the speed of
UCDC depends roughly linearly on the sparsity level of A (and does not depend on ‖x∗‖0 at
all). Indeed, as ‖A‖0 increases from 107 through 108 to 109, the time it takes for the method
to complete n iterations increases from about 0.9s through 4–6s to about 46 seconds. This is
to be expected since the amount of work per iteration of the method in which coordinate i is
chosen is proportional to ‖ai‖0 (computation of α, ‖ai‖22 and gk+1).
‖x∗‖0 ‖A‖0 = 107 ‖A‖0 = 108 ‖A‖0 = 109
16× 102 0.89 5.89 46.23
16× 103 0.85 5.83 46.07
16× 104 0.86 4.28 46.93
Table 2.5: The time it takes for UCDC to complete a block of n iterations increases linearly
with ‖A‖0 and does not depend on ‖x∗‖0.
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Efficiency on huge-scale problems Tables 2.6 and 2.7 present typical results of the per-
formance of UCDC, started from x0 = 0, on synthetic sparse regression instances of big/huge
size. The instance in the first table is of size m = 2× 107 and n = 106, with A having 5× 107
nonzeros and the support of x∗ being of size 160, 000.
A ∈ R2·107×106 , ‖A‖0 = 5 · 107
k/n F (xk)−F
∗
F (x0)−F∗ ‖xk‖0 time [sec]
0.00 100 0 0.0
2.12 10−1 880,056 5.6
4.64 10−2 990,166 12.3
5.63 10−3 996,121 15.1
7.93 10−4 998,981 20.7
10.39 10−5 997,394 27.4
12.11 10−6 993,569 32.3
14.46 10−7 977,260 38.3
18.07 10−8 847,156 48.1
19.52 10−9 701,449 51.7
21.47 10−10 413,163 56.4
23.92 10−11 210,624 63.1
25.18 10−12 179,355 66.6
27.38 10−13 163,048 72.4
29.96 10−14 160,311 79.3
k/n F (xk)−F
∗
F (x0)−F∗ ‖xk‖0 time [sec]
30.94 10−15 160,139 82.0
32.75 10−16 160,021 86.6
34.17 10−17 160,003 90.1
35.26 10−18 160,000 93.0
36.55 10−19 160,000 96.6
38.52 10−20 160,000 101.4
39.99 10−21 160,000 105.3
40.98 10−22 160,000 108.1
43.14 10−23 160,000 113.7
47.28 10−24 160,000 124.8
47.28 10−25 160,000 124.8
47.96 10−26 160,000 126.4
49.58 10−27 160,000 130.3
52.31 10−28 160,000 136.8
53.43 10−29 160,000 139.4
Table 2.6: Performance of UCDC on a sparse regression instance with a million variables.
In both tables the first column corresponds to the “full-pass” iteration counter k/n. That
is, after k = n coordinate iterations the value of this counter is 1, reflecting a single “pass”
through the coordinates. The remaining columns correspond to, respectively, the size of the
current residual F (xk)−F ∗ relative to the initial residual F (x0)−F ∗, size ‖xk‖0 of the support
of the current iterate xk, and time (in seconds). A row is added whenever the residual initial
residual is decreased by an additional factor of 10.
Let us first look at the smaller of the two problems (Table 2.6). After 35 × n coordinate
iterations, UCDC decreases the initial residual by a factor of 1018, and this takes about a
minute and a half. Note that the number of nonzeros of xk has stabilized at this point at
160, 000, the support size of the optima solution. The method has managed to identify the
support. After 139.4 seconds the residual is decreased by a factor of 1029. This surprising
convergence speed and ability to find solutions of high accuracy can in part be explained by the
fact that for random instances with m > n, f will typically be strongly convex, in which case
UCDC converges linearly (Theorem 4). It should also be noted that decrease factors this high
(1018 − 1029) would rarely be needed in practice. However, it is nevertheless interesting to see
that a simple algorithm can achieve such high levels of accuracy on certain problem instances
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A ∈ R1010×109 , ‖A‖0 = 2× 1010
k/n F (xk)−F
∗
F (x0)−F∗ ‖xk‖0 time [hours]
0 100 0 0.00
1 10−1 14,923,993 1.43
3 10−2 22,688,665 4.25
16 10−3 24,090,068 22.65
Table 2.7: Performance of UCDC on a sparse regression instance with a billion variables and
20 billion nonzeros in matrix A.
in huge dimensions.
UCDC has a very similar behavior on the larger problem as well (Table 2.7). Note that A
has 20 billion nonzeros. In 1 × n iterations the initial residual is decreased by a factor of 10,
and this takes less than an hour and a half. After less than a day, the residual is decreased by
a factor of 1000. Note that it is very unusual for convex optimization methods equipped with
iteration complexity guarantees to be able to solve problems of these sizes.
Performance on fat matrices (m < n) When m < n, then f is not strongly convex and
UCDC has the complexity O(nε log
1
ρ ) (Theorem 2). In Table 2.8 we illustrate the behavior
of the method on such an instance; we have chosen m = 104, n = 105, ‖A‖0 = 107 and
‖x∗‖0 = 1, 600. Note that after the first 5, 010 × n iterations UCDC decreases the residual by
a factor of 10+ only; this takes less than 19 minutes. However, the decrease from 102 to 10−3
is done in 15× n iterations and takes 3 seconds only, suggesting very fast local convergence.
k/n F (xk)− F ∗ ‖xk‖0 time [s]
1 > 107 63,106 0.21
5, 010 < 106 33,182 1,092.59
18, 286 < 105 17,073 3,811.67
21, 092 < 104 15,077 4,341.52
21, 416 < 103 11,469 4,402.77
21, 454 < 102 5,316 4,410.09
21, 459 < 101 1,856 4,411.04
21, 462 < 100 1,609 4,411.63
21, 465 < 10−1 1,600 4,412.21
21, 468 < 10−2 1,600 4,412.79
21, 471 < 10−3 1,600 4,413.38
Table 2.8: UCDC needs many more iterations when m < n, but local convergence is still fast.
Comparing different probability vectors Nesterov [43] considers only probabilities pro-






, 0 ≤ α ≤ 1. (2.37)
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In Figure 2.1 we compare the behavior of RCDC, with the probability vector chosen according
to the power law (2.37), for three different values of α (0, 0.5 and 1). All variants of RCDC
were compared on a single instance with m = 1, 000, n = 2, 000 and ‖x∗‖0 = 300 (different
instances produced by the generator yield similar results) and with λ ∈ {0, 1}. The plot on the
left corresponds to λ = 0, the plot on the right to λ = 1.




























 for  λ = 0
 
 



































Figure 2.1: Development of F (xk) − F ∗ for sparse regression problem with λ = 0 (left) and
λ = 1 (right).
Note that in both cases the choice α = 1 is the best. In other words, coordinates with
large Li have a tendency to decrease the objective function the most. However, looking at the
λ = 0 case, we see that the method with α = 1 stalls after about 20,000 iterations. The reason
for this is that now the coordinates with small Li should be chosen to further decrease the
objective value. However, they are chosen with very small probability and hence the slowdown.
A solution to this could be to start the method with α = 1 and then switch to α = 0 later on.
On the problem with λ = 1 this effect is less pronounced. This is to be expected as now the
objective function is a combination of f and Ψ, with Ψ exerting its influence and mitigating
the effect of the Lipschitz constants.
Coordinate descent vs. a full-gradient method In Figure 2.2 we compare the per-
formance of RCDC with the full gradient (FG) algorithm [42] (with the Lipschitz constant
LFG = λmax(A
TA) for four different distributions of the Lipschitz constants Li. Note that
maxi Li ≤ LFG ≤
∑
i Li. Since the work performed during one iteration of FG is comparable
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with the work performed by UCDC during n coordinate iterations5, for FG we multiply the
iteration count by n. In all four tests we solve instances with A ∈ R2,000×1,000.
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Figure 2.2: Comparison of RCDC with different choices of α with a full-gradient method (essen-
tially UCDC with one block: n = 1) for four different distributions of the Lipschitz constants
Li.
In the 1-1 plot of Figure 2.2 (plot in the 1-1 position, i.e., in the upper-left corner), the
Lipschitz constants Li were generated uniformly at random in the interval (0, 1). We see that
the RCDC variants with α = 0 and α = 0.2 exhibit virtually the same behavior, whereas α = 1
and FG struggle finding a solution with error tolerance below 10−5 and 10−2, respectively. The
α = 1 method does start off a bit faster, but then stalls due to the fact that the coordinates with
small Lipschitz constants are chosen with extremely small probabilities. For a more accurate
solution one needs to be updating these coordinates as well.
In order to zoom in on this phenomenon, in the 1-2 plot we construct an instance with an
extreme distribution of Lipschitz constants: 98% of the constants have the value 10−6, whereas
the remaining 2% have the value 103. Note that while the FG and α = 1 methods are able to
quickly decrease the objective function within 10−4 of the optimum, they get stuck afterwards
since they effectively never update the coordinates with Li = 10
−6. On the other hand, the
α = 0 method starts off slowly, but does not stop and manages to solve the problem eventually,
5This will not be the case for certain types of matrices, such as those arising from wavelet bases or FFT.
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in about 2× 105 iterations.
In the 2-1 (resp. 2-2) plot we choose 70% (resp. 50%) of the Lipschitz constants Li to be 1,
and the remaining 30% (resp. 50%) equal to 100. Again, the α = 0 and α = 0.2 methods give
the best long-term performance.
In summary, if fast convergence to a solution with a moderate accuracy us needed, then
α = 1 is the best choice (and is always better than FG). If one desires a solution of higher
accuracy, it is recommended to switch to α = 0. In fact, it turns out that we can do much
better than this using a “shrinking” heuristic.
Speedup by adaptive change of probability vectors It is well-known that increasing
values of λ encourage increased sparsity in the solution of (2.36). In the experimental setup of
this section we observe that from certain iteration onwards, the sparsity pattern of the iterates
of RCDC is a very good predictor of the sparsity pattern of the optimal solution x∗ the iterates
converge to. More specifically, we often observe in numerical experiments that for large enough
k the following holds:
(x
(i)
k = 0) ⇒ (∀l ≥ k x
(i)
l = (x
∗)(i) = 0). (2.38)
In words, for large enough k, zeros in xk typically stay zeros in all subsequent iterates
6 and
correspond to zeros in x∗. Note that RCDC is not able to take advantage of this. Indeed,
RCDC, as presented in the theoretical sections of this chapter, uses the fixed probability vector




pi proportion of time will be spent on vacuous updates.
Looking at the data in Table 2.6 one can see that after approximately 35× n iterations, xk
has the same number of non-zeros as x∗ (160,000). What is not visible in the table is that, in
fact, the relation (2.38) holds for this instance much sooner. In Figure 2.3 we illustrate this
phenomenon in more detail on an instance with m = 500, n = 1, 000 and ‖x∗‖0 = 100.
First, note that the number of nonzeros (solid blue line) in the current iterate, #{i : x(i)k 6=
0}, is first growing from zero (since we start with x0 = 0) to just below n in about 0.6 × 104
iterations. This value then starts to decrease starting from about k ≈ 15n and reaches the
optimal number of nonzeros at iteration k ≈ 30n and stays there afterwards. Note that the
6There are various theoretical results on the identification of active manifolds explaining numerical obser-
vations of this type; see [24] and the references therein. See also [82].
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Figure 2.3: Development of non-zero elements in xk through iterations.
number of correct nonzeros,
cnk = #{i : x(i)k 6= 0 & (x
∗)(i) 6= 0},
is increasing (for this particular instance) and reaches the optimal level ‖x∗‖0 very quickly (at
around k ≈ 3n). An alternative, and perhaps a more natural, way to look at the same thing is
via the number of incorrect zeros,
izk = #{i : x(i)k = 0 & (x
∗)(i) 6= 0}.
Indeed, we have cnk + izk = ‖x∗‖0. Note that for our problem izk ≈ 0 for k ≥ k0 ≈ 3n.
The above discussion suggests that an iterate-dependent policy for updating of the proba-
bility vectors pk in Algorithm 2.4 might help to accelerate the method. Let us now introduce
a simple q-shrinking strategy for adaptively changing the probabilities as follows: at iteration

















This is equivalent to choosing ik uniformly from the set {1, 2, . . . , n} with probability 1− q and
uniformly from the support set of xk with probability q. Clearly, different variants of this can be
implemented, such as fixing a new probability vector for k ≥ k0 (as opposed to changing it for
every k) ; and some may be more effective and/or efficient than others in a particular context.
In Figure 2.4 we illustrate the effectiveness of q-shrinking on an instance of size m = 500,
n = 1, 000 with ‖x∗‖0 = 50. We apply to this problem a modified version of RCDC started
from the origin (x0 = 0) in which uniform probabilities are used in iterations 0, . . . , k0− 1, and
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n , for k = 0, 1, . . . , k0 − 1,
p̂
(i)
k (q), for k ≥ k0.
We have used k0 = 5× n.













































# nonzeros for 0.0−shrinking
# nonzeros for 0.5−shrinking
# nonzeros for 0.9−shrinking
Figure 2.4: Comparison of different shrinking strategies.
Notice that as the number of nonzero elements of xk decreases, the time savings from
q-shrinking grow. Indeed, 0.9-shrinking introduces a saving of nearly 70% when compared to
0-shrinking to obtain xk satisfying F (xk)−F ∗ ≤ 10−14. We have repeated this experiment with
two modifications: a) a random point was used as the initial iterate (scaled so that ‖x0‖0 = n)
and b) k0 = 0. The corresponding plots are very similar to Figure 2.4 with the exception that
the lines in the second plot start from ‖x0‖0 = n.
2.7.2 Linear Support Vector Machines
Consider the problem of training a linear classifier with training examples {(x1, y1), . . . , (xm, ym)},
where xi are the feature vectors and yi ∈ {−1,+1} the corresponding labels (classes). This
problem is usually cast as an optimization problem of the form (1.1),
min
w∈Rn






L is a nonnegative convex loss function and Ψ(·) = ‖ · ‖1 for L1-regularized and Ψ(·) = ‖ · ‖2 for
L2-regularized linear classifier. Some popular loss functions are listed in Table 2.9. For more
details we refer the reader to [82] and the references therein; for a survey of recent advances in
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large-scale linear classification see [81].
L(w;xi, yi) name property
max{0, 1− yjwTxj} L1-SVM loss (L1-SVM) C0 continuous
max{0, 1− yjwTxj}2 L2-SVM loss (L2-SVM) C1 continuous
log(1 + e−yjw
T xj ) logistic loss (LG) C2 continuous
Table 2.9: A list of a few popular loss functions.
Because our setup requires f to be at least C1 continuous, we will consider the L2-SVM
and LG loss functions only. In the experiments below we consider the L1 regularized setup.
A few implementation remarks The Lipschitz constants and coordinate derivatives of f
for the L2-SVM and LG loss functions are listed in Table 2.10.






























Table 2.10: Lipschitz constants and coordinate derivatives for SVM.
For an efficient implementation of UCDC we need to be able to cheaply update the partial
derivatives after each step of the method. If at step k coordinate i gets updated, via wk+1 =











j , j = 1, . . . ,m. (2.40)
Let oi be the number of observations feature i appears in, i.e., oi = #{j : x(i)j 6= 0}. Then the
update (2.40), and consequently the update of the partial derivative (see Table 2.10), requires




i=1 oi  m, an average
iteration of UCDC will be very cheap.
Small scale test
We perform only preliminary results on the dataset rcv1.binary7. This dataset has 47,236
features and 20,242 training and 677,399 testing instances. We train the classifier on 90%
of training instances (18,217); the rest we used for cross-validation for the selection of the
7http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html
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parameter γ. In Table 2.11 we list cross-validation accuracy (CV-A) for various choices of γ
and testing accuracy (TA) on 677,399 instances. The best constant γ is 1 for both loss functions
in cross-validation.
Loss function γ CV-A TA γ CV-A TA
L2-SVM 0.0625 94.1% 93.2% 2 97.0% 95.6%
0.1250 95.5% 94.5% 4 97.0% 95.4%
0.2500 96.5% 95.4% 8 96.9% 95.1%
0.5000 97.0% 95.8% 16 96.7% 95.0%
1.0000 97.0% 95.8% 32 96.4% 94.9%
LG 0.5000 0.0% 0.0% 8 40.7% 37.0%
1.0000 96.4% 95.2% 16 37.7% 36.0%
2.0000 43.2% 39.4% 32 37.6% 33.4%
4.0000 39.3% 36.5% 64 36.9% 34.1%
Table 2.11: Cross validation accuracy (CV-A) and testing accuracy (TA) for various choices of
γ.
In Figure 2.5 we present dependence of TA on the number of iterations we run UCDC for
(we measure this number in multiples of n). As you can observe, UCDC finds good solution
after 10 × n iterations, which for this data means less then half a second. Let us remark that
we did not include bias term or any scaling of the data.
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Figure 2.5: Dependence of tested accuracy (TA) on the number of full passes through the
coordinates.
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Large scale test We have used the dataset kdd2010 (bridge to algebra)8, which has 29,890,095
features and 19,264,097 training and 748,401 testing instances. Training the classifier on the en-
tire training set required approximately 70 seconds in the case of L2-SVM loss and 112 seconds
in the case of LG loss. We have run UCDC for n ≈ 30 · 106 iterations. This again demonstrates
the efficiency of coordinate descent algorithms analyzed in this chapter.
8http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html
3
Parallel Coordinate Descent Method
If only I had the theorems! Then
I should find the proofs easily
enough.
— Richard P. Feynman
(1918-1988)
The work presented in this chapter was motivated by the desire to answer the following
question:
Under what natural and easily verifiable structural assumptions on the objective
function does parallelization of a coordinate descent method lead to acceleration?
Our starting point was the following simple observation. Assume that we wish to minimize
a separable function F of n variables (i.e., a function that can be written as a sum of n functions
each of which depends on a single variable only). For simplicity, in this thought experiment,
assume that there are no constraints. Clearly, the problem of minimizing F can be trivially
decomposed into n independent univariate problems. Now, if we have n processors/thread-
s/cores, each assigned with the task of solving one of these problems, the number of parallel
iterations should not depend on the dimension of the problem1. In other words, we get an
n-times speedup compared to the situation with a single processor only. Note that any parallel
algorithm of this type can be viewed as a parallel coordinate descent method. Hence, a PCDM
with n processors should be n-times faster than a serial one. If τ processors are used instead,
where 1 ≤ τ ≤ n, one would expect a τ -times speedup.
By extension, one would perhaps expect that optimization problems with objective functions
which are “close to being separable” would also be amenable to acceleration by parallelization,
1For simplicity, assume the distance from the starting point to the set of optimal solutions does not depend
on the dimension.
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where the acceleration factor τ would be reduced with the reduction of the “degree of separa-
bility”. One of the main messages of this chapter is an affirmative answer to this. Moreover,
we give explicit and simple formulae for the speedup factors.
As it turns out, and as we discuss later in this section, many real-world big data optimization
problems are, quite naturally, “close to being separable”. We believe that this means that
PCDMs is a very promising class of algorithms when it comes to solving structured big data
optimization problems.
Minimizing a partially separable composite objective. In this chapter we study the
problem (1.1) with one modification, and it is the assumption that f is also a (block) partially
separable smooth convex function. Let us now describe the key concept of partial separability. In
the light of block structure introduced in Section 1.5.1 we know that x ∈ RN can be decomposed
into n non-overlapping blocks of variables x(1), . . . , x(n). We assume throughout this chapter





where J is a finite collection of nonempty subsets of [n] def= {1, 2, . . . , n} (possibly containing
identical sets multiple times), fJ are differentiable convex functions such that fJ depends on
blocks x(i) for i ∈ J only, and
|J | ≤ ω for all J ∈ J . (3.2)
Clearly, 1 ≤ ω ≤ n. The PCDM algorithms we develop and analyze in this chapter only need
to know ω, they do not need to know the decomposition of f giving rise to this ω.
Examples of partially separable functions. Many objective functions naturally encoun-
tered in the big data setting are partially separable. Here we give examples of three loss/ob-
jective functions frequently used in the machine learning literature and also elsewhere. For




L(x,Aj , yj), (3.3)
where m is the number of examples, x ∈ Rn is the vector of features, (Aj , yj) ∈ Rn × R are
labeled examples and L is one of the three loss functions listed in Table 3.1. Let A ∈ Rm×n
with row j equal to ATj .
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Square Loss (SL) 12 (A
T
j x− yj)2
Logistic Loss (LL) log(1 + e−yjA
T
j x)
Hinge Square Loss (HL) 12 max{0, 1− yjA
T
j x}2
Table 3.1: Three examples of loss of functions.
Often, each example depends on a few features only; the maximum over all features is the
degree of partial separability ω. More formally, note that the j-th function in the sum (3.3) in
all cases depends on ‖Aj‖0 coordinates of x (the number of nonzeros in the j-th row of A) and




All three functions of Table 3.1 are smooth (based on the definition of smoothness in Section
1.5.3). We refer the reader to [50] for more examples of interesting (but nonsmooth) partially
separable functions arising in graph cuts and matrix completion.
3.1 Literature review
Several papers were written recently studying the iteration complexity of serial CDMs of various
flavours and in various settings. We will only provide a brief summary here, for a more detailed
account we refer the reader to [53].
Classical CDMs update the coordinates in a cyclic order; the first attempt at analyzing the
complexity of such a method is due to [58]. Stochastic/randomized CDMs, that is, methods
where the coordinate to be updated is chosen randomly, were first analyzed for quadratic ob-
jectives [65, 23], later independently generalized to L1-regularized problems [61] and smooth
block-structured problems [43], and finally unified and refined in [51, 53]. The problems con-
sidered in the above papers are either unconstrained or have (block) separable constraints.
Recently, randomized CDMs were developed for problems with linearly coupled constraints
[39, 40].
A greedy CDM for L1-regularized problems was first analyzed in [52]; more work on this
topic include [26, 12]. A CDM with inexact updates was first proposed and analyzed in [69].
Partially separable problems were independently studied in [50], where an asynchronous parallel
stochastic gradient algorithm was developed to solve them.
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When writing this chapter, the authors were aware only of the parallel CDM proposed and
analyzed in [5]. Several papers on the topic appeared around the time this chapter was finalized
or after [38, 80, 59, 59, 47, 21, 29, 30, 64, 63, 9]. Further papers on various aspects of the topic
of parallel CDMs, building on the work in this chapter, include [66, 55, 17, 56, 70].
3.2 Contents
We start in Section 3.3, where we propose and comment in detail on two parallel coordinate
descent methods. In Section 3.4 we summarize the main contributions of this chapter. In
Section 3.5 we deal with issues related to the selection of the blocks to be updated in each
iteration. It will involve the development of some elementary random set theory. Sections 3.6-
3.7 deal with issues related to the computation of the update to the selected blocks and develop
a theory of Expected Separable Overapproximation (ESO), which is a novel tool we propose
for the analysis of our algorithms. In Section 3.8 we analyze the iteration complexity of our
methods and finally, Section 3.10 reports on promising computational results. For instance, we
conduct an experiment with a big data (cca 350GB) LASSO problem with a billion variables.
We are able to solve the problem using one of our methods on a large memory machine with
24 cores in 2 hours, pushing the difference between the objective value at the starting iterate
and the optimal point from 1022 down to 10−14. We also conduct experiments on real data
problems coming from machine learning.
3.3 The Algorithm
In this chapter we develop and study two generic parallel coordinate descent methods. The main
method is PCDM1; PCDM2 is its “regularized” version which explicitly enforces monotonicity.
As we will see, both of these methods come in many variations, depending on how Step 3 is
performed.
Algorithm 3.1 PCDM1 (Parallel Coordinate Descent Method 1)
1: Choose initial point x0 ∈ RN
2: for k = 0, 1, 2, . . . do
3: Randomly generate a set of blocks Sk ⊆ {1, 2, . . . , n}
4: xk+1 ← xk + (h(xk))[Sk] (in parallel)
5: end for
Let us comment on the individual steps of the two methods.
Step 3. At the beginning of iteration k we pick a random set (Sk) of blocks to be updated
(in parallel) during that iteration. The set Sk is a realization of a random set-valued mapping
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Algorithm 3.2 PCDM2 (Parallel Coordinate Descent Method 2)
1: Choose initial point x0 ∈ RN
2: for k = 0, 1, 2, . . . do
3: Randomly generate a set of blocks Sk ⊆ {1, 2, . . . , n}
4: xk+1 ← xk + (h(xk))[Sk] (in parallel)
5: If F (xk+1) > F (xk), then xk+1 ← xk
6: end for
Ŝ with values in 2[n] or, more precisely, the sets Sk are iid random sets with the distribution of
Ŝ. For brevity, in this chapter we refer to such a mapping by the name sampling. We limit our
attention to uniform samplings, i.e., random sets having the following property: Prob(i ∈ Ŝ)
is independent of i. That is, the probability that a block gets selected is the same for all
blocks. Although we give an iteration complexity result covering all such samplings (provided
that each block has a chance to be updated, i.e., Prob(i ∈ Ŝ) > 0), there are interesting
subclasses of uniform samplings (such as doubly uniform and nonoverlapping uniform samplings;
see Section 3.5) for which we give better results.









= f(x) + 〈∇f(x), h〉+ β2 ‖h‖
2
w + Ψ(x+ h), (3.5)
and β > 0, w = (w1, . . . , wn)
T ∈ Rn++ are parameters of the method that we will comment on
later. Note that in view of (1.2), (1.5) and (1.9), Hβ,w(x, ·) is block separable;









Consequently, we have h(x) = (h(1)(x), · · · , h(n)(x)) ∈ RN , where
h(i)(x) = arg min
t∈RNi




We mentioned in the introduction that besides (block) separability, we require Ψ to be “simple”.
By this we mean that the above optimization problem leading to h(i)(x) is “simple” (e.g., it
has a closed-form solution). Recall from (1.20) that (h(xk))[Sk] is the vector in RN identical to
2A similar map was used in [43] (with Ω ≡ 0 and β = 1) and [53] (with β = 1) in the analysis of serial
coordinate descent methods in the smooth and composite case, respectively. In loose terms, the novelty here is
the introduction of the parameter β and in developing theory which describes what value β should have. Maps
of this type are known as composite gradient mapping in the literature, and were introduced in [42]
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h(xk) except for blocks i /∈ Sk, which are zeroed out. Hence, Step 4 of both methods can be
written as follows:




Parameters β and w depend on f and Ŝ and stay constant throughout the algorithm. We
are not ready yet to explain why the update is computed via (3.4) and (3.5) because we need
technical tools, which will be developed in Section 3.5, to do so. Here it suffices to say that
the parameters β and w come from a separable quadratic overapproximation of E[f(x+ h[Ŝ])],
viewed as a function of h ∈ RN . Since expectation is involved, we refer to this by the name
Expected Separable Overapproximation (ESO). This novel concept, developed in this chapter,
is one of the main tools of our complexity analysis. Section 3.6 motivates and formalizes the
concept, answers the why question, and develops some basic ESO theory.
Section 3.7 is devoted to the computation of β and w for partially separable f and various
special classes of uniform samplings Ŝ. Typically we will have wi = Li, while β will depend
on easily computable properties of f and Ŝ. For example, if Ŝ is chosen as a subset of [n] of
cardinality τ , with each subset chosen with the same probability (we say that Ŝ is τ -nice) then,
assuming n > 1, we may choose w = L and β = 1 + (ω−1)(τ−1)n−1 , where ω is the degree of partial
separability of f . More generally, if Ŝ is any uniform sampling with the property |Ŝ| = τ with
probability 1, then we may choose w = L and β = min{ω, τ}. Note that in both cases w = L
and that the latter β is always larger than (or equal to) the former one. This means, as we will
see in Section 3.8, that we can give better complexity results for the former, more specialized,
sampling. We analyze several more options for Ŝ than the two just described, and compute
parameters β and w that should be used with them (for a summary, see Table 3.4).
Step 5. The reason why, besides PCDM1, we also consider PCDM2, is the following: in
some situations we are not able to analyze the iteration complexity of PCDM1 (non-strongly-
convex F where monotonicity of the method is not guaranteed by other means than by directly
enforcing it by inclusion of Step 5). Let us remark that this issue arises for general Ψ only. It
does not exist for Ψ = 0, Ψ(·) = λ‖ · ‖1 and for Ψ encoding simple constraints on individual
blocks; in these cases one does not need to consider PCDM2. Even in the case of general Ψ
we sometimes get monotonicity for free, in which case there is no need to enforce it. Let us
stress, however, that we do not recommend implementing PCDM2 as this would introduce too
much overhead; in our experience PCDM1 works well even in cases when we can only analyze
PCDM2.
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3.4 Summary of Contributions
In this section we summarize the main contributions of this chapter (not in order of significance).
1. Problem generality. We give the first complexity analysis for parallel coordinate descent
methods for problem (1.1) in its full generality.
2. Complexity. We show theoretically (Section 3.8) and numerically (Section 3.10) that
PCDM accelerates on its serial counterpart for partially separable problems. In particular,
we establish two complexity theorems giving lower bounds on the number of iterations k
sufficient for one or both of the PCDM variants (for details, see the precise statements in
Section 3.8) to produce a random iterate xk for which the problem is approximately solved
with high probability, i.e., Prob(F (xk) − F ∗ ≤ ε) ≥ 1 − ρ. The results, summarized in
Table 3.2, hold under the standard assumptions listed in Section 1.5.1 and the additional
assumption that f, Ŝ, β and w satisfy the following inequality for all x, h ∈ RN :









This inequality, which we call Expected Separable Overapproximation (ESO), is the main
new theoretical tool that we develop in this chapter for the analysis of our methods

























Table 3.2: Summary of the main complexity results for PCDM established in this chapter.
The main observation here is that as the average number of block updates per iteration
increases (say, τ̂ = E[|Ŝ|]), enabled by the utilization of more processors, the leading term
in the complexity estimate, n/τ̂ , decreases in proportion. However, β will generally grow
with τ̂ , which has an adverse effect on the speedup. Much of the theory in this chapter
goes towards producing formulas for β (and w), for partially separable f and various
classes of uniform samplings Ŝ. Naturally, the ideal situation is when β does not grow
with τ̂ at all, or if it only grows very slowly. We show that this is the case for partially
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separable functions f with small ω. For instance, in the extreme case when f is separable
(ω = 1), we have β = 1 and we obtain linear speedup in τ̂ . As ω increases, so does β,
depending on the law governing Ŝ. Formulas for β and ω for various samplings Ŝ are
summarized in Table 3.4.
3. Algorithm unification. Depending on the choice of the block structure (as implied by
the choice of n and the matrices U1, . . . , Un) and the way blocks are selected at every
iteration (as given by the choice of Ŝ), our framework encodes a family of known and new
algorithms3 (see Table 3.3).
Method Parameters Comment
Gradient descent n = 1 [42]
Serial random CDM Ni = 1 for all i and Prob(|Ŝ| = 1) = 1 [53]
Serial block random CDM Ni ≥ 1 for all i and Prob(|Ŝ| = 1) = 1 [53]
Parallel random CDM Prob(|Ŝ| > 1) > 0 NEW
Distributed random CDM Ŝ is a distributed sampling [55]
Table 3.3: New and known gradient methods obtained as special cases of our general framework.
In particular, PCDM is the first method which “continuously” interpolates between serial
coordinate descent and gradient (by manipulating n and/or E[|Ŝ|]).
4. Partial separability. We give the first analysis of a coordinate descent type method
dealing with a partially separable loss / objective. In order to run the method, we need to
know the Lipschitz constants Li and the degree of partial separability ω. It is crucial that
these quantities are often easily computable/predictable in the huge-scale setting. For
example, if f(x) = 12‖Ax− b‖
2 and we choose all blocks to be of size 1, then Li is equal
to the squared Euclidean norm of the i-th column of A and ω is equal to the maximum
number of nonzeros in a row of A. Many problems in the big data setting have small ω
compared to n.
5. Choice of blocks. To the best of our knowledge, existing randomized strategies for
paralleling gradient-type methods (e.g., [5]) assume that Ŝ (or an equivalent thereof,
based on the method) is chosen as a subset of [n] of a fixed cardinality, uniformly at
random. We refer to such Ŝ by the name nice sampling in this chapter. We relax this
assumption and our treatment is hence much more general. In fact, we allow for Ŝ to be
any uniform sampling. It is possible to further consider nonuniform samplings4, but this
is beyond the scope of this chapter.
3All the methods are in their proximal variants due to the inclusion of the term Ψ in the objective.
4see e.g. our work in [56].
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In particular, as a special case, our method allows for a variable number of blocks to be
updated throughout the iterations (this is achieved by the introduction of doubly uniform
samplings). This may be useful in some settings such as when the problem is being solved
in parallel by τ unreliable processors each of which computes its update h(i)(xk) with
probability pb and is busy/down with probability 1− pb (binomial sampling).
Uniform, doubly uniform, nice, binomial and other samplings are defined, and their prop-
erties studied, in Section 3.5.
6. ESO and formulas for β and w. In Table 3.4 we list parameters β and w for which
ESO inequality (3.6) holds. Each row corresponds to a specific sampling Ŝ (see Section 3.5
for the definitions). The last 5 samplings are special cases of one or more of the first three
samplings. Details such as what is ν, γ and “monotonic” ESO are explained in appropriate
sections later in the text. When a specific sampling Ŝ is used in the algorithm to select
blocks in each iteration, the corresponding parameters β and w are to be used in the
method for the computation of the update (see (3.4) and (3.5)).
sampling Ŝ E[|Ŝ|] β w ESO
monotonic?
Follows from
uniform E[|Ŝ|] 1 ν  L No Thm 14
nonoverlapping uniform nl 1 γ  L Yes Thm 15







max(1,n−1) L No Thm 17
τ -uniform τ min{ω, τ} L Yes Thm 14
τ -nice τ 1 + (ω−1)(τ−1)max(1,n−1) L No Thm 16/17
(τ, pb)-binomial τpb 1 +
pb(ω−1)(τ−1)
max(1,n−1) L No Thm 17
serial 1 1 L Yes Thm 15/16/17
fully parallel n ω L Yes Thm 15/16/17
Table 3.4: Values of parameters β and w for various samplings Ŝ.
En route to proving the iteration complexity results for our algorithms, we develop a
theory of deterministic and expected separable overapproximation (Sections 3.6 and 3.7)
which we believe is of independent interest, too. For instance, methods based on ESO
can be compared favorably to the Diagonal Quadratic Approximation (DQA) approach
used in the decomposition of stochastic optimization programs [57].
7. Parallelization speedup. Our complexity results can be used to derive theoretical
parallelization speedup factors. For several variants of our method, in case of a non-
strongly convex objective, these are given in Section 3.8.1 (Table 3.5). For instance, in
the case when all block are updated at each iteration (we later refer to Ŝ having this
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property by the name fully parallel sampling), the speedup factor is equal to nω . If the
problem is separable (ω = 1), the speedup is equal to n; if the problem is not separable
(ω = n), there may be no speedup. For strongly convex F the situation is even better;
the details are given in Section 2.4.2.
8. Relationship to existing results. To the best of our knowledge, there are just
two papers analyzing a parallel coordinate descent algorithm for convex optimization
problems[5, 38]. In the first paper all blocks are of size 1, Ŝ corresponds to what we
call in this chapter a τ -nice sampling (i.e., all sets of τ coordinates are updated at each
iteration with equal probability) and hence their algorithm is somewhat comparable to
one of the many variants of our general method. While the analysis in [5] works for a
restricted range of values of τ , our results hold for all τ ∈ [n]. Moreover, the authors
consider a more restricted class of functions f and the special case Ψ = λ‖x‖1, which is
simpler to analyze. Lastly, the theoretical speedups obtained in [5], when compared to the
serial CDM method, depend on a quantity σ that is hard to compute in big data settings
( it involves the computation of an eigenvalue of a huge-scale matrix). Our speedups are
expressed in terms of natural and easily computable quantity: the degree ω of partial
separability of f . In the setting considered by [5], in which more structure is available,
it turns out that ω is an upper bound on σ. Hence, we show that one can develop the
theory in a more general setting, and that it is not necessary to compute σ (which may be
complicated in the big data setting). The parallel CDM method of the second paper [38]
only allows all blocks to be updated at each iteration. Unfortunately, the analysis (and
the method) is too coarse as it does not offer any theoretical speedup when compared
to its serial counterpart. In the special case when only a single block is updated in each
iteration, uniformly at random, our theoretical results specialize to those established in
[53].
9. Computations. We demonstrate that our method is able to solve a LASSO problem
involving a matrix with a billion columns and 2 billion rows on a large memory node with
24 cores in 2 hours (Section 3.10), achieving a 20× speedup compared to the serial variant
and pushing the residual by more than 30 degrees of magnitude. While this is done on
an artificial problem under ideal conditions (controlling for small ω), large speedups are
possible in real data with ω small relative to n. We also perform additional experiments
on real data sets from machine learning (e.g., training linear SVMs) to illustrate that the
predictions of our theory match reality.
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10. Code. The open source code with an efficient implementation of the algorithm(s) devel-
oped in this chapter is published here: http://code.google.com/p/ac-dc/.
3.5 Block Samplings
In Step 3 of both PCDM1 and PCDM2 we choose a random set of blocks Sk to be updated
at the current iteration. Formally, Sk is a realization of a random set-valued mapping Ŝ with
values in 2[n], the collection of subsets of [n]. For brevity, in this chapter we refer to Ŝ by the
name sampling. A sampling Ŝ is uniquely characterized by the probability mass function
Prob(S)
def
= Prob(Ŝ = S), S ⊆ [n]; (3.7)




= Prob(i ∈ Ŝ). (3.8)
In Section 3.5.1 we describe those samplings for which we analyze our methods and in Sec-
tion 3.5.2 we prove several technical results, which will be useful in the rest of the chapter.
3.5.1 Uniform, Doubly Uniform and Nonoverlapping Uniform Samplings
A sampling is proper if pi > 0 for all blocks i. That is, from the perspective of PCDM, under a
proper sampling each block gets updated with a positive probability at each iteration. Clearly,
PCDM can not converge for a sampling that is not proper.
A sampling Ŝ is uniform if all blocks get updated with the same probability, i.e., if pi = pj for
all i, j. We show in (3.20) that, necessarily, pi =
E[|Ŝ|]
n . Further, we say Ŝ is nil if Prob(∅) = 1.
Note that a uniform sampling is proper if and only if it is not nil.
All our iteration complexity results in this chapter are for PCDM used with a proper uniform
sampling (see Theorems 18 and 19) for which we can compute β and w giving rise to an
inequality (we call “expected separable overapproximation”) of the form (3.30). We derive
such inequalities for all proper uniform samplings (Theorem 14) as well as refined results for
two special subclasses thereof: doubly uniform samplings (Theorem 17) and nonoverlapping
uniform samplings (Theorem 15). We will now give the definitions:
1. Doubly Uniform (DU) samplings. A DU sampling is one which generates all sets
of equal cardinality with equal probability. That is, Prob(S′) = Prob(S′′) whenever
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|S′| = |S′′|. The name comes from the fact that this definition postulates a different
uniformity property, “standard” uniformity is a consequence. Indeed, let us show that
a DU sampling is necessarily uniform. Let qj = Prob(|Ŝ| = j) for j = 0, 1, . . . , n and




































It is clear that each DU sampling is uniquely characterized by the vector of probabilities





) , S ⊆ [n]. (3.9)
2. Nonoverlapping Uniform (NU) samplings. A NU sampling is one which is uni-
form and which assigns positive probabilities only to sets forming a partition of [n]. Let
S1, S2, . . . , Sl be a partition of [n], with |Sj | > 0 for all j. The density function of a NU




l , if S ∈ {S
1, S2, . . . , Sl},
0, otherwise.
(3.10)
Note that E[|Ŝ|] = nl .
Let us now describe several interesting special cases of DU and NU samplings:
3. Nice sampling. Fix 1 ≤ τ ≤ n. A τ -nice sampling is a DU sampling with qτ = 1.
Interpretation: There are τ processors/threads/cores available. At the beginning of each
iteration we choose a set of blocks using a τ -nice sampling (i.e., each subset of τ blocks is
chosen with the same probability), and assign each block to a dedicated processor/thread-
/core. Processor assigned with block i would compute and apply the update h(i)(xk). This
is the sampling we use in our computational experiments.
4. Independent sampling. Fix 1 ≤ τ ≤ n. A τ -independent sampling is a DU sampling








ck, k = 1, 2, . . . , τ,










)τ −∑k−1i=1 (ki)ci for k ≥ 2.
Interpretation: There are τ processors/threads/cores available. Each processor chooses
one of the n blocks, uniformly at random and independently of the other processors. It
turns out that the set Ŝ of blocks selected this way is DU with q as given above. Since
in one parallel iteration of our methods each block in Ŝ is updated exactly once, this
means that if two or more processors pick the same block, all but one will be idle. On the
other hand, this sampling can be generated extremely easily and in parallel! For τ  n
this sampling is a good (and fast) approximation of the τ -nice sampling. For instance,
for n = 103 and τ = 8 we have q8 = 0.9723, q7 = 0.0274, q6 = 0.0003 and qk ≈ 0 for
k = 1, . . . , 5.
5. Binomial sampling. Fix 1 ≤ τ ≤ n and 0 < pb ≤ 1. A (τ, pb)-binomial sampling is






pkb (1− pb)τ−k, k = 0, 1, . . . , τ. (3.11)
Notice that E[|Ŝ|] = τpb and E[|Ŝ|2] = τpb(1 + τpb − pb).
Interpretation: Consider the following situation with independent equally unreliable pro-
cessors. We have τ processors, each of which is at any given moment available with
probability pb and busy with probability 1 − pb, independently of the availability of the
other processors. Hence, the number of available processors (and hence blocks that can
be updated in parallel) at each iteration is a binomial random variable with parameters
τ and pb. That is, the number of available processors is equal to k with probability qk.
– Case 1 (explicit selection of blocks): We learn that k processors are available at the
beginning of each iteration. Subsequently, we choose k blocks using a k-nice sampling
and “assign one block” to each of the k available processors.
– Case 2 (implicit selection of blocks): We choose τ blocks using a τ -nice sampling and
assign one to each of the τ processors (we do not know which will be available at the
beginning of the iteration). With probability qk, k of these will send their updates.
It is easy to check that the resulting effective sampling of blocks is (τ, pb)-binomial.
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6. Serial sampling. This is a DU sampling with q1 = 1. Also, this is a NU sampling with
l = n and Sj = {j} for j = 1, 2, . . . , l. That is, at each iteration we update a single block,
uniformly at random. This was studied in [53].
7. Fully parallel sampling. This is a DU sampling with qn = 1. Also, this is a NU
sampling with l = 1 and S1 = [n]. That is, at each iteration we update all blocks.
The following simple result says that the intersection between the class of DU and NU
samplings is very thin. A sampling is called vacuous if Prob(∅) > 0.
Proposition 2. There are precisely two nonvacuous samplings which are both DU and NU: i)
the serial sampling and ii) the fully parallel sampling.
Proof. Assume Ŝ is nonvacuous, NU and DU. Since Ŝ is nonvacuous, Prob(Ŝ = ∅) = 0. Let
S ⊂ [n] be any set for which Prob(Ŝ = S) > 0. If 1 < |S| < n, then there exists S′ 6= S of
the same cardinality as S having a nonempty intersection with S. Since Ŝ is doubly uniform,
we must have Prob(Ŝ = S′) = Prob(Ŝ = S) > 0. However, this contradicts the fact that
Ŝ is non-overlapping. Hence, Ŝ can only generate sets of cardinalities 1 or n with positive
probability, but not both. One option leads to the fully parallel sampling, the other one leads
to the serial sampling.
3.5.2 Technical Results
For a given sampling Ŝ and i, j ∈ [n] we let
pij
def




The following simple result has several consequences which will be used throughout the chapter.
Lemma 7 (Sum over a random index set). Let ∅ 6= J ⊂ [n] and Ŝ be any sampling. If θi,











θi | |J ∩ Ŝ| = k
 = ∑
i∈J
Prob(i ∈ Ŝ | |J ∩ Ŝ| = k)θi, (3.13)
5Sum over an empty index set will, for convenience, be defined to be zero.







































The consequences are summarized in the next theorem and the discussion that follows.
Theorem 8. Let ∅ 6= J ⊂ [n] and Ŝ be an arbitrary sampling. Further, let a, h ∈ RN , w ∈ Rn+











































(i) + h(i)) + (1− pi)gi(x(i))
]
. (3.19)
Moreover, the matrix P
def
= (pij) is positive semidefinite.
Proof. Noting that |J ∩ Ŝ| =
∑
















































The above results hold for arbitrary samplings. Let us specialize them, in order of decreasing
generality, to uniform, doubly uniform and nice samplings.
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• Uniform samplings. If Ŝ is uniform, then from (3.15) using J = [n] we get
pi =
E[|Ŝ|]
n , i ∈ [n]. (3.20)

































• Doubly uniform samplings. Consider the case n > 1; the case n = 1 is trivial. For













Substituting (3.25) and (3.20) into (3.16) then gives6
E[|J ∩ Ŝ|2] = (|J |2 − |J |) E[|Ŝ|
2−|Ŝ|]
nmax{1,n−1} + |J |
E[|Ŝ|]
n . (3.26)
• Nice samplings. Finally, if Ŝ is τ -nice (and τ 6= 0), then E[|Ŝ|] = τ and E[|Ŝ|2] = τ2,
which used in (3.26) gives





Moreover, assume that Prob(|J ∩ Ŝ| = k) 6= 0 (this happens precisely when 0 ≤ k ≤ |J |
and k ≤ τ ≤ n− |J |+ k). Then for all i ∈ J ,











) = k|J | .
6The following formula holds also for the trivial case n = 1.
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3.6 Expected Separable Overapproximation
Recall that given xk, in PCDM1 the next iterate is the random vector xk+1 = xk + h[Ŝ] for a
particular choice of h ∈ RN . Further recall that in PCDM2,
xk+1 =

xk + h[Ŝ], if F (xk + h[Ŝ]) ≤ F (xk),
xk, otherwise,
again for a particular choice of h. While in Section 3.3 we mentioned how h is computed, i.e.,
that h is the minimizer of Hβ,w(x, ·) (see (3.4) and (3.5)), we did not explain why is h computed
this way. The reason for this is that the tools needed for this were not yet developed at that
point (as we will see, some results from Section 3.5 are needed). In this section we give an
answer to this why question.
Given xk ∈ RN , after one step of PCDM1 performed with update h we get E[F (xk+1) | xk] =
E[F (xk + h[Ŝ]) | xk]. On the the other hand, after one step of PCDM2 we have
E[F (xk+1) | xk] = E[min{F (xk + h[Ŝ]), F (xk)} | xk] ≤ min{E[F (xk + h[Ŝ]) | xk], F (xk)}.
So, for both PCDM1 and PCDM2 the following estimate holds,
E[F (xk+1) | xk] ≤ E[F (xk + h[Ŝ]) | xk]. (3.29)
A good choice for h to be used in the algorithms would be one minimizing the right hand side of
inequality (3.29). At the same time, we would like the minimization process to be decomposable
so that the updates h(i), i ∈ Ŝ, could be computed in parallel. However, the problem of
finding such h is intractable in general even if we do not require parallelizability. Instead,
we propose to construct/compute a “simple” separable overapproximation of the right-hand
side of (3.29). Since the overapproximation will be separable, parallelizability is guaranteed;
“simplicity” means that the updates h(i) can be computed easily (e.g., in closed form).
From now on we replace, for simplicity and w.l.o.g., the random vector xk by a fixed de-
terministic vector x ∈ RN . We can thus remove conditioning in (3.29) and instead study the
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≤ f(x) + E[|Ŝ|]n
(





we indeed find a simple separable overapproximation of E[F (x+ h[Ŝ])]:
E[F (x+ h[Ŝ])]
(1.1)
= E[f(x+ h[Ŝ]) + Ψ(x+ h[Ŝ])]
(3.30),(3.24)
≤ f(x) + E[|Ŝ|]n
(













F (x) + E[|Ŝ|]n Hβ,w(x, h), (3.31)
where we recall from (3.5) that Hβ,w(x, h) = f(x) + 〈∇f(x), h〉+ β2 ‖h‖
2
w + Ψ(x+ h).
That is, (3.31) says that the expected objective value after one parallel step of our methods,
if block i ∈ Ŝ is updated by h(i), is bounded above by a convex combination of F (x) and
Hβ,w(x, h). The natural choice of h is to set
h(x) = arg min
h∈RN
Hβ,w(x, h). (3.32)
Note that this is precisely the choice we make in our methods. Since Hβ,w(x, 0) = F (x), both
PCDM1 and PCDM2 are monotonic in expectation.
The above discussion leads to the following definition.
Definition 9 (Expected Separable Overapproximation (ESO)). Let β > 0, w ∈ Rn++ and let
Ŝ be a proper uniform sampling. We say that f : RN → R admits a (β,w)-ESO with respect
to Ŝ if inequality (3.30) holds for all x, h ∈ RN . For simplicity, we write (f, Ŝ) ∼ ESO(β,w).
A few remarks:
1. Inflation. If (f, Ŝ) ∼ ESO(β,w), then for β′ ≥ β and w′ ≥ w, (f, Ŝ) ∼ ESO(β′, w′).
2. Reshuffling. Since for any c > 0 we have ‖h‖2cw = c‖h‖2w, one can “shuffle” constants
between β and w as follows:
(f, Ŝ) ∼ ESO(cβ, w) ⇔ (f, Ŝ) ∼ ESO(β, cw), c > 0. (3.33)
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3. Strong convexity. If (f, Ŝ) ∼ ESO(β,w), then
β ≥ µf (W ). (3.34)
Indeed, it suffices to take expectation in (1.10) with y replaced by x+ h[Ŝ] and compare
the resulting inequality with (3.30) and using (3.22) and (3.23) (this gives β‖h‖2w ≥
µf (W )‖h‖2w, which must hold for all h).
Recall that Step 5 of PCDM2 was introduced so as to explicitly enforce monotonicity into
the method as in some situations, as we will see in Section 3.8, we can only analyze a monotonic
algorithm. However, sometimes even PCDM1 behaves monotonically (without enforcing this
behavior externally as in PCDM2). The following definition captures this.
Definition 10 (Monotonic ESO). Assume (f, Ŝ) ∼ ESO(β,w) and let h(x) be as in (3.32). We
say that the ESO is monotonic if F (x+(h(x))[Ŝ]) ≤ F (x), with probability 1, for all x ∈ domF .
3.6.1 Deterministic Separable Overapproximation (DSO) of Partially
Separable Functions
The following theorem will be useful in deriving ESO for uniform samplings (Section 3.7.1)
and nonoverlapping uniform samplings (Section 3.7.2). It will also be useful in establishing
monotonicity of some ESOs (Theorems 14 and 15).
Theorem 11 (DSO). Assume f is partially separable (i.e., it can be written in the form (3.1)).
Letting support(h)
def
= {i ∈ [n] : h(i) 6= 0}, for all x, h ∈ RN we have
f(x+ h) ≤ f(x) + 〈∇f(x), h〉+ maxJ∈J |J ∩ support(h)|
2
‖h‖2L. (3.35)
Proof. Let us fix x and define φ(h)
def
= f(x+ h)− f(x)− 〈∇f(x), h〉. Fixing h, we need to show
that φ(h) ≤ θ2‖h‖
2
L for θ = maxJ∈J θ
J , where θJ
def
= |J ∩ support(h)|. One can define functions





φJ(0) = 0, J ∈ J . (3.37)
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Note that (1.8) can be written as
φ(Uih
(i)) ≤ Li2 ‖h
(i)‖2(i), i = 1, 2, . . . , n. (3.38)

























The argument in the last expression can be written as a convex combination of 1 + θJ
vectors: the zero vector (with weight θ−θ
J
θ ) and the θ
J vectors {θUih(i) : i ∈ J ∩ support(h)}

































































Besides the usefulness of the above result in deriving ESO inequalities, it is interesting on
its own for the following reasons.
1. Block Lipschitz continuity of ∇f . The DSO inequality (3.35) is a generalization of
(1.8) since (1.8) can be recovered from (3.35) by choosing h with support(h) = {i} for
i ∈ [n].
2. Global Lipschitz continuity of ∇f . The DSO inequality also says that the gradient
of f is Lipschitz continuous with Lipschitz constant ω with respect to the norm ‖ · ‖L:
f(x+ h) ≤ f(x) + 〈∇f(x), h〉+ ω2 ‖h‖
2
L. (3.41)
Indeed, this follows from (3.35) via maxJ∈J |J ∩ support(h)| ≤ maxJ∈J |J | = ω. For
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ω = n this has been shown in [43]; our result for partially separable functions appears to
be new.
3. Tightness of the global Lipschitz constant. The Lipschitz constant ω is “tight” in the
following sense: there are functions for which ω cannot be replaced in (3.41) by any smaller
number. We will show this on a simple example. Let f(x) = 12‖Ax‖
2 with A ∈ Rm×n
(blocks are of size 1). Note that we can write f(x+ h) = f(x) + 〈∇f(x), h〉+ 12h
TATAh,
and that L = (L1, . . . , Ln) = diag(A
TA). Let D = Diag(L). We need to argue that there





= ω. Since we know that σ ≤ ω (otherwise (3.41)
would not hold), all we need to show is that there is A and h for which






2, where Aj is the j-th row of A, we assume that each row of A
has at most ω nonzeros (i.e., f is partially separable of degree ω). Let us pick A with the
following further properties: a) A is a 0-1 matrix, b) all rows of A have exactly ω ones,
c) all columns of A have exactly the same number (k) of ones. Immediate consequences:
Li = k for all i, D = kIn and ωm = kn. If we let em be the m× 1 vector of all ones and















establishing (3.42). Using similar techniques one can easily prove the following more
general result: Tightness also occurs for matrices A which in each row contain ω identical
nonzero elements (but which can vary from row to row).
3.6.2 ESO for a Convex Combination of Samplings
Let Ŝ1, Ŝ2, . . . , Ŝm be a collection of samplings and let q ∈ Rm be a probability vector. By∑








qjProb(Ŝj = S). (3.43)
This procedure allows us to build new samplings from existing ones. A natural interpretation
of Ŝ is that it arises from a two stage process as follows. Generating a set via Ŝ is equivalent
to first choosing j with probability qj , and then generating a set via Ŝj .
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Lemma 8. Let Ŝ1, Ŝ2, . . . , Ŝm be arbitrary samplings, q ∈ Rm a probability vector and κ :









(iii) Prob(i ∈ Ŝ) =
∑m
j=1 qjProb(i ∈ Ŝj), for any i = 1, 2, . . . , n,
(iv) If Ŝ1, . . . , Ŝm are uniform (resp. doubly uniform), so is Ŝ.





















Statement (ii) follows from (i) by choosing κ(S) = |S|, and (iii) follows from (i) by choosing κ
as follows: κ(S) = 1 if i ∈ S and κ(S) = 0 otherwise. Finally, if the samplings Ŝj are uniform,
from (3.20) we know that Prob(i ∈ Ŝj) = E[|Ŝj |]/n for all i and j. Plugging this into identity
(iii) shows that Prob(i ∈ Ŝ) is independent of i, which shows that Ŝ is uniform. Now assume















As the last expression depends on S via |S| only, Ŝ is doubly uniform.
Remarks:
1. If we fix S ⊂ [n] and define k(S′) = 1 if S′ = S and k(S′) = 0 otherwise, then statement
(i) of Lemma 8 reduces to (3.43).
2. All samplings arise as a combination of elementary samplings, i.e., samplings whose all
weight is on one set only. Indeed, let Ŝ be an arbitrary sampling. For all subsets Sj of [n]
define Ŝj by Prob(Ŝj = Sj) = 1 and let qj = Prob(Ŝ = Sj). Then clearly, Ŝ =
∑
j qjŜj .
3. All doubly uniform samplings arise as convex combinations of nice samplings.
Often it is easier to establish ESO for a simple class of samplings (e.g., nice samplings) and
then use it to obtain an ESO for a more complicated class (e.g., doubly uniform samplings as
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they arise as convex combinations of nice samplings). The following result is helpful in this
regard.
Theorem 12 (Convex Combination of Uniform Samplings). Let Ŝ1, . . . , Ŝm be uniform sam-



















j qjŜj is uniform and


















































































j qjE[|Ŝj |]βjwj . In the third step we have also used the fact that E[|Ŝ|] > 0 which
follows from the assumption that Ŝ is not nil.
3.6.3 ESO for a Conic Combination of Functions
We now establish an ESO for a conic combination of functions each of which is already equipped
with an ESO. It offers a complementary result to Theorem 12.
Theorem 13 (Conic Combination of Functions). If (fj , Ŝ) ∼ ESO(βj , wj) for j = 1, . . . ,m,
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Proof. Letting f =
∑



















































3.7 Expected Separable Overapproximation (ESO) of Partially
Separable Functions
Here we derive ESO inequalities for partially separable smooth functions f and (proper) uniform
(Section 3.7.1), nonoverlapping uniform (Section 3.7.2), nice (Section 3.7.3) and doubly uniform
(Section 3.7.4) samplings.
3.7.1 Uniform Samplings
Consider an arbitrary proper sampling Ŝ and let ν = (ν1, . . . , νn)










Prob(S) min{ω, |S|}, i ∈ [n].





≤ f(x) + 〈∇f(x), h〉p + 12‖h‖
2
pνL. (3.44)
Proof. Let us use Theorem 11 with h replaced by h[Ŝ]. Note that maxJ∈J |J ∩ support(h[Ŝ])| ≤
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The above lemma will now be used to establish ESO for arbitrary (proper) uniform sam-
plings.
Theorem 14. If Ŝ is proper and uniform, then
(f, Ŝ) ∼ ESO(1, ν  L). (3.47)
If, in addition, Prob(|Ŝ| = τ) = 1 (we say that Ŝ is τ -uniform), then
(f, Ŝ) ∼ ESO(min{ω, τ}, L). (3.48)
Moreover, ESO (3.48) is monotonic.
Proof. First, (3.47) follows from (3.44) since for a uniform sampling one has pi = E[|Ŝ|]/n for all
i. If Prob(|Ŝ| = τ) = 1, we get νi = min{ω, τ} for all i; (3.48) therefore follows from (3.47) and
(3.33). Let us now establish monotonicity. Using the deterministic separable overapproximation
(3.35) with h = h[Ŝ],




L + Ψ(x+ h[Ŝ])
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Now let h(x) = arg minhHβ,w(x, h) and recall that
Hβ,w(x, h) = f(x) + 〈∇f(x), h〉+ β2 ‖h‖
2














So, by definition, (h(x))(i) minimizes κi(t) and hence, (h(x))[Ŝ] (recall (1.19)) minimizes the
upper bound (3.50). In particular, (h(x))[Ŝ] is better than a nil update, which immediately





(i)) = F (x).
Besides establishing an ESO result, we have just shown that, in the case of τ -uniform
samplings with a conservative estimate for β, PCDM1 is monotonic, i.e., F (xk+1) ≤ F (xk). In
particular, PCDM1 and PCDM2 coincide. We call the estimate β = min{ω, τ} “conservative”
because it can be improved (made smaller) in special cases; e.g., for the τ -nice sampling. Indeed,
Theorem 16 establishes an ESO for the τ -nice sampling with the same w (w = L), but with
β = 1 + (ω−1)(τ−1)n−1 , which is better (and can be much better than) min{ω, τ}. Other things
equal, smaller β directly translates into better complexity. The price for the small β in the
case of the τ -nice sampling is the loss of monotonicity. This is not a problem for strongly
convex objective, but for merely convex objective this is an issue as the analysis techniques we
developed are only applicable to the monotonic method PCDM2 (see Theorem 18).
3.7.2 Nonoverlapping Uniform Samplings
Let Ŝ be a (proper) nonoverlapping uniform sampling as defined in (3.10). If i ∈ Sj , for some





|J ∩ Sj |, (3.51)
and let γ = (γ1, . . . , γn)
T .
Note that, for example, if Ŝ is the serial uniform sampling, then l = n and Sj = {j} for
j = 1, 2, . . . , l, whence γi = 1 for all i ∈ [n]. For the fully parallel sampling we have l = 1 and
S1 = {1, 2, . . . , n}, whence γi = ω for all i ∈ [n].
Theorem 15. If Ŝ is a nonoverlapping uniform sampling, then
(f, Ŝ) ∼ ESO(1, γ  L). (3.52)
Moreover, this ESO is monotonic.
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Proof. By Theorem 11, used with h replaced by h[Sj ] for j = 1, 2, . . . , l, we get























= f(x) + 1l













which establishes (3.52). It now only remains to establish monotonicity. Adding Ψ(x+ h[Ŝ]) to





From this point on the proof is identical to that in Theorem 14, following equation (3.49).
3.7.3 Nice Samplings
In this section we establish an ESO for nice samplings.
Theorem 16. If Ŝ is the τ -nice sampling and τ 6= 0, then
(f, Ŝ) ∼ ESO
(
1 +



















− f(x)− τn 〈∇f(x), h〉,










Let us now adopt the convention that expectation conditional on an event which happens with
probability 0 is equal to 0. Letting ηJ
def






























φJ(h[Ŝ]) | ηJ = k
]
.(3.56)
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Note that the last identity follows if we assume, without loss of generality, that all sets J
have the same cardinality ω (this can be achieved by introducing “dummy” dependencies).
Indeed, in such a case Prob(ηJ = k) does not depend on J . Now, for any k ≥ 1 for which
Prob(ηJ = k) > 0 (for some J and hence for all), using convexity of φ
J , we can now estimate
E
[

















































































































3.7.4 Doubly Uniform Samplings
We are now ready, using a bootstrapping argument, to formulate and prove a result covering
all doubly uniform samplings.
Theorem 17. If Ŝ is a (proper) doubly uniform sampling, then
(f, Ŝ) ∼ ESO
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This theorem could have alternatively been proved by writing Ŝ as a convex combination of
nice samplings and applying Theorem 12.
Note that Theorem 17 reduces to that of Theorem 16 in the special case of a nice sampling,
and gives the same result as Theorem 15 in the case of the serial and fully parallel samplings.
3.8 Iteration Complexity
In this section we prove two iteration complexity theorems7. The first result (Theorem 18) is
for non-strongly-convex F and covers PCDM2 with no restrictions and PCDM1 only in the
case when a monotonic ESO is used. The second result (Theorem 19) is for strongly convex F
and covers PCDM1 without any monotonicity restrictions.
Let us first establish two auxiliary results.
Lemma 10. For all x ∈ domF , Hβ,w(x, h(x)) ≤ miny∈RN {F (y) +
β−µf (W )








Hβ,w(x, y − x) = min
y∈RN






f(y)− µf (W )2 ‖y − x‖
2
w + Ψ(y) +
β
2 ‖y − x‖
2
w.
Lemma 11. (i) Let x∗ be an optimal solution of (1.1), x ∈ domF and let R = ‖x− x∗‖w.
Then







(F (x)− F ∗), if F (x)− F ∗ ≤ βR2,
1
2βR
2 < 12 (F (x)− F
∗), otherwise.
(3.60)
7The development is similar to that in Chapter 2 for the serial block coordinate descent method, in the
composite case. However, the results are vastly different.
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(ii) If µf (W ) + µΨ(W ) > 0 and β ≥ µf (W ), then for all x ∈ domF ,
Hβ,w(x, h(x))− F ∗ ≤
β − µf (W )
β + µΨ(W )
(F (x)− F ∗). (3.61)




















Minimizing the last expression in λ gives λ∗ = min
{
1, (F (x)− F ∗)/(βR2)
}
; the result follows.
Part (ii): Letting µf = µf (W ), µΨ = µΨ(W ) and λ





















≤ F (x)− λ∗(F (x)− F ∗).
The last inequality follows from the identity (µf + µΨ)(1− λ∗)− (β − µf )λ∗ = 0.
We could have formulated part (ii) of the above result using the weaker assumption µF (w) >
0, leading to a slightly stronger result. However, we prefer the above treatment as it gives more
insight.
3.8.1 Convex Case
Theorem 1 will be used to finish off the proof of the complexity result of this section. This theo-
rem was recently extended in [69] so as to aid the analysis of a serial coordinate descent method
with inexact updates, i.e., with h(x) chosen as an approximate rather than exact minimizer of
H1,L(x, ·) (see (3.4)). While in this chapter we deal with exact updates only, the results can be
extended to the inexact case.
Theorem 18. Assume that (f, Ŝ) ∼ ESO(β,w), where Ŝ is a proper uniform sampling, and





{‖x− x∗‖w : F (x) ≤ F (x0)} < +∞, (3.62)
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where x∗ is an optimal point of (1.1). Further, choose target confidence level 0 < ρ < 1, target
accuracy level ε > 0 and iteration counter K in any of the following two ways:
(i) ε < F (x0)− F ∗ and





































If {xk}, k ≥ 0, are the random iterates of PCDM (use PCDM1 if the ESO is monotonic,
otherwise use PCDM2), then Prob(F (xK)− F ∗ ≤ ε) ≥ 1− ρ.
Proof. Since either PCDM2 is used (which is monotonic) or otherwise the ESO is monotonic,
we must have F (xk) ≤ F (x0) for all k. In particular, in view of (3.62) this implies that
‖xk − x∗‖w ≤ Rw(x0, x∗). Letting ξk = F (xk)− F ∗, we have
E[ξk+1 | xk]
(3.31)
≤ (1− α)ξk + α(Hβ,w(xk, h(xk))− F ∗)
(3.60)






























∗), ξ0β }. Continuing with (3.65), we then get
E[ξk+1 | xk] ≤ (1− ξkc1 )ξk
for all k ≥ 0. Since ε < ξ0 < c1, it suffices to apply Theorem 1(i). Consider now case (ii) and





ε . Observe now that whenever ξk ≥ ε, from (3.65) we get E[ξk+1 | xk] ≤
(1− 1c2 )ξk. By assumption, c2 > 1, and hence it remains to apply Theorem 1(ii).
The important message of the above theorem is that the iteration complexity of our methods
in the convex case is O(βα
1
ε ). Note that for the serial method (PCDM1 used with Ŝ being the
serial sampling) we have α = 1n and β = 1 (see Table 3.4), and hence
β
α = n. It will be
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interesting to study the parallelization speedup factor defined by
parallelization speedup factor =
β
α of the serial method
β




α of a parallel method
. (3.66)
Table 3.5, computed from the data in Table 3.4, gives expressions for the parallelization
speedup factors for PCDM based on a DU sampling (expressions for 4 special cases are given
as well).


















Table 3.5: Convex F : Parallelization speedup factors for DU samplings. The factors below the
line are special cases of the general expression. Maximum speedup is naturally obtained by the
fully parallel sampling: nω .
The speedup of the serial sampling (i.e., of the algorithm based on it) is 1 as we are comparing
it to itself. On the other end of the spectrum is the fully parallel sampling with a speedup of
n
ω . If the degree of partial separability is small, then this factor will be high — especially so if
n is huge, which is the domain we are interested in. This provides an affirmative answer to the
research question stated in italics in the introduction.
Let us now look at the speedup factor in the case of a τ -nice sampling. Letting r =
ω−1




1 + r(τ − 1)
.
Note that as long as r ≤ k−1τ−1 ≈
k
τ , the speedup factor will be at least
τ
k . Also note that
max{1, τω} ≤ s(r) ≤ min{τ,
n
ω}. Finally, if a speedup of at least s is desired, where s ∈ [0,
n
ω ],
one needs to use at least 1−r1/s−r processors. For illustration, in Figure 3.1 we plotted s(r) for a
few values of τ . Note that for small values of τ , the speedup is significant and can be as large as
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the number of processors (in the separable case). We wish to stress that in many applications
ω will be a constant independent of n, which means that r will indeed be very small in the
huge-scale optimization setting.
Figure 3.1: Parallelization speedup factor of PCDM1/PCDM2 used with τ -nice sampling as a
function of the normalized/relative degree of partial separability r.
3.8.2 Strongly Convex Case
In this section we assume that F is strongly convex with respect to the norm ‖ · ‖w and show
that F (xk) converges to F
∗ linearly, with high probability.
Theorem 19. Assume F is strongly convex with µf (W ) + µΨ(W ) > 0. Further, assume
(f, Ŝ) ∼ ESO(β,w), where Ŝ is a proper uniform sampling and let α = E[|Ŝ|]n . Choose initial




β + µΨ(W )
µf (W ) + µΨ(W )
log
(




If {xk} are the random points generated by PCDM1 or PCDM2, then Prob(F (xK) − F ∗ ≤
ε) ≥ 1− ρ.
Proof. Letting ξk = F (xk)− F ∗, we have
E[ξk+1 | xk]
(3.31)
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Note that 0 < γ ≤ 1 since 0 < α ≤ 1 and β ≥ µf (W ) by (3.34). By taking expectation in xk,
we obtain E[ξk] ≤ (1− γ)kξ0. Finally, it remains to use Markov inequality:








Instead of doing a direct calculation, we could have finished the proof of Theorem 19 by
applying Lemma 1(ii) to the inequality E[ξk+1 | xk] ≤ (1−γ)ξk. However, in order to be able to
use Lemma 1, we would have to first establish monotonicity of the sequence {ξk}, k ≥ 0. This
is not necessary using the direct approach of Theorem 19. Hence, in the strongly convex case
we can analyze PCDM1 and are not forced to resort to PCDM2. Consider now the following
situations:
1. µf (W ) = 0. Then the leading term in (3.67) is
1+β/µΨ(W )
α .
2. µΨ(W ) = 0. Then the leading term in (3.67) is
β/µf (W )
α .
3. µΨ(W ) is “large enough”. Then
β+µΨ(w)
µf (W )+µΨ(w)
≈ 1 and the leading term in (3.67) is 1α .
In a similar way as in the non-strongly convex case, define the parallelization speedup factor as
the ratio of the leading term in (3.67) for the serial method (which has α = 1n and β = 1) and
the leading term for a parallel method:
parallelization speedup factor =










First, note that the speedup factor is independent of µf . Further, note that as µΨ(W )→ 0,
the speedup factor approaches the factor we obtained in the non-strongly convex case (see (3.66)
and also Table 3.5). That is, for large values of µΨ(W ), the speedup factor is approximately
equal αn = E[|Ŝ|], which is the average number of blocks updated in a single parallel iteration.
Note that this quantity does not depend on the degree of partial separability of f .
3.9 Optimal Probabilities in the Smooth Case
In this section we consider smooth version of (1.1), i.e. with Ψ ≡ 0 and f(x) is convex and
differentiable. We propose a new algorithm, and call it ‘NSync (Nonuniform SYNchronous
Coordinate descent).
In ‘NSync, we first assign a probability pS ≥ 0 to every subset S of [n], with
∑
S pS = 1,
and pick stepsize parameters wi > 0, i = 1, 2, . . . , n. At every iteration, a random set Ŝ is
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Algorithm 3.3 ‘NSync: Nonuniform SYNchronous Coordinate descent
Input: Initial point x0 ∈ Rn, subset probabilities {pS} and stepsize parameters w1, . . . , wn >
0
for k = 0, 1, 2, . . . do
Select a random set of coordinates Ŝ ⊆ {1, . . . , n} such that Prob(Ŝ = S) = pS







generated, independently from previous iterations, following the law Prob(Ŝ = S) = pS , and
then coordinates i ∈ Ŝ are updated in parallel by moving in the direction of the negative partial
derivative with stepsize 1/wi. The updates are synchronized: no processor/thread is allowed to
proceed before all updates are applied, generating the new iterate xk+1. We specifically study
samplings Ŝ which are non-uniform in the sense that pi
def
= Prob(i ∈ Ŝ) =
∑
S:i∈S pS is allowed
to vary with i. By ∇if(x) we mean 〈∇f(x), ei〉, where ei ∈ Rn is the i-th unit coordinate
vector. Let us remark that to the best of our knowledge, ‘NSync is the first nonuniform parallel
coordinate descent method.
3.9.1 Analysis
Our analysis of ‘NSync is based on two assumptions. The first assumption generalizes the ESO
concept introduced in Section 3.6 and later used in [66, 68, 17, 15, 55] to nonuniform samplings.
The second assumption requires that f be strongly convex.
Assumption 1 (Nonuniform ESO: Expected Separable Overapproximation). Assume p =
(p1, . . . , pn)
T > 0 and that for some positive vector w ∈ Rn and all x, h ∈ Rn,





Inequalities of the type (3.69), in the uniform case (pi = pj for all i, j), were studied in Chapter
3 and in [54, 66, 17, 55].
Assumption 2 (Strong convexity). We assume that f is γ-strongly convex with respect to the
norm ‖ · ‖v, where v = (v1, . . . , vn)T > 0 and γ > 0. That is, we require that for all x, h ∈ Rn,
f(x+ h) ≥ f(x) + 〈∇f(x), h〉+ γ2 ‖h‖
2
v. (3.70)
We can now establish a bound on the number of iterations sufficient for ‘NSync to approxi-
mately solve (1.1) with high probability.
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Theorem 20. Let Assumptions 1 and 2 be satisfied. Choose x0 ∈ Rn, 0 < ε < f(x0)− f∗ and
0 < ρ < 1, where f∗
def








If {xk} are the random iterates generated by ‘NSync, then





⇒ Prob(f(xK)− f∗ ≤ ε) ≥ 1− ρ. (3.72)






Proof. We first claim that f is µ-strongly convex with respect to the norm ‖ · ‖wp−1 , i.e.,





= γ/Λ. Indeed, this follows by comparing (3.70) and (3.73) in the light of (3.71). Let





〈∇f(x), h′〉+ µ2 ‖h





= −(Diag(w))−1∇f(xk). Then xk+1 = xk + (hk)[Ŝ], and utilizing Assumption 1, we get
E[f(xk+1) | xk] = E[f(xk + (hk)[Ŝ])]
(3.69)







≤ f(xk)− µ(f(xk)− f∗). (3.76)
Taking expectations in the last inequality and rearranging the terms, we obtain E[f(xk+1) −
f∗] ≤ (1 − µ)E[f(xk) − f∗] ≤ (1 − µ)k+1(f(x0) − f∗). Using this, Markov inequality, and the
definition of K, we finally get Prob(f(xK) − f∗ ≥ ε) ≤ E[f(xK) − f∗]/ε ≤ (1 − µ)K(f(x0) −
f∗)/ε ≤ ρ. Let us now establish the last claim. First, note that (see [54, Sec 3.2] for more












S pS |S| = E[|Ŝ|]. (3.77)
Letting ∆
def
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where the last equality follows since optimal p′i is proportional to vi/wi.
Theorem 20 is generic in the sense that we do not say when Assumptions 1 and 2 are
satisfied, how should one go about to choose the stepsizes w and probabilities {pS}. In the next
section we address these issues. On the other hand, this abstract setting allowed us to write a
brief complexity proof.
Change of variables. Consider the change of variables y = Diag(d)x, where d > 0.
Defining fd(y)
def
= f(x), we get ∇fd(y) = (Diag(d))−1∇f(x). It can be seen that (3.69), (3.70)
can equivalently be written in terms of fd, with w replaced by wd
def
= w  d−2 and v replaced
by vd
def
= v  d−2. By choosing di =
√
vi, we obtain v
d
i = 1 for all i, recovering standard strong
convexity.
3.9.2 Nonuniform Samplings and ESO
Consider now problem (1.1) with f of the form
f(x)
def
= φ(x) + γ2 ‖x‖
2
v, (3.78)
where v > 0. Note that Assumption 2 is satisfied. We further make the following two assump-
tions.
Assumption 3 (Smoothness). φ has Lipschitz continuous gradient with respect to the coor-
dinates, with positive constants L1, . . . , Ln. That is, |∇iφ(x) − ∇iφ(x + tei)| ≤ Li|t| for all
x ∈ Rn and t ∈ R.
Assumption 4 (Partial separability). φ(x) is partially separable of degree ω.
Nonuniform sampling. Instead of considering the general case of arbitrary pS assigned to
all subsets of [n], here we consider a special kind of sampling having two advantages:
1. sets can be generated easily,
2. it leads to larger stepsizes 1/wi and hence improved convergence rate (see Theorem 20
and Theorem 21).
Fix τ ∈ [n] and c ≥ 1 and let S1, . . . , Sc be a collection of (possibly overlapping) subsets of
[n] such that |Sj | ≥ τ for all j and ∪cj=1Sj = [n]. Moreover, let q = (q1, . . . , qc) > 0 be a
probability vector. Let Ŝj be τ -nice sampling from Sj ; that is, Ŝj picks subsets of Sj having
cardinality τ , uniformly at random. We assume these samplings are independent. Now, Ŝ is
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generated as follows. We first pick j ∈ {1, . . . , c} with probability qj , and then draw Ŝj . Note
that we do not need to compute the quantities pS , S ⊆ [n], to execute ‘NSync. In fact, it is
much easier to implement the sampling via the two-tier procedure explained above. Sampling
Ŝ is a nonuniform variant of the τ -nice sampling studied in Section 3.7.3, which here arises as






|Sj |δij > 0, i ∈ [n], (3.79)
where δij = 1 if i ∈ Sj , and 0 otherwise.
Theorem 21. Let Assumptions 3 and 4 be satisfied, and let Ŝ be the sampling described above.














, i ∈ [n], (3.80)
where ωj
def
= maxJ∈J |J ∩ Sj | ≤ ω.
Proof. Since f is separable of degree ω, so is φ (because 12‖x‖
2
v is separable). Now,
E[f(x+ h[Ŝ])] = E[E[f(x+ h[Ŝj ]) | j]] =
∑c





f(x) + τ|Sj |
(









where the last inequality follows from the ESO for τ -nice samplings established in Theorem 16.
The claim now follows by comparing the above expression and (3.69).
3.9.3 Optimal Probabilities
Observe that the formula (3.80) can be used to design a sampling (characterized by the sets Sj
and probabilities qj) that maximizes µ, which in view of Theorem 20 optimizes the convergence
rate of the method.
Serial setting. Consider the serial version of ‘NSync (Prob(|Ŝ| = 1) = 1). We can model
this via c = n, with Si = {i} and pi = qi for all i ∈ [n]. In this case, using (3.79) and (3.80), we
get wi = w
∗
i = Li + vi. Minimizing Λ in (3.71) over the probability vector p gives the optimal















8Note, that in general non-uniform sampling one can sample sets with different cardinality, whereas in our
special nonuniform sampling, every sampled set S has cardinality τ .
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respectively. Note that the uniform sampling, pi = 1/n for all i, leads to ΛUS
def
= n +
nmaxj Lj/vj (we call this the uniform serial method), which can be much larger than ΛOS .
Moreover, under the change of variables y = Diag(d)x, the gradient of fd(y)
def
= f(Diag(d−1)y)
has coordinate Lipschitz constants Ldi = Li/d
2





Hence, the condition numbers Li/vi can not be improved via such a change of variables.
Optimal serial method can be faster than the fully parallel method. To model the
fully parallel setting (i.e., the variant of ‘NSync updating all coordinates at every iteration),
we can set c = 1 and τ = n, which yields ΛFP = ω + ωmaxj Lj/vj . Since ω ≤ n, it is clear
that ΛUS ≥ ΛFP . However, for large enough ω it will be the case that ΛFP ≥ ΛOS , implying,
surprisingly, that the optimal serial method can be faster than the fully parallel method.









Consider running ‘NSync with stepsizes wi = θ(Li + vi) (note that wi ≥ w∗i , so we are fine).













The probability vector q minimizing this quantity can be computed by solving a linear program




α subject to α ≤ (bi)T q for all i, q ≥ 0,
∑
j qj = 1
}
,




In Section 3.10.1 we present preliminary but very encouraging results showing that PCDM1
run on a system with 24 cores can solve huge-scale partially-separable LASSO problems with
a billion variables in 2 hours, compared with 41 hours on a single core. In Section 3.10.2 we
demonstrate that our analysis is in some sense tight. In particular, we show that the speedup
predicted by the theory can be matched almost exactly by actual wall time speedup for a
particular problem. Finally, in Section 3.10.5 we show a benefit of optimal probabilities.
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3.10.1 A LASSO Problem with 1 Billion Variables
In this experiment we solve a single randomly generated huge-scale LASSO instance, i.e., (1.1)
with
f(x) = 12‖Ax− b‖
2
2, Ψ(x) = ‖x‖1,
where A = [a1, . . . , an] has 2× 109 rows and N = n = 109 columns. We generated the problem
using a modified primal-dual generator [53] enabling us to choose the optimal solution x∗ (and
hence, indirectly, F ∗) and thus to control its cardinality ‖x∗‖0, as well as the sparsity level of
A. In particular, we made the following choices: ‖x∗‖0 = 105, each column of A has exactly 20
nonzeros and the maximum cardinality of a row of A is ω = 35 (the degree of partial separability
of f). The histogram of cardinalities is displayed in Figure 3.2.














Figure 3.2: Histogram of the cardinalities of the rows of A.
We solved the problem using PCDM1 with τ -nice sampling Ŝ, β = 1 + (ω−1)(τ−1)n−1 and
w = L = (‖a1‖22, · · · , ‖an‖22), for τ = 1, 2, 4, 8, 16, 24, on a single large-memory computer
utilizing τ of its 24 cores. The problem description took around 350GB of memory space. In
fact, in our implementation we departed from the just described setup in two ways. First, we
implemented an asynchronous9 version of the method; i.e., one in which cores do not wait for
others to update the current iterate within an iteration before reading xk+1 and proceeding
to another update step. Instead, each core reads the current iterate whenever it is ready with
the previous update step and applies the new update as soon as it is computed. Second, as
mentioned in Section 3.5, the τ -independent sampling is for τ  n a very good approximation of
the τ -nice sampling. We therefore allowed each processor to pick a block uniformly at random,
independently from the other processors.
9We have used shared memory parallelization using OpenMP. The asynchronicity is assumed in such a
sense that no thread synchronization is performed at any point. We have used atomic operations to avoid race
conditions.



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 3.6: A LASSO problem with 109 variables solved by PCDM1 with τ = 1, 2, 4, 8, 16 and
24.
Choice of the first column of Table 3.6. In Table 3.6 we show the development of the
gap F (xk) − F ∗ as well as the elapsed time. The choice and meaning of the first column of
the table, τkn , needs some commentary. Note that exactly τk coordinate updates are performed
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after k iterations. Hence, the first column denotes the total number of coordinate updates
normalized by the number of coordinates n. As an example, let τ1 = 1 and τ2 = 24. Then if
the serial method is run for k1 = 24 iterations and the parallel one for k2 = 1 iteration, both
methods would have updated the same number (τ1k1 = τ2k2 = 24) of coordinates; that is, they
would “be” in the same row of Table 3.6. In summary, each row of the table represents, in the
sense described above, the “same amount of work done” for each choice of τ .
Progress to solving the problem. One can conjecture that the above meaning of the
phrase “same amount of work done” would perhaps be roughly equivalent to a different one:
“same progress to solving the problem”. Indeed, it turns out, as can be seen from the table and
also from Figure 3.3(a), that in each row for all algorithms the value of F (xk)− F ∗ is roughly
of the same order of magnitude. This is not a trivial finding since, with increasing τ , older
information is used to update the coordinates, and hence one would expect that convergence
would be slower. It does seem to be slower—the gap F (xk) − F ∗ is generally higher if more
processors are used—but the slowdown is limited. Looking at Table 3.6 and/or Figure 3.3(a),
we see that for all choices of τ , PCDM1 managed to push the gap below 10−13 after 34n to 37n
coordinate updates.
The progress to solving the problem during the final 1 billion coordinate updates (i.e., when
moving from the last-but-one to the last nonempty line in each of the columns of Table 3.6
showing F (xk) − F ∗ ) is remarkable. The method managed to push the optimality gap by
9-12 degrees of magnitude. We do not have an explanation for this phenomenon; we do not
give local convergence estimates in this chapter. It is certainly the case though that once the
method managed to find the nonzero places of x∗, fast local convergence comes in.
Parallelization speedup. Since a parallel method utilizing τ cores manages to do the
same number of coordinate updates as the serial one τ times faster, a direct consequence of
the above observation is that doubling the number of cores corresponds to roughly halving the
number of iterations (see Figure 3.3(b). This is due to the fact that ω  n and τ  n. It
turns out that the number of iterations is an excellent predictor of wall time; this can be seen
by comparing Figures 3.3(b) and 3.3(c). Finally, it follows from the above, and can be seen in
Figure 3.3(d), that the speedup of PCDM1 utilizing τ cores is roughly equal to τ . Note that
this is caused by the fact that the problem is, relative to its dimension, partially separable to
a very high degree.
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(a) For each τ , PCDM1 needs roughly the same
number of coordinate updates to solve the problem.
























(b) Doubling the number of cores corresponds to
roughly halving the number of iterations.
























(c) Doubling the number of cores corresponds to
roughly halving the wall time.
























(d) Parallelization speedup is essentially equal to
the number of cores.
Figure 3.3: Four computational insights into the workings of PCDM1.
3.10.2 Theory Versus Reality
In our second experiment we demonstrate numerically that our parallelization speedup estimates
are in some sense tight. For this purpose it is not necessary to reach for complicated problems
and high dimensions; we hence minimize the function 12‖Ax− b‖
2
2 with A ∈ R3000×1000. Matrix
A was generated so that its every row contains exactly ω non-zero values all of which are equal
(recall the construction in point 3 at the end of Section 3.6.1).
We generated 4 matrices with ω = 5, 10, 50 and 100 and measured the number of iterations
needed for PCDM1 used with τ -nice sampling to get within ε = 10−6 of the optimal value. The
experiment was done for a range of values of τ (between 1 core and 1000 cores).
The solid lines in Figure 3.4 present the theoretical speedup factor for the τ -nice sampling,
as presented in Table 3.5. The markers in each case correspond to empirical speedup factor
defined as


























Figure 3.4: Theoretical speedup factor predicts the actual speedup almost exactly for a carefully
constructed problem.
# of iterations till ε-solution is found by PCDM1 used with serial sampling
# of iterations till ε-solution is found by PCDM1 used with τ -nice sampling
.
As can be seen in Figure 3.4, the match between theoretical prediction and reality is remark-
able! A partial explanation of this phenomenon lies in the fact that we have carefully designed
the problem so as to ensure that the degree of partial separability is equal to the Lipschitz
constant σ of ∇f (i.e., that it is not a gross overestimation of it; see Section 3.6.1). This fact
is useful since it is possible to prove complexity results with ω replaced by σ. However, this
answer is far from satisfying, and a deeper understanding of the phenomenon remains an open
problem.
3.10.3 Training Linear SVMs with Bad Data for PCDM
In this experiment we test PCDM on the problem of training a linear Support Vector Machine
(SVM) based on n labeled training examples: (yi, Ai) ∈ {+1,−1} × RN , i = 1, 2, . . . , n. In































where Z ∈ Rn×n with Zii = yiyj〈Ai, Aj〉. It is a standard practice to apply serial coordinate
descent to the dual. Here we apply parallel coordinate descent (PCDM; with τ -nice sampling
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of coordinates) to the dual; i.e., minimize the convex function f subject to box constraints. In
this setting all blocks are of size Ni = 1. The dual can be written in the form (1.1), i.e.,
min
x∈Rn
{F (x) = f(x) + Ψ(x)},
where Ψ(x) = 0 whenever x(i) ∈ [0, 1] for all i = 1, 2, . . . , n, and Ψ(x) = +∞ otherwise.
We consider the rcv1.binary dataset10. The training data has n = 677, 399 examples,
d = 47, 236 features, 49, 556, 258 nonzero elements and requires cca 1GB of RAM for storage.
Hence, this is a small-scale problem. The degree of partial separability of f is ω = 291, 516 (i.e.,
the maximum number of examples sharing a given feature). This is a very large number relative
to n, and hence our theory would predict rather bad behavior for PCDM. We use PCDM1 with
τ -nice sampling ( approximating it by τ -independent sampling for added efficiency) with β
following Theorem 16: β = 1 + (τ−1)(ω−1)n−1 .
The results of our experiments are summarized in Figure 3.5. Each column corresponds to
a different level of regularization: λ ∈ {1, 10−3, 10−5}. The rows show the 1) duality gap, 2)
dual suboptimality, 3) train error and 4) test error; each for 1,4 and 16 processors (τ = 1, 4, 16).
Observe that the plots in the first two rows are nearly identical; which means that the method
is able to solve the primal problem at about the same speed as it can solve the dual problem.
Observe also that in all cases, duality gap of around 0.01 is sufficient for training as training
error (classification performance of the SVM on the train data) does not decrease further after
this point. Also observe the effect of λ on training accuracy: accuracy increases from about 92%
for λ = 1, through 95.3% for λ = 10−3 to above 97.8% with λ = 10−5. In our case, choosing
smaller λ does not lead to overfitting; the test error on test dataset (# features =677,399, #
examples = 20,242) increases as λ decreases, quickly reaching about 95% (after 2 seconds of
training) for λ = 0.001 and for the smallest λ going beyond 97%.
Note that PCDM with τ = 16 is about 2.5× faster than PCDM with τ = 1. This is much
less than linear speedup, but is fully in line with our theoretical predictions. Indeed, for τ = 16
we get β = 7.46. Consulting Table 3.5, we see that the theory says that with τ = 16 processors
we should expect the parallelization speedup to be PSF = τ/β = 2.15.
10http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html#rcv1.binary
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λ = 1 λ = 0.001 λ = 0.00001









































































































































































































































































































































Figure 3.5: The performance of PCDM on the rcv1 dataset (this dataset is not good for the
method).
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3.10.4 L2-regularized Logistic Regression with Good Data for PCDM
In our last experiment we solve a problem of the form (1.1) with f being a sum of logistic losses








j x) + λ‖x‖22
 ,
where (yj , Aj) ∈ {+1,−1} × Rn, j = 1, 2, . . . , d, are labeled examples.
We have used the the KDDB dataset from the same source as the rcv1.binary dataset
considered in the previous experiment. The data contains n = 29, 890, 095 features and is
divided into two parts: a training set with d = 19, 264, 097 examples (and 566, 345, 888 nonzeros;
cca 8.5 GB) and a testing with d = 748, 401 examples (and 21, 965, 075 nonzeros; cca 0.32 GB).
This training dataset is good for PCDM as each example depends on at most 75 features.
That is, ω = 75, which is much smaller than n. As before, we will use PCDM1 with τ -nice
sampling (approximated by τ -independent sampling) for τ = 1, 2, 4, 8 and set λ = 1.
Figure 3.6 depicts the evolution of the regularized loss F (xk) throughout the run of the
4 versions of PCDM (starting with x0 for which F (x0) = 13, 352, 855). Each marker corre-
sponds to approximately n/3 coordinate updates (n coordinate updates will be referred to as
an “epoch”). Observe that as more processors are used, it takes less time to achieve any given
level of loss; nearly in exact proportion to the increase in the number of processors.













Figure 3.6: PCDM accelerates well with more processors on a dataset with small ω.
Table 3.7 offers an alternative view of the same experiment. In the first 4 columns (F (x0)/F (xk))
we can see that no matter how many processors are used, the methods produce similar loss
values after working through the same number of coordinates. However, since the method uti-
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Figure 3.7: Comparison of uniform vs. optimal serial (left) and optimal serial vs. fully parallel
(right).
lizing τ = 8 processors updates 8 coordinates in parallel, it does the job approximately 8 times
faster. Indeed, we can see this speedup in the table.
Let us remark that the training and testing accuracy stopped increasing after having trained
the classifier for 1 epoch; they were 86.07% and 88.77%, respectively. This is in agreement with
the common wisdom in machine learning that training beyond a single pass through the data
rarely improves testing accuracy (as it may lead to overfitting). This is also the reason behind
the success of light-touch methods, such as coordinate descent and stochastic gradient descent,
in machine learning applications.
F (x0)/F (xk) time
Epoch τ = 1 τ = 2 τ = 4 τ = 8 τ = 1 τ = 2 τ = 4 τ = 8
1 3.96490 3.93909 3.94578 3.99407 17.83 9.57 5.20 2.78
2 5.73498 5.72452 5.74053 5.74427 73.00 39.77 21.11 11.54
3 6.12115 6.11850 6.12106 6.12488 127.35 70.13 37.03 20.29
Table 3.7: PCDM accelerates linearly in τ on a good dataset.
3.10.5 Optimal Probabilities
We now conduct 2 preliminary small scale experiments to illustrate the theory (Theorem 20);
the results are depicted below. All experiments are with problems of the form (3.78) with
φ = 12‖Ax− b‖
2.
In Figure 3.7 left plot we chose A ∈ R2×30, γ = 1, v1 = 0.05, vi = 1 for i 6= 1 and
Li = 1 for all i. We compare the US method (pi = 1/n, blue) with the OS method (pi given
by (3.83), red). The dashed lines show 95% confidence intervals (we run the methods 100
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times, the line in the middle is the average behavior). While OS can be faster, it is sensitive
to over/under-estimation of the constants Li, vi. In the right plot we show that a nonuniform
serial (NS) method can be faster than the fully parallel (FP) variant (we have chosen m = 8,
n = 10 and 3 values of ω). On the horizontal axis we display the number of epochs, where 1
epoch corresponds to updating n coordinates (for FP this is a single iteration, whereas for NS
it corresponds to n iterations).
4
Distributed Coordinate Descent Method
There is a computer disease that
anybody who works with
computers knows about. It’s a
very serious disease and it
interferes completely with the
work. The trouble with
computers is that you ’play’ with
them!
— Richard P. Feynman
(1918-1988)
It is clear that in order to utilize modern shared-memory parallel computers, more coordi-
nates should be updated at each iteration. One way to approach this is via partitioning the
coordinates into blocks, and operating on a single randomly chosen block at a time, utilizing
parallel linear algebra libraries. This approach was pioneered by [43] for smooth losses, and was
extended to regularized problems in [53]. Another popular approach involves working with a
random subset of coordinates [5]. These approaches can be combined, and theory was developed
for methods that update a random subset of blocks of coordinates at a time [54, 17]. Further
recent works on parallel coordinate descent include [52, 33, 15, 68, 62, 38, 3].
However, none of these methods are directly scalable to problems of sizes so large that
a single computer is unable to store the data describing the instance, or is unable to do so
efficiently (e.g., in memory). In a big data scenario of this type, it is imperative to split
the data across several nodes (computers) of a cluster, and design efficient methods for this
memory-distributed setting.
Hydra. In this work we design and analyze the first distributed coordinate descent method:
Hydra: HYbriD cooRdinAte descent. The method is “hybrid” in the sense that it uses paral-
lelism at two levels: i) across a number of nodes in a cluster and ii) utilizing the parallel
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processing power of individual nodes1.
Assume we have c nodes (computers) available, each with parallel processing power. In
Hydra, we initially partition the coordinates {1, 2, . . . , N} into c sets, P1, . . . ,Pc, and assign each
set to a single computer. For simplicity, we assume that the partition is balanced: |Pk| = |Pl|
for all k, l. Each computer owns the coordinates belonging to its partition for the duration of
the iterative process. Also, these coordinates are stored locally. The data matrix describing the
problem is partitioned in such a way that all data describing features belonging to Pl is stored
at computer l. Now, at each iteration, each computer, independently from the others, chooses
a random subset of τ coordinates from those they own, and computes and applies updates to
these coordinates. Hence, once all computers are done, cτ coordinates will have been updated.
The resulting vector, stored as c vectors of size s = N/c each, in a distributed way, is the new
iterate. This process is repeated until convergence. It is important that the computations are
done locally on each node, with minimum communication overhead. We comment on this and
further details in the text.
The main insight. We show that the parallelization potential of Hydra, that is, its ability
to accelerate as τ is increased, depends on two data-dependent quantities: i) the spectral norm
of the data (σ) and ii) a partition-induced norm of the data (σ′). The first quantity completely
describes the behavior of the method in the c = 1 case. If σ is small, then utilization of more
processors (i.e., increasing τ) leads to nearly linear speedup. If σ is large, speedup may be
negligible, or there may be no speedup whatsoever. Hence, the size of σ suggests whether it is
worth to use more processors or not. The second quantity, σ′, characterizes the effect of the
initial partition on the algorithm, and as such is relevant in the c > 1 case. Partitions with
small σ′ are preferable. We show that, surprisingly, that as long as τ ≥ 2, the effect of a bad
partitioning is that it most doubles the number of iterations of Hydra. Hence, data partitioning
can be used to optimize for different aspects of the method, such as reducing communication
complexity, if needed.
For all of these quantities we derive easily computable and interpretable estimates (ω for σ
and ω′ for σ′), which may be used by practitioners to gauge, a-priori, whether their problem
of interest is likely to be a good fit for Hydra or not. We show that for strongly convex
losses, Hydra outputs an ε-accurate solution with probability at least 1 − ρ after Nβcτµ log(
1
ερ )
iterations (we ignore some small details here), where a single iteration corresponds to changing
of τ coordinates by each of the c nodes; β is a stepsize parameter and µ is a strong convexity
constant.
1We like to think of each node of the cluster as one of the many heads of the mythological Hydra.
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Outline. In Section 4.1 we describe the structure of the optimization problem we consider
in this chapter and state assumptions. We then proceed to Section 4.1, in which we describe the
method. In Section 4.2 we prove bounds on the number of iterations sufficient for Hydra to find
an approximate solution with arbitrarily high probability. A discussion of various aspects of our
results, as well as a comparison with existing work, can be found in Section 4.3. Implementation
details of our distributed communication protocol are laid out in Section 4.4. Finally, we
comment on our computational experiments with a big data (3TB matrix) L1 regularized least-
squares instance in Section 4.5.
4.1 The Algorithm
We study the problem (1.1), with a modified assumption on f defined below.
Function f . We assume that there exists a positive definite matrix M ∈ RN×N such that for
all x, h ∈ RN ,
f(x+ h) ≤ f(x) + (∇f(x))Th+ 12h
TMh, (4.1)
and write M = ATA, where A is some m-by-N matrix and m > N .
Example. These assumptions are natural satisfied in many popular problems. A typical loss




L(x,Aj , yj), (4.2)
where A ∈ Rm×N is a matrix encoding m examples with N features, Aj denotes j-th row of
A, L is some loss function acting on a single example and y ∈ Rm is a vector of labels. For
instance, in the case of the three losses ` in Table 3.1, assumption (4.1) holds with M = ATA
for SL and HL, and M = 14A
TA for LL [5].
We consider a setup with c computers (nodes) and first partition theN coordinates (features)
into c sets P1, . . . ,Pc of equal cardinality, s
def
= N/c, and assign set Pl to node l. Hydra is
described in Algorithm 4.1. Hydra’s convergence rate depends on the partition; we comment
on this later in Sections 4.2 and 4.3. Here we simply assume that we work with a fixed partition.
We now comment on the steps.
Step 4. Here we are just establishing a way of labeling the iterates. Starting with xk, all c
computers modify cτ entries of xk in total, in a distributed way, and the result is called xk+1.
No computer is allowed to proceed before all computers are done with computing their updates.
The resulting vector, xk+1, is the new iterate. Note that, due to this, our method is inherently
CHAPTER 4. DISTRIBUTED COORDINATE DESCENT METHOD 96
Algorithm 4.1 Hydra (HYbriD cooRdinAte descent)
1: Input: x0 ∈ RN , {P1, . . . ,Pc}, β > 0, τ
2: set k ← 0
3: for k = 0, 1, 2, . . . do
4: xk+1 ← xk
5: for computer l ∈ {1, . . . , c} in parallel do
6: pick a random set of coordinates Ŝl ⊆ Pl , |Ŝl| = τ
7: for i ∈ Ŝl in parallel do
8: compute update: h
(i)
















synchronous. In practice, a carefully designed asynchronous implementation will be faster, and
our experiments in Section 4.5 are done with such an implementation.
Steps 5–6. At every iteration, each of the c computers picks a random subset of τ features
from those that it owns, uniformly at random, independently of the choice of the other com-
puters. Let Ŝl denote the set picked by node l . More formally, we require that i) Ŝl ⊆ Pl,
ii) Prob(|Ŝl| = τ) = 1, where 1 ≤ τ ≤ s, and that iii) all subsets of Pl of cardinality τ are
chosen equally likely. In summary, at every iteration of the method, features belonging to the
random set Ŝ
def
= ∪cl=1Ŝl are updated. Note that Ŝ has size cτ , but that, as a sampling from
the set {1, 2, . . . , N}, it does not choose all cardinality cτ subsets of {1, 2, . . . , N} with equal
probability. Hence, the analysis of parallel coordinate descent methods of [54] does not apply.
We will say that Ŝ is a τ -distributed sampling with respect to the partition {P1, . . . ,Pc}.
Step 7. Once computer l has chosen its set of τ coordinates to work on in Step 5, it will in
parallel compute (Step 8) and apply (Step 9) updates to them.
Step 8. This is a critical step where updates to coordinates i ∈ Ŝl are computed. Notice
that the formula is very simple as it involves one dimensional optimization.
Closed-form formulas. Often, h
(i)
k can be computed in closed form. For Ψi(t) = λi|t|
(weighted L1 regularizer), hik is the point in the interval [
−λi−∇fi(xk)
Miiβ
, λi−∇fi(xk)Miiβ ] which is
closest to −x(i)k . If Ψi(t) =
λi
2 t






Choice of β. The choice of the step-size parameter β is of paramount significance for the
performance of the algorithm, as argued for different but related algorithms by [54, 66, 17]. We
will discuss this issue at length in Sections 4.2 and 4.3.
Implementation issues: Note that computer l needs to know the partial derivatives of f at
xk for coordinates i ∈ Ŝl ⊆ Pl. However, xk, as well as the data describing f , is distributed
among the c computers. One thus needs to devise a fast and communication efficient way of
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computing these derivatives. This issue will be dealt with in Section 4.4.
Step 9. Here all the τ updates computed in Step 8 are applied to the iterate. Note that
the updates are local: computer l only updates coordinates it owns, which are stored locally.
Hence, this step is communication-free.2
4.2 Iteration Complexity
Notation: For any G ∈ RN×N , let DG = Diag(G). That is, DGii = Gii for all i and DGij = 0
for i 6= j. Further, let BG ∈ RN×N be the block diagonal of G associated with the partition
{P1, . . . ,Pc}. That is, BGij = Gij whenever i, j ∈ Pl for some l, and BGij = 0 otherwise.
4.2.1 Four Important Quantities: σ′, ω′, σ, ω
Here we define two quantities, σ′ and σ, which, as we shall see, play an important role in the
computation of the stepsize parameter β of Algorithm 4.1, and through it, in understanding its
rate of convergence and potential for speedup by parallelization and distribution. As we shall
see, these quantities might not be easily computable. We therefore also provide each with an





and notice that, by construction, Q has ones on the diagonal. Since M is positive definite, Q
is as well. For each l ∈ {1, . . . , c}, let Al ∈ Rm×s be the column submatrix of A corresponding






ATl Al)−1/2 ∈ Rs×s (4.4)
for each k, l ∈ {1, 2, . . . , c}. We now define
σ′
def
= max{xTQx : x ∈ RN , xTBQx ≤ 1}, (4.5)
σ
def
= max{xTQx : x ∈ RN , xTx ≤ 1}. (4.6)
A useful consequence of (4.5) is the inequality
xT (Q−BQ)x ≤ (σ′ − 1)xTBQx. (4.7)
2Note, that some communication will be still required in order to process to next iteration to allows com-
putation of ∇fi, see Section 4.4.
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= |{l : l ∈ {1, . . . , c}, arl 6= 0}|
}
,








= |{j : j ∈ {1, . . . , N}, Arj 6= 0}|
}
,
where ω(r) is the number of nonzeros in the r-th row of A.
Lemma 12. The following relations hold:
max{1, σs } ≤ σ
′ ≤ ω′ ≤ c, 1 ≤ σ ≤ ω ≤ N. (4.8)
Proof.
1. The inequality ω′ ≤ c is obviously true. By considering x with zeroes in all coordinates
except those that belong to Pk (where k is an arbitrary but fixed index), we see that
xTQx = xTBQx, and hence σ′ ≥ 1.
2. We now establish that σ′ ≤ ω′. Let φ(x) = 12x
TQx, x ∈ RN ; its gradient is
∇φ(x) = Qx. (4.9)
For each k = 1, 2, . . . , c, define a pair of conjugate norms on Rs as follows:
‖v‖2(k)
def
= 〈Qkkv, v〉, (‖v‖∗(k))
2 def= max
‖v′‖(k)≤1
〈v′, v〉 = 〈(Qkk)−1v, v〉. (4.10)
Let Uk be a column submatrix of the N -by-N identity matrix corresponding to columns




Moreover, for x ∈ RN and k ∈ {1, 2, . . . , c}, let x(k) = UTk x and, fixing positive scalars
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Now, we claim that for each k,
‖UTk∇φ(x+ Ukh(k))−UTk∇φ(x)‖∗(k) ≤ ‖h
(k)‖(k).
This means that ∇φ is block Lipschitz continuous (with blocks corresponding to variables
in Pk), with respect to the norm ‖ · ‖(k), with Lipschitz constant 1. Indeed, this is, in








= 〈(Qkk)−1Qkkh(k),Qkkh(k)〉 (4.10)= ‖h(k)‖(k).
This is relevant because then, by [54, Theorem 7; see Comment 2 following the theorem],
it follows that ∇φ is Lipschitz continuous with respect to ‖ · ‖w, where wk = 1 for all
k = 1, . . . , c, with Lipschitz constant ω′ (ω′ is the degree of partial block separability of
φ with respect to the blocks Pk). Hence,
1
2x














which establishes the inequality σ′ ≤ ω′.
3. We now show that σs ≤ σ
′. If we let θ
def
= max{xTBQx : xTx ≤ 1}, then xTBQx ≤ θxTx
and hence {x : xTx ≤ 1} ⊆ {x : xTBQx ≤ θ}. This implies that
σ = max
x
{xTQx : xTx ≤ 1} ≤ max
x
{xTQx : xTBQx ≤ θ} = θσ′.
It now only remains to argue that θ ≤ s. For x ∈ RN , let x(k) denote its subvector in Rs
corresponding to coordinates i ∈ Pk and ∆ = {p ∈ Rc : p ≥ 0,
∑c
k=1 pk = 1}. We can































(x(k))TQkkx(k) : (x(k))Tx(k) = 1
}
≤ s.
In the last step we have used the fact that σ(Q) = σ ≤ dim(Q), proved in steps 1 and 2,
applied to the setting Q← Qkk.3
4. The chain of inequalities 1 ≤ σ ≤ ω ≤ c is obtained as a special case of the chain
1 ≤ σ′ ≤ ω′ ≤ N (proved above) when c = d (and hence Pl = {l} for l = 1, . . . , N).
Indeed, in this case BQ = DQ, and so xTBQx = xTDQx = xTx, which means that
σ′ = σ and ω′ = ω.
4.2.2 Choice of the Stepsize Parameter β
We analyze Hydra with stepsize parameter β ≥ β∗, where
β∗
def






















and s1 = max(1, s− 1).
As we shall see in Theorem 19, fixing c and τ , the number of iterations needed by Hydra
to find a solution is proportional to β. Hence, we would wish to use β which is as small as
possible, but not smaller than the safe choice β = β∗, for which convergence is guaranteed. In
practice, β can often be chosen smaller than the safe but conservative value of β∗, leading to
larger steps and faster convergence.
If the quantities σ and σ′ are hard to compute, then one can replace them by the easily
computable upper bounds ω and ω′, respectively. However, there are cases when σ can be
efficiently approximated and is much smaller than ω. In some ML datasets with A ∈ {0, 1}m×N ,
3Or saying differently, ∀k and any x(k), such that (x(k))T x(k) = 1, we have (x(k))TQkkx(k) ≤ s.
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σ is close to the average number of nonzeros in a row of A, which can be significantly smaller
than the maximum, ω. On the other hand, if σ is difficult to compute, ω may provide a good
proxy. Similar remarks apply to σ′.
More importantly, if τ ≥ 2 (which covers all interesting uses of Hydra), we may ignore β∗2
altogether, as implied by the following result.
Lemma 13. If τ ≥ 2, then β∗ ≤ 2β∗1 .
Proof. It is enough to argue that β∗2 ≤ β∗1 . Notice that β∗2 is increasing in σ′. On the other










σ ≤ 1 + (τ − 1)(σ − 1)
s− 1
.
After straightforward simplification we observe that this inequality is equivalent to (s − τ) +
(τ − 2)σ + σN (s+ τ) ≥ 0, which clearly holds.
Clearly, β∗ ≥ β∗1 . Hence, if in Hydra we instead of β = β∗ (best/smallest value prescribed
by our theory) use β = 2β∗1 —eliminating the need to compute σ
′—the number of iterations
will at most double. Since σ′, present in β∗2 , captures the effect of the initial partition on the
iteration complexity of the algorithm, we conclude that this effect is under control.
4.2.3 Expected Separable Approximation
We first establish a useful identity for the expected value of a random quadratic form obtained
by sampling the rows and columns of the underlying matrix via the distributed sampling Ŝ.
Note that the result is a direct generalization of Lemma 1 in [66] to the c > 1 case.





















Proof. In the s = 1 case the statement is trivially true. Indeed, we must have τ = 1 and thus







This finishes the proof since τ−1s1 = 0.
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s , if i = j,
τ(τ−1)
s(s−1) , if i 6= j and i ∈ Pl, j ∈ Pl for some l,
τ2
s2 , if i 6= j and i ∈ Pk, j ∈ Pl for k 6= l.
In particular, the first case follows from (3.20) and the second from (3.25). It only remains to
substitute pij into (4.15) and transform the result into the desired form.
We now use the above lemma to compute a separable quadratic upper bound on E[(h[Ŝ])
TMh[Ŝ]].















= (DM)1/2h, we have (h[Ŝ])
TMh[Ŝ] = (x[Ŝ])
TQx[Ŝ]. Taking expectations on both
sides, and applying Lemma 14, we see that E[(h[Ŝ])
TMh[Ŝ]] is equal to (4.14) for G = Q. It
remains to bound the three quadratics in (4.14). Since DQ is the identity matrix, xTDQx =
hTDMh. In view of (4.6), the 2nd term is bounded as xTQx ≤ σxTx = σhTDMh. Finally,


























It only remains to plug in these three bounds into (4.14).
We met with inequalities of type (4.16) in Chapter 3, where we call them Expected Sepa-
rable Overapproximation (ESO), and we show their importance for the convergence of parallel
coordinate descent methods. However, Chapter 3 studied a different class of loss functions
f (convex smooth and partially separable) and different types of random samplings Ŝ, which
did not allow us to propose an efficient distributed sampling protocol leading to a distributed
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algorithm. An ESO inequality was recently used by [66] to design a mini-batch stochastic dual
coordinate ascent method (parallelizing the original SDCA methods of [19]) and mini-batch
stochastic subgradient descent method (Pegasos of [60]), and give bounds on how mini-batching
leads to acceleration. While it was long observed that mini-batching often accelerates Pegasos
in practice, it was only shown with the help of an ESO inequality that this is so also in the-
ory. Recently, [17] have derived ESO inequalities for smooth approximations of nonsmooth loss
functions and hence showed that parallel coordinate descent methods can accelerate on their
serial counterparts on a class of structured nonsmooth convex losses. As a special case, they
obtain a parallel randomized coordinate descent method for minimizing the logarithm of the
exponential loss. Again, the class of losses considered in that paper, and the samplings Ŝ, are
different from ours. None of the above methods are distributed.
4.2.4 Fast Rates for Distributed Learning with Hydra
Let x0 be the starting point of Algorithm 4.1, x∗ be an optimal solution of problem (1.1) and





(i))2 (a weighted Euclidean norm on
RN ) and assume that f and Ψ are strongly convex with respect to this norm with convexity
parameters µf and µΨ, respectively.
We now show that Hydra decreases strongly convex F with an exponential rate in ε.
Theorem 22. Assume F is strongly convex with respect to the norm ‖ · ‖M, with µf +µΨ > 0.
Choose x0 ∈ RN , 0 < ρ < 1, 0 < ε < F (x0)− F ∗ and
K ≥ N
cτ








where β ≥ β∗ and β∗ is given by (4.13). If {xk} are the random points generated by Hydra
(Algorithm 4.1), then
Prob(F (xK)− F ∗ ≤ ε) ≥ 1− ρ.













To see this, substitute h ← h[Ŝ] into (4.1), take expectations on both sides and then use






The rest follows by following the steps in the proof in Theorem 19.
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A similar result, albeit with the weaker rate O( sβτε ), can be established in the case when
neither f nor Ψ are strongly convex. In big data setting, where parallelism and distribution is
unavoidable, it is much more relevant to study the dependence of the rate on parameters such
as τ and c. We shall do so in the next section.
4.3 Discussion
In this section we comment on several aspects of the rate captured in (4.17) and compare Hydra
to selected methods.
4.3.1 Insights Into the Convergence Rate
Here we comment in detail on the influence of the various design parameters (c = # computers,
s = # coordinates owned by each computer, and τ = # coordinates updated by each computer
in each iteration), instance-dependent parameters (σ, ω, µΨ, µf ), and parameters depending
both on the instance and design (σ′, ω′), on the stepsize parameter β, and through it, on the
convergence rate described in Theorem 22.
Strong convexity. Notice that the size of µΨ > 0 mitigates the effect of a possibly large β
on the bound (4.17). Indeed, for large µΨ, the factor (β + µΨ)/(µf + µΨ) approaches 1, and
the bound (4.17) is dominated by the term Ncτ , which means that Hydra enjoys linear speedup
in c and τ . In the following comments we will assume that µΨ = 0, and focus on studying the
dependence of the leading term N βcτ on various quantities, including τ, c, σ and σ
′.
Search for small but safe β. As shown by [66, Section 4.1], mini-batch SDCA might diverge
in the setting with µf = 0 and Ψ(x) ≡ 0, even for a simple quadratic function with N = 2,
provided that β = 1. Hence, small values of β need to be avoided. However, in view of
Theorem 22, it is good if β is as small as possible. So, there is a need for a “safe” formula for a
small β. Our formula (4.13), β = β∗, is serving that purpose. For a detailed introduction into
the issues related to selecting a good β for parallel coordinate descent methods, we refer the
reader to the first 5 pages of [17].
The effect of σ′. If c = 1, then by Lemma 4.8, σ′ = c = 1, and hence β∗2 = 0. However, for
c > 1 we may have β∗2 > 0, which can hence be seen as a price we need to pay for using more
nodes. The price depends on the way the data is partitioned to the nodes, as captured by σ′.
In favorable circumstances, σ′ ≈ 1 even if c > 1, leading to β∗2 ≈ 0. However, in general we
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τc = N σ σ
Table 4.1: Stepsize parameter β = β∗ and the leading factor in the rate (4.17) (assuming
µΨ = 0) for several special cases of Hydra.
have the bound σ′ ≥ cσN , which gets worse as c increases and, in fact, σ
′ can be as large as c.
Note also that β∗2(τ, s) is decreasing in τ , and that β
∗
2(s, s) = 0. This means that by choosing
τ = s (which effectively removes randomization from Hydra), the effect of β∗2 is eliminated.
This may not be always possible as often one needs to solve problems with s vastly larger than
the number of updates that can be performed on any given node in parallel. If τ  s, the effect
of beta∗2 can be controlled, to a certain extent, by choosing a partition with small σ
′. Due to
the way σ′ is defined, this may not be an easy task. However, it may be easier to find partitions
that minimize ω′, which is often a good proxy for σ′. Alternatively, we may ignore estimating
σ′ altogether by setting β = 2β∗1 , as mentioned before, at the price of at most doubling the
number of iterations.




cτ for τ = 1
and τ = s. We now show that γ1 ≥ γs, which means that if all coordinates are updated at
every node, as opposed to one only, then Hydra run with β = β∗ will take fewer iterations.
Comparing the 1st and 3rd row of Table 4.1, we see that γ1 = s + σ
σ′−1
σ′ and γs = σ. By
Lemma 12, γ1 − γs = s− σσ′ ≥ 0.
Price of distribution. For illustration purposes, consider a problem with N = 105 coordi-
nates. In Figure 4.1(a) we depict the size of
Nβ∗1
cτ for c = 1 and several choices of τ , as a function
of σ. We see that Hydra works better for small values of σ and that with increasing σ, the
benefit of using updating more coordinates diminishes. In Figure 4.1(b) we consider the same
scenario, but with c = 100 and s = 1000, and we plot
N2β∗1
cτ on the y axis. Note that the red
dash-dot line in both plots corresponds to a parallel update of 1600 coordinates. In (a) all are
updated on a single node, whereas in (b) we have 100 nodes, each updating 16 coordinates at
a time. Likewise, the dashed blue and solid black lines are also comparable in both plots. Note
that the setup with c = 100 has a slightly weaker performance, the lines are a bit higher. This
is the price we pay for using c nodes as opposed to a single node (obviously, we are ignoring
communication cost here). However, in big data situations one simply has no other choice but
































































(c, s) = (102, 103)
Figure 4.1: In terms of the number of iterations, very little is lost by using c > 1 as opposed to
c = 1.
to utilize more nodes.
4.3.2 Comparison with Other Methods
While we are not aware of any other distributed coordinate descent method, Hydra in the c = 1
case is closely related to several existing parallel coordinate descent methods.
Hydra vs Shotgun. The Shotgun algorithm (parallel coordinate descent) of [5] is similar
to Hydra for c = 1. Some of the differences: [5] only consider Ψ equal to the ‖ · ‖1 and their
method works in dimension 2N instead of the native dimension N . Shotgun was not analyzed
for strongly convex f , and convergence in expectation was established. Moreover, [5] analyze
the step-size choice β = 1, fixed independently of the number of parallel updates τ , and give
results that hold only in a “small τ” regime. In contrast, our analysis works for any choice of
τ .
Hydra vs PCDM. For c = 1, Hydra reduces to the parallel coordinate descent method
(PCDM) of Section 3.3, but with a better stepsize parameter β. We were able to achieve
smaller β (and hence better rates) because we analyze a different and more specialized class
of loss functions (those satisfying (4.1)). In comparison, Section 3.3 look at a general class
of partially separable losses. Indeed, in the c = 1 case, our distributed sampling Ŝ reduces
to the sampling considered in Section 3.3 (τ -nice sampling). Moreover, our formula for β (see
Table 4.1) is essentially identical to the formula for β provided in Section 3.3, with the exception





















Table 4.2: Information needed in Step 6 of Hydra for f given by (4.2) in the case of the three
losses ` from Table 3.1.
that we have σ where they have ω. By (4.8), we have σ ≤ ω, and hence our β is smaller.
Hydra vs SPCDM. SPCDM of [17] is PCDM applied to a smooth approximation of a
nonsmooth convex loss; with a special choice of β, similar to β1. As such, it extends the reach
of PCDM to a large class of nonsmooth losses, obtaining O( 1ε2 ) rates. It is possible to develop
accelerated Hydra with O( 1ε ) rates by combining ideas from this paper, [17] with the APPROX
method of [16].
Hydra vs mini-batch SDCA. [66] (Section 5.5.2) studied the performance of a mini-batch
stochastic dual coordinate ascent for SVM dual (“mini-batch SDCA”). This is a special case of
our setup with c = 1, convex quadratic f and Ψi(t) = 0 for t ∈ [0, 1] and Ψi(t) = +∞ otherwise.
Our results can thus be seen as a generalization of the results in that paper to a larger class of
loss functions f , more general regularizers Ψ, and most importantly, to the distributed setting
(c > 1). Also, we give O(log 1ε ) bounds under strong convexity, whereas [66] give O(
1
ε ) results
without assuming strong convexity. However, [66] perform a primal-dual analysis, whereas we
do not.
4.4 Distributed Computation of the Gradient
In this section we describe some important elements of our distributed implementation for three
loss functions from Table 2.9.
Note that in Hydra, xk is stored in a distributed way. That is, the values x
(i)
k for i ∈ Pl
are stored on computer l. Moreover, Hydra partitions A columnwise as A = [A(1), . . . ,A(c)],
where A(l) consists of columns i ∈ Pl of A, and stores A(l) on computer l. So, A is chopped
into smaller pieces which are stored in a distributed way in fast memory (if possible) across the
c nodes. Note that this allows the method to work with large matrices.
At Step 5 of Hydra, node l at iteration k+1 needs to know the partial derivatives ∇fi(xk+1)
for i ∈ Ŝl ⊆ Pl. We now describe several efficient distributed protocols for the computation of
∇fi(xk+1) for functions f of the form (4.2), in the case of the three losses ` given in Table 2.9
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If we write h
(i)
k = 0 if i is not updated in iteration k, then













Axk − y, for SL,
−DyAxk, for LL and HL,
(4.20)
then by combining (4.19) and (4.20), we get













yA:i, for LL and HL.
Note that the value δgk,l can be computed on node l as all the required data is stored locally.
Hence, we let each node compute δgk,l, and then use a reduce all operation to add up the
updates to obtain gk+1, and pass the sum to all nodes. Knowing gk+1, node l is then able to

















The basic protocol discussed above has obvious drawbacks. Here we identify them and propose
modifications leading to better performance.
• alternating Parallel and Serial regions (PS): The basic protocol alternates between two
procedures: i) a computationally heavy one (done in parallel) with no MPI communi-
cation, and ii) MPI communication (serial). An easy fix would be to dedicate 1 thread
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to deal with communication and the remaining threads within the same computer for
computation. We call this protocol Fully Parallel (FP). Figure 4.2 compares the basic
(left) and FP (right) approaches.
Figure 4.2: Parallel-serial (PS; left) vs Fully Parallel (FP; right) approach.
• Reduce All (RA): In general, reduce all operations may significantly degrade the per-
formance of distributed algorithms. Communication taking place only between nodes
close to each other in the network, e.g., nodes directly connected by a cable, is more effi-
cient. Here we propose the Asynchronous StreamLined (ASL) communication protocol in
which each node, in a given iteration, sends only 1 message (asynchronously) to a nearby
computer, and also receives only one message (asynchronously) from another nearby com-
puter. Communication hence takes place in an Asynchronous Ring. This communication
protocol requires significant changes in the algorithm. Figure 4.3 illustrates the flow of
messages at the end of the k-th iteration for c = 4. In the ideal case the communication
between nodes should use the knowledge of the communication topology of the computer
facility, i.e. the communication could be just between nodes which are directly connected
by network cable.
Figure 4.3: ASL protocol with c = 4 nodes. In iteration k, node l computes δgk,l, and sends
δGk,l to l+.
We order the nodes into a ring, denoting l− and l+ the two nodes neighboring node l.
Node l only receives data from l−, and sends data to l+. Let us denote by δGk,l the data
sent by node l to l+ at the end of iteration k. When l starts iteration k, it already knows
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δGk−1,l− .
4 Hence, data which will be sent at the end of the k-th iteration by node l is
given by
δGk,l = δGk−1,l− − δgk−c,l + δgk,l. (4.21)
This leads to the update rule
gk+1,l = gk,l + δgk,l + δGk,l− − δgk−c+1,l.
ASL needs less communication per iteration. On the other hand, information is propa-
gated more slowly to the nodes through the ring, which may adversely affect the number
of iterations till convergence (note that we do not analyze Hydra with this communication
protocol). Indeed, it takes c − 1 iterations to propagate information to all nodes. Also,
storage requirements have increased: at iteration k we need to store the vectors δgt,l for
k − c ≤ t ≤ k on computer l.
4.5 Experiments
In this section we present numerical evidence that Hydra is capable to efficiently solve big data
problems. We have a C++ implementation, using Boost::MPI and OpenMP. Experiments were
executed on a Cray XE6 cluster with 128 nodes; with each node equipped with two AMD
Opteron Interlagos 16-core processors and 32 GB of RAM.
4.5.1 Performance of Communication Protocols
In this experiment we consider a LASSO problem, i.e., f given by (4.2) with ` being the square
loss (SL) and Ψ(x) = ‖x‖1. In order to to test Hydra under controlled conditions, we adapted
the LASSO generator proposed by [42, Section 6]; modifications were necessary as the generator
does not work well in the big data setting.
As discussed in Section 4.4, the advantage of the RA protocol is the fact that Theorem 22
was proved in this setting, and hence can be used as a safe benchmark for comparison with the
advanced protocols.
Table 4.3 compares the average time per iteration for the 3 approaches and 3 choices of τ .
We used 128 nodes, each running 4 MPI processes (hence c = 512). Each MPI process runs
8 OpenMP threads, giving 4,096 cores in total. The data matrix A has m = 109 rows and
N = 5 × 108 columns, and has 3 TB, double precision. One can observe that in all cases,
4Initially, we let δgk,l = δGk,l = 0 for all k ≤ 0.
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T comm. protocol organization avg. time speedup
10 RA PS 0.040 —
10 RA FP 0.035 1.15
10 ASL FP 0.025 1.62
102 RA PS 0.100 —
102 RA FP 0.077 1.30
102 ASL FP 0.032 3.11
103 RA PS 0.321 —
103 RA FP 0.263 1.22
103 ASL FP 0.249 1.29
Table 4.3: Duration of a single Hydra iteration for 3 communication protocols. The basic
RA-PS protocol is always the slowest, but follows the theoretical analysis. ASL-FP can be 3×
faster.
ASL-FP yields largest gains compared to the benchmark RA-PS protocol. Note that ASL
has some overhead in each iteration, and hence in cases when computation per node is small
(τ = 10), the speedup is only 1.62. When τ = 102 (in this case the durations of computation
and communication were comparable), ASL-FP is 3.11 times faster than RA-PS. But the gain
becomes again only moderate for τ = 103; this is because computation now takes much longer
than communication, and hence the choice of strategy for updating the auxiliary vector gk is
less significant. Let us remark that the use of larger τ requires larger beta, and hence possibly
more iterations (in the worst case).
We now move on to solving an artificial big data LASSO problem with matrix A in block





loc 0 · · · 0
0 A
(2)














Such matrices often arise as a dual in a stochastic programming. Each Hydra head (=node) l
owns two matrices: A
(l)
loc ∈ R1,952,148×976,562 and A
(l)
glob ∈ R500,224×976,562. The average number
of nonzero elements per row in the local part of A(l) is 175, and 1, 000 for the global part.
Optimal solution x∗ has exactly 160, 000 nonzero elements. Figure 4.4 compares the evolution
of F (xk)− F ∗ for ASL-FP and RA-FP.
Remark: When communicating gkl, only entries corresponding to the global part of A
(l)
need to be communicated, and hence in RA, a reduce all operation is applied to vectors
δgglob,l ∈ R500,224. In ASL, vectors with the same length are sent.
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Figure 4.4: Evolution of F (xk) − F ∗ in time. ASL-FP significantly outperforms RA-FP. The
loss F is pushed down by 25 degrees of magnitude in less than 30 minutes (3TB problem).
5
Primal-Dual Coordinate Descent Method
We cannot solve our problems
with the same thinking we used
when we created them.
— Albert Einstein (1879–1955)
5.1 Introduction
Stochastic optimization approaches have been shown to have significant theoretical and empir-
ical advantages in training linear Support Vector Machines (SVMs), as well as in many other
learning applications, and are often the methods of choice in practice. Such methods use a sin-
gle, randomly chosen, training example at each iteration. In the context of SVMs, approaches
of this form include primal stochastic gradient descent (SGD) (e.g., Pegasos, [60], NORMA,
[86, 20], and dual stochastic coordinate ascent (e.g., SDCA, [19], RCDM, [53]).
However, the inherent sequential nature of such approaches becomes a problematic limitation
for parallel and distributed computations as the predictor must be updated after each training
point is processed, providing very little opportunity for parallelization. A popular remedy is
to use mini-batches. That is, to use several training points at each iteration, instead of just
one, calculating the update based on each point separately and aggregating the updates. The
question is then whether basing each iteration on several points can indeed reduce the number
of required iterations, and thus yield parallelization speedups.
In this chapter, we consider using mini-batches with Pegasos (SGD on the primal objective)
and with Stochastic Dual Coordinate Ascent (SDCA). We show that for both methods, the
quantity that controls the speedup obtained using mini-batching/parallelization is the spectral
norm of the data.
113
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In Section 5.4 we provide the first analysis of mini-batched Pegasos (with the original, non-
smooth, SVM objective) that provably leads to parallelization speedups (Theorem 23). The
idea of using mini-batches with Pegasos is not new, and is discussed already by [60], albeit
without a theoretical justification. The original analysis does not benefit from using mini-
batches—the same number of iterations is required even when large mini-batches are used,
there is no speedup, and the serial runtime (overall number of operations, in this case data
accesses) increases linearly with the mini-batch size. In fact, no parallelization speedup can be
guaranteed based only on a bound on the radius of the data, as in the original Pegasos analysis.
Instead, we provide a refined analysis based on the spectral norm of the data.
We then move on to SDCA (Section 5.5). We show the situation is more involved, and a
modification to the method is necessary. SDCA has been consistently shown to outperform
Pegasos in practice [19, 60], and is also popular as it does not rely on setting a step-size as in
Pegasos. It is thus interesting and useful to obtain mini-batch variants of SDCA as well. We first
show that a naive mini-batching approach for SDCA can fail, in particular when the mini-batch
size is large relative to the spectral norm (Section 5.5.1). We then present a “safe” variant,
and an analysis that establishes the same spectral-norm-dependent parallelization speedups as
for Pegasos (Section 5.5.2). Similar to a recent analysis of non-mini-batched SDCA by [64],
we establish a guarantee on the duality gap, and thus also on the sub-optimality of the primal
SVM objective, when using mini-batched SDCA (Theorem 24). We then go on to describe a
more aggressive, adaptive, method for mini-batched SDCA, which is based on the analysis of
the “safe” approach, and which we show often outperforms it in practice (Section 5.5.3, with
experiments in Section 2.7).
For simplicity of presentation we focus on the hinge loss, as in the SVM objective. However,
all our results for both Pegasos and SDCA are valid for any Lipschitz continuous loss function
and are provided in [67].
5.2 Related Work
Several recent papers consider the use of mini-batches in stochastic gradient descent, as well as
stochastic dual averaging and stochastic mirror descent, when minimizing a smooth loss function
[11, 1, 8]. These papers establish parallelization speedups for smooth loss minimization with
mini-batches, possibly with the aid of some “acceleration” techniques, and without relying on,
or considering, the spectral norm of the data. However, these results do not apply to SVM
training, where the objective to be minimized is the non-smooth hinge loss. In fact, the only
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data assumption in these papers is an assumption on the radius of the data, which is not enough
for obtaining parallelization guarantees when the loss is non-smooth.
Our contribution is thus orthogonal to prior work, showing that it is possible to obtain
parallelization speedups even for non-smooth objectives, but only with a dependence on the
spectral norm. We also analyze SDCA, which is a substantially different method from the meth-
ods analyzed in these papers. It is interesting to note that a bound of the spectral norm could
perhaps indicate that it is easier to “smooth” the objective, and thus allow obtaining results
similar to ours (i.e. on the suboptimality of the original non-smooth objective) by smoothing
the objective and relying on mini-batched smooth SGD, where the spectral norm might control
how well the smoothed loss captures the original loss. But we are not aware of any analysis of
this nature, nor whether such an analysis is possible.
There has been some recent work on mini-batched coordinate descent methods for `1-
regularized problems (and, more generally, regularizes by a separable convex function), similar
to the SVM dual. [5] presented and analyzed SHOTGUN, a parallel coordinate descent method
for `1-regularized problems, showing linear speedups for mini-batch sizes bounded in terms of
the spectral norm of the data. The analysis does not directly apply to the SVM dual because
of the box constraints, but is similar in spirit. Furthermore, [5] do not discuss a “safe” variant
which is applicable for any mini-batch size, and only study the analogue of what we refer to as
“naive” mini-batching (Section 5.5.1). More directly related is recent work of [53, 54, 69, 55]
which provided a theoretical framework and analysis for a more general setting than SHOT-
GUN, that includes also the SVM dual as a special case. However, guarantees in this framework,
as well as those of [5], are only on the dual suboptimality (in our terminology), and not on the
more relevant primal suboptimality, i.e., the suboptimality of the original SVM problem we are
interested in. Our theoretical analysis builds on that of [54], combined with recent ideas of [64]
for “standard” (serial) SDCA, to obtain bounds on the duality gap and primal suboptimality.
5.3 Support Vector Machines
We consider the optimization problem of training a linear1 Support Vector Machine (SVM)
based on n labeled training examples {(xi, yi)}ni=1, where xi ∈ Rd and yi ∈ ±1. We use
X = [x1, . . . , xn] ∈ Rd×n to denote the matrix of training examples. We assume the data
is normalized such that maxi ‖xi‖ ≤ 1, and thus suppress the dependence on maxi ‖xi‖ in all
1Since both Pegasos and SDCA can be kernelized, all methods discussed are implementable also with kernels,
and all our results hold. However, the main advantage of SGD and SDCA is where the feature map is given
explicitly, and so we focus our presentation on this setting.
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results. Training a SVM corresponds to finding a linear predictor w ∈ Rd with low `2-norm ‖w‖




i=1 `(yi〈w, xi〉), where `(z)
def
= [1− z]+ =



































Q ∈ Rn×n, Qi,j = yiyj〈xi, xj〉; (5.3)







where α∗ is the (dual) optimum of (5.2). It is thus natural to associate with each dual solution









We will be discussing “mini-batches” of size τ , represented by random subsets S ⊆ [n] def=
{1, 2, . . . , n} of examples, drawn uniformly at random from all subsets of [n] of cardinality τ .2
Whenever we draw such a subset, we for simplicity write S ∈ Ŝτ . By QS ∈ Rτ×τ we denote the
submatrix of Q corresponding to rows and columns indexed by S, vS ∈ Rτ to denote a similar
restriction of a vector v ∈ Rn, and v[S] ∈ Rn for the “censored” vector where entries inside S










5.4 Mini-Batches in Primal Stochastic Gradient Descent Methods
Pegasos is an SGD approach to solving (5.1), where at each iteration the iterate wt is updated
based on an unbiased estimator of a sub-gradient of the objective P (w). Whereas in a “pure”
2If we use the terminology from Chapter 3, then “mini-batch” is nothing more than a τ -nice sampling (see
Section 3.5.1), but we prefer to use the terminology “mini-batch” which is a convention in machine learning
literature.
CHAPTER 5. PRIMAL-DUAL COORDINATE DESCENT METHOD 117
Algorithm 5.1 Pegasos with Mini-Batches
1: Input: {(xi, yi)}ni=1, λ > 0, τ ∈ [n], T ≥ 1
2: Initialize: set w1 = 0 ∈ Rd
3: for t = 1 to T do





t = {i ∈ St : yi〈wt, xi〉 < 1}










stochastic setting, the sub-gradient is estimated based on only a single training example,3 in







where St ∈ Ŝτ . We then calculate the subgradient of the partial objective Pt at wt:
∇(t) def= ∇Pt(wt)
(5.6)











= 1 if yi〈w, xi〉 < 1 and 0 otherwise (indicator for not classifying example i correctly
with a margin). The next iterate is obtained by setting wt+1 = wt − ηt∇t. We can now write
wt+1
(5.7)+(5.8)






Analysis of mini-batched Pegasos rests on bounding the norm of the subgradient estimates






i∈S 1 = 1. From (5.7) we then get ‖∇
(t)‖ ≤ λ‖wt‖ + 1; the standard Pegasos analysis
follows. This bound relies only on the assumption maxi ‖xi‖ ≤ 1, and is the tightest bound
without further assumptions on the data.
The core novel observation here is that the expected (square) norm of ∇L̂S can be bounded










∥∥∥∥∥ (5.3)= 1n ‖Q‖ , (5.10)
3The example is chosen uniformly at random and hence the random sub-gradient is unbiased estimator of
the sub-gradient of the objective P (w).
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where ‖·‖ denotes the spectral norm (largest singular value) of a matrix. In order to bound
∇L̂S , we first perform the following calculation, introducing the key quantity βτ , useful also in
the analysis of SDCA.








































































where the expectations are over i, j chosen uniformly at random without replacement. Now




(1− τ − 1
n− 1








We can now apply Lemma 16 to ∇L̂Ŝτ :
Lemma 17. For any w ∈ Rd we have E[‖∇L̂Ŝτ (w)‖
2] ≤ βττ , where βτ is as in Lemma 16.
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Using the by-now standard analysis of SGD for strongly convex functions, we obtain the
main result of this section:
Theorem 23. After T iterations of Pegasos with mini-batches (Algorithm 1), we have that for





E [P (w̄T )]− inf
w∈Rd














= ∇L̂Si(wτ ). Using the inequality ‖
∑t−1
i=1 gi‖2 ≤ (t− 1)
∑t−1






















The performance guarantee is now given by the analysis of SGD with tail averaging (Theorem 5
of [49], with α = 12 and G
2 = 4βττ ).
Parallelization speedup. When τ = 1 we have βτ = 1 (see (5.11)) and Theorem 23
agrees with the standard (serial) Pegasos analysis4 [60]. For larger mini-batches, the guarantee
depends on the quantity βτ , which in turn depends on the spectral norm σ
2. Since 1n ≤ σ
2 ≤ 1,
we have 1 ≤ βτ ≤ τ .
The worst-case situation is at a degenerate extreme, when all data points lie on a single
line, and so σ2 = 1 and βτ = τ . In this case Lemma 17 degenerates to the worst-case bound
4Except that we avoid the logarithmic factor by relying on tail averaging and a more modern SGD analysis.
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of E[‖∇L̂S(w)‖2] ≤ 1, and in Theorem 23 we have βττ = 1, indicating that using larger mini-
batches does not help at all, and the same number of parallel iterations is required.
However, when σ2 < 1, and so βτ < 1, we see a benefit in using mini-batches in Theorem 23,
corresponding to a parallelization speedup of τβτ . The best situation is when σ
2 = 1n , and so
βτ = 1, which happens when all training points are orthogonal. In this case there is never any
interaction between points in the mini-batch, and using a mini-batch of size τ is just as effective
as making τ single-example steps. When βτ = 1 we indeed see that the speedup is equal to
the number of mini-batches, and that the behavior in terms of the number of data accesses
(equivalently, serial runtime) τT , does not depend on τ ; that is, even with larger mini-batches,
we require no more data accesses, and we gain linearly from being able to perform the accesses




we get speedup. In particular, as long as τ ≤ 1σ2 , we have βτ ≤ 2, and an essentially linear
speedup. Roughly speaking, 1σ2 captures the number of examples in the mini-batch beyond
which we start getting significant interactions between points.
5.5 Mini-Batches in Dual Stochastic Coordinate Ascent Methods
An alternative stochastic method to Pegasos is Stochastic Dual Coordinate Ascent (SDCA,
[19]), aimed to solve the dual problem (5.2). At each iteration we choose a single training
example (xi, yi), uniformly at random, corresponding to a single dual variable (coordinate)
α(i) = eTi α. Subsequently, α
(i) is updated so as to maximize the (dual) objective, keeping


































where clipI is projection onto the interval I. Variables α
(j)
t for j 6= i are unchanged. Hence, a
single iteration has the form αt+1 = αt + δ
(i)
t ei. Similar to a Pegasos update, at each iteration
a single, random, training point is considered, the “response” yi〈w(αt), xi〉 is calculated (this
operation dominates the computational effort), and based on the response, a multiple of xi is
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added to the weight vector w (corresponding to changing α(i)). The two methods thus involve
fairly similar operations at each iteration, with essentially identical computational costs. They
differ in that in Pegasos, α(i) is changed according to some pre-determined step-size, while SDCA
changes it optimally so as to maximize the dual objective (and maintain dual feasibility); there
is no step-size parameter.
SDCA was suggested and studied empirically by [19], where empirical advantages over Pe-
gasos were often observed. In terms of a theoretical analysis, by considering the dual problem
(5.2) as an `1-regularized, box-constrained quadratic problem, it is possible to obtain guar-
antees on the dual suboptimality, D(α∗) − D(αt), after a finite number of SDCA iterations
[61, 43, 53]. However, such guarantees do not directly imply guarantees on the primal subopti-
mality of w(αt). Recently, [64] bridged this gap, and provided guarantees on P (w(αt))−P (w∗)
after a finite number of SDCA iterations. These guarantees serve as the starting point for our
theoretical study.
5.5.1 Naive Mini-Batching
A naive approach to parallelizing SDCA using mini-batches is to compute δ
(i)
t in parallel,









t for j 6∈ St. However, not only might this approach
not reduce the number of required iterations, it might actually increase the number of required
iterations. This is because the dual objective need not improve monotonically (as it does for
“pure” SDCA), and even not converge.
To see this, consider an extreme situation with only two identical training examples: Q =1 1
1 1
, λ = 1n = 12 and mini-batch size τ = 2 (i.e., in each iteration we use both examples).




2 = 1 and following the naive approach
we have α1 = (1, 1)





which brings us back to α2 = 0. So the algorithm will alternate between those two solutions
with objective value D(α) = 0, while at the optimum D(α∗) = D((0.5, 0.5)T ) = 0.25.
This is of course a simplistic toy example, but the same phenomenon will occur when a
large number of training examples are identical or highly correlated. This can also be observed
empirically in some of our experiments discussed later, e.g., in Figure 5.2.
The problem here is that since we update each α(i) independently to its optimal value as if
all other coordinates were fixed, we are ignoring interactions between the updates. As we see in
the extreme example above, two different i, j ∈ St, might suggest essentially the same change
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to w(αt), but we would then perform this update twice, overshooting and yielding a new iterate
which is actually worse then the previous one.
5.5.2 Safe Mini-Batching
Properly accounting for the interactions between coordinates in the mini-batch would require
jointly optimizing over all α(i), i ∈ St. This would be a very powerful update and no-doubt
reduce the number of required iterations, but would require solving a box-constrained quadratic
program, with a quadratic term of the form δTSQSδS , δS ∈ Rτ , at each iteration. This quadratic
program cannot be distributed to different machines, each handling only a single data point.
Instead, we propose a “safe” variant, where the term δTSQSδS is approximately bounded by





























t for j 6∈ St. In essence, 1β serves as a
step-size, where we are now careful not to take steps so big that they will accumulate together
and overshoot the objective. If handling only a single point at each iteration, such a short-step
approach is not necessary, we do not need a step-size, and we can take a “full step”, setting
α(i) optimally (β = 1). But with the potential for interaction between coordinates updated in
parallel, we must use a smaller step.
We will first rely on the bound (5.10), and establish that the choice β = βτ as in (5.11)
provides for a safe step size. To do so, we consider the dual objective at α+ δ,
D(α+ δ) = −α




















in which βτ ‖δ‖2 replaces δTQδ. Our update (5.15) with β = βτ can be written as δ =
arg max
δ:0≤α+δ≤1
H(δ, α) (we then use the coordinates δ(i) for i ∈ S and ignore the rest). We
are essentially performing parallel coordinate ascent on H(δ, α) instead of on D(α + δ). To
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understand this approximation, we note that H(0, α) = D(α), and show that H(δ, α) provides
an expected lower bound on D(α+ δ):
Lemma 18. For any α, δ ∈ Rn,









Proof. Examining (5.16) and (5.17), the terms that do not depend on δ are equal on both
sides. For the linear term in δ, we have that E[δ[S]] =
τ
nδ, and again we have equality on both





negation establishes the desired bound.
Inequalities of this general type are also studied in [54] (see Sections 3 and 4). Based on
the above lemma, we can modify the analysis of [64] to obtain (see complete proof in the
supplementary material):
Theorem 24. Consider the SDCA updates given by (5.15), with St ∈ Ŝτ , starting from α(0) = 0
and with β = βτ (given in eq. (5.11)). For any ε > 0 and



































E[P (w(ᾱ))]− P (w∗) ≤ E[P (w(ᾱ))−D(ᾱ)] ≤ ε.













We observe the same speedup as in the case of mini-batched Pegasos: factor of τβτ , with an
essentially linear speedup when τ ≤ 1σ2 . It is interesting to note that the quantity βτ only affects
the second, ε-dependent, term in (5.22). The “fixed cost” term, which essentially requires a full
pass over the data, is not affected by βτ , and is always scaled down by τ .
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5.5.3 Aggressive Mini-Batching
Using β = βσ is safe, but might be too conservative. In particular, we used the spectral norm
to bound δTQδ ≤ ‖Q‖ ‖δ‖2 in Lemma 18 (through Lemma 16), but this is a worst case bound
over all possible vectors, and might be loose for the relevant vectors δ. Relying on a worst-case
bound might mean we are taking much smaller steps then we could. Furthermore, the approach
we presented thus far relies on knowing the spectral norm of the data, or at least a bound on the
spectral norm (recall (5.10)), in order to set the step-size. Although it is possible to estimate
this quantity by sampling, this can certainly be inconvenient.
Instead, we suggest a more aggressive variant of mini-batched SDCA which gradually adapts







. In Section 2.7 one can observe the




2, and nudge the step size towards it by updating it to a weighted geometric
average of the previous step size and “optimal” step size based on the step δ considered. One
complication is that due to the box constraints, not only the magnitude but also the direction
of the step δ depends on the step-size β, leading to a circular situation. The approach we
take is as follows: we maintain a “current step size” β. At each iteration, we first calculate a
tentative step δ̃S , according to (5.15), with the current β. We then calculate ρ according to
this step direction, and update β to βγρ1−γ for some pre-determined parameter 0 < γ < 1 that
controls how quickly the step-size adapts. But, instead of using δ̃ calculated with the previous
β, we actually re-compute δS using the step-size ρ. We note that this means the ratio ρ does
not correspond to the step δS actually taken, but rather to the tentative step δ̃S . We could
potentially continue iteratively updating ρ according to δS and δS according to ρ, but we found
that this does not improve performance significantly and is not worth the extra computational
effort. This aggressive strategy is summarized in Algorithm 5.2. Note that we initialize β = βτ ,
and also constrain β to remain in the range [1, βτ ], but we can use a very crude upper bound
σ2 for calculating βτ . Also, in our aggressive strategy, we refuse steps that do not actually
increase the dual objective, corresponding to overly aggressive step sizes.
Carrying out the aggressive strategy requires computing δ̃T[S]Qδ̃[S] and the dual objective





and so the main operation to be performed is an aggregation of
∑
i∈S δ̃
(i)yixi, similar to the
operation required in mini-batched Pegasos. As for the dual objective, it can be written as
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Algorithm 5.2 SDCA with Mini-Batches (aggressive)
1: Initialize: set α0 = 0, w0 = 0, β0 = βτ
2: for t = 0 to T do
3: Choose St ∈ Ŝτ
4: For i ∈ St, compute δ̃(i) from (5.15) using β = βt
5: Sum ζ :=
∑
i∈St(δ̃




6: Compute ρ = clip[1,βτ ](‖∆̃‖
2/ζ)
7: For i ∈ St, compute δ(i) from (5.15) using β = ρ.
8: βt+1 := (βt)
γρ1−γ
9: if D(αt + δ[St]) > D(αt) then
10: αt+1 = αt + δ[St],







13: αt+1 = αt, wt+1 = wt
14: end if
15: end for
D(α) = −‖w(α)‖2 − 1n ‖α‖1 and can thus be readily calculated if we maintain w(α), its norm,
and ‖α‖1.
5.6 Experiments
Figure 5.1 shows the required number of iterations (corresponding to the parallel runtime)
required for achieving a primal suboptimality of 0.001 using Pegasos, naive SDCA, safe SDCA
and aggressive SDCA, on four benchmark datasets detailed in Table 5.1, using different mini-
batch sizes. Also shown (on an independent scale; right axis) is the leading term βττ in our
complexity results. The results confirm the advantage of SDCA over Pegasos, at least for τ = 1,
and that both Pegasos and SDCA enjoy nearly-linear speedups, at least for small batch sizes.
Once the mini-batch size is such that βττ starts flattening out (corresponding to τ ≈
1
σ2 , and
so significant correlations inside each mini-batch), the safe variant of SDCA follows a similar
behavior and does not allow for much parallelization speedup beyond this point, but at least does
not deteriorate like the naive variant. Pegasos and the aggressive variant do continue showing
speedups beyond τ ≈ 1σ2 . The experiments clearly demonstrate the aggressive modification
allows SDCA to continue enjoying roughly the same empirical speedups as Pegasos, even for
large mini-batch sizes, maintaining an advantage throughout. It is interesting to note that the
aggressive variant continues improving even past the point of failure of the naive variant, thus
establishing that it is empirically important to adjust the step-size to achieve a balance between
safety and progress.
In Figure 5.2 we depict the evolution of solutions using the various methods for two specific
data sets. Here we can again see the relative behavior of the methods, as well as clearly see the
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failure of the naive approach, which past some point causes the objective to deteriorate and
does not converge to the optimal solution.
5.7 Summary and Discussion
Contribution. Our contribution in this chapter is twofold:
1. we identify the spectral norm of the data, and through it βτ , as the important quantity
controlling guarantees for mini-batched/parallelized Pegasos (primal method) and SDCA
(dual method). We provide the first analysis of mini-batched Pegasos, with the non-
smooth hinge-loss, that shows speedups, and we analyze for the first time mini-batched
SDCA with guarantees expressed in terms of the primal problem (hence, our mini-batched
SDCA is a primal-dual method);
2. based on our analysis, we present novel variants of mini-batched SDCA which are neces-
sary for achieving speedups similar to those of Pegasos, and thus open the door to effective
mini-batching using the often-empirically-better SDCA.
Related work. Our safe SDCA mini-batching approach is similar to the parallel coordinate
descent methods of [5] and [54], but we provide an analysis in terms of the primal SVM objective,
which is the more relevant object of interest. Furthermore, [5]’s analysis does not use a step-
size and is thus limited only to small enough mini-batches—if the spectral norm is unknown
and too large a mini-batch is used, their method might not converge. [53]’s method does
incorporate a fixed step-size, similar to our safe variant, but as we discuss this step-size might
be too conservative for achieving the true potential of mini-batching. In the context of SVMs
with mini-batches, the analysis of [13, 14] is valid in small dimensions d, implying nearly linear
speedups up to a batch size that gets worse as d increases. On the other hand, our analysis is
dimension independent, allows for infinite dims (as in the kernelized case) or extremely high d
(e.g., when the feature vectors are very sparse).
Table 5.1: Datasets and regularization parameters λ used; “%” is percent of features which are
non-zero. cov is the forest covertype dataset of [60], astro-ph consists of abstracts of papers
from physics also of [60], rcv1 is from the Reuters collection and news20 is from the 20 news
groups both obtained from libsvm collection [27].
Data # train # test # dim % 103λ
cov 522,911 58,101 54 22 0.010
rcv1 20,242 677,399 47,236 0.16 0.100
ast.-ph 29,882 32,487 99,757 0.08 0.050
news20 15,020 4,976 1,355,191 0.04 0.125






















































































































































Figure 5.1: Number of iterations (left vertical axis) needed to find a 0.001-accurate primal
solution for different mini-batch sizes b (horizontal axis). The leading factor in our analysis,
βτ/b, is plotted on the right vertical axis.
Generality. We chose to focus on Pegasos and SDCA with regularized hinge-loss min-
imization, but all our results remain unchanged for any Lipschitz continuous loss functions.
Furthermore, Lemma 17 can also be used to establish identical speedups for mini-batched SGD
optimization of min‖w‖≤B L̂(w), as well as for direct stochastic approximation of the population
objective (generalization error) minL(w). In considering the population objective, the sample
size is essentially infinite, we sample with replacements (from the population), σ2 is a bound
on the second moment of the data distribution, and βτ = 1 + (τ − 1)σ2.
Experiments. Our experiments confirm the empirical advantages of SDCA over Pegasos,
previously observed without mini-batching. However, we also point out that in order to perform
mini-batched SDCA effectively, a step-size is needed, detracting from one of the main advantages









































































































































Figure 5.2: Evolutions of primal (solid) and dual (dashed) sub-optimality and test error for
news20 and astro-ph datasets. Instead of tail averaging, in the experiments we used decaying
averaging with w̄t = 0.9w̄t−1 + 0.1wt.
of SDCA over Pegasos. Furthermore, in the safe variant, this stepsize needs to be set according
to the spectral norm (or bound on the spectral norm), with too small a setting for β (i.e.,
too large steps) possibly leading to non-convergence, and too large a setting for β yielding
reduced speedups. In contrast, the Pegasos stepsize is independent of the spectral norm, and in
a sense Pegasos adapts implicitly (see, e.g., its behavior compared to aggressive SDCA in the
experiments). We do provide a more aggressive variant of SDCA, which does match Pegasos’s
speedups empirically, but this requires an explicit heuristic adaptation of the stepsize.
Parallel Implementation. In this Chapter we analyzed the iteration complexity, and
behavior of the iterates, of mini-batched Pegasos and SDCA. Unlike “pure” (τ=1) Pegasos and
SDCA, which are not amenable to parallelization, using mini-batches does provide opportunities
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for it. Of course, actually achieving good parallelization speedups on a specific architecture in
practice requires an efficient parallel, possibly distributed, implementation of the iterations.
In this regard, we point out that the core computation required for both Pegasos and SDCA
is that of computing
∑
i∈S gi(〈w, xi〉)xi, where g is some scalar function. Parallelizing such
computations efficiently in a distributed environment has been studied by e.g., [11, 10]; their
methods can be used here too. Alternatively, one could also consider asynchronous or delayed
updates Chapter 4, [1, 50].
5.8 Proof of Theorem 24
The proof of Theorem 24 follows mostly along the path of [64], crucially using Lemma 18, and
with a few other required modifications detailed below.
We will prove the theorem for a general L-Lipschitz continuous loss function `(·). For
consistency with [64], we will also allow example-specific loss functions `i, i = 1, 2, . . . , n, and
only require each `i be individually Lipschitz continuous, and thus refer to the primal and dual


































where `∗i (u) = maxz(zu − `i(z)) is the Fenchel conjugate of `i. In the above we dropped
without loss of generality the labels yi since we can always substitute xi ← yixi. For the
hinge loss `i(a) = [1 − a]+ we have `∗i (−a) = −a for a ∈ [0, 1] and `∗i (−a) = ∞ otherwise,










The separable approximation H(δ, α) defined in (5.17) now has the more general form:






















and all the properties mentioned in Section 5.5, including Lemma 18, still hold.
Our goal here is to get a bound on the duality gap, which we will denote by





`i(〈w(α), xi〉) + `∗i (−α(i)) + α(i)〈w(α), xi〉
]
. (5.27)
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The analysis now rests on the following lemma, paralleling Lemma 1 of [64], which bounds
the expected improvement in the dual objective after a single iteration in terms of the duality
gap:
Lemma 19. For any t and any s ∈ [0, 1] we have























2 ≤ G, (5.29)
with G = 4L for general L-Lipschitz continuous loss, and G = 1 for the hinge loss, and
−χ(i)t ∈ `′i(〈w(αt), xi〉).
Proof. The situation here is trickier then in the case τ = 1 considered by [64], and we will first
















































i ‖x(i)‖2. We will now use the optimally of δt to upper bound
the above, noting that if we replace δt with any quantity, and in particular with s(χ(t) − αt),
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t ))) ≤ s`∗i (−χ
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and from conjugacy we have `∗i (−χ
(i)
t ) = −χ
(i)






−χ(i)t 〈w(αt), xi〉 − `i (〈w(αt), xi〉) + χ
(i)













































βτ ‖(χt − αt)‖2X
)
.
Multiplying both sides of the resulting inequality by −bn we obtain (5.28). To get the bound
on Gt, recall that `(·) is L-Lipschitz continuous, hence −L ≤ χ(t)i ≤ L. Furthermore, αt is
dual feasible, hence `∗i (−α
(i)
t ) < ∞ and so (−α
(i)
t ) is a (sub)derivative of `i and so we also





2 ≤ 4L. For the hinge loss we have
0 ≤ χ(i)t , α
(i)






We are now ready to prove the theorem.
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Following the proof of [64] we will now show by induction that




Clearly, (5.32) implies that (5.33) holds for t = t0. Now, if it holds for some t ≥ t0, we show












































λ(2n+ τ(t− t0) + τ)
(2n+ τ(t− t0) + τ)(2n+ τ(t− t0)− τ)
(2n+ τ(t− t0))2
≤ 2Gβτ
λ(2n+ τ(t− t0) + τ)
,
(5.34)
where in the last inequality we used the arithmetic-geometric mean inequality. This establishes
(5.33).




















Applying Lemma 19 with s = nτ(T−T0) :
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Now, we can ensure the above is at most ε if we require:
















Combining the requirements (5.31), (5.37) and (5.38) with T ≥ dnτ e+ T0 and T0 ≥ t0, and
recalling that for the hinge loss G = 1 and with α0 = 0 we have ε
D
0 = D(α
∗)−D(0) ≤ 1−0 = 1
gives the requirements in Theorem 24.
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[17] Olivier Fercoq and Peter Richtárik. Smooth minimization of nonsmooth functions with
parallel coordinate descent methods. arXiv:1309.5885, 2013.
[18] Jerome Friedman, Trevor Hastie, and Robert Tibshirani. A note on the group lasso and a
sparse group lasso. arXiv preprint arXiv:1001.0736, 2010.
[19] Cho-Jui Hsieh, Kai-Wei Chang, Chih-Jen Lin, S Sathiya Keerthi, and Sellamanickam Sun-
dararajan. A dual coordinate descent method for large-scale linear SVM. In International
Conference on Machine Learning (ICML), pages 408–415, 2008.
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[54] Peter Richtárik and Martin Takáč. Parallel coordinate descent methods for big data opti-
mization. submitted to Mathematical Programming, Series A, arXiv:1212.0873, 2012.
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and dual methods for SVMs. International Conference on Machine Learning (ICML), 2013.
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A
Notation Glossary
A.1 Notation Introduced in Chapter 1
Optimization problem
N dimension of the optimization variable (1.1)
x, h vectors in RN
F F = f + Ψ (loss / objective function) (1.1)
F ∗ optimal value, we assume F ∗ > −∞
f smooth convex function (f : RN → R) (1.1)
Ψ convex block separable function (Ψ : RN → R ∪ {+∞}) (1.1)
RW (x) level set radius (1.18)
Block structure
n number of blocks
[n] [n] = {1, 2, . . . , n} (the set of blocks) Sec 1.5.1
Ni dimension of block i (N1 + · · ·+Nn = N) Sec 1.5.1
Ui an Ni ×N column submatrix of the N ×N identity matrix Prop 1
x(i) x(i) = UTi x ∈ RNi (block i of vector x) Prop 1
∇if(x) ∇if(x) = UTi ∇f(x) (block gradient of f associated with block i) (1.6)
Li block Lipschitz constant of the gradient of f (1.6)
L L = (L1, . . . , Ln)
T ∈ Rn (vector of block Lipschitz constants)
w w = (w1, . . . , wn)
T ∈ Rn (vector of positive weights)
W W = diag(w) = diag(w1, . . . , wn) ∈ Rn×n
support(h) support(h) = {i ∈ [n] : x(i) 6= 0} (set of nonzero blocks of x)
Bi an Ni ×Ni positive definite matrix
‖ · ‖(i) ‖x(i)‖(i) = 〈Bix(i), x(i)〉1/2 (norm associated with block of i)
‖x‖w ‖x‖w = (
∑n
i=1 wi‖x(i)‖2(i))
1/2 (weighted norm associated with x) (1.5)
Ψi i-th componet of Ψ = Ψ1 + · · ·+ Ψn (1.9)
µΨ(W ) strong convexity constant of Ψ with respect to the norm ‖ · ‖w (1.10)
µf (W ) strong convexity constant of f with respect to the norm ‖ · ‖w (1.10)
w  z Hadamard product, w  z = (w1z1, . . . , wnzn)T
u−1 u−1
def
= (1/u1, . . . , 1/un)
T




i=1 wi〈x(i), y(i)〉 (1.4)
S, J subsets of {1, 2, . . . , n}
x[S] vector in RN formed from x by zeroing out blocks x(i) for i /∈ S (1.19),(1.20)
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= 〈∇if(x), t(i)〉+ Li2 ‖t
(i)‖2(i) + Ψi(x
(i) + t(i)) (2.2)
H(x, t) H(x, t) = f(x) +
∑n
i=1 Vi(x, t





T (x) T (x) = arg mint∈RN H(x, t) (2.6)
T (i) (T (x))(i) = arg mint(i)∈RNi H(x, Uit
(i))









ai i-th column of matrix A Sec 2.7
A.3 Notation Introduced in Chapter 3
Block samplings
ω degree of partial separability of f (3.1),(3.2)
Ŝ, Sk block samplings (random subsets of {1, 2, . . . , n})
τ # of blocks updated in 1 iteration (when Prob(|Ŝ| = τ) = 1)
E[|Ŝ|] average # of blocks updated in 1 iteration (when Var[|Ŝ|] > 0)
p(S) p(S) = Prob(Ŝ = S) (3.7)
pi pi = Prob(i ∈ Ŝ) (3.8)
p p = (p1, . . . , pn)
T ∈ Rn (3.8)
Algorithm
β stepsize parameter depending on f and Ŝ
Hβ,w(x, h) Hβ,w(x, h) = f(x) + 〈∇f(x), h〉+ β2 ‖h‖
2
w + Ψ(x+ h) (3.5)
h(x) h(x) = arg minh∈RN Hβ,w(x, h) (3.4)






xk+1 xk+1 = xk +
∑
i∈Sk Uih
(i)(xk) (xk is the kth iterate of PCDM)
Other
RW (x0, x∗) RW (x0, x∗)
def
= maxx{‖x− x∗‖w : F (x) ≤ F (x0)} < +∞ (3.62)
A.4 Notation Introduced in Chapter 4
Problem
c # of compute nodes (computers)








Pl P1, . . . ,Pc is partition the N coordinates into c sets
s s = Nc , number of coordinates in each node
Q Q
def
= (DM)−1/2M(DM)−1/2, where DM = Diag(M) (4.3)
σ′ σ′
def
= max{xTQx : x ∈ RN , xTBQx ≤ 1} (4.5)
σ σ
def
= max{xTQx : x ∈ RN , xTx ≤ 1} (4.6)
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A.5 Notation Introduced in Chapter 5
Problem
{(xi, yi)}ni=1 training data, xi ∈ Rd and yi ∈ ±1, maxi ‖xi‖ ≤ 1
X matrix of training examples, X = [x1, . . . , xn]









i∈S `(yi〈w, xi〉) (5.5)
`(z) hinge loss, `(z)
def
= [1− z]+ = max{0, 1− z}



















Q Gram matrix of the (labeled) data, Q ∈ Rn×n, Qi,j =
yiyj〈xi, xj〉
(5.3)
σ2 σ2 ≥ 1n ‖X‖
2
= 1n ‖Q‖ (5.10)
βτ βτ
def
= 1 + (τ−1)(nσ
2−1)
n−1 (5.11)
w(α) associate primal solution w(α)
def
= 1λn
∑n
i=1 α
(i)yixi (5.4)
