Abstract-A preliminary result on the construction of norm estimators for general nonlinear systems that do not necessarily admit a IOSS-Lyapunov characterization is given. Furthermore, an output feedback stabilization scheme is presented that makes use of norm estimators. This construction extends some previous results allowing for more general nonlinearities. Two examples complete the work.
I. INTRODUCTION It has been clear for years now that, for nonlinear systems, global uniform observability alone does not imply the existence of a convergent observer, or even more so, the existence of a (globally) stabilizing (dynamic) output feedback control law. On the contrary, it has been shown in [5] that globally observable systems that do not however possess the unboundedness observability property cannot be stabilized by any dynamic output feedback scheme.
It is now a growing trend to use high gain observers as part of an output feedback stabilization architecture for a variety of nonlinear systems that exhibit a triangular structure [1] . In [6] a high gain technique was introduced where the gain was time varying, i.e. tuned on line. Motivated by the above reference the authors of [4] considered an output feedback made of the combination of high, variable-gain observer and controller. Both output feedbacks above are inherently nonlinear, while in [8] a linear observer/controller (again with varying high gain) proves to be sufficient for the output feedback stabilization for a class of nonlinear systems.
On the other hand, for nonlinear systems written in observability canonical form and that are input output to state stable (IOSS) globally convergent observers can be designed via the idea of norm estimators (see [3] for this and other related definitions), as shown in [7] , where again a 'high-gain' idea is used, but the gain is this time tuned via the norm estimator.
Motivated by [7] in this note we provide an approach towards the design of norm estimators for systems that are not necessarily IOSS. As applications, we examine a nonlinear system that -in open loop -exhibits finite escape time and nonlinear systems that are linear in the unmeasured state.
Finally, we extend the result of [8] . Namely, under the assumption of existence of a norm estimator, it is shown that
II. ON NORM ESTIMATORS
Consider a single input single output nonlinear system of the formẋ = f (x, u) y = h(x).
(1)
In [3] it is explained how the assumption that system (1) is input output to state stable (IOSS) can be used for the design of a first order dynamical systemω = α(ω, u, y) such that a function of ω(t) serves asymptotically as an upper limit of the norm of x. In this design it is instrumental to assume the existence of a IOSS-Lyapunov function V (x) that satisfies the dynamic estimatė
for class K functions γ 1 (|y|) and γ 2 (|u|). In practice, even for systems that are knowingly IOSS it might be difficult to compute such functions V , γ 1 and γ 2 . Even though this difficulty does not necessarily hinder the construction of the norm estimator, it is however desirable to investigate whether norm estimators can be built under the assumption that an (IOSS-)Lyapunov function exhibits a "good enough" dynamical estimate, that is different from the exponential decaying one in (2) . In this section such an alternative is presented.
It deals with the case 1 where we have a C 1 function W and two continuous functionsᾱ, upperbounded, and β, non-decreasing in its first argument, satisfying :
and :
Let α be a locally Lipschitz and upperbounded function and c 1 to c 3 be strictly positive real numbers satisfying : 
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Consider the augmented system :
We have : Lemma 1: For any input function u, the right maximal interval of definition [0, T ) of any corresponding solution (x(t), ω(t)) of (8) is not larger than the one of the corresponding solution x(t) of (1) and there exists T * such that :
Since theẋ equation is the same in (1) and (8), the x(t) solution of (1) is necessarily defined at least on the right maximal interval of definition [0, T ) of the corresponding solution (x(t), ω(t)) of (8) . Also remark that (5) implies :
Then, (3) and (6) give :˙
Hence :
(10) Now if T is finite, by maximality, we have :
By (10) and (4), where β is non-decreasing in its first argument, this implies :
The function β being continuous, we deduce :
So there exists a real number T * in [0, T ) such that :
(12) With (4) and (10), (9) follows.
If T is infinite, with (6) and (7), we get :
such that :
So again (9) follows.
III. EXAMPLES
Example 1: Consider the third order systeṁ
where ψ 2 satisfies, for some real number δ,
The first equation of system (14) represents the inverse dynamics, and it is clear that these are ISS with respect to their input x 1 . For any given bounded input function u, we can find initial conditions (x, z) giving rise to a solution escaping to infinity in positive finite time. However system (14) is iIOSS. To see this, consider the partial coordinates and feedback transformation
with ψ(ξ 1 ) = ψ o (− log(1 + ξ 1 )). As the linear part of the ξ-subsystem of system (17) is a linear observable system, there exist a matrix P ∈ R n×n with P > 0 and positive numbers γ v and γ y such that, with V ξ (ξ) = ξ P ξ, it holds that
for some k ∈ (0, 1]. Along the trajectories of the ξ-subsystem of (17) we obtaiṅ
for some positive real number p. Consider now the positive definite and radially unbounded function
with a positive real number λ to be defined. This yieldṡ
Since the quantity |1+ξ1||ξ| 1+V ξ (ξ) is bounded for all ξ, with (15), it can be seen that, by picking λ large enough, there exists λ 1 such that we have :
We have also :
for some real number q. So we do have the iIOSS property. It follows that Lemma 1 applies with :
Example 2: Systems linear in the unmeasured state. Consider nonlinear systems whose dynamics are linear in the unmeasured states, described by equations of the forṁ
where the functions A 1 and B are continuous and the pair {C, A} is observable. By observability of the pair {C, A} there exist a matrix P > 0 and a row vector L, satisfying, for some positive real number k, x (A P + P A)x ≤ −kx P x + 2x P Ly.
The following also holds for some continuous function v(y, u)
Consider the C 1 positive definite and radially unbounded function V (x) = log(1 + x P x). There exist positive real numbers γ y and γ u such that, along any solution of system (20), we have :
So Lemma 1 applies again.
IV. GLOBAL OUTPUT FEEDBACK STABILIZATION
In this section we show how the existence of a norm estimator can be used in an output feedback stabilization scheme.
Specifically the property to be exploited is that, knowing how to get a bound for the norm of the system state after a finite time, we can also evaluate any bounding functions.
Consider nonlinear systems in the form:
. . .
where y ∈ R is the available output, and the z-subsystem represents the inverse dynamics. It is useful to rewrite this system in the compact form :
with X = (x, z).
Complementing the work of [8] we present a result that relaxes the assumptions made in this reference. In particular, we use the following set of assumptions. A1. The subsystemż = q(z, y) is ISS with respect to y, i.e.
there exist a positive definite and radially unbounded function V z (z) and a class K function γ such that
A2. There exist a continuous non-negative function L and a class K function κ such that for all i = 1, · · · , n
The key novelty here is that L may depend on both x and z and not only on y = x 1 . However, in this case, we need an estimate of an upperbound for L. Specifically (compare with Lemma 1) : A3. There exist locally Lipschitz functions α and β such that the systeṁ
is ISS with input (u, y) and in particular, there exists a class KL function B and class K functions χ u and χ y so that, for any positive t for which (ω(t), u(t), y(t)) makes sense, we have :
Moreover, for any solution (X(t), ω(t)) of the augmented system (22) and (25), right maximally defined on [0, T ), there exists T * ∈ [0, T ) such that :
In the above, we need further restrictions on the functions γ, κ, χ u and χ y :
A4. The functions γ and κ are C 1 on (0, +∞) and 1. there exists a real number θ ≥ 1 such that
2. There exist strictly positive real numbers k and s 0 such that
A5. 1. There exists an integer m ≥ 1 and a positive real number p satisfying
2. There exists a real number η in (0, 1) and a positive real number q satisfying
Remark 1: The set of assumptions given here are a generalization of the assumptions given in [8] , where it is assumed that the nonlinearities δ i (· · ·) are linearly bounded -in growth-with a rate which is output dependent. This situation can be recovered in the present set up by letting χ u (s) = 0. Assumptions A1 and A2 describe a class of systems which is significantly enlarged. This is made possible by the existence of the bounding function estimator, described in Assumption A3. The cost of this generalization is having to satisfy conditions (30).
It will be shown that, even with this set of relaxed assumptions, boundedness of solutions as well as convergence to the desired equilibrium can be achieved by means of a linear dynamic output feedback, with a dynamic high gain, following the ideas in [8] .
Proposition 1: Suppose that Assumptions A1 to A5 hold. Then there exist a function σ(ω, y, r), matrices F ∈ R 1×n and K ∈ R n×1 , with K = [k 1 , k 2 , · · · , k n ] and positive real numbers a and b such that the dynamic output feedback control law composed as followṡ
is such that all trajectories of system (21) are bounded and converge to the origin.
Before continuing with the proof of Proposition 1 we define the matrices A, D ∈ R n×n and B, C ∈ R n×1 as follows :
and recall the following Lemma from [8] , which is instrumental in the design of the control scheme (31)-(32)-(33).
Lemma 2:
For any strictly positive real number a, there exist real numbers d 0 and d 1 , symmetric matrices P ∈ R n×n and Q ∈ R n×n , and matrices K ∈ R n×1 and F ∈ R 1×n satisfying the following set of inequalities: 
By constraining the initial condition of the varying gain r to be larger than one, i.e. r(0) ≥ 1, we guarantee that for each solution and all t where it makes sense, r(t) ≥ 1. The choice of the real number b will be dictated later on. Considering the observer given by equations (31) define the error variables e i = x i −x i , the normalized error variables ε i = e i r i−1+a , for i = 1, · · · , n, and the corresponding error vector ε = col(ε 1 , ε 2 , · · · , ε n ). Following straightforward manipulations, one getṡ
where
Next, let P be the matrix given by Lemma 2. We consider the positive definite and radially unbounded function
With straightforward calculations, upper bounding, and using the inequalities (34) one obtainṡ
(37) Next, consider the vector of scaled estimated states as :
and a scaled input (recall (32))
This yieldṡ
Consider the matrix Q that satisfies the inequalities (34) of Lemma 2 and define the positive definite and radially unbounded function V c =x Qx.
With straightforward computations, and using inequalities (34), it can be shown that V c satisfies the estimatė 
where the function σ 2 (y, r) is to be defined later on. Consider now the function
