For G a finite group, κ(G) is the probability that that σ, τ ∈ G are conjugate, when σ and τ are chosen independently and uniformly at random. Recently, in [1], Blackburn et al showed that κ(S n ) ∼ A/n 2 as n → ∞ for some constant A. In this paper, we extend ther methods to show that κ(A n ) ∼ B/n 2 as n → ∞ for some constant B.
Introduction
Let G be a finite group and κ(G) be the probability that σ, τ ∈ G are conjugate, when σ and τ are chosen independently and uniformly at random. In words, κ(G) is the probability that two randomly chosen elements from the group are conjugate.
If G is any group and g 1 , g 2 , . . . , g k is a complete set of representatives for the conjugacy classes of G, then it is easy to see that
where Cent G (g) denotes the centralizer of an element g ∈ G.
It was first proved in [2] by Flajolet et al and later, using more elementary methods, by Blackburn et al in [1] that κ(S n ) ∼ A/n 2 as n → ∞ for some constant A. In this paper, we extend the methods used by Blackburn et al in [1, pp. 14-21 ] to show that κ(A n ) ∼ B/n 2 as n → ∞ for some constant B.
The methods we use in this paper are very similar to those of Blackburn et al. However, some complications arise when treating the alternating groups instead of the symmetric groups. In particular, a conjugacy class of S n splits into two classes in A n if its corresponding cycle type consists of cycles of distinct odd lengths.
In addressing this problem, we introduce the following definitions: Definition 1.1. Suppose σ, τ ∈ S n are chosen independently and uniformly at random. Let
• κ E (S n ) be the probability that σ, τ are conjugate, given that they are even permutations,
• κ O (S n ) be the probability that σ, τ are conjugate, given that they are odd permutations,
• Q(S n ) be the probability that σ, τ have the same cycle type and they are only composed of cycles of distinct odd lengths.
We also find that the asymptotic behavior of κ(A n ) depends on the parity of n. We thus split our result into two cases, the first when the limit of n 2 κ(A n ) is taken over the even integers and the second when it is taken over the odd integers.
We now state our main result: Theorem 1. Using notation as defined above,
Proof. Let σ and τ be even permutations of Ω n chosen independently and uniformly at random. Let X and Y be two l-sets and write X and Y for their respective complements in Ω n . Let E(X, Y ) be the event that σ acts as an l-cycle on X, τ acts as an l-cycle on Y and that σ and τ , the respective restrictions of σ and τ to X and Y , have the same cycle structure.
If l is even then σ and τ must be odd so the probability that they are of the same cycle type is equal to κ O (S n−l ). If l is odd, the probability is κ E (S n−l ). So, from Lemma 2.1, we have
If σ and τ are conjugate in S n then either σ and τ both contain only cycles of length strictly less than k, or there exists sets X and Y of cardinality l ≥ k on which σ and τ act as l-cycles and such that the restrictions σ and τ have the same cycle type. Therefore
Here the events E(X, Y ) are not necessarily disjoint so we have only an upper bound, not an equality. We have established the first inequality of the proposition.
When k > n 2
the events E(X, Y ) with |X|, |Y | ≥ k are disjoint, since a permutation of length n can only contain at most one cycle of length greater than
as required.
We now take a closer look at Q(S n ). Recall that Q(S n ) is the probability that two elements of S n , chosen independently and uniformly at random, have the same cycle type and consist of cycles of distinct odd lengths.
Moreover, if k is such that
Proof. Let l be odd and let σ, τ ∈ S n . We define X, Y, X, Y , σ and τ as in the proof of Proposition 2.2. Let F (X, Y ) be defined as the event that σ acts as an l−cycle on X, τ acts as an l−cycle on Y , σ and τ have the same cycle type and σ and τ only have cycles of distinct odd length. Given that σ and τ act as l−cycles on X and Y , σ and τ are independently and uniformly distributed over the symmetric groups of X and Y . Hence the probability that σ and τ have the same cycle type and σ and τ only have cycles of distinct odd length is exactly Q(S n−l ). So, from Lemma 2.1,
If σ and τ have the same cycle type and only parts of distinct odd lengths, then either both have only cycles of length strictly less than k, or there exist l−sets X and Y for some l ≥ k such that σ acts on X as an l−cycle and τ acts on Y as an l−cycle and such that the restrictions σ and τ have the same cycle type and only parts of distinct odd lengths. Therefore
Here, again, the F (X, Y ) are not necessarily independent, meaning we do not have equality. The inequality also allows us to ignore the case where σ contains a further l-cycle. We have established the first inequality of the proposition. When k > n 2 the events F (X, Y ) with |X|, |Y | ≥ k are disjoint, since a permutation of length n can only contain at most one cycle of length greater than n 2 . Furthermore, σ cannot contain an l-cycle. Thus
3 Uniform Bounds on κ E (S n ), κ O (S n ) and Q(S n )
In this section we establish an analogous result to Theorem 1.4 in [1, p. 18 ]. We will prove that there exist C 0 , C 1 and C 2 such that for all n ∈ N
We will need the following results, found in [1, pp. 15-17].
Proposition 3.1. Let k ∈ N be such that k ≥ 2. Suppose that there exists n 0 ∈ N such that
Then ns k (n) ≥ (n + 1)s k (n + 1) for all n ≥ n 0 .
Lemma 3.2. Let n ∈ N and let 0 < n < k/2. Then
We first consider κ E (S n ) and κ O (S n ). For all n ≥ 2,
where C κ := 13 2 κ(S 13 ) [1, p. 19] . Hence, we find that for all n ∈ N
which establishes the required upper bounds for κ E (S n ) and κ O (S n ).
We now consider the case of Q(S n ). We will follow the same argument as in [1, pp. 17-19] . We first need a result similar to Lemma 8.2 [1, p. 18]. We define C 2 := 4 2 Q(S 4 ).
Lemma 3.3. We have
(ii) Proof. Most of these results are straightforward calculations. To prove part (i) we introduce the generating function 1 +
We easily see that this is indeed the required generating function as the coefficient of x n after multplying out the brackets will be S s∈S 1 s 2 where the sum over all sets S such that its elements are distinct odd integers and (ii) ns 15 (n) ≥ (n + 1)s 15 (n + 1) for 14 ≤ n ≤ 60
We can now prove our main proposition in a similar way to the proof of Theorem 1.4 [1, pp. 18-19] .
Proof. We procede by induction on n. By Lemma 3.3(i) the proposition holds if n ≤ 300, and so we may conclude that n > 300. By Proposition 2.2 in the case k = 15 we have
and hence
It follows from Proposition 3.1 and the comments preceding this proposition that ns 15 (n) ≤ 60s 15 (60) < 0.19076. Hence n 2 s 15 (n) 2 ≤ 0.03639. Using Lemma 3.3(ii) to bound the second term in (1), we get
It is clear from Lemma 3.3(ii) and (iii) that the sum over odd values of Q(S n ) is the larger of the two values, and thus the one we take for our bound.
For the third term in (1) we use the inductive hypothesis to get
Using the symmetry of l 2 (n − l) 2 in this sum and then applying Lemma 3.2 in the case n = 15, we get Since log(n/15)/n is decreasing for n > 40, it follows from the upper bound for C 2 in Lemma 3.3(iv) that 
Limits
In this section we will prove asymptotic results on κ E (S n ), Q(S n ) and κ(A n ) analogous to Theorem 1.5 in [1, p. 5].
We will need the following lemma, found in [1, p. 14]
Lemma 4.1. For all n, k ∈ N with k ≥ 2 we have s k (n) ≤ 1/t! < e t t when t = ⌊n/(k − 1)⌋.
For brevity, we introduce the following notation:
Proof. The second part of Proposition 2.2 says that, if k > n/2 then
Hence
Taking k = ⌊3n/4⌋ and letting n → ∞ we see that lim inf n→∞ n even
Proof. Let k = n log(n)
. By Proposition 2.2 we have
By Lemma 4.1 we have
) , and so log(ns k (n)) < log(n)t(1 − log t) = log n − log n log log n + log 1 + O log n n → −∞ as n → ∞. Hence ns k (n) → 0 as n → ∞.
We estimate the main sum in the same way as in [1, p. 20] . This gives
where line (2) is justified by the bounds in Section 3, C ′ is defined as max{C 0 , C 1 } and line (3) is as a result of the symmetry in l 2 (n − l) 2 . By Lemma 3.2 the third term in line (3) is at most (2C ′ log n)/n 3 . Moreover, from the identity
We now consider the case when n is even. Let ǫ ∈ R be such that 0 < ǫ < 1. For all n such that 1/ log(n) < ǫ we have m/n ≤ (n/ log(n))/n < ǫ and thus
These remarks give us lim sup
But as ǫ was arbitary, we conclude that lim sup n→∞ n even n 2 κ E (S n ) ≤ A 1 .
Similarly, we find that lim sup n→∞ n odd n 2 κ E (S n ) ≤ A 2 , which completes the proof. 5 Asymptotics of κ(A n )
Lemma 5.1.
Proof. Let σ, τ ∈ S n be chosen uniformly and independently at random. Let
• AN be the event that both σ and τ lie in A n ,
• CT be the event that they have the same cycle type,
• SP be the event that they lie in a conjugacy class in A n which is split, ie. that they are formed only of parts of odd, distinct length.
We note that κ E (S n ) = P(CT |AN) and that Q(S n ) = P(CT ∩ SP ). Moreover, κ(A n ) = P(CT |AN) × 1 − 1 2 P(SP |AN ∩ CT )
for if the conjugacy class is not split, then they are automatically conjugate in A n when they have the same cycle type, and if the conjugacy class is split, then the chance they are conjugate is 1 2 when they have the same cycle type. We have P(SP |AN ∩ CT ) = P(SP ∩ CT |AN) P(CT |AN) = P(SP ∩ CT |AN) κ E (S n )
But SP implies AN, hence P(SP ∩ CT |AN) = P(SP ∩ CT ∩ AN) P(AN) = P(SP ∩ CT ) 
