The first step when forming the polynomial hierarchies of languages is to consider languages of the form KaL where K and L are over a finite alphabet A and from a given variety V of languages, a ∈ A being a letter. All such KaL's generate the variety of languages BPol 1 (V ).
Introduction
The polynomial operator assigns to each variety of languages V the class of all Boolean combinations of the languages of the form
where A is a finite alphabet, a 1 , . . . , a ℓ ∈ A, L 0 , . . . , L ℓ ∈ V (A) (i.e. they are over A). Such operators on classes of languages lead to several concatenation hierarchies. Well known cases are the StraubingThérien and the group hierarchies. Concatenation hierarchies has been intensively studied by many authors -see Section 8 of the Pin's Chapter [4] . In the restricted case we fix a natural number k and we allow only ℓ ≤ k in ( * ) -see [2] and papers quoted there. The resulting variety of languages is denoted by BPol k (V ). Using the Eilenberg correspondence, BPol k operates also on pseudovarieties of monoids. We consider in this paper only the case k = 1. State complexity problems are a fundamental part of automata theory. Recent papers of a survey nature with numerous references are [1] by Brzozowski and [5] by Yu. First we estimate the state complexity of DFA automata for the language KaL in terms of the state complexities of K and L. This is the content of Section 2.
Secondly, for languages K and L, we also estimate the cardinality of the image of A * under the natural homomorphism µ a into the Schützenberger product of the syntactic monoids M and N of the languages K and L. This monoid µ a (A * ) recognizes the language KaL, too. The syntactic monoid of KaL is a homomorphic image of the monoid µ a (A * ). The third question concerns its cardinality.
In all three problems we get estimates which can be reached by concrete examples (for the first one in Section 2 and for the two remaining ones in Section 3). In general: the size of the Schützenberger product equals at least to the size of the monoid µ a (A * ) which is at least the size of the syntactic monoid of KaL. In Section 3 we further consider natural examples showing that those three numbers could differ drastically. The first example is the language B * aC * , B,C ⊆ A. The next proposition roughly estimates µ a (A * ) for J -trivial monoids using their structure.
In the last section we consider a variety of languages V such that the corresponding pseudovariety of monoids consists of all finite members of a locally finite variety of monoids V. Then the free monoid F V (A) in V over a finite set A is the smallest one recognizing all languages in V (A). We embed the free monoid in the variety of monoids corresponding to the class BPol 1 (V ) over A into the product of |A| copies of the Schützenberger product of F V (A)3F V (A) which leads to a rough estimate for the cardinality of this free monoid.
Recognizing by Automata
Let A be a finite alphabet and let L ⊆ A * be a regular language. The following construction of the minimal complete DFA is due to Brzozowski. We put:
• D is the (finite) set of states,
• L is the initial state and Q ∈ D is a final state (i.e., element of F ) if and only if 1 ∈ Q. Proposition 1. Let K and L be languages over a finite alphabet A whose minimal complete DFA have k resp. ℓ states and let a ∈ A. Then the minimal complete DFA for the language KaL has at most k2 ℓ states.
Proof. Notice that an arbitrary left derivative of KaL is of the form
We have k possible values for u −1 K and u
The example in the next proposition is a slight modification of the construction in Theorem 2.1 in [6] . It was suggested to the authors by J. Brzozowski. It shows that the bound from Proposition 1 is tight.
Proposition 2.
For arbitrary natural numbers k, ℓ ≥ 2 there exist languages K resp. L whose minimal complete DFA have k resp. ℓ states such that each complete DFA recognizing the language KaL has at least k2 ℓ states.
Note that A accepts the language
Similarly, we define B = { {q 0 , . . . , q ℓ−1 }, A, ·, q 0 , {q ℓ−1 } } where
Both automata A and B are minimal.
We define, for all u ∈ {a, b} * , the set
and the numbers T (u) = the greatest m such that b m is a suffix of u
Then in each complete DFA recognizing KaL with the initial state r 0 we have that
Now let u, v ∈ {a, b} * be such that S(u) = S(v) and t = t(u) > t(v).
Then, for w = cb k−1−t a ℓ , we have uw ∈ KaL and vw ∈ KaL. Again, in each complete DFA recognizing KaL with the initial state r 0 we have that
For an arbitrary subset S = {s 1 , . . . , s m } of {0, . . . , ℓ − 1}, where s 1 > · · · > s m , and t ∈ {0, . . . , k − 1} there exists a word
Therefore each complete DFA recognizing KaL has at least k2 ℓ states.
Recognizing by Monoids
Let K and L be languages over a finite alphabet A and let M and N be their syntactic monoids. In this section we will compare
• the size of the Schützenberger product M3N of monoids M and N,
• the cardinality of the image of A * in the homomorphism µ a from A * into M3N recognizing the language KaL,
• the size of the syntactic monoid of the language KaL.
Let M and N be finite monoids. Their Schützenberger product M3N is the set of all 2×2 matrices P where P 2,1 = / 0, P 1,1 ∈ M, P 2,2 ∈ N and P 1,2 ⊆ M × N equipped with the multiplication
It is well known that this operation is associative. This product was introduced by Schützenberger and by Straubing for an arbitrary finite family of monoids. Basic results are also due to Reutenauer and Pin -see [3] Theorems 1.4 and 1.5 in Chapter 5. Clearly, if |M| = m and |N| = n, then |M3N| = mn2 mn .
Recall that the syntactic congruence of the language R ⊆ A * is a relation ∼ R on A * defined by:
The syntactic monoid of R is the quotient monoid A * /∼ R . It is the smallest monoid recognizing the language R. Let A be a finite alphabet and let ϕ :
e. the language K is recognized by M using ϕ and S, and similarly for the language L. One can take the mappings ϕ and ψ surjective.
For a ∈ A, we define a mapping µ a : A * → M3N by
It is easy to see that it is a homomorphism and that the language KaL is recognized by M3N using µ a and
Of course, the language KaL is also recognized by µ a (A * ) which can be much smaller than the whole M3N. Moreover the syntactic monoid of the language KaL is a homomorphic image of the monoid µ a (A * ). Its size can be much smaller than the cardinality of the monoid µ a (A * ).
First we present, for arbitrary m and n, an example where the mapping µ a is onto. Thus the bound mn2 mn for µ a (A * ) is sharp.
Proposition 3. For arbitrary m and n, there exist languages K and L with syntactic monoids M and N and homomorphisms
Proof. Let A = {a, b, c}, let m and n be natural numbers and let
The syntactic monoids of K and L are the additive groups Z m and Z n and the syntactic homomorphisms are given by
Let k ∈ {0, . . . , m − 1} , ℓ ∈ {0, . . . , n − 1} and O ⊆ {0, . . . , m − 1} × {0, . . . , n − 1} be arbitrary. We will find u ∈ A * such that |u| b ≡ k (mod m), |u| c ≡ ℓ (mod n), and
. . .
We put
. . . where
we see that this word has all desired properties.
We used GAP to calculate the sizes of syntactic monoids from the last proof for m ∈ {2, 3, 4} and n = 2. The numbers were 61, 379 and 2041. They are of the form mn(2 mn − 1) + 1. This led us to the following two results. Proof. (i) Suppose first that both M and N are groups. Let u ∈ A * be such that (µ a (u)) 1,2 = M × N. Then also, for each p, q ∈ A * , it is the case that (µ a (puq)) 1,2 = M × N. Therefore, each pair (u, v) ∈ A * × A * with (µ a (u)) 1,2 = (µ a (v)) 1,2 = M × N is in the syntactic congruence of the language KaL.
(ii) Suppose that the monoid M is not a group (the case N not being a group could be treated in a similar way). Let s ∈ M be without an inverse element. Then there is no t ∈ M with st = 1. Indeed, such t would imply that u → us, u ∈ M, is one-to-one and due to the finiteness of M we have that { us | u ∈ M } = M. Thus there would be u ∈ M such that us = 1 and t = us·t = u·st = u -a contradiction.
Let u ∈ A * and let (s, 1) ∈ (µ a (u)) 1,2 . Thus there exist u ′ , u ′′ ∈ A * such that u = u ′ au ′′ and ϕ(u ′ ) = s, ψ(u ′′ ) = 1. Consequently (µ a (u)) 1,1 = ϕ(u) = sϕ(a)ϕ(u ′′ ) = 1. There are mn2 mn−1 matrices in M3N not having the element (s, 1) in the set at position (1, 2), and (m − 1)n2 mn−1 matrices in M3N having the element (s, 1) in the set at position (1, 2) and not having 1 at position (1, 1) .
Consequently, the size of the syntactic monoid of KaL is less or equal the cardinality of µ a (A * ) which is at most mn2 mn−1 + (m − 1)n2 mn−1 . The gap between mn2 mn and the last number is at least the needed value mn − 1.
Next we show that the estimate from Proposition 4 is exact.
Proposition 5. For arbitrary m and n, there exist languages K and L with syntactic monoids M and N, |M| = m, |N| = n, such that the size of the syntactic monoid of KaL is exactly mn(2 mn
Proof. We again consider the languages K and L from the proof of Proposition 3.
(
Then puq ∈ KaL and pvq ∈ KaL. The following example shows that the cardinalities of M3N, the cardinality of µ a (A * ) and the size of the syntactic monoid can be three quite different numbers.
Example 6. Let a ∈ A, let B,C A and consider the language B * aC * . Syntactic monoids of both B * and C * are isomorphic to the two element monoid 2 = {0, 1} having a neutral element 1 and a zero element 0. Moreover, for a ∈ A, ϕ(a) = 1 if and only if a ∈ B, and ψ(a) = 1 if and only if a ∈ C. Finally S = T = {1}.
Clearly, the cardinality of 232 is 2 · 2 · 2 2·2 = 64. Let A = {a, b, c, d}, B = {a, b} and C = {a, c}. One can calculate that |µ a (A * )| = 22. Finally, it is well known and easy to see that the syntactic monoid of B * aC * is isomorphic to the 8-element monoid of Boolean uppertriangular matrices of order 2.
We will try to estimate the number |µ a (A * )| using the structures of monoids M and N. The first little step concerns very special monoids and certain chains of their elements.
Green's relations are a basic tool in semigroup theory: define on an arbitrary monoid O the quasiorders ≤ R , ≤ L and ≤ J as follows:
p ≤ R q iff p = qr for some r, p ≤ L q iff p = sq for some s , and p ≤ J q iff p = sqr for some r, s .
For each u ∈ A * , we define c(u) (the content of u) as the set of all letters of u.
Proposition 7. Let M and N be finite J -trivial monoids having cardinalities m and n. Let the number of elements in a longest strict ≤ R -chain in M is ρ and the number of elements in a longest strict
Then the number of elements of each set of (µ a (u)) 1,2 , u ∈ A * , is less or equal to ρ + λ − 1 (which is ≤ m + n = 1). In particular,
and the statement follows.
The following example shows that the bound for |(µ a (u)) 1,2 | from Proposition 7 is sharp.
Example 8. For B ⊆ A we write B = { u ∈ A * | c(u) = B }. Notice first that, for B A, the syntactic monoid of B is isomorphic to the monoid (2 B , ∪) with a zero 0 adjoined. The syntactic homomorphism ϕ maps u ∈ B * onto c(u) and ϕ(u) = 0, otherwise, and we have S = {B}. All the relations ≤ R , ≤ L , ≤ J coincide with the reverse inclusion ⊇. Similarly for C A. Consider first the language BaC for A = {a, b, c}, B = {a, b}, C = {a, c}. Then ρ = λ = 4 and ρ + λ − 1 = 7 and
We can modify this example for arbitrary ρ, λ ≥ 4 as follows:
Level of Varieties
Let V be a variety of languages. A well known fact is that the pseudovariety of monoids corresponding to the class Here we are looking for a single finite monoid recognizing all languages in V (A), A fixed. We can succeed under certain circumstances as follows. Let V be a locally finite variety of monoids, i.e. the finitely generated monoids in V are finite. Let ∼ be the corresponding fully invariant congruence on X * , X = {x 1 , x 2 , . . . }, i.e. the set of all identities which hold in V. Notice that X * /∼ is the free monoid in V over the set X . The finite members of V form a (the so-called equational) pseudovariety of finite monoids. We denote the corresponding variety of languages by V , i.e. L ∈ V (A) if and only if the syntactic monoid of L is a member of V. Then the free monoid in V over the set A is the smallest monoid recognizing all languages from V (A). Thus we consider somehow the descriptional complexity for the whole varieties of languages.
One of the main results of [2] was an effective description of the fully invariant congruence ∼ k for the variety BPol k (V). Here we treat only the case of k = 1. 
Proposition 10. Let A = {a 1 , . . . , a d } ⊆ X and let Proof. The first part follows immediately from Result 9. To get the estimate, realize that all the diagonal entries in the matrices µ a 1 (u), . . . , µ a d (u), for a given u ∈ A * , are the same.
Let us consider the simplest non-trivial example. It shows, among others, that the estimate from the last proposition can be far from being optimal. Let A = {a, b}. We are going to improve the bound 4 · 2 2·4 2 from the last proposition. Clearly, the cardinality of M3M is 2 20 . We will calculate the image of µ a first.
We write also, for a 1 , . . . ,
with removed repetitions. We get (µ a (u)) 1,2 when considering it as a set. Note that (µ a (u)) 1,1 = (µ a (u)) 2,2 = c(u) for each u ∈ A * . We divide the elements of A * into several classes: Altogether we have 30 elements in µ a (A * ). In fact our consideration until now could be presented in Section 3. Returning to the free monoid in the variety corresponding to the class BPol 1 (SL) over A, we can state at present only that it has at most 30 · 30 elements. When considering the mapping ξ , not all possible 900 combinations can happen and we can further decrease the estimate for |ξ (A * )|. Using more advanced techniques we can even get 100 as an upper bound.
