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1 Introduction
A false-positive result represents disadvantage in a population-based mammography
screening program. In this study we estimate the cumulative risk of at least one false-
positive (FP) mammography test result during 10 biennial screening examinations
for women aged between 50 to 69 years.
A retrospective cohort study was performed for 84, 475 women aged 50–51 years
at the time of their first invitation to mammography screening in 1992–1995. These
women underwent altogether 477, 047 screening mammograms in the Finnish 20-
year breast cancer screening program. The attendance rate overall in the cohort group
was 88.4% during the screening program.
Generalized estimating equations (GEE) were used to estimate the cumulative prob-
ability of a false-positive screening result. The cumulative risk was calculated from
the parameters estimates by using simple probability theory. We studied the e ect of
age, previous FP result and regularity of the women attending the screening rounds
on obtaining (another) FP test result. The 95% confidence intervals for the risk of
a false-positive screening result at each age group was estimated using a suitable
modification of bootstrapping.
Out of all screenings 2.8% were recalled for further examinations and of these
82.0% were false-positive results. The estimated cumulative risk of at least one
FP result during the screening program was 15.84% among the attendees (95% CI:
15.49–16.18%). Out o  the whole study population 12.3% received at least one false-
positive screening result. In addition, age, regularity of attendance and a previous FP
were used to model the risk of an FP. The odds ratios were 0.61, 1.46, respectively,
as well as 1.91 and 3.09 for one or more previous FPs.
Approximately one in every six women will be recalled for further examinations
with at least one negative outcome, provided they attend the biennial mammography
screenings between ages 50 to 69 years. Irregular screening attendance and previous
FP findings increased the risk of (another) FP test result. False-positive results in
mammography screening are a disadvantage in a breast cancer screening program.
Understanding the burden of false-positive results to the target population helps in
analyzing the viability of the screening program.
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2 Background
Organized screeningmeans cancer screening programswith a systematic, population-
based approach with quality assurance at all appropriate levels (EU Council, 2003).
The main goal of organized cancer screening is to reduce the mortality through
the early detection of the disease (IARC, 2002). However, screening provides both
benefits and harms. Therefore, benefits of screening must be weighted against its
disadvantages.
Recall for assessments aftermammography screeningwithout detecting breast cancer
is referred to as a false-positive screening result, which is considered a disadvantage
of screening. In this work, we concentrate on false-positive (FP) screening test result,
which may cause psychological harms, increased hospital visits, increased diagnostic
tests as well as increased radiation exposure and additional costs. The cumulative
probability of a false positive screening test result is defined as woman experiencing
at least one FP screening result after certain time period defined beforehand.
An accurate estimation of the cumulative probability of FP screening test results,
from the long running screening programs, is important for program evaluation
(Hubbard et al., 2010). Life-time risk of di erent screening outcomes, including
screen-detected cancers and false-positive results have been estimated after multiple
screening rounds to study the e ectiveness of screening program (Otten et al., 2013).
Moreover, the psychological harms can also be reduced by suitable informing of
individuals undergoing organized population based screening, regarding what they
should expect from testing over time (Hubbard et al., 2010).
In the next sections we present the overall process of breast cancer screening and
setting in Finland. There will be a brief overview about the benefits and disadvantages
of cancer screening overall. Furthermore, we concentrate on the disadvantages of a
false-positive screening result and present an overview on the earlier studies about the
risk of receiving a false-positive screening test result. In addition, we discuss briefly
about the methods used in estimating the cumulative risk of receiving a false-positive
result. Finally we will describe the study population and define the concepts used in
the study and analysis.
2.1 Process of breast cancer screening and setting
In Finland, the population-based breast cancer screening program, administered by
the Finnish Cancer Registry (FCR), started in 1987 (FCR, 2010). It is based on the
GovernmentDecree on Screenings 1339/2006 (Ministry of SocialA airs andHealth,
2006). According to the Ministry of Social A airs and Health (2006), population
based breast cancer screening is to be o ered free of charge by the municipalities
to women between 50–69 years every 2 years. Screening is part of the preventive
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health care and means examination of the population, certain part of the population
or sampling, in order to discover a certain disease, its precursor, or to identify a
pathogen (Ministry of Social A airs and Health, 2006).
Based on the FCR (2010), a personal invitation letter is sent by mail with a prefixed
time and place of screening as well as the results of the mammogram afterwards.
All women in the target age are invited. Breasts are examined by mammography.
Two radiologists will interpret the results. Women with positive results, or women
recommended for further assessment, are recalled for further examination (FCR,
2010). The program is administered according to the European guidelines (Perry
et al., 2006).
This study is based on breast cancer screening data provided by the Mass Screening
Registry of the Finnish Cancer Registry. The Mass Screening Registry provides
information about the name and address ofwomen to be invited for the screening units
regularly (FCR, 2010). Stated by FCR (2010), screening units receive information
about the age groups that are included in the screening program in each year. The
information about the name and address of women are gathered from the Population
Register Centre.
According to the FCR (2010), the data about the invitations and the screening
mammogram examinations are stored in the Mass Screening Registry at the Finnish
Cancer Registry. The Registry maintains the database for breast cancer screening
and it provides the annual statistics about the breast cancer screening. In addition,
the Registry evaluates the impact of screening on mortality and the quality of the
screening program.
2.2 Benefits and harms of screening
Positive e ects of screening have been largely studied and well established. Preven-
tion of disease-specific mortality is the main aim of cancer screening (IARC, 2002).
Earlier diagnosismay improve the outcome of the treatment reducing disease-specific
mortality and increase the treatment options such as breast-conserving therapy.
The organized mammography screening in Finland has been studied to be e ective
(Sarkeala et al., 2008b). The incidence-based mortality from breast cancer has been
reported to reduce approximately by 22–28% among the invited women (Sarkeala
et al., 2008a).
Screening can have various disadvantages. The most important harms of screening
are due to the adverse events of the diagnosis and management of cancer. This is
related to overdiagnosis, overtreatment and treatment related complications (Puliti
et al., 2012; Heinävaara et al., 2014; Lauby-Secretan et al., 2015; Harris et al., 2014).
Most reliable estimates indicate overdiagnosis of approximately 1–10% among all
invited (Puliti et al., 2012).
Various psychological harms may occur during the screening process, including
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pain from the screening test, confirmation and information about the test result. Low
diagnostic specificity and false-positive test results can increase adverse psychosocial
consequences (Brett et al., 2005). False-positive results in screening process are
inevitable in breast cancer screening and therefore it needs to be endured to some
extent. It is important to keep the further assessment rate as low as possible without
missing breast cancer cases.
2.3 An overview of false-positive screening result
The negative e ects of false-positive screening results have been widely studied.
False-positive results increase the psychological harms (Brodersen and Siersma,
2013; Bond et al., 2013). Recalls increase additional hospital visits, diagnostic tests,
radiation exposure and additional costs (Lerman et al., 1991; Bull and Campbell,
1991; Harris et al., 2014). False-positive screening result may also lead to decreased
participation in future screening rounds (Salz et al., 2011).
The risk of a false-positive test result is influenced by the screening procedures, such
as screening interval, single versus double reading by radiologist, the method how
screening tests are performed, training and the experience of the radiologist (Roman
et al., 2014). In addition, characteristics of the women, such as age, screening history,
use of hormone therapy, breast density and previous invasive procedures are prone to
impact the risk for false-positive screening test result (Roman et al., 2014). Indeed,
dense breast tissue makes it more di cult to detect the possible cancer. Women with
dense breast tissue are most likely to be younger at age. Therefore younger women
have more increased risk of receiving FP screening result.
A population based study in Spain (Castells et al., 2006) stated that factors asso-
ciated with a higher cumulative risk of false-positive recall were previous benign
breast disease, premenopausal status, body mass index above 27, 3 and age 50–54
years. Another study from the USA (Christiansen et al., 2000) states that previous
breast biopsies, number of previous breast biopsies, family history of breast cancer,
premenopausal status and hormonal therapy were all associated with higher proba-
bility of false-positive mammograms. Contrary to Castells et al. (2006), Christiansen
et al. (2000) found that BMI was not statistically significant factor contributing to
the higher risk of FP result.
In Europe, the cumulative risk of a false-positive screening result after 10 biennial
screening rounds has been estimated to be 19.7% (Hofvind et al., 2012) and in
the U.S. the cumulative risk of a false-positive test result after 10 years of biennial
screening has been reported higher ranging from 41.6% to 49.1% (Elmore et al.,
1998; Christiansen et al., 2000; Hubbard et al., 2011).
The overall cumulative risk of a false-positive screening test for all centers in Norwe-
gian breast cancer screening programwas 20% (95%Cl: 19.7–20.4%) (Roman et al.,
2013) by using generalized linear mixed models (GLMM) for estimation with the
regularity of attendance as the explanatory variable. Roman et al. (2013) found that
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irregular screening attendees had a higher risk of receiving FP screening test result
with odds ratio 1.12 (95% Cl: 1.06–1.20%). In Spain the cumulative false-positive
risk was estimated at 20.39% (95% Cl: 20.02–20.76%) by using the same regression
model as was used in the Norwegian study (Roman et al., 2012). In addition, a study
from Denmark, Njor et al. (2007) demonstrated that after completing 3–5 screen-
ing rounds, the extrapolated cumulative risk of false-positive test over a program of
10 screening rounds was predicted to be 15.8% for a woman participating in the
program.
2.4 Methods used estimating cumulative probability
In an international level the calculation methods for cumulative probability vary
across the countries. Example studies are gathered in a Table 2.1 to describe the
di erent methods used in estimating the cumulative probability of FP results.
Estimating the cumulative risk of FP with particular model is challenging because of
the di erences between the programs, screening population, radiologist interpretation
di erences and resources (Hubbard et al., 2010). The estimation is also di cult
within the country itself. In Finland, even though the breast cancer screening is based
on government law, the process still varies between the municipalities, some inviting
more extensively than others. The estimation is also challenging due to the fact, that
not all individuals receive the intended screening examinations due to non-adherence
or drop-outs.
Hubbard et al. (2010) bring up another challenging issue concerning the estima-
tion of FP results. Since not all subject will attend all the recommended screening
rounds, nor will receive all the intended invitations, it results in right censoring of
screening round. Hubbard et al. (2010) studied statistical methods used in estimating
the cumulative risk of a false-positive screening test result. They discovered two
approaches used in the estimation: conditional approaches and marginal approaches.
Conditional probabilities estimate the risk of an FP result for the subdatasets, for
women who attend certain number of screening rounds, relying on the assumption
that the probability of an FP result at each screening round is independent of the
total number of screening rounds attended. Contrary to conditional approach, the
marginal approach relies on the assumption that the probability of a first FP result at
each screening round is constant after censoring (Hubbard et al., 2010).
We use conditional probability approach to estimate the cumulative risk of an FP
screening result conditional on age, attendance, previous FP result and regularity
of attendance. We are estimating the probability that after undergoing j screening
examinations, the subject has received at least one FP test result. In addition, we
are interested on how certain characteristics, such as a woman receiving several FP
results and regularity of attending the screening program influence the FP probability.
These are the same variables used by Baker et al. (2003) and Roman et al. (2013)
respectively.
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The question of calculating the cumulative probability has been previously studied
for instance by Baker et al. (2003) and Gelfand and Wang (2000). For a more
comprehensive review of the methodological aspects we refer to Hubbard et al.
(2010).
In this study we use generalized estimating equations (GEE) to model the probability
of an FP test result, as a basis for calculating the cumulative probability. Indeed, a
single probability is modeled using GEE. Cumulative probability is then counted
from single cases as it has been done in previous studies by using simple probability
theory. Various methods have been used to calculate the confidence intervals. We
use a suitable modification of standard bootstrapping.
We use GEE because it allows for within subject correlations between observations.
GEE is a robust method for a longitudinal epidemiological study and it seems rea-
sonable choice for the problem in hand. Previous studies (Roman et al., 2012, 2013;
Hubbard et al., 2011; Christiansen et al., 2000) have used, for instance, Bayesian or
GLMMmethods, and for a further overview of themethodologywe refer to Table 2.1.
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2.5 Study population
The study population included 84, 475 women aged 50–51 years at the time of their
first mammography invitation in 1992–1995. The women are identified by a unique
personal identification number given to all citizens in Finland. Information about
the invitations, attendance, further examinations and screening outcome is registered
in the Finnish Mass Screening Registry database, with the personal identification
number used as identifier for each woman.
The breast cancer screening is administered by digital mammography. Finnish breast
cancer screening program uses independent double reading by radiologists. An in-
terpretation is given for both breasts from both readers by scoring. Score ranges from
0 to 5. A score 0 indicates test failure, 1 a normal screening result and 5 is highly
suspicious for malignancy. If the result indicates malignancy, the woman is recom-
mended for further assessment and she receives an invitation for further examination
or referral for surgical procedure.
Further examination covers additional mammography, clinical breast examination,
ultrasound, pneumocystography or fine-needle/core-needle biopsy. Surgical proce-
dure covers lumpectomy or partial/radical mastectomy. If no malignancy is found,
women are referred back to routine screening. All malignancies, invasive or ductal
carcinoma in situ, are histologically verified. Women who receive a diagnosis of
breast cancer are referred for treatment.
2.6 Definitions
Recall is defined as woman receiving an invitation for further examinations. In this
respect further examination procedures can be classified as additionalmammography,
ultrasound, pneumocystography or biopsy. Referral is defined as woman receiving
an invitation for surgical procedure.
Positive diagnostic finding is classified as true positive if breast cancer (invasive or
ductal carcinoma in situ) is diagnosed in the woman on the basis of histological
findings.
The outcome of mammography screening examination is defined as a false-positive
test result, normal test result or true positive test result. In this study, a screening test
was defined as false-positive test result if a woman attended the screening test and
was recalled or referred for further assessment without being diagnosed with either
invasive carcinoma or ductal carcinoma in situ. Any recall or referral for further
assessments was considered a false-positive screening result if breast cancer was not
diagnosed during the diagnostic workup, regardless of the procedures performed.
We also examined whether there was independence between the outcomes of subse-
quent screens as in if the probability of woman receiving a FP result influenced the
fact whether the woman already had a previous FP result. Therefore we identified a
11
variable of previous FP result as well.
Previous FP was also studied as accumulated factor, meaning that women were
divided into three groups, whether they had no FP results, one previous FP results or
more than one previous FP result during the screening program.
Regularity of the attendance was used to model the risk of an FP screening result.
Woman was considered an irregular attendee at those screening rounds when she
had missed her last screening examination, meaning that there were  3.5 years
(42 months) in between the screening rounds. See more specific definitions for the
variables used in the model in the section 3.3.
The cumulative risk of a false-positive screening result is defined as the risk of
experiencing at least one false-positive test result in the biennial 20-year screening
program. The estimates of the cumulative probability of having a false-positive test
result was calculated by using formula provided in the section 3.3.
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3 Statistical methods
We start by introducing the generalized linear model (GLM). First we will present the
elements of GLM in more detail together with the likelihood equation and asymp-
totic distribution for GLM. Furthermore, we will follow the GLM with generalized
estimating equations (GEE). We will address the specific elements of GEE method,
including asymptotic behavior, sandwich estimator and corresponding correlation
matrix.
In the last two sections we introduce the calculation for the cumulative probability
and calculationmethod based on bootstrapping argument for the confidence intervals.
3.1 Generalized linear model
This section is based on Agresti (2015), Fitzmaurice et al. (2012) and Hardin (2005).
3.1.1 Preliminaries
Given a dataset (yi, xi)ni=1 our aim is to build a model which explains the e ect of the
independent variables x on the studied dependent variable y. In the standard linear
model, one studies the model
yi = x0i  + "i, i = 1, 2, . . . , n,
for
xi =
*.....,
1
xi1
...
xip
+/////-
,   =
*.....,
 1
 2
...
 p
+/////-
,
and for the error "i, i = 1, 2, . . . , n, where the aim is to determine the coe cient
vector  .
In the generalized linear model (GLM) the relation between the response and inde-
pendent variables is not necessarily linear, and thus one introduces an additional link
function to describe the modeled relation. In this setting, it is also more natural to
model the mean E(yi |xi) instead of the true value with some error, as above.
Definition 3.1. The generalized linear model is defined via the following three
elements:
1. a probability distribution of the response variable y from the exponential
family:
(3.1) f (yi; ✓i,  ) = exp
 
yi✓i   b(✓i)
a( )
+ c(yi,  )
!
;
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2. a linear predictor ⌘ = X ;
3. a link function g such that
(3.2) g ⇥E(y|X)⇤ = ⌘,
where in (3.2) we have abused the notation as on the left hand side the function
g : R! R is to be interpreted as acting on the components of the vector E(y|X).
The first element is the assumption of the distribution. GLMs are an extended family
of probability models for a univariate response variable yi. For each element i in
the dataset, we have a particular distribution depending on ✓i, where ✓i is typically
determined via the data xi. This relation can also be seen in (3.2), as we will later
explain.
The exponential family includes the normal distribution for a continuous response,
binomial distribution for binary response, and the Poisson distribution for counts.
In addition, it also includes several other distributions, such as gamma, beta and
negative binomial distribution.
Each element ⌘ j of the linear predictor is a function of the observed independent
variables x j of the j’th element in the dataset (xi)ni=1. Given the observed dataset
X = *..,
x11 . . . x1p
...
...
xn1 . . . xnp
+//- =
*..,
x01
...
x0n
+//-
we obtain the linear predictor ⌘ = X  which is then used to obtain the fitted value
for the mean of the random component y = (y1, . . . , yn)0 via the model (3.2). Unlike
earlier, here y is now a random variable corresponding to the response variable, and
in particular, it is not observed in the dataset. (Agresti, 2015, 2–4.)
3.1.2 The exponential family
All distributions that belong to the exponential family can be expressed in the same
general form (3.1), where ✓ is the location parameter (natural parameter), a is known
as prior weight and   is a scale or dispersion parameter. Although the probability
distributions have quite di erent data types, such as continuous, dichotomous and
count, the members of the distributions have much in common. The function c is
merely a normalization constant. Indeed, for f to be a probability distribution, its
integral need to equal 1. As the distribution may vary with  , we let the normalization
constant to depend on this parameter.
The location parameter ✓ is closely related to the mean of the distribution and   is
related to the variance of the exponential distributions. For some distributions   is
constant and does not require estimation. When   is known, y has one-parameter
distribution. However for some distributions,   is unknown parameter and while   is
unknown, it has two-parameter distribution.
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Example 3.1. Recall that the probability density function of the normal distribution
is
(3.3) f (y; µ, 2) = 1p
2⇡ 2
exp
 
  (y   µ)
2
2 2
!
,
which can be written as
(3.4)
f (y; µ, 2) = exp
f  12 log  2⇡ 2 g · exp "  (y   µ)22 2
#
= exp
"
  y
2   2yµ + µ2
2 2
  log(2⇡ 
2)
2
#
= exp
266664
yµ   12 µ2
 2
  12
 
y2
 2
+ log(2⇡ 2)
!377775 .
From this representation we observe that the normal distribution is a member of the
exponential family, with the canonical location parameter ✓ = µ and the dispersion
parameter   =  2. These correspond to the mean and the variance. Indeed, by
choosing a( ) =   as well as
(3.5) b(✓) = 12 ✓
2 = 12 µ
2
and
(3.6)
c(y,  ) =  12
"
y2
 
+ log(2⇡ )
#
=  12
"
y2
 2
+ log(2⇡ 2)
#
,
we immediately see that (3.4) is of the form (3.1).
For the sake of completeness, we next calculate the mean and variance of y in this
setting. For f defined in (3.1) we have
15
(3.7)
E✓
"
@
@✓
log f (y; ✓)
#
= E✓
266664
@
@✓ f (y; ✓)
f (y; ✓)
377775
=
1Z
 1
@
@✓ f (y; ✓)
f (y; ✓) f (y; ✓)dy
=
1Z
 1
@
@✓
f (y; ✓)dy
=
@
@✓
1Z
 1
f (y; ✓)dy = @
@✓
1 = 0,
provided f is di erentiable and regular enough for the above change of the order
of integration and di erentiation to be justified. Here we also used the fact, that the
total mass of the probability density function is 1.
Since
(3.8) @
@✓
log f (y; ✓,  ) = @
@✓
"
y✓
a( )
  b(✓)
a( )
#
=
y
a( )
  b
0(✓)
a( )
,
we obtain that
(3.9) µde f= E✓ (y) = b0(✓).
Similarly for the variance we have
(3.10) @
2
@✓2
log f (y; ✓,  ) =  b
00(✓)
a( )
.
By using the standard properties of the Fisher information we obtain
 E✓
"
@2
@✓2
log f (y; ✓,  )
#
= E✓
266664
 
@
@✓
log f (y; ✓,  )
!2377775 .
This together with (3.9) implies
(3.11)
b00(✓)
a( )
=  E✓
"
@2
@✓2
log f (y, ✓,  )
#
= E✓
266664
 
@
@✓
log f (y; ✓,  )
!2377775
= E✓
266664
 
y   b0(✓)
a( )
!2377775 = E
⇥
(y   µ)2⇤
a( )2
=
Var(y)
a( )2
.
Finally, we obtain
(3.12) Var(y) = b00(✓)a( ),
where b00(✓) is called the variance function. It describes how the variance relates to
the mean parameter ✓. (Agresti, 2015, 120–123.)
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3.1.3 Linear predictor
The second element is the linear predictor. The linear predictor specifies the e ects
of the covariates xi on the mean of yi and it is expressed as
(3.13) ⌘i =  1xi1 +  2xi2 + · · · +  pxip =
pX
j=1
  j xi j = x0i .
The linear predictor is a linear combination of the unknown vector of regression
coe cients   = ( 1, . . . ,  p)0, and the vector of covariates xi. The objective of
the statistical analysis is to determine an estimate for the regression coe cient  .
(Agresti, 2015, 123.)
3.1.4 Link function
The last element is the link function. The link function connects the random compo-
nent and linear predictor of the GLM. It describes the relation between E(y|X) and
the linear predictor ⌘. The link function is a known function g(·), which is predeter-
mined in the model specifications. Now the random and systematic components are
directly related via
(3.14) g ⇥E(yi |X)⇤ = g ⇥E(yi |xi)⇤ = ⌘i = x0i .
In the sequel, we will denote µi
de f
= E(yi |xi).
Example 3.2. The standard linear regression model can be represented as a GLM
by choosing the identity link function g(µi) = µi.
In principle, any function g(·) can be chosen to link the mean of the yi to the linear
predictor. However, every distribution that belongs to the exponential family has a
special link function called the canonical link. The canonical link function is defined
as
(3.15) g(µi) = ✓i,
where ✓i is the canonical location parameter ✓i =
Pp
j=1   j xi j = ⌘i. The link function
relates the mean of yi to the linear predictor and determines the scale on which the
additive e ects of covariates have an impact on the mean response. The link function
has no other limitations except, that it is monotone and di erentiable. (Fitzmaurice
et al., 2012, 327–335.) and (Agresti, 2015, 123.)
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3.1.5 Likelihood equation and asymptotic distribution for GLM
The parameter   can be estimated using maximum likelihood. By maximizing the
likelihood function, the method is bound to choose values of the coe cients that are
most likely to have generated from the data. In GLM the response is assumed to have
a distribution belonging to the aforementioned exponential family of distributions.
Recall that for independent observations y1, . . . , yn the likelihood function is defined
as
L(✓ | y)de f=
nY
j=1
f✓ (y j )
where f is a continuos probability distribution with density function depending on
the parameter ✓.
We will study the log-likelihood, and for that we define
l ( ) =
nX
i=1
li ( ) = log
nY
i=1
f (yi)
=
nX
i=1
log f (yi; ✓i,  ) =
nX
i=1
yi✓i   b(✓i)
a( )
+
nX
i=1
c(yi,  ).
(3.16)
The notation l ( ) reflects the dependence of   on the parameters ✓1, . . ., ✓n. We
maximize the likelihood function via the first-order condition
(3.17) 0 =
nX
i=1
@li
@   j
=
nX
i=1
@li
@✓i
@✓i
@µi
@µi
@⌘i
@⌘i
@   j
,
where we used the chain rule to di erentiate the log-likelihood (3.16).
Since µi = b0(✓i) as well as Var(yi) = b00(✓i)a( ) (cf. (3.9) and (3.12)) and
@li
@✓i
=
yi   b0(✓i)
a( )
,
we have
(3.18) @µi
@✓i
= b00(✓i) =
Var(yi)
a( )
and @li
@✓i
=
yi   µi
a( )
.
In addition, since
⌘i =
pX
k=1
 k xik
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we have @⌘i@   j = xi j . Finally, since ⌘i = g(µi),
@µi
@⌘i
depends on the link function for
the model. In summary, substituting into (3.17), we obtain
(3.19) @li
@   j
=
(yi   µi)
a( )
a( )
Var(yi)
@µi
@⌘i
xi j =
(yi   µi)xi j
Var(yi)
@µi
@⌘i
.
By summing over i we obtain the estimating equations for the GLM:
(3.20) @l ( )
@   j
=
nX
i=1
(yi   µi)xi j
Var(yi)
@µ j
@⌘ j
= 0, j = 1, 2, . . . , p,
where ⌘ j =
Pp
j=1   j xi j = g(µ j ) for the link function g. These are j equations for j
unknown variables  1, . . . ,   j .
Let V denote the diagonal matrix of variances of the observations, and let D denote
the diagonal matrix with elements @µi@⌘i . For what follows, we observe that with this
notation, we may write the estimating equations in the matrix form as
(3.21) X0DV 1(y   µ) = 0.
After solving the parameter vector  , we also need this to have the proper asymptotic
properties. Indeed, the estimating equations produce an unbiased estimator, with the
asymptotic large sample distribution of  ˆ given by
(3.22) N[ , (XTWX) 1],
whereW is the diagonal matrix with elements
(3.23) wi =
⇣
@µi
@⌘i
⌘2
Var(yi)
.
(Agresti, 2015, 123–126.)
3.2 Generalized estimating equations
Generalized estimating equations (GEE) is an extension of the generalized linear
models developed by Liang and Zeger (1986). It is a semi-parametric approach
used in longitudinal, repeated measures or clustered study designs. GEE permits
a specification of a working correlation matrix that accounts for the within-subject
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correlation of response variables. Indeed, in longitudinal data there are often repeated
measures over time. This may result in correlation within a subject or clusters of
observations over repeated measures. If the correlation is not taken into account in
the analysis, the inferences about the parameter estimates may be incorrect.
Ballinger (2004) state that, when using a linear regression, we may face the non-
constant variance of the dependent variable, especially when modeling probabilities,
as is our goal. In addition, error terms are not usually normally distributed. In such
cases, power transformation on the dependent variable prior to running an OLS
regression is an alternative option.
The GEE model is specified similarly to GLM as
(3.24) g(µi) = x0i .
However, contrary to GLM, full specification of the joint distribution as well as
the maximum likelihood estimation (MLE) is not required for the estimation of the
coe cient vector. GEE uses quasi-likelihood estimation rather thanMLE or ordinary
least squares (OLS) to estimate the parameters. The quasi-likelihood method a rms
a model for the mean function µi j = E(yi j ), and specifies a variance function V (µi j ).
The estimate of   is called the quasi-likelihood estimate when we maximize the
normality-based log-likelihood without the assumption, that the response is normally
distributed. (Agresti, 2015, 316–317.)
3.2.1 Parameter estimation
GEE consists of the same components as GLM:
1. a probability distribution of the response variable y from the exponential
family;
2. a linear predictor ⌘ = X ;
3. a link function g such that
(3.25) g ⇥E(y|X)⇤ = ⌘.
Here we have again used the same abuse of notation as in (3.2). Now the covariance
structure of the correlated responses are specified and modeled. Contrary to GLM,
the responses (y1, y2, . . . , yn) are allowed to be correlated or clustered. This means
that the cases do not need to be independent. In addition, also the errors are allowed
to be correlated and the homogeneity of the variances does not need to be satisfied.
In the Chapter 3.1 we obtained the estimating equations for the GLM (3.20), that
included a linear predictor with an associated coe cient vector to be estimated.
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Assuming n clusters with ni observations in each clusture, the estimating equation
can now be written as
(3.26)  ( ) =
2666664*,
nX
i=1
niX
t=1
yit   µit
V (µit )
 
@µ
@⌘
!
it
x jit+- j=1,...,p
3777775 px1 = 0.
Typically the observations in each cluster are measurements in di erent time points,
and thus the corresponding indexing is usually denoted by t.
Using a matrix notation, the equation (3.26) can be rewritten as
(3.27)  ( ) =
2666664*,
nX
i=1
x0jiD
⇥V(µi)⇤ 1  yi   µi +- j=1,...,p
3777775 px1 = 0,
where D is the diagonal matrix as specified in (3.21), and
(3.28) V(µi) =
f
V(µit )1/2I(ni xni )V(µit )1/2
g
ni xni
.
Observe, that here we assumed the responses to be independent. Correspondingly,
the identity matrix I can be interpreted as the correlation matrix, where I corresponds
to the assumption that the observations are mutually independent. Next, the aim is
to model the expected value with mutually dependent observations. Indeed, GEE is
a modification of the limited information maximum likelihood estimating equation
for GLMs that simply replaces the identity matrix with a more general correlation
matrix, since the variance matrix for correlated data does not have a diagonal form.
Formally, we replace the identity matrix I with the corresponding correlation matrix
R(↵):
(3.29) V(µi) =
f
V(µit )1/2R(↵)V(µit )1/2
g
ni xni
,
where ↵ is a parameter vector used to represent the correlation data. Now replacing
the identity matrix I in the estimating equation (3.27) by (3.29), we obtain the
generalised estimating equations. (Hardin, 2005, 57–58.) By solving the equations
we find the coe cient vector   which is used in the model for the expected value µit
via g(µit ) = x0it .
While the derivation of the estimating equations, we explained, is not valid anymore
due to not having independent covariates, it turns out that the equations can still be
justified. Indeed, similarly to the formula (3.22) in the case of GLM, under suitable
regularity assumptions, we now have the asymptotic behavior given by
(3.30)
p
n( ˆ    ) d! N (0,VG),
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where the asymptotic covariance matrix VG is given by
(3.31)
VG := limn!1 n
266664
nX
i=1
D0iV 1i Di
377775
 1 266664
nX
i=1
D0iV 1i cov(yi)V 1i Di
377775
266664
nX
i=1
D0iV 1iDi
377775
 1
.
(Liang and Zeger, 1986).
3.2.2 Sandwich estimator
For inferences about  , valid standard errors can be obtained from the sandwich
estimator for (3.31) given by
(3.32) n
266664
nX
i=1
Dˆ0iVˆ 1i Dˆi
377775
 1 266664
nX
i=1
Dˆ0iVˆ 1i (yi   µˆi)(yi   µˆi)0Vˆ 1i Dˆi
377775
266664
nX
i=1
Dˆ0iVˆ 1i Dˆi
377775
 1
,
where compared to (3.31) D and V have been replaced by the sample estimates Dˆ
and Vˆ (Fitzmaurice et al., 2012, 357–359). In other words, GEE estimates regression
coe cients and standard errorswith sampling distributions that are asymptomatically
normal.
Observe, that if the working covariance structure R(↵) is correct, i.e. Vi = cov(yi),
the approximation VG for the asymptotic covariance matrix simplifies to the model-
based covariance matrix
VG = limn!1 n
*,
nX
i=1
D0iV 1i Di+-
 1
.
(Agresti, 2015, 317–318.)
Moreover, we note that by using the notation
B =
nX
i=1
D0iV 1i Di
M =
nX
i=1
D0iV 1i cov(yi)V 1i Di,
(3.33)
the asymptotic covariance of  ˆ can be expressed as
avar( ˆ) := B 1MB 1.
Here the notations B and M are sometimes referred as bread and meat of the
sandwich.
Considering the convergence results, in which the asymptotic properties rely, as usual
the most important assumption is that the model is correctly specified. Secondly, in
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case of missing data, the consistency of the estimates requires the data to be missing
completely at random. In particular, contrary to maximum likelihood estimation the
probability of a missing data point should not depend on the value of the missing
item. (Fitzmaurice et al., 2012, 357–361.)
3.2.3 Correlation matrix
Common patterns of correlation matrices R(↵) are exchangeable (corr (yi j, yik ) =
↵), autoregressive (corr (yi j, yik ) = ↵ | j k |, independence (corr (yi j, yik ) = 0) and
unstructured (corr (yi j, yik ) = ↵ j k ) (Agresti, 2015, 316). These correlation structures
can be expressed in matrix form as follows: identity matrix
(3.34)
26666664
1 0 0
0 1 0
0 0 1
37777775 ,
where correlation between time points is independent, Vi is diagonal; for exchange-
able matrix
(3.35)
26666664
1 p p
p 1 p
p p 1
37777775 ,
where all measurements on the same unit are equally correlated; for autoregressive
matrix of order 1 (AR1)
(3.36)
26666664
1 p p2
p 1 p
p2 p 1
37777775 ,
where correlation depends on time or distance between measurements i and m; e.g.
first order auto-regressive model has terms p, p2, p3; and finally, for the unstructured
correlation matrix we have
(3.37)
26666664
1 p12 p13
p21 1 p23
p31 p32 1
37777775 ,
where there are no assumptions about the correlations.
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Finally, we point out that the GEE estimates are valid even if the correlation matrix
R(↵) is not correctly specified. Indeed, we specify the supposed correlation structure
in (3.29), but the convergence result of (3.30) holds for any suchR(↵). Of course, this
may a ect the value of the sandwich estimator for a given number of observations n.
In other words, mis-specifying the correlation structure may cause the convergence
to be slower, but it still is asymptotically convergent.
3.3 Cumulative probability
Definition 3.2. We define a random variable to be a real-valued function f : ⌦!
(Varadhan, 2001).
Definition 3.3. Let ⌦ represent the rows of our dataset including all the screening
invitations, independent of the attendance. Let ⌦i be the set of all rows for person i
and denote by !ik the chronologically ordered k’th row for i’th individual. Denote
(3.38) sumFPik :=
kX
j=1
FP(!i j ).
Here FP : ⌦ ! {0, 1} is the random variable corresponding to a false-positive test
result. We define the categorial variable measuring the number of previous false-
positive results as
prevFPik = min{sumFPik, 2}.
In the sequel, we will not pay attention to any particular individual or any particular
screening round, and thus, we will drop the subindices i and k to represent a generic
data row for a generic individual.
Woman is considered to be an irregular attendee at those screening rounds when she
has missed her last screening examination. Since the screening program in Finland
is biennial for breast cancer screening, this means that for a irregular attendee in this
study, there were   3.5 years (42 months) in between the screening rounds.We define
for non-attended screening invitations irregular = NA and for attended screenings
irregulari,1 = 0 for every i,
and for k   2 that
irregularik =
8><>:1, if   3.5 years (42 months) after the last screening examination,0, otherwise.
Next we calculate the conditional cumulative probability of a false-positive screening
result. Here the probability is calculated with the condition of a woman attending
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the screening, having no previous FP result and a woman either being an irregular or
regular attendee.
{! 2 ⌦ | age(!) = j, prevFP(!) = 0, attend(!) = 1}
= [1i=0{! 2 ⌦ | age(!) = j, prevFP(!) = 0, attend(!) = 1, irregular (!) = i},
age, prevFP, attend, irregular: ⌦ ! . Therefore, age, prevFP, attend and irregular
are random variables. In the future, we will denote
{! 2 ⌦ | age(!) = j, prevFP(!) = 0}
= {age = j, prevFP = 0}
and
{! 2 ⌦ | age(!) = j, prevFP(!) = 0, attend(!) = 1, irregular (!) = i}
de f
= {age = j, prevFP = 0, attend = 1, irregular = i}.
We begin by using the decomposition
 
age = j, prevFP = 0, attend = 1 = 1[
i=0
 
age = j, attend = 1, prevFP = 0, irregular = i 
to deduce
P
  
FP = 1 \  age = j, prevFP = 0, attend = 1  
= P
  
FP = 1 \ 1[
i=0
 
age = j, attend = 1, prevFP = 0, irregular = i  
=
1X
i=0
P
  
FP = 1 \  age = j, attend = 1, prevFP = 0, irregular = i   .
(3.39)
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By using this identity and the definition of the conditional probability we obtain
P
 
FP = 1    age = j, prevFP = 0, attend = 1 
=
P
  
FP = 1 \  age = j, prevFP = 0, attend = 1  
P
 
age = j, prevFP = 0, attend = 1 
=
P1
i=0 P
  
FP = 1 \  age = j, attend = 1, prevFP = 0, irregular = i  
P
 
age = j, prevFP = 0, attend = 1 
=
1X
i=0
P
  
FP = 1 \  age = j, attend = 1, prevFP = 0, irregular = i  
P
 
age = j, attend = 1, prevFP = 0, irregular = i 
⇥ P
 
age = j, attend = 1, prevFP = 0, irregular = i 
P
 
age = j, prevFP = 0, attend = 1 
=
1X
i=0
P
 
FP = 1    age = j, attend = 1, prevFP = 0, irregular = i 
⇥ P irregular = i    age = j, prevFP = 0, attend = 1 
= P
 
FP = 1    age = j, attend = 1, prevFP = 0, irregular = 0 
⇥ P irregular = 0    age = j, prevFP = 0, attend = 1 
+ P
 
FP = 1    age = j, attend = 1, prevFP = 0, irregular = 1 
⇥ P irregular = 1    age = j, prevFP = 0, attend = 1  .
(3.40)
This is used later to identify the risk of a FP screening result with respect to age.
Next we calculate the cumulative probability of a false-positive test result. We define
new random variables FPk and prevFPk which describe the corresponding value at
the k’th examination for the i’th individual !i. In other words, we define
FPk (!i) := FP(!ik)
prevFPk (!i) := prevFP(!ik ).
We formally obtain
P("FP = 0 for the first k screenings")
= P
 {FP1 = 0} \ {FP2 = 0} \ · · · \ {FPk = 0} 
=
P
 {FP1 = 0} \ {FP2 = 0} \ · · · \ {FPk = 0} 
P
 {FP1 = 0} \ {FP2 = 0} \ · · · \ {FPk 1 = 0} 
⇥ P {FP1 = 0} \ {FP2 = 0} \ · · · \ {FPk 1 = 0} 
= P(FPk = 0    prevFPk = 0)
⇥ P {FP1 = 0} \ {FP2 = 0} \ · · · \ {FPk 1 = 0} ,
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for every k   1. Inductively, we obtain
P("FP = 0 for the first k screenings")
= P
 {FP1 = 0} \ {FP2 = 0} \ · · · \ {FPk = 0} 
= P(FPk = 0    prevFPk = 0) ⇥ P(FPk 1 = 0    prevFPk 1 = 0)
⇥ P {FP1 = 0} \ {FP2 = 0} \ · · · \ {FPk 2 = 0} 
...
= P(FPk = 0    prevFPk = 0) ⇥ P(FPk 1 = 0    prevFPk 1 = 0)⇥
· · · ⇥ P(FP2 = 0    prevFP2 = 0) ⇥ P {FP1 = 0}  .
For the cumulative probability we will only consider the regular attendees, who
participate the screening regularly for every two years starting from age 50. Thus, for
k’th examination the corresponding whole population is the set of regular attendees
(i.e. irregular = 0) of age 50 + 2(k   1). We obtain
P("FP = 0 for the first k biennial screenings")
= P(FP = 0 | age = 50, prevFP = 0, irregular = 0)⇥
· · · ⇥ P(FP = 0 | age = 50 + 2(k   1), prevFP = 0, irregular = 0)
=
kY
n=1
⇥1   P(FP = 1 | age = 50 + 2(n   1), prevFP = 0, irregular = 0)⇤
=
kY
n=1
(1   qn),
where we have denoted
qn
de f
= P(FP = 1 | age = 50 + 2(n   1), prevFP = 0, irregular = 0).
Therefore, the cumulative probability of at least one FP during the first k screenings
is
(3.41) pk
de f
= 1  
kY
n=1
(1   qn).
3.4 Confidence intervals
For calculating the confidence intervals for the cumulative probability, we use a
method based on a bootstrapping argument with some computational simplifications.
The bootstrapping method gives possibility to form confidence intervals estimates
for unknown parameter   when the distribution of the estimator  ˆ is unknown. With
the given dataset and a model we form the confidence intervals by generating a large
number of bootstrap estimates.
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Without going to excessive details about the methodology of bootstrapping, we
consider the question through a simple example developed for our setting. In our
case, we consider the model
Pr (FP) = logit 1[ 0 +  1 log(agemonths   580) +  2 · prevFP +  3 · irregular],
where the logit function is defined as
(3.42) logit(p) = log
 
p
1   p
!
, p 2 (0, 1).
Now the model, with the estimated parameter vector  ˆ, provides an estimate for
Pr (FP) given the data, and we can use this estimate Pr (FP) to produce a new set of
binary variables FPgenerated generated by using these probabilities. In practice, we
obtain a dataset, with newly generated values of FPgenerated , similarly to Table 3.1.
Table 3.1. Illustration matrix of bootstrapping.
FPgenerated Pr (FP)model Agemonths Irregular prevFP FP
0 0.01 590 0 1 0
0 0.02 600 0 0 0
1 0.03 610 1 0 1
...
...
...
...
...
...
In the bootstrapping argument, we ignore the original values of FP, and produce a
new estimate  ˜ for   based on the newly generated values of FPgenerated . Next, we
calculate the cumulative probabilities corresponding to a large number of generated
parameter vectors  ˜. Finally, we obtain the confidence intervals directly from the
distribution of this set of cumulative probabilities.
However, since our dataset is very large consisting of over 470,000 examinations,
generating a large number of new datasets is not computationally feasible. Assuming
that our originally estimated parameter vector  ˆ represents the true value of  , and
that our model is correctly specified, the asymptotic behavior of the GEE estimates
gives
(3.43)
p
n( ˜    ˆ) d ! N (0,VG),
where VG is the covariance matrix given in (3.31).
Therefore, in order to simplify the computational requirements, we directly use this
asymptotic distribution for the values of   =  ˜, assuming that the originally estimated
parameter vector  ˆ represents the true value. Thus, we generate the distribution of
cumulative probabilities by randomizing a number of new parameter vectors from
the probability distribution given by
N ( ˆ,VG/n).
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We acknowledge that this approach is most likely not as robust as the standard
bootstrapping argument. Relying on the large number of observations it, however,
seems reasonable to assume that  ˆ is very close to the true value, supporting our
choice. In the next chapter we will consider our modeling in detail, to also argue that
our modeling is correctly specified, providing further support for this computational
simplification.
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4 Analysis
Generalized estimating equationswas used to estimate the cumulative probability of a
false-positive screening result.We studied the e ect of age, previous FP and regularity
of the women attending the screening rounds on obtaining (another) FP test result.
Age was used as a continuous variable and previous FP and regularity variables were
categorised. The 95% confidence intervals for the risk of a false-positive screening
result at each age group was estimated using a suitable modification of bootstrapping,
see Section 3.4.
We used the cohort data, where the first invitation was sent to women aged 50–51,
the program lasting until the age of 69. We then used the modeling to estimate
the cumulative probability of a FP result for women attending all the 10 biennial
screenings of the program.
The analysiswas performedwithR (RDevelopmentCore Team, 2008), using geepack
package (Halekoh et al., 2006; Yan and Fine, 2004; Yan, 2002).
4.1 Data description
The women were invited for screening mammography examination every two years.
There were altogether 539, 512 invitations and a total of 477, 047 screening mam-
mograms were carried out (see Table 4.1). The attendance rate overall was 88.4%.
Altogether 13, 454 screening examinations, 2.8% out of the total, resulted in a recall
for further examination and of these 82% received a false-positive result. Altogether,
9,981 women (12.3%) received at least one false-positive tests result. Moreover,
3, 207 referrals were given, and a total of 2, 310 (0.5% of the attended women) breast
cancers were diagnosed.
The largest number of false-positive test results (3, 399) were received at the first
screening round, at age 50–51. The number of false-positive results diminished by
age, older women receiving less FP results. Note that the number of women attended
diminishes also alongwith the age, with a total of 18, 287 invited and 15, 258 attended
women at the age of 68–69. The distribution of invitations, attendance rates, recalls,
referrals and test results by age is shown in the Table 4.1.
In the Table 4.2 the distribution of invited women are presented in an individual
level. The Table describes the variety of how many women have received how
many invitations, and how many women have attended how many screening rounds.
Overall, 576 women received one invitation in the cohort group and 3, 722 received
ten invitations. 1, 874 women participated only in one screening round and 2, 430
women attended all ten screening rounds. However, the most concentration of the
study population can be seen in the screening rounds 5, 6 and 7, where over 10, 000
women received either 5, 6 or 7 invitations and attended at least 5, 6 or 7 screenings.
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The Table 4.2 also describes the number of women who received more than one
invitation at same age and the number of women who attended mammography
screening two times a row at same age. This is referred to as a double invitation. There
were altogether 1, 228 double invitations and 620 women attended the screening
second time during the same age. Altogether 120 women received 11 invitations and
out of those 64 women attended 11 screening examinations. In addition, 3 women
received 12 invitations and out of these 1 attended all 12 screening examinations.
All women were included in the analysis, including those who received double
invitations and attended both times andwomenwho receivedmore than ten invitations
and attended them all. There were 3040 women who did not attend any screening
examinations.
The number of women, both in invited and attendees, decreased over time. The cohort
data was received only until the end of 2012, therefore there are some age groups
which have not yet received all 10 invitations during the study period. This means
that all the invitations and screening examinations that should be included in the
cohort data were not yet available. We note, that this can have an biased e ect on the
estimates. We could have based our estimates on the data from 7 screening rounds
and extrapolate the cumulative risk of false-positive result over a program of 10
screening rounds. However, there seems to be no reason to expect di erent behavior
of women with di erent year of birth with respect to obtaining a FP screening result.
Therefore, we expect there to be no bias and for simplicity use the whole dataset
without correction.
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4.2 Modeling
Similarly to Roman et al. (2013) and Baker et al. (2003) we use age, previous FP
screening results and regularity of attendance as explanatory variables. Previous
studies (Roman et al., 2012, 2013) have estimated the model-based cumulative prob-
ability of an FP screening result by screening round. This can be considered to be
equivalent to modeling with the age, assuming the women start the mammography
screening program at a certain age and attend the screenings regularly.
In this study we estimate the probability of an FP result by age. We make this choice,
because the underlying medical characteristics vary according to the age of the
patient, and not according to the screening round. For instance, younger breasts are
more dense, making them to be more di cult for radiological interpretation (Roman
et al., 2014). In the model building we use age as a continuous variable in months
to be able to get the most data points for the model formation. Then we define two
categorical variables. For variable definitions, see Sections 2.6 and 3.3.
We use the logit-model specified as
(4.1) logit FP =  0 +  1 log(agemonths   580) +  2 · prevFP +  3 · irregular .
Here we have normalized the monthly age variable to 580 months corresponding to
the minimum age of 588 months (49 years) in the data. Also other normalizations
are possible, but we expect the reasonable ones to present similar results. Observe
that log(0) =  1.
For the GEEmodeling binomial family was used together with the logit link function.
For the correlation structure an independence structure was used in both models,
when modeling the FP and when modeling the irregular variable.
For the correlation matrix independence, exchangeable and AR1 structures were
tested. For the exchangeable structure the value of the correlation parameter ↵ proved
to be ↵ = 0.00718 which indicated low correlation within the observations. There-
fore, an independence correlation structure was chosen. We emphasize that this is
not an assumption on the data, as GEE is robust with respect to a incorrect choice of
the correlation structure. However, with a proper choice of the structure, we obtain
the best standard deviations, leading to the most reliable modeling. In particular, we
dot not assume independence between the observations.
Since GEE estimates are sensitive for unrandom missing data, we comment that in
our setting the missing data can be considered random, since the screening program
covers the whole target population. In particular, there is no reason to assume that
the population studied during the cohort years, is not a proper representation of the
general phenomenon. However, since the cohort data was received only until the end
of 2012, all the women have not yet received all 10 invitations. This raises a question
whether the data is randomly missing. However, here we refer to previous discussion
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in the Section 4.1 about the possible bias due to missing data.
Next we consider the feasibility of our modeling (see Table 4.3).
Table 4.3. GEE model with logit link function and independence correlation
matrix.
Model Estimate Std.Error Wald Sig OR Lower
OR
Upper
OR
Intercept  1.7975 0.0421 1821 <2e-16*** 0.17 0.15 0.18
log(Age-580)†  0.5024 0.0109 2125 <2e-16*** 0.61 0.60 0.62
Irregular 0.3778 0.0324 136 <2e-16*** 1.46 1.37 1.56
FP 0.6462 0.0349 342 <2e-16*** 1.91 1.78 2.04
> 1 FPs 1.1270 0.1105 104 <2e-16*** 3.09 2.49 3.83
Signif.codes: 0’***’ 0,001’**’ 0,01’*’ 0,05’.’
†Age in months.
The monthly age variable is normalized to 580 months corresponding to the
minimum age of 588 months.
As a first check we observe that all the variables are statistically significant. Age,
regularity of the attendance and a previous FP were used to model the risk of a FP
screening result. The corresponding odds ratios are 0.61, 1.46, respectively, as well
as 1.91 and 3.09 for one or more previous FPs. Women with irregular attendance
and previous FP result have an increased risk of receiving FP screening result.
The primary question in the modeling is to determine the true model representing
the studied phenomenon. This is important, not only for the asymptotic of the GEE
modeling, but also for the bootstrapping argument, which relies on the model based
data generating process being truthful.
We concluded that all the variables in the model were statistically significant factors.
Next we concentrate further to study the validity of the model. We will concentrate
on following four main questions:
1. the validity of specifying previous FP and regularity of the attendance as
categorical variables,
2. the proper relation between the age and the probability of FP screening test
result e.g. logarithmic or power like relation,
3. the capability of the model to explain the typical behavior for each combination
of age, previous FP and regularity of the attendance,
4. how much the model explains the variability of the data.
First thing is to consider, that categorizing the variables previous FP and regularity
of the attendance are justified. In the first subsection we will examine whether the
categorization fits the data.
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In the second subsection we verify the proper relation between the age and the
probability of FP screening test result. We look at the data to obtain a first indication
of a proper transformation. It turns out that a logarithmic or power like relation seems
plausible, and then we use a Boxcox analysis for further examination.
Next we examine the capability of the model to explain the typical behavior for
each combination of the variables age, previous FP and regularity of the attendance.
Finally, we study how much the chosen model explains the variability of the data.
4.2.1 The validity of specifying previous FP and regularity of the attendance
as categorical variables
In the following, we will, for simplicity, compare the model fitted values to the
ordinary least squares (OLS) regression computed for each subdatasets. Indeed, in
the Figure 4.1 we fit an OLS regression into the subdatasets with each possible
values of the categorical variables. When we have a categorical variable (irregular
and prevFP), it means that when either variable receives value 1, it adds a constant
into the fitted value. This indicates that the regression line moves while the slope
stays the same.
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Figure 4.1. OLS regression for each subdata.
We see a similar slope in the first four graphs. This indicates that the categorical
variable seems at least at a first glance reasonable. Because the slope stays the same
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in the first four graphs, it seems reasonable to assume that changing the categorical
value does not change the relation between the age and the response variable.
The last two graphs represent a di erent behavior. However, we note that there is a
low number of the observations. When prevFP = 2, i.e. the women has two or more
previous false-positive results, the slope di ers significantly. It is hard to elaborate
why this happens, other than due to the low number of observations (see Table 4.4),
although we do not rule out other possibilities either.
Table 4.4. Number of observations for the cases represented in Figure 4.1.
prevFP Irregular No. Observations
0 0 398,073
0 1 46,321
1 0 27,405
1 1 3,282
2 0 1,748
2 1 218
Total 477,047
4.2.2 The relation between the age and the probability of FP result
In addition, in the first graph (see Figure 4.1) where prevFP and irregular have the
value 0, we notice a convex behavior that indicates that some transformation would
be recommended to the age variable. Indeed, this is not only a question of fitting
data, but has deep underlying medical reasons.
The fact that the risk for a FP test result is substantially higher for younger women is
well-documented in the literature (Castells et al., 2006). The reason for this could be
explained by not having previous mammograms to compare the new ones. Another
reason can be that younger breasts are more dense, which makes the interpretation
of the mammogram more di cult (Roman et al., 2014).
Now, the convexity of the first graph in the Figure 4.1 suggests logarithmic or possibly
polynomial transformation. By using a Boxcox analysis, with the transformation
(4.2) x
    1
 
,
we get the optimal Boxcox variable   = 0.34.
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Figure 4.2. Boxcox analysis.
The value 0.34 being close to 0, recalling that by the l’Hospital rule
lim
 !0
x    1
 
= log x,
we choose to use the logarithmic transformation.
Thus we next compare the model fit, with the logarithmic transformation, versus
the OLS fit of the logit-model for each subdatasets. This can be seen in the Figure
4.3. The red line describes the OLS fit for the observed subdata and the blue line is
the estimated value from the model. Since logit 0 =  1, we first study the model
fit versus the Pr(FP) to be able to study the OLS also considering for 0 cases,
corresponding to logit Pr (FP) =  1.
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Figure 4.3. Inverse logit with the OLS fit of the observed data (red) and
modeling (blue).
In the most typical case of prevFP = 0, irregular = 0, we have a very good fit for
the data (398,073 observations). There is a slight di erence in the fit in the second
(46,321 observations) and fourth (3,282 observations) graphs. However, accounting
for the complexity of the question in hand, the model fit is reasonably close to the
OLS fit of the subdata. In the third graph (27,405) the OLS fit (red line) does not seem
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to represent the data. This happens probably because the cases, where Pr (FP) = 1,
corresponding to a low number of observations within that age group, distort the
data.
Observe also that in the last three graphs some age groups have zero cases, which
can be seen as Pr (FP) = 0 for the corresponding ages in the Figure 4.3. It means
that there are no event in certain age groups with the model parameters. Indeed, the
probability is calculated from probability sampling, and there are age groups without
any events. The adjusted R2 is calculated from OLS fit (red line).
Finally, here we can also see that height of both the OLS fit (red line) as well as the
model fit (blue line) vary depending on the values of the categorial variables. This
corresponds to the di erent probabilities of obtaining the FP test result depending
on the individual screening history. In addition, the convex behavior can only be
seen in the first graph, but this is expected, since by definition, the later graphs have
observations only for older ages. For instance, prevFP = 1 immediately implies
that at least one screening test has already been done, indicating that the woman
is typically at least 52 years old. The same applies also for the regularity of the
attendance.
4.2.3 The capability of the model to explain the typical behavior for each
combination of age, previous FP and regularity of the attendance
To be able to see more comparable fitted lines, especially for the graph three in the
Figure 4.3, for the model fit versus the OLS fit of the logit-model, lastly we do an
exponential transformation. For log(Age(month)), when we have
(4.3) log
 
p
1   p
!
and take an exponent of this, we are left with
(4.4) p1   p .
This transformation can be seen in the Figure 4.4.
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Figure 4.4. Exponential transformation with the OLS fit of the observed data
(red) and modeling (blue).
Here we again have a reasonable fit for first, second and fourth graph, but now also
for the third graph.
A priori, it is clearly possible that the model fit (blue line) and the subdata OLS
fit (red line) would have significant di erences, as the red line only optimizes with
respect to the subdata, whereas the blue line has to fit for all the data combined from
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each of the four (or six) graphs. Apparently, the di erences being relatively small,
this is not the case. In overall, we seem to have a reasonable good fit when comparing
the model and the subdata OLS fits.
4.2.4 Variability of the data
Finally we see the model fit in the Figure 4.5. Observe that now, according to the
modeling, the vertical axis is for the logit Pr (FP).
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Figure 4.5.Model fit.
The model seems to explain significant part of the variability in the first graph
(adjusted R2 = 0.459). Also we saw already in the previous Figures, that in the most
typical case of prevFP = 0, irregular = 0, we have a very good fit when compared
to the subdata fit, where adjusted R2 = 0.594. In the other cases, the adjusted R2 is,
however, rather low.
The idea in the di erent Figures is that the fitted value raises especially in cases
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where the prevFP = 1, meaning that the probability rises. Even though the other
fits do not explain the variability in the same level, the values are higher, with a
statistically significant di erence. The model does not explain the variation in the
dataset but it shows the di erence in the probability levels. Indeed, while we have
significant di erences in the fitted values, we also need to consider the variability of
the data explained by the model.
Because the adjusted R2 is really low, it raises the question about the reliability of
the model. In particular, the bootstrapping heavily relies on the model being the true
data generating process. This clearly undermines the reliability of our results. On the
other hand, the dataset we are using is very large compared to many of the typical
longitudinal settings. Relying on the size of the dataset it is reasonable to assume that
the GEE estimates are very close to the true ones. The problem, if any, rises from
the bootstrapping based calculation of the confidence intervals, and these estimates
should be considered with caution.
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5 Results
In this thesis, we produced a retrospective cohort study concerning the Finnish breast
cancer screening program. The cohort was chosen to include the women who were
50–51 years old at the time of their first mammography invitation in 1992–1995.
We used generalized estimating equations to model the probability of a false-positive
test result in a screening examination during the 10 biennial screening examinations
in the Finnish 20-year breast cancer screening program. The cumulative probability
was then calculated by these estimates with the formula (3.41) which is based on
an iterative use of the conditional probability. The calculation of the cumulative
probability assumes that women attend screenings every two years starting from age
50.
Previous studies from Denmark and Italy (Njor et al., 2007; Puliti et al., 2011)
estimated the cumulative risk of a FP screening result in a 10-visit program to
be 15.2–15.8%. In Norway and Spain, in turn, the estimated cumulative risk of a
FP test result has been estimated at 20% (Roman et al., 2012, 2013). While these
European studies are the most comparable to ours, we also point out that in the
USA the cumulative risk has been demonstrated to be significantly higher, 41.6–
49.1% (Hubbard et al., 2011; Christiansen et al., 2000; Elmore et al., 1998).
Our modeling estimates the cumulative probability of at least one FP screening result
during 10 screening examinations to be 15.84% (95%CI: 15.49–16.18%) among the
81, 435 attendees. The odds ratios for age and regularity of the attendance were 0.61,
1.46, respectively. For one or more previous FP screening results the corresponding
odds ratios were 1.91 and 3.09 respectively. Women with irregular attendance and
previous FP result have increased risk of receiving FP screening result.
There were altogether 2,430womenwho attended 10 screenings. Out of these women
15.54% received at least one false-positive test result. The observed risk being
relatively close to the model-fitted value, our modeling seems to explain the data,
and also the underlying phenomena, relatively well.
The cumulative probability of at least one FP screening result is shown in the Figure
5.1 together with the estimated confidence intervals.
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Figure 5.1. Estimated cumulative probability of a false-positive screening test
result by using generalized estimating equations.
We also calculated the probability of receiving at least one FP at certain age (cf.
the bar graphs) by using the conditional probability (3.40). Here the probability was
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calculated with the condition of woman attending, having no previous FP results and
woman either being irregular or regular attendee. The point estimates for every age
group is shown in the Figure 5.1. We observe that the probability is not precisely
the same as in the cumulative probability. This is due to allowing the attendee
to be "irregular" as defined in the modeling. For the cumulative probability, we
instead account only the women who attend all ten screenings, implying that all the
attendances are specified as "regular".
Observe that here we also need to model whether the attendee is regular or not
according to (3.40). To be completely precise, justifying this calculation would
require us to check whether the model for the attendance being regular or not is
correctly specified. In our analysis, we used age as a linear explanatory variable
in the logit-model for the irregularity of attendance. However, we did not check
in detail whether this is the correct model. We acknowledge that this may have a
small impact on our estimates, and reduces their reliability. Nevertheless, we believe
these estimates to be somewhat reasonable, and since our emphasis is rather on the
cumulative probability, we bypass the more thorough analysis.
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6 Discussion and conclusion
We estimated that approximately one in every six women, who attend the biennial 20-
year Finnish breast cancer screening program,will be recalled for further examination
with at least one false-positive screening result. This result is similar to the other
European screening programs (Hofvind et al., 2012; Roman et al., 2013; Njor et al.,
2007; Puliti et al., 2011). The estimates in the U.S. are higher (Hubbard et al., 2011;
Elmore et al., 1998; Christiansen et al., 2000).
Estimates on the cumulative probability of FP screening result rate vary between or-
ganized screening programs. This can be explained by the di erences in the screening
programs, management policies and screening interval (Smith-Bindman et al., 2005).
There are various factors that can have an e ect on the probability of a woman receiv-
ing a false-positive screening test result. These factors can relate to either screening
program itself or the characteristics of a woman (Roman et al., 2014; Castells et al.,
2006; Christiansen et al., 2000).
The estimation of Pr (FP) is an immensely di cult problem. The number of factors
contributing to physician decisions, to recall the woman for further examination,
are very large, including the complete patient history, data of biomarkers, and also
family medical history. The increased risk of receiving a FP screening result after a
previous FP test result could indicate, that there might be the same transformation in
the breast tissue which was already interpreted as a previous false-positive test result.
The radiologist performance has been suggested to be one of the explanations in the
variation of the recall rates and false-positive screening results between the countries
and organised screening programs (Elmore et al., 2009). Roman et al. (2013) elabo-
rate on di erent recall rates for further assessment. They discuss possible di erences
in mammography reading procedures, whether it is independent double reading (Eu-
rope) or single reading (USA). The diagnostic performance of a radiologist is related
to the radiologist’s years of experience and number of mammograms interpreted
(Elmore et al., 2009).
There is also a di erence in the recommendation to read certain number of screening
mammograms per year between the countries. The European guidelines for quality
assurance in breast cancer screening and diagnosis recommend that radiologist read
at least 5000 screening mammograms annually (Perry et al., 2006). The di erence
might also be among the physicians, whether the mammogram is interpreted by
specialised physician or by general radiologist. In addition, perhaps any kind of
uncertainty, whether the physician interprets any kind of abnormality, might trigger
the recall just in case.
Moreover, since a received FP result might influence the attendance for the next
screening examinations (Salz et al., 2011), the radiologist might also have a reduced
number or previous mammographies to compare the result in later rounds. In other
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words, FP results are related to irregular later screening attendance, further a ecting
the radiologist decision making.
There are also individual characteristic of a woman that may increase the risk of
receiving a FP result from screening. As stated by Castells et al. (2006) the factors
associated with a higher cumulative risk of false-positive recall include previous
benign breast disease, premenopausal status, body mass index above 27, 3 and age
50–54 years. In particular, women should be informed about the risk of receiving
a FP test result if they attend regularly breast cancer screenings. It would also be
important to inform the women about the likelihood of experiencing a false-positive
screening result based on certain risk factors that increase the probability of receiving
a false-positive test result.
Altogether, there is a very large number of possible reasons for a false-positive
mammography test result. Therefore, it is unreasonable to expect a perfect, near
perfect, or even a good general fit with such a simple model, as used in this work.
In particular, we have only used the variables based on previous literature (Roman
et al., 2013; Baker et al., 2003), and we have deliberately avoided any kind of ad
hoc reasoning where the variables or the modeling are retrospectively fitted for the
specific data in hand.
A natural extension would be to include a larger number of relevant variables into
the modeling, but in the present case, we are restricted by data availability. In any
case, similarly to the existing literature (Roman et al., 2013; Baker et al., 2003), and
due to the large dataset, we expect our approach to be su cient for estimating the
cumulative risk of a false-positive test result in the 10-visit 20-year Finnish screening
program.
We would like to point out that the modeling methods for estimating the cumulative
probability of a false-positive screening result also vary depending on the data
availability and assumptions made about the independence of the screening rounds
(Hubbard et al., 2011; Baker et al., 2003; Gelfand and Wang, 2000).
We obtained the cumulative risk of a FP test result in the biennial 20-year screening
program to be 15.84%. While the cumulative probability seems to fit the data,
our modeling does not explain the variability we observe. This raises the question
whether our estimates are reliable. The asymptotic behavior of GEE rely on the
model being correctly specified. This assumption applies also for the bootstrapping
method applied for the confidence intervals. Since the model does not explain the
variability, it indicates that the model is not necessarily completely correct. On the
other hand, GEE produce an unbiased estimator of the parameter vector, with the
proper asymptotic large sample distribution. Thus, it seems safe to assume, that
GEE provides asymptotically correct modeled probabilities, even if the confidence
intervals would not be completely justified.
On the other hand, the observed cumulative risk 15.54 being very close to the model-
fitted cumulative probability of a false-positive screening result 15.84, our modeling
seems to explain the data relativelywell. Indeed, in the standard case of no previous FP
50
test results, with regular attendance habits, and with the logarithmically transformed
age variable, we receive an adjusted R2-value of 0.459, which is rather high. In
particular, this is the case, which dominates in our calculation of the cumulative
probability, which further supports our conclusions.
Considering the data, we also saw a substantially di erent behavior among thewomen
who had more than 1 previous FP test results. Indeed, in this case the probability of
yet another FP result seemed to be increasing with age. To best of our knowledge,
this kind of behavior has not been observed in earlier studies. Additional studies
are needed, in order to verify or confirm this observation. Moreover, our modeling
does not fit into this case, and does not aim to explain the phenomena. Instead, we
concentrate on the cumulative probability of an FP test result, where the dominating
e ect comes from the standard attendee with no previous FP test result and with
regular attendance habits.
Finally, we acknowledge another question; namely that of how many women receive
a false-positive result in the whole population regardless how many times they attend
the screenings or whether they attend at all. This can be seen as the burden of the
population based screening program to the society with respect to the disadvantages
of FP screening results. In this study 12.3% received at least one false-positive
screening result. However, this does not take into account, that all the women have
not yet finished the whole screening program. Nevertheless, this question would be
interesting to study, although we do not cover this issue.
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