By using a Sylvester equation based parametrization, the minimum n o m robust pole assignment problem for linear time-invariant systems is formulated as an unconstrained minimization problem for a suitably chosen cost function. The derived explicit expression of the gradient of the cost function allows the efficient solution of the minimization problem by using powerful gradient search based minimization techniques. We also discuss how requirements for a particular Jordan structure of the closed-loop state matrix or for partial pole assignment can be accommodated with the proposed approach.
Introduction
Pole assignment techniques to modify the dynamic response of linear systems are among the most studied problems in modern control theory. The complete theoretical solution of this problem has been followed by the development of many computational methods (see for example the collection of reprints in [15]). Sensitivity analysis of the pole assignment problem (see [12] and references therein) moves one step forward the understanding of difficulties and practical limitations associated with the usage of solution methods.
Consider the state-space system of the form where A E R " ' " , B E R " ' " , and A s ( t ) = k ( t ) for a continuous-time system and As(t) = s(t + 1) for a discrete-time system. Let r, = {AI,. . . , A, } be a given symmetric set of R values in the complex plane.
We address the following eigenvalue assignment problem (EAP): given the controllable pair ( A , B ) , determine the state feedback matrix F E I R " ' " such that the eigenvalues of the closed-loop state matrix A + BF are at desired locations rn.
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In the multi-input case the EAP has a non-unique solution. Therefore it is reasonable to exploit the nonuniqueness by imposing additional conditions. One aspect which is desirable from a practical point of view is to determine feedback matrices with small gains. Intuitively this must be advantageous since small feedback gains lead to smaller control signals, and thus to less energy consumption. Small gains are also beneficial to reduce noise amplification. A second aspect important in pole assignment is to achieve a small condition number for the eigenvector matrix of the closedloop system. This is the goal of robust pole assignment [9, 4, 171 . In light of recent perturbation results [12] , both aspects appear to be decisive for the sensitivity of assigned eigenvalues. It was shown in [12] that high feedback gains or high condition numbers lead to high sensitivity of the closed-loop eigenvalues. Thus the simultaneous minimization of the feedback norm and of the sensitivity of closed-loop eigenvalues is a desirable general goal for solving the EAP.
In this paper we focus on developing a reliable numerical approach to exploit the intrinsic non-uniqueness of the EAP by formulating it as minimum norm robust pole assignment problem. By using a Sylvester equation based parametrization, a solution of the EAP is sought by minimizing a special cost function expressing the weighted requirements for minimum F'robeniusnorm of the feedback matrix and the minimum condition number of the closed-loop eigenvector matrix. The derived explicit expression for the gradient of cost functions allows the use of standard gradient search based minimization techniques to compute the optimal state feedback matrix. 
where 0 5 cr 5 1 is a weighting factor. For cr = 0 J
defines a pure norm minimization problem, while for cr = 1 we get a pure robust EAP. Intermediary values of cr lead to a combination of both aspects.
If we define G := F X then (2) can be rewritten as a
Sylvester matrix equation
which must be satisfied by X . 
To enforce the invertibility of X , the matrices i-and 
with
Each function and gradient evaluation involves the solution of two Sylvester equations (3) and (7) sharing the same coefficient matrices. Efficient algorithms to solve these equations are the Hessenberg-Schur method proposed in [8] and the Schur method (known also as the Bartels-Stewart method) proposed in [2] . In the next section we describe a transformation based approach by which gradient computations can be substantially speeded up.
Having explicit analytical expressions for the function and its gradient it is easy to employ any gradient based technique to minimize J . However, since the dimension of the minimization problem nm could be potentially large, a particularly well suited class of methods to solve our problem is the class of unconstrained descent methods, as for instance, the limited memory BFGS 
Functional features
A satisfactory computational algorithm must be general and flexible, and must be able to exploit all structural aspects of the underlying problem. We will examine these aspects in detail in case of the eigenvalue assignment method based on the Sylvester equation based approach.
Generality
Generality means that an eigenvalue assignment algorithm is able to assign an arbitrary set of eigenvalues and ideally, it can also assign a desired eigenstructure for the closed-loop system. Although the first requirement seems to be trivial, even well-known methods implemented in commercial software are not able to fulfill this requirement. For example, the robust pole assignment method of [9] can not assign poles with multiplicities greater than rank of B and the improved version of this approach has the same limitation [17] . The Sylvester approach has no such limitations, although for a complete generality two aspects must be additionally addressed: the assignment of a given eigenstructure for the closed-loop eigenvalues and the assignment of eigenvalues which possibly coincide with those of the original system. 
Structure exploitation
The Sylvester equation approach in conjunction with the optimization based search for a minimum norm and well-conditioned feedback exploits the intrinsic freedom of the multi-input EAP to address an important additional requirement, namely, the well conditioning of the EAP. Note that most of pole assignment algorithms do not exploit this structural feature of the problem and even algorithms for robust pole assignment address only partially this aspect by ignoring norm minimization. Moreover, most methods have also restrictions with respect to the allocation of the closed-loop eigenstructure.
Numerical features
We focus on discussing numerical properties like the numerical stability and computational efficiency of the Sylvester equation based eigenvalue assignment algo-
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rithms, and we address shortly the implementation aspects of this approach in robust numerical software.
Numerical stability
To solve the EAP, the computation of the optimal solution F for the computed optimal parameter matrix G involves the solution of two systems of linear equations:
the Sylvester equation ( 3 ) to compute X , and the linear system F X = G to compute the feedback matrix F . Thus the Sylvester equation based approach can be considered to be practically numerically stable.
Concerning the accuracy of the results, in a robust pole assignment problem it is expected that the optimal X is reasonably well-conditioned, thus the last computational step is usually very accurate. Thus, the main source of errors appears to be the numerical solution of the Sylvester equation, -where the separation of spectra of the pairs A and A is the essential factor for the accuracy of the computed X . However, a good separation can be always achieved by an initial eigenvalue shifting with a preliminary feedback (see also subsection 4.1), and therefore, for most practical problems, we can expect that the computed results corresponding to an optimal solution are very accurate.
Efficiency
The overall efficiency of the eigenvalue assignment algorithm heavily depends on the costs of function and gradient evaluations. Each function and gradient evaluation involves the solution of two Sylvester equations ( 3 ) and (7) sharing the same coefficient matrices. For our purposes, the best suited method to solve Sylvester equations is the well-known Schur method [2] . This approach can be efficiently employed in our case pro- operations for the solution of each reduced Sylvester equation [2] . Thus the overall cost to evaluate the function and gradient is about 5n3 operations, from which 3n3 operations amounts to form the free term S in (7). It is apparent from this table that the Sylvester method produced generally better results than the algorithm implemented in place and practically the same results as those obtained with the enhanced robust EAP method of [17] implemented robpole.
The accuracy of computed closed-loop eigenvalues measured in the number of accurate digits is presented in Table 2 . The two functions robpole and sylvplace perform practically identically on the example set and perform better than place on several examples. The increased flexibility of sylvplace with respect to place and robpole is illustrated in Table 3 , where for each example we computed the condition number of X and the norm of the corresponding feedback F for three values of a. )e observed, that for some examples the computed results for the intermediary value a = 0.5, are better conditioned than either the pure robust or pure minimum norm EAPs. This is especially true for problems No. 3, 4, 7, where with a small increase of condition number of X , we achieved an order of magnitude smaller feedback norms.
Conclusions
We focused on developing a reliable numerical approach to exploit the intrinsic non-uniqueness of the EAP. One possibility to address the non-uniqueness is by formulating the EAP as a minimum norm robust pole assignment problem. By using a convenient parametrization, a solution of the EAP is sought by minimizing a special cost function expressing the weighted requirements for minimum Frobenius-norm of the feedback matrix and the minimum sensitivity of the closed-loop eigenvalues. The derived explicit expression for the gradient of cost function allows the use of standard gradient search based minimization techniques. The efficient evaluation of the cost functions and gradients is of paramount importance for the usefulness of the proposed approach. Transformation techniques used in conjunction with the solution of reduced Sylvester equation are the main ingredients to achieve this goal. Further, they allow to address with practically no extra costs the partial pole assignment problem too.
