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ug(u) > 0; u 6= 0 (1.2)
をみたし，R上連続な関数と仮定する．また，記号 G(u) := R u
0
g()d を用いる．
(1.1)の両辺に _uを掛けて [0; t]の範囲で積分することにより，エネルギー保存則
1
2
_u(t)2 +G(u(t)) = E (1.3)
を得る．ここで，E はシステム (1.1)の全エネルギーを表す正定数である．
エネルギー E をもつ解 uが周期運動となるとき，(1.3)より




















で与えられる．ただし，ここで a =maxu(t), b =minu(t)である．解 uの正と負の半振
幅をそれぞれ a，bとし，さらに，全振幅 Aを A = 12 (a  b)により定義する (図 1参照)．
　 (1.3)，(1.2)から，半振幅 a，bは
G(a) = G(b) = E; b < 0 < a (1.5)
により定められる．仮定 (1.2)より，これらの半振幅 a，bは E の狭義単調増加関数であ














; E > 0 (1.6)



























る．この関数は各エネルギー E に対し，E を持つ解 uの振幅 Aを対応させる写像を与え







E   sds (1.8)
ただしここで，A = x(E)である．この関数 Tg を g に付随し，振幅をパラメーターとし




(i) 与えられた関数 T = T (A)により，Tg = T となる g は存在するか？
(ii) そのような g が存在するならば，どのくらい存在するのか？
(iii) g を一意に定める追加的条件は何か？
このような周期と振幅の関係 T から復元力 gを決定する問題は多くの研究がなされてき
た．占部 [10, Chapter 13] ([9]も参照)は，正値関数 T の導関数がリプシッツ (Lipschitz)
連続ならば，Tg(A) = T (A) となるような g が局所的（すなわち，十分小さな振幅 A
に対し）に無数に存在するということを証明した．Alfawicka [1] は T 自身がリプシッ
ツ連続（すなわち，有界閉区間上の連続関数 T に対して，ある正数 L が存在し，条件
jT (x)  T (y)j  Ljx  yjが成立するとき）であるという，より緩い仮定のもとで g の局
所存在を確立した．同様の仮定のもとで，半周期対応関数 (半周期と半振幅の間における
関係)を実現する g の大域存在が上村 [6]により示された．また，解析的（任意の点でテ





以上に述べたように，非線形項 g は周期対応関数だけでは一意に定まらない．g を一
意に決定するために，Alfawicka [1] にならい，各正の半振幅 a に各負の半振幅を対応
させる写像を用いる．この写像を g に付随した pairing 関数と呼び，'g によって定め
る．(1.5)，(1.2)から pairing関数 'g は 'g(0) = 0をみたし，a > 0に対し微分可能で，
'0g(a) =
g(a)






をみたすと仮定すると，そのとき関数 'g(a)は a = 0においても微分可能であり，微分係























と書けるからである．したがって，(1.2)，(1.9)の仮定のもとでは pairing関数 'g は各正
区間 [0; amax]から対応する区間 [bmin; 0]の上への C1 級可微分同型写像となる．ここで，
bmin := 'g(amax)であり (図 2参照)，さらに，Amax = 12 (amax   bmin)とする．
問題 1.1に対し大域的な解を与える主な定理を次に述べる．まず，簡略化のために３つ







図 2 pairing関数 'g
数を Lip+(I)，I から J の上への C1 級可微分同型写像を Diff1(I; J)としてそれぞれ表
す．
定理 1.2
bmin < 0 < amax，Amax = 12 (amax   bmin) とおく．そのとき与えられた T 2
Lip+[0; Amax]と '(0) = 0をみたす ' 2 Diff1([0; amax]; [bmin; 0])により
(i) 各 A 2 [0; Amax]に対し Tg(A) = T (A)；
(ii) 各 a 2 [0; amax]に対し 'g(a) = '(a)
となるような (1:2) をみたす非線形項 g 2 C[bmin; amax]が一意に存在する．
定理 1.2が意味していることは，関数 T 2 Lip+[0; Amax]が与えられたとき，Tg = T
をみたす連続関数 g が無数に存在し，その g の集合は集合 Diff1([0; amax]; [bmin; 0]) と
同じくらい存在するということである．言い換えれば，非線形項 g は周期対応関数 T と













ときの振幅に対する周期とこの対応のデータを観測する．0 < A  Amax の範囲で連続的
にデータが得られたならば，建物に働く復元力を推測することができる．
定理 1.2の証明は構成的手順を用いて第２章で与えられる．第３章では，周期対応関数
と可微分同型写像から復元力項の再構成法をアルゴリズムとして示し，導出 g = gT;' が
明確に表されている公式を定理 3.2で与える．問題 1.1の特別な場合として見られるのは
等時性（周期が一定）の問題である．この問題については第４章で述べ，さらに，解析関
数を枠組みとした Cima，Ma~nosas，Villadelprat [3, Theorem B]らの研究に対応するこ
の問題の特徴付けを確立する．第５章では，周期対応関数と pairing関数から g を決定す
る応用例をいくつか示す．
2 主定理の証明








E   sds = x(E) (2.1)
をみたすことに注意する．ただしここで，x(E)は (1.7)で定義された関数である．実際，
アーベル積分方程式の一般的な解法 ([5, Section 2.6]参照)により (1.8)はZ E
0
Tg(x(s))p











と書ける．ゆえに，積分順序の交換 (図 4参照)を用いることによりZ E
0
Tg(x(s))p




















と導かれ，T = Tg は (2.1)をみたす．振幅 x(E)は (2.1)により周期対応関数 Tg(A)と





Amax > 0，T 2 Lip+[0; Amax]とする．そのとき
(1) x(0) = 0，x(q) = Amax となる (2:1)をみたす [0; q]上の連続関数 x = x(E)と正
の数 q が存在する．
(2) 解 x(E)とこの数 q は T と Amax から一意に定められる．
(3) 解 x(E)は (0; q]上で x0(E) > 0をみたす C1 級の関数である．












主張 (1) と (2) は [6] の Proposition 2.1 と Remark 2.2 から逐次近似法によりそれぞ









































が得られる．補助定理 2.1(3)より x(E)は C1 級の関数だから，部分積分を用いてZ E
0






E   s x0(s)ds
となる．これを微分することにより






E   sds (2.2)
が得られる．






により定義する．'の仮定から，その導関数は [0; amax]において '0(a) < 0 (図 2参照)
をみたすから [0; amax]上 A0(a) > 0となる．よって A(0) = 0， 12 (amax   bmin) = Amax
7
から A の範囲は [0; Amax] であることが示される．したがって，A = A(a) は [0; Amax]
上定義された逆関数 a = a(A)を持つ．(2.3)より明らかに，導関数 a0 は
a0(A) =
2
1  '0(a(A)) > 0 (2.4)
をみたす．
x+(E) = a(x(E)); x (E) = '(x+(E)) (2.5)
により x(E)を定義する．そのとき x+(E)は x+(0) = 0と x+(q) = a(Amax) = amax
をみたす (0; q] において C1 級の関数であり，補助定理 2.1(3) から (0; q] 上 x0+(E) > 0
をみたす．さらに，(2.4)と (2.5)から
p














2 (1  '0(0)) (2.6)
が導かれる．一方，x (E)もまた x (0) = 0，x (q) = '(amax) = bmin をみたし (0; q]
において C1 級の関数であり，(0; q]上 x0 (E) < 0をみたす．さらに，(2.5)から
p










2 (1  '0(0)) (2.7)

















図 6 [0; q]上の x(E)







; 0 < u  amax;





; bmin  u < 0
(2.9)
により定義する．ここで，x 1 は x の逆関数を表している．(2.6)，(2.7)より x0(E)は
E ! +0としたとき 1に向かうから，関数 g(u)は [bmin; amax]上連続である．
Tg = T となることを示すために，(2.9)で定義された g に付随した周期対応関数 Tg を





g()d = E (2.10)
となる．ゆえに，エネルギー E をもつ (1.1)の解 u(t)（すなわち，(1.3)をみたす解）の
停留値 a，b (b < 0 < a) は a = x+(E)，b = x (E)として決定される (図 1参照)．これ
は，(2.8)により解の振幅 Aは A = x(E)として与えられることを示している．x(E)は
狭義単調増加関数だから，この Aを実現する E は一意に定まる．したがって，(1.4)によ


































が得られる．この式と (2.2) を比較して，(2.9) によって定義された g に対し Tg(A) =
T (A) がすべての A 2 [0; Amax] において成り立つことが示された．定義 x (E) =
'(x+(E))から，g に対し 'g(a) = '(a)がすべての a 2 [0; amax]においてみたすことは
明らかである．それゆえ，Tg = T，'g = 'となるような (1.2)をみたす g の存在を示す
ことが完了した．
g についての一意性の証明に移る．定理 1.2における非線形項 g，~g が存在したとする．
そのとき (1.2)をみたす連続関数 gと ~gは Tg = T~g = T，'g = '~g = 'をみたす．そのと






















が得られる．そのとき，補助定理 2.1(2) より x(E) = ~x(E) となる．ゆえに，x+(E)  
x (E) = ~x+(E)  ~x (E)となる．x (E) = 'g(x+(E))，~x (E) = '~g(~x+(E))から
x+(E)  'g(x+(E)) = ~x+(E)  '~g(~x+(E))
が導かれる．仮定 'g = '~g = 'より
x+(E)  '(x+(E)) = ~x+(E)  '(~x+(E))
と書ける．よって，写像  を  (x) = x  '(x)によって定義したとき
 (x+(E)) =  (~x+(E))
を得る．'はDiff1([0; amax]; [bmin; 0])に属するから，写像  は  0(x) = 1 '0(x) > 0














が得られる．この式は g = ~g を示している．以上により証明は完了した．
次の系は定理 1.2で得られた非線形項 g が条件 (1.9)をみたすことを示している．
系 2.2













































































































定理 1.2の条件をみたす T と 'が与えられたとき，非線形項 g は次の手順により再構
成される：
Step 1.
積分方程式 (2.1)の解 x = x(E)を求めて，Amax > 0に対し x(q) = Amax となるような






; x (E) = '(x+(E)) (3.1)
により [0; q] 上の関数 x(E) を定義する．そのとき x+(q) = amax，x (q) = bmin で
ある．
Step 3.





g()d = E; 0  E  q
12
により定義する．ここで g の原始関数 Gは
G(x+(E)) = G(x (E)) = E; 0  E  q
をみたす．
Step 4.











; 0  E  q























'(u); 0  u  amax;









定理 1.2 の仮定をみたす ' により，(3.2) で定義された関数 (u) は (0) = 0 となる
非自明な対合  2 C1[0; amax] \ C1[bmin; 0]である．すなわち  が R上連続な関数で Id
(identity：恒等写像)ではなく， = Idをみたし，さらに，領域 [0; amax]と [bmin; 0]がそ
れぞれ C1[0; amax]と C1[bmin; 0]に属していることを意味している (図 8参照)．u > 0
に対し (u) > 0であり， の逆関数は  と等しく，さらに u 2 [bmin; 0] \ [0; amax] に








図 8 非自明な対合 
る (3.3) で定義された G(u) は非線形積分方程式の解 x(E) と非自明な対合 (u) により
表されており，非線形項 g が周期対応関数 T と pairing関数 'により決定されることが，
明確に示されている．
(1.2)，(1.9)をみたす g に対し，g を (1.1)における解の周期運動の各半振幅にもう一
方の半振幅を対応させる写像とする．そのとき，次の定理が得られる：
定理 3.2
bmin < 0 < amax，Amax = 12 (amax   bmin)とおき，T 2 Lip+[0; Amax]と (0) = 0を
みたす  2 C1[0; amax] \ C1[bmin; 0]を与える．そのとき Tg = T，g =  となるような
(1:2)，(1:9) をみたす非線形項 g 2 C[bmin; amax]が一意に存在するためには
G(u) = x 1
u  (u)2
 ; bmin  u  amax
であることが必要十分である．ここで，x 1 は (2.1)の解 xの逆関数である．
証明
定理 1.2，系 2.2 より Tg = T，g =  となるような (1.2)，(1.9) をみたす非線形項






[3, Theorem B] (Ma~nosas-Torres [8, Corollary 2]も参照)らによって研究された．彼ら
の解析的対合による等時性の特徴付けをより広い関数空間の設定のもとで成り立つことを
示すために，(0) = 0となる非自明な対合  2 C1[0; amax] \ C1[bmin; 0]を用いる．
定理 4.1





(u  (u))2; bmin  u  amax (4.1)
となるような (0) = 0をみたす非自明な対合  2 C1[0; amax] \ C1[bmin; 0]が存在する
ことが必要十分である．
証明
まず，必要条件を示す．エネルギー E をもつ周期運動 uに対する正と負の半振幅をそ




















































が示される．よって， 2 C1[0; amax] \ C1[bmin; 0]である．さらに， は








として計算される．g が (1.2) をみたすことは明らかであり，仮定  2 C1[0; amax] \








(x+(E)  (x+(E)))2 = E
をみたす．G((u)) = G(u)より G((x+(E))) = G(x+(E)) = E が成り立ち，したがっ
て負の半振幅 x (E)は x (E) = (x+(E))によって与えられる．よって，(1.7)により
定義された関数 x(E)は E = 22!2 x(E)2 をみたす．これより x(E) = !p2
p
E が導かれ




pairing関数 'から非線形項 g を決定する具体的な例をいくつか示す．
例 5.1






























































(k   x(E))0 = 1
8





































































8 ds+ c e
E
8











8 ds+ c = k
を得る． s8 = t2 とすると



































8 (s E)ds; x (E) =  x+(E)
m






; 0  u  amax;






































  m+12 u ; bmin  u  0
が得られる．
例 5.2
T (A) = 2
p
2 cosh A2 (A  0) とする．明らかに，各定められた Amax > 0 に対し
T (A) 2 Lip+[0; Amax]である．この T に対し，(2.1)の解 x(E)は










; 0  E < 1

























が成り立つ．q は 2 tanh 1pq = Amax により決定される． 12 (amax   bmin) = Amax と















E; x (E) = '(x+(E)); 0  E  q
である．ゆえに，x 1(A) = tanh2 A2 が得られる．それゆえ (3.3) は，tanh( z) =





















; x(E) = 2 log(1
p
E )
として分解すると，pairing 関数は '(u) = 2 log  2  eu2  と書くことができる．そのと
き，簡単な計算により (u) = 2 log  2  eu2 となり，ゆえに (5.6)より bmin  u  amax
に対し
G(u) = tanh2







を得る．この式を微分して任意の bmin < 0 < amax < 2 log 2に対し












(a)   0 (b) 12 <  < 0




















とする．このルジャンドル関数における性質 P(z) = P  1(z) から一般性を失うこと
なく  >   12 と仮定できる．さらにこの T の定義は ( + 12 )A  1 を意味している．
P(1) = 1 から T (0) = 2
p
2 であることは容易にわかる． が負の整数でない限り
P( 1) =1だから  < 0に対して条件 sin 1(+ 12 )A < (+ 12 )が課せられる．これ
は  < 0ならば T の定義域を [0; 1
+ 12
sin( + 12 ))で制限する．それゆえ T (A)は   0
ならば [0; 1
+ 12
) で定義され，  12 <  < 0ならば [0; 1+ 12 sin( +
1
























































;  12 <  < 0
から  >  12 に対し 0 <  <  である．さらに ( + 12 )  ( + 12 ) < 2 となるか
ら関数 cos( + 12 )は正値であり，ゆえに (5.7)より T (A)は [0; R)上正値である．明
らかに，関数 T (A) は [0; R) 上局所リプシッツ連続である．すなわち [0; R) での任意
の閉区間 [0; Amax] 上リプシッツ連続である．さらに， > 0 のとき A ! R とすると






sin((2 + 1) sin 1
p
E )
を定義する．ただし，  0においては [0; sin2 2(2+1) )上で， 12 <  < 0のとき [0; 1)







;   0;
1;  12 <  < 0














; 0  A < R
で与えられる．T (A)と x(E)の定義から



































E   sin2 2
d
21



































を得る．これは E 2 [0; q]に対し x(E)が (2.2)をみたすことを示している．ここで，qは














; bmin  0  amax
となる．したがって，この式を微分して bmin  0  amax に対し
g(u) =
1  0(u)p














パラメーター  が 0 の場合は，容易に x(E) = 2
p
E，T (x(E)) = 2
p




が得られる．このG(u)は定理 4.1と同様の形であり，(u) =  uならば，す
なわち T が半周期対応関数ならば g(u) = u2 となる．この g(u)はばねの復元力に相等し
ている．さらに，パラメーター が  12 の場合は x(E) = 2 sin 1
p
E，G(u) = sin2 u (u)4
と g(u) = 1 0(u)4 sin
u (u)
2 と得られ，同様に (u) =  uならば g(u) = 12 sinuである．
この g(u)は単振り子の力を意味している．
例 5.2，例 5.3の発想は T を超幾何関数としてみたことが基になっている．すなわち，
T (x(E)) = 2
p
2F (; 12 ; 1;E) (0  E < 1) の形であり，この T より解 x(E) は (2.1)
から x(E) = 2
p
E F (; 12 ;
3
2 ;E)と得られる．例 5.2は  = 1，例 5.3は  =  1の場合










T (A) = 4:22A2   0:42A+ 1:81， (0 < A < 0:169);
'(a) = 3:08 a2   1:36 a+ 0:003， (0 < a < 0:197)

















p x(s)2 + q x(s) + rp
















E +   































s+ 2s+   + nsn2 +   

p













s+ 2s+   + nsn2 +   

p



























































(p n 2 + q n 1)， n  2
から決定される．ただしここで，B(; ) はベータ関数であり，(5.9) において n = 5 ま
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