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a b s t r a c t
Let R be a commutative ring. A power series f ∈ R[[x]] with (eventually) periodic
coefficients is rational. We show that the converse holds if and only if R is an integral
extension over Zm for some positive integer m. Let F be a field. We prove the equivalence
between two versions of rationality in F [[x1, . . . , xn]]. We extend Kronecker’s criterion for
rationality in F [[x]] to F [[x1, . . . , xn]]. We introduce the notion of sequential code which is
a natural generalization of cyclic and even constacyclic codes over a (not necessarily finite)
field. A truncation of a cyclic code over F is both left and right sequential (bisequential). We
prove that the converse holds if and only if F is algebraic over Fp for some prime p. Finally,
we show that all sequential codes are obtained by a simple and explicit construction.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
All rings are assumed to have identity. The multiplicative group of a ring R is denoted by R×. Let N = {0, 1, 2, . . .} and
Z+ = {1, 2, . . .}. A sequence {ai}i∈N (in a ring) is called totally periodic if there exists k ∈ Z+ such that ai+k = ai for all i ∈ N;
it is called eventually periodic if there exists k ∈ Z+ such that ai+k = ai for i large enough. A sequence {ai}i∈Z is called a
bisequence. This article deals with two topics closely related to periodicity of sequences; they are rationality of power series
and a new family of codes named sequential codes which we introduce for the first time.
Regarding the first topic, we start by pointing out that for basic facts about power series the reader should see [3, Ch. IV,
Section 4], [4], [14, Ch. VII, Section 1]. Let R be a commutative ring and R[[x]] the ring of power series in x over R. Call a power
series f ∈ R[[x]] rational if f = hg for some h ∈ R[x] and g ∈ R[[x]]× ∩ R[x]. Recall that R[[x]]× = {g ∈ R[[x]] : g(0) ∈ R×}.
Let f = ∑i≥0 aixi ∈ R[[x]]. If {ai} is eventually periodic, then obviously f is rational. A short proof of this is in the first
paragraph of the next section. We prove that the converse is true if and only if R is an integral extension of Zm for some
m ∈ Z+ (Theorem 2.1).
Let F be a field. Let F(x1, . . . , xn) be the field of rational functions in x1, . . . , xn over F , i.e., the quotient field of
F [x1, . . . , xn]. Let F((x1, . . . , xn)) denote the ring of Laurent series in x1, . . . , xn over F and Frac(F [[x1, . . . , xn]]) the quotient
field of F [[x1, . . . , xn]]. Relations among various rings are illustrated in Fig. 1. When n = 1, Frac(F [[x1]]) = F((x1)). In
general, the same is not true as x1 + x2 is not invertible in F((x1, . . . , xn)). There are two natural ways to define the set of
rational elements in F [[x1, . . . , xn]]: we could define it to be{
h
g
: h ∈ F [x1, . . . , xn], g ∈ F [[x1, . . . , xn]]× ∩ F [x1, . . . , xn]
}
, (1.1)
or we could define it to be F [[x1, . . . , xn]] ∩ F(x1, . . . , xn). (Here both F [[x1, . . . , xn]] and F(x1, . . . , xn) are understood to
be their images in Frac(F [[x1, . . . , xn]]).) Recall that F [[x1, . . . , xn]]× = {g ∈ F [[x1, . . . , xn]] : g(0, . . . , 0) 6= 0}. Hence
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Fig. 1. Relations among various rings.
F [[x1, . . . , xn]]× ∩ F [x1, . . . , xn] = {g ∈ F [x1, . . . , xn] : g(0, . . . , 0) 6= 0}. Therefore, a power series f ∈ F [[x1, . . . , xn]]
belongs to set (1.1) if and only if
gf ∈ F [x1, . . . , xn] for some g ∈ F [x1, . . . , xn]with g(0, . . . , 0) 6= 0. (1.2)
In fact, (1.2) is already in use in literature as a definition of the rationality of f . On the other hand, a power series
f ∈ F [[x1, . . . , xn]] belongs to F [[x1, . . . , xn]] ∩ F(x1, . . . , xn) if and only if
gf ∈ F [x1, . . . , xn] for some 0 6= g ∈ F [x1, . . . , xn]. (1.3)
So, whether the two versions of rationality in F [[x1, . . . , xn]] are equivalent depends on whether conditions (1.2) and (1.3)
are equivalent. Fortunately, these two conditions are indeed equivalent. The equivalence is obvious for n = 1 but take some
effort to prove for n > 1.
Rationality in F [[x]] is characterized by Kronecker’s theorem in terms of the rank of an infinite circulant matrix. For the
statement of Kronecker’s theorem, a more detailed account of which may be found in [6, Section 8.3], see Theorem 4.1.
In that theorem we introduce a third condition equivalent to rationality in F [[x]]. That condition will enable us to extend
Kronecker’s criterion to F [[x1, . . . , xn]] in Theorem 4.3.
For the second topic, we introduce the notion of sequential codes. A (right) sequential code of length n over a field F is a
subspace C ⊂ F n having the property that if (a0, . . . , an−1) ∈ C , then there exists b ∈ F such that (a1, . . . , an−1, b) ∈ C .
Cyclic codes and negacyclic codes, and more generally, constacyclic codes, are examples of sequential codes, see [12, Ch. 5],
[1, Section 9.3, Section 13.2], [8,11]. We will see in Theorem 5.1 that if a sequential code C ( F n, then in the above, b is
uniquely determined by a0, . . . , an−1 and is in fact a linear function of a0, . . . , an−1. For that reason, we refer to a sequential
code C ( F n as a deterministic code. If C ( F n is a deterministic code then to each (a0, . . . , an−1) ∈ C there naturally
corresponds a unique sequence (a0, . . . , an−1)C = (a0, . . . , an−1, an, an+1, . . .), generated by a linear recurrence relation,
such that (ai, ai+1, . . . , ai+n−1) ∈ C for all i ≥ 0. We observe (Proposition 5.2) that the field F has the property that
(a1, . . . , an−1)C is eventually periodic for all deterministic codes C ( F n and all (a0, . . . , an−1) ∈ C if and only if F is
algebraic over Fp for some prime p. Given f = ∑i≥0 aixi ∈ F [[x]], m ∈ N and n ∈ Z+, letWm,n(f ) ⊂ F n be the linear span
of {(ai, ai+1, . . . , ai+n−1) : i ≥ m}. We callWm,n(f ) the window code of the sequence {ai}i∈N of length n starting at the mth
place. Wm,n(f ) is always sequential. We show that Wm,n(f ) is deterministic for some m, n if and only if f is rational. It is
obvious that a truncation of a cyclic code over F is both left and right sequential (bisequential). We prove that the converse
holds if and only if F is algebraic over Fp. The construction of sequential codes resembles that of cyclic codes. We show that
there is a bijection from the set of all [n, k] sequential codes over F and the set of all monic polynomials of degree k in F [x].
From each monic polynomial of degree k in F [x], one can easily write a parity check matrix and a generator matrix for the
corresponding sequential code.
‘The paper consists of six sections. In Section 2, we discuss the relation between the rationality of a power series and the
periodicity of its coefficients. In Section 3, we prove the equivalence of conditions (1.2) and (1.3) which define the rationality
in F [[x1, . . . , xn]]. In Section 4, we generalize Kronecker’s criterion for rationality in F [[x]] to rationality in F [[x1, . . . , xn]].
Section 5 deals with sequential codes. Links of sequential codes to periodic sequences and to cyclic codes are explored.
Section 6 is devoted to the construction of sequential codes.
In our notation, Mm×n(F) denotes the set of all m × n matrices over a field F ; Mn×n(F) is abbreviated as Mn(F). For
A ∈ Mm×n(F), R(A) is the row space A and ker A = {x ∈ F n : Ax = 0}. For f = xn + an−1xn−1 + · · · + a0 ∈ F [x], the
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companion matrix of f is
M(f ) =

0 −a0
1 −a1
. . .
...
1 −an−1
 .
2. Rationality in R[[x]] and periodicity of coefficients
Let R be a commutative ring. A power series f =∑i≥0 aixi ∈ R[[x]] is rational if and only if f = hg , where g, h ∈ R[x] and
g(0) = 1. It is easy to see that
if {ai}i≥0 is eventually periodic, then f is rational. (2.1)
To see this, assume ai+k = ai for all i ≥ i0. Then
f =
∑
0≤i<i0
aixi +
∑
j≥0
(ai0x
i0 + · · · + ai0+k−1xi0+k−1)xjk
=
∑
0≤i<i0
aixi + 11− xk (ai0x
i0 + · · · + ai0+k−1xi0+k−1).
The converse of statement (2.1) is false. If R contains an element a such that the sequence {ai}i≥0 is not eventually periodic
(for instance if R is a field and ahas infinitemultiplicative order), then 11−ax =
∑
i≥0 aixi ∈ R[[x]] is rational but the coefficient
sequence is not eventually periodic. We will see that this is the only reason that the converse of (2.1) is false.
Call a commutative ring R periodic if the converse of (2.1) holds. It is easy to see that R is periodic if and only if every
g ∈ R[x]with g(0) = 1 is a divisor of xn− 1 for some n > 0. The main result of this section is the following characterization
of periodic rings.
Theorem 2.1. Let R be a commutative ring. The following statements are equivalent.
(i) R is periodic.
(ii) For every a ∈ R, {ai}i≥0 is eventually periodic.
(iii) R is an integral extension over Zm for some positive integer m.
Lemma 2.2. Let R be a finite commutative local ring and g = 1+ a1x+ · · · + akxk ∈ R[x]. Then |R[x]/(g)| <∞.
Proof. Letm be themaximal ideal of R. Assume that at ∈ R× but at+1, . . . , ak ∈ m. Since |R| <∞,m is nilpotent, sayml = 0.
Let g1 = (1+ a1x+ · · · + atxt)l. Then
g | (1+ a1x+ · · · + atxt)l − (−at+1xt+1 − · · · − akxk)l = g1.
Write g1 = 1+ b1x+ · · · + buxu (u = tl). Then bu = aut ∈ R×. So |R[x]/(g1)| = |R|u <∞. Since R[x]/(g) is a homomorphic
image of R[x]/(g1), we have |R[x]/(g)| <∞. 
Note. Lemma 2.2 also follows from Theorem XIII.6 of [10].
Proof of Theorem 2.1. (i)⇒ (ii) Obvious.
(ii)⇒ (iii) Since {2i}i≥0 is eventually periodic, 2i+k = 2i for some i ≥ 0 and k > 0. So char R 6= 0. Let m = char R. For
each a ∈ R, since {ai}i≥0 is eventually periodic, ai+k = ai for some i ≥ 0 and k > 0. Thus, a is integral over Zm.
(iii)⇒ (i) Let g = 1+ a1x+ · · · + akxk ∈ R[x]. We want to show that g | xn − 1 for some n > 0. Let S = Zm[a1, . . . , ak].
Since a1, . . . , ak are integral over Zm, |S| <∞. Write S = S1× · · · × St , where each Si is a finite commutative local ring [10,
Theorem VI.2]. An element (a1, . . . , at) ∈ S1 × · · · × St is written as a1 + · · · + at . Then we can write g = g1 + · · · + gt ,
where gi ∈ Si[x] and gi(0) = 1Si . By Lemma 2.2, |Si[x]/(gi)| <∞. Since
S[x]/(g) ∼= S1[x]/(g1)× · · · × St [x]/(gt),
we have |S[x]/(g)| < ∞. Therefore, in S[x]/(g), the elements x0, x1, . . . cannot be all distinct. Thus, xi = xi+n(mod g) for
some i ≥ 0 and n > 0. Since g | xi(xn − 1) and g(0) = 1, we have g | xn − 1. 
Corollary 2.3. A field is periodic if and only if it is algebraic over Fp for some prime p.
3. Rationality in F [[x1, . . . , xn]]
Let F be a field and n > 0. In the introductionwementioned that both conditions (1.2) and (1.3) are reasonable causes for
a power series f ∈ F [[x1, . . . , xn]] to be called rational. Now we prove that conditions (1.2) and (1.3) are indeed equivalent.
This is obvious when n = 1. When n ≥ 2, however, the problem is more subtle. Our proof uses valuations in fields of
algebraic functions of one variable. We briefly recall a few definitions and facts about fields of algebraic functions of one
variable. More details can be found in [5,13].
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A field of algebraic functions of one variable over a field K , also called a function field over K , is a finite extension F of K(x).
A valuation ring of the function field F/K is a ring O with K ( O ( F having the property that for any z ∈ F , either z ∈ O
or z−1 ∈ O. The valuation ring O is a local ring and there exists an element t (called the prime of O) such that every z ∈ F×
can be uniquely written as z = tnu where n ∈ Z and u ∈ O×. The unique maximal ideal of O is P = O \ O× = tO. The
valuation at P is the function νP : F → Z ∪ {∞} defined by
νP(z) =
{
n if z = tnu, n ∈ Z, u ∈ O×,
∞ if z = 0.
A place of F/K is the maximal ideal of a valuation ring of F/K .
We now prove the main theorem of this section.
Theorem 3.1. Let F be a field and f (x1, . . . , xn) ∈ F [[x1 . . . , xn]].
(i) If there exists irreducible g(x1, . . . , xn) ∈ F [x1, . . . , xn] with g(0, . . . , 0) = 0 such that gf ∈ F [x1, . . . , xn], then
f ∈ F [x1, . . . , xn].
(ii) If there exists 0 6= g(x1, . . . , xn) ∈ F [x1, . . . , xn] such that gf ∈ F [x1, . . . , xn], then there exists h ∈ F [x1, . . . , xn] with
h(0, . . . , 0) 6= 0 such that hf ∈ F [x1, . . . , xn].
Proof. (i) We use induction on n. The claim is vacuously true for n = 1. Now assume n > 1. Write g = g0(x1, . . . , xn−1)+
· · · + gk(x1, . . . , xn−1)xkn, gk 6= 0. Then g0(0, . . . , 0) = 0. We may assume g0(x1, . . . , xn−1) 6= 0. (Otherwise, since g is
irreducible, we have g = cxn, c ∈ F×, in which case the claim immediately follows.)
1◦Write f =∑i≥0 fi(x1, . . . , xn−1)xin. We first show that fi(x1, . . . , xn−1) ∈ F(x1, . . . , xn−1) for all i ≥ 0.
Since
F [x1, . . . , xn] 3 gf =
∑
i≥0
(∑
j+l=i
gjfl
)
xin,
we have
∑
j+l=i gjfl ∈ F [x1, . . . , xn−1] for all i ≥ 0. So g0f0 ∈ F [x1, . . . , xn−1], which gives f0 ∈ F(x1, . . . , xn−1). Since
g0fi+ g1fi−1+ · · ·+ gif0 ∈ F [x1, . . . , xn−1] ⊂ F(x1, . . . , xn−1), an induction on i shows that fi ∈ F(x1, . . . , xn−1) for all i ≥ 0.
2◦ Since g0(0, . . . , 0) = 0 but g0(x1, . . . , xn−1) 6= 0, g0(x1, . . . , xn−1) is not a constant. Let p(x1, . . . , xn−1) ∈
F [x1, . . . , xn−1] be an irreducible factor of g0 with p(0, . . . , 0) = 0.
If g = p(x1, . . . , xn−1), then p(x1, . . . , xn−1)f ∈ F [x1, . . . , xn] implies that f = ∑Ni=0 fi(x1, . . . , xn−1)xin for some N and
that pfi ∈ F [x1, . . . , xn−1]. By the induction hypothesis, fi ∈ F [x1, . . . , xn−1], 0 ≤ i ≤ N . So f ∈ F [x1, . . . , xn].
Now assume p - g . Then there exists i0 such that p - gi0 . Without loss of generality, assume degx1 p(x1, . . . , xn−1) > 0.
Let E = F(x2, . . . , xn−1). Then p ∈ E[x1] is irreducible. Let
G(xn) = xkn +
g1(x1, . . . , xn−1)
g0(x1, . . . , xn−1)
xk−1n + · · · +
gk(x1, . . . , xn−1)
g0(x1, . . . , xn−1)
∈ (E(x1))[xn].
Since g(x1, . . . , xn) is irreducible in F [x1, . . . , xn] = (F [x1, . . . , xn−1]) [xn], it is irreducible in (F(x1, . . . , xn−1)) [xn] =
(E(x1)) [xn] by the Gauss lemma. Thus, G(xn) is irreducible in (E(x1)) [xn].
Let K be the splitting field of G(xn) over E(x1). K is a field of algebraic functions of one variable over E. We have G(xn) =
[(xn − r1) · · · (xn − rs)]t , where r1, . . . , rs ∈ K are distinct. Let P be any place of K over (p). Then νP(r1) = · · · = νP(rs),
see [5, p. 54]. Since νP(
gi0
g0
) < 0 (recall that p | g0 but p - gi0 ), we have νP(r1) = · · · = νP(rs) < 0.
3◦ We claim that νp(fi(x1, . . . , xn−1)) ≥ 0 for all i. Assume to the contrary that fi = αpaβ , where a > 0, α, β ∈
F [x1, . . . , xn−1], p - α, p - β . Then paβfi ∈ F [x1, . . . , xn−1]. By the induction hypothesis, βfi ∈ F [x1, . . . , xn−1]. However,
since βfi = αpa , we have a contradiction.
4◦ Since gf ∈ F [x1, . . . , xn], we have
fu+1(x1, . . . , xn−1)...
fu+k(x1, . . . , xn−1)
 =

0 1
· ·
· ·
· ·
0 1
− gk
g0
· · · −g2
g0
−g1
g0

 fu(x1, . . . , xn−1)...
fu+k−1(x1, . . . , xn−1)
 (3.1)
for all u ≥ U , where U is a fixed positive integer. There exists P = (pij) ∈ GL(k, K) such that
0 1
· ·
· ·
· ·
0 1
− gk
g0
· · · −g2
g0
−g1
g0
 = P
−1
J1 . . .
Js
 P,
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where
Ji =

ri 1
· ·
· ·
· 1
ri

t×t
.
So
P
 fU+m(x1, . . . , xn−1)...
fU+m+k−1(x1, . . . , xn−1)
 =
J
m
1
. . .
Jms
 P
 fU(x1, . . . , xn−1)...
fU+k−1(x1, . . . , xn−1)
 (3.2)
for allm ≥ 0. Let
P
 fU(x1, . . . , xn−1)...
fU+k−1(x1, . . . , xn−1)
 =
α1...
αk
 .
Let P1 be the submatrix of P consisting of the first t rows. By (3.2),
P1
 fU+m(x1, . . . , xn−1)...
fU+m+k−1(x1, . . . , xn−1)
 = Jm1
α1...
αt
 =

rm1 ∗ · · ∗· · ·
· · ·
· ∗
rm1

α1...
αt
 . (3.3)
By comparing the last components of both sides of (3.3), we have
mνP(r1)+ νP(αt) = νP(rm1 αt) ≥ min{νP(ptj) : 1 ≤ j ≤ k} for allm ≥ 0.
(Note that by 3◦νP(fi(x1, . . . , xn−1)) ≥ 0 for all i.) It follows that νP(αt) = ∞, i.e., αt = 0. Now (3.3) becomes
P2
 fU+m(x1, . . . , xn−1)...
fU+m+k−1(x1, . . . , xn−1)
 =

rm1 ∗ · · ∗· · ·
· · ·
· ∗
rm1

 α1...
αt−1
 ,
where P2 is the submatrix of P1 consisting of the first t − 1 rows. By induction, we have α1 = · · · = αt−1 = 0.
In the same way, αit+1 = · · · = αit+t = 0 for all 0 ≤ i < s. Thus, α1 = · · · = αk = 0, which implies that
fU(x1, . . . , xn−1) = · · · = fU+k−1(x1, . . . , xn−1) = 0. By (3.1), fu(x1, . . . , xn−1) = 0 for allu ≥ U . So f ∈ (F(x1, . . . , xn−1))[xn].
By symmetry, f ∈ (F(x1, . . . , xi−1, xi+1, . . . , xn))[xi] for all 1 ≤ i ≤ n. Thus, f ∈ F [x1, . . . , xn].
(ii) Write g = g1 · · · gsh, where g1, . . . , gs ∈ F [x1, . . . , xn] are irreducible with g1(0, . . . , 0) = · · · = gs(0, . . . , 0) = 0
and h ∈ F [x1, . . . , xn], h(0, . . . , 0) 6= 0. By (i), hf ∈ F [x1, . . . , xn]. 
It is easy to see that
F((x1, . . . , xn))× = {xi11 · · · xinn h : i1, . . . , in ∈ Z, h ∈ F [[x1, . . . , xn]], h(0, . . . , 0) 6= 0}. (3.4)
Assume f ∈ F((x1, . . . , xn))×. Then there exists g ∈ F((x1, . . . , xn)) such that fg = 1. Write f = xi11 · · · xinn h, g = xj11 · · · xjnn l,
where i1, . . . , in, j1, . . . , jn ∈ Z, h, l ∈ F [x1, . . . , xn] and xs - h, xs - l in F [x1, . . . , xn] for all 1 ≤ s ≤ n. Then
xi1+j11 · · · xin+jnn hl = 1 and xs - hl in F [x1, . . . , xn] for all 1 ≤ s ≤ n. It follows that hl = 1, which implies h(0, . . . , 0) 6= 0.
By (3.4),
F((x1, . . . , xn))× ∩ F [x1, . . . , xn] = {xi11 · · · xinn h : i1, . . . , in ∈ N, h ∈ F [x1, . . . , xn], h(0, . . . , 0) 6= 0}.
The next corollary states that
F((x1, . . . , xn)) ∩ F(x1, . . . , xn) =
{
h
g
: h ∈ F [x1, . . . , xn], g ∈ F((x1, . . . , xn))× ∩ F [x1, . . . , xn]
}
.
Both sides of this equation can be defined as the set of rational elements in F((x1, . . . , xn)).
Corollary 3.2. Let F be a field and f (x1, . . . , xn) ∈ F((x1, . . . , xn)). If there exists 0 6= g ∈ F [x1, . . . , xn] such that gf ∈
F [x1, . . . , xn], then there exist i1, . . . , in ∈ N and h ∈ F [x1, . . . , xn]with h(0, . . . , 0) 6= 0 such that xi11 · · · xinn hf ∈ F [x1, . . . , xn].
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Proof. Write f = x−i11 · · · x−inn f1, where i1, . . . , in ∈ N and f1 ∈ F [[x1, . . . , xn]]. Since gf1 = xi11 · · · xinn gf ∈ F [x1, . . . , xn],
by Theorem 3.1(ii), there exists h ∈ F [x1, . . . , xn] with h(0, . . . , 0) 6= 0 such that hf1 ∈ F [x1, . . . , xn]. Thus, xi11 · · · xinn hf= hf1 ∈ F [x1, . . . , xn]. 
4. Generalization of Kronecker’s criterion to F [[x1, . . . , xn]]
Let F be a field. For rationality in F [[x]], we have the following theorem. The equivalence between (i) and (ii) in the
theorem is known as Kronecker’s theorem.
Theorem 4.1. Let F be a field. Let f =∑i≥0 aixi ∈ F [[x]] and
A =

a0 a1 a2 · · ·
a1 a2 a3 · · ·
a2 a3 a4 · · ·
...
...
...
 . (4.1)
The following statements are equivalent.
(i) f ∈ F(x).
(ii) rank A <∞.
(iii) There exist m, l ≥ 0 such that
rank

am am+1 · · ·
am+1 am+2 · · ·
...
...
am+l am+l+1 · · ·
 ≤ l.
Proof. (i)⇒ (iii) Assume f = hg , where h, g ∈ F [x], g(0) = 1, deg h = k, deg g = l. Write g =
∑l
i=0 bixi, b0 = 1. Choose
m ∈ N such thatm > k− l. Then
h = gf
= b0(am+lxm+l + am+l+1xm+l+1 + · · ·)+ b1(am+l−1xm+l + am+lxm+l+1 + · · ·)
+ · · · + bl(amxm+l + am+1xm+l+1 + · · ·)+ (terms of degree < m+ l). (4.2)
So
(bl, . . . , b0)

am am+1 · · ·
am+1 am+2 · · ·
...
...
am+l am+l+1 · · ·
 = 0. (4.3)
Thus,
rank

am am+1 · · ·
am+1 am+2 · · ·
...
...
am+l am+l+1 · · ·
 ≤ l.
(iii)⇒ (ii) We may assume that (4.3) holds for some b0, . . . , bl ∈ F with b0 = 1. Let
A1 =

a0 a1 · · ·
a1 a2 · · ·
...
...
am+l−1 am+l · · ·
 .
By (4.3), (am+l, am+l+1, . . .) ∈ R(A1). Ignore the first component. We have
(am+l+1, am+l+2, . . .) ∈ R


a1 a2 · · ·
a2 a3 · · ·
...
...
am+l am+l+1 · · ·

 ⊂ R(A1).
By induction, all rows of A belong toR(A1). So rank A ≤ m+ l.
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(ii)⇒ (i) Since rank A <∞, there exist b1, . . . , bl ∈ F such that
(bl, . . . , b1, 1)

a0 a1 · · ·
a1 a2 · · ·
...
...
al al+1 · · ·
 = 0.
Then (1+ b1x+ · · · + blxl)f is a polynomial of degree< l. So f ∈ F(x). 
Remark. Statement (iii) in Theorem 4.1 means that the subspace of F l+1 generated by (am+i, am+1+i, . . . , am+l+i), i ∈ N, is
proper. According to our notation in the introduction, this subspace is the window codeWm,l+1(
∑
aixi).
In the proof of Theorem 4.1, we actually proved the following slight generalization of Theorem 4.1 which we need later.
Theorem 4.2. Let F be a field and A an F-algebra. Let f =∑i≥0 aixi ∈ A[[x]] and let A be as in (4.1). The following statements
are equivalent.
(i) There exists g ∈ F [x] with g(0) = 1 such that gf ∈ A[x].
(ii) dimF RF (A) <∞, whereRF (A) is the F-space spanned by the rows of A.
(iii) There exist m, l ≥ 0 such that
dimF RF


am am+1 · · ·
am+1 am+2 · · ·
...
...
am+l am+l+1 · · ·

 ≤ l.
Now we try to extend Theorem 4.1 to F [[x1, . . . , xn]]. Each of the three statements in Theorem 4.1 has a multivariable
version adapted for F [[x1, . . . , xn]]. It turns out that in theirmultivariable versions, (i) is still equivalent to (iii) (Theorem 4.3)
but is weaker than (ii) (Theorem 4.4). For characterizations of rational power series with noncommutative indeterminates,
see [2]. The results in [2] do not seem to entail our characterization of rational power series in commutative indeterminates.
We first set our notation. For i = (i1, . . . , in) and j = (j1, . . . , jn) ∈ Nn, i ≤ j means that it ≤ jt for all 1 ≤ t ≤ n.
For i = (i1, . . . , in) ∈ Nn, define xi = xi11 · · · xinn . If h ∈ F [x1, . . . , xn], define deg h = (degx1 h, . . . , degxn h). To each
n-dimensional infinite array {ai}i∈Nn over a field F , we associate a power series f = ∑i∈Nn aixi ∈ F [[x1, . . . , xn]] and a
function
A : Nn × Nn −→ F
(i, j) 7−→ ai+j . (4.4)
For a fixed i ∈ Nn, define
Ai : Nn −→ F
j 7−→ ai+j . (4.5)
(Note that when n = 1, A is the infinite circulant matrix in (4.1) and Ai is the row of A with label i.) For convenience, we
define ai = 0 for i ∈ Zn \ Nn. Therefore, in (4.5), we may allow i to be in Zn.
Theorem 4.3. In the above notation, f ∈ F(x1, . . . , xn) if and only if there exist l = (l1, . . . , ln),m = (m1, . . . ,mn) ∈ Nn such
that
dimF 〈(Aj−l+m(1) , . . . , Aj−l+m(n)) : j ≤ l〉 < (l1 + 1) · · · (ln + 1), (4.6)
wherem(i) = (0, . . . , 0,mi + 1︸ ︷︷ ︸
i
, 0, . . . , 0) and 〈 〉 is the linear span.
Proof. (⇒) Since f ∈ F(x1, . . . , xn), there exists 0 6= g = ∑j≤l bjxj ∈ F [x1, . . . , xn], where l ∈ Nn, such that
gf ∈ F [x1, . . . , xn]. Choosem ∈ Nn such thatm ≥ deg(fg). Then
gf =
∑
i∈Nn
(∑
j≤l
bl−jai−l+j
)
xi
=
∑
i∈Nn, i6≤m
(∑
j≤l
bl−jai−l+j
)
xi + (terms of deg ≤ m).
So ∑
j≤l
bl−jai−l+j = 0 for all i ∈ Nn, i 6≤ m. (4.7)
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Note that i ∈ Nn and i 6≤ m if and only if i ≥ m(t) for some 1 ≤ t ≤ n. So (4.7) is equivalent to∑
j≤l
bl−jaj−l+m(t)+u = 0 for all u ∈ Nn and 1 ≤ t ≤ n,
i.e., ∑
j≤l
bl−jAj−l+m(t) = 0 for all 1 ≤ t ≤ n. (4.8)
Since bl−j , j ≤ l, are not all 0, (4.8) implies that
dimF 〈(Aj−l+m(1) , . . . , Aj−l+m(n)) : j ≤ l〉 < (l1 + 1) · · · (ln + 1).
(⇐) Inequality (4.6) implies that (Aj−l+m(1) , . . . , Aj−l+m(n)), j ≤ l, are linearly dependent. Thus, there exist bj ∈ F , j ≤ l,
not all zero such that (4.8) holds. From (4.8) we trace back to (4.7). Therefore, gf is a polynomial in F [x1, . . . , xn] with
deg(gf ) ≤ m, where g =∑j≤l bjxj . Hence f ∈ F(x1, . . . , xn). 
Theorem 4.4. Let f and A be as above. Then
dimF 〈Ai : i ∈ Nn〉 <∞ (4.9)
if and only if
f = h(x1, . . . , xn)
g1(x1) · · · gn(xn) (4.10)
for some h ∈ F [x1, . . . , xn] and some gi ∈ F [xi] with gi(0) = 1, 1 ≤ i ≤ n.
Proof. 1◦We first prove that (4.9) is equivalent to
dimF 〈A(0,...,0,i︸ ︷︷ ︸
t
,0,...,0) : i ∈ N〉 <∞ for all 1 ≤ t ≤ n. (4.11)
Of course we only have to show that (4.11) implies (4.9). For each i ∈ Nn, define
ρi : Nn −→ Nn
j 7−→ j + i. (4.12)
Choosemt ∈ N such that
〈A(0,...,0,i︸ ︷︷ ︸
t
,0,...,0) : i ∈ N〉 = 〈A(0,...,0,i︸ ︷︷ ︸
t
,0,...,0) : i ≤ mt〉.
For each (i1, . . . , in) ∈ Nn, we have
A(0,...,0,it ,0,...,0) =
∑
i≤mt
ciA(0,...,0,i︸ ︷︷ ︸
t
,0,...,0)
for some ci ∈ F , i ≤ mt . Then
A(i1,...,in) = A(0,...,0,it ,0,...,0) ◦ ρ(i1,...,it−1,0,it+1,...,in)
=
∑
i≤mt
ciA(0,...,0,i︸ ︷︷ ︸
t
,0,...,0) ◦ ρ(i1,...,it−1,0,it+1,...,in)
=
∑
i≤mt
ciA(i1,...,it−1,i,it+1,...,in). (4.13)
It follows from (4.13) that A(i1,...,in) ∈ 〈A(j1,...,jn) : (j1, . . . , jn) ≤ (m1, . . . ,mn)〉. So dimF 〈Ai : i ∈ Nn〉 < (m1+1) · · · (mn+1).
2◦ Let 1 ≤ t ≤ n and view f as an element of (F [[x1, . . . , xt−1, xt+1, . . . , xn]])[[xt ]]. By Theorem 4.2,
dimF 〈A(0,...,0,i︸ ︷︷ ︸
t
,0,...,0) : i ∈ N〉 <∞
if and only if there exists gt ∈ F [xt ]with gt(0) = 1 such that
gt(xt)f ∈ (F [[x1, . . . , xt−1, xt+1, . . . , xn]])[xt ]. (4.14)
3◦ It remains to show that (4.10) holds if and only if (4.14) holds for all 1 ≤ t ≤ n. The ‘‘only if’’ part is obvious. For the
‘‘if’’ part, note that g1(x1) · · · gn(xn)f ∈ F [[x1, . . . , xn]] is a polynomial in every xt . Thus, g1(x1) · · · gn(xn)f ∈ F [x1, . . . , xn],
hence (4.10) holds. This completes the proof of the theorem. 
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To end this section, we observe an interesting property of the space 〈Ai : i ∈ Nn〉. Call a subset I ⊂ Nn an ideal of the
partially ordered set (Nn,≤) if i ∈ Nn, j ∈ I, i ≤ j imply i ∈ I .
Proposition 4.5. Let A : Nn × Nn → F and Ai : Nn → F be as in (4.4) and (4.5). Then 〈Ai : i ∈ Nn〉 has a basis of the form
{Ai : i ∈ I}, where I is an ideal of (Nn,≤).
The conclusion of Proposition 4.5 is obvious for n = 1 but is less obvious for n > 1.
Proof of Proposition 4.5. Let ≺ be the lexicographical order in Nn: (i1, . . . , in) ≺ (j1, . . . , jn) means that there exists s
(1 ≤ s ≤ n) such that it = jt for all t ≤ s and is+1 < js+1. It is easy to see that every nonempty subset of (Nn,≺) has a
minimal element, i.e., (Nn,≺) is a well ordered set. Construct χ : Nn → {0, 1} inductively as follows. Let
χ(0, . . . , 0) =
{
1 if A(0,...,0) 6= 0,
0 if A(0,...,0) = 0.
Assume that χ(j) has been defined for all j  i. Define
χ(i) =
{
1 if Ai 6∈ 〈Aj : j  i〉,
0 otherwise.
Let I = χ−1(1) ⊂ Nn. Then {Ai : i ∈ I} is a basis of 〈Ai : i ∈ Nn〉 having the property that for each i ∈ Nn,
Ai ∈ 〈Aj : j ≺ i and j ∈ I〉. (4.15)
We claim that I is an ideal of (Nn,≤). Suppose to the contrary that there exist i ∈ I and l ∈ Nn \ I such that l ≤ i. By
(4.15),
Al ∈ 〈Aj : j ≺ l, j ∈ I〉 ⊂ 〈Aj : j  l〉. (4.16)
Let i = l +m. Then
Ai = Al+m
= Al ◦ ρm (ρmdefined in (4.12))
⊂ 〈Aj ◦ ρm : j  l〉 (by (4.16))
= 〈Aj+m : j  l〉
= 〈Aj : j  i〉 (j  l ⇔ j +m  i)
= 〈Aj : j  i, j ∈ I〉 (by (4.15)).
This contradicts the fact that {Ai : i ∈ I} is linearly independent. 
5. Sequential codes
Recall that a (right) sequential code of length n over a field F is a subspace C ⊂ F n having the property that for each
(a0, . . . , an−1) ∈ C , there exists b ∈ F such that (a1, . . . , an−1, b) ∈ C . If b is uniquely determined by (a0, . . . , an−1), C is
called deterministic. We will see next that, with one trivial exception, all sequential codes are deterministic.
Theorem 5.1. A sequential code C ⊂ F n is deterministic if and only if C 6= F n.
Proof. (⇒) Obvious.
(⇐) Assume to the contrary that C is not deterministic. Then there exist (a1, . . . , an−1, b) ∈ C and (a1, . . . , an−1, c) ∈ C ,
where b 6= c . Thus, (0, . . . , 0, 1) = 1b−c [(a1, . . . , an−1, b) − (a1, . . . , an−1, c)] ∈ C . Since C is sequential, by induction, we
have (0, . . . , 0, 1), (0, . . . , 0, 1, ∗), . . . , (1, ∗, . . . , ∗) ∈ C . So C = F n, which is a contradiction. 
Let C ⊂ F n be a deterministic code. Then for each (a0, . . . , an−1) ∈ C , the unique b such that (a1, . . . , an−1, b)
belongs to C is a function of (a0, . . . , an−1). The uniqueness of b implies that b is a linear function of (a0, . . . , an−1),
i.e., b = c0a0 + · · · + cn−1an−1 for some constants c0, . . . , cn−1 ∈ F . Each (a0, . . . , an−1) ∈ C inductively defines a unique
sequence (a0, . . . , an−1)C = (a0, a1, . . . , an−1, an, . . .) such that (ai, ai+1, . . . , ai+n−1) ∈ C for all i ∈ N. In fact (cf. [9,
Section 8.1]),
(ai, ai+1, . . . , ai+n−1) = (a0, . . . , an−1)C i(c0,...,cn−1), i ∈ N,
where
C(c0,...,cn−1) =

0 c0
1 c1
. . .
...
1 cn−1
 .
Since the sequence (a0, . . . , an−1)C depends only on (a0, . . . , an−1) and (c0, . . . , cn−1), it is also denoted by
(a0, . . . , an−1)(c0,...,cn−1). The sequence (a0, . . . , an−1)(c0,...,cn−1) is eventually periodic if and only if (a0, . . . , an−1)(C
i
(c0,...,cn−1)
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− C j(c0,...,cn−1)) = 0 for some i > j ≥ 0. (a0, . . . , an−1)(c0,...,cn−1) is eventually periodic for all (a0, . . . , an−1), (c0, . . . , cn−1) ∈
F n if and only if
∀ (c0, . . . , cn−1) ∈ F n, ∃ i > j ≥ 0 such that C i(c0,...,cn−1) = C j(c0,...,cn−1). (5.1)
Proposition 5.2. Condition (5.1) holds if and only if F is algebraic over Fp for some prime p.
Proof. (⇒) Assume that F is not an algebraic extension of a finite field. Then there exists a ∈ F such that ai (i ∈ N) are all
distinct. Since (ai, ai+1, . . . , ai+n−1) = (a0, a1, . . . , an−1)C i(0,...,0,a), it follows that C i(0,...,0,a) (i ∈ N) are all distinct. Thus, (5.1)
fails.
(⇐) For each (c0, . . . , cn−1) ∈ F n, there exists a finite field Fq such that c0, . . . , cn−1 ∈ Fq. Since C(c0,...,cn−1) ∈ Mn(Fq)
and |Mn(Fq)| <∞, there exists i > j ≥ 0 such that C i(c0,...,cn−1) = C
j
(c0,...,cn−1). 
Remark. We can replace the field F with a commutative ring R. Codes of length n over R are R-submodules of Rn; sequential
codes and deterministic codes are defined the same way. In this setting, Theorem 5.1 is no longer true. Let I be a nontrivial
ideal of R. Then In is a sequential but not a deterministic code. Proposition 5.2 still holds with ‘‘F is algebraic over Fp for some
prime p’’ replaced by ‘‘R is integral over Zm for somem ∈ Z+’’. The proof is the same.
We return to the assumption that F is a field.
Let f = ∑i≥0 aixi ∈ F [[x]]. For m ∈ N and n ∈ Z+, recall that the window codes of the sequence {ai}i∈N of length n
starting at themth place is defined to be
Wm,n(f ) = R

 am am+1 · · · am+n−1am+1 am+2 · · · am+n
...
...
...

 .
Evidently,Wm,n(f ) is sequential.
Corollary 5.3. In the above notation. Wm,n(f ) is deterministic if and only if f = hg for some h, g ∈ F [x] with g(0) = 1,
deg g ≤ n− 1 and deg h < m+ n− 1.
Proof. By Theorem 5.1,Wm,n(f ) is deterministic if and only ifWm,n(f ) 6= F n. The latter happens if and only if
rank

am am+1 · · ·
am+1 am+2 · · ·
...
...
am+n−1 am+n · · ·
 ≤ n− 1. (5.2)
First assume that (5.2) holds. Then there exists 0 6= (bn−1, . . . , b0) ∈ Fn such that
(bn−1, . . . , b0)

am am+1 · · ·
am+1 am+2 · · ·
...
...
am+n−1 am+n · · ·
 = 0. (5.3)
Let g(x) = ∑n−1i=0 bixi. The above equation is equivalent to deg gf < m + n − 1. Write g(x) = bxsg1, where b ∈ F×, s ≥ 0,
g1 ∈ F [x] and g1(0) = 1. Then deg g1f < m+ n− 1. Let h = g1f . We then have f = hg1 as desired.
Now assume that f = hg , where h, g ∈ F [x], g(0) = 1, deg g ≤ n − 1 and deg h < m + n − 1. Let g =
∑n−1
i=0 bixi. Since
deg gf = deg h < m+ n− 1, we have (5.3). Therefore, (5.2) holds. 
A subspace C ⊂ F n is called left sequential if for every (a0, . . . , an−1) ∈ C there exists b ∈ F such that (b, a0, . . . , an−2) ∈
C . C is called bisequential if it is both left and right sequential. A right sequential code needs not to be left sequential and vice
versa. 〈(1, 0)〉 ⊂ F 2 is right but not left sequential. A truncated cyclic code is a cyclic code with its last several components
removed; it is the same as the cyclic code with its first several components removed. It is clear that a truncated cyclic code
is bisequential. Whether the converse holds depends on the field F .
Theorem 5.4. Let F be a field. The following statements are equivalent.
(i) F is algebraic over Fp for some prime p.
(ii) Every bisequential code C over F is a truncated cyclic code.
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Proof. (ii)⇒ (i) If (i) is false, then there exists a ∈ F such that ai, i ∈ N, are all distinct. Clearly 〈(1, a)〉 ⊂ F 2 is bisequential.
We claim that it is not a truncated cyclic code. Assume to the contrary that 〈(1, a)〉 is a truncation of a cyclic code C ⊂ F n,
n ≥ 2. Since 〈(1, a)〉 is deterministic, we must have C = 〈(1, a, . . . , an−1)〉. But then (an−1, 1, a, . . . , an−2) 6∈ C , which is a
contradiction.
(i) ⇒ (ii) Let C ⊂ F n be bisequential. If C = F n, C is cyclic itself. So assume C 6= F n. Then C is bideterministic.
Thus, each α = (a0, . . . , an−1) ∈ C determines a unique bisequence α˜ = (. . . , a−2, a−1, a0, a1, . . . , an−1, an, . . .) such
that (ai, ai+1, . . . , ai+n−1) ∈ C for all i ∈ Z. Since F is an algebraic extension of Fp, Proposition 5.2 implies that the
sequence (a0, a1, . . .) is eventually periodic. Since C is left deterministic, it follows that the bisequence α˜ is totally periodic.
(Otherwise, there exist s ∈ Z and t > 0 such that α˜ = (. . . , as−1, as, . . . , as+t , . . .)where (as, as+1, . . .) = (as+t , as+t+1, . . .)
but as−1 6= as+t−1. Then (as−1, as, . . . , as+n−2) ∈ C and (as+t−1, as, . . . , as+n−2) = (as+t−1, as+t , . . . , as+t+n−2) ∈ C ,
which is impossible since C is left deterministic.) Let l(α) denote the period of α˜. Let α1, . . . , αk ∈ C be a basis of C . Put
l = lcm(l(α1), . . . , l(αk)). Then l is a period of α˜ for all α ∈ C . We may assume l ≥ n. (Replace l by a multiple of l if
necessary.) Let D be the restriction of {˜α : α ∈ C} to the components labeled from 0 to l− 1. Then D ⊂ F l is cyclic and C is a
restriction of D to the first n components. 
6. Constructing sequential codes
We follow the standard notation and terminology of coding theory (cf. [7]).
From the paragraph preceding Proposition 5.2 it is clear that a sequential code in F n is precisely an invariant subspace of
thematrix C(c0,...,cn−1) for some (c0, . . . , cn−1) ∈ F n. Namely, a sequential code C ⊂ F n is the row space of some X ∈ Mk×n(F)
satisfying
XC(c0,...,cn−1) = AX (6.1)
for some (c0, . . . , cn−1) ∈ F n and some A ∈ Mk(F). Let
f (x) = xn − cn−1xn−1 − · · · − c0 ∈ F [x]
and note that C(c0,...,cn−1) is the companion matrix of f (x). The solution of (6.1) is
X = [x0, Ax0, . . . , An−1x0] (6.2)
with x0 ∈ ker f (A). If k ≤ n and f is a multiple of the characteristic polynomial of A, then the condition x0 ∈ ker f (A) is
automatically satisfied. Therefore, sequential codes in F n are precisely of the form
R([x0, Ax0, . . . , An−1x0]), A ∈ Mk(F), x0 ∈ F k, k ≤ n. (6.3)
If we require the sequential code in (6.3) to have dimension k, we need to choose A and x0 such that
rank [x0, Ax0, . . . , An−1x0] = k.
Proposition 6.1. The matrix [x0, Ax0, . . . , An−1x0] in (6.3) has rank k if and only if the following conditions are satisfied.
(i) The minimal polynomial m(x) of A is the characteristic polynomial of A, i.e., A is nonderogatory.
(ii) x0 6∈⋃si=1 kermi(A), where m1(x), . . . ,ms(x) ∈ F [x] are the maximal divisors of m(x).
Proof. (⇒) First observe that rank [x0, Ax0, . . . , An−1x0] = k implies rank [x0, Ax0, . . . , Ak−1x0] = k. If
rank [x0, Ax0, . . . , Ak−1x0] < k, then there exists 0 ≤ i ≤ k−1 such that Aix0 is a linear combination of x0, Ax0, . . . , Ai−1x0.
Multiplying both Aix0 and the linear combination by powers of A and using induction, we see that Ai+1x0, Ai+2x0, . . . are all
linear combinations of x0, Ax0, . . . , Ai−1x0. This implies that rank [x0, Ax0, . . . , An−1x0] ≤ i < k, which is a contradiction.
Now we have
g(A)x0 6= 0 for all 0 6= g ∈ F [x]with deg g < k. (6.4)
So the minimal polynomial m(x) of A has degree ≥ k, i.e., A is nonderogatory. Condition (6.4) implies that x0 6∈⋃s
i=1 kermi(A).
(⇐) Since degm = k and since x0 6∈ ⋃si=1 kermi(A), (6.4) holds. Hence rank [x0, Ax0, . . . , Ak−1x0] = k. Since k ≤ n,
rank [x0, Ax0, . . . , An−1x0] = rank [x0, Ax0, . . . , Ak−1x0] = k. 
Assume that A and x0 satisfy the conditions in Proposition 6.1. Let the characteristic polynomial of A be m(x) =
xk + bk−1xk−1 + · · · + b0 ∈ F [x]. Sincem(A) = 0, we have
[x0, Ax0, . . . , An−1x0]BT = 0,
where
B =

b0 b1 · · · · · · bk−1 1 0
0 b0 b1 · · · · · · bk−1 1
. . .
. . .
. . .
. . .
. . .
0 b0 b1 · · · · · · bk−1 1

(n−k)×n
. (6.5)
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Since rank [x0, Ax0, . . . , An−1x0] = k, we have
R([x0, Ax0, . . . , An−1x0]) = R(B)⊥. (6.6)
The sequential code in (6.6) depends only on the characteristic polynomial of A but not on x0 (as long as x0 satisfies condition
(ii) of Proposition 6.1). For practical purpose, a generator matrix for the sequential code in (6.6) independent of x0 can be
easily as follows: Use elementary row operations to bring B into the form [B1, In−k]. Then
R(B)⊥ = R([Ik, − BT1]).
For theoretical purpose, it is also possible to determine a generator matrix for the sequential code (6.6) explicitly.
InR([x0, Ax0, . . . , An−1x0])wemay replace A by QAQ−1 and x0 by Qx0, where Q ∈ GL(k, F). Thus, we may assume that
A is a rational canonical form.Writem(x) = p1(x)e1 · · · ps(x)es , where p1, . . . , ps ∈ F [x] are distinct irreducible polynomials,
deg pi = di, and e1, . . . , es ∈ Z+. By the above remark, we may assume
A =
M(p
e1
1 )
. . .
M(pess )
 .
The maximal divisors ofm(x) aremi(x) = m(x)pi(x) , 1 ≤ i ≤ s. Then
x0 = [1 0 · · · 0︸ ︷︷ ︸
e1d1
· · · 1 0 · · · 0︸ ︷︷ ︸
esds
]T
satisfies condition (ii) of Proposition 6.1. For this choice of x0, we have
[x0, Ax0, . . . , An−1x0] =
X1...
Xs
 , (6.7)
where Xi ∈ Meidi×n(F) consists of the first n columns of[
M(peii )
0, M(peii )
eidi ,M(peii )
2eidi , · · ·] .
To summarize, we have the following theorem.
Theorem 6.2. Let 0 ≤ k < n. There is a bijection from the set of all monic polynomials of degree k in F [x] to the set of all k-
dimensional sequential codes in F n. Let m(x) = xk + bk−1xk−1 + · · · + b0 = p1(x)e1 · · · ps(x)es ∈ F [x], where p1, . . . , ps ∈ F [x]
are distinct irreducible polynomials and e1, . . . , es ∈ Z+. Then the sequential code corresponding to m(x) has a parity check
matrix B given by (6.5) and a generator matrix given by (6.7).
The next two examples show that in certain parameters, sequential codes can achieve optimal minimum distance.
Example 6.3. The optimal minimum distance of [14, 8] codes over F2 is 4 [15]. A computer search found that there is only
one [14, 8, 4] sequential code over F2. The corresponding polynomial of the code is x8 + x6 + x5 + x4 + x3 + x2 + 1. This
code has a parity check matrix
1 0 1 1 1 1 1 0 1
1 0 1 1 1 1 1 0 1
1 0 1 1 1 1 1 0 1
1 0 1 1 1 1 1 0 1
1 0 1 1 1 1 1 0 1
1 0 1 1 1 1 1 0 1
 ,
a generator matrix
1 1 0 1 1 0 1
1 0 1 0 1 1 0
1 1 0 0 1 1 0
1 1 1 1 1 1 0
1 1 1 0 0 1 0
1 1 1 0 1 0 0
1 1 1 0 1 1 1
1 0 1 1 0 1 1

,
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Table 1
[22, 5, 12] sequential codes over F3
(b0, . . . , b4) Weight enumerator
(1, 0, 0, 1, 1) 1+ 20x12 + 62x13 + 60x14 + 20x15 + 22x16 + 30x17 + 22x18 + 4x19 + 2x22
(1, 0, 1, 0, 1) 1+ 28x12 + 58x13 + 46x14 + 26x15 + 26x16 + 26x17 + 26x18 + 6x19
(1, 0, 1, 1, 1) 1+ 20x12 + 58x13 + 56x14 + 42x15 + 20x16 + 12x17 + 18x18 + 12x19 + 4x20
(1, 0, 2, 2, 2) 1+ 132x12 + 110x18
(1, 1, 0, 1, 0) 1+ 28x12 + 58x13 + 46x14 + 26x15 + 26x16 + 26x17 + 26x18 + 6x19
(1, 1, 1, 0, 0) 1+ 20x12 + 62x13 + 60x14 + 20x15 + 22x16 + 30x17 + 22x18 + 4x19 + 2x22
(1, 1, 1, 1, 0) 1+ 20x12 + 58x13 + 56x14 + 42x15 + 20x16 + 12x17 + 18x18 + 12x19 + 4x20
(1, 2, 2, 2, 0) 1+ 132x12 + 110x18
(2, 0, 0, 1, 2) 1+ 20x12 + 62x13 + 60x14 + 20x15 + 22x16 + 30x17 + 22x18 + 4x19 + 2x22
(2, 0, 1, 2, 1) 1+ 132x12 + 110x18
(2, 0, 2, 0, 2) 1+ 28x12 + 58x13 + 46x14 + 26x15 + 26x16 + 26x17 + 26x18 + 6x19
(2, 0, 2, 1, 2) 1+ 20x12 + 58x13 + 56x14 + 42x15 + 20x16 + 12x17 + 18x18 + 12x19 + 4x20
(2, 1, 0, 1, 0) 1+ 28x12 + 58x13 + 46x14 + 26x15 + 26x16 + 26x17 + 26x18 + 6x19
(2, 1, 2, 0, 0) 1+ 20x12 + 62x13 + 60x14 + 20x15 + 22x16 + 30x17 + 22x18 + 4x19 + 2x22
(2, 1, 2, 1, 0) 1+ 20x12 + 58x13 + 56x14 + 42x15 + 20x16 + 12x17 + 18x18 + 12x19 + 4x20
(2, 2, 1, 2, 0) 1+ 132x12 + 110x18
and weight enumerator
1+ 29x4 + 32x5 + 24x6 + 64x7 + 59x8 + 32x9 + 8x10 + 7x12.
It is easy to see that this code is not cyclic. Therefore, the example shows that with certain parameters, optimal minimum
distance can be achieved by sequential codes but not by cyclic codes.
Example 6.4. The optimal minimum distance of [22, 5] codes over F3 is 12 [15]. There are 16 [22, 5, 12] sequential codes
over F3, see Table 1. In Table 1, the polynomial corresponding to the code is x5 + b4x4 + · · · + b0.
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