Notions of convergence and continuity specifically adapted to Riesz ideals I of spaces of continuous real-valued functions are given, and used to prove Stone-Weierstraß-like theorems for I. As applications, sufficient conditions are discussed that guarantee that various types of positive linear maps on I are uniquely determined by their restriction to various point-separating subsets of I. A very special case of this is the well-known characterization of the strong determinacy of moment problems, which is rederived without making use of spectral theory.
Introduction
Riesz ideals I of the lattice-ordered algebra C (X) of continuous real-valued functions on a locally compact Hausdorff space X arise naturally as the continuous functions which are integrable with respect to a given Borel measure µ on X. The question of determinacy of a moment problem can be phrased as the question, whether for two Borel measures µ,μ on X, whose integrals coincide on a given point-separating subset S p of I, the integrals even coincide on whole I (which, under suitable regularity assumptions on µ andμ, implies that µ =μ).
As an example, consider the determinacy of the Hamburger moment problem: Given two (countably additive, finite and regular) Borel measures µ andμ on Ê, such that Ê p dµ = Ê p dμ holds for all polynomial functions p on Ê, do µ andμ coincide? If µ has compact support, then so doesμ (see e.g. [3, Prop. 4 .1]), and in this case both integrals describe linear functions from C (Ê) to Ê that are continuous with respect to the Fréchet-topology of C (Ê), i.e. the topology of uniform convergence on all compact subsets of X. As the polynomial functions are dense in C (Ê) with respect to this topology by the Stone-Weierstraß theorem, the integrals over µ andμ coincide on whole C (Ê). However, if µ does not have compact support, then it is no longer continuous in this topology (and only describes a linear functional on a true Riesz ideal I of C (Ê), as all positive linear functionals defined on the whole Fréchet-algebra C (Ê) are necessarily continuous by [2] ). If one wants to keep the same straightforward line of reasoning as in the compactly supported case, an adapted notion of convergence in I is needed.
Preliminaries
The natural numbers are AE = {1, 2, 3, . . . }, AE 0 := AE∪{0} and the sets of real and complex numbers are denoted by Ê and , respectively. Throughout this note, X is a locally compact topological Hausdorff space which admits an exhaustion by compact sets, i.e. there exists a sequence (K n ) n∈AE of compact subsets of X such that X = n∈AE K n and which is strictly increasing in the sense that K n is contained in the interior of K n+1 for every n ∈ AE.
If P and Q are partially ordered sets, then a map Φ : P → Q is called increasing (decreasing) if Φ(p) ≤ Φ(p ′ ) (or Φ(p) ≥ Φ(p ′ ), respectively) holds for all p, p ′ ∈ P with p ≤ p ′ . An ordered vector space is a real vector space V endowed with a partial order ≤ such that u + w ≤ v + w and λu ≤ λv A Riesz space (or vector lattice) is an ordered vector space R in which |r| := sup{r, −r}, the absolute value of r, exists for all r ∈ R. In this case, supremum and infimum of arbitrary two elements r, s ∈ R exist in R, namely r∨s := sup{r, s} = (r+s)/2+|(r−s)/2| and r∧s := inf{r, s} = (r+s)/2−|(r−s)/2|, and ∨ as well as ∧ describe associative and commutative operations on R. So it makes sense to write N n=1 r n := r 1 ∨ · · · ∨ r N = sup{r 1 , . . . , r N } for N ∈ AE and r 1 , . . . , r N ∈ R, analogously for finite infima.
A Riesz subspace of a Riesz space R is a linear subspace S ⊆ R such that |s| ∈ S for all s ∈ S, where |s| denotes the absolute value of s as an element of R. Such a Riesz subspace S together with the order inherited from R is again a Riesz space whose finite suprema and infima coinicide with those in R. A Riesz ideal of a Riesz space R is a linear subspace I ⊆ R with the property that, whenever r ∈ R and s ∈ I fulfil |r| ≤ |s|, then r ∈ I. Such a Riesz ideal is especially a Riesz subspace. If R and S are two Riesz spaces, then a map Φ : R → S is called morphism of Riesz spaces if Φ is linear and Φ(|r|) = Φ(r) holds for all r ∈ R. Such a morphism of Riesz spaces is especially positive. More details about Riesz spaces can be found in the standard textbooks on the subject, e.g. [1] .
The most important Riesz space for the purpose of this note is C (X), the set of all real-valued continuous functions on X, with the pointwise operations and the pointwise order. Here f ∨ g (x) = max f (x), g(x) and f ∧ g (x) = min f (x), g(x) for all f, g ∈ C (X) and all x ∈ X. The function on X which is constant 1 is denoted by ½ ∈ C (X). A function f ∈ C (X) is called uniformly bounded if there exists a λ ∈ [0, ∞[ such that −λ½ ≤ f ≤ λ½. The subset of all uniformly bounded functions in C (X) is denoted by C b (X) and is a Riesz ideal and contained in every other Riesz ideal I of C (X) with ½ ∈ I. Given a subset Y ⊆ X, a sequence (g n ) n∈AE in C (X) andĝ ∈ C (X), then (g n ) n∈AE is said to converge uniformly on Y againstĝ if for all ǫ ∈ ]0, ∞[ there exists an N ∈ AE such that |ĝ(y)−g n (y)| ≤ ǫ holds for all y ∈ Y and all n ∈ AE with n ≥ N . Like for every other ordered vector space, one can also discuss suprema and infima of infinite sets in the Riesz space C (X). However, even if they exist, they are not necessarily the pointwise ones. If (f k ) k∈AE is an increasing (or decreasing) sequence in C (X) which has supremum (or infimum)f ∈ C (X), thenf is called the pointwise supremum (or infimum) if
is called point-separating if for all x, y ∈ X with x = y there exists an f ∈ P fulfilling f (x) = f (y).
An ordered algebra is a unital associative algebra A over the field Ê which is endowed with a partial order that turns A into an ordered vector space and in which all squares are positive, i.e. a 2 ∈ A + for all a ∈ A (but there might be positive algebra elements that are not squares or sums of squares). Of course, C (X) with the pointwise multiplication is an ordered algebra, and C b (X) is a unital subalgebra thereof, hence again an ordered algebra.
3 Two Stone-Weierstraß-like Theorems Definition 3.1 Let I be a Riesz ideal of C (X). Then a sequence (g n ) n∈AE in I is said to converge against an elementĝ ∈ I, called the limit of (g n ) n∈AE , if there exists a decreasing sequence (f k ) k∈AE in I with pointwise infimum 0 and such that for all k ∈ AE there exists an N ∈ AE with the property that |ĝ − g n | ≤ f k for all n ∈ AE with n ≥ N .
Similarly, a sequence (g n ) n∈AE in I is called a Cauchy sequence if there exists a decreasing sequence (f k ) k∈AE in I with pointwise infimum 0 and such that for all k ∈ AE there exists an N ∈ AE with the property that |g n − g N | ≤ f k for all n ∈ AE with n ≥ N .
Moreover, a subset S of I is called closed if it has the following property: If a sequence (s n ) n∈AE in S converges against an elementŝ ∈ I, thenŝ ∈ S. 
The above notions of convergence, closedness and continuity are obviously adapted to the special case of a Riesz space of functions and are similar, but not identical, to the well-known notions related to σ-order convergence in Riesz spaces (which always refers to all decreasing sequences with infimum 0 instead of the "special" ones where the infimum is the pointwise one). Note that Definition 3.1 also specifically refers to, and depends on, a chosen Riesz ideal, i.e. if I and I ′ are two (possibly closed) Riesz ideals of C (X) and (g n ) n∈AE a sequence in the intersection of I and I ′ , then it can happen that (g n ) n∈AE converges in I against a limit in I ∩ I ′ , but not in I ′ :
the Riesz ideal of all uniformly bounded functions, and the sequence (g n ) n∈AE in I, defined for m, n ∈ AE as g n (m) = 0 if m = n and g n (n) = n. This sequence converges against 0 with respect to the topology of uniformly convergence on all compact (i.e. finite) subsets of AE, but does not converge in the sense of Definition 3.1 because it is not even bounded from above by a function in C b (AE). However, if one chooses I = C (AE), then it does converge against 0 in the sense of Definition 3.1: Choose e.g. f k ∈ C (AE) as f k (m) := 0 for all m ∈ {1, . . . , k} and f k (m) := m for all m ∈ AE\{1, . . . , k}, then |0 − g n | = g n ≤ f k holds for all n ∈ AE with n ≥ k + 1.
One very important class of examples of positive linear maps that are continuous in the sense of Definition 3.1 are integrals: Example 3.3 Let I be a Riesz ideal of C (X). Then every Borel measure µ on X for which all functions in I are integrable yields a positive linear map Φ µ : I → Ê,
which is continuous in the sense of Definition 3.1 by the monotone convergence theorem for the Lebesgue integral. Conversely, every positive linear map Φ : I → Ê which is continuous in this sense can be represented by integration over a unique regular Borel measure on X like in ( * ): Indeed, such a Φ fulfils the axioms of the Daniell integral. More precisely, the Riesz-Markov-Kakutani theorem shows that there exists a unique regular Borel measure µ on X for which ( * ) holds at least for all compactly supported f ∈ C (X), and then even for all f ∈ I by the monotone convergence theorem and the continuity of Φ.
Even though the notions of Definition 3.1 were not introduced by means of a (locally convex Hausdorff) topology, it is not hard to see that they behave -at least to some extend -as one would expect: If (g n ) n∈AE is a convergent sequence in a Riesz ideal I of C (X), then it is especially a Cauchy sequence and its limitĝ is uniquely determined as the pointwise limit, i.e.ĝ(x) = lim n→∞ g n (x) for all x ∈ X.
are, for all λ, λ ′ ∈ Ê, convergent sequences in I with limit λĝ + λ ′ĝ′ .
Note that this form of convergence is significantly stronger than pointwise convergence, even stronger than uniform convergence on all compact subsets of X due to Dini's theorem:
Theorem Let K be a compact topological space and (f k ) k∈AE a decreasing sequence in C (K) with pointwise infimum 0, then the following holds:
Proof: For convenience of the reader, here is a proof of this classic result: Given ǫ ∈ ]0, ∞[, then for all x ∈ K there exists a k x ∈ AE such that f kx (x) ≤ ǫ/2 and a corresponding open neighbourhood
These open neighbourhoods U x for all x ∈ K cover K, so there exists a
Dini's theorem thus shows that directed pointwise convergence on compact topological spaces implies uniform convergence. This will also allow to derive an alternative description of the notions from Definition 3.1.
Lemma 3.4
Let (e n ) n∈AE be a sequence in C (X) + , which on all compact subsets of X converges uniformly against 0. Then the functionê ∈ C (X) + , x →ê(x) := sup n∈AE e n (x) is well-defined and continuous.
Proof: Let x ∈ X be given and let K ⊆ X be a compact neighbourhood of x. The supremum e(x) = sup n∈AE e n (x) < ∞ exists because there are only finitely many n ∈ AE with e n (x) ≥ 1 due to the convergence of the sequence (e n ) n∈AE against 0.
Ifê(x) > 0, then there is an N ∈ AE such that e n (y) ≤ê(x)/2 holds for all y ∈ K and all n ∈ AE with n > N . In this case, h :=
Ifê(x) = 0, let ǫ ∈ ]0, ∞[ be given. Then there exists an N ∈ AE such that e n (y) ≤ ǫ holds for all y ∈ K and all n ∈ AE with n > N . Define again h := N n=1 e n ∈ C (X). Then 0 ≤ê(y) ≤ max h(y), ǫ holds for all y ∈ K and thus 0 ≤ê(y) ≤ ǫ for all y ∈ K ∩ h −1 ] − ∞, ǫ[ , which again is a neighbourhood of x. As a consequence,ê is continuous in x in this case as well. ii.) There exists an element b ∈ I + such that |g n | ≤ b holds for all n ∈ AE and the sequence (g n ) n∈AE is a Cauchy sequence with respect to the locally convex topology of uniform convergence on all compact subsets of X.
If one, hence both of these statements are true, then the sequence (g n ) n∈AE converges against a limit g ∈ I in the topology of uniform convergence on all compact subsets of X as well as in the sense of Definition 3.1.
Proof: First assume that (g n ) n∈AE is a Cauchy sequence in the sense of Definition 3.1. Then there exists a decreasing sequence (f k ) k∈AE in I with pointwise infimum 0 and such that for all k ∈ AE there exists an N ∈ AE with the property that |g n − g N | ≤ f k for all n ∈ AE with n > N . Especially for k = 1 and corresponding N this implies that
Moreover, due to Dini's theorem, for every compact K and every ǫ ∈ ]0, ∞[ there exists a k ∈ AE such that 0 ≤ f k (x) ≤ ǫ for all x ∈ K. This immediately shows that (g n ) n∈AE is a Cauchy sequence with respect to the locally convex topology of uniform convergence on all compact subsets of X.
Conversely, assume that there exists a b ∈ I + such that |g n | ≤ b for all n ∈ AE and that the sequence (g n ) n∈AE is a Cauchy sequence with respect to the locally convex topology of uniform convergence on all compact subsets of X. Due to the completeness of C (X), the sequence (g n ) n∈AE converges against someĝ ∈ C (X) in this topology, and this limitĝ necessarily fulfils
holds for all n ∈ AE, so |ĝ| ≤ b = |b| andĝ ∈ I. It remains to show that (g n ) n∈AE also converges against g in the sense of Definition 3.1 (which especially implies that it is a Cauchy sequence in the sense of Definition 3.1):
For every k ∈ AE, define the function f k ∈ C (X) + as f k (x) := sup n∈AE; n≥k |ĝ(x)−g n (x)| for all x ∈ X, which is well-defined due to the previous Lemma 3.4. As |ĝ − g n | ≤ |ĝ| + |g n | ≤ 2b holds for all n ∈ AE, it follows that f k ≤ 2b, so f k ∈ I + . By construction, the resulting sequence (f k ) k∈AE in I is decreasing and fulfils |ĝ − g n | ≤ f k for all n ∈ AE with n ≥ k. It is also easy to see that inf k∈AE f k (x) = 0 for all x ∈ X, because for every x ∈ X and every ǫ ∈ ]0, ∞[ there exists a k ∈ AE such that |ĝ(x) − g n (x)| ≤ ǫ for all n ∈ AE with n ≥ k, hence f k (x) ≤ ǫ.
As convergent sequences are Cauchy sequences and limits are uniquely determined as the pointwise ones, this immediately yields: Corollary 3.6 Let I be a Riesz ideal of C (X) and (g n ) n∈AE a sequence in I as well asĝ ∈ I, then the following two statements are equivalent:
i.) The sequence (g n ) n∈AE converges againstĝ ∈ I in the sense of Definition 3.1.
ii.) There exists an element b ∈ I + such that |g n | ≤ b holds for all n ∈ AE and the sequence (g n ) n∈AE converges againstĝ with respect to the locally convex topology of uniform convergence on all compact subsets of X.
Note that in the special case that I = C (X), one can drop in the second point of Proposition 3.5 and of its Corollary 3.6 the condition that there exists a b ∈ I + such that |g n | ≤ b holds for all n ∈ AE, because such a b ∈ I + = C (X) + always exists: Letĝ ∈ C (X) be the limit of the Cauchy sequence (g n ) n∈AE with respect to the topology of uniform convergence on all compact subsets of X, then Lemma 3.4, applied to the sequence |g n −ĝ| n∈AE , yields a b ′ ∈ C (X) + fulfilling |g n −ĝ| ≤ b ′ for all n ∈ AE. Hence |g n | ≤ |g n −ĝ| + |ĝ| ≤ b for all n ∈ AE if one chooses b := b ′ +ĝ ∈ C (X) + . So in this special case, the notions of convergent and of Cauchy sequences in the sense of Definition 3.1 are equivalent to those with respect to the locally convex topology of uniform convergence on all compact subsets of X.
However, in general this is not true as was shown in Example 3.2.
Even though convergence in the sense of Definition 3.1 is stronger than uniform convergence on compact subsets of X, variants of the Stone-Weierstraß theorem still hold: Proof: Recall that X admits a compact exhaustion (K n ) n∈AE by assumption and let a uniformly boundedĝ ∈ I + be given and λ ∈ [0, ∞[ such thatĝ ≤ λ½. Then for every n ∈ AE, the StoneWeierstraß theorem, applied to the restrictions ofĝ and of the functions in S p to the compact subset K n of X, shows that there exists a g ′ n ∈ S p for which |ĝ(x) − g ′ n (x)| ≤ 1/n holds for all x ∈ K n . Use this to define g n := 0 ∨ g ′ n ∧ λ½ ∈ S p , which still fulfils |ĝ(x) − g n (x)| ≤ 1/n for all x ∈ K n . The resulting sequence (g n ) n∈AE in S + p is bounded from above by λ½ and converges uniformly on every compact subset of X againstĝ, because every compact subset K ′ of X is eventually contained in (the interior of a) K n with sufficiently large n ∈ AE. Due to the previous Corollary 3.6, (g n ) n∈AE converges againstĝ in the sense of Definition 3.1, soĝ ∈ S. This shows that C b (X) + ⊆ S.
Now givenĝ ∈ I + , thenĝ = sup n∈AEĝ ∧ n½ withĝ ∧ n½ ∈ C b (X) + ⊆ S, and the sequence (ĝ ∧ n½) n∈AE is increasing and converges pointwise againstĝ, thus also converges againstĝ in the sense of Definition 3.1. Soĝ ∈ S and we conclude that I + ⊆ S. As S is a linear subspace of I and I is generated as a vector space by I + , it follows that S = I. Proof: Write S cl p for the closure of S p with respect to the topology of uniform convergence on whole X. Then S cl p is again a point-separating unital subalgebra of C b (X) and even a Riesz subspace: Indeed, by Weierstraß' theorem, the absolute value |f | = √ · • f 2 of every f ∈ C b (X) can be uniformly approximated by a sequence AE ∋ n → p n • f 2 ∈ S p , where (p n ) n∈AE is a sequence of polynomial functions on Ê that uniformly approximates the square root function on the closure of the image of
Moreover, as S p ⊆ S, also S cl p ⊆ S holds: Indeed, givenĝ ∈ S cl p , then there exists a sequence (g n ) n∈AE in S p that converges uniformly on X againstĝ, so for every k ∈ AE there exists an N ∈ AE such that |ĝ − g n | ≤ ½/k holds for all n ∈ AE with n ≥ N . But this shows that (g n ) n∈AE also converges againstĝ in the sense of Definition 3.1, and thusĝ ∈ S. We conclude that S cl p is a point-separating Riesz subspace of I, contained in S, so the previous Theorem 3.7 applies.
Important consequences of these theorems are sufficient conditions under which two positive linear maps on a Riesz ideal of C (X) coincide. These make use of the following lemma: Proof: As Φ and Ψ are linear, S is a linear subspace of I. It is also closed: If (g n ) n∈AE is a sequence in S which converges against a limitĝ ∈ I in the sense of Definition 3.1, then there exists a decreasing sequence (f k ) k∈AE in I with pointwise infimum 0 and such that for all k ∈ AE there exists an N ∈ AE such that |ĝ − g n | ≤ f k holds for all n ∈ AE with n ≥ N . As
holds for all n ∈ AE, it follows for all k, ℓ ∈ AE that the estimate Φ(ĝ)−Ψ(ĝ) ≤ Φ |ĝ −g n | +Ψ |ĝ −g n | ≤ Φ(f k ) + Ψ(f ℓ ) holds if n ∈ AE is chosen sufficiently large. As Φ and Ψ are both continuous in the sense of Definition 3.1 by assumption, this implies
. Exchanging Φ and Ψ shows Ψ(ĝ) ≤ Φ(ĝ), so Φ(ĝ) = Ψ(ĝ) and thusĝ ∈ S.
An immediate consequence of Theorems 3.7 and 3.8 and the previous Lemma 3.9 is: and that coincide on a point-separating subset P of I, then Φ = Ψ.
Proof: First note that Φ and Ψ are automatically positive, so the assumption of continuity of Φ and Ψ makes sense: Indeed, every f ∈ C (X) + is a square of its square root √ f ∈ C (X) + , and if f ∈ I + ,
and Ψ map f = √ f 2 to a square, which is positive in A.
The subset
Ψ are unital morphisms of algebras. In order to apply Proposition 3.10, it only remains to show that S p is point-separating: Given x, y ∈ X with x = y, then by assumption there exists an s ∈ P such that s(x) = s(y). Use this to define s + := (s + ½) 2 + ½ and s − := (s − ½) 2 + ½, then 4s = s + − s − . So at least one of s + and s − , which will be denoted by s ± , fulfils s ± (x) = s ± (y). From Φ(s) = Ψ(s) it follows that Φ(s ± ) = Ψ(s ± ). As s ± ≥ ½, the pointwise multiplicative inverse s
Automatic Continuity
The notions of convergent and Cauchy sequences introduced in Definition 3.1, as well as their equivalent description given by Proposition 3.5 and Corollary 3.6, clearly make use of the underlying space X.
However, in some important special cases, there exists a third characterization of such sequences which is completely order-theoretic. Recall that a function p ∈ C (X) is proper if the preimage p −1 [a, b] is compact for all a, b ∈ Ê with a ≤ b. There is a generalization of Dini's Theorem: A be a unital subalgebra of C (X) that contains a proper function p ∈ A + . If (f k ) k∈AE is a decreasing sequence in A with pointwise infimum 0, then exists a function h ∈ A + such that for all ǫ ∈ ]0, ∞[ there exists a k ∈ AE fulfilling f k ≤ ǫh.
Proof: One can choose h := ½+pf 1 ∈ A + : Given ǫ ∈ ]0, ∞[, construct the compact K := p −1 [0, 1/ǫ] . By Dini's theorem, there exists a k ∈ AE such that f k (x) ≤ ǫ holds for all x ∈ K, thus also f k (x) ≤ ǫh(x) for all x ∈ K as h ≥ ½. If x ∈ X\K, however, then p(x) > 1/ǫ and thus f k (x) ≤ f 1 (x) ≤ ǫh(x) holds as well. Proof: Given an Archimedean ordered vector space V , a positive linear map Φ and a decreasing sequence (f k ) k∈AE in I with pointwise infimum 0, then 0 is of course a lower bound in V of all Φ(f k ) with k ∈ AE, and is even the greatest lower bound: By the previous Lemma 4.1, there exists an h ∈ I + such that for all
It is clear that this allows to drop the continuity assumption in Lemma 3.9 and the subsequent results under certain circumstances. But there is at least one other noteworthy consequence: ii.) There is a function h ∈ I + with the following property: For every ǫ ∈ ]0, ∞[ there exists an N ∈ AE such that |g n − g N | ≤ ǫh for all n ∈ AE with n ≥ N .
Proof: It is clear that the second point implies the first one. Conversely, assume that there exists a decreasing sequence (f k ) k∈AE with pointwise infimum 0 and the property that for all k ∈ AE there exists an N ∈ AE for which |g n − g N | ≤ f k is fulfilled for all n ∈ AE with n ≥ N . Then by Lemma 4.1, there also exists a function h ∈ I + such that for all ǫ ∈ ]0, ∞[ there exists a k ∈ AE fulfilling f k ≤ ǫh. This function thus has the property required in the second point.
By the analogous argument that just replaces g n − g N withĝ − g n one gets: Proposition 4.5 Let I be a Riesz ideal and unital subalgebra of C (X) that contains a proper function p ∈ I + . Then for every sequence (g n ) n∈AE in I and allĝ ∈ I, the following is equivalent:
i.) The sequence (g n ) n∈AE converges againstĝ in the sense of Definition 3.1.
ii.) There is a function h ∈ I + with the following property: For every ǫ ∈ ]0, ∞[ there exists an N ∈ AE such that |ĝ − g n | ≤ ǫh for all n ∈ AE with n ≥ N .
Note that this order theoretic notion of Cauchy sequences and convergence discussed in this section is not new, but is the "relatively uniform" one that is well-known in the theory of ordered vector spaces.
However, the connection to the Stone-Weierstraß-like Theorems 3.7 and 3.8 seems to be new.
Application: Determinacy of Moment Problems
With respect to the determinacy of moment problems one would like to understand whether two positive linear functions from a Riesz ideal I of C (X) to Ê, that are continuous in the sense of Definition 3.1 and coincide on a point-separating unital subalgebra A of I, coincide on whole I. In this case, an additional assumption of (essential) self-adjointness will be necessary in order to allow application of For every unital subalgebra A of I and every g ∈ A one can construct a linear endomorphism
and all g ∈ A , so M A g is adjointable (in the algebraic sense) with adjoint M A g . It is also easy to check that the resulting map M A from A to the adjointable endomorphisms of D A is a unital homomorphism of (complex) algebras, which describes the well-known GNS-representation of the * -algebra A with respect to Φ. For g ∈ A , define the inner product
and write · 
