Abstract. The sufficient conditions of the existence, uniqueness, and correctness of the solution of the modified boundary value problem of de la Vallée-Poussin have been found for a nonlinear ordinary differential equation
n → R satisfies the Caratheodory conditions on each compactum contained in I m × R n . Problem (1.1), (1.2 1 ) is the well-known boundary value problem of de la Vallée-Poussin and has been studied with sufficient thoroughness both when f is integrable with respect to the first argument on [a, b] (see, for example, [2] and references from [5] ) and when f has nonintegrable singularities at the points t 1 , . . . , t m (see, for example, [5] - [7] ). However, in the works devoted to the study of problem (1.1), ( 
This assumption is not casual. The fact is that if condition (1.3) is not fulfilled, then problem (1.1), (1.2 1 ) is not, generally speaking, uniquely solvable even in the simplest case. For example, given the boundary condition (1.2 1 ), the equation
has an infinite number of solutions for n 1 = 1 and any sufficiently small δ > 0. Therefore, for the solution to be unique, we have to introduce an additional and, of course, natural condition such as, for example, (1.2 2 ). This condition is natural because if (1.3) is fulfilled, then (1.2 1 ) yields (1.2 2 ), i.e., problem (1.1), (1.2 1 ), (1.2 2 ) coincides with the problem of de la Vallée-Poussin (1.1), (1.2 1 ). However, if (1.3) is not fulfilled, then, as follows from the above example, this is not so.
Problem (1.1), (1.2 1 ), (1.2 2 ) is the generalization of the boundary value problem of de la Vallée-Poussin (1.1), (1.2 1 ) and has been studied in [14] 2 for the linear differential equation The following notation will be used: 
[ is a measurable set and p a natural number, is a set of functions g : I × R p → R satisfying the Caratheodory conditions on each compactum contained in
|t − t i | n ik will denote unity when m = 2.
which are nondecreasing with respect to the second argument and satisfy the condition ω(t, 0) = 0 for α ≤ t ≤ β. Throughout the paper it will be assumed that f ∈ K loc (I m × R n ; R) and the solution of problem (1.1), (1.2 1 ), (1.2 2 ) will be sought for in the class C
. Some definitions will be given.
in the case l ∈ {n 0 + 1, . . . , n} and the inequality lim sup
where p * k (t) = max{|p 1k (t)|, |p 2k (t)|} (k = 1, . . . , l) and, moreover, under the boundary conditions (1.2 1 ), (1.2 2 ) the differential equation
haa no nontrivial solution no matter what the measurable functions 
where For the case where the right-hand side of equation (1.1) is independent of the last n − l arguments, i.e.,
we have The case l = 1.
In this subsection we shall consider the problem
where u 0 (r)(·) is the unique solution of the equation u (n) = r(t) satisfying the boundary conditions (1.14 1 ), (1.14 2 ) (see, for example, Proposition 2.3).
Theorem 1.3. Let the following inequality be fulfilled on ]a, b[×R:
and let the function q :]a, b[×R + → R + be nondecreasing with respect to the second argument,
Let, moreover,
Then problem (1.13), (1.14 1 ), (1.14 2 ) is solvable.
Corollary 1.2. Let m = 2 and the following inequality be fulfilled on ]a, b[×R:
where the functions q 0 and q satisfy the conditions of Theorem 1.3, and the number r 0 the inequality
For the two-point boundary value problem
where 0 < λ 1 , λ 2 < 1, and for the three-point boundary value problem
where 
where r 0 ∈]0, 1[ and the functions q 0 and q satisfy the conditions of Theorem 
Then problem (1.13), (1.14 1 ), (1.14 2 ) has the unique solution u and
where u 0 (t) ≡ 0, and for each natural number j the function u j is a solution of the equation
satisfying the boundary conditions (1.14 1 ), (1.14 2 ). 
where r 0 is a number satisfying (1.17). Then problem (1.13), (1.14 1 ), (1.14 2 ) has the unique solution u and
where u 0 (t) ≡ 0, and for each natural number j the function u j is a solution of problem (1.24), (1.14 1 ), (1.14 2 ). 
where u 0 (t) ≡ 0, and for each natural number j the function u j is a solution of the equation In this subsection we shall consider the boundary value problem
assuming that f,
, and give the sufficient conditions for its solutions to be stable with respect to small perturbations of the right-hand side of equation (1.1 ).
and r be a positive number. It will be said that u 0 is r-stable with respect to small perturbations of the right-hand side of equation (1. η(t, σ 1,λ1,λ2 (t)x 10 , . . . , σ l,λ1,λ2 (t)x l0 ) , η * λ1,λ2 (t; u 0 ; r) = sup{|η (t, σ 1,λ1,λ2 (t)x 1 , . . . , σ l,λ1,λ2 (t 
and the following inequalities be fulfilled on ]a, b[×R l :
where p jk (j = 1, 2; k = 1, . . . , l) satisfy condition (1.8). 
and
Then for problem (1.4), ( 
. . , l) are continuous functions satisfying the inequalities
Then for problem (1.4), (1. 
The proofs of Propositions 2.1-2.5 are given in [14]
5 (see Lemma 1, Theorems 1 and 5, Corollaries 1 and 4).
To conclude this paragraph let us consider a quasilinear differential equation 
It is assumed that
and A is the set of all elements u of the space C n−1 (]a, b[; R) satisfying the inequalities
It is obvious that A is a convex set. On the other hand, by the Arcela-Askoli lemma it immediately follows that A is a compactum.
The operator G is given on A as follows:
According to (2.5)-(2.7), for any u ∈ A the function u(·) = G(u)(·) satisfies the inequalities
Therefore the operator G maps A into itself. On the other hand, by Proposition 2.5 condition (2.4) guarantees the continuity of the operator G. According to the Chauder-Tikhonov theorem [4] , G has at least one fixed point. Therefore there exists a function u such that
for a < t < b. Hence it is clear that u is the solution of problem (2.3), (1.2 1 ), (1.2 2 ). § 3. Proof of the Main Results
Proof of Theorem 1.1. Let ρ 0 be a positive number for which Proposition 2.1 is valid. According to (1.9) there exists ρ * > 0 such that
and consider the differential equation
for an arbitrary natural number j. Taking into account inequalities (1.6), (1.7), from (3.2)-(3.4) we obtain on ]a,
By (1.8) and (3.3) it is easy to ascertain that q * j ∈ L( [a, b] ; R + ). Therefore, according to Proposition 2.6, Problem (3.5), (1.2 1 ), (1.2 2 ) has a solution u j .
By (3.4) and (3.5) it is obvious that
where
On the other hand, (1.6) and (1.7) imply
In view of conditions (1.8), (3.7) and the choice of the number ρ 0 we have
Hence, taking into account (3.8) and (3.9), we find
Consequently, by (3.1) ρ j ≤ ρ * . According to this inequality, for each j (3.2), (3.6)-(3.9) imply
By virtue of (3.12) and (3.13) the sequences (u
. . , n) are uniformly bounded and equicontinuous inside ]a, b[. Therefore by the Arcela-Askoli lemma it can be assumed without loss of generality that they converge uniformly inside ]a, b[.
Taking into account (3.3), (3.6), (3.10), and (3.13), it readily follows from (3.14) that u is a solution of equation (1.
1).
On the other hand, since the sequences (u
. . , n) are uniformly bounded inside ]a, b[ and on account of (1.8), (3.11), (3.12) and the equalities u
where p(t) = p * (t) − q(t, ρ * ), and r 1 and r 2 are positive numbers not depending on j. Taking into account these estimates together with (3.12) and (3.14), we ascertain that u satisfies the boundary conditions (1.2 1 ),(1.2 2 ) .
Thus u is the solution of problem (1.1),(1.2 1 ),(1.2 2 ).
Proof of Corollary 1.1. We set
On the other hand, according to (1.9) and (1.10), on ]a, b[×R n we have Proof of Theorem 1.2. By the inequalities (1.12), the equality
. By virtue of the equality
and the inequalities (1.12), u is a solution of the equation
satisfying the boundary conditions (1.2 1 ),(1.2 2 ) and
But by (1.8) and (3.20) problem (3.19),(1.2 1 ),(1.2 2 ) has the trivial solution only, i.e., u 1 (t) ≡ u 0 (t).
Proof of Theorem 1.3. Set
Let us show that
By virtue of (1.14 1 ) there exist points t 0n1 , t 0 n1+1 , . . . , t 0 n−1 such that
At the same time, u 
At the same time, by (1.14 1 ) we have
By (3.24) the latter equality yields
Therefore by virtue of (3.25) we obtain lim sup
The inequality lim sup Due to (3.21) it it is sufficient to verify that under the boundary conditions (1.14 1 ),(1.14 2 ) the equation
has the trivial solution only for any function
Let u be an arbitrary solution of problem (3.27),(1.14 1 ),(1.14 2 ) and g(·, ·) be the Green function of the equation
by the boundary conditions of de la Vallée-Poussin (1.14 1 ). According to the Chichkin theorem [3] 
(3.30)
On account of (3.28), (3.30) the equality
Hence, taking into account (1.16), we obtain γ = 0, i.e., u(t) ≡ 0. Therefore (3.26) holds. Now by virtue of (1.15) we conclude that all the conditions of Corollary 1.1 are fulfilled. Therefore problem (1.13),(1.14 1 ),(1.14 2 ) is solvable.
Proof of Corollary 1.2. We introduce the notation
Now condition (1.17) can be written as
(3.31)
By Theorem 1.3, to prove the corollary it is sufficient to show that
where u 0 (r)(·) is the solution of the equation u (n) = r(t), satisfying the boundary conditions (1.14 1 ) for m = 2.
As shown in [1] , for m = 2 the Green function g(·, ·) of problem (3.29), (1.14 1 ) admits the estimate Clearly, r ∈ L 2−λ1,2−λ2 (]a, b[; R). On the other hand, it is not difficult to verify that the function u 0 (r)(t) = −r 0 (t−a) λ1 (t−t 0 )(b−t) λ2 is the solution of the problem u = r(t), u(a) = u(t 0 ) = u(b) = 0.
By condition (1.25) we obtain ρ λ1,λ2 (r) = r 0 < 1. Thus all the conditions of Theorem 1.3 are fulfilled.
Proof of Theorem 1.4. As we have ascertained in proving Theorem 1.3, condition (1.16) guarantees the fulfilment of condition (3.26), where p(t) = r(t) σ 1,λ1,λ2 (t) .
Therefore, according to Theorem 1.2, problem (1.13),(1.14 1 ),(1.14 2 ) has the unique solution u. satisfying the boundary conditions (1.14 1 ), (1.14 2 ). Therefore, by Proposition 2.3, for each natural number j problem (1.24), (1.14 1 ), (1.14 2 ) has the unique solution u j .
It is assumed that for each j v j (t) = u j (t) − u(t). (3.32) Clearly, v j satisfies the boundary conditions (1.14 1 ), (1.14 2 ), γ j = vrai max |v j (t)| σ 1,λ1,λ2 (t)
: a < t < b < +∞ (3.33) and v (n) j = f (t, u j−1 (t)) − f (t, u(t)). But this contradicts (3.47), which proves the theorem. Theorem 1.6 immediately follows from Theorems 1.2 and 1.5.
