T he declining status of numerous plant and animal populations valued by contemporary society has prompted their listing as threatened or endangered under the Endangered Species Act. Many populations have declined so severely that their loss is evident to the casual eye-through reduced commercial harvests, smaller recreational catches, or informal observation over the years at favorite places. In many cases, restorative measures have been initiated through bans on commercial or recreational harvest, changes in land management activities thought to be detrimental to these populations, and direct alteration of habitat features to improve degraded conditions.
In addition, monitoring programs of varying degrees of scientific sophistication have been established. Interest in detecting trends in the condition of ecological resources can be expected to underscore the requirement for rigorous monitoring networks capable of detecting trends, either improving or declining, in a timely manner.
A common monitoring framework for trend detection consists of repeated measurements over time of attributes of interest at specific geographic locations. Attention might be focused on a single location, or it might cover a region by using a network of sites. Monitoring locations can be points on the landscape (e.g., chemical sampling at points on a stream network); linear transects, such as those used in Breeding Bird Surveys; or areas, such as the plots used by the National Agricultural Statistics Service. The attributes of interest can be physical, chemical, or biological, or a combination of these. The data derived from a general monitoring framework can be summarized as a matrix of locations (or sites) by time, with attribute scores in the elements of the matrix.
The simplest design is an array of sites at which measurements are made within and across years. Among basic design choices for the chosen attributes are the number of sites to include in the network, when and how often to visit a site within a year, and the duration of the network. Although numerous modifications can be made during the evolution and refinement of a design, this basic framework serves as a sound foundation. In addition, knowing the relative magnitude of an attribute's temporal, spatial, and residual variation is crucial for making efficient design decisions. Thus, estimating the magnitude of the components of variation and assessing their implications for trend detection is an important part of developing and evaluating monitoring designs. Stevens and Urquhart (2000) distinguish two important concepts in the development of monitoring plans: the sampling design and the response design. The sampling design refers to the spatial and temporal pattern of locations where measurements are to be made. It involves making critical design choices that govern allocation of the sampling effort within and among years and across sites. It also entails continually reevaluating the allocation of sampling effort as information about the structure of variation is gathered. The response design incorporates numerous decisions about how to measure the attribute of interest accurately. Naturally occurring organisms range in size from microbes to elephants and whales; the places in which they are studied may range from square meters (or less) to many square kilometers. All features of the definition of a response-the manner in which it is evaluated in the field (including observation or measurement bias), the size of the plot on which it is measured, and the consequences for analysis of quantitative responsesreside in the response design.
Features of the response design can have major impacts on the appropriate analysis and interpretation of an observational study, and these features are often attribute-specific. Here, however, we focus on the sampling design as a framework within which many of the questions about an indicator's performance can be evaluated. In this article, we generally assume that response design issues have been dealt with responsibly, consistent with the organism or phenomenon under consideration, though we also explicitly address some problems with responses.
First, we describe two components of variation to which single-site trend detection is sensitive. Second, we extend this description to encompass two additional components of variation important for multiple-site trend detection. We then summarize two case studies to illustrate the magnitude of variance components, and we conclude by describing how these variance components affect trend detection capability. Because we want to consider a class of responses broader than population size, we use the term indicator as a descriptor of an ecological attribute of interest in the sense that Gibbs et al. (1998) use the term index as an indicator of a population's size. Gibbs et al. (1998) have provided a valuable service by compiling estimates of temporal variability across a wide range of plant and animal taxa, by developing tools for designing monitoring networks to estimate population trends, by advocating power analyses to evaluate alternative designs, and by making much of this information available on the Internet. They correctly emphasize the important influence that variability exerts on the ability (power) to detect trends across time (usually across years). However, their approach does not distinguish between two components of temporal variation-namely, coherent and ephemeral (or interaction) variation (Platt and Filion 1973 , Magnuson et al. 1990 , Kratz et al. 1995 , Stoddard et al. 1996 , Urquhart et al. 1998 )-that are critical for the cost-effective design of networks of sites. We make that distinction here by describing the components of variation both at a single site and at a network of sites.
Components of variation and their estimation
The temporal pattern of a hypothetical ecological indicator across years at a single site incorporates two components of variation-within year and across years-whose separation is important for evaluating trend detection capability. Measurements made within a year make it possible to estimate the status of the indicator for that year. How well yearly status is described depends on various factors: whether a temporal window (an index window) is used for measurements, the natural variability of the indicator within the selected window, variation and errors in the measurement protocol, and the number of samples allocated to describing that indicator, for example. Variability in the estimate of yearly status is one of the important components of variation relevant for trend detection at an individual site. A comparison of the two panels of Figure 1 illustrates the second component, year-toyear variation in the status of an ecological indicator at a site. Figure 1a illustrates the temporal pattern of a hypothetical indicator whose yearly status is precisely estimated and whose year-to-year variation is small. Figure 1b is the same as Figure 1a , except that greater year-to-year variation has been introduced. In both panels, yearly status is estimated with the same precision and the same linear trend has been incorporated. The relative scatter of points around the linear trend in the two panels reflects this second important component of variation. The trend is more evident in Figure 1a than in Figure 1b , illustrating the importance of the year-to-year component of variation.
The design of single-site monitoring programs should allow for the evaluation of within-and across-year components of variation, because the relative magnitude of these components delimits the cost-effectiveness of revisiting a site during the year. Trend detection capability depends upon the magnitude of the combined sources of variation. The ability to estimate yearly status can be enhanced through design decisions, especially by within-year sample size and by attention to refinements of the response design. However, the effect of natural year-to-year variation cannot be controlled through changes in sample size. If year-to-year variation is large, the ability to detect relatively small trends depends on the duration of the sampling program; adding or deleting sampling within a given year will have little effect on trend detection capability under these circumstances. Consequently, for purposes of design, identifying and decomposing withinyear and across-year variation is important. Now consider a network of sites at which indicator measurements are made. Suppose there is an underlying linear trend among all sites, expressed as the average across the site-specific trends (Gibbs et al. 1998) . Four important components of variation can be described. The first, what we call residual variation, is analogous to the within-year variation at a site; it represents the average within-year variation across all sites in the network. The second and third are year-to-year components of variation. When multiple sites are monitored, year-to-year variation can be decomposed into two parts, one of which describes the coherent or synchronous year-to-year variation expressed by all of the sites together ( Figure 2a ; Magnuson et al. 1990) . Coherent variation occurs when all sites in the network are affected in a consistent way.
For example, warm, dry years might elevate indicator scores across the network; cold, wet years might lower them. This coherent component of temporal variation plays an important role in regional trend detection, analogous to the role that year-to-year variation plays in single-site trend detection (Figure 1 ). Design choices are constrained by the magnitude of this coherent component of temporal variation. The second part of multiple-site year-to-year variation represents the average independent year-to-year variation at each sitethat is, the variation attributable to local, site-specific forcing factors ( Figure 2b ). This component of variation has been called ephemeral spatial, ephemeral temporal, or (in the statistical literature) interaction variation (Platt and Filion 1973 , Lewis 1978 , Magnuson et al. 1990 , Kratz et al. 1995 , Urquhart et al. 1998 .
The precision with which a yearly average across multiple sites can be estimated depends on the sum of the residual and interaction components of variation, which can be controlled The effect of interaction variation on trend detection capability can be reduced by adding sites to a survey to allow high precision in estimates of the average yearly score among sites. In contrast, the effect of coherent year variation cannot be reduced by adding sites or visits to a survey. Properly designed surveys allow the calculation of both components of variation.
by the allocation of sampling effort within and across sites. Greater precision in evaluating an average regional trend is achieved by increasing the number of sites rather than by allocating within-year revisits to individual sites. However, the effectiveness of adding sites for trend detection depends on the relative magnitude of the concordant component of variation. If concordant variation is high, neither revisiting sites within the year nor adding sites can have much effect (Urquhart et al. 1998, Urquhart and Kincaid 1999) .
The fundamental site-to-site differences in the magnitude of an attribute constitute the fourth component of variation (Kratz et al. 1995) . These site-to-site differences reflect variation in site-specific factors that control the magnitude of the ecological attribute of interest (such as variation in geology, soil type, elevation) or the suitability of the site for specific animal or plant populations. For example, certain habitat types might support greater animal densities than others, or some geologic or soil settings might produce higher nutrient levels in stream networks than do other settings. This site-to-site variation, if not accounted for in the design of monitoring programs, can influence trend detection capability.
Residual variation, which covers variation not captured by interaction, year, and site components, incorporates withinyear variation arising from a variety of circumstances. For example, not all sites in a network can be monitored at the same time; short-term temporal variation during the period in which the survey of sites is conducted contributes to the residual term. Moreover, many indicators are subject to local spatial variation: A lake might be sampled at three locations, but three other sites might yield a slightly different indicator score. Variation can arise also from differences in how multiple field teams-all members of which may be well trainedimplement sampling protocols in a network of sites. In other cases, measurement error in field and laboratory analyses of indicators contributes to residual variation.
Distinguishing among these four components of variation is important for establishing sample size-that is, the balance between the number of sites in a network and the number of revisits to sites within and across years. Revisiting sites within a year influences only the effect of residual variation on trend detection; adding sites to a network influences the effect of both interaction and residual variation. However, significant coherent variation limits trend detection capability, a feature not controlled by adding sites. And because the most expensive component of a monitoring program is often the cost of traveling to sites and making the measurements, an efficient allocation of sampling effort is essential for cost control.
In multiple-site surveys, in which a network of sites is monitored consistently over time, the variance components are captured in the indicator time series. If the surveys are properly designed, the data obtained from multiyear monitoring can be used to estimate the magnitude of each of these components of variation. The sum of squares in an analysis of variance model can be partitioned into each of the variance components and converted to mean squares (Lewis 1978 , Matthews 1990 , Kratz et al. 1995 , Urquhart et al. 1998 (S 2 ) and mean squares (MS) are t = total, s = site, y = year, i = interaction, and r = residual. For sample size (N ), subscripts are s = number of sites, y = number of years, and v = number of visits to a site within a year. These formulas assume a balanced design in a sites-by-years matrix, with revisits to all sites each year. Most standard statistical software packages provide routines for calculating variance components when balanced designs (sometimes called repeated measures designs) are used. For unbalanced designs (in which not all sites are revisited within a year, nor are all sites monitored each year), the same framework is used for estimating variance components, but the calculations are more complicated.
Case studies
The relative magnitude of these variance components can be illustrated by drawing on two case studies for which we have extensive data. The first is a survey of salmonid populations in Oregon's coastal streams. These surveys are typical of many animal and plant population monitoring programs in which the abundance of a particular species of interest is tracked across many sites for many years. The second case study, which covers a multi-indicator survey of the physical, biological, and chemical condition of lakes in the northeastern United States, illustrates how this variance framework can be used to evaluate many types of attributes.
Oregon Department of Fish and Wildlife coho salmon spawning surveys. The Oregon Department of Fish and Wildlife (ODFW) has monitored adult coho salmon (Onchorhyncus kisutch) spawner abundances in Oregon's coastal streams for five decades. This project is analogous to many of the plant and animal population surveys summarized by Gibbs and colleagues (1998) . The first systematic, regionwide survey began in 1950, with a network of about 45 index sites. The adult coho counts at these sites were used to evaluate the status of the populations and to detect trends. District biologists selected these sites as the most productive in their respective jurisdictions, so the survey results can be expected to produce biased estimates of population abundances across the coastal basins.
In 1990, ODFW biologists began a second survey, this one intended to obtain an unbiased estimate of population abundances across the coastal basins. They used a stratified random survey consisting of about 200 sites per year, with coastal basins as strata (Jacobs and Cooney 1995) . The use of a randomized survey design overcomes the biases introduced by the original selection of sites; however, it does not overcome biases that might be introduced by inaccurate counts at in-dividual sites. Care must always be taken to avoid observer bias and introduction of other inaccuracies in characterizing a response. Both surveys have run simultaneously since the initiation of the random surveys.
During the mid-October to mid-January spawning season, field technicians counted the number of live adult spawners and fresh carcasses. Two indicators were calculated from these counts. One, which has been used in all years, is the maximum number of spawners at each site over the spawning season (peak counts, PK). The second indicator, area under the curve (AUC), initiated in 1981, integrates the counts over the spawning season. The matrix of sites-by-years indicator scores provides the data for estimating the components of variation. Each site is characterized by a single indicator score each year (either PK or AUC); no replicate measurements were made within a year. Consequently, the within-year residual and interaction terms cannot be separated. Therefore, three variance components-site, year, and remainder (the sum of interaction and residual)-are summarized. Although this information can be used to evaluate trend detection capability, evaluating whether the response protocol should be modified is precluded because the interaction and residual components of variation cannot be separated. The lack of separation of these two components also prevents an evaluation of whether the primary source of remainder variation is the independent year-to-year variation among sites.
The PK time series (averaged across the set of index sites) seems to fall naturally into two intervals that separate approximately at 1977 (Figure 3) . From 1950 to 1977, relatively large yearly variations in peak counts occurred, compared to later years. A declining trend also is apparent during this interval. From 1978 to the present, yearly variation was lower, with no evidence of trend. The variance components were estimated for both intervals, as well as for the period 1990-1996, when both surveys were conducted side by side to assess differences between estimates derived from the two designs. The frequency distribution of both PK and AUC scores was highly skewed, with numerous relatively low scores and a few high scores. Logarithmic transformations balanced the distributions approximately normally; thus variance estimation was performed on natural log-transformed scores. Changes and trends are often expressed as X% per year. Evaluating trend detection on log scales translates directly into proportional changes or trends.
The important feature in the summary of the PK and AUC variance components is the relatively low magnitude of year compared with site and remainder-approximately an order-of-magnitude difference, with the exception of PK during 1950-1977, when year is significantly higher than during the other intervals. This relatively high year component is consistent with the large annual variation seen in the data (Figure 3) . Although there is some evidence of a declining trend of about 2.2% per year during the pre-1977 interval (Figure 3) , adjusting year for this magnitude of trend did not affect the estimate of year substantially, indicating an underlying regime of concordant variation in population abundances across these index sites. Even though year is low compared to site and remainder, it has a substantial effect on trend detection capability. Spatial variation in PK (site range 0.25-0.74) is similar to remainder (range 0.33-0.65; Table 1); spatial variation in AUC is slightly higher than remainder. Moreover, for the interval when the two surveys were conducted side by side, these variance estimates are similar. (Messer et al. 1991) , a survey of the ecological condition of lakes in the northeastern United States was conducted from 1991 to 1996, covering lakes in the six New England states, as well as New York and New Jersey. Each year, a sample of the approximately 11,000 lakes in the region was selected, using a randomized systematic design (Larsen et al. 1994) . For each lake, various measurements were taken, generally one time during a summer index window (July-August), to characterize the lake's water quality, physical habitat, and biological condition (Baker et al. 1997 (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) 0.37 0.07 0.58 PK (1990 PK ( -1996 0.52 0.04 0.51 PK (SRS) [1990] [1991] [1992] [1993] [1994] [1995] [1996] 0.74 0.04 0.33 AUC (1990 AUC ( -1996 0.90 0.03 0.68 AUC (SRS) (1990) (1991) (1992) (1993) (1994) (1995) (1996) 0.97 0.06 0.43
Northeastern Lakes survey. As part of the US Environmental Protection Agency's Environmental Monitoring and Assessment Program
Note: PK (peak count) and AUC (area under the curve) are indicators of coho spawner abundance used in the Oregon Department of Fish and Wildlife standard and random (SRS) surveys.
16 were surveyed in 1996. The design included some revisits to lakes in the same year and some in consecutive years. This revisit pattern allowed estimation of the four components of variance.
The survey of the northeastern lakes included many more indicators than summarized here. We selected a subset of the complete list to illustrate how this variance framework allows simultaneous evaluation of various types of indicators. We chose indicators representing three trophic levels: primary producers, zooplankton, and fish. We used chlorophyll a, total phosphorus, and water transparency (as measured by Secchi disk) as a subset of indicators of trophic condition; for zooplankton and fish, we used species richness and numerical abundance. This set of indicators is a good cross section of what many lake sampling programs measure. The variance components illustrate the animal population variance structure, such as abundances of zooplankton and fish (as emphasized in Gibbs et al. 1998) , as well as the variance structure of indicators on different measurement scales, such as concentrations (total phosphorus, chlorophyll a), richness (of zooplankton and fish species), and light extinction (Secchi transparency).
The variance summaries illustrate a typical range across a variety of lake indicator types ( Table 2) . As with the coho summaries, all indicator scores were natural log-transformed before variance components were estimated. Consistent with the results from the coho surveys (Table 1) , year is substantially lower than the other components, with few exceptions. In many cases, year = 0. Site and remainder tend to be highest for the abundance indicators and lowest for the richness indicators, with trophic indicators intermediate except for Secchi transparency, for which remainder is low. However, year is usually at least an order of magnitude lower than remainder. Also, for these indicators year is generally lower than it is for the coho spawners. The higher year for coho may reflect the likelihood that spawner abundances are controlled in a similar way (for example, by ocean conditions affecting survival before coho return to their native spawning watersheds). The various lake attributes apparently are not controlled in a consistent way across the Northeast.
Several factors concerning the indicators themselves are worthy of note. The first is that the measurement protocols accurately represent or index the attribute of interest. In many observational studies, inconsistent observer bias is a source of inaccuracy that affects trend detection, especially if bias changes over time. For example, an observer's detection capability may improve over time as the observer learns more about the habits or sounds of the particular population of interest. An increasing trend might actually reflect improved observer skills rather than an underlying change in the populations of interest. Second, some ecological attributes exhibit highly skewed distributions and might contain a significant number of zero scores at sites. Both features can cause instabilities in the estimates of variance. Data transformations often normalize the skewed distributions; for example, we used logarithmic transformations for the indicators whose variance structure is summarized in Tables 1 and 2 . For some indicators, other transformations are appropriate. If the data cannot be reasonably transformed, one possibility is to substitute site rankings for actual scores (Conover and Iman 1981) to evaluate the variability structure. The analysis of variance can be performed on ranked scores to evaluate sources and relative magnitude of the variance components.
Implications for design and trend detection
Although the concept of trend and its actual trajectory can be complex and unpredictable, the general notion is that trend implies a consistent change in an attribute of interest over a specified time frame. In the absence of information about the more complex form of trend, this notion of an underlying consistent change, along with an assessment of variation, can be used as the basis for evaluating the potential sensitivity of alternative sampling designs for monitoring networks, as well as for guiding the allocation of sampling effort. Spatial and temporal variability in the attributes of interest plays a central role in the evaluation of trend detection sensitivity; an evaluation of the magnitude of such variability is critical to the efficient use of monitoring resources. Trend can be evaluated at an individual site, in which case the trajectory of an ecological attribute can be measured multiple times during the year to estimate a yearly or seasonal average; the process can be repeated over years to track changes and trends. Trend can also be monitored at an array or network of sites (or plots) for the purpose of evaluating broader-scale trends-for example, for multisite local or regional trends. The decomposition of variation described here is applicable to both individual and multiple-site trend detection. However, sampling design options for single-site trend detection are relatively limited; the choices are how many times to measure the indicator within the year and what yearly pattern to use (e.g., deciding to make measurements every year or to make them every other year). Multiple-site trend detection offers more sampling design choices, including the allocation of sampling effort within and across years and the allocation of effort across multiple sites.
Variability affects the detection of a consistent trend by its influence on the precision with which a linear trend can be estimated, expressed as variance of the slope [var(slope)]. We use linear trend, the simplest form of consistent trend, to evaluate and illustrate sampling design choices. Thus variability affects whether a slope (or trend) different from 0 is detectable. The usual formula for estimating var(slope) in linear regression (Snedecor and Cochran 1967) can be modified to accommodate the components of variance described in the preceding sections as
The numerator describes the effects of allocation of sampling effort (revisiting sites within a year or adding sites) on estimates of precision, and the denominator encompasses the number of years over which the survey is conducted (Larsen et al. 1995 , Urquhart et al. 1998 .
For single-site trend detection, equation (1) is simplified by the elimination of site (there is only one site); year and interaction cannot be separated at a single site, so they are treated together as year-to-year variance thus:
The reduced equation makes several points clear. Increasing the number of times the site is visited within a year reduces the effect of residual, but not year-to-year, variance on precision of slope estimates. Consequently, the relative magnitude of the two terms determines the effectiveness of increasing the number of revisits within a year. If year-to-year variance is relatively high (Figure 1) , there is little sampling design choice but to wait for the passage of years, which increases precision by increasing the denominator. In some cases, it can be cost-effective to visit the site on other than a yearly basis-that is, skip some years-with little loss in trend detection capability.
For multiple-site surveys, more sampling design options are available for trend detection. For example, the effect of site on estimates of precision can be eliminated by a survey design that suitably specifies revisits to sites across years. Revisiting sites across years eliminates site-to-site variation in the same way that self-pairing in experimental studies eliminates the variation introduced across subjects. The effects of residual and interaction can be managed by choices of revisits to sites or additional sites in the survey. However, it is clear from equation (1) that the number of within-year revisits to sites affects only residual, whereas increasing the number of sites affects both residual and interaction. Consequently, for trend detection, if costs of revisits are nearly the same as for visiting new sites, greater trend sensitivity is achieved by adding sites to the survey at the expense of revisits. However, at a certain point, adding more sites will not appreciably affect trend detection precision [var (slope)] because the expression in the numerator becomes dominated by year. As with single-site trend detection, when year is dominant, sampling design choices are limited; trend detection capability improves as the duration of the survey increases.
Although equation (1) is useful for evaluating some sampling design choices, design options can be examined more completely by an evaluation of power to detect trend. In addition to variability, sample size, and time interval, a variety of other factors affects trend detection capability, including trend magnitude and the probability of rejecting the null hypothesis when it is true (α) or accepting it when it is false (β). Power (1 -β) is the probability of detecting a trend if one is present. Trend can be evaluated by calculating power directly as a function of the factors affecting it (Stoddard et al. 1996 , Urquhart et al. 1998 . To illustrate how the variance components affect trend detection capability, we set α = 0.1 and trend = 2% per year. For the illustrations, we used a balanced sitesby-years design and combined interaction and residual (equaling remainder), then varied year and remainder across the ranges found in field-collected data (Tables 1 and 2) ; we varied the number of sites as well.
A wide variety of scenarios can be evaluated with this framework. We selected a restricted subset to emphasize the sensitivity of trend detection to the magnitude of year by varying its magnitude from 0 to 0.03 (Figure 4 ). The probability of detecting a 2% per year trend when year = 0 is about 90% after 10 years with 100 sites, but when year is 0.03, power drops to less than 40% and is nearly unaffected by sample size in the range of 25 to 100 sites. At year = 0.03, power does not approach 90% until nearly 20 years. Remainder is typically at least an order of magnitude greater than year (Tables 1 and 2) , and trend detection capability is not nearly so sensitive to incremental increases in its magnitude ( Figure 5 ). For example, with year = 0.01 and a network of 100 sites, power is approximately 80% after 15 years when remainder ranges from 0.5 to 2. The tradeoff between adding sites and waiting for the passage of years is clear. For example, when year = 0 and remainder = 0.5, the probability of detecting a 2% trend after 10 years is about 80% with 100 sites. However, similar power is achieved after 12 years with 50 sites (Figure 4) . Thus, if the risk of delaying trend detection by a couple of years is worth the cost of reducing the number of sites by 50%, this design choice is worth considering.
Although the preceding examples use a balanced design in which a network of sites is visited every year, other yearly patterns of site visits can be efficient for trend detection. Urquhart and colleagues (1998) and Urquhart and Kincaid (1999) evaluated the potential of several survey designs for estimating multiple-site trend detection. They demonstrated that panel designs, in which different sites are monitored each year for a cycle of years, are an effective alternative to revisiting every site every year. For example, a 4-year cycle might consist of 50 different sites visited in each of the 4 years. Then in the fifth year, sites visited in year 1 are revisited; in the sixth year, those visited in year 2 are revisited, and so on. This cyclic pattern can be followed for as long as the information derived from the program is useful. These panel designs can incorporate various patterns of revisits within and across years for the purposes of estimating the variance components or to improve trend detection in the short term (Urquhart et al. 1998, Urquhart and Kincaid 1999) . Gerrodette (1987) ware package (Gerrodette 1993 ) that allows an investigator to explore power sensitivity to various factors. This software is being revised to extend its capabilities to an evaluation of power sensitivity for multiple-site trend detection, consistent with the framework described here (Timothy Gerrodette [National Marine Fisheries Service, La Jolla, CA], personal communication, 2 August 2001).
Managing temporally coherent variation
As the above analyses demonstrate, the ability to detect trends with a network of sites is very sensitive to the magnitude of concordant year-to-year variation. The presence of a significant year-to-year component of variation (such as that illustrated in Figure 1b) implies a phenomenon or complex of phenomena exerting an effect on all the sites. This effect can be reduced in several ways. One is to classify the sites into subpopulations whose variance structures differ. Stoddard and colleagues (1996) evaluated the trend detection sensitivity of lakes in the northeastern United States to reductions in atmospheric sulfate emissions and deposition resulting from actions taken in response to revisions in the Clean Air Act. Not all lakes in the Northeast are sensitive to acidic deposition, and not all sensitive lakes respond in the same manner. Stoddard and colleagues (1996) noted that trend detection power across the set of acid-sensitive lakes was low. However, by classifying lakes into similar groups, they were able to identify subpopulations for which hypothesized recovery trends could be detected over a 10-to 15-year span, because year for these subpopulations was low.
A second way to reduce the effect of year is to identify logically sound factors with which yearly variation among the sites is correlated. In a manner analogous to removal of trend for estimating variance (Gibbs et al. 1998) , year can be decomposed into two components: One is associated with covariant factors, the other unassociated. Stemberger and colleagues (1996) hypothesized that an increase in zooplankton richness detected across lakes in the northeastern United States the year after the Mount Pinatubo eruption was associated with lowered air and lake temperatures. This might be responsible for the nonzero year variance in zooplankton richness noted in Table 2 . For the Oregon coastal coho salmon, year severely limits trend detection capability; thus, identifying factors controlling its magnitude is important. Offshore ocean conditions have been hypothesized to affect coho salmon production during their near coastal and oceanic life stages (Pearcy 1992) ; part of the yearly variation in adult spawners in coastal streams may be associated with antecedent ocean conditions. Therefore, a combination of a geographic classification of coastal watersheds, such as by gene conservation areas, and identification of oceanic covariates, which allows factoring out part of the year effect, could lead to significant improvement in trend detection capability for these populations.
Because of the great sensitivity of trend detection to the magnitude of the year effect, those designing monitoring programs should be aware of the phenomenon of temporal coherence in multiple-site surveys, its implications for trend detection, and its possible importance for the indicators under consideration. If temporal coherence is likely to be important, identifying and monitoring possible controlling factors become as important as monitoring the indicators themselves. Accounting for temporal coherence by identifying covariant forcing factors in effect reduces the high annual variation seen in Figure 1b to the lower pattern of annual variation seen in Figure 1a , clearly improving trend detection capability.
Conclusions
Natural spatial and temporal variation and variation introduced by the measurement process affect our ability to evaluate trends in indicators of ecological condition. However, the effects of these variance components on trend detection capability differ. Thus an analysis of the components of variance and their influence on trend detection capability is important in preparing design-efficient trend monitoring networks. Four major components of variance can be identified: within year, across years (consisting of two parts), and among site. Within-year variance captures the short-term temporal, local spatial, and measurement variation present in measuring an ecological attribute at an array of sites during a sampling window. Across-year variation has two components. One is the concordant variation exhibited by all sites in a network affected by yearly changes in regional phenomena, such as wet or dry years. The second is the independent year-to-year variation exhibited by the sites, often called interaction variance, expressing the influence of site-specific phenomena that vary yearly, such as local weather patterns. The final component of variation captures the fundamental differences among sites, as might be controlled by differences across the landscape. For example, not all sites have the same "attractiveness" to animal or plant populations, because of inherent site-to-site differences.
Judicious monitoring designs (e.g., the allocation of sampling effort within and among sites in a network) can minimize the effects of three of the variance components on trend detection capability. However, the effects of the coherent year component of variance are not responsive to design choices. If its magnitude is large, options include extending the monitoring time frame or reducing its effect by identifying controlling factors. The combination of an analysis of variance framework and evaluation of trend detection power constitutes a tool set useful for evaluating an array of possible design choices. agreement CR824682 to Oregon State University and contract 68-C6-0005 to Dynamac International, Inc. This document has been subjected to EPA's peer and administrative review and approved for publication. Mention of trade names or commercial products does not constitute endorsement or recommendation for use.
