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 Tangible interaction on tabletop, definitions and models 
Abstract. In recent years, tangible user interfaces, which imply interactions performed 
with one or several objects, gain more and more interest in research in Human-
Computer Interaction (HCI). The tangible object represents a subject or an action. It 
acts on the system, as an action in classical user interfaces (e.g,. GUI). Interaction on 
a table, which is a common furniture in everyday life and used in multiple activities 
(desktop, coffee table, kitchen table, etc.), opens a new way for research and 
development in HCI. In this article, we present definitions, models, and key issues 
elicited from the literature that enable understanding and reasoning about the couple < 
interactive tabletop, tangible object> within an interactive system. Then, we propose a 
framework that allows to characterize applications supported by the couple 
<interactive tabletop, tangible object> in a domain-independent manner.  
Key words: Tangible interaction, interactive tabletop, state of the art, framework 
Résumé. Depuis quelques années les interfaces tangibles impliquant des interactions 
réalisées via un objet (ou plusieurs) prennent de plus en plus d’importance dans les 
recherches en interaction homme-machine. L’objet tangible représente un sujet ou une 
action ; l’objet agit sur le système, telle une action sur une interface « classique ». 
L’interaction sur table, c’est-à-dire sur un meuble présent dans la vie courante et utilisé 
à diverses fins (bureau, table à manger, table de salon, table bar, etc.), ouvre un 
champ nouveau de recherche et de développement. La mise en exergue, issue de 
l’état de l’art, des définitions, modèles et problématiques, permet d’abord 
d’appréhender le couple (table, objet tangible) au sein d’un système interactif. Puis, 
nous proposons un cadre qui permet de positionner des applications mettant en 
œuvre le couple (table, objet tangible). Le cadre est décrit de manière à être utilisé 
pour positionner des applications indépendamment du domaine. 
Mots-clés : Interaction tangible, table interactive, état de l’art, cadre de référence 
  
1 INTRODUCTION 
L’objectif de cet article est de dresser à partir d’un état de l’art sur différents travaux 
associant interfaces tangibles et tables interactives un cadre de référence associant ces 
deux concepts. L’adjectif « tangible » a deux significations dans le langage courant : « Qu'on 
connaît par le toucher ; matériel, sensible : la réalité tangible. » et « Que chacun peut 
constater, qui ne saurait être mis en doute : donner des preuves tangibles … » (Larousse, 
2013). Cette notion a été exploitée en Interaction Homme-Machine, visant à proposer à 
l’utilisateur « d’autres moyens »1 pour interagir.  
Initialement confinées à des domaines d’application très spécifiques, exigeants et 
contraints tels que la chirurgie (Lamata et al., 2010), le contrôle aérien (Mackay et al., 1998) 
ou des applications militaires (McGee & Cohen, 2001), les interfaces utilisateur tangibles 
sont désormais également présentes dans des applications liées à l’art, au transfert de 
connaissances, à la communication, au marketing, etc., et ont déjà largement fait les 
preuves de leurs bénéfices potentiels (Shaer & Hornecker, 2010).  
Cet article est le résultat de réflexions menées par des membres du Groupe de Travail 
(GT) TANGINT/FR de l’AFIHM2, centré sur l’interaction tangible. Au cours des échanges liés 
à l’interaction tangible au sein du GT, nous avons remarqué plusieurs domaines d’utilisation 
de l’interaction tangible : l’interaction tangible en relation avec la 3D, l’interaction corporelle 
s’intégrant, selon certaines définitions, dans le domaine de l’interaction tangible et enfin 
l’interaction tangible en relation avec les tables interactives. Dans cet article, c’est sur ce 
dernier type d’interaction que nous nous focalisons. Les tables interactives permettent 
d’interagir seul ou à plusieurs de manière collaborative ou non. Elles peuvent être dotées de 
différentes technologies et être mises en œuvre dans différents contextes. 
Ainsi, afin de dresser un bilan des avancées produites par les membres de ce GT en 
matière d’interfaces tangibles, cet article propose un cadre fédérateur permettant de 
positionner des applications et des prototypes concrets. Ce bilan de l’existant et sa 
structuration visent à recenser et à positionner les facteurs de conception essentiels au 
développement des surfaces interactives associées à une interaction tangible.  
Cet article présente dans la section 2 un ensemble représentatif de définitions et 
modèles relatifs aux interactions tangibles. La section 3 introduit des tables interactives qui 
permettent des interactions avec des objets tangibles. Enfin, le cadre de référence est 
présenté en section 4. Des perspectives de recherche sont proposées en conclusion.  
LES APPORTS DE CETTE RECHERCHE : 
ü Définitions et modèles relatifs aux interactions tangibles 
ü Etat de l'art des tables interactives intégrant des interactions tangibles 
ü Cadre de référence permettant de caractériser ce type de surface 
2 INTERACTION TANGIBLE 
Dans le domaine de l’Interaction Homme-Machine, les termes « Interaction Tangible » et 
« Interface Tangible » couvent de nombreuses acceptions. L’objectif est ici d’en rappeler les 
principales définitions sans prise de parti puis de commenter les modèles les plus 
représentatifs de la littérature et de rappeler les spécificités interactionnelles de ce 
paradigme pour une « bonne expérience » utilisateur. 
 
                                           
 
1 Au sens POST-WIMP, au-delà du WIMP (Windows, Icon, Menu, Pointer) qui désigne le moyen d’interaction par écran, clavier, souris. 
2 AFIHM, Association Francophone d’Interaction Homme-Machine (http://afihm.org/). 
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2.1 Définitions 
Les interfaces tangibles (en anglais, Tangible User Interfaces ou TUI) désignent des 
interfaces homme-machine telles que l’utilisateur interagit avec un système numérique au  
moyen d’objets physiques (Fitzmaurice  et al., 1995 ; Holmquist et al., 1999 ; Hornecker & 
Buur, 2006 ; Ishii, 2008a, 2008b ; Ullmer & Ishii, 2000). Ces objets sont équipés de 
dispositifs appropriés, capteurs et/ou effecteurs, permettant de capter, d’interpréter les 
événements produits dans le monde physique, de les traduire dans les termes du système 
numérique et de rendre perceptibles à l’utilisateur, dans le monde physique, les résultats des 
traitements numériques. 
Le terme original « Interface Utilisateur Tangible » (Tangible User Interface) est dû à 
(Ishii & Ullmer, 1997). Le décalage terminologique entre « Interface Tangible » et 
« Interaction Tangible » est intentionnel, similaire à celui que l’on trouve entre « conception 
d’une interface » et « conception de l’interaction ». Le terme « Interaction Tangible » place 
l’intérêt de la conception sur l’interaction et donc sur l’utilisateur au lieu de la placer sur la 
partie technique qui est l’interface. Bien que le terme « Interaction Tangible », parce qu’il est 
plus large et moins strict qu’Interface Tangible, puisse conduire à quelques ambiguïtés 
décrites dans (Hornecker et al. 2008), la communauté des chercheurs du domaine a décidé 
d’embrasser clairement la définition étendue3. Il existe donc différentes granularités ou 
échelles dans l’Interaction Tangible. Pour l’unification de ces granularités, il y a eu trois 
tendances terminologiques. (Dourish 2001) proposait le terme tangible computing. Jacob et 
al. (2008), décrit dans (Shaer et Horneker 2010), p. 18)) proposaient le concept de reality-
based interaction. Enfin, (Hornecker et Buur 2006) ont suggéré le terme tangible interaction. 
C’est cette tendance qui a été adoptée. Il est donc admis aujourd’hui que le domaine de 
recherche de l’Interaction Tangible inclut l’ensemble des travaux sur : 
· La tangibilité et la matérialité de l’interface (tangibility and materiality), 
· L’incarnation physique des données (physical embodiment), 
· L’interaction avec tout le corps (whole-body interaction), 
· Le caractère embarqué de l’interface (embedded) et l’interaction de l’utilisateur dans des 
espaces et des contextes physiques réels. 
2.2 Modèles 
Dans le domaine des TUI, plusieurs langages et modèles ont été développés pour 
décrire ces nouvelles formes d’interaction, leur spécificité relevant de la présence du monde 
physique et de son interconnexion avec le monde numérique. Ces différentes approches de 
description mettent chacune en avant des concepts, aspects, propriétés ou activités 
différentes du monde physique. Nous synthétisons ci-après les principales approches de 
description et traçons un parallèle entre les éléments décrits et des propriétés du monde 
réel. 
Reality-Based Interaction (RBI) (Jacob et al., 2008) est un concept de description 
d'interfaces post-WIMP. Associé à ce concept, un cadre de référence descriptif est proposé 
ciblant les 4 thèmes énoncés ci-après. Le thème Naive Physics (NP) fait référence à des 
connaissances simples que l’utilisateur est censé avoir du monde physique ; Body 
Awareness and Skills (BAS) décrit la conscience que l'utilisateur a de son coprs et de 
l’aptitude de celui-ci à le mouvoir et à le contrôler ; Environment Awareness and Skills (EAS) 
désigne les actions réalisées sur l’environnement et les artefacts physiques qui le 
composent ; Social Awareness and Skills (SAS) représente l’ensemble des échanges entre 
humains. L'interaction tangible, faisant partie des interfaces Post-WIMP, se distingue en 
                                     
 
3 C’est dans ce contexte, que la conférence TEI a, en 2010, changé son nom de Tangible and Embedded Interaction en Tangible 
Embedded and Embodied Interaction dans le but d’adopter plus explicitement les recherches sur l’interaction gestuelle et l’interaction avec 
tout le corps. 
particulier dans la partie EAS ainsi que dans le thème SAS où les TUI fournissent l'espace et 
les "périphériques" d'entrée utiles à la collaboration co-localisée. Même si ces thèmes 
constituent des leviers pouvant être utiles pour mieux imiter le monde réel ou améliorer 
l’intégration d’un TUI dans le réel, il nous semble que ce cadre propose une granularité trop 
large pour notre travail. 
Dans le modèle Token And Constraint (TAC) (Shaer et al., 2004) les objets physiques 
mis en jeu auxquels sont associées des contraintes physiques sont appelés des pyfos4. Le 
couplage pyfo-contraintes constitue un token qui peut être associé à un domaine de valeurs 
ou données numériques possibles. Les TUI sont ici décrites de manière à privilégier 
l’analyse de l’adéquation entre les artefacts et les contraintes du monde physique impliqués 
dans la TUI et les contraintes et concepts numériques associés.  
Inspiré de TAC et de PAC (Presentation, Abstraction, and Control) (Coutaz et al., 1987), 
le concept de Tangiget a été proposé dans le cadre du projet ANR IMAGIT (Caelen & Perrot, 
2011 ; Lepreux et al., 2012). Les Tangigets sont des objets tangibles particuliers, qui peuvent 
être décrits comme des widgets, selon les 3 facettes des agents PAC. La facette 
Présentation définit l’interface de l’utilisateur, c’est-à-dire l’aspect physique de l’objet (forme, 
matière, etc.) ainsi que le geste d’interaction associé. A l’image de (Shaer et al., 2004) dans 
le paradigme TAC (Token and Constraints) et afin de prendre en compte les spécificités des 
interfaces tangibles, deux parties ont été distinguées dans la facette Présentation : (1) la 
matérialisation du Tangiget (c’est-à-dire sa représentation concrète qui peut provenir d’un ou 
plusieurs objets combinés) et (2) le geste d’interaction (placement, pression, superposition, 
etc.). La facette Abstraction gère les concepts du domaine, en particulier les réactions aux 
actions de(s) l’utilisateur(s). La facette Contrôle gère les relations et les contraintes entre les 
deux autres facettes ainsi que les relations entre les agents. 
Adoptant un point de vue très différent, Mixed Interaction Model (MIM) (Coutrix & Nigay, 
2006) privilégie les considérations système aux considérations propres au monde physique. 
En effet, ce modèle décrit et caractérise les modalités d’interaction reliant les mondes 
physiques et numériques : des paires de dispositifs et langages sont spécifiées pour 
exprimer de quelle manière les propriétés physiques sont liées aux propriétés numériques 
impliquées dans la TUI. Ici, la description met en évidence les solutions technologiques et 
logicielles sous-jacentes au fonctionnement de la TUI : le modèle décrit de quelle manière 
les liens entre les mondes physiques et numériques sont technologiquement implémentés. 
Une approche intermédiaire est illustrée par le modèle "Adaptor", "System", "User", 
"Real entities" (ASUR) (Dubois & Gray, 2007). Ce modèle s’intéresse particulièrement à la 
description de l’interaction entre l’utilisateur, les artefacts physiques et le système 
informatique. Ce modèle s’appuie sur l’identification d’entités physiques (R), d’entités 
numériques constituant le système informatique (S) et d’adaptateurs (A) faisant le lien entre 
les deux mondes. A ceci s’ajoute l’identification des canaux d’interaction qui décrivent 
quelles entités échangent de l’information et comment elles collaborent afin que l’utilisateur 
(U) tire profit du système tangible, plus généralement appelé système interactif mixte dans 
ce modèle. Le focus principal du modèle ASUR est la manière selon laquelle l’utilisateur doit 
se comporter pour interagir avec la TUI et comment son comportement affecte celui de la 
TUI : l’adéquation du comportement de l’utilisateur avec le contexte interactif cible peut ainsi 
être étudié et ajusté. Ce modèle sert d’ailleurs de point d’entrée dans un processus de 
conception complet couvrant la conception de l’interaction, la conception de l’architecture 
logicielle, l’implémentation du système (Dubois et al., 2014) et jusqu’à une contribution à 
l’évaluation du système final (Dubois et al., 2013). 
Enfin, Hornecker & Buur (2006) proposent un cadre autour de quatre thèmes : (1) la 
manipulation tangible (en anglais « Tangible Manipulation ») fait référence aux 
                                           
 
4 Le nom pyfo est inspiré de l’espagnol afin de différencier le mot objet usuel des objets physiques tangibles. 
représentations matérielles avec des qualités tactiles distinctes – qui sont typiquement 
manipulées physiquement dans le cas d’une interaction tangible, (2) l’interaction spatiale (en 
anglais « Spatial Interaction ») montre le fait que l’interaction tangible est intégrée dans un 
espace réel, l’interaction se réalisant par des mouvements dans l’espace, (3) la facilitation 
incarnée (en anglais « Embodied Facilitation ») montre comment la configuration des objets 
matériels et de l’espace affecte et dirige l’émergence d’un comportement de groupe et (4) la 
représentation expressive (en anglais « Expressive Representation ») cible les 
représentations matérielles et numériques employées par les systèmes d’interaction 
tangible.  
On constate finalement que chaque modèle propose un point de vue différent (point de 
vue utilisateur vs. technologique), une granularité spécifique (à gros grain impliquant des 
systèmes interactifs plus larges tels que les systèmes mixtes et qui perdent la spécificité des 
TUI vs. à grain fin, qui sont certes plus centrés sur l'interaction tangible mais ne permettent 
pas d'intégrer d'autres aspects – collaboratifs par exemple). Un cadre permettant de 
positionner à la fois les aspects du monde et son utilisateur et les aspects techniques 
permettant de préciser les TUI permettrait de fournir un compromis complémentaire à ces 
cadres. Des applications existantes sont positionnées et permettent d'illustrer et de valider ce 
cadre dans l'article conjoint (Lepreux et al., 2016). 
2.3 Spécificités contribuant à une bonne expérience utilisateur avec les TUI 
Par rapport aux IHM traditionnelles de type clavier et souris, les TUI incluent une couche 
intermédiaire supplémentaire qui se compose d’objets physiques utiles à l’interaction et 
présents dans l’environnement physique de l’utilisateur. Cette couche intermédiaire contribue 
fortement à l’accroissement du nombre de solutions d’interaction possible du fait de 
l’interconnexion entre les mondes physiques et numériques.  
Les métaphores d’interaction mettent en correspondance des éléments d’interface avec 
des commandes et actions du domaine numérique. Ce procédé est largement connu en IHM 
car il permet de donner du sens aux interfaces en suggérant à l’utilisateur une interprétation 
de l’interface compatible avec son rôle prévu dans le système interactif (Andersen, 1992). Il 
a d’ailleurs été largement étudié dans différents domaines d’application afin notamment de 
mieux comprendre comment concevoir une « bonne » métaphore (Vaananen & Schmidt, 
1994). Dans les travaux suivants, les métaphores sont intégrées aux propriétés des TUI 
décrites au sein de continuum ou de taxonomies. 
En ce sens Underkoffler & Ishii (1999) ont proposé une première taxonomie indiquant 
les rôles possibles qu’un artefact physique peut jouer dans une TUI. Ainsi, un objet physique 
de la couche intermédiaire évoquée ci-dessus peut être utile à une TUI en tant que 
médiateur, c'est-à-dire un objet porteur d’information, ou en tant qu’acteur, c'est-à-dire un 
objet spécifique jouant un rôle dans le système, parce que l’un de ses attributs a un sens 
pour l’application, ou encore en tant qu’outil polyvalent.  
Au-delà de ces rôles joués par un artefact physique dans une TUI, Koleva et al. (2003) 
ont défini la notion de « degré de cohérence ». Cette notion est utilisée pour exprimer à quel 
point les objets physiques et numériques impliqués sont perçus comme étant les mêmes. 
Par exemple, il peut s’agir d’une illusion parfaite et complète de la fusion de l’objet physique 
et de sa représentation ; une version dégradée peut ne concerner que certaines parties de 
l’objet ou certains attributs tels que l’orientation et la position par exemple ; à un niveau 
encore moindre, l’objet physique peut apparaître comme étant juste un proxy pour une 
manipulation ou une donnée, voire juste un outil très générique. Dans le même esprit, la 
propriété de continuité a été introduite et déclinée au niveau de la perception et de la 
compréhension des données portée par la TUI (Dubois et al., 2001). 
Enfin, Fishkin (2004) a proposé de considérer la "tangibilité" comme un attribut à valeurs 
multiples sous forme d’un continuum analytique à deux dimensions. L’axe métaphorique 
classe les interfaces tangibles selon que l’effet d’une action de l’utilisateur sur le système est 
analogue à l’effet produit par une action similaire du monde réel ; l’axe incarnation classe les 
interfaces tangibles en fonction du degré selon lequel l’entrée est distincte de la sortie. Les 
métaphores de « noms » et de « verbes » sont les deux types de métaphores soulignées par 
cette taxonomie. Cette distinction est conforme à celle décrite par Oppl & Stary (2011) qui, 
pour distinguer différentes formes de TUI, opposent deux préoccupations : apparence et 
comportement tout en introduisant la notion de métaphore. 
Ces premières approches de caractérisation de la « qualité » des TUI sont donc 
principalement basées sur l’identification d’une correspondance isomorphe entre objets 
physiques et numériques d’une part, et action et effets d’autre part. Pour aller plus loin et 
mieux exploiter la signification qu’un objet physique peut véhiculer, plusieurs adaptations de 
la Conceptual Metaphor Theory (CMT) proposée par Lakoff & Johnson (1980) ont été 
développées. A l’origine CMT fait référence à la compréhension d’une idée en utilisant les 
termes d’une autre idée : CMT vise donc l’étude des correspondances établies entre 
concepts et a introduit les termes de source, de cible et de mise en correspondance propres 
aux métaphores. Sur la base de ces principes, Antle et al. (2009), Hurtienne & Israel (2007), 
Macaranas et al. (2012) et très récemment Celentano & Dubois (2015) ont étendu CMT aux 
concepts des TUI : les éléments mis en correspondance et constituant les sources et cibles 
incluent désormais des concepts physiques, leurs attributs et leurs propriétés spatiales. Les 
possibilités offertes pour créer une TUI sont multiples : le domaine des possibles en TUI est 
donc extrêmement riche et varié et l’ensemble des attributs et concepts manipulables et 
combinables est très vaste. Identifier l’ensemble des sources, cibles et mises en 
correspondances possibles dans une métaphore tangible reste donc difficile.  
Une première réponse à cette diversité des solutions a été proposée par Maquil et al. 
(2011). Ces travaux structurent une TUI en trois domaines : le domaine physique, le 
domaine numérique, et le domaine de l’application. Les deux premiers domaines sont 
décomposés en deux parties : les objets et les manipulations, ce qui fait écho à la distinction 
commune établie et reconnue dans le domaine des TUI entre apparence et comportement. 
Les sources et cibles des métaphores peuvent donc être issues de l’un de ces quatre sous-
domaines. Cet affinement de la caractérisation d’une métaphore tangible permet alors de 
soulever des questions spécifiques en termes d’implémentation et de conception (Maquil et 
al., 2012). Par exemple : Quels sont les messages que les utilisateurs veulent 
communiquer ? Quels aspects numériques et physiques expliquent au mieux ces 
messages ? Quelles manipulations physiques permettent de créer des représentations avec 
ces aspects digitaux et physiques ? Quelles caractéristiques du physique expliquent au 
mieux l’ensemble des manipulations physiques ? 
Hornecker (2012) dépasse l’identification de ces domaines et souligne que les objets 
physiques ont potentiellement un ensemble illimité de propriétés aptes à être impliquées 
dans une relation métaphorique. Hornecker insiste spécifiquement sur le fait que certaines 
propriétés physiques peuvent elles-mêmes influer sur la perception, la compréhension et le 
comportement de l’utilisateur : la mise en correspondance entre un objet et son utilisation 
peut donc être entièrement due à l’affordance (Norman, 1999) suscitée par l’objet lui-même. 
Il en résulte que concevoir une TUI en bonne adéquation avec l’utilisateur et son 
environnement met en jeu plusieurs dimensions encore mal cernées et que la notion de 
métaphore semble porteuse pour comprendre et décrire les interactions dans la mesure où 
l’essence même d’une TUI est de faire coexister mondes physiques et numériques, l’un étant 
d’une manière ou d’une autre la représentation de l’autre. 
  
3 TABLES ET INTERACTION TANGIBLE : UNE RICHESSE DE 
COMPORTEMENT 
Depuis 25 ans maintenant, les TUI sont de plus en plus répandues (Blackwell et al., 
2007 ; Müller-Tomfelde, 2010) dans les IHM, y compris associées aux tables interactives 
(Couture & Rivière, 2007), même si les interfaces tangibles peuvent y prendre des formes 
très différentes (Ishii, 2008a). Les tables interactives permettent de nouveaux types 
d’interactions, voire de nouvelles manières de travailler en relation avec les objets 
physiques. Déjà en 1991, Wellner (Wellner, 1991) exploite avec le Digital Desk les 
spécificités d’une surface d’interaction et d’objets tangibles associés à un système de 
capture. Weiss et al. (2009a, 2009b) proposent dans leurs travaux un système de widgets 
tangibles, nommé SLAP (Silicone iLluminated Active Peripherals), utilisable sur une table 
interactive. Patten et al. (2001) proposent la SenseTable, une plateforme de suivi d'objets 
sans fil pour des interfaces utilisateur tangibles. La table inFORM du Media Lab (Follmer et 
al., 2013) permet d’avoir un feedback tangible en relief sur la table. Patten et al. (2002) 
proposent l’Audiopad adaptée à la composition musicale tandis que Ståhl et al. (2002) 
proposent la table interactive Pond qui pour de l’exploration informationnelle. Grâce à 
ReacTIVision proposée par Kaltenbrunner & Bencina (2007), il devient facile de détecter des 
objets tangibles (ou du moins une face de l’objet) placés sur une table et ce grâce à un 
symbole collé sous l’objet et détecté par une caméra infrarouge. Cette technologie sera le 
support de la ReacTable (Kaltenbrunner et al., 2006 ; Jordà et al., 2007), une table 
interactive permettant la création musicale. Sur le thème de la musicographie, Maximo et al. 
(2009) proposent la Collectable, une plate-forme interactive pour gérer des albums 
musicaux. La technologie RFID est également utilisée pour détecter la présence d’objets 
physiques. Des tags RFID (Radio Frequency IDentification) sont associé(s) à chaque objet 
participant à l’interaction. Ces tags (Finkenzeller, 2003) permettent de garantir l’unicité de 
l’objet et sa localisation. Par exemple, Olwal & Wilson (2008) proposent SurfaceFusion qui 
s’appuie sur le suivi d’objets tangibles munis de tag RFID sur table. Dans la même logique, 
Hosokawa et al. (2008) proposent un système support à la conception qui utilise des objets 
tangibles (RFID) ; leur exemple suggère la conception d’une nouvelle maison à l’aide 
d’objets murs, portes, etc., équipés d’étiquettes RFID. Kubicki et al. (2013), ainsi que Lebrun 
et al. (2013), ont exploité la technologie RFID pour l’utilisation d’objets tangibles sur table 
interactive couplés à des Systèmes Multi-Agents pour des applications telles que la 
simulation interactive de trafic routier.  
 Les recherches actuelles se penchent également sur le caractère autonome des 
objets tangibles. Les objets pouvant devenir indépendants (ex. petits robots) et donc se 
déplacer automatiquement de manière autonome sur la table (actuation). Bien évidemment, 
cette particularité est directement liée aux capacités des objets utilisés sur la table (Pangaro 
et al., 2002 ; Weiss et al., 2010 ; Le Goc et al., 2015). 
 Au-delà des aspects technologiques que nous venons de voir (RFID, actuation, etc.) 
qui offrent différentes manières de manipuler des objets ayant pour support une table, nous 
pouvons également considérer les manipulations sous l’angle de la tâche à accomplir. C’est 
selon ce point de vue, que dans cette section nous regroupons, selon trois types de 
manipulations, des travaux de la littérature : les manipulations spatiales, l’assemblage et le 
modelage. Nous utilisons ces trois types de manipulation dans cette section afin de 
structurer notre discours qui vise à montrer toute la diversité des manipulations possibles au 
sein de systèmes interactifs tangibles sur tables. 
3.1 Manipulations spatiales 
Les types de manipulations les plus courantes sur tables interactives sont les 
manipulations spatiales. Cubes, blocs, briques et autres objets peuvent être placés, 
translatés et tournés. Les manipulations sont détectées par capture vidéo, radio fréquence 
ou à l’aide de capteurs.
Les manipulations spatiales d’objets physiques peuvent être trouvées dans une large 
variété de domaines d’application comme l’apprentissage, la résolution de problème, la 
visualisation et le divertissement. A travers la configuration spatiale des objets physiques, les 
utilisateurs peuvent établir des liens, des ordres, ou des groupements et manipuler différents 
paramètres. Par exemple, PICO (Patten & Ishii, 2007) est basé sur une table interactive avec 
des manipulations spatiales d’objets physiques combinés à des contraintes mécaniques afin 
d’optimiser le placement pour un réseau urbain d’antennes de téléphones cellulaires (cf. 
Figure 1, gauche). 
Les interfaces de requêtes tangibles (Ullmer & Ishii, 2003) utilisent des jetons 
physiquement contraints tels que les barres et molettes pour la manipulation de paramètres 
dans des requêtes de bases de données. Les jetons sont associés, tournés et translatés afin 
de modifier les valeurs individuelles (cf. Figure 1, droite). 
Figure 1 : Manipulations spatiales pour définir le placement optimal d’antennes de téléphones cellulaires 
ou de valeurs de paramètres spécifiques (Photos provenant de (Patten & Ishii, 2007) et (Ullmer & Ishii, 
2003)) 
     
L’essentiel des manipulations spatiales sur tables interactives consiste à tourner et à 
translater des objets sur une surface 2D. Il existe toutefois quelques exemples montrant des 
implémentations alternatives de manipulations physiques, en utilisant des capteurs de 
pression, des accéléromètres, des capteurs de mouvement, des capteurs de luminosité, des 
moteurs, et des communications sans fil. Les utilisateurs peuvent appuyer, pousser, toucher, 
serrer ou secouer les objets utilisés dans l’interaction. Swamped! du MIT Media Laboratory, 
(Johnson, et al., 1999) offre une expérience de dessins animés interactifs dans lesquels des 
jouets en peluche instrumentés sont utilisés comme des interfaces tangibles pour diriger des 
personnages animés autonomes. L’utilisateur prend le rôle du personnage et le contrôle en 
faisant des gestes appropriés avec le jouet, tels que bailler, marcher ou battre des ailes. 
3.2 Assemblage sur table 
Certains TUI s’appuient sur des manipulations inspirées des jeux de constructions 
comme les LEGO®. Ils fournissent un ensemble de composants qui peuvent être 
physiquement connectés selon différents angles de manière à créer des structures 
physiques. Ces TUI constituent les assemblages constructifs, un des trois grands types 
d’interfaces tangibles proposées par (Ullmer et al., 2005). La grande majorité de ces TUI 
utilise une table pour supporter ces assemblages. C’est à cette catégorie que nous nous 
restreignons ici. Les ActiveCubes de (Kitamura et al., 2001), qui permettent l’assemblage de 
cubes dans un espace 3D, illustrent bien cette approche.  
Les assemblages TUI font appel à des techniques d'interaction bi-manuelle fondée sur 
le cadre conceptuel de (Guiard, 1987). Une interaction efficace de la part de l'utilisateur pour 
orienter et mettre en position des pièces 3D est essentielle. Ces interfaces, purement 
manuelles, peuvent d’ailleurs être complétées par des techniques de mise en 
correspondance automatique comme par exemple dans (Mellado et al., 2010). Un domaine 
d’application tout à fait approprié est l’archéologie (Reuter et al., 2007). En effet, les 
fragments archéologiques trouvés sont souvent brisés en un grand nombre de fragments. 
Les archéologues sont alors confrontés à la reconstruction de « puzzles 3D » d'une grande 
difficulté. Numériser les fragments puis les assembler virtuellement est une solution 
élégante. C'est même parfois la seule solution.  
Dans ce contexte d’interaction bi-manuelle, d’autres systèmes ont été réalisés et 
étudiés, y compris avec des interfaces non-tangibles comme l’étude sur les entrées à deux 
mains de (Buxton & Myers, 1986). Une part du succès de ces interfaces bi-manuelles a été 
attribuée au bénéfice obtenu sur le plan de la charge cognitive (Leganchuk et al., 1998). Le 
travail fondateur de ces approches est décrit dans (Hinckley et al,. 1994) où des objets réels 
sont utilisés en tant qu'interface pour la visualisation en neurochirurgie. Ce n’est pas à 
proprement parler un assemblage car il n’y a pas deux objets qui deviennent solidaires pour 
en former un nouveau, mais, ces travaux sont les premiers à étudier la mise en position 
relative d’objets tangibles. En ce sens, ils ont fourni les fondements aux travaux sur 
l’assemblage. Dans tous ces travaux, la technique d’interaction proposée pour l’assemblage 
de ces pièces virtuelles consiste à fournir à l’utilisateur au minimum deux interacteurs. Ces 
interacteurs sont tenus dans chaque main. Tous les mouvements (translations et rotations) 
que l’utilisateur effectue sur les interacteurs sont immédiatement reproduits à l'écran sur les 
deux objets numériques qui leur sont associés. Les positions et orientations 3D des objets 
physiques sont directement associées aux objets virtuels correspondants affichés sur 
l’écran. Par exemple, le système ESKUA (Expérimentation d’un Système Kinésique 
Utilisable pour l’Assemblage), dans (Garreau et al. 2005), complète la souris et le clavier 
pour certaines activités du concepteur dans son usage des logiciels de Conception et 
Fabrication Assistée par Ordinateurs (CFAO). Il a été démontré que l’utilisation de ces 
interacteurs pour manipuler les objets dans l’espace est réellement pertinente et performante 
(Reuter et al., 2010). 
Des objets tangibles assemblables ont également, et avec succès, été utilisés dans le 
domaine de la programmation. Par exemple, Topobo (Raffle et al., 2004) combine des 
composants passifs (statiques) et actifs (motorisés) pour construire des créatures robotiques 
(cf. Figure 2). Le mouvement des articulations spéciales peut être programmé par 
démonstration par l’enregistrement et le re-jeu des déplacements physiques. Des tâches de 
programmation plus abstraites peuvent être réalisées avec des SystemBlocks et des 
FlowBlocks, deux systèmes interactifs modulaires et physiques destinés à des enfants pour 
modéliser et simuler des comportements dynamiques (Zuckerman & Arida, 2005). Les 
utilisateurs connectent des blocs représentant des stocks, des flux, des variables et des 
sondages de manière à explorer des concepts tels que les taux, l’accumulation, les 
processus simultanés, les retours d’information positifs et négatifs. 
Dans PuzzleTale, (Shen & Mazalek, 2010) ont exploité l’assemblage d’objets tangibles 
sur table pour la création interactive de narration (se reporter à la Figure 3). 
Figure 2. Le système Topobo (à gauche) et une création d’animal (à droite) (Photos provenant de (Raffle 




Figure 3. Le système PuzzleTale est utilisé par un sujet (à gauche). Celui-ci doit guider l’acteur principal 
(celui intégré dans la narration liée au jeu) afin qu'il arrive à destination, extrait de (Shen & Mazalek, 2010)  
 
Les systèmes présentés dans cette section nécessitent un support de type horizontal 
large, de type table, pour faciliter l’assemblage. Ils ont été présentés ici, car même si dans 
leur version actuelle ils n’impliquent pas tous explicitement de table interactive, il nous paraît 
clair que celles-ci présentent un potentiel énorme pour étendre leurs capacités, par exemple 
par reconnaissance automatique d’erreurs d’assemblage et de nécessités d’aide. 
3.3 Modelage sur table 
Quelques TUI fournissent un matériau flexible et malléable qui permet des interactions 
basées sur l’appui, la traction, le pincement et autres actions de déformation. Ces types de 
manipulations d’objets permettent de former continûment des données d’entrée dans 
plusieurs dimensions et offrent un nouveau type d’expérience haptique. 
Illuminating Clay (Piper & Ratti, 2002), illustre cette approche. Basé sur la modélisation 
de sable ou d’argile, ce système permet à des utilisateurs d’analyser et d’altérer la 
topographie d’un modèle paysager argileux (cf. Figure 4). A travers un modèle d’argile 
physique, les utilisateurs peuvent rapidement créer des structures hautement complexes et 
des topographies qui seraient très coûteuses en temps si elles étaient produites avec des 
outils de CAO. Un scanner laser installé au plafond capture en temps réel le changement de 
géométrie de l’argile. Les résultats sont vidéo-projetés sur l’espace de travail sous forme de 
gradients de couleur. 
Figure 4. Variation de l’inclinaison d’un modèle argileux pour étudier la conception des paysages (photo 
de (Piper & Ratti, 2002)) 
 
Un autre exemple est PhotoelasticTouch (Sato et al., 2009) qui utilise une sorte de 
matériau élastique transparent capable de détecter la pression. Le système calcule 
l’orientation et la puissance de la force qui lui est appliquée en capturant les modifications 
dans la polarisation de la lumière. Dans l’article, trois applications pratiques de 
PhotoelasticTouch sont présentées : un panneau tactile sensible à la force, une application 
de visage tangible et une application de dessin. Plus récemment, une interface tangible pour 
le contrôle d’une simulation physiquement réaliste de déformations a été proposée par 
(Takouachet et al., 2012). 
Ces quelques applications, citées parmi un vaste état de l’art, montrent la grande 
diversité des interfaces tangibles sur table. Il est aujourd’hui relativement difficile de les 
comparer et d'évaluer leurs forces et limitations. Avec l’objectif de faire un pas vers un 
moyen d’analyse systématique, nous proposons dans la section suivante, un cadre de 
référence.  
4 CADRE DE REFERENCE 
Nous utilisons le cadre de (Dubois, 2009) comme support analytique aux systèmes à 
interaction tangible. Ce cadre propose des axes de variabilité pour les Systèmes Interactifs 
Mixtes (SIM). Un SIM, selon (Dubois, 2009), est un système interactif qui tire profit des 
capacités de stockage, de rendu et de transformation de données numériques par un 
système informatique et qui facilite l’intégration et l’exploitation des aptitudes physiques et 
habitudes de l’utilisateur, ainsi que des ressources physiques présentes dans son 
environnement d’interaction. Ces systèmes englobent donc les systèmes relevant de la 
réalité augmentée, de la virtualité augmentée, de la réalité mixte, des interfaces tangibles et 
des systèmes enfouis. Ce cadre n’est donc pas spécifique aux systèmes à interface tangible 
mais est adéquat comme cadre de référence. 
Dans un premier temps, les sources de variabilité utilisées dans le cadre sont décrites, 
ensuite le cadre sera présenté globalement. 
4.1 Sources de variabilités 
Cinq sources principales de variation entre les nombreuses formes de Systèmes  
Interactifs Mixtes présentés dans la littérature ont été identifiées, voir la Figure 5. Les deux 
premières sources contribuent à cerner le contour de la situation d’interaction mixte. Il s’agit 
de la place du monde physique dans un SIM et des différentes formes de communication en 
entrée / sortie utilisées. Deux autres sources de variabilité ont trait à la situation d’usage 
induite par le SIM. Il s’agit de la cohérence entre les espaces d’interaction d’une part et de la 
cohérence entre les mondes physiques et numériques d’autre part. Enfin, les technologies 
utilisées constituent la cinquième et dernière source de variabilité des SIM. 
4.1.1 Place du monde physique en entrée et en sortie 
Le monde physique peut occuper différentes places dans un SIM et ainsi contribuer de 
différentes manières à la communication avec le système informatique. En effet, un SIM peut 
s’appuyer sur le monde physique en entrée et peut avoir un impact sur le monde physique 
en sortie. En entrée, sept aspects physiques (position, présence, mouvement, orientation, 
forme, reconnaissance, combinaison) constituent un ensemble courant mais non exhaustif 
des places que peut occuper le monde physique dans un SIM pour contribuer à la 
transmission d’information au système informatique. Des aspects complémentaires tels que 
la rugosité ou la densité des objets pourraient, par exemple, être également pris en compte. 
En sortie, trois différents aspects physiques (rendu d’information dans le monde physique, 
déplacement d’un objet physique, aucun effet physique mais déclenchement d’une action 
numérique) constituent un ensemble non exhaustif de places que peut occuper le physique 
dans le rôle rempli par un SIM en termes de production d’information en sortie. 
4.1.2 Formes de communication en entrée / sortie 
Une forme de communication d’entrée / sortie d’un SIM décrit les moyens employés 
pour diffuser et encoder les composantes du monde physique échangées au cœur d’un SIM 
pour permettre au monde physique de prendre les différentes places évoquées dans la 
section précédente. D’une part, il existe plusieurs formes possibles pour un même aspect 
physique : par exemple reconnaître un objet peut s’appuyer sur un encodage exploitant la 
variation d’une onde radio ou sur l’analyse du contenu d’une image. D’autre part, chacune de 
ces formes d’entrée / sortie peut donner lieu à une implémentation basée sur différentes 
solutions techniques. Par exemple, l’analyse visuelle d’une scène peut reposer sur une 
caméra infrarouge ou sur une caméra classique. 




4.1.3 Cohérence entre les espaces d’interaction d’entrée et de sortie 
Dans un SIM, des entités physiques et numériques coexistent. Pour accompagner 
l’utilisateur dans la réalisation de sa tâche, et l’aider à atteindre ses objectifs, ces entités 
physiques et numériques doivent être reliées pour déclencher les traitements appropriés. Par 
exemple, dans Digital Desk (Wellner, 1991), les ressources nécessaires pour l’interaction en 
entrée sont manipulées au niveau de la zone de rendu des informations produites par le 
système. Les espaces d’interactions en entrée et en sortie forment différentes configurations 
de l’environnement d’interaction. Ces différentes configurations induisent des variations dans 
la cohérence entre les espaces d’interaction qui peuvent être organisées selon deux 
dimensions : d’une part l’attention (faible ou forte) qu’il est nécessaire de porter aux 
dispositifs d’interaction en entrée pour transmettre une information et, d’autre part, la 
continuité entre les espaces d’interaction en entrée et en sortie qui peut exister ou non. 
Quatre situations de cohérence entre les espaces d’interaction émergent alors (cf. Figure 5). 
4.1.4 Cohérence entre les mondes physique et numérique 
En IHM, il est habituel de distinguer deux aspects de l’interaction : la perception et 
l’action. Ces deux aspects reposent respectivement sur le contenu et le comportement des 
échanges entre l’utilisateur et le système. Analyser la cohérence entre les mondes physique 
et numérique mis en présence dans un SIM peut donc en partie s’appuyer sur l’analyse du 
contenu et du comportement des liens existants entre les ressources physiques et 
numériques. Ces liens, dans un SIM, constituent la base des échanges entre l’utilisateur et le 
 
                                               
système informatique. À partir d’une comparaison binaire (similaire ou différent), quatre 
situations distinctes sont identifiées (cf. Figure 5). 
4.1.5 Technologies utilisées 
En entrée, le dispositif le plus fréquemment utilisé a pour but la localisation d’éléments 
physiques. Des capteurs divers (lumière, pression, etc.) peuvent aussi être utilisés. Du point 
de vue des espaces de sortie, il s’agit essentiellement de rendre visible de l’information 
(écrans, vidéoprojecteurs, casques monoculaires, semi-transparents, immersifs ou à 
affichage déporté, lentille jouant le rôle d’un écran semi-transparent, …). Enfin, à la frontière 
entre ces deux espaces d’interaction se situent les dispositifs à retours d’efforts. 
4.2 Cadre de variabilité des SIM 
Ces cinq dimensions peuvent être utilisées pour prendre conscience des spécificités 
présentes au cœur d’un SIM, et ainsi mettre en évidence l’hétérogénéité potentielle des SIM 
que nous sommes amenés à concevoir et implémenter. Le diagramme de la Figure 5 
reprend ces différents axes. 
Les axes de variabilité utilisés pour cartographier et caractériser les SIM, traduisent trois 
préoccupations différentes, représentées sur la gauche de la Figure 5. Les quatre premiers 
axes (place du physique et forme de communication en entrée et en sortie) définissent le 
contour de l’interaction dans une situation d’interaction mixte. Deux axes complémentaires 
(cohérence des espaces d’interaction et des mondes physique et numérique) ont trait à la 
situation d’usage induite par le SIM. Enfin les deux derniers axes identifiés (technologies en 
entrée et en sortie) représentent les préoccupations premières du domaine des SIM, 
l’appropriation de technologies émergentes. 
5 CONCLUSION 
Cet article a tout d’abord introduit les interfaces tangibles, faisant l’objet d’un vaste 
courant de recherche, aussi bien au niveau international que national. Dans un premier 
temps, les fondements et les motivations des travaux dans le domaine de l’interaction 
homme-machine ont été posées. Dans un second temps, les tables interactives interagissant 
avec des objets tangibles ont été introduites. Les principaux types de manipulations d’objets 
tangibles ont été présentés (visées de manipulations spatiales, ou encore d’assemblage ou 
modelage sur table), débouchant sur une grande richesse pour ce qui est des propositions 
disponibles dans la littérature. 
Au vu de cette richesse, un cadre de référence a été exploité dans l’article, celui 
proposé par (Dubois, 2009). Il a été choisi dans la mesure où il fournit des axes de variabilité 
pour des Systèmes Interactifs Mixtes (SIM). Rappelons que, selon cet auteur, un SIM tire 
profit des capacités de stockage, rendu et transformation de données numériques par un 
système informatique et facilite l’intégration et l’exploitation des aptitudes physiques et 
habitudes de l’utilisateur, ainsi que des ressources physiques présentes dans son 
environnement d’interaction. Les applications visées dans cet article, fonctionnant sur table 
interactive avec objets tangibles, peuvent être considérées comme des systèmes mixtes, 
exploitant explicitement éléments numériques et tangibles.  
Dans l’ensemble des travaux présentés, les enjeux et avancées en termes de recherche 
ont été précisés, tout en laissant entrevoir des perspectives. Il ressort en premier lieu de cet 
état de l’art que les tables tangibles répondent à de nombreux cas d’usages et d’activités 
déjà pratiquées spontanément sur une table. En allant plus loin, la configuration même des 
surfaces interactives doit être étudiée en fonction de l'activité pratiquée. Étudier la forme 
physique de la table fait notamment partie des recommandations de (Wallace & Scott 2008). 
L'intégration de l'informatique dans la vie de tous les jours, que ce soit dans le domaine privé 
ou public, pour des applications personnelles ou professionnelles, induit de nouvelles 
contraintes de configuration (accessibilité, visibilité) ou crée de nouvelles situations de travail 
inexistantes jusqu’ici. Par exemple, dans (Rivière & Couture 2008) la forme de la table 
tangible a été étudiée pour la construction d'une simulation 3D dans le contexte d'une vente 
en boutique ou dans un salon d'exposition où les participants ont des rôles différents : le 
vendeur et les clients, accompagnés de leurs enfants ou de leurs amis. La table n'engendre 
alors pas de face à face (comme les tables rectangulaires), ni de situations de promiscuité 
(comme les tables rondes). C’est une table à trois branches, qui évoque une forme en étoile.  
Nous envisageons en perspectives connexes à ce travail de positionner un certain 
nombre de travaux de recherche, issus de la communauté francophone en Interaction 
Homme-Machine et illustratifs du domaine, exploitant des interactions tangibles sur table 
interactive, par rapport au cadre de référence, afin de montrer son pouvoir descriptif selon 
chacun de ses axes.  
 
LES PERSPECTIVES D’APPLICATION DE CETTE RECHERCHE : 
ü Conception d'application à interaction tangible 
ü Catégorisation d'application à interaction tangible 
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