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Expansion Problems in the Linear Stability 
of Boundary Layer Flows* 
ISOM H. HERRON 
Department of Mathematics, Howard Universily, Washington, D.C. 20059 
Several problems in the linearized stability of boundary layers are examined. 
They are all treated as perturbations of constant coefficient differential operators. 
Spectral theory and spectral expansions are developed. Possible anomalies, which 
might arise for nonparallel boundary layer flows with nonzero transverse component 
at infinity are also handled. 
1. INTRODUCTION 
It has been shown that a number of the problems of hydrodynamic 
stability when stated in “linearized” form lead to generalized eigenvalue 
equations of the form 
L+=hM$a. 0.1) 
Here L and M are ordinary scalar (or matrix) differential operators, so 
that + is a scalar (or vector) function defined an interval satisfying homoge- 
neous boundary conditions. Schensted [l] studied two special flow config- 
urations, and the general case was examined carefully by DiPrima and 
Habetler [2]. Both works assumed that the interval in question was finite. 
DiPrima and Habetler were able to obtain a completeness/expansion 
theorem using ideas of Naimark, though Dunford, Schwartz and Kramer 
had presented complementary ideas by using the abstract notion of a 
spectral operator [3]. More recently an expansion theorem analogous to that 
of DiPrima and Habetler has been presented for nearly parallel flows [4]. 
When the interval of definition of (1.1) is infinite (or if L is not regular on 
a finite interval), the values X of interest are not always eigenvalues of (1. l), 
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but are more properly elements of the generalized spectrum of the linear 
operator L with respect to M. In what follows, we will lay the groundwork 
and provide expansion theorems for the spectral problem for the stability of 
boundary layer flows. A number of numerical studies have been carried out 
and also qualitative discussions have been made which indicate that when 
the interval is infinite, if the mean flow decreases exponentially to its free 
stream value, then the number of eigenvalues is finite. A continuous 
spectrum also occurs; this is usually a curve in the complex plane and will 
inevitably be so when the structure of the operator L takes a form which 
will be explicitly described. 
The method to be followed here is direct. The actual equations will be 
examined in specific cases. While many general results are known in spectral 
theory, it will be seen how such results are illustrated by and apply to 
boundary layer flows. Two papers have appeared recently, by Gustavsson 
[5] and by Salwen and Grosch [6] treating parallel boundary layers. Owing 
to increased interest in nonparallel effects, the first equation to be studied 
here is the nonparallel or “modified” equation. Certain problems arise in a 
treatment of this equation on an infinite interval which do not arise for 
parallel flows since the derivative just lower than the highest arises. Unless 
this term is eliminated, basically by further specification of decay conditions 
on the eigenfunctions at infinity, no usual spectral resolution is possible. 
These results will reduce to the parallel case when there is no transverse 
component to the maniflow at infinity. Applications of spectral theory are 
also made to jets and shear layers, and to the Ekman boundary layer. 
There are several approaches which may be taken to resolve (1.1). They 
are briefly outlined by Kato [ 12, p. 4161. One approach is to operate on both 
sides of (1.1) with M- ‘, assuming it exists. This leads to 
M-IL+ = A+, (l-4 
though in this case the “new” operator M-‘L is best thought of as acting in 
a subspace of the original space. A second approach is to define 
(1.3a) 
so that 
LM- ‘{ = Al, (1.3b) 
which has the disadvantage that LM-’ acts in the range space of M. 
Nevertheless, it is these two approaches which will be used in sequel. The 
transformation (1.2) is more valuable for parallel boundary layers. For 
nonparallel boundary layers, the convergence difficulties are such that (1.2) 
is not feasible for all wave numbers. The transformation (1.3) does work in 
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the nonparallel case, with S identifiable as the vorticity of the disturbance. 
However, for wall boundary layers the range of M is not the whole space, 
M- ’ is not defined on the whole space, and consequently the null space of 
the adjoint of M is nonempty. Fortunately, the generalized inverse of A4 
may be used to construct the generalized resolvent. This construction is 
carried out in Section 2. In Section 3, for jets and shear layers, the range of 
M is the whole space and M- ’ is everywhere defined and bounded. Finally 
in Section 4, transformation (1.2) is used to resolve the Ekman layer. 
2. THE MODIFIED ORR-SOMMERFELD EQUATION ON [0, 00) 
(a) Spectral Theory 
For differential operators defined on [0, co) there have been several 
relevant studies. The method here will be to consider perturbations of 
constant coefficient operators as was done by Balslev and Gamelin [7] and 
Huige [8]. However, since the problem (1.1) is nonstandard certain different 
but fairly obvious definitions are in order. 
DEFINITION 1 [cf. 9, p. 11871. Let L, M be closed linear operators in a 
complex Hilbert space X such that dmn L c dmn M c X, and A4 is 
positive definite on its domain. The M-resoluent set of L is the set of 
complex numbers such that (L - AM)-’ exists, is bounded and defined on 
all of 3c. This set is denoted by p(L, M). If X 4 p(L, M), then A E 
a( L, M), the M-spectrum of L. The point M-spectrum up( L, M) is the set of 
eigenvalues h for which L - AM is not one-to-one and hence not invertible. 
The continuous M-spectrum, uC( L, M) is the set of complex numbers X for 
which L - X M is one-to-one and has a dense range, rng( L - AM) f X. 
The residual M-spectrum is the set a,( L, M) of complex numbers h for 
which L - AM is one-to-one and has a range not dense in x. 
Thus the sets uP( L, M), a,( L, M) and a,( L, M) are mutually disjoint, 
and 
u(L, M) = u,(L, M) u u,(L, M) U u,(L, M). 
DEFINITION 2 [cf. 9, p. 13931. Let L and M be as in the previous 
definition. The essential M-spectrum of L is the set of complex numbers A 
such that mg( L - X M) is not closed. It is denoted by ue( L, M). 
LEMMA 1. Let Land M be as in Definition 1, then u,(L, M) 2 u,(L, M). 
Proof. Suppose h E u,(L, M). By definition of the continuous spec- 
trum, mg( L - X M) is not closed since the closure of the range, 
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mg(L - AM) = X * mg(L - AM). Therefore X E u,(L, M) and 
u&L, M) 2 a,(& M). 0 
LEMMA 2. Let L and M be as in Definition 1, with the additional 
requirements that both L and M are densely defined. Then they have unique 
adjoints in X, L* and M*, respectively. Suppose, furthermore, that dmn L* 
c dmn M*. If h E ur( L, M), then x E up( L*, M*). Zf p E a,( L*, M*), then 
F E y,(L, Ml. 
Proof. For any A, L - AM has a unique adjoint in X, L* - xM*. 
Furthermore nul(L* - KM*), the null space of L* - iM*, is the orthogo- 
nal complement of the range of L - AM, so that nul(L* - KM*) = mg(L 
- AM)’ [9, pp. 1188-11891. 
Suppose X E a,( L, M). Then from Definition 1, mg( L - AM) f X and 
mg(L - AM)* = nul(L* - KM*) is not empty. Thus x E u,(L*, M*). The 
same is true if p E u,(L*, M*), since L and M are closed and densely 
defined with (L*)* = L, (M*)* = M. 0 
COROLLARY. If L = L*, and M = M*, then a,( L, M) is empty. If L * L* 
and u,(L*, M*) is empty, then u,(L, M) is empty. 
Proof: If L = L*, and .M = M*, the whole spectrum u(L, M) is real 
[lo]. Hence, if X E u,(L, M), then h E u,(L, M). Thus a,( L, M) must be 
empty. 
Let L f L*. Suppose uP( L*, M*) is empty. Then there is no X satisfying 
the conditions of Lemma 2, so u,(L, M) is empty. 0 
LEMMA 3. Let L, M be as in Definition 1, and let M-’ be bounded, then 
LM- ’ is closed in X when L- ’ exists and is bounded and 
u,(L, M) = u,(LM-‘), 
u,(L, M) = a,( LM-‘), 
P(L M) = P(LM-‘1, 
where a,( LM- ‘) is the standard essential spectrum [9, p. 13931 in 3c. 
Prooj: The concepts employed are all found in [ 12, p. 1641. 
Since L is closed and M- ’ is bounded (and closed), when L- ’ is 
bounded, LM- ’ is closed. 
Suppose mg( L - AM) is closed and consider a sequence +,, E dmn L 
such that q$, + C#J E dmn L, then (L - XM)#I, -+ (L - AM)+. Further- 
more, let M+” = J’, and M+ = [ so that $,, = M- ‘[, and + = M-l{. Since 
M- ’ is bounded, &, --, {. Thus (LM-’ - A)l,, = (L - AM)& -+ (L - 
AM)+ = (LM-’ - A){ and LM-’ - h has closed range. 
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Conversely, when mg(LM-’ - A) is closed and 5, E dmn(LM- l), such 
that {” + 5 E dmn( LM- ‘), then (,!A-’ - A)[, --, (LM- ’ - A){. As be- 
fore define (p, = M- ‘Sn, + = M- ‘5; where +,, + +, since M- ’ is bounded. 
Consequently, (LAP - A){,, = (L - AM)+” and (LA&-’ - A)[ = (L - 
AM)+. Since both L and M are closed, (L - AM)+” + (L - AM)+ and 
mg( L - AM) is closed. 
It has been shown that mg( L - AM) is closed if and only if mg( LM- ’ 
- X) is closed, so when either range is not closed neither is the other. Thus 
the essential spectra of L - AM and LM-’ - A are identical. 
Next suppose L - AM is invertible. Then (LM-’ - A)-’ = [(L - 
XM)M-‘I- ’ = M( L - AM)-’ exists. While if (LM-’ - A) is invertible, 
then (L - AM)-’ = [(LM-’ - h)M]-’ = M-‘(LM-’ - A)-’ also exists. 
Thus (L - X M) is invertible if and only if LM- ’ - X is invertible. The two 
operators also have the same point spectrum and the same resolvent set. 0 
If the transformation (1.2) is used, it is necessary to define a new Hilbert 
space. Suppose that ( , ) is the inner product on X. We define another 
Hilbert space X, embedded in X, where (f, g) = (f, Mg) (for f, g E 
dmn M) is the corresponding inner product and (f, f)‘/* = ]]f]] M. Rele- 
vant for what follows is Friedrich’s theorem [ 11, p. 61. 
THEOREM 1. Euery element of the space x, belongs to x. More precisely, 
X,,, can be completed by means of elements of X. 
We will also need the following lemma, which is similar to Lemma 3. 
LEMMA 4. Let L, M be a Definition 1, and let M-’ be bounded, then 
M-IL is closed in X, iff L has closed range and 
u,(L, M) = u,(M-‘L), 
u,(L, M) = u,(M-‘L), 
P(L M) = P(M-‘L), 
where 
dmn( M- ‘L) c X, c X, 
and a,( M- ‘L) is the standard essential spectrum [9, p. 13931 in X,. 
Proof. Since M- ’ is bounded, M-IL is closed iff L has closed range. 
Suppose mg( L - AM) is closed, and consider a sequence c& E dmn L. 
Then (L - AM)& --, cp = (L - A M)# for some II/ E dmn L. Define (CI, = 
(L - AM)&, so that #, + J/. Then since M-’ is bounded, M-‘4, + M-‘J, 
and so (M-IL - Al)& + (M-IL - AI)+, which gives that mg(M-‘L - 
AI) is closed. Conversely, when mg( M- ‘L - XI) is closed, for xn E 
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mg(M-‘L - Xl), xn --) x E rng(M-‘L - AZ). Moreover x,,, x E dmn M 
and Mx, --, I/.J E mg M because M has closed range (M- ’ is bounded). 
Since M is closed, Mx = #, so Mx,, --) MX and (M- ‘L - XZ) has closed 
range. 
It has been shown that mg (L - XM) is closed if and only if mg(M- ‘L 
- XI) is closed, so when either range is not closed neither is the other. 
Thus, the essential spectra of L - XM and M-IL - hZ are identical. 
Next suppose that L - XM is invertible. Then [M- ‘(L - AM)]-’ = (L 
- hM)-‘M exists. While if (M-IL - XI) is invertible then [M(M-‘L - 
Xl)]-’ = (M-IL - U-‘&Z-’ also exists. Thus L - XM is invertible if 
and only if M-IL - AZ is invertible. The two operators have the same point 
spectrum and the same resolvent set. 0 
Some earlier studies [2, 41, found the spectral resolution for the operators 
(L, M) in the space x,. In the nonparallel case, when there is a nonzero 
transverse component at infinity, it has proven to be preferable to work in 
X or in mg M, when mg M * X. First, the operators are defined. 
(b) The Governing Equation 
We study the differential operators defined by 
Lt#l= Iq5 = ((02 - a’)’ + [q-o2 + a’) + V]D 
+icllR[U(-D2 + a’) + V]}C#J, + E dmn L, (2.la) 
MC#I = m+ = (-0’ + c-x2)+, C/J E dmn M. (2.lb) 
The domains will be specified in what follows. 
Here D and prime denote y derivatives. The constants are (Y > 0 (wave 
number) and R > 0 (Reynolds number). The coefficients U(y) and V(y) 
are the x- and y-components of the basic state. As they are written they are 
required to have second derivatives. When this is not so, as in the case of 
“broken line” profiles [ 131, these coefficients are generalized functions. 
What is crucial for our study, however, is that 
lim IU(Y)I = IV,1 < 00, (2.2a) 
Y-*=J 
lim IV(y)] = IV,] < 00. 
y-00 
(2.2b) 
The constants V, and V, characterize the free stream values of U(y) and 
V(y). By convention we take U, 2 0 and consider the physically interesting 
case V, < 0 [14]. 
It is also required that 
lim V’(y) = lim V”(y) = 0. (2.2c) 
y-m Y+m 
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(c) Perturbation of Constant Coefficient Operators- The Free Stream 
Problem on [0, 00) 
The approach here is to consider the problem (1.1) in the form 
(4, + A)9 = AM+, (2.3a) 
where L, is a constant coefficient operator whose spectral resolution is 
explicit and “dominates” the operator A in a sense to be described. We set 
Lo+ = l&l = (-02 + a2 + V,D + icuRU,)(-D2 + a’)+, 
+ E dmn L,. (2.3b) 
It is natural to take 
dmn L, = {+ E C, [0, co): +,+‘, #‘, + “’ absolutely continuous, 
4# E fw 4, %#4 = M+) = 0>9 (2.4 
where B, and B, are two independent linear boundary conditions inolving 
e(O), #(O)‘#‘(O), C#J “‘(0) [cf. 8, p. 261. (The general boundary conditions are 
included because some problems with compliant boundaries may be consid- 
ered and also symmetric jets on (- cc, co) are reducible to [0, cc) with 
boundary conditions at 0.) Similarly set 
dmn M = {$I E C, [0, 00): 9, 9’ absolutely continuous, 
m+ E J~~[O, m>, B(Q) = O>, (2.5) 
where B(G) is a linear boundary condition involving @I(O) and (p’(O). 
It would be convenient at this point to state a general theorem; in fact if 
V, = 0 (no transverse flow at co), the theories cited at the beginning of this 
section can be shown to apply in a fairly straightforward way. But if V, f 0, 
the domain of I, must be further restricted. 
As an illustration of this, let us solve a problem modeled on the 
asymptotic suction profile [25, p. 1411, where U(y) = U,(l - e-y), V(y) = 
V, < 0. The “free stream” equation is 
L,c#l = lo+ = (-02 + a2 + V,D + icuRU,)( -D2 + cw2)+ 
= A( -02 + a2)+, (2.6a) 
with 
$3(O) = G’(O) = 0 for +, +’ E C,[O, cc). (2.6b) 
If we simply set I#J = eBY we find that the auxiliary equation is 
(j!* - a2)( p2 - V$ - a2 - iaRU,, + A) = 0 (2.7) 
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and that j3 = &a, /3,, Is,, where 
V, + Vt + 4iaRU, + 4a2 - 4A 
PI.2 = 2 (2.8) 
Thus if (as has been assumed) V, < 0, it is possible that both RePI < 0 and 
Rep, < 0. This is possible if and only if 
- 1 v,I < Re/b* + 4iaRU, + 4a2 - 4x < 1 Vol. (2.9) 
After some complex algebra it is found that the inequalities (2.9) are 
satisfied when 
I$*( a* - A,) + (aRU, - A,)’ < 0, (2.10) 
where X = A, + A,. 
The solution set (2.10) is the interior of the parabola given by Fig. 1. This 
solution set is the point spectrum of (2.6) and yet it has a continuous 
character, the parabola itself is the continuous spectrum of (2.6) as will be 
shown below. The eigenfunctions are 
+ = C[(P2 - PMay - (P2 + a)e81y + (& + a)es2y], (2.11a) 
which are in C,[O, co) whenever (2.9) is satisfied. There is also the further 
requirement on (2.1 la) that p, * /3* f -CL The exceptional cases are 
$I= c[e-y + (&/oy/2 + ay - 1)&y’*], p, = p* = I$/2 * --1y 
= qJevoY/*, p, = p* = VJ2 = -a. 
(2.1 lb) 
FIGURE 1 
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This example may also be used to show the existence of a residual 
spectrum which is not encountered as frequently as the continuous spectrum 
[cf. 16, p. 199-2001. With the inner product 
(2.12) 
the adjoint of (2.6) is 
( -D2 + a2 - v,D - iaRU,)(-D2 + a’)# = x(-D” + a’)#, 
(2.13a) 
$40) = v(o) = 0, $9 J/’ E f30,4. (2.13b) 
If the same analysis is carried out assuming 1c, = eyJ’ then solutions exist 
when 
- V, f Vz - 4iaRQ + 4a2 - 4x 
Yl,2 = 2 
(2.14) 
From (2.14) it is impossible that both Re y, < 0 and Re y2 < 0 simulta- 
neously. Thus there are no eigensolutions and hence no eigenvalues to 
(2.13). If however 
- 1 V,l < Re\/Vz - 4iaRU, + 4a2 - 4x < 1 V,l, (2.15) 
then Re y, > 0 and Re y2 > 0. The values of X for which (2.15) is true are 
the same as (2.10). Thus we conclude on the basis of Lemma 2 and its 
corollary that since (2.10) represents u,(L,, M), and uP( L,*, M*) is empty, 
then u,(L,, M) is empty. Since L, and M have constant coefficients even 
more can be said. Rota [ 191 has proved that for constant coefficient 
differential operators 1 of any order, defined on [0, cc), the essential spec- 
trum u,(l) is determined by the set of numbers A, where I$ = A$ has 
solutions + = eioY, o real. Then mg(l - A) is not closed. He proved, 
furthermore, that the boundary conditions at 0 do not change the essential 
spectrum. Since L is specified by boundary conditions and I, it is sensible 
then to speak of u,(L) and u,(L) = u,(l). Goldberg [20, p. 1631 proved that 
(for constant coefficient operators I) when X E u,(l), then mg(l - A) is a 
proper dense subspace of C,[O, oc) which means h E u,(l) = X E u,(l). 
With Lemma 3 and the results of Rota and Goldberg, since L,, M, L,* and 
M* have constant coefficients, u~( L,*, M*) = a,( L,, M) is the parabola in 
Fig. 1, u,(L, M) = u,(L, M) = u,(L*, M*), and (2.15) represents 
u,(L,*, M*). One interpretation which can be put on these observations is 
that those values of h which produce eigensolutions to (2.6) cause the 
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number of solutions to (2.13a) to be “defective,” so that rng(L,* - xM*) is 
not dense in E,[O, co). The existence of the enormously large family of 
eigensolutions to (2.6) and none to (2.13) is potentially troublesome. The 
trouble at first, seems to be analogous to an example treated by Friedman 
[16, p. 2231, from which we would conclude that no spectral representation 
is possible. 
It now appears that the problem is not completely insurmountable. One 
approach is the “elimination” of the term containing $I “’ in (2.6). Thus no 
term with derivative one lower than, the highest is present in some other 
studies of problems such as these [17, 181. The work of Huige cited earlier 
[S, p. 271 actually tacitly requires that the coefficients of $J(‘-‘) be pure 
imaginary, so that the spectrum of L,, not contain an open set. We see then 
why such a condition is needed. 
In keeping with the spirit of this study we turn to a variant of equation 
(2.6). Consider a nonhomogeneous equation 
(-D* + V,D + iaRU, + a2 - A)( - D* + a*)+ = f, (2.16a) 
which symbolically reads 
(&I - Qw = f, 
where 
S,,it4~#~ = c+,~c#I = (-D* + V,D + a* + iaRU,)m+, 
Now set 
so that 
@o - vs =f, 
and with the transformation 
3(v) = e voy’2x ( Y 1, 
(So - A)x = eCvoY/*f, 
where 
$0~ = 2,~ = (-D* + a* + &*/4 + iaR&)X, 
(2.16b) 
m+ E dmn S,,. 
(2.16~) 
(2.17a) 
(2.17b) 
(2.17~) 
(2.18a) 
x E dmn 3,. 
(2.18b) 
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If (2.18) is solved one finds that 
(I = A4-‘[e~Y/2(S, - A)-‘(e-‘~Y/~f)] = M-‘(S, - X)-If. (2.19) 
The sequence of steps just outlined depends crucially on the existence of 
both M-’ and (3, - A)-‘. For the operator L, = S,M defined in (2.6a, b), 
M- ’ is not defined everywhere. However, for the symmetric jet and the 
shear layer, problems to be discussed in the next section, M- ’ is defined 
everywhere. Then the solution is (2.19). In any case, with e- ‘~y/~f E 
l.?,[O, cc), it is desired that ($, - h)- ’ be a bounded operator from e,[O, co) 
into C,[O, 00) when A E p(S,), so that x = e- ‘oJ”~{ E C,[O, co). A proper 
setting for the resolution of (2.16) begins to appear. 
Let the Hilbert space be 
X = {+le-voy’2+ E e,[O, Oo)}, (2.20a) 
with the inner product 
-voy4dY)uY) dY* (2.20b) 
When the domain of M is taken as (2.5) (A slight abuse of notation is 
employed in that M denotes the same operator in C,[O, cc) and in X.), the 
operator M-‘: C,[O, co) + C,[O, cc) is an integral operator whose kernel is 
the Green’s function satisfying mg = S(y - t), B(g) = 0, g E iiZ2[0, oo), 
where S is the Dirac distribution. 
Since V, d 0, the inner product (2.20b) requires that the disturbance +, as 
well as the vorticity S = m+, decay “sufficiently fast” as y --) + co, so that 
disturbances such as (2.11) are inadmissible [cf. 14, p. 321. 
To make formula (2.19) at all useful, it is also necessary to construct the 
resolvent operator (3, - A)-‘, or whatever corresponds to it for a particular 
problem. For the perturbed equations, (2.3) is then modified to read 
(s, + P)l = T{ = Al, (2.21) 
where S,[ = 4,-J, 3 E dmn S,, and 
dmn S, = { 3 E XIS, {’ absolutely continuous, QJ E X, B( 5) = O}. 
(2.22) 
The operator P is a lower-order perturbation given explicitly by examin- 
ing the full equations, which will be done later. The boundary condition 
8(c) will appear in what follows. Because of interest in the asymptotic 
suction profile, the model problem (2.6) is examined in detail. It is typical of 
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wall boundary layers in a way, in that + = 0, and # = 0 on y = 0. These 
conditions make the transformation (1.3) difficult to employ. That is, if one 
takes 
Mc#l = mc#J = (-02 + a*)+, +EdmnM, (2.23a) 
dmn M = {$ E C, [0, co)l+, +’ absolutely continuous, 
m$ E ~,[O, 47 0) = +‘W = o>, (2.23b) 
M is indeed positive definite, but is not maximal and therefore not self- 
adjoint. Moreover, M is not invertible. A generalized inverse [ 151 for M can 
be defined as MT the integral operator whose kernel gt(y, 5) satisfies 
(-5 +~*)g+(v,I)=S(Y-L)-g~(y,~), (2.244 
(2.24b) 
where ge( y, 0 is the kernel of the projection operator onto the null space of 
M*: 
Q+(Y) = /omgQh 5)+(t) dZ. (2.25) 
Now 
M*+ = mqJ = (-4 + a*)+, +EdrnnM*, (2.26a) 
dmnj&P={ $I E C,[O, oc)l$, 9 absolutely continuous, mrp E C,[O, co)}. 
(2.26b) 
The null space of M*, nul M*, is spanned by eeaJ’, so that 
-le-aP=*ae-a(Y+O) 
gQ(y, 5) = cay [ l*e-2ay 41 
The generalized inverse has the properties 
MM+=I-Q 
and 
M+M = I, 
since nul M is empty. 
(2.27) 
(2.28a) 
(2.28b) 
The actual form for M+ can be computed, but will not be needed as yet, 
since the spectral resolution is to be performed on (S, - A)-’ = [(S, - 
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X)MMtlt = MMt(SO - A)+ = (I - Q)(&, - A)-‘. Thus, what is to be de- 
termined is actually a projection on the range of M, since nul M* = 
(rng M)’ . Since X = nul M* @ mg M, there is no significant loss theoreti- 
cally. What is needed is a determination of dmn S,. This will be done while 
finding (S, - A)-‘. 
Suppose q E nul M*, then by (2.17a), 
(l, 4) = (W, 4) = (6 M*q) = 0. (2.29) 
Thus 1 I nul M*, and this is the required boundary condition for (2.17b) 
and (2.22), 
B(C) = jp(y)e-“by = 0. 
Consequently the boundary condition for (2.18a) is 
m 
/, (1 xv 
wo/2-~)Y4y = 0. 
Therefore, the kernel of the resolvent, (& - A)- I, satisfies 
(2.30a) 
(2.30b) 
(20 - A)h = S(Y - 0, 
J 
me(~/2-n%( y, .$; A) dy = 0, 
0 
/ ( 
3 Y, 6, A)124 < 00, 
0 
and is given by 
(2.31a) 
(2.31b) 
(2.31~) 
h(Y, E; A) = 
e-rlY-EI 
zr +( 
r + +-‘tY+o 
e-rYe-YE, (2.32a) 
2r(r-v) - r-v 
where v = - Vo/2 + a and 
r = + a2 + Voz/4 + iaRUo - X (2.32b) 
is the positive square root. Finally, the solution (cf. 2.19) reads 
(p = /o”g+( y, t)evoz/2 drimh(z, E; A)e-v0t/2f([) d[. (2.33) 
It still remains to state dmn S,. From (2.22) and (2.3Oa), 
dmnS, = (p E ZIG]+, 9’ absolutely continuous, 
do+ E X, jme -ay44Y) dy = 0). (2.34) 
0 
STABILITY OF BOUNDARY LAYER FLOWS 273 
The solution (2.33) may be written in terms of S,, since from (2.24a) and 
(2.31b) we have that 
= 
J 
"h(y,(; X)evo'~-~)/*f(~)d~ = (S, - X)-If. (2.35) 
0 
The resolvent for S, has thus been determined. The branch points in X of 
the Green’s function of the resolvent give the occurrence of the continuous 
spectrum u,(S,) [16, p. 2171. There is one branch point where r(h) = 0 in 
h( y, 5; A). So uC( S, ) lies along a half-line given parametrically by (Fig. 2): 
A, = cd* + a* + v-$4, O<o<co;A,=aRU,. (2.36) 
The theory of Huige [8] is based on the notion of the essential spectrum. 
What is needed is to identify that u,(S,M, M) = u,(S,) = u,(S,). ‘From 
Lemma 3, it follows that a,( S,) = a,( S,M, M), where S,M+ = &, m+ E 
dmn S,. Lemma 1 gives that u&S,) 2 a,( S,). From the criterion of Rota 
discussed earlier, u,(a,m, m) is given by the set of points where 
evOY/2~o(~-vOY/* m+) = +rn$~ = Am+ has solutions of the form + = eiwY. 
Then rng(d,m - Am) is not closed, so X E u=(+m, m). Rota proved further- 
more that the boundary conditions at 0 do not affect the essential spectrum. 
It is sensible then to speak of u,(S,M, M) and u,(S,M, M) = u,(o,m, m). 
Goldberg [20, p. 1631 proved that (for constant coefficient operators 1) when 
A E u,(l), then rng(l - A) is a proper dense subspace of l.Z2 [0, co) which 
means X E u,(l) - X E u,(l). Similarly, with Lemma 3, if A E u,(o,m, m), 
then mg(+m - Am) is a proper dense subspace of X. From Rota’s and 
Goldberg’s results we conclude A E a,( S, M, M) = A E a,( S, M, M). When 
this identification is made the powerful theory of spectral operators is 
available to ensure the validity of the spectral resolution of S,, and 
consequently of (S, M, M). 
FIGURE 2 
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THEOREM 2 [7, p. 34; 3, p. 2711. Let the operator S, in the Hilbert space 
X have its spectrum o(S) in a Jordan curve r. Denote the two “edges ” of I? 
by I’+ and I’-. Let $I and 9* be dense subspaces of x with the following three 
properties: 
(i) For f, E 9, f2 E 9*, there is a constant K( f,, f2) such that 
I(f&, - W’fi>l Q E(flPf,)Y (2.37a) 
for h 4 I?, d&(X, r) sufficiently small. 
(ii) For each f, E 9, f2 E q*, the limits 
R+Gb, fl, f2) = A%; (f29@, - W’fA (2.37b) 
R-o,, f,, f*) = pi (f2, (Sl - W’fl), (2.37~) 
exist for each point A,, E r, the limit being taken in a nontangential manner. 
(iii) There is a constant C depending only on S, such that 
A, f,, fz) - R-CL f,, fdl ds G Cllf,llllfill (2.38) 
for f, , f2 E X, s being the arclength on r. Then S, is a scalar spectral operator 
whose spectral resolution is given by the formula 
(f2, E(e)f,) = &/[R+(“, f,, f2) - R-(X, f,, f22>1 dh, (2*39a) e 
where E(e) is the spectral projection defined on the family of Bore1 sets 
e G a(S,M, M). 
Theorem 2 does not apply to S, directly since (S, - A)-’ is only defined 
on rng M c X. However, mg M is a closed subspace of X and we will 
verify the theorem with the following modifications. Let qM and (%I& be 
dense subspaces of rng M. Then let hypotheses (i) and (ii) hold for f, E 9, 
and f2 E 92. Let hypothesis (iii) hold for f,, f2 E mg M. Then the spectral 
resolution (2.39a) holds. 
For the operator S, in (2.21) the spectrum a(S,) = a(S,M, M) is identi- 
fied from the singularities in A in h( y, E; A) in (2.32). The operational 
counterpart of (2.39a) is 
S(y - [) = -~jr’(~,5;X)e~o(~-f”~dX, (2.39b) 
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where I” is a contour beginning at + cc, enclosing all poles and branch cuts 
and terminating at + cc [16, p. 2321. We have (2.39a) and hence (2.39b) 
when conditions (i)-(m) are satisfied. We proceed to a verification of these 
conditions for the model problem (2.6). 
Let X be as in (2.20) and let $8 = { + ] e- ‘oY/~$I E !?, [0, cc)}. Take %J = Ci)* 
={~~3CI~,(P’,m~~~}and~,=~~=mgMn~.Thenforf,,f,~ 
$Ji),, h E p(S,) = p(S,M, M), (S, - A)-’ is a bounded operator on mg M 
and 
(2.40a) 
by Schwarz’s inequality, where 
llfl12 = krne - YOYlf(Y)12 4, (2.40b) 
IKS, - VII = ~;F$(sl - W’fll/llfll). (2.40~) 
What is needed is that h(y, 5; A) is bounded in h. From (2.32a) the only 
singularities of h ( y, 5; X) in A can occur where the denominator vanishes. 
The candidates are the points where r(h) = 0, and r(X) = v. A considera- 
tion of lim rchj+O~(~9 E; A) and fimrchj+v h ( y, (; A) shows these limits to be 
finite. Thus condition (i) holds. It follows that uP(SIM, M) is empty since 
h( y, 5; A) has no poles, hence a(S,M, M) = u,(S,M, M) = a(&). We take 
I- = u,(S,M, 44). 
The verification of condition (ii) follows with the identification: if h, E I, 
then from (2.36), X, = tii + a2 + Va2/4 + iaRU,, for some nonnegative wO. 
Then lim,,x;r(A) = r(Ai) = -iw, and lim,,,&X) = r(X,) = iw, in 
(2.32a). The terms having r(X) in the exponent are bounded and conse- 
quently with the assumed conditions on fi and f2 the limits R+(h,, f,, f2) 
and R-(A,, f,, f2) exist. 
The third condition is the most involved. The structure of h(y, 5; X) in 
(2.32a) is examined in more detail. It follows that 
/ IR+h f,, f2) - R-6 fi, f2)l h r 
m co 
= 
J (I 0 0 
e-‘Oy’%(y)dyJom[~(~, 5; A+) - h(y, E; h-)11 
x e-hE/‘f,([) d5120 dw, (2.41a) 
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where 
h(y, (, x+) _ h(y, (, x-) = e’u(Y+) + ewiW(Yet) + (Y - io)f+++~) 
- 2iw 2io(v + iw) 
+( 
v + ia),-WY+0 eiwe-d e -ioye-v[ 
-- 
2io(v - iw) + v + i’w v-iiw ’ 
v = - V,/2 + a, (2.41b) 
and the arclength s is taken as A, in (2.27), so that ds = dX, = 2w do. 
When the terms in (2.41) are expanded they are one of three types: Either 
mF,(y)e*i”Ydy mF,([)e 
J 
ri0t d<idu, (2.42a) 
0 
or 
~ml~m(~)F,(y).““dy~w~,(2)ei”‘dZ(du, (2.42b) 
or 
where q(y) = e- “~J’/~fi(y),j = 1,2 and 4 E C,[O, co). 
By application first of Schwarz’s inequality, then of Parseval’s theorem 
for Fourier transforms to (2.42a, b); and noting that because f, E mg M, 
f, I nul M*, so the integral over 5 vanishes in (2.42c), it follows that 
/ 7R+h f,, f2) - R-b fd2)P~d~ Q W,llllf2ll~ 0 
so that (2.38) holds. The operator S, has a spectral resolution. It was shown 
that there are no singularities in the kernel of the resolvent (S, - A))‘. This 
was fortuitous, simply because of the boundary conditions imposed. In 
general spectral singularities may occur for values of X in the essential 
spectrum [8, 211. Huige [8] showed how the theory can be modified to 
handle the singularities. See also [9, p. 22581. 
It is interesting to note that since nul M* is spanned by ewaJ’, some 
disturbances may have a component proportional to eBcrY. However, if 
OL + Vo/2 > 0, then edeJ’ 0 X and nul M* n X is empty. For these wave 
numbers rng M = X, and so f,, f2 E X in hypotheses (i)-(iii). For wave 
numbers (Y > - F/,/2 (which includes, of course, the parallel case where 
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V0 = 0), the transformation (1.2) can be used to resolve the operator 
(L - AM); but when ct s - V,,/2, this transformation has not proved 
useful. For transformation (1.2) to be employed, the operator is analyzed in 
X, (see Theorem l), as is done on a finite interval [2, 41. It can be argued 
then that the analysis in X is more general than the analysis in X,. 
The circle of ideas is complete when the spectral resolution of (2.21) is 
accomplished. Now that it is clear that the transformations (2.17a) and 
(2.17~) are useful in the constant coefficient model (2.6), we return to the 
complete equations 
(L - AM)+ = f, (2.43) 
where L is given by (2.la). Again, the wall boundary conditions (2.6b) are 
assumed. 
The transformation (2.17a) leads to 
( -D2 + VD + a2 + iaRU - A)( + (V”D + iaRU”)+ = f, (244a) 
where 
(P = ~%Y, W(5) d5. (2&b) 
The kernel gt(y, ,$) is defined in (2.24). The transformation now employed 
is not (2.17c), but 
l(y) = X(y)&v/2) E X(y)p(“, (2.45) 
which is the same as (2.17~) when V(y) = V, as in the case of the 
asymptotic suction profile. Then 
( -D2 + a2 + (V(Y))~/~ + icvRU(y) - X)x + ~memcy) 
+ iaRU”(y)gt(y, <) eGE$q(C) dt = e-q. 
I 
(2.46a) 
The kernel is 
g’(Y7 5) = 
e-alY-tl - ,-a(Y+o 
2a 
- ye-NY+o , (2.46b) 
and the asymptotic behavior of the exponential is 
,m = o( ,WP) as[+ co. 
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so 
00 00 
J/l 0 0 
e-““P’(y)~(y, d)e”j2 dy& < cc 
and 
co ml 
JJ 
\e-W”(y)gt(y, ()eq*dydS < 09 
0 0 
when 
e- J(w~~( y) = O(l), asy + 00 
and 
e-fiW(y) = O(l), asy --) 00. 
(2.47a) 
(2.47b) 
(2.48a) 
(2.48b) 
This means that the two conditions (2.48) ensure that the integral 
operator in (2.46a) operating on x E f?,[O, co) is compact, in fact 
Hilbert-Schmidt. The physical interpretation of these conditions is also 
intereting. If U”(y) - c,e”~Y’* and V”(y) - c2e”oY/* as y + cc, the second 
derivatives of the velocity components decay “almost” as fast as the 
disturbance vorticity. For instance for the asymptotic suction profile it 
suffices to take V = V, = - 1, U = 1 - e-Y after appropriate scaling. So 
U”(y) = -e-J’, V”(y) = 0 and e’OJ’/* = e-Y/* showing that in this case 
U”( y ) decays “fast enough,” which is comforting. The velocity components 
themselves, U(y) and V(y) approach their freestream values exponentially, 
which is valuable for the spectral resolution, and also typifies the equation 
as a perturbation of a spectral operator. 
Instead of (2.20a, b) the space may be defined as 
X = {@le-S E C,[O, a)}, (2.49a) 
with the inner product for #, + E X 
~\I/A) = ime -‘““‘~(YmY) dY. (2.49b) 
The two spaces and inner products are the same when V(y) = V, as in 
the case of the asymptotic suction profile. As long as 1 V( y ) - V,l = o( 1) as 
y + cc, (2.20b) converges if and only if (2.49b) converges. Either definition 
may be used when V is a variable. In the actual calculation of the resolvent 
(T - A)-’ it is probably easier to use (2.49b). The question of whether the 
perturbed operator T = S, + P is a spectral operator has been the subject 
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of much previous research. When the coefficients of the perturbing operator 
are sufficiently small near infinity more can be said. 
Suppose A E p(S,) = p(S,M, M). Then (S, - X))’ exists and is 
bounded. Suppose also that X E u,(S’ + P) and in (2.21) set (S, - X){ = 
Z = -PC, so that 
z = -P(S, - A)-‘z. (2.50) 
Thus whenever X is an eigenvalue of (2.21), (2.50) has a solution. Even when 
A is not an eigenvalue of (2.21), the operator P(S, - A)-’ still has useful- 
ness when it is defined, especially if it is compact or even bounded. 
DEFINITION 3. Let L,, M be as in Definition 1. Suppose A is a linear 
operator such that dmn L, c dmn A c dmn M. Then A is said to be 
relatively compact with respect to (L,, M) ((L,, M) compact) if there exists 
a point p E p(L,, M) such that A(&, - PM)-’ is compact. In particular if 
p = 0, then A is (L,, M) compact if and only if dmn L, c dmn A and 
AL; ’ is compact. 
We note that if L, is invertible then (L,, M) compactness reduces to a 
standard definition [22, p. 2751. 
The following lemmas are easily proved. 
LEMMA 5. Let L, and M be as in Lemma 3. Then A( L, - AM)-’ is 
compact in X iff (AM-‘)(L,M-’ - A)-’ is compact in X. 
LEMMA 6. Let X,,,, be the Hilbert space in Theorem 1. Then A( L, - 
AM)-’ is compact in Xifand on& if(M-‘A)(M-‘L, - A)-’ is compact in 
%f* 
What is particularly germane to this study is that the essential spectrum 
of an operator is unchanged under relative compact perturbations [7]. Also, 
Balslev and Gamelin have given explicit conditions on the coefficients of the 
perturbing operator that ensure that the perturbation be relatively compact. 
THEOREM 3 [7, p. 7661. Let Lh be the maximal operator in C,[O, 00) 
corresponding to the differential expression (I,,+)(y) = Cy,,cj&)( y), cj con- 
stants, c, * 0. Let P be the maximal operator in !&[O, 00) corresponding to the 
differential expression 
n-1 
C Pj(Y)+(j)(Y), 
j=O 
where the pi are measurable. Then P is Lh compact if and only if 
pj E Ci,[O, CZJ) and :it l’+‘lpj(y)12dy = 0, 0 <j d n - 1. 
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The maximal operator is the differential expression with no boundary 
conditions at 0, so that dmn Lb = (+ E C,[O, cc): +(j) exist and are locally 
absolutely continuous 0 Q j G n - 1 and /a+ E C,[O, 0~))). Also the pi(y) 
are taken to be locally square integrable. Furthermore, these authors go on 
to prove that dmn Lb = dmn( Lb + P) and a,( Lb) = u,(L; + P). When 
Theorem 3 is applied to the modified Orr-Sommerfeld equation (2.1), the 
conditions on U(y) and V(y) become: The perturbation A is relatively 
compact with respect to (L,, M) if L, is invertible and 
!%.l 
‘+‘I U y - U 2 dy = lim jr+‘] U”(Y)]~ dy = 0, (2Sla) 
( ) O’ t+m t 
2dy = lim lf+‘]V”(y)]2 u” = 0, (2.51b) ,~oO 
t 
so that u,(L,, M) = a,( L, M). Thus, for example, for the asymptotic 
suction profile, Lo is invertible and 
U(y) = U,(l - epy), v”(y) = - Uoepy, (2.52a) 
w9 = v,, V”(y) = 0. (2.52b) 
Clearly (2.51b) is satisfied and 
pJ+‘lu”(r)l”dy = )g+‘Iu(y) - Uo(2 
= ,\: 1 Uo12[t+‘e-2yd! = 0. (2.52~) 
The approach of the velocity profile to its free stream value at an exponen- 
tial rate is significant. Singular (2n)th order eigenvalue problems on [0, cc) 
have been investigated by Funtakov [17, 181, who proved that when the 
coefficients in Theorem 3 decrease exponentially so that eeY]Pj( y) ( Q k, for 
some E > 0 and y sufficiently large, then the number of eigenvalues for the 
problem + (2n) + P+ = A+ is finite when the term one derivative lower than 
the highest derivative is missing from P. This is satisfied in problem (2.1) 
when V(y) = 0 which is typical of parallel boundary layers. Pavlov [23, 241 
proved for n = 1 (where P+ = po+), that if the coefficient p. satisfies 
e’fi ]po(y) ] G k, for some E > 0 the finiteness of the point spectrum also 
holds. He proved that this result is sharp in that e”Y@]p,( r)] < k, only 
assures finiteness of the point spectrum if j3 >, l/2, citing a counterexample. 
Several conclusions may be drawn about the transformed equation (2.46a), 
defined on e,[O, cc). The integral term has already been discussed, and is a 
compact operator. Since a compact operator is relatively compact it poses 
no difficulties. Moreover, [V(y)12/4 + V2/4 and U(y) -+ U, as y -+ cc, 
both at an exponential rate so the equation has only a finite number of 
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eigenvalues and its continuous spectrum is given by that of the limiting 
equation (2.18), which was analyzed in detail earlier. The same observations 
will hold for any boundary layer flow, that is, when the disturbance 
equation is written as a vorticity equation. Consequently (Lemma 3), if the 
equation for + is solved it too will have only a finite number of eigenvalues 
when l = m+ is required to decay sufficiently fast at infinity. This will be 
true whether either of transformations (2.20) or (2.49) is used. Among the 
eigenvalues are the unstable ones. The continuous spectrum contributes to 
the completeness, but does not reflect any instability. In fact, the foregoing 
analysis holds for all R and (Y. 
A justification of the spectral resolution of the perturbed operator might 
proceed along lines initiated by Friedrichs and employed by Schwartz [21] 
and Huige [8], who studied the resolvent of the perturbing operator Tin the 
(2n th) order case. The idea is to write the perturbing operator P as 
P = P,P,. Then using R, = (S, - X)-’ and R’, = (T - A)-’ one proves 
that 
Ri = R, - R,P,(I + P,RAP,)-‘P,Rx (2.53) 
has meaning. Furthermore, Huige [8, p, 461 points out that I + P,R,,P, has 
a bounded inverse, except possibly at a finite set of points, when eeYpj( y ) E 
&[O, 00) for some E > 0, where pj( y) are the coefficients of the perturbing 
differential operator. That is, exponential decay of the coefficients to their 
free stream value ensures the validity of the expansion. For the asymptotic 
suction profile (2.36a, b) e”Ypi( y) E C,[O, 00) for 0 < E < 1. Stated as a 
theorem these results read: 
THEOREM 4 [cf. 8, p. 471. Let T = S, + P be the operators in (2.21) where 
TM = L, with the coefficients of L satisfying the conditions (2.2) and (2.51), 
and such that 
lim 1 U”(y)]e-Y(y) < co, lim 1 V”(y)ledy(Y) < cc. (2.54) 
Y-+W Y-m 
The domain of M is given by (2.5) or (2.23b). With the conditions on the 
coefficients, Theorem 3 allows dmn T = dmn S, as given by (2.22) and 
Theorem 3 and Lemma 3 together give dmn S,M = dmn L. We also have 
the relationships u,(T) = u,(L, M) = u,(S,M, M) = u,(S,), by virtue of 
those previous results. 
Suppose also that 
6) (U(Y) - U,), (V(Y) - V,), V’(Y) ad V’(Y) (2.55) 
are all Lebesgue integrable on [0, oo), 
(ii) For X E u,(T), I + A,R,A, has a bounded inverse except at a 
finite set of points G. 
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Then T has a spectral resolution E(e) defined on the family of Bore1 
subsets e of u,(T) whose closures are disjoint from G. 
The details of a proof of Theorem 4 could be carried out along the lines 
of the analogous theorem of Huige. However such a proof is not construc- 
tive in that the resolvents are not determined explicitly as in the verification 
of Theorem 2. It is more instructive, in this author’s view, to examine special 
cases where Theorem 4 might apply, such as to broken line profiles where 
the resolvent R’, can be calculated. In any case, the results of Theorem 2 
and Theorem 4 (when proved), hold for operators defined on the range of 
M. In practice one would find the spectral resolution of T for f E X. Then 
one applies M- ’ as in (2.19), when M- ’ exists, or if not, as in the case of 
wall boundary layers, one applies MT, for f E rng M as in (2.33). There is 
no loss of information, for when mg M * X, in which case X = mg it4 @ 
nul M*, nul M* is spanned only by e -ay. In the section to follow M- ’ does 
exist and the computations are more straightforward. 
3. NEARLY PARALLEL FLOWS ON (-co,m) 
To improve the prediction of instabilities in jets, shear layers and other 
“spreading” boundary layers, the equation sometimes used is the modified 
Orr-Sommerfeld equation (2.1), [14], where dmn L c dmn M c 
&( - co, cc). The inner product is for 4, $ E C,( - 00, co), 
(3.0 
As in Section 2, the governing equation is put in the form (2.3). For these 
flows, the operator L, is no longer a uniformly constant coefficient differen- 
tial operator, but takes the form 
L&J = lo+ = ( -II2 + V,sgn(y)D + a2 + iaRa(y))(-D2 + a’)#, 
$ E dmn L,. (3.2) 
It is assumed that as in (2.2~) 
lim U”(y) = ,,tFo V’(y) = 0. 
lyl+m 
(3.3a) 
Conditions (2.2a, b) separate into two distinct cases. 
Case (a). The symmetrical case of a jet. It is required in (2.la) that U, V 
satisfy 
lim U(y) = U,, lim V(y)= +V,, (3.3b) 
y+*m y-+00 
U, > 0, V, < 0, so that in (3.2), o(y) = U,. With no loss of physical 
generality we take U, = 0. 
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Case (b). The antisymmetrical case of a shear layer. It is required in 
(2.la) that 
lim U(y)= *U,, lim V(y) = *V,, (3.3c) 
y++cc y+-tCC 
U, > 0, V, G 0, so that in (3.2), o(y) = U&n(y). Here it is explicitly 
required that U, * 0. 
We set the domains of L, and M similar to (2.4) (2.5): 
dmn L, = ($ E C, ( - 00, co)1 Cp, +‘, +“, (p “’ absolutely continuous, 
I,@ E f&(-w+? (3.4a) 
dmnM=(++(- cc, cc)l+, 9’ absolutely continuous, 
m+ E q- @J,=+). (3.4b) 
(a) The Symmetrical Jet 
It is not difficult to see that case (a) can be reduced to the semi-infinite 
interval [0, co) with boundary conditions such as 
qqo) = qY’(0) = 0 (odd solutions), 
or qY(0) = + “’ (0) = 0 (even solutions). 
This type of problem was treated in the last section. It is not necessary then 
to examine its spectral problem in detail to discover that the same phenom- 
ena will arise. We concentrate on even solutions, since it is those which lose 
stability soonest. 
As in Section 2, a new Hilbert space is introduced, nominally the same 
space (2.20). The main difference in this case is that the domain of M is now 
dmn M = (+ E C, [0, cc) : +, +’ absolutely continuous, 
m$ E C,[O, m>, G’(O) = O}. (3.5) 
Then M-’ is an integral operator as in (2.24) and (2.44b) but here 
dY? 5) = 
e-dY-Il + ,-Mu+0 
2a . (3.6) 
It also happens that for S,,, as defined in (2.16), dmn S, = dmn M and 
since S, and M have constant coefficients S,,M = MS,. The same sequence 
of steps outlined in Section 2 gives the solution here as in (2.19), (2.33): 
@(Y) = M-w - Wf(Y) 
= img(y, r)e~z~2dr~“h(r, [; h)e-“ol/‘f(E) d[, (3.7) 
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where the kernel h ( y, 4; A) satisfies 
(So - h)h = (-02 + a2 + q/4 - X)h = S(y - t> (3.8a) 
with 
(3.8b) 
(3.8~) 
and is given by 
h(Y, t; A) = @(y)e-‘I/W, y < t 
= @(t)epry/W, y > 5, (3.9a) 
where 
Q(y) = (r - V0/2)erY + (r + b/2)e-‘Y (3.9b) 
w= -r(2r - v,), (3.9c) 
and 
r= + vo/4+a \/2 (3.9d) 
is the positive square root. 
One observes that so as defined in (3.8) is a self adjoint operator in 
C,[O, cc) since (i) only even derivatives occur in (3.8a), (ii) the coefficients 
are constant and real (iii) the (separated) boundary condition (3.8b) is real. 
The spectrum lies along the half-line, {A E W: X > a2 + Vz/4}. Conse- 
quently S, is self-adjoint in X, with the same spectrum. It is well known 
that a self-adjoint operator is a spectral operator so no further expansion of 
(3.7) is necessary. The stability problem for the symmetric jet may thus be 
viewed as a relatively compact perturbation of a self-adjoint operator when 
the coefficients U(y) and V(y) satisfy the conditions outlined in Theorem 
4. The prototype of this problem is the Bickley jet [25, p. 2541 for which 
U(y) = sech2y, V(y) = - 2(tanh y - 2y se&y). The conditions (2.2) and 
(2.51) hold as do (2.54) and eeJ’pj(y) E C,[O, oc), when 0 < E < 2. 
(b) The Shear Layer 
Since Lo has only piecewise constant coefficients, it must be examined 
carefully to determine if its spectral resolution is indeed “explicit.” From 
the example in Section 2, it is to be anticipated that some further modifica- 
tions of the operator may be necessary. We begin to search for eigenvalues 
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of the problem 
&I+ = xJ@J, (3.10) 
where in (3.2) o(y) = U&n y. On y > 0, assume + = @J’, then the result- 
ing auxiliary equation is (2.7) so that admissible values of p are &cw, and 
p,,* given in (2.8). On y G 0, assume $I = eyY and the result is y = fa, yl.* 
given by (2.14) with h replacing x. So 
$3 = c,eplY + c2es2y + c3eCuy, y>o 
= d,e71Y + dZe7zY + d3eay, .Y<o (3.11) 
is a function in C,( - cc, co), when 
ReP, < 0, Rep, < 0, ROY, > 0, Re y2 > 0. (3.12) 
To be a solution to (3.10) however, (3.11) must satisfy +, $‘, +“, C#J “’ all 
continuous at y = 0. (Note that +t4) will have a discontinuity at y = 0.) Thus 
these four conditions lead to an underdetermined system of equations for 
the constants in (3.11) leaving two arbitrary. This is region @ in Fig. 3, 
where the multiplicity of the point spectrum is 2. In regions @ and @ 
where one of the inequalities in (3.12) does not hold the multiplicity is 1, as 
in Section 2. Outside both parabolas is the resolvent set. We see that the 
continuous spectrum is quite complicated, being the union of the two 
parabolas. 
FIGURE 3 
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Rather than examine this problem further, as before we proceed to find 
what modification to L is necessary. Consider the nonhomogeneous equa- 
tion (L - AM)+ = f, and set { = M$. It suffices to take M-’ such that 
where 
+(Y) = @-‘l)(y) = Jrn gb, 5)3(t) d5, 
--oo 
(3.13a) 
g(y, () = ‘-;;-(’ . (3.13b) 
The resulting equation looks like (244a): 
( -D2 + VD + a* + iaRU - X)q + (V”D + iaRU”)cp = f, (3.14a) 
but is different since M- ’ exists. Symbolically, 
(S-A){=f. (3.14b) 
Transformation (2.45) is again employed so that the resulting equation is 
similar to (2.46a) 
( -D2 + a2 + (V(y))*/4 + iaRU(y) - X)x 
+iaRu’(y)g(y, t)]e fic)x(.$) d[ = e-y. (3.15a) 
Symbolically, 
(S - h)x = e-q. (3.15b) 
The conditions for the integral operator to be a compact (Hilbert-Schmidt) 
perturbation are 
e-fiY)V”(y) = O(1) asy + *cc, (3.16a) 
e- “(y)U”( y) = 0( 1) asy-, +a. (3.16b) 
The free stream equation to be solved is 
(3, - A)x = (- D2 + a* + V,2/4 + iaRU,sgn y - A)x = e- ff 
(3.17) 
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and its solution is 
so that 
x = (So - A)-‘e-V 
+ = M-‘[eq30 - A)-‘e-q = MP(S, - x)-y. 
The resolvent (S, - A)-’ is an integral operator such that 
(S, - W’.#IY) = /_m_e Cy)- wl( y, 5; X)f( 5) d[, 
whose kernel is 
Q,(y) = 2resY, Y<O 
= (r - s)epry + (r + s)ery, y ’ 0, 
Q,(y) = (-r + s)esy + (r + s)eesy, Y<O 
= 2sepry, y ’ 0, 
W = 4rs(r + s), 
and 
r = + a2 + iaRt!J, + Vo2/4 - A, 
s=+ a2 - iaRU, + Vo2/4 - A 
are taken as positive square roots. 
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(3.18) 
(3.19) 
(3.20) 
(3.21a) 
(3.21b) 
(3.21~) 
(3.22a) 
(3.22b) 
(3.22~) 
The function-space formulation of the problem is therefore as follows: 
Let X = {+I e- “+ E C,( - cc, co)} and let the inner product on X be for 
$9 1c, E x, 
(3.23) 
The operator equation is changed to read as in (2.21) 
T{= (S, + I-‘){ =f, (3.24) 
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where T is given by (3.14a), and 
dmn T = dmn Si = {S E Xl, 5, S’ absolutely continuous, q,[ E x>. 
(3.25) 
It suffices to show that S, is a spectral operator, since T is a relatively 
compact perturbation of S, in X. It is necessary to show that Theorem 2 of 
Section 2 applies to_ S,. The hypotheses (i)-(iii) are examined in turn. 
Let 4 = {+le-” E C,(-co,m)}. Take 9 = 6iJ* = Xn 33. Then for 
f,, f2 E 9, h E p( S,), (S, - A)- ’ is a bounded operator on X and 
by Schwarz’s inequality, where 
Ilf II2 = /_mme -2qf(y)l*dy. 
To determine the behavior of h( y, 4; A) near the essential spectrum, observe 
that the only singularities of (3.21) can occur where W = 0. That is, 
r(A) = 0, s(h) = 0 or r(h) + s(X) = 0. However, when r(X) + 0, 0, + 0 
in such a way that the limit of h(y, E, A) is finite. Likewise, when s(A) + 0, 
a, + 0 in such a way that the limit of h( y, 5; A) is finite. Furthermore, 
r(A) + s(X) never vanishes since U, * 0 and r(X) and s(X) do not vanish 
simultaneously. Consequently h(y, 5; A) is bounded in X and hypothesis (i) 
is satisfied. Note that a,(&) is empty. 
To verify hypothesis (ii), we need to identify the essential spectrum of S,. 
The branch points in h(y, 5; A) occur where r(X) = 0 and s(X) = 0. The 
essential spectrum is the union of the two parallel half-lines given paramet- 
rically by 
A, = cd* + a* + Vt/4, -cc~w~co, (3.26a) 
Ai = -aR&, -oc<w<o 
= aRU,, o<o<co. (3.26b) 
Let l? = a,( S,). The proposed path of integration is shown in Fig. 4. 
The limits 
R+@o, fi, fi) = hty+ (f29 0, - A)-‘f,), 
R-&7 f,, f2) = $3; 027 6 - A)-‘fi) 
STABILITY OF BOUNDARY LAYER FLOWS 289 
C?RlJ,,' C 
a2 +vi14 
FIGURE 4 
are evaluated using A, = ~0’ + a2 + 1/,/4 f icuR& for w,, >< 0. Then 
lim,,,&X) = r(Xi) = -it+, lim,,+-(A) = t(&J = iwo, limh++;s(A) 
= s(hi) = itoo, lim h+&S@) = 4&j) = - iw,. With the same reasomng as 
in Section 2, it follows that the limits R+ and R- exist. 
The verification of hypothesis (iii) involves the calculations of 
/ 
00 
= 
--Dt ,lJ 
00 
e-Y’q2(y)dy 
-CO 
X j” [hb, 5; A+) - h(y, 5; A-)le-%,(I) 42w dw, 
-m 
(3.27) 
where h(y, <; A’) and h(y, 5; A-) are determined by (3.21). The steps of 
this calculation are not in principle different from those of (2.41) and (2.42) 
where Schwarz’s inequality and Parseval’s theorem were invoked. The same 
tools used here ensure that Theorem 2 is again applicable. 
The spectral resolution of the perturbed operator T = S, + f follows 
with restrictions on the coefficients of P similar to those of Theorem 4. The 
resolvents needed are 
R, = (S, - A)-’ and R’, = (T - A)-‘. (3.28) 
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THEOREM 5. Let T = S, + P be the operators in (3.18) where TM = L, 
with the coefficients of L satisfying (3.3~) and (3.3c), and such that (2.54) 
holds as (y ) + 00. Suppose also that 
6) (U(Y) - VI>, (V(Y) - F/b), U’(Y) and J?Y), (3.29) 
all Lebesgue integrable and Lebesgue square integrable on (- CO, CO), 
(ii) Given the operators P, and P2 as defined in (2.53), for X E u,(T), 
I + P,R,P, has a bounded inverse except at a finite set of points G. 
Then T has a spectral resolution E(e) defined on the family of Bore1 
subsets e of u,(T) whose closures are disjoint from G. 
There are two commonly used prototypes for shear layers. When V( y ) = 0, 
i.e., parallel flow, it has been the practice of some authors to take U(y) = 
tanh y. There is no consistent reason for this choice. However, it is 
computationally simple to work with. It does not satisfy the boundary layer 
equations and extensions to nonparallel effects are thereby in doubt. A 
more complicated but consistent profile is a similarity solution of the 
boundary layer equations, which is only given numerically [14, p. 87; 25, p. 
2521. However, for the purpose of this discussion it is sufficient to know that 
for this profile 
IVY) - w - WY2/2Y asy + +oo, (3.30a) 
1 U(y) + U,( - K*8eSY asy-, -00, (3.30b) 
1 V(y) - V,l - K,e-Y* asy --) +co, (3.3Oc) 
IV(Y) + w - K2(8y - l)esv asy 3 -00, (3.30d) 
where 6 = 2 1 V,] and IC, and K* may be chosen independent of y. Then the 
condition that Z + P,R,P, has a bounded inverse except at a finite number 
of points & will be satisfied. This is because with the factorization P = P, P2, 
pj( y)e”lJ’l E C,( - cc, cc) for 0 -C E < 21 V,l, and conditions (2.54) will hold 
as (y] --) cc. 
4. THE EKMAN BOUNDARY LAYER 
The Ekman boundary layer occurs in theories of Geophysical Fluid 
Dynamics. Its linearized instability was first discussed by Lilly [26]. The 
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equations solved are a system corresponding to (1. l), where 
(02 - a’)’ + iaR(V(-D2 + a’) + V”) 20 
i 
X 
20 + iaRU’ -D + a2 + iaRV 
9 + E dmn L, (4.la) 
-D2 + a2 
0 
+EdmnM. (4.lb) 
It is customary to use z as the independent variable, which we shall do, with 
0 < z < 03. The coefficients are 
u(z) = U,(COS& - e-‘cos(z + E)), (4.2a) 
V(z) = U,(-sin& + e-‘sin(z + E)), (4.2b) 
where E is a parameter. Thus conditions (2.2) hold and in addition 
lim U’(z) = 0. (4.2~) 
z+m 
The analysis here, though potentially lengthy, is straightforward since the 
“free stream” problem does not involve the derivative one lower than the 
highest. Thus the perturbation equation (L, + A)$J = XM#I need not be 
modified when we take 
( -D2 + a2 + iaRVo)(-D’ + a’) 20 
L,c$ = I& = X 
20 -D2 + a2 + icuR& 
3 + E dmn L,, (4.3) 
where V, = - U,sin E. Consequently, V, may be positive or negative. Let the 
Hilbert space be 3c = C,[O, cc)xC,[O, 00) with inner product 
(4.4) 
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We have that 
where A,, are those functions having a (n - 1)st absolutely continuous 
derivative. The boundary conditions B,, B,, B in (4.5a, b) are 
+do) = 03 = +2(o) = 0 (no slip). (4.6) 
There is a second Ekman boundary layer solution for “wind-driven” 
flows. It is given by (U, = 0), 
U(y) = U,e-‘cos(z + E), (4.7a) 
V(Y) = - U,e-‘sin( z + E), (4.7b) 
and the boundary conditions B,, B,, B are now 
MO = #lw> = M-9 = 0 (wind driven). (4.8) 
With boundary conditions (4.6) or (4.8), M is positive self-adjoint. 
By the criterion of Rota, the essential spectrum (and hence continuous 
spectrum) of (L,, M) is given by solutions of 
r,+ = Am+ (4.9) 
Cl 
of the form (p = c2 
i 1 
erwr. If we substitute this into (4.9) we find that 
solutions exist if and only if 
(w’ + a2)(cd2 + a* + icrRV~ - A)* + 402 = 0. (4.10) 
Thus the continuous spectrum is given parametrically by 
A, = w2 + a2, 
hi = aRVo + 2w(w2 + a2)-1’2, --oo<o-=oo. (4.11) 
This curve is shown in Fig. 5. 
The resolvent operator 
R, = (L, - AM)-’ (4.12) 
is a matrix integral operator whose kernel G(z, 4; A) satisfies, 
(I,,, - XM)G = S(z - .$)I, (4.13a) 
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FIG. 5. The continuous spectrum for the JZkman boundary layer. 
i.e., 
and appropriate boundary conditions. 
The actual calculation of the resolvent is formidable computationally. For 
the particular but typical case X = V, = 0 (- 1 G z Q 1) it has been com- 
puted in another context [27]. In this more general case, one observes that 
when (4.9) has solutions of the form C#B = Cl 
( i 
c2 e” and Re(r) * 0, there are 
three roots 5, with Re(q) > 0, j = 1, 2, 3, and -5 are also roots. This is 
sufficient for the construction of R,, since there are three conditions to be 
satisfied at z = 0, and e-5’ E C,[O, co). It is not difficult to show by direct 
substitution that with either (4.6) or (4.8), u,(L,, M) is empty. The adjoint 
equation can also be derived. It is given by 
L,*$ = r,*q!J = 
(-D* + a* - iaR@(-D* + a’) -20 
X 
-20 -D* + a* - iaRVb 
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using the inner product (4.4). The boundary conditions turn out to be the 
same, that is, either (4.6) or (4.8). Again, by direct substitution, it follows 
that the point spectrum I+,(,!$, M) is empty as well. On the basis of the 
Corollary to Lemma 2 m Section 2, one concludes that the residual 
spectrum q( La, M) is also empty. Consequently, in Fig. 5, the complement 
of the essential (continuous) spectrum is the resolvent set. The continuous 
spectrum divides the resolvent set into two unbounded components. 
The spectral resolution in accordance with Theorem 2 is performed in the 
following manner. The identity used is (see proof of Lemma 4) 
(L, - AM)-‘M = (M-‘L, - A)-‘. 
The modified version of Theorem 2 is stated as 
(4.14) 
THEOREM 6. Let L, and M be operators (as in Lemma 4) in the Hilbert 
space X with spectrum a(L,, M) in a Jordan curve lY. Denote the two 
“edges” of T by I’+ and T-. Let 9 and q* be dense subspaces of x, with the 
following three properties: 
(i) For f, E 9, f2 E ‘%*, th ere is a constant K depending on f, and f2 
such that 
(fz, (M-‘h, - A)-‘f,) d K (4.15) 
for X 4 r, dist(X, I’) sufficiently small. 
(ii) For each f, E ‘iI, f2 E q*, the limits 
R+(hp f,, f*) = hlj-$ (f*, @-‘Lo - V’fA (4.16a) 
R-(&v f,, fi) = >iy; (fi, (M-‘Lo - Vfd (4.16b) 
exist for each point A, E T, the limit being taken in a nontangential manner. 
(iii) There is a constant C depending only on L, and M such that 
/ , o(Lo M,IR+(L f,, f*) - R-& fi, fdl ch G cllfillllf*ll (4.17) 
forf,, fi E %4, s being the arclength on I’. Then (L,, M) is a scalar spectral 
operator whose spectral resolution is given by the formula 
(f2, E(e)f,) = s/[B+(& fi, fi) - B-(X, ft, fzt;>l dX, (4.18) 
e 
where E(e) is the spectral projection defined on the family of Bore1 sets 
e C a(&, M). 
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The operational counterpart of (4.18) is 
--a(~ - [)I= &&,mtG(z, 5; A) dX, 
where I’ as before is a contour beginning at + cc enclosing all poles and 
branch cuts and terminating at + cc. The operator m = mt is defined in 
(4. lb). 
The spectral resolution of L = L, + A (with respect to M) is formally the 
same as in Theorem 4 when the following identifications are made 
R’, = (L, + A - AM)-’ = R, - R,A,(Z + A,RhA,)-‘A,Rh. 
(4.20) 
Here R, is given by (4.12) and A = A,A, is a particular factorization of the 
perturbation. The coefficients of A are all Lebesgue integrable on [0, 00). In 
fact, since they all have exponential decay at infinity, eflZyii(z) E e,[O, cc) 
for 0 c p -C 1, where aij are the perturbations. These conditions ensure that 
Z + A,RxA, has a bounded inverse except at a finite set of points. It would 
be unnecessarily repetitious to state an expansion theorem for (L, M), since 
it is formally the same as Theorem 4. However, the problem itself is of 
independent interest mathematically, because of the structure of the essen- 
tial spectrum of the operator. 
5. CONCLUDING REMARKS 
It has been indicated how most of the linearized stability problems for 
boundary layer flows when posed in the form (1.1) may be resolved by 
integration over the spectrum of the operator L. An overall perturbation 
method was employed using two different approaches to the generalized 
spectral problem as outlined by Kato [ 12, p. 4161. Section 2 took one such 
approach, Section 3 made a variation on the first approach, and Section 4 
took a second approach. That is, in Section 2 the problem was, in effect, 
transformed to 
LM- ‘[ = iI{, S=MCp. (5.1) 
However, because M- ’ does not exist for wall boundary layers, the gener- 
alized inverse MT was employed. In Section 3, the problems for the jet and 
the shear layers were posed in the form of (5.1). For these flows, which are 
completely unbounded, M- ’ does exist. For each of the flows considered in 
Sections 2 and 3, a weighted Hilbert space was introduced. This is analo- 
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gous to a technique used by Sattinger [28] in a study of the stability of 
travelling waves. Finally, in Section 4, for the,Ekman layer, the generalized 
resolvent (L - AM)- ’ was used; this was possible because the problem 
iPI- ‘L@ = Ac#l (5 4 
was defined as well. It is also possible to resolve the Ekman problem by 
transformation (5.1). 
It is significant that the continuous or essential spectrum always lies in 
the “stable” half-plane. Thus instabilities are only indicated by one or more 
of the (finite) number of eigenvalues which may occur. The purpose here 
was to indicate ways in which those problems with transverse component at 
infinity might be shown to be well posed in the sense of having complete 
eigenfunction expansions. 
There are other problems in the linearized stability of unbounded flows 
for which these techniques would no doubt be useful. The problem of the 
stability of the stratified jet [29] and the stratified shear layer [30] are matrix 
differential operator eigenvalue problems [3 11. 
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