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Abstract 
 
Light can generate forces on matter. The nature of these forces is electromagnetic force, or 
Lorentz force. The emergence and rapid progress of nanotechnology provided an 
unprecedented platform where the very feeble optical forces began to play significant roles. 
The interactions between light and matter in nanoscale has been the focus of almost a 
decade of active theoretical and experimental investigations, which are still ongoing and 
constitute a whole new burgeoning branch of nanotechnology, nano-optomechanical 
systems (NOMS).  
In such context, the general goal of my research is to generate, enhance and control 
optical forces on silicon photonics platforms, with a focus on developing new 
functionalities and demonstrating novel effects, which will potentially lead to a new class 
of silicon photonic devices for a broad spectrum of applications.  
In this dissertation, the concept of optical force and the general background of the 
NOMS research area are first introduced. The general goal of the silicon photonics research 
area and the research presented in this dissertation is then described. Subsequently, the 
fundamental theory for optical force is summarized. The different methods to calculate 
optical forces are enumerated and briefly reviewed.  
Integrated hybrid plasmonic waveguide (HPWG) devices have been successfully 
fabricated and the enhanced optical forces experimentally measured for the first time. All-
optical amplification of RF signals has been successfully demonstrated. The optical force 
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generated by one laser is used to mechanically change the optical path and hence the output 
power of another laser. In addition, completely optically tunable mechanical nonlinear 
behavior has been demonstrated for the first time and systematically studied. 
Optomechanical photon shuttling between photonic cavities has been demonstrated with a 
“photon see-saw” device. This photon see-saw is a novel multicavity optomechanical 
device which consists of two photonic crystal nanocavities, one on each side of it. Pumping 
photons into one cavity excites torsional optomechanical self-oscillation, which shuttles 
photons to the other empty cavity during every oscillation cycle in a well-regulated fashion.  
Last but not least, the effort made to develop reliable fabrication processes for 
NOMS devices is summarized.  
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Chapter 1. Introduction 
 
1.1. Optical Force 
Light can generate forces on matter. The nature of these forces is electromagnetic force, or 
Lorentz force. They originate from the forces exerted on the charges (electrons and nuclei) 
that constitute the matter by the electric and magnetic fields in light. Optical forces may 
manifest themselves in drastically different ways, including (but not limited to) pushing, 
pulling, squeezing or expanding, determined by the particular interactions between light 
and matter. Consequently, in different contexts and situations, different terminologies for 
optical forces are used, including gradient force, optical dipole force, and, perhaps the most 
commonly known, radiation pressure.  
 
1.2. Background of the NOMS Research Area 
Although the first conception of radiation pressure dates back to as early as 1619, when 
Johannes Kepler attempted to explain the observation that a tail of a comet always points 
away from the sun [1], it was not until late 1980s that optical force found its first remarkable 
and widespread application – optical tweezers [2]. Experimentally demonstrated and 
reported by A. Ashkin et al. in 1986 for the first time [3], optical tweezers use optical forces 
to trap and manipulate biological cells or mesoscale particles micron or nanometer sized. 
From then on, the emergence and rapid progress of nanotechnology provided an 
unprecedented platform where the very feeble optical forces began to play significant roles. 
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On one hand, nanoscale structures can be engineered to tightly confine light near or below 
the diffraction limit, which greatly enhances the light field, hence the optical force. On the 
other hand, nanoscale objects possess small mass and generally low structural rigidity, 
therefore can be easily moved or deformed by the optical forces. Conversely, the motion 
or deformation of these nanoscale objects can change the propagation and/or frequency of 
light.  
In 2005, the interactions between the light field inside a Fabry-Perot (F-P) cavity 
and a movable cavity mirror predicted in V. B. Braginsky et al.’s theoretical work [4], [5] 
were experimentally observed and reported for the first time by T. J. Kippenberg et al. [6], 
[7]. Instead of an F-P cavity, this experiment was conducted with a micro-toroid ultrahigh 
quality factor (Q) optical cavity accessed by a fiber taper, which turned out to be an 
excellent experimental platform for cavity optomechanics [8]–[10]. The circulating light 
field inside the micro-toroid cavity exerts distributed optical force that tends to expand the 
toroid. The resonance frequency of the micro-toroid cavity red-shifts when the 
circumference of the toroid increases, leading to change of the intracavity light field. Due 
to the ultrahigh resonator Q, the change of the intracavity light field, hence that of the 
optical force, is delayed from the mechanical deformation. These dynamical interactions 
[9] modify the effective spring constant and damping coefficient of the mechanical mode, 
resulting in intriguing phenomena such as optical spring and optomechanical heating (also 
known as amplification) [7] and cooling [11], [12] of the Brownian motion.  
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The aforementioned breakthrough was followed immediately by almost a decade 
of active theoretical and experimental investigations up to now, which are still ongoing and 
constitute a whole new burgeoning branch of nanotechnology, nano-optomechanical 
systems (NOMS). Although the research scope of NOMS is now much wider than that of 
cavity optomechanics, the latter has always been the most important part of NOMS so far. 
The major experimental milestones in the development of NOMS should include the 
following, sorted by the time of their publication in peer reviewed journals.  
In 2005 and 2006, cavity optomechanical heating (or amplification) and cooling 
were demonstrated, respectively, in silica micro-toroid optical cavities [7], [11]. Also in 
2006, the same phenomena were demonstrated in an F-P cavity with a microscale movable 
mirror [13], [14].  
In 2008, two more NOMS experimental platforms were proposed and implemented. 
One is a high-finesse optical F-P cavity with a silicon nitride micromechanical membrane 
inside, which is parallel to the cavity mirrors and of nanoscale thickness [15]. The other is 
nanoscale suspended silicon photonics waveguides fabricated on silicon on insulator (SOI) 
wafers [16]. The former platform is implemented with high quality free-space optics, while 
the latter is completely integrated on a SOI chip.  
In 2009, three more NOMS experimental platforms were proposed and 
implemented. One is the “zipper” cavities, which consist of a pair of specially patterned 
nanoscale silicon beams to support co-localized photon and phonon modes that realize 
large per-photon optical forces [17]. Another is optomechanical crystals, which are one-
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dimensional (1D) nanoscale periodic suspended silicon structures, whose photonic and 
phononic band gaps and defects are engineered to support co-localized photon and phonon 
modes that strongly interact [18]. The third is vertically stacked silicon nitride double disk 
resonators, whose optical response can be efficiently statically controlled using attractive 
and repulsive optical forces [19].  
In 2009, tunable attractive and repulsive optical forces exerted on two coupled 
parallel nanoscale optical waveguides were demonstrated on an integrated silicon 
photonics platform [20].  
In 2010, the tunable nonlinear optomechanical coupling in a low-loss system, which 
consists of an F-P cavity with a membrane of nanoscale thickness inside, was 
systematically explored [21].  
In 2010 and 2011, optomechanically induced transparency (OMIT) was 
demonstrated with a micro-toroid [22] and an optomechanical crystal [23], respectively.  
In 2011, laser cooling of a nanomechanical oscillator into its quantum ground state 
was achieved in an optomechanical crystal device [12]. 
In 2011, a non-volatile mechanical memory element fully integrated on an SOI chip 
was demonstrated, in which bits are written and reset by using optomechanical backaction 
[24]. The bistability (buckling up or buckling down) of a suspended silicon nano-beam 
with compressive stress is used to represent “0” or “1”. 
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In 2012, optomechanical synchronization of two dissimilar vertically stacked 
silicon nitride double disk oscillators was demonstrated. The two oscillators are coupled 
through optical cavity field [25].  
In 2012, quantum-coherent coupling of a mechanical oscillator to an optical cavity 
mode was achieved in a micro-toroid cavity optomechanical system [26].  
In 2013, squeezed light from a silicon micromechanical resonator was 
demonstrated with the “zipper” cavity [27].  
In 2014, optically mediated hybridization between two mechanical modes was 
demonstrated in an F-P cavity with a membrane of nanoscale thickness inside [28].  
In 2014, optomechanical photon shuttling between photonic cavities was 
demonstrated with a “photon see-saw” device fully integrated on an SOI chip [29]. (This 
work is part of this dissertation.)  
 
1.3. NOMS on Silicon Photonics Platforms 
One of the many prongs of the aforementioned NOMS research effort is to integrate NOMS 
on silicon photonics platforms [16], [20], [24]. The general goal of silicon photonics [30]–
[33] is to “siliconize photonics”, or in other words, to implement photonics components, 
circuits and functionalities on an integrated silicon platform, in a manner similar to silicon 
electronics. Typically, SOI wafers with thick (3 µm) buried oxide (BOX) layer and mid-
inferred light (1550 nm wavelength) are used. The top silicon layer can be patterned into 
photonics components and circuits including waveguides, resonators, photonics crystals, 
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grating couplers, etc., while the BOX layer functions as a cladding layer. The combination 
of NOMS and silicon photonics benefits from the years of accumulated knowledge and 
experience of silicon photonics device design, fabrication and characterization. Also, the 
integrated nature of silicon photonics is desirable for potential future commercialization. 
Meanwhile, the NOMS holds great promise for bringing new functionalities to 
conventional silicon photonics.  
In such context, the general goal of my research is to generate, enhance and control 
optical forces on silicon photonics platforms, with a focus on developing new 
functionalities and demonstrating novel effects, which will potentially lead to a new class 
of silicon photonic devices for a broad spectrum of applications.  
 
1.4. Dissertation Outline and Collaborative Work 
In Chapter 1, the concept of optical force and the general background of the NOMS 
research area are first introduced. The general goal of the silicon photonics research area 
and the research presented in this dissertation is then described. 
Subsequently, in Chapter 2, the fundamental theory for optical force is summarized. 
The different methods to calculate optical forces are enumerated and briefly reviewed. 
What follows the introduction and the theory review is the revised compilation of 
the author’s selected published research work [29], [34], [35].  
In 2013, integrated hybrid plasmonic waveguide (HPWG) devices have been 
successfully fabricated and the enhanced optical forces experimentally measured for the 
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first time [35]. When light interacts with metal in close proximity, the generated optical 
forces are enhanced by 1 or 2 orders of magnitude, compared with the cases where no metal 
is present. This work is presented in Chapter 3. Jong Wook Noh and Yu Chen made major 
contributions to the fabrication of the integrated HPWG devices used here. 
In 2012, all-optical amplification of RF signals has been successfully demonstrated 
[34]. The optical force generated by one laser is used to mechanically change the optical 
path and hence the output power of another laser. In addition, completely optically tunable 
mechanical nonlinear behavior has been demonstrated for the first time and systematically 
studied. This work is presented in Chapter 4. Jong Wook Noh and Yu Chen made major 
contributions to the fabrication of the multichannel micro-disk devices used here. Semere 
Ayalew Tadesse contributed to the numerical modeling. 
In 2014, optomechanical photon shuttling between photonic cavities has been 
demonstrated with a “photon see-saw” device [29]. This photon see-saw is a novel 
multicavity optomechanical device which consists of two photonic crystal nanocavities, 
one on each side of it. Pumping photons into one cavity excites torsional optomechanical 
self-oscillation, which shuttles photons to the other empty cavity during every oscillation 
cycle in a well-regulated fashion. This work is presented in Chapter 5. 
Last but not least, the effort made to develop reliable fabrication processes for 
NOMS devices is summarized in Chapter 6, including Appendix A and Appendix B. The 
various considerations and requirements of this fabrication process development are briefly 
reviewed. Different fabrication process options are presented and compared. 
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Finally, the research presented in the entire dissertation is summarized and the 
future perspectives are discussed in Chapter 7.  
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Chapter 2. Optical Force Theory 
 
Light can generate forces on matter. The nature of these forces is electromagnetic force, or 
Lorentz force. They originate from the forces exerted on the charges (electrons and nuclei) 
that constitute the matter by the electric and magnetic fields in light. Optical forces may 
manifest themselves in drastically different ways, including (but not limited to) pushing, 
pulling, squeezing or expanding, determined by the particular interactions between light 
and matter. Consequently, in different contexts and situations, different terminologies for 
optical forces are used, including gradient force, optical dipole force, and, perhaps the most 
commonly known, radiation pressure.  
To calculate any force, there are in general three methods – calculating the force 
directly, calculating the time derivative of momentum and calculating the space derivative 
of energy (or work). All these three methods apply to optical force calculations. Within 
each method, light can be modeled in quantum mechanical approaches, as photons, or in 
classical approaches, as electromagnetic waves. In certain cases semi-classical approaches 
may also be used.  
Before the methods of optical force calculations are briefly reviewed, it is worth 
emphasizing that, to obtain correct and meaningful results, caution must be exercised when 
using any of the following methods. The applicability and subtle implications of the 
methods must be carefully checked. Microscopic and macroscopic quantities, such as 
charge, current, fields sometimes need to be clearly differentiated. Any medium that is 
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anisotropic, inhomogeneous, lossy or dispersive may need special treatment. Calculations 
of the electromagnetic field momentum inside medium, the optical force distribution inside 
medium, or the total optical force exerted on a partial volume of medium, may lead to 
ambiguous results. The readers will be referred to dedicated literature for more details.  
 
2.1. Direct Calculation Methods 
When calculating optical forces directly, the expression for Lorentz force density [36] 
should be used and light is modeled as electromagnetic waves.  
 L ρ= + ×f E J B   (2.1) 
Oftentimes the charge density and current density are further expressed in terms of 
electric and magnetic fields according to Maxwell’s equations, leading to the following 
two distinct expressions for the force density [36], [37].  
 ( )c = − ∇ ⋅ + ×f P E P B  (2.2) 
 ( )d = ⋅∇ + ×f P E P B   (2.3) 
Generally, the electric and magnetic fields of the light inside the medium volume 
of interest should be calculated first before Eq. (2.1), Eq. (2.2) or Eq. (2.3) is used to 
calculate the optical force density. The total optical force is the integration of the force 
density over the medium volume of interest. For more details and subtleties the readers are 
referred to the following literature [36]–[39].  
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2.2. Momentum Methods 
When calculating optical forces as the time derivative of light momentum, light can be 
modeled as photons or electromagnetic waves. In either case, the total optical force should 
be calculated from the net momentum flow into a closed surface that surrounds the medium 
volume of interest.  
Generally, for simple cases concerning only monochromatic plane waves in 
vacuum, reflected or absorbed by a flat surface, it is very convenient and intuitive to model 
light as photons, the momentum carried by each of which is h λ , according to the de 
Broglie relations.  
For more complicated cases, it is more convenient to model light as electromagnetic 
waves that carry momentum. In practice, Maxwell’s stress tensor [40] T  defined in Eq. 
(2.4) is often used to quantify the linear momentum flux (rate of flow of momentum per 
unit area) of electromagnetic waves.  
 ( )2 20 12ij i j i j ijT E E c B B cε δ
 = + − ⋅ + ⋅  
E E B B  (2.4) 
The total optical force can be found by the integration of the normal component of T  over 
the closed surface that surrounds the medium volume of interest.  
 
S
da= ⋅∫F n T   (2.5) 
For more details and subtleties, especially about the momentum of light in medium, 
the readers are referred to the following literature [40]–[43].  
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2.3. Energy Methods 
When calculating optical forces as the space derivative of light energy (or the work done 
by the light), closed systems and open systems need to be treated differently.  
The simpler case is the closed systems, which in this context means a perfect cavity 
where light is forever trapped inside. Light is conveniently modeled as photons. Assume 
that the cavity, whose angular resonance frequency is 0ω , very slowly undergoes an 
infinitesimal mechanical displacement along a generalized coordinate q . Due to the optical 
force exerted on the cavity, photons inside the cavity do work and their energy (hence 
frequency) changes according to the shift of the cavity angular resonance frequency. 
Therefore the optical force along the same generalized coordinate q  satisfies Eq. (2.6), 
where U  is the total photon energy and N  is the total photon number.  
 ( ) ( )0q
d qdUF q N
dq dq
ω
= − = −    (2.6) 
This conclusion is generally a very good approximation for any real-world high 
quality cavities excited on or near resonance. However, many real-world NOMS devices 
cannot be approximated as closed systems and have to be treated as open systems, which 
light can flow into and out of. In this case, the Response Theory of Optical Forces (RTOF) 
[44] should be used. RTOF is a semi-classical approach that relates the work done by the 
photons transiently stored in the system to the phase changes of the light waves, when the 
system very slowly undergoes an infinitesimal mechanical displacement along a 
generalized coordinate q . For a lossless one-port system driven at a single frequency, the 
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optical force along the generalized coordinate q  satisfies Eq. (2.7), where Φ  is the photon 
flux (rate of flow of photon number) and φ  is the phase of the output light wave. For more 
details and subtleties the readers are referred to the following literature [44], [45].  





= Φ   (2.7) 
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Chapter 3. Enhanced Optical Forces in Integrated  
Hybrid Plasmonic Waveguides [35] 
 
We demonstrate gradient optical forces in metal-dielectric hybrid plasmonic waveguides 
(HPWG) for the first time. The magnitude of optical force is quantified through excitation 
of the nanomechanical vibration of the suspended waveguides. Integrated Mach-Zehnder 
interferometry is utilized to transduce the mechanical motion and characterize the 
propagation loss of the HPWG. Compared with theory, the experimental results have 
confirmed the optical force enhancement, but also suggested a significantly higher optical 
loss in HPWG. The excessive loss is attributed to metal surface roughness and other non-
idealities in the device fabrication process.  
 
3.1. Introduction 
Nano-optomechanical system, or NOMS, is a burgeoning field that combines nanophotonic 
and nano-electromechanical (NEMS) devices seamlessly in an integrated system [9], [16], 
[17], [19], [46]. By utilizing near-field optical forces generated in nanophotonic structures, 
NOMS exploits the interaction between the mechanical degrees of freedom in NEMS and 
the optical functionalities of photonic devices. For fundamental research, the 
optomechanical effects represent a new form of light-matter interaction that can be 
rationally engineered in nanophotonic systems, leading to many unprecedented physical 
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phenomena in both classical and quantum regimes [11], [47], [48]. For practical 
applications, NOMS enables ultrahigh measurement sensitivity in NEMS-based sensors 
[19], [46], [49], [50], opens up new possibilities to implement non-volatile mechanical 
memory operation [24], all-optical signal processing [34], tunable or reconfigurable optical 
circuits [51], and potentially brings even more novel device functionalities to 
nanophotonics.  
During the past a few years, significant advances have been made in NOMS devices 
based on all-dielectric nanophotonic systems, such as those implemented with silicon [16], 
[20], [24], [34], [51], silica [26], [46], silicon nitride [17], [19], [51] or aluminum nitride 
[52]. In the meantime, optical forces and optomechanical effects in another important 
category of nanophotonic devices, namely plasmonics [53], [54], have become a new 
research focus which has been under active theoretical investigation [55]–[57]. 
Nevertheless, few relevant experimental studies [58], [59] have been published so far, 
primarily due to the challenges in the device fabrication and experimental characterization.  
Theoretical analysis based on energy conservation and closed or open system 
assumptions [44], [60], [61] both lead to a simplified and generalized expression of the 
optical forces that can be applied to all kinds of nanophotonic structures consisting of linear 










∂   =
∂
  (3.1) 
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Although Eq. (3.1) does not take into account of loss, it is nevertheless a good 
approximation for systems with low loss. Here fo is the optical force per unit length 
normalized to the optical power, ωo is the optical angular frequency, q is a generalized 
coordinate corresponding to the mechanical degree of freedom that is under consideration, 
neff(ωo,q) is the effective index of optical mode and c is the speed of light in vacuum. This 
expression reveals that any dispersive dependence of neff on a positional coordinate (q) 
corresponds to an optical force along that coordinate direction. The stronger the 
dependence (i.e. ∂neff/∂q), the larger the corresponding optical force is. Such a position 
dependence of optical mode index can be found in almost all nanophotonic structures—
generally their optical modal profile are sensitive to mechanical displacement or 
deformation. Therefore, the existence of optical forces is ubiquitous in photonic systems. 
This is more the case in nanophotonic devices because the optical fields therein interact 
and couple more strongly in the near-field, in a way highly dependent on the distance 
between the coupled structures. This implies the existence of strong optical forces at the 
nanoscale. With this fundamental understanding of its mechanism, optical forces and 
optomechanical effects can be effectively generated in many nanophotonic systems, 
including both dielectric and metallic plasmonic devices, as well as the hybrids of them.  
In this work we experimentally demonstrate optical forces in integrated metal-
dielectric hybrid plasmonic waveguides (HPWG), which is one of the most widely 
investigated plasmonic structures [55], [57], [58], [62]. As far as we are aware of, this is 
the first experimental characterization of optical forces in HPWG. Compared with all-
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metallic surface plasma polariton waveguides and all-dielectric waveguides, their hybrids, 
HPWG, exhibits lower loss than the former [58], [62] and deeper sub-wavelength optical 
mode confinement than the latter, which leads to optical forces that are enhanced by an 
order of magnitude or more [55], [57]. This enhanced optical force has been experimentally 
confirmed and quantified in this work. The propagation loss in HPWG, however, is 
significantly higher than theoretical expectations, as a result of the roughness of metal 
surfaces [63] and other non-idealities in the fabrication processes. Nevertheless, many 
fabrication methods [63]–[65] have been reported to achieve ultra-smooth metal surfaces 
and they can be applied in HPWG to reduce scattering loss. Thus, the plasmonic 
optomechanical systems demonstrated here have a great potential in leading to optical force 
mediated adaptive photonic devices and sensors.  
 
3.2. Device structure and theoretical analysis 
The HPWG structure employed in this work is shown schematically in Fig. 3.1a. On a 
standard silicon-on-insulator (SOI) substrate, a metal patch is placed in parallel with a strip 
Si waveguide of equal thickness. The gap between the metal patch and the Si strip is less 
than 100 nm. A section of the Si waveguide is suspended by removing the SiO2 layer 
underneath and is free to move in-plane. The optical, mechanical and optomechanical 
properties of this HPWG structure will be theoretically analyzed in this section.  
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3.2.1. Hybrid plasmonic modes (HPM) and their optical force 
In this structure, the transverse electric (TE) optical modes, with electric field 
predominantly in the plane of Si waveguide and metal patch, exhibit the features of both 
the Si waveguide mode (SWM) and the surface plasma polariton mode, hence the name 
“hybrid plasmonic mode” (HPM).  
The fundamental (or zeroth order) and first order TE modes of the HPWG (HPM0 
and HPM1) are simulated with finite element method (FEM) and shown in Fig. 3.1b and 
Fig. 3.1c, respectively. Here the Si waveguide is 450 nm wide. Both the Si waveguide and 
the metal are 220 nm thick. The gap between them is 50 nm wide. The vacuum optical 
wavelength is 1550 nm. The refractive indices used for Si and metal (gold) are 3.45 and 
 
Fig. 3.1. HPWG structure and optical modes. 
(a) HPWG structure illustration. (b) and (c) Transverse electric field component of the HPM0 and 
HPM1, respectively, with the overlaid green curves showing the cross-sectional profile of the 
transverse electric field. 
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0.524+10.742i [66], respectively. The simulation results clearly show the strongly 
enhanced transverse electric field in the gap region, compared with the field in the silicon 
waveguide. For a given HPWG thickness, the number of HPMs supported is primarily 
determined by the width of the Si waveguide. In the case of 220 nm thickness, when the Si 
waveguide is narrower than 350 nm, only HPM0 can be supported. If the Si waveguide is 
wider than 450 nm, second or higher order HPMs can also be supported. However, in the 
devices fabricated in the present experimental work, only the fundamental mode is excited, 
due to the following two reasons. First, the Si waveguides we fabricated are no more than 
450 nm wide so second or higher order HPMs are not supported. Second, in our devices, 
 
Fig. 3.2. 2D FDTD simulation of the mode evolution between fundamental TE 
SWM and HPM. 
(a) The overview of the simulated HPWG structure overlaid by the transverse electric field 
component. The red arrows indicate where the SWM enters and exits. (b) A close-up view of the 
enhanced transverse electric field component in the nano gap. (c) Mode evolution from SWM to HPM, 
and then back to SWM again. The red curves show the cross sections of the transverse electric field 
component in the evolving mode. 
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HPMs are excited by launching the fundamental TE mode of silicon waveguide (TE SWM) 
into the hybrid region, as shown in Fig. 3.2a. Compared with the HPM0, the HPM1 has a 
negligible mode overlap with the fundamental TE SWM. Therefore the coupling efficiency 
for the HPM1 is negligibly small compared with that for the HPM0.  
This qualitative analysis on mode evolution between SWM and HPM has been 
confirmed by 2D finite difference time domain (FDTD) simulations shown in Fig. 3.2. In 
this simulation, a Si slab waveguide approaches a metal wall gradually, becomes parallel 
with the metal wall with a nano-sized gap, and then gradually leaves the metal wall. The 
fundamental TE SWM enters into the Si slab waveguide on the left side, and exits from the 
right side. From the simulation result, it is evident that the fundamental TE SWM evolves 
predominantly into HPM0 only, while as expected, HPM1 cannot be excited. Although the 
HPWG and the silicon waveguide in practice are 3D structures, the 2D simulation shown 
here is sufficient to demonstrate the features of the mode evolution between them.  
Because HPM is inevitably lossy due to Ohmic loss in the metal, the power of 
optical mode decays exponentially while propagating in HPWG: P(x) = P(0)e−αx, where x 
axis is defined along the HPWG, P(x) is the optical power as a function of position x and 
α is the decay constant. Using the imaginary part of the HPM complex mode index neff, 
which is calculated by FEM simulation, α can be expressed as α = 2ωo|Im(neff)|/c.  
Because the local optical force for a certain mode is always proportional to the local 
optical power, the lossy nature of HPWG results in exponential decay of the generated 
optical force p(x) as the optical mode propagates, as depicted in Fig. 3.3a. (See Table 3.1 
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for definitions of symbols, which are used consistently throughout the paper.) Such 
exponential decay of the optical force distribution p(x) leads to a nonlinear relationship 
between Fn, the total optical force normalized by the input optical power P(0), and L, the 
length of HPWG, as is shown in Eq. (3.2). In contrast, in low-loss dielectric waveguide, 
 
Fig. 3.3. HPWG local optical force and mechanical properties. 
(a) Local optical force and beam mechanical in-plane mode profile. (b) Comparison of the excitation 
of the mechanical modes by different force distributions. 
Table 3.1. Definitions of the terms of optical forces. 
Term Notation Definition Unit 
Local optical force  
(or optical force distribution) p(x) 
Optical force per unit waveguide 
length at coordinate x. N/m 
Total optical force F The integral of |p(x)| over the entire waveguide. N 
Normalized local optical 
force pn 
Normalized p(x) to local optical 
power P(x). Independent of x. N/(m∙W) 
Normalized total optical 
force Fn 
Normalized F to input optical 
power P(0). N/W 
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the normalized total optical force Fn is considered to be proportional to the waveguide 
length [44], [60], [61].  
 
( )











− −= = = −∫ ∫   (3.2) 
This difference is demonstrated in Fig. 3.4, where the dependence of Fn on the 
waveguide length is compared, for different waveguide structures reported in the literature 
[16], [20], [51], [55], [57], [60] and the HPWG in this work. Instead of Eq. (3.1), the 
method of Maxwell Stress Tensor (MST) [40], [43] is used to calculate the optical forces 
 
Fig. 3.4. Optical force comparison. 
Comparison of the dependence of the total optical force on the waveguide length in different 
waveguide structures from literatures and this work. Solid lines represent experimental work while 
the other line styles represent theoretical calculation. Povinelli [60]. Yang [55]. Huang [57]. Fong 
[51]. Li (blue) [16]. Li (green) [20]. 
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in HPWG because it is accurate even when material loss is present, although MST does 
not provide as much insight as Eq. (3.1) does. When plotting Fig. 3.4, for theoretical curves, 
the maximum optical forces reported in the corresponding literature using a gap no less 
than 30 nm are chosen; while for experimental curves, the maximum demonstrated optical 
forces in the corresponding literature are used. Because gaps less than 30 nm are quite 
challenging to fabricate, so we have excluded these cases in the theoretical results when 
comparing with the experimental results. The two curves from this work are simulation 
results for HPM0 and HPM1. Compared with optical forces in dielectric systems, the 
optical forces for HPM0 and HPM1 can be significantly stronger over a short distance, 
thanks to the field enhancement effect. Over a longer distance, however, the normalized 
total optical forces Fn for HPMs plateau while those for dielectric waveguides continue to 
increase linearly and eventually exceed the Fn in HPMs. Thus, HPWG is capable to 
generate large total optical force in a short distance and potentially advantageous for 
miniaturizing device footprint. For longer distance, HPWG may be too lossy to compete 
with dielectric waveguides in order to generate large optical forces.  
For given HPWG thickness and gap width, the optical force pn depends non-
monotonically on the Si waveguide width, which has an optimum that generates the 
maximum force. This optimal Si waveguide width is different for different order of HPM. 
The HPM0 and HPM1 curves in Fig. 3.4 are calculated with 220 nm thicknesses, 30 nm 
gaps and their respective optimal Si waveguide widths, which are 250 nm for HPM0 and 
550 nm for HPM1. It turns out that the HMP0 is the most efficient to generate large optical 
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force, so in our experiments, we only focused on HMP0. It is worth noting that the 
normalized local optical force pn is only determined by the HPWG structure and the 
dispersion property of the pertinent HPM, as is described in Eq. (3.1), so it is the quantity 
that our experimental measurements aim to determine.  
 
3.2.2. Multimode vibrational theory for doubly clamped beam (DCB) 
The suspended Si waveguide in the HPWG structure can be modeled as a thin and long 
doubly clamped beam (DCB). Because the optical force distribution along the waveguide 
is not uniform, it is necessary to rigorously analyze the mechanical modes and the driven 
response of the waveguide in order to quantify the optical force. In the following, we 
employ the multimode theory as described in [67], [68] for such a purpose.  
In absence of damping and loads and in the stress limit, where tension is negligible 
compared to bending rigidity, the equation of motion of the DCB is given by  












  (3.3) 
where E is the Young’s Modulus, I is the cross sectional area moment of inertia with respect 
to the neutral axis, ρ is the density, A is the cross-sectional area, t is time, x is the axis along 
the waveguide and u is the DCB in-plane transverse displacement along the z axis, which 
is defined in Fig. 3.3a. The solution of Eq. (3.3) has the form of normal mode expansion 
which satisfies the doubly clamped boundary conditions:  
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where ωj and ϕj(x) are the angular frequency and mode profile of the jth mechanical mode, 
respectively, while λj is a solution of  
 ( ) ( )cos cosh 1.j jL Lλ λ =   (3.6) 
The profile of the first order mode is shown in Fig. 3.3a in the in-plane direction. The 









λ =   (3.7) 
In order to study the dynamics of the DCB subjected to time varying forces 
(including damping), the motion of the beam is expanded with the normal modes as shown 
in Eq. (3.8). The equation of motion for each mechanical mode is given by Eq. (3.9), where 
qj(t), pj(t), mj, kj and Qj are the instantaneous amplitude, driving force, effective mass, 
spring constant and quality factor for the jth mode, respectively. The expression for pj(t) is 
given by Eq. (3.10), where p(x,t) is the time varying force distribution. In the case of optical 
force excitation, p(x,t) should be the time varying optical force distribution, which decays 
exponentially along the HPWG. The expressions for mj and kj in terms of the beam 
parameters are given by Eq. (3.11).  
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It is worth noting that Eq. (3.10) indicates that generally a certain force distribution 
p(x,t) will excite more than one mode, unless it has the same profile as one of the normal 
modes ϕj(x), in which case only that single mode will be excited. Furthermore, different 
force distributions will excite different sets of modes and it is possible to purposely 
engineer the force distribution to selectively excite one or more specific modes only. In 
Fig. 3.3b, three typical types of force distribution—point force at the middle of the beam, 
uniform force and exponential decaying force (with decay constant α=2/L)—are compared. 
In each case, the overlap integral in Eq. (3.10) is evaluated and normalized with Eq. (3.12)
, where the results Nj are plotted. In the fraction on the right-hand side of Eq. (3.12), the 
first term in the denominator normalizes the force distribution p(x,t) in the overlap integral 
to the total force, which is the integral of the absolute value of the force distribution along 
the entire beam. Meanwhile, the mode profile ϕj(x) in the overlap integral is normalized by 
the second term in the denominator.  
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  (3.12) 
Due to symmetry, the point force and the uniform force only excite odd order 
modes, while the exponential force excites both the odd and even order modes. For the 
same total force, point force is much more efficient to excite higher order modes than the 
other two cases.  
For analysis of thermomechanical noise of the DCB, application of equipartition 
theorem yields the Lorentzian expression of noise power spectral density (PSD) of qj, if Qj 



























  (3.13) 
where kB is the Boltzmann constant and T is the temperature. The thermomechanical noise 
PSD is directly measurable and can be used to calibrate key parameters of the Si beam in 
the experiments.  
 
3.2.3. Frequency response of the Si beam driven by optical force 
When the Si beam is subject to an exponentially decaying optical force distribution, the 
overlap integral in Eq. (3.10) can be evaluated as  
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where the time dependence of p(x) and P(x) is explicitly indicated. The resultant definite 
integral in Eq. (3.14) can be evaluated analytically with Eq. (3.15).  
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Fourier transforming both sides of Eq. (3.9) and organizing it into the form of a transfer 
function, we obtain the full frequency response of the Si beam:  


















  (3.16) 
where the sign “~” indicates the Fourier transform of the corresponding quantity and i is 
the imaginary unit. At the mode resonance frequency, the amplitude of the transfer function 
in Eq. (3.16) reaches the resonance peak, which is  














  (3.17) 
Substituting Eq. (3.14) into Eq. (3.17), we obtain the expression for normalized local 
optical force pn shown in Eq. (3.18), which can be evaluated from experimental results, 




















  (3.18) 
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3.3. Device fabrication 
The fabrication process for the HPWG, which is illustrated in Fig. 3.5, begins with a 
standard silicon-on-insulator (SOI) wafer with a 220 nm thick top Si layer and a 3 μm thick 
buried oxide layer. First, a recess in the top Si layer is created by electron beam lithography 
(EBL) and plasma etching and filled with gold by evaporation and lift-off. In order to 
reduce the surface roughness of the deposited gold, this step is done with diluted electron 
beam resist ZEP 520 which is developed with developer solution in a cold bath [69]. Then, 
another step of EBL with ultrahigh alignment precision is used to define the Si waveguides. 
The alignment precision is critical in determining the size of the gap between the 
 
Fig. 3.5. Fabrication process diagram of the HPWG device. 
All of the EBL processes are done with Vistec EBPG 5000+ system, with which 20 nm alignment 
precision can be routinely achieved. 
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waveguide and the gold patch. In the final step, the Si waveguide is plasma etched and 
released from the substrate by wet etching the buried oxide to form the suspended structure. 
All of the EBL processes are done with Vistec EBPG 5000+ system, with which 20 nm 
alignment precision can be routinely achieved.  
The fabricated device is shown in Fig. 3.6. The device consists of a pair of grating 
couplers which couples light into and out of the device and a Mach-Zehnder interferometer 
(MZI) structure which is used to characterize the optical properties of the HPWG and 
 
Fig. 3.6. Images of the fabricated HPWG device. 
(a) Optical microscope image showing the device overview. (b) Optical microscope image showing 
the HPWG with gold and suspended Si waveguide. (c) SEM image showing the HPWG with gold 
and suspended Si waveguide. (d) SEM image showing the gap in the HPWG. 
  31 
transduce the HPWG motion. HPWG is fabricated in only one of the arms of the MZI. The 
suspended length of the Si waveguide in HPWG is varied from 10 μm to 30 μm. The typical 
size of the gap in HPWG varies from 20 nm to 100 nm, depending on the design and the 
precision of alignment. To achieve longer suspended waveguide or smaller gap is 
challenging due to built-in stress induced buckling of the Si waveguides or stiction during 
the wet releasing process. Using the cold development process can noticeably improve the 
smoothness of the gold structure. The root mean square (RMS) value of the gold surface 
line edge roughness (LER) is estimated to be about 15 nm.  
 
3.4. Optical characteristics 
In order to confirm the excitation of the HPM, we systematically measured the optical loss 
in HPWG with varying lengths and gap sizes using the MZI structures. Since the reference 
arm of the MZI is a low-loss Si waveguide, the optical loss (or the decay constant) in the 
HPWG arm can be derived from the extinction ratio (ER) of the MZI transmission spectra, 
using Eq. (3.19).  
 [ ]10
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  (3.19) 
In Fig. 3.7a, the MZI transmission spectra of HPWG with the same Si waveguide 
width and gap size but four different lengths are compared, showing decreasing ER with 
increasing length—hence increasing total loss, in agreement with theory. These 
measurements were conducted without releasing the Si waveguide in the HPWG to avoid 
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the uncertainty induced in the wet etching process. This approach is justified by simulation 
results, which suggest that the presence of the SiO2 substrate only slightly perturbs the 
HPM and introduces insignificant change to the mode profile and optical loss. The linear 
dependence of total loss on the HPWG length is further shown in Fig. 3.7b. However, the 
measured value of total loss is about 30 times higher than the theoretical expectation. In 
Fig. 3.7c, the normalized loss is plotted against HPWG gap width, showing qualitatively 
the same trend as the theory, but again is about 30 times higher. We attribute this large 
 
Fig. 3.7. Optical characteristics of the fabricated HPWGs. 
Optical characteristics of the fabricated HPWGs with 450 nm wide Si waveguides. The measured 
HPWG loss is about 30 times higher than theoretical calculation. (a) MZI transmission spectra 
showing deceasing extinction ratio as the length of the HPWG is increased. The gap is 100 nm. (b) 
Experimental and theoretical results of the waveguide loss as a function of HPWG length. The gap is 
100 nm. (c) Experimental and theoretical results of the waveguide loss normalized to unit HPWG 
length as a function of the HPWG gap. 
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discrepancy to the inevitable metal surface roughness and other non-idealities in the 
fabrication process.  
 
3.5. Optomechanical characteristics 
In order to determine the generated optical force and demonstrate the force enhancement 
effect, for each device we conducted the thermomechanical noise measurement to calibrate 
the displacement transduction gain factor and subsequently, driven frequency response 
measurement to determine the normalized local optical force pn generated in the HPWG.  
 
3.5.1. Transduction gain factor calibration by thermomechanical noise 
measurement 
The MZI structure is used to transduce the motion of the Si beam in the HPWG. The in-
plane motion of the Si beam changes the gap in the HPWG and hence both the real and 
imaginary parts of the effective index, which further leads to power modulation at the 
output of the MZI. For a given probe laser wavelength and mechanical mode, this 
transduction should be linear when the amplitude of the Si beam displacement is small. 
The transduction gain factor Gj, defined as the derivative of the photodetector output 
voltage with respect to the amplitude qj of the jth mechanical mode, can be calibrated by 
measuring the thermomechanical noise of the Si beam, as described in reference [16]. Here 
we only focus on the first in-plane mechanical mode because it is the most efficient to 
excite and detect.  
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For each device, first we measure the widths of the Si beam and gap in the HPWG 
by scanning electron microscope (SEM) imaging, as is shown in Fig. 3.6d. Next we use a 
low-power probe laser to measure the thermomechanical noise of the Si beam in the HPWG 
with a spectrum analyzer (SA) to obtain the resonance frequency of the first in-plane 
mechanical mode and its quality factor, namely ω1 and Q1, by fitting the experimental curve 
with Eq. (3.13). From the width, thickness and resonance frequency of the Si beam, using 
Eq. (3.7), we can determine its actual length, which is difficult to be accurately measured 
by SEM imaging. Subsequently the mode spring constant k1 can be calculated with Eq. 
(3.11) and finally we use Eq. (3.13) again to derive the theoretical PSD of the 
thermomechanical noise and compare with the measured noise spectrum to calibrate the 
transduction gain G1. The results from a typical device are shown in Fig. 3.8a, in which 
case the transduction gain is 4.82 V/nm.  
 
3.5.2. Optical force measurement by driven response 
Knowing all the key parameters of the Si beam and the transduction gain, we are ready to 
use Eq. (3.18) to measure the normalized local optical force pn except for the last fraction 
on the right hand side, which can be obtained from driven frequency response 
measurement.  
The driven frequency response of the Si beam is measured with the well-known 
pump-probe scheme. In addition to the probe laser, a pump laser is sent into the device. 
The pump laser is power modulated using an electro-optical modulator with the modulation 
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frequency swept near the resonance frequency of the Si beam. It generates a dynamic 
optical force to excite the in-plane vibration of the Si beam. Meanwhile the mode amplitude 
of the Si beam is measured by the probe laser at the same wavelength at which the 
transduction gain factor has been calibrated. A tunable Fabry-Perot filter is used in front of 
the photodetector to filter out the pump laser. The driven frequency response of the Si beam 
is thus measured with a network analyzer and converted into the Si beam mode amplitude 
using the calibrated transduction gain factor. Typical experimental results from three 
different devices are shown in Fig. 3.8b, after normalization for ease of comparison. In the 
 
Fig. 3.8. Optomechanical measurements of the HPWG. 
(a) Thermomechanical noise measurement for transduction calibration. In this case, G1=4.82 V/nm. 
(b) Normalized driven responses from 3 representative devices, showing peaks at their respective 
resonance frequencies. The length and gap size of each device are labeled nearby its resonance peak. 
(c) The measured normalized local optical forces plotted against the gap width, for two different Si 
waveguide widths in the HPWG. The symbols are experimental results while the dotted lines are 
simulation results. 
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final step, the normalized local optical force is calculated by substituting the experimental 
results for all the parameters into Eq. (3.18), where α is calculated from the ER and HPWG 
length, ( )1 1q ω  is extracted from the peak point of the measured driven frequency response 
and ( )10,P ω  is carefully calibrated from the measured MZI transmission spectrum.  
The measured normalized local optical forces from seven devices of different Si 
waveguide widths and gaps are plotted in Fig. 3.8c, showing good agreement with the 
theoretical calculation. The horizontal error bars originate from the fact that the actual gaps 
are not uniform over the entire HPWG length, due to the alignment uncertainty in the EBL 
process and the slight buckling of Si beams induced by the built-in stress in the top Si layer 
of SOI wafer. The vertical error bars account for all the uncertainties in the measurement 
process, including the uncertainties of the actual optical power in the HPWG due to 
interference effects induced by reflections where mode conversion happens, and the non-
uniform gap in the HPWG, which cannot be described by the model developed in this work. 
In the plot, the relative uncertainty introduced by the two reasons above is estimated to be 
about 40%. Even though this estimation may be crude because the gap width varies 
randomly, measurement of multiple devices can help reduce this uncertainty. Thus, the 
apparent agreement between theoretical and experimental results in Fig. 3.8c confirms the 
enhanced optical force in HPWG within the experimental precision. When the gap size is 
as low as 20 nm, the optical force per unit length is determined to be approximately 100 
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pN/μm/mW, which is 200 times larger than that in a silicon waveguide coupled to silicon 
dioxide substrate [16].  
 
3.6. Conclusion and discussion 
In this work we fabricated HPWG devices and for the first time experimentally 
characterized their optical and mechanical properties and optical forces. The experimental 
results confirmed the theoretically predicted optical force enhancement, although the loss 
is significantly higher than theoretical prediction due to the metal surface roughness and 
other non-idealities in the fabrication process. Future work can be focused on further 
reducing the metal surface roughness by techniques such as template stripping [63]. 
Despite of its lossy nature, HPWG is a potentially very attractive solution in applications 
where large optical force is desired in limited device footprint to change device structure 
and/or circuit topology, such as mechanical memory operation, all-optical signal 
processing, tunable or reconfigurable optical circuits.  
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Chapter 4. Multichannel Cavity Optomechanics for All-Optical 
Amplification of Radio Frequency Signals [34] 
 
Optomechanical phenomena in photonic devices provide a new means of light–light 
interaction mediated by optical force actuated mechanical motion. In cavity 
optomechanics, this interaction can be enhanced significantly to achieve strong interaction 
between optical signals in chip-scale systems, enabling all-optical signal processing 
without resorting to electro-optical conversion or nonlinear materials. However, current 
implementation of cavity optomechanics achieves both excitation and detection only in a 
narrow band at the cavity resonance. This bandwidth limitation would hinder the prospect 
of integrating cavity optomechanical devices in broadband photonic systems. Here we 
demonstrate a new configuration of cavity optomechanics that includes two separate 
optical channels and allows broadband readout of optomechanical effects. The 
optomechanical interaction achieved in this device can induce strong but controllable 
nonlinear effects, which can completely dominate the device’s intrinsic mechanical 
properties. Utilizing the device’s strong optomechanical interaction and its multichannel 
configuration, we further demonstrate all-optical, wavelength-multiplexed amplification of 
radio-frequency signals.  
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4.1. Introduction 
In nanoscale photonic devices, one optical signal can generate sufficient optical force to 
mechanically displace or deform the optical path that another optical signal takes and 
consequently alter its propagation [9], [16], [47], [60]. Such an optomechanical effect 
permits optical signals to interact directly and can be implemented on an integrated device 
platform using only optically passive materials such as silicon and glass, circumventing 
the conventional need of electro-optical conversion or nonlinear optical materials [19], 
[46], [70]–[72]. Using high finesse optical cavities, optomechanical interaction can be 
resonantly enhanced. Research in cavity optomechanics exploits the dynamical interplay 
between the intra-cavity optical field and the mechanical motion of the device, leading to 
demonstrations of unprecedented phenomena including backaction cooling [12], [15], [73], 
[74], normal mode splitting [75] and optomechanically induced transparency [22], [23]. 
Other than fundamental studies, a plethora of promising applications of cavity 
optomechanics, including tunable photonic filters and wavelength router [19], [46], 
wavelength conversion and switching [71], [72], radio-frequency optomechanical 
oscillators [76], [77] and non-volatile optical memory [24], have emerged.  
However, in the cavity optomechanical systems demonstrated so far, only one 
optical channel is available for both excitation and detection lasers to couple into the cavity. 
For example, in systems based on micro- and nanoscale cavities, optical coupling with the 
cavity is through either a single optical fiber [17], [46], [78] or an integrated waveguide 
[19], [79]. Furthermore, in these systems, because the mechanical element is embedded 
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inside the high finesse cavity, optomechanical effects can only be interrogated within 
extremely narrow bandwidths at the discrete resonance frequencies. These requirements 
impose a stringent limitation on the available spectral range to operate cavity 
optomechanical devices, thus limiting the prospect of practical applications. Should cavity 
optomechanics be integrated with other photonic devices, which may work at very different 
frequencies such as in a wavelength multiplexed system, a broad operation bandwidth 
would be necessary.  
We propose a multichannel scheme of cavity optomechanics with two waveguides 
that separate the mechanical element from the optical cavity. The first waveguide is 
denoted as the control that is used to couple a laser into the cavity to excite its resonance 
and generate optomechanical force. The mechanical element resides outside the cavity in 
the second signal waveguide so that its optomechanical motion can be readout over a broad 
wavelength range. When tuned to resonance, the cavity resonantly enhances the optical 
force on the mechanical element. Moving the mechanical element out of the optical cavity 
and adding the second waveguide has the following benefits: first, the mechanical device 
can be optimized without sacrificing the quality of the optical cavity; second, the thermo-
optic effect that often plagues optomechanical effects becomes insignificant because the 
mechanical device is outside the cavity and the readout signal can be decoupled from the 
cavity resonance; third and more importantly, the freedom to use a readout wavelength in 
the signal waveguide over a broad band offers great flexibility for cavity optomechanics to 
be integrated with other nanophotonic devices to achieve advanced functionalities.  
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4.2. Multichannel Design of a Cavity Optomechanical Device 
Our device is comprised of a micro-disk cavity coupled with a control and a signal 
waveguide, in the typical configuration of an add-drop filter as illustrated in Fig. 4.1a. A 
scanning electron microscope image of the actual device is shown in Fig. 4.1b. The control 
waveguide at the top couples with the micro-disk with a gap of 120 nm, providing the first 
channel to excite the resonance modes of the cavity. The second channel is through the 
signal waveguide at the bottom. In it, a small gap (50 nm) is created and a 22-μm long 
cantilevered waveguide is suspended from the substrate. The evanescent optical field of 
the micro-disk’s resonance mode applies a gradient optical force on the signal waveguide 
 
Fig. 4.1. A multichannel cavity optomechanical device. 
(a) Schematic illustration of the device, which features a micro-disk cavity coupled with a control and 
a signal channel waveguide. The key mechanical element is the cantilevered section in the signal 
waveguide whose motion can be detected over a broad bandwidth by measuring the optical 
transmission of the waveguide. (b) Scanning electron microscopy image of the device, highlighting 
the micro-disk (10 μm in radius) and the cantilever waveguide.  
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and, inversely, the signal waveguide’s motion also dispersively perturbs the cavity’s 
resonance [78], [79]. In contrast to the conventional phase sensitive detection method, 
which relies on the cavity resonance, the optomechanical motion of the signal waveguide 
is detected directly by monitoring the intensity of transmission. Previously it has been 
shown that this intensity detection scheme is inherently broadband; even an incoherent 
light source can be used to achieve high detection sensitivity [49]. To limit the number of 
resonance modes, the micro-disk is designed in an annular shape with a major and a minor 
radius of 10 and 5 μm, respectively. The measured transmission spectrum through the 
control waveguide and the coupling spectrum from the control to the signal waveguide 
 
Fig. 4.2. Transmission spectra of the device. 
The measured spectra of the transmission through the control waveguide (blue trace, logarithmic 
scale, left axis) and the coupling from the control to the signal waveguide (red trace, linear scale, right 
axis), respectively. Inset: finite element simulation result showing the square of transverse electric 
field component and its profile (red overlay curve) of the fourth radial modes. The dashed box outlines 
the micro-disk.  
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(that is, the drop port transmission as in an add-drop filter) are shown in Fig. 4.2, where 
each resonance mode is labeled with its radial and azimuthal mode order number as (p, m). 
Transverse-electric (TE) resonance modes with radial mode number from one to five can 
be observed in the spectra. In the transmission spectrum of the control waveguide, the 
cavity modes show varying extinction ratios because of the difference in their coupling 
efficiency with the waveguide mode. Among them, we focus on the TE mode (4, 89) that 
has the highest loaded quality factor Q of 5×104 (corresponding finesse is 561) and 
extinction ratio of more than 20 dB, indicating a nearly critical coupling condition. The 
inset of Fig. 4.2 shows the square of the transverse electric field component of the fourth-
order radial mode, calculated with finite element method [80]. To detect the cantilevered 
signal waveguide’s motion, the transmission of the signal waveguide is monitored using a 
laser with any wavelength that is different from the micro-disk’s resonance (for example, 
at 1,555 nm in Fig. 4.2). To obtain a linear response to its motion, the fixed end of the 
waveguide is designed during patterning to offset laterally from the cantilevered end by 
250 nm, causing a manageable addition of 3 dB insertion loss (see Section 4.9).  
We first demonstrate the actuation of the signal waveguide by exciting the 
resonance of the micro-disk from the control waveguide. The evanescent field of the 
circulating light in the micro-disk generates a gradient optical force on the signal 
waveguide [78], [79]. This force is attractive toward the micro-disk and can be expressed 
as [79]:  
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  (4.1) 
Here, x  is the signal waveguide’s lateral position (positive is in the direction away 
from the micro-disk), inP  is the input optical power in the control waveguide. 
c( )δ ω ω γ= −  is the normalized detuning of the control laser frequency ω  relative to the 
cavity resonance frequency c ( )xω , which is dependent on the position of the signal 
waveguide. 1 2 i c / 2Qγ γ γ γ ω= + + =  is the total damping rate of the cavity including the 
coupling rate with the control and the signal waveguides 1γ  and 2γ , respectively, and the 
cavity’s intrinsic damping rate iγ . ( )g x  is the important optomechanical coupling 
coefficient, which under the perturbation approximation [78], depends exponentially on 
the signal waveguide’s displacement 0x x xδ = −  and can be expressed as 
( )c 0( ) / exp 2g x x g xω α δ= ∂ ∂ = − , where α  is the evanescent field decay constant of the 
cavity resonance mode. In our device, the static value of 0g  for the TE mode (4, 89) is 
experimentally determined to be 2π 11.3 MHz/nm⋅  (see Section 4.10) [81]. From Eq. (4.1)
, it is clear that when the control laser frequency is tuned to the cavity resonance (
0 0( ) 0x xδ δ= = = ), the static optical force c 0( )F x  will be maximized, enhanced by the 
cavity power build-up factor. Modulating the input power inP  will generate a time varying 
optical force on the cantilever waveguide to excite its mechanical resonance. The Fig. 4.3a 
shows the measured small-amplitude mechanical response of the signal waveguide using a 
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low modulated optical power (0.76 μW peak value) but varying detuning value 0δ . The 
signal waveguide vibrates with a resonance frequency of 1.24 MHz and a quality factor 
mQ  of 1.6×104 in vacuum. The resonance amplitude increases drastically when the 
detuning approaches zero. The Fig. 4.3b shows the calibrated measurement of the optical 
force (normalized to the input power) on the signal waveguide versus detuning values, 
demonstrating a resonant enhancement factor of more than 500 as expected from the theory 
(see Section 4.8). In addition, the mechanical frequency of the signal waveguide also 
appears to depend on the detuning, as shown in Fig. 4.3c. This dependence is known as the 
 
Fig. 4.3. Optical force and optical spring effect. 
(a) Small amplitude resonance response of the cantilevered signal waveguide driven by the control 
laser with constant power (alternating current (AC) power: 0.76 μW, DC power: 0.52 mW) and 
varying detuning. The vibration amplitude reaches maximum when the control laser is tuned to the 
cavity resonance. (b,c) Total attractive optical force on the signal waveguide and resonance frequency 
shift as a function of detuning. Black dashed lines show theoretical results (see Section 4.6). 
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optical spring effect from the linear variation of optical force with the device’s position. In 
contrast to conventional cavity optomechanics in which the optical spring vanishes when 
the detuning is zero [13], [14], [82], our result shows a maximal negative frequency shift 
near zero detuning, indicating the strongest negative optical spring. This distinction is 
because the optical force in our system is generated by the evanescent field outside the 
cavity, instead of the intra-cavity field. The observed phenomenon can be well explained 
theoretically as plotted with dashed lines in Fig. 4.3b and Fig. 4.3c and discussed in detail 
in Section 4.6.  
 
4.3. Controllable Optomechanical Nonlinearity 
Cavity optomechanical devices are inherently nonlinear mechanical systems [83] because 
the optomechanical interaction involves the intra-cavity field, which depends nonlinearly 
on the mechanical elements’ position. Exploiting the nonlinear dynamics in cavity 
optomechanical systems will be especially important to applications that need to operate 
the devices in the high-amplitude regime, such as optomechanical oscillators [76], [77] and 
optomechanical memory [24]. As can be seen from Eq. (4.1), the optical force cF  in our 
device is a nonlinear function of the signal waveguide’s displacement 0x x xδ = − . The 
expression can be expanded near the static position 0x  to the higher orders of xδ  as 
2 3 4
c c 0 1 2 3( ) ( ) ( )F x F x k x k x k x O xδ δ δ δ= + + + + . Here, 1k  is the force constant of the 
optical spring, 2k  and 3k  are the quadratic and cubic nonlinear force constants, 
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respectively. The mechanical frequency of the signal waveguide is modified by the optical 
spring 1k  to be 
2 2
m m0 1 effk mω ω= − , where effm  is the effective mass of the fundamental 
mechanical resonance mode. The nonlinear components in the optical force induce 
mechanical nonlinearity with quadratic and cubic nonlinear coefficients given by: 
2 2 eff( )k mα = −  and 3 3 eff( )k mα = − . In the small-amplitude regime, the nonlinear terms 
are insignificant and only the frequency down shift due to the optical spring 1k  can be 
observed as in Fig. 4.3. When the signal waveguide’s vibration is excited to large 
amplitude, the cubic nonlinear term becomes important and the signal waveguide vibrates 
as a nonlinear Duffing oscillator with bifurcation in its frequency response. In this regime, 
the quadratic term as a small correction to the Duffing nonlinearity is negligible [84]. The 
critical amplitude ca , at which the intrinsic mechanical nonlinearity becomes evident, is 
evaluated to be about 1 μm using the expression c m6.3 /a L Q=  [85], where 22 μmL =  
is the length of the cantilever and 4m 1.6 10Q = ×  is its mechanical Q factor. Such large 
amplitude cannot be reached in our device because the gap between the micro-disk and the 
signal waveguide is only 120 nm. However, the optomechanical contribution to the cubic 
coefficient 3α  is proportional to the optical power level (see Section 4.7). Hence, even at 
amplitude much lower than ca , with sufficient optical power strong optomechanical 
nonlinearity can be induced to dominate the device’s mechanical response. 
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To demonstrate the optomechanical nonlinearity, we apply a third laser, denoted as 
the tuning laser, with a static power level to the control waveguide. The magnitude of the 
induced optomechanical nonlinearity can be controlled by varying the power level and the 
frequency of the tuning laser. The result is shown in Fig. 4.4 and Fig. 4.5. With the tuning 
laser power at as low as 100 μW (in the control waveguide), strong nonlinearity can be 
observed when the signal waveguide’s vibration amplitude is above 50 nm, only one-
twentieth of the mechanical critical amplitude ca . Most interestingly, the detuning of the 
tuning laser has a significant effect on the device’s nonlinearity. The Fig. 4.4a and Fig. 
4.4b show the measured amplitude-frequency response when the modulation level of the 
control laser power is gradually increased (direct current (DC) power is constant at 80 μW) 
 
Fig. 4.4. Controllable optomechanical nonlinearity. (Part 1.) 
(a,b) Amplitude-frequency response curves of the signal waveguide under increasing drive amplitude, 
measured with 350 μW tuning laser red-detuned (a, δ0 = − 0.5) and blue-detuned (b, δ0 = 0.4) to the 
cavity resonance. The red and blue curves are obtained by sweeping the drive frequency downward 
and upward, respectively, and with the same modulation level. 
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and the tuning laser power is fixed at 350 μW. When the tuning laser is red-detuned to the 
cavity resonance (Fig. 4.4a, 0 0.5δ = − ), the response shows the softening nonlinearity of a 
typical Duffing oscillator with the characteristic amplitude jumps and the hysteresis effect 
when the actuation frequency is swept upward (blue trace) and downward (red trace), 
indicating that the cubic nonlinear coefficient 3α  is negative. The situation changes when 
the tuning laser is blue-detuned, the response instead shows hardening nonlinearity (Fig. 
4.4b, 0 0.4δ = ), indicating a positive 3α . From these measured response curves, the value 
of 3α  can be determined experimentally (see Section 4.7) and the results for varying 
detuning 0δ  are plotted in Fig. 4.5a. It clearly shows that the cubic nonlinear coefficient is 
controlled by the tuning laser and its sign can be changed depending on the detuning. The 
maximal negative and positive values of 3α  are obtained experimentally with 0δ  equals 
−0.67 and 0.67, respectively. At blue detuning of 0δ  ~ 0.02, the value of 3α  vanishes and 
the cubic nonlinearity diminishes, allowing higher order nonlinearity to appear. The 
theoretical value of 3α  is also calculated using only experimentally determined and 
numerically simulated values of the parameters in Eq. (4.1) and plotted in Fig. 4.5a (see 
Section 4.7), in an excellent agreement with the experimental result. The deviation is 
attributed to the imprecision in determining the actual detuning value because of the 
thermal drift of the cavity resonance. The Fig. 4.5b shows that the value of 3α  is 
proportional to the power of the tuning laser for both softening (red) and hardening (blue) 
situations, as expected from theoretical analysis. The rich and completely controllable 
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optomechanical nonlinearity in cavity optomechanics, demonstrated here for the first time, 
can be harnessed to explore nonlinear phenomena in nanomechanical oscillators [83], 
including parametric amplification [86], synchronization [87] and stochastic dynamics 
[88], [89].  
 
4.4. Optomechanical Signal Amplification 
In cavity optomechanics, by leveraging the enhancement from both the optical and 
mechanical resonances, a low-power optical signal can be used to modulate a high-power 
 
Fig. 4.5. Controllable optomechanical nonlinearity. (Part 2.) 
(a) The measured cubic (Duffing) nonlinear coefficient α3 as a function of tuning laser detuning. α3 
can be controlled to be negative or positive by changing the detuning. Black dashed line shows the 
theoretical results with no free parameters, using only experimentally determined and numerically 
simulated values of the parameters. Error bars: s.d. from five measurements. (b) The measured value 
α3 for red (δ0 = − 0.67) and blue (δ0 = 0.67) detuned laser at various optical power of the applied 
tuning laser, showing a proportional dependence. Error bars: s.d., from five measurements. 
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optical signal via their enhanced optomechanical interaction, making it possible to achieve 
a net signal gain at the modulation frequency. Such a mechanical means of signal 
amplification is analogous to the principles of electromechanical relays or electronic 
transistors (Fig. 4.6a) and has found important applications [90], [91]. In addition, our 
multichannel design of cavity optomechanics features a broadband transmission in the 
signal waveguide, making wavelength multiplexing possible. In our device, the signal gain 
factor (GF) is defined as the ratio between the alternating current (AC) optical power input 
to the control waveguide and the modulated output power from the signal waveguide. At 
the mechanical resonance frequency, GF is maximized and given by  
 
Fig. 4.6. All-optical signal amplification and wavelength multiplexing. (Part 1.) 
(a) The principle of optomechanical amplification is analogous to that of electromechanical relays or 
electronic transistors. A small signal in the control waveguide (or gate) can be used to modulate a 
large signal in the signal waveguide (or source to drain) to achieve a signal gain. Wavelength 
multiplexing can also be achieved. (b) Optical spectrum measured at the output of the signal 
waveguide, showing signals at two wavelengths and the leaked control. 
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Here, sT x∂ ∂  is the response of the signal channel’s transmission to the lateral 
motion of the cantilever waveguide, c cF P∂ ∂  is the efficiency of optical force generation, 
which is enhanced by the cavity finesse as demonstrated in Fig. 4.3. Although in principle 
arbitrarily large GF can be attained with sufficient signal power sP  as GF is proportional 
to sP , in practice the maximal GF is limited by the power handling capability of the device. 
The high finesse of the micro-disk cavity and the high mechanical quality factor mQ  and 
compliance ( m1 k ) of the cantilevered waveguide allows a high gain value to be attained 
with a low signal power sP .  
To demonstrate the principles of optomechanical amplification of radio-frequency 
signal and wavelength multiplexing with our device, two continuous wave (CW) lasers 
were input to the signal waveguide and the control laser was modulated at the mechanical 
resonance frequency. The Fig. 4.6b shows the optical spectra at the output of the signal 
waveguide, showing the two optical signals at wavelength 1λ  and 2λ , which can be freely 
selected over a broad spectral range as long as the cavity resonance wavelengths are 
avoided. Also seen in Fig. 4.6b is the leaked control laser with 30 dB lower power than the 
signal lasers because the micro-disk also acts as a filter. A standard wavelength division-
multiplexing filter is used to separate the two signals at wavelengths 1λ  and 2λ . The Fig. 
4.7a shows the time domain traces of the input modulation signal (DC power 170 μW at 
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1,550.21 nm) at the control waveguide and two output signals (DC power 450 μW at 
1,546.12 and 1,555.75 nm) from the signal waveguide, modulated at the mechanical 
resonance frequency of 1.24 MHz. The result shows that the modulated amplitude of the 
input signal is amplified by a factor of three in the output signal. Because of the broadband 
signal waveguide, this GF is independent of the signal wavelength so the device is suited 
to optical systems using wavelength multiplexing. The GF increases proportionally with 
the input signal power sP  and is consistent for the two different signal wavelengths, as 
shown in Fig. 4.7b. Similar silicon micro-disk cavity with quality factor as high as 3 million 
 
Fig. 4.7. All-optical signal amplification and wavelength multiplexing. (Part 2.) 
(a) Time domain traces of the input (black) and output signals at two different wavelengths (blue: 
1,546.12 nm and red: 1,555.75 nm), showing the input signal is amplified by a gain factor of three at 
the output. One output trace (blue) is intentionally shifted upward for clarity. (b) The gain factor is 
proportional to the optical power in the signal waveguide but independent of the signal wavelength 
(blue: 1,546.12 nm and red: 1,555.75 nm). A gain factor of two can be achieved with a signal power 
of only 2 mW. 
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has been reported in the literature [92] so it is possible to achieve even higher GF with a 
much lower power level. Although the operation speed of the device currently is limited 
by the relatively low mechanical frequency of the cantilevered signal waveguide, it is 
feasible to improve the mechanical frequency to the hundreds of megahertz range [93], 
[94], making it suited for radio-frequency (RF) photonics applications.  
Recently, micro- and nanoscale mechanical switches and relays have been revisited 
for their potential in integrated circuits for low power computation [95] and for harsh 
environment applications [96]. Optomechanical devices also provide unique attributes that 
are unattainable with conventional optical devices, such as the all-optical signal 
amplification demonstrated here and the ability to be reconfigured and re-programmed 
[19], [78], [97]. The broad optical bandwidth enabled by the new multichannel 
configuration offers great flexibility for cavity optomechanics to be integrated at a higher 
level, allowing their remarkable properties to be applied in cohorts with conventional 
photonic systems for optical and RF communications.  
 
4.5. Device Fabrication and Measurement Scheme 
The devices are fabricated on commercial SOI wafers (SOITEC) with 220 nm silicon layer 
and 3 μm buried oxide, using standard electron beam lithography and plasma dry etching 
processes. The cantilevered section of the signal waveguide is released from the substrate 
by wet etching the buried oxide layer through a photoresist mask patterned by 
photolithography. Critical point drying is used to prevent the collapsing of the cantilevered 
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waveguide caused by the viscous dragging effect during etchant solution evaporation. The 
released section of the signal waveguide is 22 μm long, 420 nm wide with a mechanical 
spring constant of 69.4 mN/m. With a gap of 50 nm and a lateral offset of 250 nm between 
the cantilevered end and the receiving end, the signal waveguide has an estimated total 
insertion loss of 7.8 dB.  
A schematic of the measurement setup is shown in Fig. 4.8. The control, signal and 
tuning lasers are coupled into the device by aligning a linear array of single-mode fibers, 
spaced 250 μm and mounted on a V-groove (OZ optics) chip, to the integrated grating 
couplers on the device. Each fiber to grating coupler interface has a typical coupling 
efficiency of 15%. All the power values mentioned in the manuscript refer to the power in 
the waveguide immediately after the coupler and are carefully calibrated and monitored. 
 
Fig. 4.8. Schematic of the measurement setup. 
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To achieve high mechanical quality factor, the measurements are conducted in a vacuum 
chamber with pressure of 2×10−4 Torr. A microscope image of the device that is measured 
during the experiment is shown in Fig. 4.9.  
 
4.6. Theoretical Analysis of Nonlinear Optical Force 
First, we define the coordinate system of our device as in Fig. 4.10. The optical force 
applied by the cavity on the signal waveguide is given in Eq. (4.1) [79] and is repeated here 
for convenience.  









  (4.3) 
Here, the positive of x-axis is in the direction pointing away from the micro-disk. 
c( ) ( )x xω ω∆ = −  is the laser (frequency ω ) detuning relative to the cavity resonance 
 
Fig. 4.9. Optical microscope image of the device measured in the experiment. 
There are four grating couplers (two are shown) integrated with the control (bottom) waveguide and 
the signal (top) waveguide. 
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frequency c ( )xω  which is dependent on the position of the signal waveguide, 
1 2 iγ γ γ γ= + +  is the total amplitude damping rate of the intra-cavity field including 
waveguide coupling rate 1γ  (for control waveguide), 2γ  (for signal waveguide) and 
intrinsic damping rate iγ . Light is coupled to the cavity through the control waveguide, 
which is not moving. Here we are only concerned with the optical force on the cantilevered 
signal waveguide and its induced mechanical motion. One important parameter is the 
c( ) /g x xω= ∂ ∂  factor which is the optomechanical coupling coefficient between the 
movable signal waveguide and the micro-disk cavity. Note here both ( )g x  and the 
detuning c( ) ( )x xω ω∆ = −  are dependent on the signal waveguide’s position x. We note 
that the coupling rate 2γ  of the signal waveguide is also dependent of position x. However, 
in our device 2 1γ γ  so the optomechanical effect on the cavity damping is weak and 
neglected in the following analysis.  
 
Fig. 4.10. Coordinate system defined in the theoretical calculation. 
The red line marks the decaying field amplitude outside the micro-disk. 
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When the signal waveguide moves from its original position 0x  to an arbitrary 
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Here 0∆  is the static detuning value when the waveguide is not moved. Using the 
perturbation treatment employed in [78], the optomechanical coupling coefficient, to the 
first order, has an exponential dependence on the signal waveguide’s position: 
 0 02 ( ) 2 ( )2 0 0( ) (0) ( )
x x x xxg x g e g x e g eα αα − − − −−= = =  (4.5) 
where α  is the field amplitude decay constant outside the rim of the micro-disk and 
0 0( )g g x=  is the static value of the optomechanical coupling coefficient when the 
waveguide is not moved. 
Thus, Eq. (4.4) can be written as: 
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0 0 0( ) 12
x x x x x
x
gx g e dx eα α
α
′− − − −′  ∆ = ∆ − = ∆ − − ∫  (4.6) 






































 ∆ − − + 
= −
 − − + 
 (4.7) 
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Here we define normalized static detuning 0 0δ γ= ∆  and normalized static 
optomechanical coupling coefficient 0 0gξ γ= , normalized by the half cavity linewidth γ
. We can see that the optical force exerted on the waveguide is a nonlinear function of 0δ  
and 0x x xδ = −  which is the signal waveguide’s displacement. The nonlinear behavior of 
 
Fig. 4.11. Nonlinear behavior of the optical force. 
Calculated optical force (normalized by the input power at the control channel) versus the signal 
waveguide displacement for different normalized static detuning values, showing strong nonlinearity. 
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the optical force can be seen in the plot of cF  versus xδ  for different values of 0δ  in Fig. 
4.11, assuming the independently determined values of the parameters listed in Table 4.1. 
We then expand Eq. (4.7) at the waveguide’s static position 0x x=  to the third order 
of the waveguide displacement as: 
 ( ) ( ) ( )2 3 4c c 0 1 2 3F x F x k x k x k x O xδ δ δ δ= + + + +  (4.8) 
Thus, the coefficient k1 is the force constant corresponding to the optical spring effect, k2 
and k3 are the quadratic and cubic nonlinear coefficients, respectively. Their expression 
can be derived from the Taylor expansion of (4.7) and written in the form of polynomials 
of the normalized static detuning 0δ : 
Table 4.1. Parameters used to calculate the theoretical values. 
Symbol Parameter Value Source 
ω Optical frequency 2π×1.94×1014 Hz Experiment 
ωc Optical resonance frequency 2π×1.94×1014 Hz Experiment 
g0 Optomechanical coupling coefficient 2π×11.3 MHz/nm Experiment 
Q Optical quality factor 5×104 Experiment 
γ Optical damping rate (=ωc/2Q) 2π×1.94×109 Hz Experiment 
γ1 Waveguide coupling rate  
(=γ/2 for critical coupling) 
2π×9.68×108 Hz Experiment 
α Evanescent field decay constant 1/95 nm-1 Simulation 
meff Effective modal mass 
(=0.24×cantilever mass) 
1.14 pg Device 
fabrication 
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Fig. 4.12. Static optical force and optical spring constant. 
Calculated static optical force Fc(x0) (a) and optical spring constant k1 (b) of our device, normalized 
to the control channel power, as a function of normalized static detuning. 
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In Fig. 4.12a and Fig. 4.12b, we plot the static optical force ( )c 0F x  and the optical spring 
constant k1 versus normalized static detuning 0δ  for our device using independently 
determined parameters listed in Table 4.1. 
 
4.7. Theoretical Analysis of Tunable Duffing Nonlinearity 
The cantilever waveguide can be modeled as a nonlinear oscillator driven by the optical 







( ) ( ) ( )d x d x f tx x x
dt dt m
δ δµ ω δ α δ α δ+ + + + =  (4.12) 
Here effm  is the effective modal mass of the cantilevered signal waveguide; m mQµ ω= is 
the mechanical damping coefficient; ( )f t  is the harmonic time-varying driving force 
generated by the modulated optical power; 2 2m m0 1 effk mω ω= −  is the modified mechanical 
resonance frequency taking into account the optical spring constant 1k . 2α  and 3α  are the 





α α= − = −  (4.13) 
In our system, the nonlinear coefficients 2α  and 3α  are dominated by the 
optomechanically induced nonlinearity instead of the intrinsic mechanical nonlinearity, 
because the vibration amplitude of our device is limited to less than 132 nm, which is much 
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less than the critical amplitude (~1 μm) of the device’s intrinsic mechanical nonlinearity. 
The calculated results of 2α  and 3α  of our device are shown in Fig. 4.13a and Fig. 4.13b 
using Eq. (4.10), Eq. (4.11) and Eq. (4.13) with independently determined parameters as 
listed in Table 4.1. The same calculated result of 3α  is plotted with the experimental results 
in Fig. 4.5a.  
The nonlinear effect due to the quadratic term induces sub-harmonic and super-
harmonic resonances. But to the primary resonances, the main effect of the quadratic term 
is a modification to the effective Duffing coefficient in the oscillator’s frequency response 
curve as [84]: 
 2 23 2 m10 /α α α ω= −  (4.14) 
 
Fig. 4.13. Quadratic and cubic nonlinear coefficients. 
Calculated quadratic (a) and cubic (b) nonlinear coefficients (α2 and α3) of our device, normalized to 
the control channel power, as a function of normalized static detuning. 
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However, in our device and with the conditions used in the measurement, the modification 
term 2 22 m10 / 9α ω
−  is orders of magnitude smaller than the value of 3α  (compare Fig. 4.13a 
and Fig. 4.13b), except for at the static detuning value when 3α  vanishes. The result is a 
minor shift of the detuning value for zero nonlinearity, which is below our measurement 
uncertainty and thus cannot be discerned in our experiment. Therefore we neglect the effect 
of quadratic nonlinear term in our analysis and omit the subscript 3 of 3α  for conciseness.  
Duffing equation of nonlinear oscillators has been analyzed with the method of 
multiple scales [84]. The amplitude-frequency response curve of a Duffing oscillator can 













 + − = 
   
 (4.15) 
Here m m( ) /σ ω ω ω= −  is the normalized detuning of the harmonic driving force frequency 
ω  to the modified mechanical resonance frequency mω . With the increasing driving force, 
the resonance amplitude increases but leans towards higher or lower frequency side 
depending on the sign of α , as shown in the experimental results shown in Fig. 4.4a and 
Fig. 4.4b. 
The peak amplitude and the frequency at which the peak amplitude is reached have 







=  (4.16) 
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This relation between peakσ  and peaka  is called the “backbone curve”. To experimentally 
determine the cubic nonlinear coefficient α and its relation to the laser static detuning, we 
measure the amplitude-frequency response of the device at each laser static detuning value, 
with increasing modulated control laser power (in at least five steps) to increase the 
vibration amplitude, as shown in Fig. 4.4a and Fig. 4.4b. We then find the peak amplitude 
peaka  and the corresponding detuning peakσ , and fit the result with the backbone curve as 
given by Eq. (4.16). The standard error given by the fitting result is used as the uncertainty 
and plotted as error bars in Fig. 4.5a and Fig. 4.5b. 
 
4.8. Calibration of Displacement Measurement 
The displacement measurement in this paper consistently refers to the lateral (or in-plane) 
displacement of the free end of the cantilevered signal waveguide. For clarity, in this 
section, the signal channel transmission and its noise power spectral density (PSD) are 
always normalized to the transmission value when the waveguide is not displaced. We 
define signal channel responsivity as the ratio between the change of the normalized 









We calibrate the responsivity with two methods independently and the results agree 
well. The first method was the widely employed thermomechanical noise measurement. 
With no laser sent into the control channel, the signal laser at constant power level and 
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arbitrary off-resonance wavelength was sent into the signal channel. The noise PSD of the 
transmitted signal laser was measured with a photodetector and a spectrum analyzer. The 
Fig. 4.14 shows the normalized noise PSD near the resonance frequency of the cantilever, 
with a signal laser wavelength of 1555.75 nm. On resonance, the displacement noise PSD 
of the cantilever is expected to be ( ) ( )z B m m04S k TQ kω= , where Bk  is the Boltzmann 
constant, 300KT =  is the absolute temperature in the lab, 4m 1.6 10Q = ×  is the mechanical 
quality factor, ( )m0 2 1.242MHzω π= ×  is the angular mechanical resonance frequency and 
 
Fig. 4.14. Transmission and displacement noise PSD. 
The measured normalized transmission noise PSD from the signal channel and the expected 
displacement noise PSD. 
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2 16.94 10 N mk − −= × ⋅  is the point load spring constant. mQ  and m0ω are obtained by fitting 
the noise PSD shown in Fig. 4.14 with a Lorentzian peak, while k  is calculated using the 
standard equation of a cantilever. The expected peak displacement noise PSD 
22 2 1
z 4.92 10  m HzS
− −= × ⋅  corresponds to the measured peak normalized transmission 
noise PSD norm 8 1max 1.15 10  HzP
− −= ×  obtained from Fig. 4.14. Therefore the responsivity is 
calibrated to be ( )0.5norm 1max z 4.83 mP S µ −ℜ = = . 
The maximal displacement that the signal waveguide can reach is limited by the 
120 nm sized gap between the waveguide and the micro-disk. This provides the second 
method to independently calibrate the displacement measurement at the large amplitude 
regime. Determined from the geometry of the device and the mode profile of the cantilever 
resonance, the maximal displacement of the tip of the cantilevered waveguide is 132 nm, 
as is illustrated in Fig. 4.15. The strong optical force applied by the micro-disk cavity on 
the signal waveguide is sufficient to drive the signal waveguide to reach this maximal 
amplitude and be stopped by the micro-disk. The Fig. 4.15 shows the time-domain signal 
measured with increasing vibration amplitude. At high amplitude, the sinusoidal waveform 
shows a flattened bottom, indicating that the waveguide is hitting the side wall of the micro-
disk. Thus, the transmission value at the flattened amplitude is 0.474, corresponding to a 
displacement of 132 nm at the tip of the cantilevered waveguide. Hence the responsivity is 
evaluated to be ( ) ( ) 11 0.474 132nm 3.98 mµ −ℜ = − = . The discrepancy with the value 
calibrated with thermomechanical noise measurement method is due to the nonlinear 
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response of the waveguide transmission at high amplitude, as explained in Section 4.9. It 
is interesting to note that there is no pull-in effect like that in electrostatic-ly actuated 
MEMS devices because optical force decreases when the waveguide touches the micro-
 
Fig. 4.15. Time-domain traces of the transmitted signal in the signal waveguide. 
Time-domain traces of the transmitted signal in the signal waveguide with increasing vibration 
amplitude. The waveguide eventually hit the micro-disk and the amplitude is limited by the 120 nm 
sized gap, as indicated by the flattened bottom in the trace. The maximal displacement at the tip of 
the cantilever is determined to be 132 nm as an additional calibration to the displacement 
measurement. 
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disk, due to the reduction of the optical Q and strong coupling. The mechanical spring of 
the waveguide is also large enough so that it will not stick to the micro-disk due to surface 
forces.  
 
4.9. Cantilevered Signal Waveguide Design 
The signal waveguide is designed with a gap between the free end of the cantilevered 
section and the receiving end of the fixed section. In addition, to detect the cantilever 
waveguide’s lateral (or in-plane) motion, a lateral offset between the waveguide ends is 
also needed. The transmission through the cantilevered signal waveguide has been 
numerically analyzed with Finite Difference Time Domain (FDTD) simulations, which is 
a rigorous treatment that takes into account the mode evolution during the propagation 
through the gap, the coupling from the gap back to the receiving waveguide and all the 
reflections that occur in this process. We studied three different cases: 400 nm, 420 nm and 
500 nm wide waveguides. The simulation results are shown in Fig. 4.16, suggesting that 
500 nm wide waveguide has the steepest slope on both sides of the curve and 400 nm wide 
the least steep. 420 nm wide waveguide was eventually chosen based on various 
considerations, especially the trade-off between a softer cantilever and more sensitive 
transduction. In order to achieve the most linear transduction in a large displacement range, 
we designed the initial lateral offset to be 250 nm, which is almost in the center of the linear 
part of the transmission curves (shaded areas in Fig. 4.16). In the actual device, the 
displacement was limited by the fixed gap between the cantilever and the disk resonator 
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hence never exceeded 132 nm towards the disk and 140 nm away from the disk (see Fig. 
4.15), so the cantilevered signal waveguide remains in the approximately linear 
transduction regime even when being driven to the highest amplitude. Nevertheless, the 
imperfection in the linearity still leads to the discrepancy between the values of 
responsivity calibrated by the two methods described in Section 4.8. The receiving 
waveguide is designed to be farther away from the disk than the cantilever, so the 
 
Fig. 4.16. FDTD simulation results for the cantilevered signal waveguide design. 
For each waveguide width, the maximum transmission was normalized to 1 for convenient 
comparison. The green vertical lines indicate the 250 nm and -250 nm displacement and the shaded 
areas in the background shows the approximately linear transduction regime for the 400 nm and 420 
nm cases. 
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transmission increases (decreases) when the cantilever moves away from (towards) the 
disk.  
 
4.10. Experimental Calibration of g Factor 
The optomechanical coupling coefficient or the g factor is one of the most important 
parameters of cavity optomechanical systems. We experimentally determine the g factor 
by measuring the thermomechanical noise of the device using the slope detection method. 
In the experiment, a probing laser at constant power is sent into the control channel and 
tuned on the slope of the resonance dip in the transmission spectrum (see Fig. 4.2). The 
thermomechanical vibration of the cantilever dispersively perturbs the disk resonance 
introducing amplitude noise in the transmitted probing laser power, which was measured 
by a photodetector and a spectrum analyzer. The g factor can be determined experimentally 
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 (4.18) 
where vS  is the measured voltage noise power spectral density (PSD), zS  is the expected 
cantilever displacement noise PSD which is described in Section 4.8, ProbP  is the probing 
laser power, G  (in V/W) is the transduction gain factor of the photodetector, c  is the light 
velocity in vacuum, Probλ  is the probing laser wavelength, ( )T λ  is the measured 
transmission spectrum of the resonance through the control channel, including the input 
  72 
and output grating couplers, its derivative with respect to λ  ( dT dλ ) is estimated by linear 
curve fitting near the probing laser wavelength. The experimentally determined values of 
the g factor are listed in Table 4.2 for the modes labeled in Fig. 4.2. 
 
4.11. Theoretical Calculation of g Factor 
In order to theoretically calculate the optomechanical coupling coefficient, or the g factor, 
we first used Finite-Element-Method (FEM) to calculate the Whispering Gallery Mode 
(WGM) profiles ( )E r

  of the disk resonator without control or signal waveguide, so that 
Table 4.2. Parameters used to calculate the theoretical values. 








(1,105) 2.30 1.40 39.5 
 
(2,99) N.A. 1.89 47.7 
 
(3,94) 2.15 2.88 57.0 
 
(4,89) 11.3 14.3 65.4 
 
(5,85) 3.39 1.65 74.5 
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we could take advantage of the axisymmetry of the disk resonator to simplify the large 
scale 3D problem into a 2D problem [80]. Subsequently we employed a perturbation 
treatment derived from energy considerations [98] to take into account the resonance 
frequency shift induced by the existence of the nearby waveguide and its motion: 
 ( )
( ) ( )










r E r d rx














where ( )rε   is the dielectric constant, cω′  is the resonance frequency without waveguides 
nearby, ( )c xω δ′∆  is the resonance frequency shift with respect to cω′  when the cantilever 
displacement is xδ , Cant ( )V xδ  is the volume of the cantilever when the cantilever 
displacement is xδ  and V  is the entire space. The g factor when the cantilever is at its 













=   (4.20) 
In Eq. (4.19), cω′  was solved in the FEM simulation and the integrals on the right 
hand side were calculated numerically from the simulation results. The derivative in Eq. 
(4.20) was also calculated numerically by five point method. The calculation results agree 
reasonably well with the experimentally calibrated g factors, as listed in Table 4.2. 
Mode volume is another important characteristic of resonance modes. It is defined 
as [80]: 
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  (4.21) 
where [ ]max   denotes the maximum value of its functional argument. The numerically 
calculated mode volumes are also included in Table 4.2. We note that the TE mode (4, 89), 
which our experiment focuses on, has a particularly high g factor because of the good 
phase-matching with the waveguide mode. 
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Chapter 5. Optomechanical Photon Shuttling Between  
Photonic Cavities [29] 
 
Mechanical motion of photonic devices driven by optical forces provides a profound means 
of coupling between optical fields. The current focus of these optomechanical effects has 
been on cavity optomechanics systems in which co-localized optical and mechanical modes 
interact strongly to enable wave mixing between photons and phonons, and backaction 
cooling of mechanical modes. Alternatively, extended mechanical modes can also induce 
strong non-local effects on propagating optical fields or multiple localized optical modes 
at distances. Here, we demonstrate a multicavity optomechanical device in which torsional 
optomechanical motion can shuttle photons between two photonic crystal nanocavities. 
The resonance frequencies of the two cavities, one on each side of this ‘photon see-saw’, 
are modulated antisymmetrically by the device’s rotation. Pumping photons into one cavity 
excites optomechanical self-oscillation, which strongly modulates the inter-cavity coupling 
and shuttles photons to the other empty cavity during every oscillation cycle in a well-
regulated fashion.  
 
5.1. Introduction 
Photonic cavities are indispensable components in integrated optical systems as buffers or 
registers to trap and store photons for processing both classical and quantum information 
  76 
[99]–[102]. To achieve advanced optical functions, it is often necessary to couple multiple 
cavities so that photons can be exchanged between them to achieve signal processing and 
computational operation [103]–[106]. Two cavities in proximity couple evanescently so 
that photons in one cavity can spontaneously couple to the other cavity with a coupling rate 
determined by the spatial overlap of the optical modes of both cavities. From the 
perspective of optical signal processing, however, it is desirable to couple cavities that are 
separated far enough that each cavity can be controlled individually and the exchange of 
photons between them can be regulated. For example, two cavities can be coupled to a 
common bus waveguide to achieve a strong-enough coupling to cause photon number Rabi 
oscillation between the two; modulation of intercavity coupling can be achieved by 
detuning one of the cavities via the optical injection of carriers [107].  
Recently, optical forces in nano-optomechanical systems have been exploited as a 
new means of controlling the coupling between optical modes in various nanophotonic 
systems [9], [10], [16], [19], [20], [47], [51], [60], [70], [71]. In particular, cavity 
optomechanics explores the interactions between the cavity optical modes and the localized 
mechanical modes, such as the vibration of a mirror in a Fabry–Perot cavity [13]–[15], 
[75], [82], [108], and the bulk and surface acoustic modes in whispering gallery resonators 
and photonic crystal cavities [11], [18], [109], [110]. In these systems, there is only one 
optical cavity, although multiple optical modes of the cavity have been utilized to induce 
the optomechanical effects. Meanwhile, multiple mechanical modes can also be 
synchronized through their optomechanical coupling with one cavity mode [25], [111]. 
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More recently, coupling between two Fabry–Perot cavities mediated by the mechanical 
motion of a nanomembrane between them was studied theoretically [112]. In most of the 
systems mentioned above, however, the involved mechanical modes are highly localized 
compared to the spatial extent of the optical modes: the mechanical motion only perturbs 
a portion of the optical mode of the cavities. If, instead of localized mechanical modes, an 
extended mechanical mode that simultaneously interacts with multiple cavities can be 
exploited, intriguing cavity optomechanical effects can emerge. In this work, we 
 
Fig. 5.1. Photon see-saw oscillator. 
a, Artistic illustration of the photon see-saw oscillator consisting of a suspended nanobeam inscribed 
with two photonic crystal cavities, one on each side; a = 450 nm is the lattice constant of the photonic 
crystal. For better visualization, this illustration is not to the scale of the actual device, which consists 
of 102 air holes in total. The labelled distance between the centres of both sides of the nanobeam is 
consistent with that of the actual device, but not with the illustration. Inset: The torsional mechanical 
mode (yellow) extends to and couples two cavity optical modes (purple). b, Darkfield optical 
microscope image of the device taken after the nanobeam was released, showing the integrated grating 
couplers connected to the coupling waveguides. c, SEM image of the device taken before the 
nanobeam was released, showing the two waveguides coupled with the two cavities separately.  
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demonstrate a novel torsional multicavity optomechanical system, which we name a 
‘photon see-saw’, as depicted in Fig. 5.1a. The photon see-saw consists of a nanobeam 
inscribed with two one-dimensional (1D) photonic crystal nanocavities, one on each side. 
The optical force generated by photons inside the nanocavities excites rotational motion of 
the nanobeam, which antisymmetrically modulates the frequencies of both nanocavities. 
With this device, we demonstrate optomechanical modulation of the coupling between the 
two nanocavities and the photon-shuttling effect in the side-band unresolved regime. Our 
work focuses on the well-regulated transfer of photons in small amounts (potentially and 
ultimately at the single-photon level), and represents an important first step towards the 
side-band resolved regime, in which a wealth of intriguing photon dynamics can be 
explored [112].  
 
5.2. Photon See-Saw Oscillator 
Instead of the commonly used dielectric resonant modes, the two 1D photonic crystal 
nanocavities are designed identically to resonate in the fundamental air mode (Fig. 5.2a) 
(effective mode index eff 1.71n = ), which enables stronger coupling with the substrate and, 
consequently, a higher optomechanical coupling coefficient [113], [114]. (The design of 
the photonic crystal nanocavity is discussed in Section 5.8.) On the mechanical design, the 
nanobeam is suspended on two axial spokes anchored to the substrate. The nanobeam can 
oscillate as a torsional resonator driven by the optical force generated by photons in either 
of the two cavities. Very unique in this torsional cavity optomechanics device is that the 
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rotation of the nanobeam as an extended mechanical mode couples the two nanocavities 
dispersively in an antisymmetric way: when the nanobeam rotates such that one side of it 
approaches the substrate, the cavity on the same side will experience a resonance red shift 
because of the increased coupling with the substrate, and the resonance of the other cavity 
on the opposite side will be blue shifted because of the decreased coupling with the 
substrate. This antisymmetric optomechanical effect is manifested in Fig. 5.2b, in which 
the resonance frequencies of the left and right cavities are simulated with a varying rotation 
angle of the nanobeam. The linear and angular optomechanical coupling coefficients of the 
cavity ( OM cg d dzω=  and 
A
OM c OMg d d g lω θ= = ⋅ , where l is the distance from the centre 
of the cavity to the rotation axis of the nanobeam and cω  is the angular frequency of the 
 
Fig. 5.2. Photonic crystal cavity simulation results. 
a, Finite-difference time-domain simulation-generated field amplitude plot (top and side views) of 
the air mode of the nanobeam photonic crystal cavity. The side view shows the mode field penetrating 
into the substrate to induce strong optomechanical coupling. The dashed line indicates the centre of 
the cavity. b, Simulated relative frequency shift of the left and right cavities versus the rotation angle 
of the see-saw. The angular optomechanical coupling coefficients of the two cavities have opposite 
signs. 
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cavity resonance) are calculated to be 2π × 2.13 GHz nm−1 and 2π × 24.5 GHz mrad−1, 
respectively, at zero rotation angle. As the torsional mode is very compliant (effective 
spring constant k = 0.11 N m−1), the cavity resonance frequency shift induced by a single 
photon, given by 2 2c OM 0 m2 2 27 kHzg k gδω π= = Ω = ×  ( 0g  is the vacuum 
optomechanical coupling strength and mΩ  is the angular frequency of the mechanical 
resonance) is among the highest in cavity optomechanics systems demonstrated so far [10] 
and thus the design is favourable to achieving efficient optomechanical tuning of the cavity 
modes.  
The photon see-saw device was fabricated on a standard silicon-on-insulator (SOI) 
substrate with a 220 nm thick top silicon layer and a 3-μm-thick buried oxide (BOX) layer. 
After patterning the device with electron-beam lithography and dry etching, the nanobeam 
was released selectively from the substrate by wet etching the BOX layer using 
hydrofluoric acid. The Fig. 5.1b shows the optical microscope image after the nanobeam 
was released, whereas Fig. 5.1c shows the scanning electron microscope (SEM) image, 
taken before the release to prevent the collapse of the nanobeam owing to electrostatic 
charging induced in the SEM. Each of the two cavities is coupled with a waveguide, which 
allows them to be characterized independently. To avoid overloading the cavity, the gap 
between the photonic crystal cavities and the waveguides is designed to be 500 nm, much 
larger than the 250 nm gap between the cavities and the substrate. Therefore, the 
optomechanical coupling between the cavity and the waveguide is negligible compared to 
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that between the cavity and the substrate, which dominates the optomechanical effects in 
the device. Consequently, the out-of-plane motion driven by the substrate-coupled optical 
forces dominates the in-plane motion induced by the waveguide-coupled optical forces. In 
the transmission spectra measured from the two waveguides (Fig. 5.3), the resonance 
modes of the two nominally identical cavities are shown to be very close in wavelength 
(left, L0 1541.574 nmλ = ; right, R0 1541.219 nmλ = ) with a detuning of 2π × 44.8 GHz. 
They also have similar quality factors (waveguide loaded, 4L 1.0 10Q ≈ × , intrinsic, 
4
i 1.6 10Q ≈ × ), which are significantly lower than the simulated value (
610Q ≈ ) because 
of fabrication non-idealities. The two cavities are separated by a long distance of 23 μm, 
equivalent to about 50 optical wavelengths in silicon. Therefore, the coupling rate between 
the two cavities is very low ( 2 0.72 GHzκ π≈ × ) and thus the resonance mode of the right 
cavity is not observed in the spectrum measured from the left cavity and vice versa.  
 
 
Fig. 5.3. Transmission spectra of the two cavities. 
a,b, Broad (a) and narrow (b) band transmission spectra of the two cavities. The loaded optical quality 
factors are ∼1.0 × 104.  
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5.3. Impulse Response Experiment 
To investigate the mechanical and optomechanical properties of the device, we first 
employed an impulse-measurement technique. One laser tuned to the resonance of the left 
cavity and modulated with a pulse generator was sent to the left cavity and used as a pulsed 
pump with an effective pulse width of ∼10 ns and peak power level of ∼4 mW. Another 
continuous wave (CW) probe laser was input to the right cavity with varying detuning bδ  
relative to the right cavity’s initial resonance, and a low, fixed power level of ∼30 nW; its 
transmission through the device was monitored in the time domain so that the mechanical 
motion of the torsional nanobeam was read out with such a slope-detection scheme. The 
 
Fig. 5.4. Impulse response and photon see-saw effect. (Part 1.) 
a, Impulse response measured in vacuum when a pump pulse was sent to the left cavity and the 
transmission of a probe laser coupled to the right cavity monitored. The response shows fast 
oscillation with a ring-down time noticeably longer when the probe is blue detuned than when red 
detuned, which indicates the backaction cooling and amplification effects. b, Fourier transform 
spectra of the impulse responses, showing two out-of-plane mechanical modes: the torsional mode at 
441 kHz and the flapping mode at 514 kHz.  
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Fig. 5.4a displays the measured impulse responses when the device was in vacuum (1 × 
10−4 torr) and the probe laser was red or blue detuned ( b 0.8δ = ± ), and shows the typical 
ring-down response of a mechanical resonator. The Fig. 5.4b shows the Fourier transform 
spectra of the time-domain signals, revealing two dominant resonance modes at mΩ  = 2π 
× 441 kHz and 2π × 514 kHz, which correspond to the fundamental torsional and flapping 
modes (insets, Fig. 5.4b), respectively. As expected from the design, no in-plane 
mechanical modes could be observed in the spectra. In Fig. 5.4a, it is obvious that the ring-
down time when the probe laser is blue detuned ( b 0δ > ) is longer than the ring-down time 
when the probe laser is red detuned ( b 0δ < ), which indicates modified mechanical 
damping coefficients of both mechanical modes. This is a result of the well-known 
backaction cooling and amplification effects induced by the detuned probe laser, which 
have been investigated extensively in various cavity optomechanics systems. The intrinsic 
mechanical quality factors, determined independently from thermomechanical noise 
calibration, are 1.66 × 104 and 1.68 × 104 for the torsional and flapping modes, respectively.  
Although the impulse response measurement in vacuum yields important 
information about the mechanical properties of the device, some interesting 
optomechanical effects are submerged by the fast oscillation. We next conducted the same 
impulse-response measurement at atmospheric pressure utilizing air damping to ‘slow 
down’ the mechanical motion, as shown in Fig. 5.5a. Immediately after the pump pulse 
entered the left cavity (t = 0), a positive (negative) response was observed in the output of 
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the probe laser red (blue) detuned from the right cavity resonance. As illustrated in Fig. 
5.5b, the sign of the response indicates that an instantaneous anticlockwise rotation of the 
nanobeam and a consequent blue shift of the right cavity’s resonance were induced by the 
pulse of optical force generated at the left cavity by the pump pulse. Thus, this time-domain 
result reveals the interesting photon see-saw effect: the photons in the left cavity outweigh 
the photons in the right cavity, tilt the torsional nanobeam and detune the right cavity. The 
see-saw response reached a peak value at 1.2 μs and started to decrease as the nanobeam 
recoiled back. At 1.9 μs the response changed sign and peaked with a much higher 
amplitude at 3.2 μs. This is because the pump pulse in the left cavity generated a heat pulse 
that propagated across the nanobeam to the right cavity and induced a thermo-optical red-
shift of its resonance. The time scale of this event agrees well with the simulated thermal 
 
Fig. 5.5. Impulse response and photon see-saw effect. (Part 2.) 
a, The impulse response measured at atmospheric pressure when fast mechanical oscillation is 
damped by air. b, The initial response (between 0 and 1.9 μs) indicates that the nanobeam rotated 
anticlockwise under the impulse of the pump pulse and the resonance of the right cavity was blue 
shifted. The later response (after 1.9 μs) is dominated by the thermo-optical effect. a.u., arbitrary units.  
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response of the device (see Section 5.15). From this impulse-response measurement, the 
antisymmetric nature of the optomechanical coupling between the nanobeam’s torsional 
motion and the optical modes of the two cavities, namely the photon see-saw effect, is 
clearly revealed.  
 
5.4. Dynamics of the Cavity Resonance Frequencies During Oscillation 
When the pump laser was changed to the CW mode, significant cavity optomechanical 
backaction effects on the torsional mode of the nanobeam resonator were induced. Here 
we focus on the amplification effect (the cooling effect is discussed in Section 5.14), which 
can excite optomechanical self-oscillation with lasing-like characteristics [24]. As a result 
of the very high mechanical quality factor of the torsional mode and the strong 
optomechanical coupling of the cavities, optomechanical self-oscillation can be triggered 
at a very low laser-power level. During the experiment, the pump laser power sent to the 
left cavity was fixed at 3.4 μW to excite stable oscillation. The probe laser coupled with 
the right cavity was set at a much lower power level of 2.3 nW, so its backaction effect was 
negligible compared to that of the pump. The Fig. 5.6 shows the time-domain traces of the 
transmitted probe signal when stable oscillation was excited and the initial probe laser 
detuning bδ  was varied from positive to negative values. When the nanobeam oscillates in 
the see-saw motion, the resonance frequencies of both cavities swing back and forth 
together, but 180° out-of-phase with each other. The time-domain trace of the probe laser 
transmission can provide a real-time monitor of the right cavity’s resonance: minimum 
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when its resonance swings closest to and maximum when furthest away from the probe 
laser wavelength. This dynamics is illustrated in the right column in Fig. 5.6.  
By varying the initial probe laser detuning and fitting the measured traces with the 
theoretical model (Fig. 5.6, solid lines, see Section 5.16 for details), stroboscopic snapshots 
of the cavity resonance frequency and line shape at any moment during the oscillation cycle 
can be constructed. The results are shown in Fig. 5.7, in which are plotted the resonances 
of the left and right cavities when the nanobeam rotates to the most anticlockwise, the 
neutral and the most clockwise positions. From these results it is clear that, even with a 
modest pump power, the nanobeam can be excited into a see-saw oscillation with an 
 
Fig. 5.6. Time-domain traces of the probe laser transmission. 
Time-domain traces of the probe laser transmission (normalized) from the right cavity with varying 
detuning (δb) when optomechanical oscillation is excited by the pump laser coupled to the left cavity 
at a power level of 3.4 μW. The right column depicts the dynamics of the right cavity resonance (grey 
solid and dashed lines) and its alignment with the probe laser wavelength (black line). The black 
arrows show the extent to which the right cavity’s resonance frequency swings during the self-
oscillation, whereas the red arrows illustrate the change of the probe laser transmission during an 
oscillation cycle.  
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amplitude high enough such that the resonances of the two cavities can cross over each 
other during each oscillation cycle. In Fig. 5.8, the relative frequency shift of both cavities 
determined from above experiment is plotted versus the rotation angle of the nanobeam. 
Unlike the theoretical results (Fig. 5.2b), the actual optomechanical characteristics of the 
two cavities are not perfectly antisymmetric despite the identical design, which we attribute 
to the variance of the surface profile of the etched substrate under the suspended cavities. 
The result in Fig. 5.8 shows that the resonances of the two cavities align when the 
nanobeam is rotated to an angle of −0.7 mrad, at which strong inter-cavity coupling can 
occur.  
 
Fig. 5.7. Stroboscopic snapshots of the cavity resonances. 
From the time-domain traces, stroboscopic snapshots of the cavity resonances can be constructed for 
the selected moments during the oscillation cycle. Shown are the positions of the resonances when 
the rotation angle θ = θmax, 0 and −θmax. It can be observed that at this amplitude, the resonances of 
the two cavities cross over (grey box in the bottom panel) during the oscillation.  
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5.5. Photon Shuttling Experiment 
We demonstrate in the following that, because of the unique photon see-saw effect and its 
strong modulation of the cavity resonances, photons can be optomechanically shuttled from 
the filled left cavity to the empty right cavity when self-oscillation with sufficient 
amplitude is excited. Such an optomechanical photon-shuttling effect was predicted 
previously in a membrane-inside Fabry–Perot cavity optomechanical system [112], which 
has similar antisymmetric optomechanical coupling between the two cavity modes. When 
the probe laser was removed and only the pump laser was on, the right cavity remained 
mostly empty because the inter-cavity coupling rate ( 2 0.72 GHzκ π≈ × ) was significantly 
lower than the cavity photon decay rate ( L,R 2 19 GHzγ π≈ × ) and the two cavities were 
initially detuned by 2π × 44.8 GHz. The intra-cavity photon number, Rn , of the right cavity 
is given by:  
 
Fig. 5.8. The resonance frequencies of the two cavities. 
The resonance frequencies of the two cavities versus the rotation angle of the nanobeam as determined 
from the above results. The imperfect antisymmetry of the behaviours of the two cavities is attributed 
to the non-ideal fabrication.  
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where Ra  is the mode amplitude of the right cavity, pω  is the angular frequency of the 
pump laser, Rδ  ( Lδ ) and R R2τ γ=  ( L L2τ γ= ) are normalized laser detuning and field-
decay time of the right (left) cavity respectively, Leτ  is the external field-decay time of the 
left cavity and inP  is the input pump laser power to the left cavity (see Section 5.17). The 
 
Fig. 5.9. Optomechanical photon shuttling between two cavities. (Part 1.) 
a,b, Time-domain traces of intra-cavity photon number of the right (a) and left (b) cavities when the 
pump laser power is at the threshold level of 0.135 μW. Also shown on the right axis of a is the output 
power of the right cavity. c, Intra-cavity photon number in the right cavity when the pump laser power 
is 0.135 μW (blue), 0.269 μW (cyan), 0.537 μW (green), 1.70 μW (magenta) and 6.76 μW (red). The 
right axis is the output power of the right cavity. d, Total number of photons shuttled from the left to 
the right cavity during one oscillation cycle versus the pump laser power. The minimum is ∼1,000 
photons per cycle when the pump is at the threshold level.  
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Fig. 5.9a shows the time-domain trace of R ( )n t  and the transmission out of the right cavity 
when inP  was reduced to the threshold level (∼0.135 μW) of self-oscillation. It clearly 
shows that once per oscillation cycle a pulse of photons is shuttled from the left cavity to 
fill the right cavity. In between the pulses, the right cavity remains empty ( R 0n ≈ ) because 
the photon decay rate is much higher than the oscillation frequency, which indicates side-
band unresolved regime. At the same time the photon number in the left cavity Ln  also 
oscillates because its detuning relative to the fixed pump laser frequency changes during 
the oscillation cycle (Fig. 5.9b). Thus, the photon number in the right cavity reaches a peak 
value every time the three frequencies of the left cavity resonance, the right cavity 
resonance and the pump laser align.  
 
Fig. 5.10. Optomechanical photon shuttling between two cavities. (Part 2.) 
a,b, Theoretical (a) and experimental (b) plots of the right cavity’s intra-cavity photon number nR 
(normalized to the range between 0 and 1) versus the normalized pump laser detuning relative to the 
left (δL) and the right (δR) cavities. The white line in a represents the trajectory that the system 
undergoes when it is oscillating at the threshold level (that is, the trace in Fig. 5.9a).  
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As explained in Fig. 5.6, Fig. 5.7 and Fig. 5.8, when the pump laser power 
increases, the oscillation amplitude grows and the resonance frequencies of the two cavities 
cross over during each oscillation cycle. As a result, two peaks per cycle start to appear in 
the time-domain trace of R ( )n t , shown in Fig. 5.9c, when the pump laser power is gradually 
increased from 0.135 μW to 6.76 μW. The Fig. 5.9d shows that the integrated number of 
shuttled photons trn  during an oscillation cycle increases with the pump laser power. At 
the threshold pump power level of 0.135 μW, ∼1,000 photons are shuttled to the right 
cavity during each cycle. The photon-shuttling effect between two optomechanically 
coupled cavities can be modelled with the temporal coupled-mode theory (described in 
Section 5.6 and Section 5.7). In Fig. 5.10a, the calculated number of photons in the right 
cavity Rn  (normalized) is plotted versus Rδ  and Lδ . In Fig. 5.10b, the normalized 
experimental results from the time-domain traces, which were obtained when the pump 
laser power was fixed at 6.76 μW and its detuning was varied, are plotted as trajectories 
with the two cavities’ detuning determined from the stroboscopic method used in Fig. 5.7 
(explained in Section 5.16 and 5.17). Close agreement between theoretical model and 
experimental results is observed. In Fig. 5.10a, the trajectory that the system undergoes in 
the parameter space when it is oscillating at the threshold level (that is, the trace in Fig. 
5.9a) is overlaid on the theoretical plot, which illustrates the dynamics of the photon-
shuttling process.  
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The demonstrated modulation of inter-cavity coupling and photon shuttling 
between two photonic cavities are mediated only by the optomechanical self-oscillation 
without any external modulation. It is thus very unique to cavity optomechanics systems 
and unprecedented, as similar phenomena have not been realized in any other optical 
systems. The photon-shuttling effect can be utilized to transfer optical information between 
multiple cavities for optical signal processing. The concept of mechanically mediated 
optical coupling can be extended to many other types of mechanical motions, such as 
flexural plate waves and surface acoustic waves [115], to couple multiple photonic cavities 
over even longer ranges and in more-sophisticated ways. Furthermore, increasing the 
mechanical Q of the current device to reduce the threshold pump level needed to start self-
oscillation meanwhile reducing the inter-cavity coupling rate (κ) can potentially achieve 
single-photon shuttling per mechanical cycle so that the device could find application in 
quantum photonics. As the first multi-cavity optomechanical system, the current device (
5
m 2.3 10γ
−Ω × ) is still far from the side-band-resolved regime, which is necessary to 
achieve backaction cooling of the mechanical resonator to the quantum ground state and to 
observe other phenomena in photon–phonon dynamics [112], [116]. However, it is 
foreseeable that in other systems that have reached the side-band-resolved regime, such as 
optomechanical crystals that may consist of multiple photonic cavities [18], shuttling of 
single photons and inter-cavity Rabi oscillations of photons mediated by phonons is within 
reach. In such a regime, a wealth of quantum optomechanical effects can be expected to 
emerge. Finally, the photon see-saw device demonstrated here has a very high torque 
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detection sensitivity, determined to be 9.7 × 10−21 N m Hz−0.5 (see Section 5.14) and can 
be utilized immediately as an all-optical transduced torsional magnetometer [117], [118], 
accelerometer [119] and gyroscope.  
 
5.6. Temporal Coupled Mode Theory of Two Coupled Photonic Crystal Cavities 
The photon dynamics and cavity optomechanics in the photon see-saw device including 
two coupled photonic crystal cavities can be modeled using either the classical temporal 
coupled mode theory or the averaged linearized quantum input-output theory. Both theories 
yield identical results. Here we adopt the temporal coupled mode theory [120]–[122] and 
the convention of using only positive frequencies.  
The cavity modes and the coupling between them and with the waveguides in the 
device are depicted in Fig. 5.11. The field amplitudes of the incoming and outgoing 
waveguide modes are denoted with “ s ”, while the field amplitudes of the cavity modes are 
 
Fig. 5.11. Temporal coupled mode theory model for our device. 
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denoted with “ a ”. The field amplitudes are normalized such that 2s  equals the optical 
power of the waveguide mode, while 2a  equals the intra-cavity optical energy. The 
subscripts “L” and “R” indicate the left and right sides of the device, respectively. The 
subscripts “1” and “2” indicate the input and output ports of the waveguides, respectively. 
The subscripts “+” and “−” indicate the incoming and outgoing waveguide modes, 
respectively. The coupling between the two cavities is described by the inter-cavity 
coupling rates LRκ  and RLκ . With above defined variables and parameters, the photon 
dynamics of the system can be described by the following sets of coupled mode Eq. (5.2) 
to Eq. (5.4). 
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 L2 L1 L R 2 R1 R
Le Re
1 1, s s a s s a
τ τ− + − +
= − + = − +  (5.3) 
 LR RLκ κ
∗= −   (5.4) 
The resonance angular frequency and the total intra-cavity field amplitude decay rate of 
the left (right) cavity are denoted by Lω  ( Rω ) and L1 τ  ( R1 τ ), respectively, where L 2τ  
( R 2τ ) is the total cavity photon lifetime. The external intra-cavity field amplitude decay 
rate due to waveguide coupling is denoted by Le1 τ  ( Re1 τ ), where the subscript “e” stands 
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for “external”. Therefore, the intrinsic intra-cavity field amplitude decay rate of the left 
(right) cavity is Li L Le1 1 1τ τ τ= −  ( Ri R Re1 1 1τ τ τ= − ), where the subscript “i” stands for 
“intrinsic”. 
Since the mechanical resonance frequency of the photon see-saw device (441 kHz) 
is approximately five orders of magnitude smaller than the linewidth ( L,R2 2πτ ~19 GHz) 
of either cavity, the device operates in the side-band unresolved regime. Therefore, when 
analyzing the optomechanical dynamics, static solutions of the coupled mode equations 
can be used at any moment during the mechanical motion. The eight parameters describing 
the two cavities and their coupling, i.e., Lω , Rω , Lτ , Rτ , Leτ , Reτ , LRκ  and RLκ , can be 
treated as static parameters that only depend on the mechanical position of the device which 
is slowly varying compared with the photon dynamics.  
Consider that a monochromatic continuous-wave laser at angular frequency ω  with 
constant power inP  is sent into the input waveguide of the left cavity (
0.5
L1 in
j ts P e ω+ = ) and 
no laser is sent into the input waveguide of the right cavity ( R1 0s + = ). In steady state, intra-
cavity field La  and Ra  can be obtained by solving Eq. (5.2) as the following: 
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Output waveguide mode amplitude L2s −  and R 2s −  can also be solved for from Eq. (5.3). 
Note that the inter-cavity coupling is very weak in our device, such that 
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respectively, where the laser detuning ( L∆  and R∆ ), normalized laser detuning ( Lδ  and 
Rδ ) and inter-cavity coupling rate (modulus) κ  are defined in the following. 
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 LR RLκ κ κ= =   (5.13) 
The power transmission from the input of the left waveguide to the output of the left and 
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where LL0T  and RL0T  are defined in the following. 
 ( )2 2LL0 Le L LeT τ τ τ= −  (5.16) 
 ( ) ( )2 2RL0 RL L R Le ReT κ τ τ τ τ=   (5.17) 
Using Eq. (5.10), Eq. (5.11), Eq. (5.14) and Eq. (5.15), the intra-cavity energy of both the 
left and right cavities can be expressed in terms of LLT  and RLT , which are directly 
measurable during the experiment: 








  (5.18) 
 2R Re RL ina T Pτ=   (5.19) 
Also, from the energy conservation consideration, the time-averaged net optical power 
flow from the left cavity to the right cavity, which is the only source of power input to the 
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right cavity, should equal the time-averaged loss of optical power from the right cavity. 
This net transferred power, denoted by trP , can be readily expressed as:  
 2 Retr R RL in
R R
22P a T Pτ
τ τ
= = .  (5.20) 
It is worth noting that, when weak coupling condition Eq. (5.7) holds, the 
expressions Eq. (5.8) and Eq. (5.14), for La  and LLT , respectively, are the same as those in 
the case where the two cavities are completely isolated. This means that if the device is 
excited and measured only from the same side (including both the cavity and waveguide) 
of the see-saw and no optomechanical effects are induced, the weakly coupled cavity on 
the other side has no effect on the photon dynamics. This explains the reason why each of 
the measured transmission spectra shown in Fig. 5.3a and Fig. 5.3b exhibits only one 
resonance dip, in which the coupling between the two cavities is not evident. This also 
explains the simple and similar mathematical forms of Eq. (5.10) and Eq. (5.11) – the only 
input to the right cavity is the coupling field from the left cavity. 
 
5.7. Cavity Optomechanical Coupling 
Due the cavity optomechanical coupling induced by the evanescent field of the cavity mode 
that penetrates into the substrate, the cavity parameters are dependent on the gap size 
between the cavity and the substrate, hence are dependent on the rotation angle of the see-
saw device. Assuming that among all the eight cavity parameters, i.e., Lω , Rω , Lτ , Rτ , 
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Leτ , Reτ , LRκ  and RLκ , only the resonance frequencies of the two cavities Lω  and Rω  are 
dependent on the rotation angle θ  of the see-saw device. The intrinsic cavity field decay 
rates are dominated by the scattering loss, therefore they are not sensitive to the rotation. 
The coupling loss is also insensitive to the rotation to the first order because of the mirror 
symmetry of the rotational motion with respect to the coupling waveguides. And the inter-
cavity coupling rates ( LRκ  and RLκ ) apparently are independent of the rotation because the 
separation between the cavities is not affected.  
When 1θ << , the optomechanical coupling of the cavities can be linearized and 
given by equations and inequalities Eq. (5.21) to Eq. (5.23) [34], [78]. The small θ  
assumption is valid because in the experiments presented in this work, θ  is always on the 
order of 10-3 rad or smaller. 
 
( ) ( )
( ) ( )
L0
L L0 L L0 L0
L
R0








ω θ ω α θ ω θ
α
ω θ ω α θ ω θ
α
= + − − +  

















= >  (5.22) 
 L 0α < , R 0α >  (5.23) 
The parameters L0g  ( R0g ) and Lα  ( Rα ) are the optomechanical coupling coefficient at 
zero rotation angle and the out-of-plane field decay constant of the left (right) cavity mode. 
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The sign of θ  is consistently defined in this work such that 0θ >  when the right (left) 
cavity is rotated away from (closer to) the substrate; and 0θ <  when the right (left) cavity 
is rotated closer to (away from) the substrate. The Eq. (5.21) and Eq. (5.22) describe the 
anti-symmetric optomechanical coupling of the two cavities to the rotational motion of the 
photon see-saw. 
 
5.8. Photonic Crystal Nanobeam Cavity Design 
The two cavities are designed to be identical using a deterministic method [114]. In order 
to achieve the optimal trade-off between high quality factor and strong optomechanical 
coupling, the fundamental air mode is used, with effective mode index (1.71) close to the 
refractive index of the substrate (1.44), so that the evanescent tail of the cavity mode 
extends well into the substrate.  
As shown in Fig. 5.1c, each cavity is constituted by a 700 nm wide, 220 nm thick 
and 22.95 μm long silicon nanobeam on one side of the see-saw device. A total of 51 holes 
are used in each cavity and the distance between the centers of adjacent holes is fixed at 
450 nm. The diameter of the holes varies from 297 nm, at the edges of the cavity, to 228 
nm, at the center of the cavity.  
 
5.9. Mechanical Modes of the Photonic Crystal Nanobeam 
With the Finite Element Method (FEM) and the exact geometry of our device, we 
calculated the six lowest frequency mechanical modes of our device. In Table 5.1, the 
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calculation results and the experimental results (from thermomechanical noise 
measurement and the impulse response measurement in vacuum) are summarized, which 
agree well, except that the in-plane modes could not be transduced due to the negligibly 
small lateral optomechanical coupling between the cavities and the waveguides.  
 
5.10. Special Precautions for the Wet Etch Releasing Process 
To release the nanobeam, we used diluted hydrofluoric (HF) acid instead of the buffered 
oxide etch (BOE) because BOE seems to roughen the surface of the silicon structure and 
Table 5.1. Summary of the mechanical modes. 
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is detrimental to the quality factor of the photonic crystal cavity. The diluted HF used 
consists of 4 volume parts of DI water and 1 volume part of 49% concentrated HF. 
The waveguide width is tapered from 600 nm to 345 nm as it gradually approaches 
the cavity, to achieve better phase matching with the cavity mode and hence more efficient 
coupling, as shown in Fig. 5.1c. Meanwhile, after the HF wet etching process, we 
confirmed with surface profilometer that the depth etched into the buried oxide (BOX) 
layer was ~ 250 nm. Therefore, only a short section of the tapered waveguide that is 
narrower than ~ 500 nm was released. The released waveguides are adequately 
mechanically robust, hence did not stiction to the substrate, as is evident in Fig. 5.12. 
After wet etching, we used critical point dryer (CPD) to avoid the stiction problem 
during the evaporation of the solvent. 
 
5.11. Scanning Electron Microscope (SEM) Observations of the Suspended 
Structures 
SEM observations of the suspended photonic crystal nanobeams turned out to be 
challenging and destructive, because the nanobeams are highly compliant with a small gap 
of only ~ 250 nm above the substrate. Such mechanical structures are very susceptible to 
be irreversibly pulled down by electrostatic force due to the accumulated charge on the 
insulating SiO2 substrate during SEM imaging. Once pulled down, the released structures 
will be stictioned to the substrate and cannot be recovered.  
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In order to avoid significant charging effect, we grounded the top silicon layer of 
our sample well and used the lowest kV and probe current available, which resulted in non-
optimal image resolution. Nevertheless, none of the ~ 20 nanobeam devices that were 
imaged survived. We did not image the one device that we measured and presented here. 
The two images in Fig. 5.12, obtained with a JEOL 6500F SEM, clearly show one 
side of the suspended structures, although the other side has been pulled down during the 
SEM imaging. If not imaged in SEM, the entire nanobeam should be straight and both sides 
a  
b  
Fig. 5.12. SEM images of the suspended structures. 
a. Tilted view of one side of the suspended nanobeam. b. Close-up tilted view of the photonic crystal 
cavity and the suspended part of the waveguide. 
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should be even, because the nanobeam is symmetric, free at both ends and has an array of 
holes inscribed, therefore the built-in stress can be completely relaxed. The waveguides are 
observed to be partly released, suspended and in the same plane as the suspended 
nanobeam. Also, the oxide ridges under the suspended structures and the partial undercut 
at the edges of unsuspended structures can be seen. The etching depth of 250 nm into the 
BOX layer is shown clearly by comparison to the 220nm thickness of the silicon layer.  
In addition to SEM images, optical microscope observations can as well determine 
whether the structures are suspended, stictioned down or bent up after the wet etch 
releasing processes. The technique is that the color of the suspended structures depends on 
the gaps under them due to the interference of the illumination light, preferably white light, 
which produces rich colors from the interference. This method has been proved sensitive 
enough and quite reliable according to our experience, and serves as a non-destructive 
alternative to SEM. 
 
5.12. Transmission Spectrum Measurement and Determination of Cavity Parameters 
The transmission spectra of both sides of the see-saw device were measured with laser 
power below the threshold of optomechanical self-oscillation. In order to accurately 
determine the resonance wavelengths of both cavities and their difference, the 
measurement results were calibrated using a wavelength reference gas cell (Wavelength 
References Inc.). Within the narrow linewidth of the cavity resonance, the grating coupler 
transmission can be approximated as constant. After taking into account the insertion loss 
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in the measurement system, the transmission spectra shown in Fig. 5.3b are measured 
results of LLT  and RRT , given by Eq. (5.14). The cavity resonance angular frequencies when 
0θ =  ( L0ω  and R0ω ) can be readily determined from the measured transmission spectra, 
while other four cavity parameters, Lτ , Rτ , Leτ , Reτ , can be calculated from the resonance 
linewidth ( Lγ  and Rγ ) and extinction ratio ( LE  and RE ) with the Eq. (5.24) and Eq. (5.25)
. The cavity parameters determined from the transmission spectrum measurement are 
summarized in Table 5.2. 
 1L L 2τ γ
− = , 1R R 2τ γ
− =   (5.24) 
 ( )( )1 0.5Le L L1 2Eτ γ− −= − , ( )( )1 0.5Re R R1 2Eτ γ− −= −   (5.25) 
 
Table 5.2. Summary of the cavity parameters. 
Cavity Position Left Cavity Right Cavity 
Pump Or Probe Pump Probe 
Resonance Wavelength 1541.219 nm 1541.574 nm 
Resonance Frequency Difference ( R0 L0ω ω− ) (2π)∙44.8 GHz 
Linewidth in Terms of Frequency ( Lγ  and Rγ ) (2π)∙18.93 GHz 
Loaded Quality Factor 1.03×104 
Extinction Ratio ( LE  and RE ) 2.50 2.68 
Intrinsic Quality Factor 1.62×104 1.68×104 
Intrinsic Lifetime ( Liτ  and Riτ ) 26.59 ps 27.53 ps 
External Lifetime ( Leτ  and Reτ ) 45.75 ps 43.21 ps 
Total Lifetime ( Lτ  and Rτ ) 16.82 ps 
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5.13. Main Experimental Setup 
The main experimental setup used in this work is shown in Fig. 5.13. In the probe channel, 
the power and polarization state of the input laser are controlled by a VOA and an FPC, 
respectively. The output laser power is then controlled by a VOA and subsequently 
detected with a PD and either an OS or an SA. For low output signal, an EDFA is used to 
amplify it and an OTF is used after to suppress the amplified spontaneous emission (ASE) 
of the EDFA. 
 
Fig. 5.13. Main experimental setup. 
Abbreviations: CW, continuous-wave; IR, impulse response; VOA, variable optical attenuator; FPC, 
fiber polarization controller; EDFA, erbium doped fiber amplifier; OTF, optical tunable filter; PD, 
photo diode; OS, oscilloscope; CH1, Channel 1; CH2, Channel 2; SA, spectrum analyzer; EOM, 
electro-optic modulator; PG, pulse generator. 
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The pump channel is identical to the probe channel except for the impulse response 
experiment: In this case, the pump laser power is first modulated by an electrical pulse 
generator via an EOM, then the pulses are amplified by an EDFA and an OTF is used to 
suppress ASE. 
 
5.14. Thermomechanical Noise and Cavity Optomechanical Dynamical Backaction 
Experiments 
We employed the slope detection scheme [34] to measure the thermomechanical noise of 
the see-saw device. When the probe laser power was very low (2.28 nW), the intrinsic 
resonance frequencies and quality factors of the torsional and flapping modes were 
a   b  
Fig. 5.14. Standard cavity optomechanical experiments. 
a. Thermomechanical noise measurement data showing the best sensitivity of torque moment 
achieved so far on the see-saw devices. b. Typical dynamical backaction measurement data of the 
see-saw devices. Abbreviations: TMN, thermomechanical noise; PSD, power spectral density. 
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measured to be 1f  = 441 kHz ( 1Q  = 1.66×104) and 2f  = 514 kHz ( 2Q  = 1.68×104), 
respectively. Subsequently, in order to demonstrate high measurement sensitivity of the 
torque moment, we used a much stronger probe laser (35.5 μW), red detuned to avoid 
exciting optomechanical self-oscillation. To avoid the risk of permanent damage to this 
device caused by overheating, we conducted the measurement on another device with the 
same design but slightly different parameters. The best sensitivity of the torque moment 
achieved so far is 9.69 fN∙μm∙Hz−0.5, as is shown in Fig. 5.14a. We expect better detection 
sensitivity when we have optimized our devices in the future specifically for sensing 
applications. 
To measure the cavity optomechanical dynamical backaction, we sent a CW pump 
laser with constant power (6.35 μW) but varied detuning into one cavity and measure the 
altered thermomechanical noise with a weak probe laser (2.28 nW) sent into the other 
cavity. Typical measurement data are shown in Fig. 5.14b, where stable optomechanical 
self-oscillation was excited when the pump laser was blue detuned and a maximum cooling 
factor of 4 was achieved when the pump laser was red detuned.  
 
5.15. Impulse Response Experiment (More Details) 
In the impulse response experiment, the width of the rectangle optical pulses sent into the 
input waveguide of the pump (left) cavity was 500 ns, with a rising edge of about 5 ns. The 
repetition rate of the pulses was 1 kHz for measurement in atmosphere and 1.76 Hz for 
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measurement in vacuum. In both cases, the repetition rate was low enough for the device’s 
mechanical impulse response to decay sufficiently between the pump pulses.  
The actual pulse width in term of the number of intra-cavity photons, however, was 
much smaller than the input pulse width and only on the order of 10 ns due to thermo-
optical shift of the resonance. This is evident in Fig. 5.15 where the waveforms of the input 
and output pump pulses are shown. The pump laser was initially red detuned to the cold 
pump cavity. When the input pulse arrived at the cavity at t = 0, it started to heat the cavity 
due to two photon absorption and free carrier absorption in silicon. At approximately t = 
50 ns, the cavity resonance aligned with the pump laser wavelength and the output pump 
pulse reached a local minimum shown as a dip in the time-domain trace. After that, the 
pump laser was more and more blue-detuned to the cavity resonance. At t = 500 ns, the 
a   b  
Fig. 5.15. Waveforms of the pump pulse. 
a. Averaged (N = 1×103) input and output pump pulses. b. Close-up view of a, with an additional 
output pump pulse from a single measurement. 
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pulse ended, and the pump laser reached maximum blue-detuning. The dip in the output 
pump pulses resembles the Lorentzian line shape of the pump cavity resonance because 
during the pulse, the pump laser wavelength was fixed and the resonance wavelength of 
the cavity was continuously red-shifting. Although possible, it is not trivial to 
quantitatively model this process, nor is it relevant to our primary goal of this experiment. 
From the waveform of a single measurement shown in Supplementary Fig. 5.15b, the width 
of the quasi-Lorentzian dip inside the rectangle pulse is approximately 10 ns, which 
corresponds to the pulse width of photon flux entering the cavity.  
During the impulse response measurement in vacuum, the input probe laser power 
used should be as small as possible in order to prevent the optomechanical backaction 
effects from significantly altering the mechanical ring-down time. On the other hand, 
sufficient probe laser power is necessary to maintain enough measurement signal to noise 
ratio. As a tradeoff, the input probe laser used was 28.7 nW, and the results shown in Fig. 
5.4a (Fig. 5.5a) are the average of 1×104 (1.5×104) measurements in vacuum (atmosphere). 
It is worth noting that in vacuum, the amplitude of the mechanical response is large enough 
such that the slope detection scheme [34] employed here is no longer perfectly linear. This 
is evident from that the two ring-down waveforms in Fig. 5.4a are both slightly asymmetric 
in positive and negative amplitudes. This minor non-ideality does not change our 
conclusions in any significant way.  
The mechanical resonance frequencies of the torsional mode (441 kHz) and 
flapping mode (514 kHz) measured from the device ring-down in vacuum agree very well 
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with those measured from the device’s thermomechanical noise and with the finite element 
method (FEM) simulation results (460 kHz for the torsional mode and 530 kHz for the 
flapping mode).  
In the impulse response measured in atmosphere shown in Fig. 5.5a, the time scale 
and waveform of the contribution from the temperature rise and thermo-optic effect of the 
cavities agree very well with our FEM simulation results shown in Fig. 5.16. The 
simulation takes into account the distributed heating source that corresponds to the optical 
cavity mode profile of the left cavity, heat flow through the nanobeam toward the right 
cavity and dissipation into the SiO2 substrate. The spatial temperature distribution of the 
right cavity during this process is not uniform, so the result shown in Fig. 5.16 is the 
weighted average temperature rise of the right cavity, where the weights correspond to the 
 
Fig. 5.16. FEM simulation results for the impulse response contributed by the 
temperature rise and thermo-optic effect of silicon. 
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optical cavity mode profile. The simulation result shows a fast temperature rise with rise 
time (from 10% to 90%) of 0.91 µs and a slower cooling with fall time (from 90% to 10%) 
of 10.55 µs, in good agreement with the measured impulse response. 
 
5.16. Dynamics of the Cavity Resonance Frequencies During Oscillation (More 
Details) 
In dynamics measurement shown in Fig. 5.6, Fig. 5.7 and Fig. 5.8, optomechanical self-
oscillation was excited and detected with the CW pump and probe lasers, respectively, both 
at constant input power level. The oscillatory rotation of the see-saw periodically 
modulated the resonance frequencies of both cavities, leading to periodically modulated 
output power of both the pump and probe lasers. From the measured output signal in time-
domain, the instantaneous rotation angle and the resonance frequencies at every moment 
of the oscillation can be derived with the procedure shown below. 
When the optomechanical self-oscillation takes place, the rotation angle oscillates 
sinusoidally as follows:  
 ( ) ( )max m mcost tθ θ ϕ= Ω + ,  (5.26) 
where maxθ  is the oscillation amplitude, mΩ  is the mechanical oscillation frequency of the 
torsional mode and mϕ  is the phase of the oscillation when t = 0, which we set to be zero (
m 0ϕ = ) for all the periodic time-domain traces presented in this work. According to Eq. 
(5.21) to Eq. (5.23), the resonance frequencies of both cavities swing back and forth 
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simultaneously during the oscillation and can be rewritten as functions of time using Eq. 
(5.26): 
 
( ) ( )( )
( ) ( )( )
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L L0 L max m
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R 0
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 = + − − Ω 
 (5.27) 
First consider the case where only the pump laser is on, and the probe laser is off. 
Because the mechanical resonance frequency is five orders of magnitude smaller than the 
linewidth of either cavity (i.e. sideband unresolved), the retardation of the intra-cavity field 
response with respect to the mechanical motion is negligible even when the 
optomechanical self-oscillation occurs. Therefore, the transmission of the pump laser pLLT  
can still be expressed by Eq. (5.14) after incorporating Eq. (5.27): 




















 ∆ − − − Ω +  
 
,  (5.28) 
where p p L0ω ω∆ = −  is the pump laser detuning relative to the resonance of the left cavity 
when 0θ = . 
To prove the self-oscillation dynamics, the probe laser is turned on with a power 
level much lower than that of the pump laser such that its effect on the oscillation amplitude 
and frequency is negligible. Similarly, the transmission of the probe laser is given by Eq. 
(5.14) and Eq. (5.27): 
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 ∆ − − − Ω +  
 
,  (5.29) 
where b b R0ω ω∆ = −  is the probe laser detuning relative to the resonance of the right cavity 
when 0θ = . 
The Eq. (5.28) and Eq. (5.29) are written only using measurable physical 
parameters of the system. The time-varying transmission pLL ( )T t  and 
b
RR ( )T t  were measured 
during the experiment. Their representative time-domain traces are shown in Fig. 5.17a 
and Fig. 5.6, respectively. The cavity parameters ( Lω , Rω , Lτ , Rτ , Leτ  and Reτ ), the 
a  b  
Fig. 5.17. Supplementary time-domain traces pertaining to the dynamics of the 
cavity resonance frequencies during oscillation. 
a. Measured time-domain trace of pLL ( )T t  overlaid with curve fitting result using equation (5.28). b. 
Time-domain traces of L ( )tω  and R ( )tω  calculated from experiment data, referenced to the resonance 
cross-over point crsω  and normalized by half the cavity linewidth. 
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mechanical resonance frequency ( mΩ ) and the optomechanical coupling coefficients ( L0g  
and R 0g ) can all be independently determined from the transmission spectra shown in Fig. 
5.3b and the thermomechanical noise calibration [34]. The only unknown parameters in 
Eq. (5.28) and Eq. (5.29) are Lα , Rα  and maxθ , which can be obtained by curve fitting the 
time-domain traces pLL ( )T t  and 
b
RR ( )T t . As shown in Fig. 5.17a and Fig. 5.6, results from 
the above theoretical model are in excellent agreement with the experimental measurement. 
In Table 5.3, both the optomechanical parameters determined experimentally here and the 
simulation results are summarized and compared, which agree reasonably well. 
With the above theoretical model and determined parameters, the characteristics of 
the system at any moment during the oscillation can be derived. For example the 
instantaneous resonance frequencies of both cavities ( L ( )tω  and R ( )tω ) can be determined 
from Eq. (5.27). The result is plotted in Fig. 5.17b, showing that, with sufficient oscillation 
amplitude, the two resonances can cross over each other during one oscillation cycle. 
Table 5.3. Summary of the optomechanical parameters. 
Cavity Position Left Cavity Right Cavity 
Pump Or Probe Pump Probe 
Optomechanical Coupling 
Coefficient ( L0g  and R 0g ) 
Experiment*  −42.0 THz∙rad−1 30.4 THz∙rad−1 
FDTD** ±24.49 THz∙rad−1 
Field Decay Constant  
( Lα  and Rα ) 
Experiment  −439 rad−1 109 rad−1 
FDTD ±75.3 rad−1 
* These results assume zero deflection angle, i.e., θ = 0. 
** These results assume the bottom of the cavity is 250 nm above the SiO2 substrate. 
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Similarly, the dependence of Lω  and Rω  on θ  can also be calculated. Results averaged 
from all the measured time-domain traces are shown in Fig. 5.8. 
Another probably more intuitive method based on stroboscopic principle can be 
used to determine the time-varying resonance frequencies of the cavities, as is shown in 
Fig. 5.7. If the motion of the oscillating see-saw is “frozen” at an arbitrary instant in time, 
while the probe laser frequency is varied, the measured transmission of the probe laser bRRT  
given by Eq. (5.14) as a function of probe laser frequency will give a snapshot of the 
resonance line shape of the right cavity. The instantaneous resonance frequency of the 
cavity can thus be determined from such a snapshot. After many snapshots are taken over 
the duration of the oscillation cycle, the complete dynamics of the cavity resonance can be 
captured in exactly the same way of stroboscopic imaging methods. 
In the actual experiment, however, instead of sweeping the probe laser frequency, 
time-domain data traces were taken with varied probe laser frequency. The probe laser 
transmission can be expressed in expanded form of Eq. (5.14) as a function of both probe 














− +  
  (5.30) 
Experiment data corresponding to Eq. (5.30) is plotted in Fig. 5.18 as a color coded surface 
versus both t  and bω . In the stroboscopic explanation, time is fixed and the probe laser 
frequency is varied. This corresponds to a vertical cross-sectional cut in Fig. 5.18. 
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Specifically, the vertical cross sections at 0t = , m0.5π Ω  and mπ Ω  correspond to
maxθ θ= , 0 and maxθ− , respectively, as shown in Fig. 5.7. In the experiment, each trace was 
taken with fixed probe laser frequency and thus corresponds to a horizontal cross-sectional 
cut in Fig. 5.18. Hence our time-domain measurement method is equivalent to the 
stroboscopic principle and the dynamics of cavity resonance shown in Fig. 5.18 can be 
constructed from the measurement results. 
In the actual experiment, the input pump and probe laser power were 3.4 μW and 
2.3 nW, respectively. The measured time-domain traces pLL ( )T t  and 
b
RR ( )T t  shown in Fig. 
5.17a and Fig. 5.6 were the average of 5×103 and 5×104 measurements, respectively.  
 
Fig. 5.18. The dynamics of cavity resonance. 
The bottom horizontal axis is time in unit of µs while the top horizontal axis is normalized time in 
unit of the mechanical oscillation period. The vertical axis is bω  referenced to the resonance cross-
over point crsω  and normalized by half the cavity linewidth. 
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5.17. Photon Shuttling Experiment (More Details) 
In the photon shuttling experiment, Fig. 5.9 were obtained when the pump laser frequency 
was fixed while its power was gradually increased from 0.135 μW, which was the threshold 
level to excite the self-oscillation, to 6.76 μW. Fig. 5.10b was obtained when the pump 
laser power was fixed at 6.76 μW while its frequency was varied in the range that could 
excite self-oscillation. For each combination of pump laser frequency and power, we 
obtained and processed data following a two-step procedure. We first follow the method 
described in Section 5.16 to determine the dynamics of the cavity resonance frequencies 
and all of the parameters of the system except the inter-cavity coupling rate κ as the only 
unknown. In the second step, the probe laser was turned off, the pump laser was kept on 
and the transmission pLL ( )T t  and 
p
RL ( )T t  were measured in time domain. Here we use the 
same notations as in Section 5.6 and Section 5.16, so that pRL ( )T t  refers to the transmission 
of the pump laser from the left input waveguide to the right output waveguide, which is 
due to inter-cavity photon shuttling. According to Eq. (5.18) and Eq. (5.19), the intra-cavity 
optical energy as a function of t  was calculated from the measured data with the following 
expressions.  




a t T t Pτ τ
τ τ
 = − −
  (5.31) 
 ( ) ( )2 pR Re RL ina t T t Pτ=   (5.32) 
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The corresponding (average) intra-cavity photon number is given by: 
2
L,R L,R p( ) ( )n t a t ω=  . The net energy transferred from the left cavity to the right cavity 
during one mechanical oscillation cycle, trU , was further obtained by integrating the net 
power transferred in Eq. (5.20), which reads 









= =∫ ∫ .  (5.33) 
The (average) total number of shuttled photons per cycle thus is given by: tr tr pn U ω=  . 
Using Eq. (5.31) and Eq. (5.32), L ( )n t , R ( )n t  and trn  are determined from 
measured pLL ( )T t  and 
p
RL ( )T t  and plotted in Fig. 5.9. Subsequently, fitting the results with 
Eq. (5.11), which relates L ( )tδ , R ( )tδ  and 
2
R ( )a t , yields the last unknown parameter, the 
inter-cavity coupling coefficient ~ (2 ) 0.72 GHzκ π ⋅ .  
When the pump laser frequency was increased, the oscillation amplitude of the see-
saw device increased even though the power of the pump laser was fixed. In Fig. 5.10b, 
the parametric function Eq. (5.11) with varying pump laser frequency is plotted as a family 
of color coded trajectories, which span over the ( Lδ , Rδ ) plane almost uniformly. The 
trajectories become progressively longer when the pump laser frequency was increased, 
due to increased oscillation amplitude and swing of the cavity resonance frequencies. To 
better visualize the measured trajectories and compare them with the theory, we take 
advantage of the symmetry of Eq. (5.11). The experimentally measured trajectories are first 
  120 
mirrored by the L 0δ =  axis, then the resultant plot is mirrored again by the R 0δ =  axis 
and lastly, a duplicate of the resultant plot is rotated by 90° with respect to the (0,0) point 
to generate Fig. 5.10b. The replicated trajectories not only span over the original 
experimentally inaccessible area, but also fill up the void in between the original 
trajectories. All of the original and replicated trajectories are normalized and shown in Fig. 
5.10b, which shows close agreement with its theoretical counterpart, Fig. 5.10a, calculated 
with Eq. (5.11) and normalized in exactly the same way. 
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Chapter 6. Fabrication Process Development 
 
Considerable effort is made to develop reliable fabrication processes for NOMS devices, 
which are a prerequisite for experimental NOMS research. For the multichannel micro-
disk devices (Chapter 4) and the photon see-saw devices (Chapter 5), the complete 
fabrication process includes two main steps. The first step is to fabricate the silicon 
structures in the top silicon layer of silicon-on-insulator (SOI) wafers with electron beam 
lithography (EBL) and plasma dry etching. The second step is to selectively release the 
silicon structure of interest from the SiO2 substrate with photolithography and wet etching. 
For the integrated hybrid plasmonic waveguide (HPWG) devices (Chapter 3), between the 
above two steps, an additional step is needed to pattern the metal, with electron beam 
lithography, metal deposition and metal lift-off. 
The fabrication process development for the multichannel micro-disk devices and 
integrated HPWG devices was accomplished by Jong Wook Noh and Yu Chen. Based on 
the early work of theirs, the author developed the complete fabrication process for the 
photon see-saw devices, which is the focus of this chapter. The various considerations and 
requirements of this fabrication process development are briefly reviewed. Different 
fabrication process options are presented and compared.  
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6.1. Silicon Structure Fabrication 
The most critical silicon structure in the photon see-saw devices is the photonic crystal slab 
and nanobeam (PCS and PCB, respectively). Fabrication and optimization of high quality 
PCS and PCB require well calibrated and reproducible high resolution EBL and plasma 
dry etching process. First, the positions and sizes of the holes in the PCS and PCB need to 
be controlled accurately and consistently from sample to sample. Second, the sidewall of 
the etched silicon structure should be smooth and vertical (90° with respect to the 
substrate). 
Although dry etching is subsequent to the EBL process, it determines the type and 
thickness of the resist used in the EBL process, hence should be addressed first. In this 
case, the Deep Trench Etcher SLR-770 and fluorine based one-step Bosch process were 
selected for their reliability. Accordingly, diluted ZEP520A EBL resist was selected 
because of its high resolution and high etching resistance to the one-step Bosch process. 
(Generally, the one-step Bosch process has much higher selectivity between silicon and 
ZEP520A EBL resist than chlorine-based etching processes.) In order to improve the EBL 
resolution, ZEP520A is diluted before spin-coating and developed with developer solution 
in a cold bath [69]. The finalized combination of the EBL and dry etching processes are 
given in details in Appendix A. 
A dose test was done to calibrate the above process. The e-beam current used was 
100 pA and the dose was varied between 200 and 800 μC/cm2 in ten steps – 200, 233, 272, 
317, 370, 432, 504, 588, 686 and 800 μC/cm2. It turned out that the minimum dose to clear 
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in the test was 432 μC/cm2. The typical scanning electron microscope (SEM) images and 
measurement of the critical features in the grating couplers and PCSs are shown in Fig. 6.1, 
Fig. 6.2 and Table 6.1. The measurement by SEM is always calibrated with the designed 
periods of the grating couplers or lattice constant of the PCS. (The SEM measurement may 
not be accurate enough without such calibrations.) 
 
  
Fig. 6.1. SEM images of the grating coupler on the dose test sample. 
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From the data in Table 6.1, it is quite clear that 800 μC/cm2 dose results in the 
largest but least varied deviations (~50 nm) from the designed PCS hole sizes, as is shown 
in the shaded area in Table 6.1. Furthermore, from the SEM observation, it seems that 
higher dose results in more uniform and circular hole shapes. Therefore, 800 μC/cm2 dose 
was used and all the hole sizes in the design were purposely reduced by 50 nm to 
 
  
Fig. 6.2. SEM images of the photonic crystal slab on the dose test sample. 
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compensate the systematic error introduced by the fabrication process. Using the optimized 
dose and the calibrated process compensation, the critical feature size error was controlled 
consistently within ±5 nm, resulting in excellent and consistent device performance from 
sample to sample. 
Silicon sidewall angle and roughness are also important factors in the EBL and dry 
etching processes. For PCS cavities, it is desirable to have vertical (90°) sidewalls because 
tilted sidewalls break the mirror symmetry and consequently scatter the quasi-TE cavity 
mode into the extended (not confined) quasi-TM mode, which results in additional loss and 
lower optical quality factor (Q) [120]. The silicon sidewall angle is determined by the resist 
sidewall angle after development and the dry etching process. It turned out that the EBL 
and dry etching processes tested here produce nearly vertical silicon sidewalls, as shown 
in Fig. 6.3. Meanwhile, the sidewalls in Fig. 6.3 are not perfectly smooth and show signs 
Table 6.1. Calibrated measurement results by SEM imaging. 
Designed Feature Size (nm) 










The smallest 30 63 +33 70 +40 74 +44 
Regular, Row A 138 170 +32 187 +49 196 +58 




Row A PCS Center 227 267 +40 270 +43 277 +50 PCS Edge 263 +36 270 +43 277 +50 
Row J PCS Center 272 302 +30 318 +46 322 +50 PCS Edge 313 +41 317 +45 324 +52 
Coupling 
Waveguides 
Row A 428 382 −46 379 −49 368 −60 
Row J 513 476 −37 466 −47 457 −56 
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of redeposition during the dry etching process. This turned out to be a minor problem which 
introduces random scattering of the light and limits the highest optical Q that can be 
obtained. It remains unknown whether or not this sidewall redeposition can be removed by 
subsequent chemical treatment. 
There are other possible combinations of the EBL and dry etching processes which 
might be worth exploring in the long term, such as straight (not diluted) ZEP520A with 
chlorine based dry etching, HSQ with chlorine based dry etching and HSQ with fluorine 
based dry etching. 
 
6.2. Silicon Structure Releasing 
Although SiO2 substrate etching is the second step in the releasing process, in our case it 
determines the photolithography process, hence should be addressed first. There are three 
  
(a)     (b) 
Fig. 6.3. SEM images of the dry etched sidewalls. 
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options for the etchant, each of which has its own pros and cons, as are summarized in 
Table 6.2.  
Diluted HF solution without buffering agent attacks and penetrates photoresist (PR) 
very quickly hence causes serious adhesion problems. In contrast, Buffered Oxide Etch 
(BOE) has much better PR resistance, but attacks Si and results in very rough Si surfaces, 
shown in Fig. 6.4a, which is quite undesirable for achieving high optical quality factor. HF 
  
(a)     (b) 
Fig. 6.4. SEM images of the defective released devices. 
Table 6.2. Comparison of the pros and cons of the etchants for SiO2 substrate. 




Control Stiction Problem 
BOE Good. Poor. Easy. Yes. 
Diluted HF Poor. Good. Easy. Yes. 
HF Vapor Poor but irrelevant. Good. 
Hard but 
possible. 
No, but requires an 
additional aligned EBL 
process. 
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vapor also has the same PR resistance problem as the diluted HF solution, but there is no 
point to use PR as the mask for HF vapor etching, as will be discussed soon. Although the 
PR resistance to diluted HF is poor, making it very difficult to define the releasing window, 
photonic crystal slab (PCS) structures can be used to support the suspended waveguide 
[20] and help prevent undesired undercut, which will be described in greater details at the 
end of this section. 
The etching reactions in solutions, such as BOE and diluted HF, generally have 
better controlled etching rates than the etching reactions in vapor phase. As long as the 
ambient temperature is stable, the concentration of the etchant is carefully controlled and 
the amount of the etchant is sufficient, the etching rate variations for both BOE and diluted 
HF can be accurately and consistently controlled within ±1%. Compared with etching in 
solutions, vapor etching requires more complicated control of the temperature and 
concentration of the etchant to achieve consistent etch rate. However, it may not be 
necessary to have a very consistent etching rate in the case of HF vapor etching, because 
in principle it is possible to monitor the etching progress by taking the sample out of the 
HF vapor environment and measuring the etching depth with a surface profiler or AFM 
from time to time. In contrast, as will be discussed in more details soon, etching in solutions 
has an inevitable problem – stiction, which makes it impossible to directly take the sample 
out of the etchant, measure the etching depth and then put it back into the etchant for more 
etching. A convenient way to conduct HF vapor etching is to put the sample above 
sufficient amount of concentrated HF solution in a closed container. When thermal 
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equilibrium is reached, the sample will be in saturated HF vapor and the etching rate will 
be reasonably consistent from run to run. However, because the sample is in saturated HF 
vapor, this over simplified vapor etching device is prone to a detrimental effect – random 
condensation of small droplets of concentrated HF solution on the sample surface which 
leads to local non-uniform etching and possible stiction problem. This problem can be 
solved by creating a constant temperature gradient to disrupt the thermal equilibrium. 
Either keeping the concentrated HF solution at room temperature and heating up the sample 
or keeping the sample at room temperature and cooling down the concentrated HF solution 
can achieve the purpose. We have tested the latter process. The bottom of the HF container 
was submerged in ice-water mixture while the top of it was in air at room temperature (~20 
°C). The sample was placed at the very top of the HF container which should be nearly 
room temperature while the concentrated HF solution should be nearly 0 °C. This house-
made device effectively eliminated condensation problem and resulted in very uniform 
etching depth across the 6 mm by 6 mm die and reasonable etching rate about 133 nm/min. 
Stiction is the most detrimental and universal problem for wet etching releasing 
process, therefore the use of critical point dryer (CPD) is required for BOE and diluted HF 
etching. The PR removal and CPD processes following the etching are long, tedious and 
requires great patience and care. Nevertheless, yield can still be a problem if the structure 
to be suspended is very soft. In addition, after the CPD is done and the delicate structure 
suspended in air, if the etching depth turns out to be insufficient, there is no way that a 
further photolithography and wet-etching can be done without destroying the devices. In 
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contrast, HF vapor etching is very attractive due to the circumvention of the stiction 
problem and the ability to suspend much softer structures than the CPD is able to do. 
However, the use of HF vapor etching dictates that PR cannot be use as an etching mask 
because good quality PR removal has to be done in solution, which kills the point to use 
HF vapor etching in the first place. Instead, a two-step EBL and dry etching process has to 
be done [123], one of which is EBL and shallow etching and the other of which is EBL and 
through etching. The shallow etched Si layer then can act as a hard mask during the HF 
vapor etching. Compared with BOE and diluted HF etching, this comes at the price of an 
additional EBL with accurate alignment and an additional dry etching with accurately 
controlled etching depth. Furthermore, the designs of the current grating couplers and 
waveguides have to be adjusted whenever the etching depth is changed in the shallow 
etching process. 
Based on all the above considerations and comparisons, eventually the diluted HF 
etchant has been chosen. Currently we solely rely on CPD to overcome the stiction 
problem. It is worth noting that we were trying to use Si anchor structures to support the 
torsional structure so that the latter can survive the wet etching, and subsequently use 
focused ion beam (FIB) milling to cut the Si anchor structures and fully release the torsional 
structure. It is crucial to avoid Gallium ion damage [124], charging effects and the sudden 
release of the built-in stress in the PCS, which requires careful design and considerable 
practice. However, we eventually gave up this attempt due to the almost inevitable Gallium 
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ion damage to the PCS cavity. Fig. 6.4b shows a failed attempt to release a device, which 
has been pulled down and stuck to the substrate due to the charging effects.  
The finalized photolithography and wet etching releasing process is given in details 
in Appendix B. Because the lengths of the suspended silicon structures are determined by 
the PCS structures that support them, instead of the sizes of exposed areas in the PR layer, 
generally there is no need to accurately control the feature sizes in the photolithography 
process. Therefore most of the parameters here can be changed as necessary. The key in 
the photolithography process here is to guarantee good adhesion between PR and the Si 
and SiO2 surfaces, rather than accurate control of the critical feature sizes.  
SEM images of the typical released torsional optomechanical devices are shown in 
Fig. 6.5, Fig. 6.6 and Fig. 6.7. The large and suspended piece of PCS in the center with two 
L3 defect cavities constitutes the torsional mass, and the two suspended strip waveguides 
on both sides of the torsional mass serves as the torsional springs. The releasing window 
in the PR layer covers the torsional mass and the torsional springs only. The two smaller 
pieces of PCSs anchor the torsional spring and mass, meanwhile prevent undesired 
undercut. Without the PCS anchors, diluted HF will penetrate between the PR layer and 
the SiO2 surface and propagate a long way, usually tens of microns, along the strip 
waveguides. When this huge undercut happens, there is no way to control the length of the 
suspended torsional springs. In Fig. 6.7, it is quite evident that the etchant was contained 
inside the releasing window, while in Fig. 6.5 and Fig. 6.6, it can be observed that the 
etchant was able to penetrate the PCS anchors and propagate a little further but not very 
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far. In the latter case, on one hand, the lengths of the torsional springs are nevertheless very 
well defined by the PCS anchors. On the other hand, the penetration of the etchant can be 





Fig. 6.5. SEM image of typical released torsional optomechanical devices. 




Fig. 6.6. SEM image of typical released torsional optomechanical devices. 
 
Fig. 6.7. SEM image of typical released torsional optomechanical devices. 
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Chapter 7. Conclusion 
 
The concept of optical force and the general background of the NOMS research area are 
introduced. The general goal of the silicon photonics research area and the research 
presented in this dissertation is described. 
The fundamental theory for optical force is summarized. The different methods to 
calculate optical forces are enumerated and briefly reviewed. 
Integrated hybrid plasmonic waveguide (HPWG) devices have been successfully 
fabricated and the enhanced optical forces experimentally measured for the first time [35]. 
When light interacts with metal in close proximity, the generated optical forces are 
enhanced by 1 or 2 orders of magnitude, compared with the cases where no metal is present.  
All-optical amplification of RF signals has been successfully demonstrated [34]. 
The optical force generated by one laser is used to mechanically change the optical path 
and hence the output power of another laser. In addition, completely optically tunable 
mechanical nonlinear behavior has been demonstrated for the first time and systematically 
studied.  
Optomechanical photon shuttling between photonic cavities has been demonstrated 
with a “photon see-saw” device [29]. This photon see-saw is a novel multicavity 
optomechanical device which consists of two photonic crystal nanocavities, one on each 
side of it. Pumping photons into one cavity excites torsional optomechanical self-
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oscillation, which shuttles photons to the other empty cavity during every oscillation cycle 
in a well-regulated fashion.  
The effort made to develop reliable fabrication processes for NOMS devices is 
summarized. The various considerations and requirements of this fabrication process 
development are briefly reviewed. Different fabrication process options are presented and 
compared. 
Future research efforts on the NOMS integrated on silicon photonics platforms (or 
more generally, NOMS realized on any platforms) may be dedicated in the following 
directions. The first is to explore the quantum nature of the interactions between light and 
matter in NOMS, by pursuing single photon operations or non-classical light generation 
and manipulation. The second is to investigate the wealth of dynamics in the side-band-
resolved regime, where the time scale of the mechanical motion is comparable to the cavity 
photon lifetime. The third is to incorporate more and more optical and mechanical systems 
into a NOMS device to realize sophisticated functionalities. Last but not least, because 
NOMS device generally can be employed for ultrasensitive force, acceleration or 
displacement measurement, further improvement of the measurement sensitivity and the 
development of NOMS sensors for practical applications are important goals.  
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Appendix A. EBL and Dry Etching Processes 
 
The EBL and dry etching processes have been finalized and elaborated below, although 
there is still room for future resolution optimization, if necessary. Minor adjustments are 
sometimes needed, such as the priming method and EBL thermal drift calibration interval. 
1. Cleave and rinse the sample: standard SOI with 220 nm Si on top of 3 μm SiO2. 
2. Clean the sample in Pirahna (H2SO4:H2O2 = 1vol:1vol, 150 °C) for 15 min. 
3. Thoroughly rinse the sample in flowing DI water for 1 min or more. Any residue 
H2SO4 will ruin the following spin-coating process. Blow dry with N2. 
4. Dehydrate the sample on a hot plate at 200 °C for 5 min. 
5. Take the sample off the hot plate, quickly put it on a clean aluminum film and blow it 
cool with N2. Immediately put the sample in the spinner and spin-coat HMDS at 2000 
rpm for 1 min. The ramping-up is 1000 rpm/sec. The key to this step is to prime the 
surface native oxide before moisture in the air adsorbs on it.  
6. Spin-coat diluted ZEP520A (ZEP520A:Anisole = 1vol:1vol) with the same process 
above. The diluted ZEP520A should be prepared at least 24 hours before spin-coating 
to ensure that thermal equilibrium is reached. 
7. Wipe away any resist residue with a clean room towel. Use small amount of acetone if 
necessary. This will ensure that the sample will be well grounded in the EBL writing. 
This should also help to ensure the uniformity and repeatability of the dry etching 
process. 
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8. Bake the sample on a hot plate at 200 °C for 2.5 min. 
9. Level the sample on the piece part holder as perfectly as possible. Ground it well. 
10. Write the sample with Vistec EBPG 5000+ at 100 kV, with 300 μm aperture. The most 
critical features, such as the holes in the photonic crystal slab or the edges of the disk 
resonators, should be written with beam step size of 1 nm and resolution of 0.5 nm. For 
these critical features, in the Layout Beamer PEC module, the beam spot size should 
be 5 nm while all the other PEC settings should use the default. Accordingly, the beam 
current used should be less than 2 nA, so that the beam spot size is 5 nm. To save 
writing time, use bulk-and-sleeve method. The recommended dose for photonic crystal 
slab is 800 μC/cm2. Together with the dry etching process below, this high dose with 
over expose the holes and enlarge them by 50 nm, but the shape of holes will be more 
circular and uniform. The changes in the sizes of the holes should be compensated in 
the GDS files or Layout Beamer. 
11. Develop the sample at −15 °C for 30 sec in Amyl Acetate, immediately rinse it at 
−15 °C for 20 sec in MIBK and then immediately blow the sample dry with N2 for at 
least 1 min. Begin the preparation of the developer and cold plate 2 hours in advance. 
Be sure to use cool grease between the cold plate and the aluminum tube holder to 
facilitate heat transfer.  
12. Inspect the sample. 
13. Measure the step height of the developed large features with P-16 surface profiler, or 
any features with AFM. The results should be about 160 nm, usually 158±3 nm. 
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14. On deep trench etcher, run the warm up process “warmup.bch” until the Step 6 in Cycle 
13, if the etcher has not been used for 4 hours. Or just simply run it every time to ensure 
process repeatability. Use dedicated carrier wafer. 
15. Season the deep trench etcher chamber for 3 min with the process “cnf-14-v.bch”. (Stop 
after 3 min in Step 5.) Use the same carrier wafer. 
16. Put the sample directly on the same carrier wafer without any cool grease or photoresist. 
Stop after 65 sec in Step 5 of the process “cnf-14-v.bch”. 
17. Measure the step height of the etched large features with P-16 surface profiler, or any 
features with AFM. The results should be about 305 nm, usually 307±8 nm. 
18. Strip ZEP in Pirahna (H2SO4:H2O2 = 1vol:1vol, 150 °C) for 1 hr. 
19. Measure the step height of the large features with P-16 surface profiler, or any features 
with AFM. The results should be about 230 nm, usually 230±5 nm. 
20. Measure the critical feature sizes in SEM. 
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Appendix B. Photolithography and Wet Etching Processes 
 
The photolithography and wet etching processes for releasing the silicon structures have 
been finalized and elaborated below. Minor adjustments are sometimes needed. 
1. In most cases, this photolithography process follows immediately the ZEP removal, 1 
hour Pirahna cleaning and thorough Di water rinsing at the end of the EBL and dry 
etching processes. Therefore the cleaning steps here before the dehydration bake can 
be skipped. Otherwise, follow the cleaning steps closely.  
2. Clean the sample in ultrasonic acetone bath, if necessary. 
3. Rinse the sample well with acetone, methanol, IPA and DI water. 
4. Clean the sample in Pirahna (H2SO4:H2O2 = 1vol:1vol, 150 °C) for 15 min. 
5. Thoroughly rinse the sample in flowing DI water for 1 min or more. Any residue H2SO4 
will ruin the following spin-coating process. Blow dry with N2. 
6. Dehydrate the sample on a hot plate at 200 °C for 5 min. 
7. Turn down the hotplate temperature to 120 °C without taking the sample off. Wait until 
the temperature reaches the set point. This will supposedly (but not sure) minimize 
water adsorption compared with moving the sample from a hotplate at 200 °C to 
another at 120 °C.  
8. Use aluminum foil to make a small bowl with a diameter of about 2 cm, which should 
be enough to hold 5 drops of HMDS. Use another piece of aluminum foil to make a 
small roll about 5 cm long with a diameter of about 1 cm.  
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9. Put the aluminum roll vertically near the sample on top of the hotplate. Fill the 
aluminum bowl with about 5 drops of HMDS, quickly put it on top of the aluminum 
roll and immediately use a Pyrex glass beaker large enough to cover the sample, the 
bowl and the roll. This will allow the HMDS to vaporize gradually inside the beaker 
and prime the sample surface, which is at 120 °C. The aluminum roll is necessary in 
that it holds the HMDS liquid away from the hotplate surface to prevent violent boil. 
Wait for 3 min and then remove the beaker. This way of priming the sample is 
supposedly (but not sure) better than simply put the sample in saturated HMDS vapor 
at room temperature. If possible and necessary, a specially designed oven, such as YES, 
should be used to prime the sample. 
10. Wait for another 1 min with the sample on top of the same hotplate at 120 °C. 
11. Take the sample off the hotplate and put it inside another aluminum bowl, cover the 
sample surface with S1805 PR liquid. 
12. Put the bowl with the sample covered by S1805 liquid under the bell jar of the 
desiccator in Chase 2. Turn on the pump and wait for the pressure difference to rise 
above 80 mBar. Wait for 2 min, then turn off the pump and vent the bell jar. This step 
is to make sure that the PR flows into and fill the holes of the PCSs to improve adhesion 
and help to prevent undesired HF solution penetration and undercut. 
13. Mount the sample covered by liquid S1805 on the chuck of the spinner. Replenish 
S1805 on the sample surface and spin-coat at 3000 rpm for 30 sec, with a ramping rate 
of 3000 rpm/sec. It is important to replenish S1805 because the solvent in the liquid 
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S1805 on the sample surface has evaporated a lot during the desiccation, leaving the 
PR more concentrated than supposed to be. 
14. Bake the sample at 115 °C for 1min. 
15. Spin-coat S1813 at 3000 rpm for 30 sec, with a ramping rate of 3000 rpm/sec. 
16. Bake the sample at 115 °C for 1min. 
17. Expose the sample on the MA6 or MABA6 for 6~60 sec. The actual exposure time can 
be adjusted according to the specific needs for each sample. 
18. Develop in MF-319 or CD-26 for 20~40 sec. The actual development time can be 
adjusted according to the specific needs for each sample. 
19. Rinse the sample with flowing DI water briefly and gently blow dry. 
20. Inspect the development results. If more development is needed, go back to the 
development step. If the alignment is off or some other tragic things have happened, 
rinse the PR off with acetone and start all over again from the very beginning. If 
everything is right, thoroughly rinse the sample in flowing DI water for 1 min or more. 
Gently blow dry with N2. 
21. Bake at 125 °C for 3 min. 
22. Etch the sample in diluted HF solution for the time needed. Wear all the recommended 
protection gears in this step. The recommended dilution ratio is 1 volume of 49 % 
concentrated HF solution to 4 volumes of DI water, which etches the SiO2 substrate at 
62 nm/min at room temperature. If everything is done right, this etching rate should be 
quite accurately reproducible. The dilution should be done well in advance to make 
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sure that thermal equilibrium is reached. One day in advance should be enough for this 
purpose. The container should have very good chemical compatibility with HF acid 
and should be air-tight. The container should be stored inside the acid cabinet in the 
cleanroom to be maintained at a constant temperature. Right before etching, prepare 
two clean plastic beakers, fill them with DI water, label them as A and B respectively 
and put them right next to the plastic container that will be used for etching. Again, 
make sure that any container in this step has good chemical compatibility with HF acid. 
To minimize the exposure of tweezers to the HF, put the sample inside the container 
used for etching first, then pour in sufficient diluted HF. Start timing and cover the 
container to further prevent HF vapor inhalation.  
23. When the time is nearly up, put on all the recommended protection gears, put the 
tweezers inside the etchant, hold the sample and wait. When time is up, gently take the 
sample out of the etchant and quickly transfer it to DI water beaker A. Dump the etchant 
into the drain of the Bay 3 wet bench and rinse the etchant container well. From here 
on, only eye protection is necessary. It is preferred that during the transfers between the 
containers, the devices on the sample are covered by a drop of water. However, often 
times this is very difficult to do because at this point the sample surface is covered by 
PR and is quite hydrophobic. It is OK if the surface seems no water coverage when 
taken out of the etchant or DI water, as long as the transfer is quick enough. 
24. Gently move the sample around inside the DI water in beaker A to rinse off the HF as 
much as possible. Then quickly transfer the sample to DI water beaker B. Dump the DI 
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water in beaker A, rinse it well with Di water and fill it with DI water again. Repeat 
this transfer and rinse process three times or more, from B to A, then A to B, then B to 
A… The key point in this step is to gently and completely rinse away any residue HF. 
25. Prepare two clean glass beakers, fill them with acetone and label them as A and B 
respectively. Gently and quickly transfer the sample from the DI water beaker to 
acetone beaker A. Gently move the sample around inside the acetone in beaker A to 
rinse off the DI water and PR as much as possible. Then quickly transfer the sample to 
acetone beaker B. Dump the acetone in beaker A, rinse it well with acetone and fill it 
with acetone again. Repeat this transfer and rinse process three times or more, from B 
to A, then A to B, then B to A… The key point in this step is to gently and completely 
rinse away any residue water and remove most of the PR. 
26. Use the same transfer and rinse processes to transfer the sample from acetone into 1165 
PR remover and rinse away residue acetone in glass beakers. One transfer from 1165 
beaker A to B followed by another transfer from B to A should be enough. 
27. Cover the 1165 beaker A and soak the sample in it for 1 hour or more. Higher 
temperature helps the removal but the actual temperature (not the set point of the hot 
plate) should not exceed 80 °C, otherwise the 1165 may be ignited. For long time heated 
soaking, it is very important to cover the beaker to prevent evaporation, otherwise the 
1165 will run dry and the sample will be ruined. 
28. Use the same transfer and rinse processes to transfer the sample from 1165 PR remover 
into IPA and rinse away any residue 1165 PR remover in glass beakers. A total of 4 or 
  156 
more transfer and rinse processes should be done in this step. The residue of 1165 may 
be detrimental to the CPD process. 
29. Lastly, use CPD to dry the sample. Follow the SOP of the CPD closely. 
 
