Abstract. This paper deals with the upwind finite volume method applied to the linear advection equation on a bounded domain and with natural boundary conditions. We introduce what we call the geometric corrector which is a sequence associated with every finite volume mesh in R nd and every non vanishing vector a of R nd . First we show that if the continuous solution is regular enough and if the norm of this corrector is bounded by the mesh size then an order one error estimate for the finite volume scheme occurs. Then we prove that this norm is indeed bounded by the mesh size in various cases including the one where an arbitrary coarse conformal triangular mesh is uniformly refined in two dimension. Computing numerically exactly this corrector allows us to state that this result might be extended under conditions to more general cases like the one with independent refined meshes. . A reason for this is that they fundamentally rely on an integral version of the equations. This contrasts with Finite Difference Methods (FDM) for which smoothness of solutions is used in order to approximate derivatives by differential quotients. For Finite Element Methods (FEM), the situation is somewhat similar since traces theorems on hyper-surfaces in H 1 -type spaces exclude also the approximation of discontinuous solutions. It is the main reason why FVM are widely used for the approximation of hyperbolic systems of conservation laws. Indeed, even when initial and boundary data are smooth, solutions of such equations produce in finite time discontinuous solutions. Let us also mention that other advantages of FVM, like compact numerical stencil, effectiveness on unstructured grids, simplicity in coding or data structures, are reasons for which these methods are more and more used for Elliptic and Parabolic equations, albeit smoothness of the solution is guarantee. Concerning FVM for hyperbolic equations, there is a lot of methods and especially in Computational Fluid Dynamics ; historically these methods were natural extensions of the famous Godunov method for the Euler equations of gas dynamics to multidimensional problems. The Godunov method was known to be too diffusive and this was attributed to the fact that it is a first order method. In the beginning of the eighties, Bram Van Leer proposed MUSCL methods which can be seen as corrections that lead to second order schemes.
1. Introduction. Finite Volume Methods (FVM) have been first used in the context of computational mechanics in situations in which solutions present discontinuities (see the monograph of Kröner [16] , Godlewski and Raviart [13] , Eymard et al [10] ). A reason for this is that they fundamentally rely on an integral version of the equations. This contrasts with Finite Difference Methods (FDM) for which smoothness of solutions is used in order to approximate derivatives by differential quotients. For Finite Element Methods (FEM), the situation is somewhat similar since traces theorems on hyper-surfaces in H 1 -type spaces exclude also the approximation of discontinuous solutions. It is the main reason why FVM are widely used for the approximation of hyperbolic systems of conservation laws. Indeed, even when initial and boundary data are smooth, solutions of such equations produce in finite time discontinuous solutions. Let us also mention that other advantages of FVM, like compact numerical stencil, effectiveness on unstructured grids, simplicity in coding or data structures, are reasons for which these methods are more and more used for Elliptic and Parabolic equations, albeit smoothness of the solution is guarantee. Concerning FVM for hyperbolic equations, there is a lot of methods and especially in Computational Fluid Dynamics ; historically these methods were natural extensions of the famous Godunov method for the Euler equations of gas dynamics to multidimensional problems. The Godunov method was known to be too diffusive and this was attributed to the fact that it is a first order method. In the beginning of the eighties, Bram Van Leer proposed MUSCL methods which can be seen as corrections that lead to second order schemes.
However, it is an open problem to determine the optimal rate of convergence of FVM. This contrasts strongly with FDM and FEM where such rates are known. Hence there is an apparent paradox between the fact that some methods are termed as "first order" or even "second order" and the fact that corresponding error estimates are not proved. Indeed, there is some confusion in the literature : what is usually called "first order" method for example corresponds to the order of the truncation error on uniform cartesian grids. In practice, and this is the main interest of FVM, these methods are used on unstructured meshes and therefore it is not known whether "first order" method leads to first order error estimates. In fact the situation is even more puzzling since "first order" methods on unstructured grids do not lead in general to a truncation error that goes to zero as the mesh size goes to zero (see the discussion at the end of Section 3.3). Even for the scalar linear advection equation, to obtain a priori optimal error estimates is still a challenging task. One of the main difficulties holds, as said already, in the fact that the non uniformity of the mesh brings up an apparent loss of consistency as it has been observed by Hoffman [14] , Turkel [27] and Pike [24] . In fact this loss of consistency is an artifact of standard convergence proof : for instance the Lax theorem states that stability and consistency are sufficient conditions for a scheme to be convergent at the same rate than the truncation error converges to zero. Actually consistency is not necessary, the scheme maintains the accuracy and the global error behaves better than the local error would indicate. This property of enhancement of the truncation error is called supra-convergence and for second and higher order boundary value problems, this phenomenon discovered by Tikhonov and Samarskij [26] was widely analyzed in various cases by Manteuffel and his co-authors in [19] , [20] , [15] , [21] and in Garcia-Archilla and Sanz-Serna [11] .
In these papers, the analysis relies on the fact that the truncation error (defined by applying the discrete operator to the exact solution) can be rewritten in the special form L h τ 1 + τ 2 where τ 1 and τ 2 are of the optimal order O(h p ), L h is the discrete operator and L h τ 1 is only O(h p−1 ). Then an optimal discrete energy estimate for the global error can be derived. This idea is extended to finite difference schemes for hyperbolic systems with non uniform one dimensional grid and with irregular cartesian multidimensional grid in Levermore et al [18] and in Monk and Süli [22] . This way to rewrite the truncation error can be seen as a correction of the error in order to cancel the leading part of the local error due to the non uniformity of the mesh. Actually in Wendroff and White [31] , [30] and Wendroff [29] , a grid function is introduced for suitably smooth solutions of hyperbolic system in order to prove the optimal order of convergence of upwind finite difference and Lax-Wendroff schemes in one dimension space and in two dimension when an Alternate Direction Method is used. Berger et al [4] , [3] successfully used the idea to get the optimal rate of convergence of the "h-box" scheme defined on a non-uniform cartesian grid with embedded irregular small cells. Recently Després [9] , [8] , by using energy estimates, has given an elegant proof of an order h 1/2 error estimates with respect to the L 2 norm for the linear advection equation on regular finite element meshes in the particular case of periodic boundary conditions. Finally, let us mention that when no regularity conditions are imposed on the exact solution, by suitably application of Kuznetsov [17] approximation theory for instance, it is possible to establish rate of convergence of h 1/2 in the L 1 norm for non regular cartesian grid : see Eymard et al [10] , Cockburn and Gremaud [5] , [6] , [7] , Vila and Villedieu [28] , Teng and Zhang [25] . All these results deal with data (and solutions) which belongs to the set of functions with bounded variations. As shown in the aforementioned references, the h 1/2 is optimal for these solutions. However these papers raise the question whether such a rate is due to the irregularity of the mesh. Our present work answers to this open question by showing that it is not the case : we show that on irregular meshes, provided the solution is smooth, the error estimate behaves like h. Hence the poor convergence behavior is due to the lake of smoothness of solutions.
In this paper we study the initial and boundary value problem for the linear advection equation posed on a polygonal domain of R nd (nd is the space dimension of the problem under consideration). We construct first what we call "geometric correctors". They form a family of vectors in R nd , (Γ j ) j=1,...,N , where N is the number of control volumes. This set of geometric correctors depends only on the mesh and on the advection vector but not on the solutions to the advection equation. Our first result in Section 3.5 shows that if the solution is regular and if this family of vectors is uniformly bounded by the mesh size i.e. ||Γ j || ≤ Ch then under a CourantFriedrichs-Lewy (CFL) condition, the classical explicit first order upwind scheme for the advection equation is indeed first order : ||u h − u|| ≤ C h where u is the exact solution and u h the FVM approximation. Since we are able to compute exactly the (Γ j ) j=1,...,N , numerical simulations allow us to study in which cases the hypothesis ||Γ j || ≤ Ch is satisfied. We prove in Section 4.2 this estimation in various cases including the one where an arbitrary coarse conformal triangular mesh is refined. Finally, we present numerical experiments that lead us to conjecture that this result holds true in the case of independent refined meshes if the advection vector is not parallel to a side of the polygonal domain. On the other hand, on the basis of numerical evidence, we conjecture that if the advection vector is parallel to a side of the polygonal domain then the best estimate should be in h 1/2 .
The continuous problem.
We consider Ω a polygonal domain in R nd with nd ≥ 1 and we denote by n the unitary external normal vector on ∂Ω. Let a be a non zero vector and let denote ∂Ω − = {x ∈ ∂Ω, a · n(x) < 0}. Given a function ϕ defined on Ω and a function ψ defined on ∂Ω − × [0, +∞[, the initial and boundary value problem for the advection equation onΩ × [0, +∞[ reads :
As it well known and understood, this problem has a unique smooth solution provided the data ϕ and ψ are smooth and satisfy the so called compatibility conditions (for example the first compatibility condition is given below in (2.6)). In fact there are various methods for obtaining this solution. The first one, which uses functional analysis, is due to Bardos [1] . It consists in considering smooth solutions to the parabolic equation (ν > 0) :
with the complete Dirichlet boundary conditions :
where ψ ν is a smooth extension of ψ to Ω × [0, +∞[. Then the solution to (2.1)-(2.3) is obtained at the limit ν = 0. This produces a weak solution, whose regularity is obtained using the compatibility conditions. This method has the great advantage to apply to general (i.e. with variable non necessarily smooth coefficients) first order linear hyperbolic equations. However this method is not constructive in contrast with the so called method of characteristics. In the case of the linear advection equation (2.1), this last method consists in considering the backward characteristics (a straight line here) : (x − sa, t − s) s≥0 starting from an arbitrary point (x, t) ∈ Ω × [0, +∞[ and then look for its intersection with the boundary of this cylinder. One sees easily that this point belongs either to the set Ω × {0} or to the set ∂Ω − × [0, +∞[ and since (2.1) simply means that u is constant along this characteristics, one finds u(x, t) by using either (2.2) or (2.3). Let us be more precise. Given x ∈ Ω, we denote by s(x) the first positive real number τ such that x − τ a meets the boundary of Ω (one sees easily that necessarily x − s(x)a ∈ ∂Ω − ). Then there are three cases
, the last case shading light on the first compatibility condition between ψ and ϕ :
3. A cell centered finite volume discretization and associated error estimates.
3.1. Notations and geometric properties of meshes. Let T = {K j : j = 1, . . . , N } be a partition of the domain Ω in polyhedral volumes K j (the control volumes) that forms a structured or unstructured triangulation of Ω and such that the hyper-face between two adjacent volumes is included in an hyper-plane. For a given j between 1 and N , there are two cases.
• In the first one, the volume K j has no hyper-face on the boundary ∂Ω and then we denote by N (j) the set of indices k = j between 1 and N such that K k ∩ K j has (nd − 1) positive measure.
• In the second one, the boundary of the volume K j meets the boundary ∂Ω in a set of (nd − 1) positive measure and then we denote by N 0 (j) the set of indices k = j between 1 and N such that K k ∩ K j has (nd − 1) positive measure and we complete this set into N (j) by negative integers numbering the hyper-faces of K j which are on the boundary ∂Ω. We denote the set of these negative integers by N b (j). In both cases we have N (j) = N 0 (j) ∪ N b (j), since N b (j) is empty when K j has no hyper-face on the boundary ∂Ω. Let k ∈ N (j). If k ∈ N 0 (j), we denote by n j,k the unit normal on K j ∩ K k which points out from K j and by N j,k the product
, we denote by K k the symmetric of K j with respect to the hyper-face K j ∩ ∂Ω and keep the same notations as above. We shall use in what follows the partition of N (j) :
where
Lastly, the centroid of K j will be denoted by g j while the one of K j ∩ K k will be denoted by g j,k . Since we are interested in convergence results, we are going to consider families of triangulation T h indexed by the real number h = max Kj ∈T h h j where h j is the diameter of the volume K j . By definition of the parameter h, we have |K j | ≤ h nd and |K j ∩ K k | ≤ h nd−1 for all K j , K k ∈ T h and we assume that there exist h 0 > 0 and positive constants κ 1 and κ 2 such that for every h < h 0 we have
Remark 1. The first assumption is equivalent to the shape-regularity assumption and the second one means that the number of neighbors of each volume remains bounded when h tends to zero. We shall also use the following properties. Proposition 3.1. With the previous notations, we have the two vector identities :
Proof. We shall simply rely on the divergence theorem (here the superscript denotes the -th component of a vector) :
valid for smooth scalar functions f on K j . Taking f = 1 and observing that
we readily obtain the first identity in (3.3). Concerning the second one, in (3.4) we take for f the m-th coordinate of the point x i.e. f (x) = x m and use that 
Proof. According to Proposition 3.1 and (3.1), we have
If N + (j) = ∅ then the first term vanishes so does the second. But since the terms involved in the second sum have the same sign, we deduce that N − (j) = ∅ and N (j) = N 0 (j) i.e. a · N j,k = 0 for each k ∈ N (j). Using the second identity in (3.3) we conclude that a = 0.
Concerning the time discretization of (2.1), we are going to use a finite difference approach and therefore we consider an increasing sequence 0 = t 0 < t 1 < t 2 < . . . < t n < t n+1 −→ ∞ and set ∆t n = t n+1 − t n .
We shall consider sequences ξ = (ξ j ) j=1,...,N of scalars (respectively of vectors in R nd ) and we will estimate the p norm for p ∈ [1, +∞] with (|ξ j | being respectively the p norm in R nd ) :
3.2. The first order explicit upwind finite volume scheme. This scheme reads as follows :
Indeed the underlying philosophy of the finite volume scheme is to approximate on each control volume K j for j ∈ 1, . . . , N the mean value of the exact solution to the continuous equation (2.1)
by taking into account the direction where the information comes from. System (3.6) allows to compute an approximation of U Here we are going to use a truncation error based on the value u(g j , t n ) of the exact solution at the centroid of the control volumes. More precisely one computes
Then from equations (3.6) and (3.8), the error denoted by α n j = u n j −u(g j , t n ) satisfies the following formula
that can also be written as
where we denote by L n the following operator which acts on sequences ξ = (ξ j ) j=1,...,N :
In classical finite difference theory, one transfers information on the smallness of the truncation error E n j to the error α n j via a stability property of the scheme which amounts here to show that the norm of the operator L n is not greater than 1. Courant, Friedrichs and Lewy (C.F.L.), in their early study of the discretization of the one dimensional advection equation by finite differences, have introduced the C.F.L. number as a limitation on the time step ∆t n in order to achieve stability. In the case of the scheme (3.6), their construction can be mimicked as follows. First we take on each volume the local time given by (3.12)
(observe that thanks to Proposition 3.2, k∈N + (j) a · N j,k = 0) then we set :
The C.F.L. number is then the ratio :
When λ ≤ 1, the operator L n has a norm not greater than 1. More precisely, we have the following result whose proof is given in Appendix 6.1.
This result, when it is combined with (3.10), has the following straightforward corollary. Corollary 3.4. Under the C.F.L. condition λ ≤ 1 and for every p ∈ [1, +∞] we have the estimate :
This inequality shows that estimations on E i transfers to ones on the error α n .
On the truncation error.
Let us consider the volume of control K j . We see that the error E n j can be divided into three sums
Recalling the estimates (3.2) on the volumes, the third term in (3.17) that concerns the boundary conditions treatment, behaves like O(h) if we assume for instance that
i.e. that the discrete numerical boundary treatment satisfies
Using the relationship (3.3) on the normals, the assumptions (3.2) on the mesh and an intensive use of Taylor's expansions we see that the second term in G n j can be written as
and since u is the solution of (2.1), we deduce that if ∆t n ≤ ch
But concerning I n j , a similar computation leads this time to I n j = O(1) and we find that E n j = O(1). Hence E n j does not even converge to zero as h goes to zero, in a certain sense the scheme is inconsistent. One might think that the estimate above is not optimal, but in fact it is not the case since in the one dimensional case the previous computations are much simpler and show that indeed E n j does not converge to zero as h goes to zero. This fact (the scheme is not pointwise-consistent) was already observed in 2D by Kröner [16] , Lemma 3.2.8. On the other hand, Lemma 4.1 of Chapter IV in Godlewski and Raviart [13] cannot be applied to the upwind scheme on a uniform triangulation by equilateral triangles as they wrongly claim. In their proof, they use the identity
And one checks readily that this identity is wrong. However the result (that on such a triangulation the upwind scheme is first order accurate) is true as it will follow from Theorem 4.2 proved in this paper.
3.4. A geometric corrector. Our goal is to construct a sequence of scalars (γ n j ) j=1,...,N that satisfies the N equations :
in order to correct the errors (α n j ) j=1,...,N introduced in Section 3.2 and to prove that under smoothness assumptions the finite volume scheme is first order accurate in spite of the fact that the truncation error is inconsistent. We first slightly modify the linear system (3.25) to be able to estimate in terms of h the norm of the sequence. Thus, we will consider the construction of a sequence of vectors in R nd , (Γ j ) j=1,...,N that satisfies the N following vector equations (let us recall that g j and g j,k belong to R nd ) :
We are going to prove thanks to Theorem 3.8 that this system has one and only one solution but let us give the following definitions : Definition 3.5. Given a non zero vector a ∈ R nd and a triangulation (K j ) j=1,...,N of a polygonal domain Ω in R nd defined as in Section 3.1, the geometric corrector for the advection equation (2.1) is the sequence of vectors in R nd , (Γ j ) j=1,...,N , defined by the N × N system of equations (3.26) . Definition 3.6. For every control volume J ∈ T , we denote by C(J) the cone of dependence of J :
Let us remark that
Proposition 3.7. For every control volume J ∈ T , there is at least one volume K k ∈ C(J) that shares a face with ∂Ω − i.e. such that
Proof. Indeed let us assume that there is no such volume in C(J). Since C(J) is composed of polyhedron, it is also a polyhedron and there is at least one face (on the boundary of C(J)) for which the external normal forms an obtuse angle with a. Then for each volume K ∈ C(J) that meets this face, since from the assumption that
According to Proposition 3.2, k∈N + (j) a · N j,k does not vanish, we then define the N × N matrix B such that for an arbitrary sequence X = (X j ) j=1,...,N in C N we have
We denote by (∆ j ) j=1,...,N the sequence of vectors in R nd defined by
it is clear that (3.26) can be written as
We are now able to prove that Id − B is a non-singular M -matrix : (3.30) , by observing that −a · N j,k ≥ 0 for k ∈ N − 0 (j) and by using the relation k∈N (j) a · N j,k = 0 rewritten as k∈N
ii) Now let us assume that λ ∈ C with |λ| = 1 is an eigenvalue of B i.e. that there is X = 0 such that BX = λX and X ∈ C N . Let us denote by K j ∈ T a volume such that (3.36)
From the j-th component of BX = λX and since k∈N (j) N j,k = 0, we get (3.37)
Remark 2. Let us denote :
so that (3.30) reads also
We then observe that (BX) j is a barycenter of the X k for k ∈ N − (j) when K j does not meet the boundary ∂Ω − and of the X k for k ∈ N − 0 (j) and 0 for k ∈ N − b (j) when K j meets the boundary ∂Ω − . Now, given m ≥ 2, we have :
Remark 3. The great advantage of the geometric corrector Γ k defined by (3.26) on the corrector γ n j defined by (3.25) is that the former depends only on the advection vector a and on the geometry of the problem Ω and the elements K j of the mesh and not on the initial and boundary data. On the other hand it might be that the introduction of this geometric corrector leads to a weaker estimate. We are going to show that it is not the case by considering the case where the data are affine functions. More precisely, we take for initial conditions (2.2) and boundary conditions (2.3)
where δ 1 is an arbitrary vector in R nd and δ 2 is an arbitrary real number. Then the solution u to (2.1) is
with ∇u = δ 1 . In this case a straightforward computation yields that the exact solution of (3.25) has the form
Main result : we are now in a position to prove the following general result. Theorem 3.9. Let u be the smooth solution to (2.1)-(2.3) where ϕ and ψ are arbitrary smooth functions satisfying the compatibility conditions (see Bardos [1] ). Let assume the local quasi-uniformity of the family of meshes i.e. that there is a positive constant κ 3 such that
Let make the following hypotheses on the discretization of the initial and boundary data : we assume that there exist two constants κ 4 and κ 5 such that for all h < h 0
||Γ|| p ≤ C p h , then the error for the explicit upwind finite volume scheme satisfies the first order estimate :
Remark 4. If we have instead of (3.50) the weaker estimate
for some α ∈]0, 1] and provided we keep the same hypotheses, the proof of Theorem 3.9 leads to the estimate
Proof. Let us recall that we have (3.10)
We correct the error α with the corrector γ given by (3.46)
where the corrected truncation error has the form
Now the previous bad behavior part in the error is changed into
Using the assumptions (3.2) and (3.47) on the mesh and the following Taylor expansions
we have 
Since Γ satisfies the estimate (3.50), we obtain
On the other hand
then again from the estimate (3.50) on Γ, we have
Thus using the assumption on the boundary conditions (3.49) and gathering results (3.24), (3.63), (3.65), we conclude that
According to the estimate (3.16) applied to (3.56) we deduce that
Now, the assumption on the initial values (3.48) shows that for t n ≤ T ,
Finally the required results (3.51) follows from the Taylor expansion :
Remark 5. All the results in this section extend to the implicit first order upwind scheme and to more general meshes where the intersection of two adjacent volumes are not anymore included in an hyper-plan but are composed of several nd − 1 dimension polygons. All these polygons have to be numbered and they are distributed according to the angle which they form with vector a as in (3.1). These extensions will be the subject of a forthcoming article. Remark 6. In the definition (3.26) of the geometric corrector, the centroid g j of the volume K j can be replaced by any pointg j such that the distance between g j andg j such that ||g j −g j || ≤ C h. Indeed, this will simply change Γ j into Γ j + g j −g j .
On the geometric corrector.
We are now going to study from a theoretical point of view some various case where we have the following estimate on the geometric corrector : there exists C p such that the sequence Γ ≡ (Γ j ) j=1,...,N satisfies (4.1)
||Γ|| p ≤ C p h .
The one dimensional case.
We consider the case nd = 1. Here the advection vector is a scalar and we assume that a > 0. The finite volume scheme reads here as :
We have Ω =]A, B[ and the "triangulation" of Ω is done by the control volumes
. Equations (3.26) read in this case as :
whose solution is simply :
In this case, the estimation (4.1) is straightforward for all p and therefore Theorem 3.9 applies : the upwind finite volume method for the advection equation in one dimension leads to a first order approximation. Theorem 4.1. We denote by h = max j=1,...,N ∆x j and we assume that there is a constant κ 3 such that
If there exist two constants κ 4 and κ 5 such that discretization of the initial and boundary data satisfies
then under the C.F.L. condition λ ≡ a∆t n / min j=1,...,N ∆x j ≤ 1, for every p ∈ [1, +∞], the error u n j − U n j satisfies the first order estimate :
Let us observe that the corrected error has the form
and this has a clear interpretation : u n j provided by the scheme should be compared to u(x j+ 1 2 , t n ) rather than to u(x j , t n ). The upwinding introduces a bias which leads to compare u n j with u(x j+ 1 2 , t n ). In the case where a < 0 we would have found that u n j should be compared with u(x j− 1 2 , t n ). This has already been observed in Eymard et al. [10] in their study of the one dimensional linear advection equation.
Let us now make explicit the operator B in the one dimensional case. For a > 0 one sees easily that for all X ∈ C N : (4.9) (BX) 1 = 0 and (BX) j = X j−1 , for j ≥ 2 , so that B N = 0 while B N −1 = 0.
Back to the nd dimensional case.
In this section, we show by straightforward computations that the geometric corrector is of order h for some two-dimensional structured meshes. We first consider the case of meshes composed of parallelograms.
4.2.1. Non-uniform non-orthogonal quadrilateral grid. We consider a quadrilateral domain bounded from below by two half lines, that we use as coordinate axis and that are uniquely defined such that the advection vector a is oriented from the exterior to the interior on these lines. Now we assume that the mesh is generated by half lines parallel to these axis as it is shown in Figure 4. 1. An element of the mesh is described by two indices (m, n), m ≥ 1 along x axis, n ≥ 1 along y axis and h(m) (respectively k(n)) designs the length of the element (m, n) along x (respectively y). Here for instance sufficient conditions on the mesh to satisfy (3.2) and (3.47) read as (4.10)
The corrector for the element (m, n) is therefore denoted by Γ m,n and the formula (3.26) for the geometric corrector suggests using
where i (respectively j) designs the unit vector along x (respectively y) axis. If we denote θ (respectively θ ) the angle of the advection vector a with the x axis (respectively the y axis), it is straightforward to obtain that G m,n satisfy the following recursive formula
and where by convention we set (4.14)
Thus, G m,n is the barycenter of G m,n−1 and G m−1,n with respective weights λ m,n and 1 − λ m,n . Then a recursive computation leads G m,n to be a barycenter of G p,0 with 1 ≤ p ≤ m and of G 0,q with 1 ≤ q ≤ n. From this property, we deduce that the absolute value of both components of Γ m,n is smaller than h/2 up to a multiplicative constant depending on c i , i = 1, . . . , 4 and that the estimate (4.1) is true for a nonuniform non-orthogonal quadrilateral mesh. Remark 7. The above result can also be proved for quadrilateral meshes that only satisfy analogue conditions to (4.5) in each direction. Remark 8. The above result is easily extended to a mesh composed of parallelepipeds in dimension 3. 
where Γ ( ) denotes the geometric corrector sequence on T .
Denoting by h ( ) = max Kj ∈T h j > 0, we have by construction
+1 and since h (0) depends only on T 0 , we deduce from (4.16) the proof of the estimate (4.
Actually we are going to show a stronger result than Theorem 4.2. To state this result, we introduce the notation N − (Ω) = {j s.t. K j meets ∂Ω − according a set of nd − 1 positive measure} and consider instead of (3.26) (4.18)
where j vanishes for j not in N − (Ω). 
is shown in Figure 4 .8 and 4.9 the ( + 1) 2 triangles in T , for ≥ 1, by a triplet (n, m, ) where n and m are natural numbers satisfying 1 ≤ n ≤ + 1, 1 ≤ m ≤ + 1, n + m ≤ + 2 and = ±. When = −, we have N + (T m,n ) = 1 while when = +, we have N + (T m,n ) = 2. We say that the triangle T m,n is interior when it has no edge on the boundary of T .
The case where N + (T ) = 1.
• All the sub-triangles T + m,n (with 1 ≤ m ≤ , 1 ≤ n ≤ and m + n ≤ + 1) are interior ones. Hence if we adopt the notations explained in Figure 4 .10 then we can write equation (4.18) in T + m,n as follows :
If c 1 , c 2 , θ 1 and θ 2 are defined as in Figure 4 .6, since a·N 1 +a·N 2 = −a·N 3 = c1 sin θ1+c2 sin θ2 l+1
and since the right hand side of (4.19) is equal to ζ 1 (l+1) 2 where ζ 1 is a vector which depends only on T and a, we deduce that (4.20)
• Now let us consider the interior triangles T 
By summing up equations (4.19) and (4.21), since their right hand sides are opposite, we obtain
• Let us now discuss the case where T − m,n has at least one edge on the boundary of T . In this case the only changes in (4.19) and (4.21) is that corresponding terms in the right and left hand sides are not present when a triangle T p,q does not exist. Let us give these cases in full details.
-The case T − 1,1 . The analogue of (4.21) reads as
Hence from (4.23) and (4.20)
where ζ 2 is a vector which depends only on T and a. 
where ζ 5 is a vector which depends only on T and a and where we set
The barycenter structure of formula (4.22) is the key point and permits to conclude : we find by induction on (m, n) the estimation on Γ 
Concerning the sub-triangles T 
• In the second one, m + n = + 2 and then equation (4.18) in T + m,n reads as :
Hence we can say that :
where ζ is a vector which depends only on T and a. In conclusion we are able to show first by induction on p = + 3 − m − n that Indeed, for p = 1 this assertion follows from (4.32). Assuming that (4.33) holds true for p, we take (m, n) with m + n = + 2 − p = + 3 − (p + 1) and write (4.30) . Since m + n + 1 = + 3 − p we can apply (4.33) :
so that thanks to (4.30), (4.33) holds true for p + 1. Now that (4.33) is shown, using (4.20) we conclude that (4.28) holds true in the case N + (T ) = 2. This ends the proof of Theorem 4.4 in the case where T 0 has only one element.
4.3.2.
The case where T 0 has two elements. In this case, the domain Ω is the union of two triangles which share an edge. If a is tangent to this edge, then sequences of geometric corrector on one triangle are independent from sequences defined on the other one. Hence Theorem 4.4 follows in this case. Now when a is not tangent to this edge we denote these two triangles by T 1 and T 2 in order that a points from T 1 into T 2 . We denote by (Γ ( ) ) the solution to (4.18) on T the -refinement of T 0 = T 1 ∪ T 2 . We also denote T ,1 and T ,2 the -refinement of T 0,1 = T 1 and of T 0,2 = T 2 . We are going to analyze sub-sequences of (Γ ( ) ) associated to the triangle T 1 and the triangle T 2 . The first key observation is that since on T 1 ∩T 2 , all the outer normals in sub-triangles which are in T 1 forms an acute angle with a, the sub-sequence of (Γ ( ) ) whose indices corresponds to triangles which are in T 1 satisfies exactly (4.18) when it is written only for the refinement T ,1 . But according to Theorem 3.8 we know that this solution is unique and therefore this sub-sequence is equal to the sequence of geometric correctors defined on T ,1 . We already proved that Theorem 4.4 applies to T 1 and deduce that
, for all j corresponding to a sub-triangle in T 1 .
The next step is to estimate the remaining geometric correctors that correspond to sub-triangles in T 2 . By inspection of the equation (4.18) when it is written for T ,2 , one notices two facts. 1. If one considers a sub-triangle which is in T 2 but which has no edge on T 1 ∩T 2 , then the corrector of this sub-triangle satisfies the same equation in both T ,2 and T . 2. While for a sub-triangle j which is in T 2 and which has an edge on T 1 ∩ T 2 we do not have the same equation since one term on each side of the equation is missing. But the difference is equal to
where we denote by j 1 the sub-triangle in T 1 which shares an edge with the sub-triangle j. From (4.35), we observe that these differences slightly modify the r.h.s. of equations associated to sub-triangles of T 2 that share a boundary with ∂T − 2 by adding a term of the form δ(a,T0) ( +1) 2 . Applying Theorem 4.4 to T 2 , we deduce that
, for all j corresponding to a sub-triangle in T 2 .
Then (4.35) and (4.37) allow us to conclude the proof of Theorem 4.4 in this case.
Proof of Theorem 4.4.
Let M ≥ 1 be given. We assume that this result is true for all triangulation T 0 with a number of elements less or equal to M . Let T 0 be a triangulation with M + 1 elements. First we are going to decompose this triangulation in two parts separated by a broken line made with consecutive edges having the same orientation with respect to a (see Figure 4 .12). Then we will finish the proof by simply observing that it follows by extending the argument given in the case M = 2 in the previous Section. We prove the decomposition in two parts for a more general triangulation : Lemma 4.5. Let T 0 be a conformal mesh made with strictly convex polygons i.e. the interior angle at vertices are strictly less than π. We assume that there is at least one interior edge not parallel to the vector a. There exists a broken line made with consecutive oriented edges
which links two distinct vertices on the boundary S I and S F and such that N i · a < 0 , ∀i = 1, . . . , K, where the angle
Proof. First let us choice an arbitrary vertex on the boundary that is a vertex of an interior edge A 1 = (S I , S 2 ). We assume that the normal N 1 to A 1 such that the angle (A 1 , N 1 ) is equal to π 2 , satisfies N 1 · a < 0. If not, we take a = −a and switch the role of S I and S F . If S 2 is a vertex on the boundary then we conclude with S F = S 2 . If not, let us denote P 2 the half-plane defined by the straight line (S 2 , a) (dashed line in Figure 4 .12) and that does not contain the edge A 1 . Since S 2 is an interior vertex and since interior angles of volumes sharing this vertex are strictly less than π, there is necessarily an edge A 2 = (S 2 , S 3 ) strictly in the half-plane P 2 . From the definition of P 2 , we have N 2 · a < 0 where N 2 is the normal to A 2 such that the angle (A 2 , N 2 ) is equal to π 2 . Now by induction, we can determine a broken line of oriented edges A 1 , . . . A i such that N 1 · a < 0, . . ., N i · a < 0 with the same convention for the orientation of N i . Since the distance of S I to the line (S i+1 , a) is strictly superior to the distance of S I to the line (S i , a), there exists K such S K+1 ≡ S F is on the boundary.
Thus we can realize Ω as the union of two adjacent polygonal sets Ω 1 and Ω 2 where a points from Ω 1 into Ω 2 . Here again, the sub-sequence of geometric correctors on Ω whose indices correspond to triangles in Ω 1 is identical to the sequence of geometric correctors only defined in Ω 1 . Since the coarse triangulation of Ω 1 has less than M elements, we can apply Theorem 4.4. For each sub-triangle j of Ω 2 that shares an edge with the broken line defined in Lemma 4.5, the equation that satisfies the corrector in Ω and the equation that satisfies the corrector in Ω 2 differs from a combination of terms like (4.36) which are of the form δj ( +1) 2 and the δ j are uniformly bounded by a constant which only depends on a and T 0 . Then, since Ω 2 has less than M elements, we can again apply Theorem 4.4 and therefore show this result for M + 1. This concludes the proof of order h convergence of the upwind scheme for a uniform refinement of an arbitrary coarse conformal triangular mesh. 5. Numerical estimates for independent refinements. Since our analysis developed in Section 3 is valid for arbitrary type of meshes, in order to validate from a numerical point of view the estimate (4.1) we perform some tests with a sequence of independent unstructured meshes where the mesh size decreases. In the present simulation, if we take two consecutive grids, one is not the refinement of the other one (by dividing for instance each triangle into four congruent sub-triangles) but the mesh size is reduced. We consider a dodecagon with several meshes composed from 274 triangles to 286514 triangles computed with the software Gmsh [12] developed by Jean-François Remacle and Christophe Geuzaine. In Figure 5 .1, the pictures correspond to the three independent meshes of the sequence. We compute the corrector as solution of equation (3.26) for two advection vectors defined by the angle θ with the x-axis : θ = 0 and θ = π/4. In Figure 5 The L 1 norm of the geometric corrector and the norm of ∆ behaves like O(h). Concerning the L ∞ norm of Γ, we have an unexpected behavior when the angle θ that define the advection vector a is equal to π/4 (as it is shown in figure 5.2) i.e. when the advection vector is parallel to two sides of the domain. Here, asymptotically we have Γ ∞ = O(h 1/2 ) and although the r.h.s of the equation (3.32) tends to zero with h in all cases, we observe that the estimation of the norm of the solution of this equation depends on the relative position of the advection vector with the boundary. This behavior is similar to the loss of accuracy proved in Peterson [23] . More precisely, for the mesh and the subtle alignment with the direction of transport proposed by Peterson, we are able to prove that the L ∞ norm of the geometric corrector behaves like O(h 1/2 ) and the L 1 norm is of order one. The technical proof is quite long and out of the scope of this paper and will be published elsewhere.
6. Appendices.
6.1. Proof of Theorem 3.3. We rewrite (3.11) as follows :
According to the C.F.L. condition, the coefficient in front of ξ j is non negative, therefore : a · N j,k |ξ k | , we clearly have Θ ≥ δ. On the other hand observing that in the r.h.s. of δ each interior hyper-face K j ∩ K k occurs exactly twice and the contributions are opposite by the change of sign of the external normal. Hence δ = 0 and then Θ ≥ 0. It follows finally from (6.4) that the theorem is proved for p = 1. Since (3.15) has been proved for p = 1 and p = ∞, it holds true for every p by interpolation ( [2] ).
