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CHAPTER I. INTRODUCTION AND LITERATURE OVERVIEW 
In physics, engineering, and chemistry it is often necessary to use 
mathematical models to represent certain problems. Much of the time 
these models involve the search for an unknown function where the deriv­
ative of this function satisfies a certain equation. For example. 
v(0) = 100 
represents the velocity of a stone thrown straight up at 100 ft/sec. 
Our main question is to find out the velocity of the stone at any time 
t ^  0. 
The ordinary differential equation initial value problem can usually 
be reduced to the form 
y*(x) = f(x, y(x)) 
y(a) = n 
where y and f are either scalar-valued or vector-valued functions and n 
is a scalar or vector. Stated precisely we let -» < a < b < » and let 
f : [a, b] X R ->• R such that 
(A) f is continuous 
(B) There exists a constant L such that for any xe[a, b] 
* a 
and any y, y eW 
lf(x, y) - f(x, y*)| £ L|y - y*| 
Also let neB 
2 
Initial Value Problem. Find a continuous and differentiable func­
tion y: [a, b] -»• R such that 
y'(x) = f(x, y(x)) for all xe[a, b] 
y(a) = n 
We want to know exactly when an initial value problem will have a 
solution. In addition, it may be important to know whether or not this 
solution is unique. 
The following theorem proved in Henrici [10] answers the question 
of existence and uniqueness of the initial value problem. 
Theorem 1.1. Let f: [a, b] x B R where -» < a < b < » such that 
(A) f is continuous 
(3) There exists a constant L such that for any xe[a, b] 
* . 
and any y, y eft 
|f (x, y) - f (x, y ) I _< Ljy - y I 
Let neB. Then there exists exactly one function y: [a, b] + & 
with the following three properties 
(i) y is continuous and differentiable 
(ii) y'(x) = f(x, y(x)) for all xe[a, b] 
(iii) y(a) = n-
However this theorem fails to give us the solution to the initial 
value problem. We thus look at numerical schemes to find approximations 
to the solution of the initial value problem. In particular, we want 
to study applications of multistep methods to the initial value problem. 
We need the following collection of definitions. 
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Definition 1.1. Let k be a fixed integer, k ^  1. Let p, a: C -»• C 
such that 
k k 
p(ç) = I a and a(ç) = E 
i=0 ^ i=0 1 
where a^, for i = 0, 1, ..., k. (i) Let h > 0. 
^ "i^n+i " ^ ^ Mn+i a = 0' 1' 2, ... (1.1) 
i=0 ^ i=0 ^ 1 
where x = a + mh, f =f(x , y_) (m = 0, 1, 2, ...) is the difference 
m m in in 
equation associated with the initial value problem, h > 0, and the poly­
nomials p and g. (ii) (p, a) is a linear k-step method iff 
[oqI + |3q1 > 0, > 0, ^ 0 for some i, 0 £ i ^  k, and p and a have 
no roots in common. 
Definition 1.2. A linear k-step method (p, a) is convergent iff 
for all f: [a, b] x R ^  R where -<» < a < b < » such that 
(A) f is continuous 
(B) There exists a constant L such that for any xe[a, b] and 
* 
any y, y eR 
[f(x, y) - f(x, y )I 1 L|y - y | 
and for all nsRif y: [a, b] -»• R denotes the solution of the initial 
value problem, then 
lim y^ = y(x) 
hX) 
X =x 
n 
for all xe[a, b] and all solutions {y } of the difference equation 
n n—u 
(1.1) having starting values y^ = n^(h) satisfying 
lim n^(h) = n , u = 0, 1, k-1 
h-K) 
Now let us look at the difference operator 
L[y(x); h] = a^y(x + kh) + a^_^y(x + (k-l)h) + ... + a^yCx) 
-h{6^y'(x + kh) + &^_^y'(x + (k-l)h) + ... + g^y'Cx)} 
We may think of this as an operator that acts on any differentiable 
function y. Using Taylor's series for y and y' about x, i.e., 
y(x + mh) = y(x) + mhy*(x) + im^h^y"(x) + ... 
and 
we have 
hy'(x + mh) = hy'(x) + mh^y"(x) + im^h^y"'(x) + ... 
L[y(x); h] = C^yCx) + C^hy'(x) + C2h^y"(x) + 
where 
Co = *0 + *1 + ••• + *k 
+ 20^ + — + ko^ - (3Q + * • * • &%) 
Cq = («1 + + • • • + 
- JpiJT (Gi + 2  ^ \ + ... + for q = 2, 3, 
5 
Definition 1.3. A linear k-step method (p, a) is of order p iff 
^0 ~ ° 
= 0 
C = 0 
P 
Vi * " • 
Definition 1.4. A linear k-step method (p, a) is consistent iff 
(p, a) is of order p ^ 1. 
The next definition, the stability condition, is designed to pre­
vent a small initial error in the computation from growing at such a 
rate that convergence is jeopardized. 
Definition 1.5. A linear k-step method (p, a) is stable iff all 
the roots of p lie in the closed unit disk and the roots of p which lie 
on the unit circle are simple. 
The following theorem proved in Henrici [10] characterizes conver­
gent linear k-step methods (p, a). 
Theorem 1.2. Let (p, CT) be a linear k-step method. Then (p, a) 
is convergent iff (p, a) is stable and consistent. 
Let z'(t) = Az(t) where A is a real constant n x n matrix. Assume 
T T 
A is normal, i.e., AA = A A. If X^, ..., are the eigenvalues 
of A, not necessarily distinct, then there exists an orthonormal basis 
u^, u^, ..., u^ of CP such that with respect to this basis A has matrix 
representation 
6 
4 " 
0 X, 
0 
0 
0 0 . . X 
That is if we let z(t) = Uy(t) where U = [u^, u^, ...» u^], the 
above differential equation becomes 
Uy'(t) = AUy(t) 
or 
y'(t) = U AUy(t) 
and U can be chosen so that 
U AU = A = 
0 X, 
0 0 
• / 
is a diagonal matrix. The elements X^ on the diagonal may be complex 
but the system of differential equations is uncoupled and looks like 
yi = Xj/i 
y'2 - Xjyj 
4 = V. 
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Hence, we are led to study the special test equation y'(t) = Ay(t) where 
X may be complex. 
Thus we consider the test problem 
y'(t) = Xy(t) 
where XEC. 
If we consider perturbations to the solution of the difference 
equation (1.1) associated with the initial value problem 
y'(t) = Xy(t) 
y(0) = 1 
and if = y^^^ - y(t^_^j,), Cq = ... = = 0, and terms of order 
k+l h are ignored we are led to the error equation 
k 
(1.2) 
Let 
n 
Then 
1=0 
and if ^ 0, then 
k i 
Z (a. - hXg.)ç = 0 
i=0 ^ ^ 
If all the solutions j =1, 2, ..., k are distinct, the general 
solution of (1.2) is of the form 
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where y^; j =1, 2, ...k are arbitrary constants. If some of the k 
s o l u t i o n s  a r e  e q u a l  t h e n  t h i s  m u s t  b e  m o d i f i e d ,  i . e . ,  i f  ç ^ l ^ i ^ k  
is an m-fold solution then the term 
+  w  +  - - -  +  
will occur. Notice that if |ç^| >1 for some j, then as n gets large 
so does the perturbation. Hence we have the following definition. 
Let p - hXa: C -»• C where (p - hXa)(ç) = p(ç) - hAa(ç). 
Definition 1.6. A linear k-step method (p, a) is absolutely stable 
for hX iff the roots of the polynomial p - hXcr lie in the open unit 
disk. 
The following definition and theorem in Duffin [5] will be very 
helpful. 
Definition 1.7. A polynomial g: C + C is a Schur polynomial iff 
g C w ^ ) . =  0  i m p l i e s  | w q |  < 1 .  
Theorem 1.3. Let g be the polynomial 
g(w) = + c^w + c^w^ + ... + c^w^ 
where c^ ^ 0, c^ ^  0, and n ^  0. Let g^ be the reduced polynomial 
- <Vl - Vn-1> * <V2 - '=0V2>'' •"••• + <Vn " 
* 
of degree n-1 where c^ is the complex conjugate of c^. Then g is a 
Schur polynomial iff 
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(i) IcqI < Ic^l 
(ii) is a Schur polynomial 
Proof 
(^) Suppose g is a Schur polynomial. Thus if the roots of g are 
r,, r we have c^ = ±c„r, ... r_. Since Ir.l <1 for 1 < j < n we 
J .  n  u n x  n  3  —  —  
have jcgl < jc^j. Now let G: C C where 
n * -1 
G(w) = w g (w ) 
Thus 
wg^(w) = c*g(w) - CqG(w) 
If |w| =1, then w = w Also if |w| = 1 we have that 
|c^g(w)l > |cQg(w)| since g is a Schur polynomial and |c^J > |cq|. Thus 
if |w| = 1 
|c*g(w)I > |c*g(w)I = |cQg*(w*)| = lcQg*(w~^)1 = IcqW~°G(w)[ 
= IcgGCw)1 = I-CqG(W)I 
Let F^: C -»• C by 
F^(w) = wg^(w) 
Let F: C C by 
* 
F(w) = c^g(w) 
Thus by Rouche's theorem, F^ and F have the same number of zeros inside 
the unit circle. Since g is a Schur polynomial, g^ has n-1 zeros inside 
the unit circle. Since g^ is a polynomial of degree n-1 there are no 
10 
other zeros. Thus is a Schur polynomial. 
(^ ) Suppose JcqI < Ic^I and g^ is a Schur polynomial. Let G: C -»• C 
where 
G(w) = g*(w 
Thus 
wg^(w) = c^g(w) - CqG(w) 
ic 
I f  w  = 1 ,  t h e n  w  =  w  .  I f  t h e r e  e x i s t s  a  w^eC, |wq| = 1 such that 
gCWg) = 0 then 
0 = |cQg(wQ)| = IcQg*(w*)| = |cQg*(wQ^)l = ICQWQ'^GCWQ) I = ICQG(WQ)| . 
Since c^ ^  0, G(Wq) = 0. Thus w^g^Cw^) = 0 so = 0 Thus 
if [w] = 1 
|c*g(w)| > |c*g(w)| = |Cpg*(w*)| = lcQg*(w~^) I = 1cqW~°G(w)| 
= I^qG(w)I = |-CqG(w)I 
Let F^: C » C by 
F^(w) = wg^(w) 
Let F: C + C by 
* 
F(w) = c^g(w) 
Thus by Rouche's theorem, F^^ and F have the same number of zeros inside 
the unit circle. Since g^ is a Schur polynomial, g has n zeros inside 
the unit circle. Since g is a polynomial of degree n there are no other 
zeros. Thus g is a Schur polynomial. 
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Example. y* = -lOOOy 
(i) Euler's Method 
p(ç) = C - 1 
a(ç) = 1 
This linear 1-step method is absolutely stable in the example for 
those h > 0 such that the roots of the polynomial equation 
p(C) + lOOOha(ç) = (Ç - 1) + lOOOh = 0 
lie in the open unit disk. But this is true iff 
|l - lOOOh] < 1 
or 
0 < h < 1 
500 
(ii) Adams-Bashforth Method (k = 2) 
P(ç) = - Ç 
o(ç) = ^  - Y 
This linear 2-step method is absolutely stable in the example for 
those h > 0 such that the roots of the polynomial equation 
p(ç) + lOOOhoCs) = _ ; + I000h(|ç - y) = 0 
lie in the open unit disk. By Theorem 1.3, if h >0, p+ lOOOha 
is a Schur polynomial for the above p and a iff 
0 < h < 350 
and 
f(ç) = (1 - 250000h^)ç + [(1500h - 1) + 500h(1500h - 1)] 
is a Schur polynomial iff 0 < h < 
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Note that (i) and (ii) lead to a severely small restriction on h 
due to absolute stability. 
We want to find linear k-step methods (p, a) that do not restrict 
h > 0 so severely because of absolute stability for the problem 
y'(t) = Xy(t) , y(0) = 1 
ReX < 0 
We are thus led to three final definitions. 
Let R- = {ùeCIEeu < 0, Im u =0} . 
Definition 1.8. A linear k-step method (p, o) is A^-stable iff 
(p, a) is absolutely stable for all hXeft_. 
It can be shown that for a convergent linear k-step method (p, a) 
there is exactly one root ç(hX) of the polynomial p - hXa such that 
lim ç(hX) = 1 
hX^ 
We let Ç.(hX) for 1 < i < k denote the k roots of p - hXo. We call the 
above root the principal root and denote it by ç^(hX). 
Definition 1.9. A linear k-step method (p, a) is relatively stable 
for hX iff 
|ç^(hX)l < (hX)| for i = 2, 3, ...» k 
Let D, 9, and a be positive constants and define 
= {ueC|Reu < -D} 
R^ = {ueC|Reu ^ -a, |lm u | < 6} 
13 
and 
= {ueC| |Reu| < a, |lm u| < 8} 
Definition 1.10. A linear k-step method (p, Ç) is stiffly stable 
iff (p, a) is convergent and for some positive constants D, 9, and a 
(i) If hXeRj^ U then (p, a) is absolutely stable for hX. 
(ii) If hXeR^, then (p, a) is relatively stable for hX. 
Let p^: C -»• C by 
• 
The following theorem by Jeltsch [14] characterizes convergent 
stiffly stable linear k-step methods (p, a). 
Theorem 1.4. Let (p, a) be a convergent linear k-step method, 
(p, a) is stiffly stable iff 
(i) (p, a) is Aq-stable, 
(ii) The roots of lie in the open unit disk, 
(iii) The roots of a \rfiich lie on the unit circle are simple, 
and 
(iv) If Çq is a root of a on the unit circle, then 
PCçq) 
^0*'(Gg) 
is real and positive. 
^9 
e 
-a 
4 UV- p\Qne 
— 0 
Definition of Stiffly Stable 
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CHAPTER II. Aq-STABLE 
In this chapter we want to investigate some properties of A^-stable 
linear k-step methods. Theorems 2.1, 2.2, and 2.3 are due to Cryer [2]. 
The discussion of the Sturm polynomial sequence which follows comes in 
part from Isaacson and Keller [12]. We vra.ll find that Theorem 2.8 gives 
us a characterization of Ag-stable linear k-step methods and Theorem 2.7 
gives us an algorithm to determine whether or not a given polynomial is 
a so-called Lambert polynomial. Thus we will have discovered an algorithm 
to test whether or not a given linear k-step method (p, a) is A^-stable. 
Let (p, a) be a linear k-step method. 
Definition 2.1. Let r, s: C C irfiere 
and 
s(z) = (i=S-) c(^) - • 
Thus a = 0, b = 0 if n > k. Let r - hXs: C ^  C where 
n n 
(r - hXs)(z) = r(z) - hXs(z) 
We note that 
p(ç) = + 
<J(î) = (ç + 1)'' 
16 
and that 
r(l) = , s(l) = 6^ 
p(l) = , a(l) = 2^ 
r(-l) = Oq , s(-l) = 3q 
p(-l) = (-2)\ , a(-l) = (-2)\ k 
We next need a series of technical lemmas, 
Lemma 2.1. Let ceC. 
(i) If |c| < 1, then Re( j  < 0-
1+c 
1-c 
< 1. (ii) If Re(c) < 0, then 
Proof 
/ 2 2 2 2 a + b = |c| < 1. T h u s  a  +  b  < 1 .  I f  
c + 1 = 0, then c = -1. Thus |c| = 1 -»• •«-. Thus c + 1 ^ 0. But 
c-1 _ a+bi-1 _ (a-1) + bi _ f (a-1) + bi \ f (a+1) - bi \ 
c+1 a+bi+1 (a+1) + bi \ (a+1) + bi / \ (a+1) - bi / 
^ (a^-l+b^) + [(l-a)b + (a+l)b]i 
2 2 (a+1) + b^ 
(a^+b^-1) + [(l-a)b + (a+l)b]i 
2 2 (a+1) + b 
Thus 
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(ii) Let c = a + bi and a = Re(c) <0. If 1 - c = 0, then c = 1. Thus 
Re(c) =1 > 0 Thus 1 - c 0. But 
1+c ^ 1+a+bi ^ (1+a) + bi ^  f (1+a) + bi \ [ (1-a) + bi \ 
1-c 1-a-bi (1-a) - bi V (1-a) - bi A (1-a) + bi ) 
a-a^-hh + [(l+a)b + (l-a)bli 
2 2 (1-a)^ + b^ 
(1-a^-b^) + 2bi 
2 2 (1-a)^ + b 
Thus 
But if a < 0, then 
2 2 2  ?  9 2  2 ?  A  ?  
(1-a -b ) + Ab"^ = (1-a ) - 2b (1-a^) + b* + 4b^ 
= 1 - 2a^ + a^ - 2b^ + 2b^a^ + b^ + 4b^ 
= 1 - 2a^ + a^ + 2b^ + 2b^a^ + b^ 
= 1 + 2a^ + a^ + 2b^ + 2b^a^ + b^ - 4a^ 
2  2  2  2  4 2  
= (1+a ) + 2b (1+a ) + b - 4a^ 
= (1+a^+b^)^ - 4a^ 
2 2 2 2 
< (l-2a+a +b ) - 4a 
2  2  2  9  
= (d-a)^ + b^)^ - 4a 
2 2 2 
< (d-a)^ + b^)^ 
18 
so 
Thus 
2 2 (1-a -b ) 
2 2 (1-a) + b 
2b 
(1-a)' 77] • 
(l-af-b^)^ + 4b^ 
((l-a)2 + b^)^ 
= 1 
1 c 
1-c 
< 1 
Lemma 2.2. Let (p, a) be a linear k-step method. Let hXsC. 
(r - hXs) 
(i) If (p - hXa)(?Q) = 0 and Çq -1, then 
= 0. 
(p - hXa) 
Proof 
(ii) If (r - hXs)(zQ) = 0 and Zq 1, then 
( i+'o 
\l-= 
=  0 .  
0 /  
(i) Let (p - hXa)(?Q) = 0 and Çq f -1. Thus 
/ ! 
1 — 1 + 
1 -
- hX 
\  v ^ /  
I vM 
1 -
/. Go-l \ 
1 + 
1 -!ol 
Gn+l ) *(^4) ~ Sm+l ) *(^0) 
19 
" ( î ^ )  
- I W  
(p- hX)(?Q) 
= 0 
Let (r - hXsXZg) = 0 and Zq / 1. Thus 
- 4 S )  
l-z. - 1 
1+z, 
+ 1 
- hX (S - )  
/ 
î&) =<^o' 
"0 
° ( i-=o ) 
it)' 
'0 
(rCzp) - hXs(zQ)) 
(r - hXs)(Zq) 
1-z, 
= 0 
Let q = hX. Let C = {ceC|Re c < 0}. 
We thus have the following equivalent definition. 
20 
Definition 2.2. Let (p, a) be a linear k-step method, (p, a) is 
Ag-stable iff p-qa is absolutely stable for all qeR_. 
The next theorem gives the definition of A^-stable in terms of the 
polynomials r and s. This result is due to Cryer [2], 
Theorem 2.1. Let (p, ff) be a linear k-step method, (p, a) is 
Ap-stable iff the polynomial r - qs has all its roots in C_ for all 
qeft_-
Proof 
Assume (p, a) is a linear k-step method. (^) Assume (p, a) is Ag-
stable. Let q^eR^ and let ZqeC be a root of r - qgS. Thus 
(r - q^sXzg) = 0. 
Case 1. Zq ^ 1. 
Since (r - q^s)(Zq) = 0 and Zq = 1, by Lemma 2.2 (ii) we have 
f 1*^0 \ l+Zn 
(p - q^a)^ YZP" j~ (p, o) is Ag-stable, qQeA_ and is a 
root of p - q^o. Thus 
1+z, 
1-z, < 1 
Hence by Lemma 2.1 (i). 
2z, 
ReCzg) = Ref  ^ = Re 
1-z, - 1 
\ 0 / 
< 0 
Thus 
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Case 2. Zq = 1. 
Since r(l) - q^sCl) = (r - qQS)(l) = 0 we have = 0. But 
> 0, qQeR_ so q^ < 0, and thus = — < 0. Therefore if q£B_, 
q 5^ q^ we have - qg^ ^  0. For qeR_, q ^ q^ let F^z C C by 
F (Ç) = (P-%0)(5) 
q 0% - q&k 
Since (p, a) is A^-stable, for all qeR_ the roots of p - qa lie in the 
open unit disk. Thus for all qeR_, q ^ qg, the roots of F^ lie in the 
open unit disk. Thus the roots of F^ where 
k a - qg 
' j!o "k - q^ k ^  
lie in the open unit disk for all qeB , q ^ q^. But since the leading 
coefficient of F (ç) is 1, the other coefficients of F (ç) are certain 
q q 
sums of products of the roots of F^ for all qeR_, q ^ q^. Let 
J = max 
l<i<k 
) < j < k-
°.1 - 4*1 
"k 
- qg^ < J 
for all qeR_, q 4 q^. If o. - q^g. f 0 for some j, 0 _< j _< k-1 then 
lim 
qeR 
°i - "^1 
°k -
= 00 -> -f-
22 
Thus Oj - = 0 for all j, 0 _< j £ k-1. Thus - q^g^ = 0 for all 
3» 0 j ^  k. Hence p = q^a. Thus p and a have common roots ->• 
(^) Assume the polynomial r - qs has all its roots in C for all qeR 
Let qQeR_ and let ç^eC be a root of p - q^o. Thus (p - q^aXç^) = 0. 
Case 1. Çq -1. 
Since (p - qQa)(?Q) = 0 and Çq ^ -1, by Lemma 2.2 (i) we have 
/ Gg"! \ 
(r - q^s)^ ^  j = 0. But the polynomial r - qs has all its roots in 
C_ for all qsR_, qQeR_, and is a root of r - qgS. Thus 
Hence by Lemma 2.1 (ii), 
ko I -
2Ç. 1 + 
GQ-l 
1 -
So-1 
< 1 
Case 2. Çq = -1. 
Since p(-l) - q^aC-l) = (p - q^a)(-1) = 0 we have (-2)^a^ - qo(-2)^b^ = 0 
so a^ - q^b^ = 0. Now let F^: C -»• C for qeR where 
Fq(z) = (r - qs)(z) 
But b^ ^  0 for if b^ = 0 then a^ = 0 and then p(-l) = (-2)^a^ = (-2)^« 
0 = (-2)^*0 = (-2)^^ = a(-l) which is a contradiction since p and a 
have no common roots. Thus b^ ^  0. Thus the leading coefficient of 
Fq(z) changes sign when q passes through 0. But all the zeros of F^ lie 
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in C for all qeR_ so for each qeR_ all of the coefficients of Fg(z) must 
have the same sign. Thus a^ - qgbj = 0 for all j, 0 £ j ^  k. Hence 
r = q^s. Thus p = q^o. Thus p and a have common roots •«-. 
The following theorem also due to Cryer [2] gives a property of 
Ag-stable linear k-step methods. 
Theorem 2.2. Let (p, a) be an A^-stable linear k-step method. 
Then the zeros of p and c lie in the closed unit disk and the zeros of 
r and s lie in the closed left half plane. 
Proof 
Let (p, o) be an A^-stable linear k-step method. Let Çq be a root of p 
and ]Çq1 >1. Thus p(Çq) = 0. Since |Çq1 >1 there exists a circle C 
with center Çq such that C does not intersect the open unit disk and 
p(ç) 0 for all çeC. Since C is compact and p is continuous, 
niin|p(c) I > 0 
çeC 
Also since C is compact and a is continuous, 
max|a(ç)| < « 
SEC 
Choose qQ£R_ such that 
-qg max|o(;)| < min|p(c)| 
çeC çeC 
Thus for all çeC 
-qgloC;)I < |p(;)I 
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Hence by Rouché's Theorem, p - q^a has at least one zero inside C 
which is a contradiction since (p, a) is A^-stable. Hence the zeros of 
p  l i e  i n  t h e  c l o s e d  u n i t  d i s k .  L e t  Ç q  b e  a  r o o t  o f  a  a n d  | Ç q |  > 1 .  
Thus ctCÇq) = 0. Since >1 there exists a circle C with center Çq 
such that C does not intersect the open unit disk and a(ç) ^ 0 for all 
çeC. Since C is compact and a is continuous, 
min|a(ç)| > 0 
çeC 
Also since C is compact and p is continuous, 
max|p(;)] < » 
çeC 
Choose qQ£R_ such that 
max|p(;)| < -q^ min|a(ç)| 
çeC çeC 
Thus for all ÇeC 
|p(;)l < -qokCOl 
Hence by Rouché's Theorem, p - q^a has at least one zero inside C which 
is a contradiction since (p, a) is A^-stable. Hence the zeros of a lie 
in the closed unit disk. The proofs that the zeros of r and s lie in 
the closed left half plane are similar. 
The next theorem, also due to Cryer [2], tells us as a corollary 
that every A^-stable linear k-step method is implicit. 
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Theorem 2.3. Let (p, a) be an A^-stable linear k-step method. 
k 
Then a. > 0 and b. > 0 for 0 < j < k. In addition, Z a. > 0 and 
2- J - - - j=o : 
k 
Z b, > 0. Also B, > 0. 
j=0 ^ 
Proof 
k 
Let (p, a) be an A -stable linear k-step method. Since Z a. = r(l) = 
j=0 J 
a > 0 there exists a j., 0 ^  ^ k such that a. >0. Since (p, a) K U U Jq 
is an Ag-stable linear k-step method we have from Theorem 2.2 that all 
the roots of r lie in the closed left half plane. Thus a^ 0 for 
0 £ j £ k. Again since (p, a) is an Ag-stable linear k-step method we 
have from Theorem 2.2 that all the roots of s lie in the closed left 
half plane. Thus either ^ 0 or b^ ^ 0 for all j, 0 ^  j ^  k. 
Assume by ^ 0 for all j, 0 _< j _< k. Since (p, a) is a linear k-step 
method, a is not identically zero. Thus s is not identically zero so 
k 
3, — s (1) = Z b. < 0 . 
^ j=0 J 
Let F: (-», 0] -»• ft by 
F(q) = \ -
F(0) = > 0. Since < 0 there exists a q^e(-«>, 0) such that 
F(q^) < 0. Since F is continuous, by the Intermediate Value Theorem 
there exists a qQcCq^, 0) such that FCqg) = 0. Thus - q^g^ = 0 for 
qQeR-. Therefore if qeR_, q # qg we have - qg^ ^  0. Continuing as 
in the proof of Theorem 2.1, , Case 2 we have p = qgo. Thus p and 
a have common roots Hence b. > 0 for 0 < i < k. Since s is not 
3 ~ - -
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identically zero, I b. > 0. But 
j=o : 
k 
3, = s(l) = Z b. > 0 
j=0 ^ 
Let (p, cr) be a linear k-step method. By Theorem 2.1, (p, a) is 
Aq-stable iff the polynomial r - qs has all its roots in the open left 
half plane for all q < 0. 
The following theorem proved by South and Hurwitz in Uspensky [18] 
will be very helpful. 
Theorem 2.4. Let n > 1. Let c = 0 if m > n. Let g: C -»• C where 
——— m 
g(W) = Cg + C^w + CgW^^ + ... + c^w® 
with for i = 0, 1, —, n and > 0. Then g has all its roots in 
the open left half plane iff the n determinants 
Di = Ci , ©2 = 
^1 "O 
C3 Cg 
= 
*^1 ^0 
C3 Cg 
C5 
0 
c. 
D = 
n 
. 0 
. 0 
^2n-l '^2n-2 
are positive. 
Let (p, a) be a linear k-step method. We want to determine whether 
or not (p, a) is Ag-stable. Let q < 0. We want to determine whether or 
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not the polynomial r - qs has all its roots in the open left half 
plane. 
(i) If a^ - qbp =0, then zero is a root of r - qs and so 
r - qs does not have all its roots in the open left half plane. 
Thus by Theorem 2.1, (p, a) is not A^-stable. 
(ii) If a^ - qbg < 0, then we have two cases. Case 1. 
bg 2 0" Then a^ < qb^ £ q • 0 = 0. By Theorem 2.3, (p, a) is not 
Ag-stable. Case 2. bg < 0. Then by Theorem 2.3, (p, a) is not 
4) -stable. 
(iii) If a^ - qbg > 0 by Theorem 2.4, r - qs has all its roots 
in the open left half plane iff the k determinants 
di = a^-qb^ , dg = 
*1-9^1 ^q-qbg 
1—I r =o"'"'o ° 
II 
aj-qbj 9 
aj-qbs a^-qb^ ag-qbg 
d, = 
aiqbi 
ag-qbg 
*0-9^0 
*2-4^2 
®2k-l S^Zk-l ^2k-2~^^2V.-2 
0 
0 
" ak-s^k 
are positive. If r - qs has all its roots in the open left half plane 
for all q < 0, then (p, a) is A^-stable. 
We now state this as Theorem 2.5. 
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Theorem 2.5. Let (p, a) be a linear k-step method. Assume 
a^ - qbg > 0 for all q < 0. Then (p, a) is A^-stable iff the k deter­
minants 
= 
a^-qbi 0 
1 
y  »2 = 
as-qbj aj-qbj 
a^-qbj *0-4^0 0 
*3-4^3 *2-4^2 ai-qb^ 9  
aj-qbj 34-^^4 *3-9^3 
D. = 
aj^-qbi 
a--qb_ aj-qbj 
®2k-l"''''2k-l ^2k-2-4''2k-2 
are positive for all q < 0. 
Lemma 2.3. Let A^, B^eR for i = 1, 2, 
a2-9b2 a3-9b3 
a4-qb4 a5-9b5 
ay-qby as-^bg ag-qbs 
al 
a4 
ay 
I 
0 
0 
,9 and let qeR. Then 
a2 a3 
+ 
^4 a5 as 
as a9 
^1 :2 a3 
+ 
^4 ^5 a6 
by ®8 a9 
I 
(-q) + 
a2 a^ al az b, al ^2 
a^ a, + a a- b, + a, br a. 
5 6 4 5 b 4 5 6 
a8 ag ay ^8 ®9 ay ^8 ag 
al »2 *3 bi a, b, 
a4 bg + ®4 a5 bg 
a? *8 *9 by ag bg 
(-q)^ + 
:i «2 b3 
®4 b5 be 
by w
 
0
0
 b9 
(-q) 
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Proof 
The proof of this lemma follows from two facts 
Ci-HDi S s ^1 s s ^1 ^2 c 
S ^6 
= 
^4 s s 
+ 
^4 S c 
s S S s s ^7 ^8 c 
(2.1) 
and 
pc-i c2 c» 
"s '=8 s 
= p 
^2 s 
=8 c9 
(2.2) 
We note that we can generalize this lemma to an n x n determinant. 
The following definitions will lead us to the important theorem. 
Theorem 2.7. 
Definition 2.3. A polynomial g: R -»• R is called a Lambert 
polynomial iff w > 0 implies g(w) > 0. 
Definition 2.4. Let m > 1. Let -«> < a < b < ». Let {f ^ be a 
— n n=0 
sequence of polynomials from r to r. {f^}™_q is called a Sturm 
polynomial sequence on [a, b] iff 
(i) f does not vanish in [a, b]. 
m 
(ii) If for some n, 0 < n < m and for some ae[a, b] f^^a) = 0, 
then f ,(a)f .,(a) < 0. 
n—JL n+J. 
(iii) If for some ae[a, b], fQ(a) = 0, then fQ(a)f^(a) > 0. 
Assume in this sectiton that 0 has a positive sign. 
We note that in this definition, condition (iii) implies simple 
roots for the polynomial f^ in (a, b). 
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Theorem 2.6. If {f }™ „ is a Sturm polynomial sequence on [a, b] 
n n—u 
and fgCaOfgCb) ^  0, then the number of zeros of f^ in (a, b) is equal to 
the difference between the number of sign variations in {f^Ca), f^(a), 
f„(a), ..., f (a)} and in {f (b), f,(b), f-(b), ..., f (b)}. 
z tu u ± z m 
Proof 
The number of sign variations can change as x goes from a to b only by 
means of some polynomial changing sign in the interval. Since {f^}™_Q 
is a Sturm polynomial sequence on [a, b], by Definition 2.4 (i) the 
polynomial changing sign cannot be f^. 
Case 1. 
Assume that at some xe[a, b], f^(x) = 0 for some n, 0 < n < m. 
Subcase 1. x = a. 
Since {f^}™_Q is a Sturm polynomial sequence on [a, b], by Defini­
tion 2.4 (ii) f i(x)f _(x) < 0. Thus there exists an e > 0 such 
n—1 n j. 
that 
f^(x) ^  0 for xe(a, a+e) or f^^x) < 0 for xe(a, a+e) 
and 
f^ ^ (x)f^^^(x) < 0 for xe(a, a+e) 
Thus for y£(a, a+e) we have the following 
X 
a + +0 -
y + + -
or 
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X fi^(x) 
a - +0 + 
y - ± + 
In any case there are no changes in the number of sign variations 
in {f.(x)}?^^ - as X goes from a to a + ^  . 1 i=n—i z 
Subcase 2. x = b 
Similar argument to Subcase 1. 
Subcase 3. xe(a, b). 
Since {f.}? _ is a Sturm polynomial sequence on [a, b], by Défini-
X i—u 
tion 2.4 (ii) f ,(x)f ,,(x) < 0. Thus there exists an e > 0 such 
n—i n+l 
that the signs are 
X fn(x) 
^1 
+ ± -
X + +0 -
^2 
+ + 
-
or 
X f^(x) 1—
1 
^1 
-
+ + 
X — ' +0 + 
?2 -
+ + 
for y^e(x-e, x) and y^eCx, x+e). The sign possibilities in the 
middle columns are general. In any case we see there are no 
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changes in the number of sign variations in {f^(x)}^2^_2 x goes 
from X - Y to X + "I" . 
Case 2. 
Assume that for xe[a, b], f^Cx) = 0. Since f^Ca^f^Cb) ^  0 we know that 
X # a, X ^ b. Thus xe(a, b). Since {f^}™_Q is a Sturm polynomial 
sequence on [a, b], by Definition 2.4 (iii) fgCxjf^Cx) > 0. Thus fg 
changes sign at x and f^(x) ^  0. Thus there exists an e > 0 such that 
f^(x) > 0 and fg(x) > 0 for xe(x-e, x+e) or f^(x) < 0 and fgCx) < 0 for 
xe(x-e, x+e). Thus we have the following 
X fgCx) f^(x) X fgCx) fj^(x) 
^1 
-
^1 
+ 
-
X +0 X +0 -
^2 
+ + ^2 - -
for y^e(x-e, x) and y^ECx, x+e). Thus there is a decrease of one in the 
number of sign variations in {f^(x)}^_Q as x goes from x - y to x + y . 
Combining Cases 1 and 2, the theorem follows. 
Let g: R -»• R be a polynomial of degree n ^  1. Let fg = g and 
f^ = fg. Find the polynomials and £2 such that 
fgCx) = q^(x)f^(x) - fgCx) 
and deg f^ < deg f^. Next find the polynomials qg and f^ such that 
f^(x) = qgCxjfgCx) - fgCx) 
and deg f^ < deg f^. Continue this procedure. We thus have the array 
33 
f^Cx) = q^(x)f^(x) - f2(x) 
f^(x) = q2(x)f2(x) - fgCx) 
! (2.3) 
This procedure is known as the Euclidean algorithm for determining the 
greatest common divisor of f^ and f^. Now we divide all the f^, 
i = 0, 1, 2, ...» m by f^ and denote these quotients by g^, i = 0, 1, 
• «•^ x•6•Y 
fi 
g^ = for i = 0, 1, 2, m . 
m 
Lemma 2.4. Let -<» < a < b < «». Let g: R ^ R be a polynomial of 
degree 2 !• Construct {gj^}T_Q as described above. Then {g^}™_Q is a 
Sturm polynomial sequence on [a, b]. 
Proof 
Definition 2.4 (i) is satisfied since g =1. We next want to verify 
m 
Definition 2.4 (iii). Assume for some oe[a, b], g^Ca) = 0. But 
§0 fo(*) = °-
m 
Case 1. f (a) ^  0. 
m 
Then 
V / \ 2 I ^ ' 2 
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m m m 
If SqCo) = 0» then g^(o) = 0. But since , f^Ca) =0. Since 
m 
fg(ct) = 0, f^(a) = 0 Thus g^Ca) 0. Thus > 0. 
Case 2. f (a) = 0. 
m 
Thus fgCa) = f^(a) = 0. Thus 
fgCx) = (x - a)"p(x) 
for some n ^  1 where p(a) 0. By the Fundamental Theorem of Calculus 
and integration by parts we have 
X 
fgCx) = fgCx) - 0 = fgCx) - fgCa) = / (t - a)*p(t)dt 
a 
^ p(x)(x - p'(t)(t -
n + 1 ^ n + 1 
a 
Continuing this process of integration by parts until for some j, 
p^^^(x) = k where k is some constant, we see that f^ has a root of a of 
multiplicity n+1. Thus 
f (x) = (x - a)°q(x) 
m 
where q(o) ^  0 and 
fgCx) = (x - a)**^f(x) 
where r(a) ^  0. Thus 
35 
f h \  f  P ( * )  
Also 
v f '  * -  o f x l  
(x-a)r(x) -] q(x)[r(x) + (x-a)r'(x)] - (x-a)r(x)q* (x) 
f / ^ q( ) [q(x)]^ 
m 
so 
/ fg \ f(a) 
gica).(^)(a)=^^0 
But 
so 
fgCx) = (n + l)(x - a)°r(x) + r'(x)(x -
= (x - a)°^(n + l)r(x) + r'(x)(x - a)] 
p(x) = (n + l)r(x) + r'(x)(x - a) 
Thus 
p(a) = (n + l)r(a) 
Thus gQ(a)g^(a) > 0. Thus Definition 2.4 (iii) is verified. Next we 
want to verify Definition 2.4 (ii). Assume ae[a, b] such that 
g^(a) = 0 and 0 < n < m. But 
f 
^ (o) = g (a) =0 so f (a) = 0 
r n n 
m 
Thus by (2.3), f^_g^(a) = -f^_^^^(a) . 
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Case 1. f (a) ^  0. 
m 
Thus 
vi<«> — <«' -
= - (a) = -gn+i(°') 
m 
If g 1 (a) = 0 then f - (a) = 0 and going backwards we see that 
n—1 n—1 
f-(a) = (a) = 0. Thus f (a) = 0 Thus g .(a) ^  0 and 
0 1 m n—X 
Case 2. f_(a) = 0. 
m 
Thus fgCa) = 0 and f^Ca) = f^(o) = 0. Thus 
fgCx) = (x - a)Pq(x) 
for some p ^ 1 where q(a) 0. By the Fundamental Theorem of Calculus 
and integration by parts we have 
X 
fpCx) = fgCx) - 0 = fgCx) - fgCa) = / (t - a)Pg(t)dt 
^  q (x ) (x  -  _ r *  q ' ( t ) ( t  -  ,  
p + 1 J p + 1 
Continuing this process of integration by parts until for some j, 
C "i ^ 
q (x) = k, we see that f^ has a root of a of at least multiplicity 
p + 1. Thus f (x) = (x - a)^r(x) where r(a) ^  0. Since 0 < n < m, and 
m 
f^(x) = (x - a)^q(x) with q(a) ^  0 by the Euclidean algorithm 
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f (x) = (x - rt)^s(x) 
n 
where s (a) 0. Thus 
f s (a) 
• f" ° 7(ÏÔ" ° * 
m 
Thus {g^}^_Q is a Sturm polynomial sequence on [a, b]. 
Definition 2.5. Let -oo<a<b<®. Let g: ft ->• R be a polynomial 
of degree n ^  1. By the construction described above let {gj^}?_Q be 
the Sturm polynomial sequence on [a, b] associated with g. 
Lemma 2.5. Let g: R ->• R be a polynomial of degree greater than or 
equal to one. Let {g^}™_Q be its associated Sturm polynomial sequence. 
Then a is a real root of g iff a is a real root of gg. 
Proof 
Assume a is a real root of g. Thus fgCo) = g(a) = 0. 
Case 1. f (a) ^  0. 
m 
Thus 
'o fo(°) 
- — (a) - = 0 . 
m m 
Thus a is a real root of gg. 
Case 2. f (a) = 0. 
m 
Thus fgCa) = f^(a) =0. Thus fgCx) = (x - a)^p(x) where n 1 and 
p(a) 0. By the Fundamental Theorem of Calculus and integration by 
parts we have 
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f^^(x) = - 0 = f^Cx) -  ^ qC") == /  (t - rt)"p(t)dr 
( 1  
=  P ( x ) ( x  -  g ) " " * " ^  _ f* p ' ( t ) ( t  -
n + 1 •' n + 1 
a 
Continuing this process of integration until for some j, p^^^(x) = k, 
we see that f^ has a root of a of at least multiplicity n + 1. Thus 
f (x) = (x - a)°q(x) 
m 
where q(a) ^  0. Thus 
ggCa) = -^ (a) = 0 
m 
Thus a is a real root of g^. (^) Assume a is a real root of g^. Thus 
(a) = ggca) = 0 
m 
Thus fgCa) = 0. But g = f^ so g(a) = 0. Thus a is a real root of g. 
Theorem 2.7. Let g: R R where 
g(w) = CQ + c^w + — + c^w^ 
and n 2 1, ^ 0, ^ 0. Let be the Sturm polynomial sequence 
associated with g. Let {d.}?__ be the leading coefficients of {g. 
X X—U X X—u 
respectively. Then g is a Lambert polynomial iff c^ > 0 and the dif­
ference between the number of sign variations in {g^(0)}?_^ and 
^^i^i=0 
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Proof 
Assume g is a Lambert polynomial. Thus if w > 0, then g(w) > 0. 
Thus > 0. Let b > 0 be largo enoup.li such tliat 
sign(g^(x)) = sign(d^) 
for all X 2 b and all i = 0, 1, ...» m. Obviously g^Cb) ^  0. If 
ggCO) = 0 then by Lemma 2.5, CQ = g(0) = 0 Thus ggCO) 5^ 0. Thus 
gQ(0)gQ(b) ^  0. But {gj^}?_Q is the Sturm polynomial sequence on [0, b] 
associated with g. Thus by Theorem 2.6, the number of zeros of gg in 
(0, b) is equal to the difference between the number of sign variations 
in {g^(0)}T_Q and in {g^(b)}?_^. Since for x ^  b, 
sign(g^(x)) = sign(d^) 
for all i = 0, 1, ..., m, the number of positive zeros of g^ is equal to 
the difference between the number of sign variations in {g^(0)}™_Q and 
in {d^}^^Q. Since g is a Lambert polynomial, g(w) > 0 if w > 0. Thus 
g has no positive zeros. By Lemma 2.5, gg has no positive zeros. Thus 
the difference between the number of sign variations in {g^(0)}™_Q and 
{ d . i s  z e r o ,  A s s u m e  c  > 0  a n d  t h e  d i f f e r e n c e  b e t w e e n  t h e  
i 1—U n 
number of sign variations in {g^(0)}™_Q and {dj^}?_Q is zero. Let b > 0 
be large enough such that 
sign(g^(x)) = sign(d^) 
for all X ^  b and all i = 0, 1, ..., m. Again g^Cb) ^  0. If ggCO) = 0 
then by Lemma 2.5, Cg = g(0) = 0 ^  Thus ggCO) ^ 0. Thus 
gQ(0)gQ(b) ^  0. But is the Sturm polynomial sequence on [0, b] 
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associated with g. Thus by Theorem 2.6, the number of zeros of in 
(0, b) is equal to the difference between the number of sign variations 
in {g^(0)}"^ and in {g^(b)}°^. Since for x ^  b, 
sign(g^(x)) = sign (d.) 
for all i = 0, 1, ..., m and since the difference between the number of 
sign variations in {g.(0)and {d.}?_„ is zero, g_ has no positive 1 1""u 1 1—u u 
real zeros. Thus by Lemma 2.5, g has no positive real zeros. Since 
c^ > 0, g(w) > 0 if w > 0. Thus g is a Lambert polynomial. 
Definition 2.6. Let (p, a) be a linear k-step method. Let 
P^(-q) = a^-qb^ V'o 
pgc-q) = 
P^(-q) = 
*09^0 0 
*3-4^3 *2-4^2 a^-qbj 
aj-qbj aj-qbj 
ai-qbi a 0-4^0 
aj-qbj a 2"q'>2 
^2k-l"s^2k-l ®2k-2"''''2k-2 
0 
0 
From Theorem 2.5 and the definition of a Lambert polynomial we immedi­
ately have the following theorem. 
Theorem 2.8. Let (p, o) be a linear k-step method such that 
a^-qbg > 0 for all q < 0. Then (p, a) is A^-stable iff P^, P^, —, P^ 
are Lambert polynomials. 
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CHAPTER III. ORDER P 
In this chapter we hope to present some theorems concerning the 
order p of a linear multistep formula. We want to be able to look at 
order either in terms of the p and a polynomials or in terms of the r 
and s polynomials. We need the following two technical lemmas which we 
found were interesting results. Then using some other technical lemmas 
from Henrici [10] we are led to two theorems by Cryer [2]. 
Let 
_ C(C-l) ... (Z - (n-D) 
n! 
if n ^  1. This symbol has the following properties. 
r / ; ^ + f ; "i - r ^C^-1) ... (; - (n-2)) + [ Ç 
^[n-lj [ n I ~ ^ (n-1) ! n 
° 'fa-l)!" ^ (n) - '-"vn-l) " .-1 
"•( n ) ^ ( n (»-!>( =-l ) • ^ n-1 ) ' 
(3.1) 
M JO •c;-r """-(JO 
n-1 ) -¥(n-2) 
= ¥(n-l) —(n-l) ( .5 2; 
(3.2) 
42 
1 / S \ + nf Ç \ 1 ... (; - (n-4)) , n ç 
n-3 ] 2^n-2/ 3^ (n-3) ! 2^ n-2 
_ 1^ S(S-l) ... U - (n-4)) n/ ç \ _ \ 11=3/ C 
"3^ (n-3) ! 2 ^ n-2 I 3 y n-3 ' 3 \ n-3 
= 2=2/ s ^ +ii' 5 ] +2=3 
3 V n-2 y 2 \ n-2 I 3 
n- / ç 
V n-3 
5n-4 s ^ +2=3/ ; 
n-2 / 3 l n-: [ - 3 j  
(3.3) 
In general, if 2 ^  m < n, then 
-ç ( ^ \ + ~ 
m n-m 
= 1 f 5 , + 
m-l\ n-(m-l) ) m \ n—m j m-
n-m / ç 
m \ n-m 
n-(m-l) 
m y n—(m—1) j m—1 \ n— (m—1) 
n I ç \ _ n-m/ ç 
1—1 y n— (m—1) I m ^ n—; 
^ n-m/ ç ^ 
m ^ n-m , 
_ (2m-l)n - (m-1) / ç \ ^ n-m/ ç 
m(m-l) \ n-(m-l) j m \ n-m 
3n-: 
-( n-l ) - ( n-1 
3n-l 2n-2 
n+1 ç 
2 i n-l 
s 
n-l 
(3.4) 
5n-4I ç 
6 V n-2 — f  ^  i  2 l n-2 
; 5n-4 3n-6 
l"6 6~ 
2n+2 
6 
n+1 
(nia) 
> A ) 
(3.5) 
In general, if 2 m < n, then 
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(2m-l)n - (m-l) 
m(m-l) 
J  ^  -  n-(m-l)f  ; ]  
\ n-(in-l) ; m-l \ n-(m^l) I  
(2m-l)n - (m-l)' 
m(m-l) 
= [ 
_ j mn-n+m-l i 
L m(m-l) J V 
= biif ; 
m V n-(itt-l) 
mn - m(m:-l) 
m(m-l) ii-(m-l) 
Ç \ .. (n+1) (m-l) / ; 
n-(m-l) j m (m-l) V n-(m-l) 
1 j . n-l n-1 n J L -n+n -t-n-l n(n-l) 
n^-1 ' ç 
n(n-l) 1 
(3.6) 
Lemma 3.1. For n > 2, 
(ç-l)(ç-2) ... (ç - (n-l)) + ç(ç-2) ... (ç - (n-l)) + ... + ç(ç-l) 
(ç - (n-2)) J 2 )  
Proof By induction on n. 
n=2 
(ç-1) + ; = 2; - 1 = 2! 
- ^ il 2-1 
+ (-1)2*^(2-1)! 
Induction Step 
Assume true for n > 2 
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(ç-l)(ç-2) ... (ç - ((n+D-D) + ç(ç-2) ... (ç - ((n+l)-l)) + ... 
+ ç(ç-l) ... (ç - ((n+l)-2)) 
= (ç-l)(ç-2) ... (ç-n) + ç(ç-2) ... (ç-n) + ... + ç(ç-l) ... 
(ç - (n-1)) 
= (S-n)[(;-!)(S-2) ... (ç - (n-1)) + ;(G-2) ... (ç - (n-1)) + 
+ ç(ç-l) ... (ç - (n-2))] + ç(ç-l) ... (ç - (n-1)) 
= (ç-n)[n![if  Jj)-" ••• + <•""^(1)] 
1-1)! ] + (-l)*+l(n- + ç(ç-l) ... (ç - (n-1)) 
= (-l)^^^n! + n!ç 
- n*n! 
llvn-1 
.î( n-1 )-2U-2 
+ (-1)° ^ ç(n-l)! + ç(ç-l) ... (ç - (n-1)) 
îU-l '•'^;n-2 - + a! [( ^ )+ n-l) 
+ n! 
— i'  ^2 n-2 
= (-l)^^^n! + n! 
n-2 ç 
2 vn-2 
+ (-l)°^ln! 
+ n! 5n-4 ( ç \ n^S / ç \ 
6 \ n-2 j 3 y n-3 / + .. • 
i + -a_( î 1 
n n-1l 1 / 
= (-D'^n! 4. (n+l),| ( ) - (n-1) ) I 
6 \n-2]'^^n-2)j* + n! 
5n-4, 
+ (-l)**ln!! - + 5 1 - -a-f 5 
n n-1 11/ n-1\ 1 
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= (-l)**2n, + (n+D! 
_  ( n )  +  ) +  • • •  
= (n+1)! 1( ; ] - k l  ; l1 ' 5 ] +  
1 \ (n+l)-l I 2 V (n+1)-2 J 3 ^  (n+l)-3 / 
+ (-1) n+1 
(n+1)-IV 1 J J 
1 
+ (-1) (n+l)+l ((n+l)-l)! 
Definition 3.1. 
for i = 0, 1, 
Let p, a: C -»-C, k positive integer, and a^, 
., k such that 
P(ç) = E a Ç 
i=0 
and 
let 
and 
a(ç) = z e.ç 
i=0 ^ 
do = *0 + *1 + ••• + \ 
d^ = + 2 a 2  +  . . .  +  ko^ - (gg + + ... + g^) 
dq ^"l + 2% + ... + k\) - (g^ + 29-lg^ + ... + k^'lg, ) 
for q = 2, 3, ... 
Lemma 3.2. Let p, a: C + C, k positive integer, and a^, g^eR for 
i = 0, 1, ..., k such that 
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P(ç) = Z a r 
i=0 1 
and 
cf(ç) = z e.ç 
1=0 
Let n be a positive integer such that 2 n ^  k. Then 
n! VI' (n-1) ! 2 • (n-2) ! 
Z i 
• • + (-1) n-1 
i ii'i. 
l<i<n-l 
D -
n 
l_<i^ <i-£n-l 
»n.l + n-(n-l) Va ^ 
n-1 
a(l) 
n'O ! 
l-2< (n-1) 
n(n-l) ... 2 % 
Proof 
Let 2 < n < k. We have 
p(°)(l) 
n! 
(1) + + /_iyn-l 
1 • (n-1) ! 2 • (n-2) ! ^ 
0(1) 
n*0! 
n(n-l) ... la + (n+l)n ... 2a , + ... + k(k-l) 
n n+i. 
(k-(n-l))a, 
ni 
(n-1)(n-2) — 16 ^ + n(n-l) ... 23 + ... + k(k-l) ... (k-(n-2))g 
n-1 n ^ 
1 • (n-1) ! 
(n—2) (n—3) ... 16 « + (n—1) (n—2) ... 26 , + ...+k(k—1) ... (k—(n—3))6i 
n—/ n—1 K 
2' (n-2)! 
+ ... + (—1) 
n Gp + Gj + ... + 6k 
n*0! 
and 
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E i Z 
d d -+ 7-^pr d -
n n n-1 n(n-l) n-2 + ... + (—1) 
n-1 1-2 ... (n-1) 
n ( n - l )  , . . . 2  \  
.n-1. n-1. 
= ^  («1 + 2 «2 + ... + k (Bi + 2 32 + ... + k g^) 
Z i 
l<i<n-l r 1 „ T , 
rftt 2 " «2 ••• •= n L (n-1)! 
(*1 + +k*"'gk). 
Z ±,.±2 
,n-3. n-3. 
wx («1 2 's; + - + k "v 
n-1 1*2 ... (n-1) 
+ (-1) 
n(n-l) ... 2 «1 + 2a2 + ...+ ko^ - (3q + 3^ + •.. + 3j^) 
We want to show these two expressions are equal. First of all, we see 
that the last collection of 3's on both sides of the equation are iden­
tical. Thus we ignore these in the rest of the calculations. We want 
to show that the two different expressions of a*s and g's are equal. 
We will do this by showing that the coefficients of to a^, to 
are equal on both sides of the equation. 
Case 1. Oj, 1 ^  j < n. 
The coefficient of on the RES of the equation is 
n! 4 
+ Z i +-J 1 i^-ij 
J l<i<n-l ^ l<i <i-<n-l 
— 1 2— 
+ ... + 1-2. (n-1) 
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The coefficient of on the LHS of the equation is 0. Let 
f(ç) = ç(ç - j )(ç - 4 ) ••• (ç - ) 
Thus 
- - Z i + Z i^'ig + ...+ (-1)°"^ 1-2 ... (n-1) J 
^ l<i<n-l ^ l<i^<i2<n-l ^ 
.n .n 
= ^  f(l) = '0 = 0 
n : n ! 
Case 2. a^, n ^  j ^  k. 
The coefficient of on the RHS of the equation is 
i-j 1 - - Zi + ^  Z i + ... + (-1)°"^ 1'2 ... (n-1) 
, L . 1 ^ .n-i 
lj<i£n-l ^ l£i^<i2in-l ^ 
The coefficient of on the LHS of the equation is 
j(j-l) ... (j - (n-D) 
n! 
Let 
f(ç) = Ç(Ç - J )(ç - J ) ... (Ç - ^  ) 
Thus 
—i 1 Z X + —^ Z i."i. +... + (-1) , 1*2 ... (n-1) 
nll ^ 4 -i 
J l<i<n-l ^ l<i_<i^<n-l ^ 
— 1 z— 
.n .n 
= j_ f (1) =i-.i.jzl.iz2 . 3-(n-l) _ 1(1-1) ... (.i-(n-l)) 
n! a! j j j n! 
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Case 3. 3^, 1 £ j < n. 
The coefficient of 3^ on the KHS of the equation is 
_ j_ .n-lr 
nl 
n-— Zi + ^  
^ i^ij<n-l ^ l<i^<i2^p-l 
+ (-1) n-2 2 
.n-2 ^ ^1 ^n-2 1 
l<i-< ... <i „<n-l 
— 1 n—z— 
The coefficient of 3^ on the LHS of the equation is 
1  . . .  2  
(n-(j-l)) • (j-D! 
+ (-1) n-2 (n-1) • 1! J 
Multiplying both sides of the equation by (-1) • n! we have the coeffi­
cient of 3j on the SHS of the equation is 
a _ 2:1 i ±  z i^'ig +••• 
^ lj<i<n-l ^ l<i^<i2£n-l 
+ (-1) n-2 2 
.n-2 2 ^1 ••• in_2 
l<i, < ... <i .)<n-l 
— 1 n—Z— 
and the coefficient of 3^ on the LHS of the equation is 
„! [(-1)-"-" + (-1) n-(j-2) j — 2 (n-(j-l))(3-l)! + .. 
+ (-1) (n-1) . 1! J 
Let 
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h(s) = ç(ç " y - y ) ••• (c - ) + (-1)^ g 
Working with the coefficient of on the BHS of the equation we have 
.n-lf n-1 j [n - — I  i  +  
n-2 
2 : il'l2 + 
^ l<i<n-l ^ Ki <i_<n-l 
— — 1 2— 
+ (-1) n-2 2 
.n-2 - Vz 1 (1) 
J l<i^< ... <V2ln-l 
=jn-l ("1)^ f—- (j-l)!(n - (j+1))! + (-l)*(n-l)! 
j 
= • (j-l)!(n- (j+1))! +(-l)°(n-l)! 
= (-l)°(n - (j+1))! [(n-1) (n-2) ... (n-j) + (-l)"^^"^^^ j ! ] 
Working with the coefficient of 6^ on the LHS of the equation we have 
= (-l)*n! 
(n-j)"j! 
.n 1 
(n-l)-l! J 
(_!)-(j-1) j^+ (-l)-(i-2) 
n-j 
/ -1 J ... 1 I f_i(j~2) J ... 2 
^ . ^ (n-(j-l))(j-l)! 
+ (-1)' 
(n-(j-l)).l 
+ (_l)-(j-3) . 0(0-1) + 
n-1 
= (-l)^n! 
+ (-1) 
(n-(j-2)).2! 
("1)^ ^  ^ (n-(j-l)).l 
- - - a 
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^ ••• + ;:[(j-i)_ 
n^(-l)j"l(n-l)(n-2) ... (n-(j-l)) = (-1) (n-(j+l))! 
+ (-l)^""^(n-l)(n-2) ... (n-(j-2))(n-j) •( J 1 + . 
+ (n.-2) (n-3) ... (n-j) «f 
At this point we want to show that 
(-l)*(n - (j+l))![(n-l)(n-2) ... (n-j) + (-1)"^^"^^^j !] 
= (-l)*(n-(j+l))!^^ nj j j(n-l)(n-2) ... (n-(j-l)) 
+ j) (n-l)(n-2) ... (n-(j-2))(n-j) + ... 
j-1 (n-2) ... (n-j) 
Dividing both sides of this equation by (-1) (n - (j+1))! and using the 
fact that (-1) = (-1)^^^ we want to show that 
(n-l)(n-2) ... (n-j) + (-l)^'^^j ! = n| (-1)^ j  J (n-1) (n-2) 
+ (n-1) (n-2) ... (n-(j-2))(n-j) + ... 
. (n-(j-l)) 
^) (n-2)(n-3) ... (n-j) 
Let 
f(c) = (;-i)(;-2) ... (c-j) + (-i)j+ij! 
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and 
g(0 = J j(;-l)(;-2) ... (; - (j-1)) 
+ (-1)^~^( j ) (ç-l)(ç-2) ... (; - (j-2))(ç-j) + 
j(G-2)(&-3) ... (ç-j) 
;  =  0 .  
f(0) = 0 = g(0) 
; = 1. 
f(l) = (-l)j+lj! = 1 • j(-l)(-2) ... (l-j) = g(l) 
Ç = 2. 
f(2) = (-l)J+lj! = 2 _i(:^l (_i)(_2) ... (2-j) = g(2) 
Ç = m. 
f(m) = (-l)j+lj! = m (-1)*"1|^ j (m-l)(m-2) ... 1(-1) ... (m-j) 
= g (m) 
; = j. 
= (-l)^^^j! = j[(-l)^"^ 1(j-1)(j-2) ... 1] = g(j) 
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Since f and g are polynomials of degree less than or equal to j so is 
f - g and f - g has (j+1) zeros. Thus f - g = 0. Thus f(ç) - g(ç) = 0 
for all Ç. Thus f(ç) = g(ç) for all Ç. Let ç = n. Thus f(n) = g(n) 
which was what we wanted to show. Thus 
(n-l)(n-2) ... (n-j) + (-l)^'^^j! = n (-1)^"^^ j | (n-1) (n-2) . 
(n - (j-D) + j) (n-1) (n-2) ... (n - (j-2))(n-j) 
+ ...+ ( 1 (n-2) (n-3) ... (n-j) J 
Thus retracing our steps we have that 
n! ^ i 
Z i + ^ 2 Z ^1^2 • 
^ l<i<n-l ^ l^i^<i2_^-l 
+ (-1) n-2 2 
.n-3 : il in-2 
l<iT< ... <i <.<n-l 
— 1 n—2— 
•1 ... 2 
(n-(j-l)).(j-l)! 
+ (-1) n-2 (n-l)'l! _ 
Case 4. 6., n < j < k. 
3  -  -
The coefficient of on the RHS of the equation is 
n! i 
2 i + n-2 
2 %  ^ 1*^2 •*•••• 
^ l<i^n-l ^ l<i^<i2in-l 
+ (-1) n-2 2 
.n-2 2 ^1 ••• \_2 
l<i-< ... <i _<n-l 
— 1 n-2— 
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The coefficient of 5^ on the LHS of the equation is 
1(1-1) ... (1-(n-2)) j(j-l) ... (j-(n-3)) ^  j 
1 • (n-1)! 2 . (n-2)! ^ ' (n-1)-l! 
2 
Multiplying both sides of the equation by (-l)*n! and since (-1) = 1 
we have the coefficient of on the RES of the equation is 
^ l<i<n-l ^ l<i,<i-<n-l 
1 2-
••1 \-2 ] 
l<i- < ... <i «<n-l 
— 1 n—Z— 
and the coefficient of 3^ on the LHS of the equation is 
,r 1(1-1) ... (1-(n-2)) j(.i-l) ... (j-(n-3)) , , j 1 
1 • (n-1)! 2 . (n-2)! ^ (n-l)-l! J 
Let 
h(ç) = ç(ç - J )(ç - J ) ... (Ç - ^  ) + (-1)* ^ 
Working with the coefficient of 8^ on the RHS of the equation we have 
j^~^[^n-— ei + ^  z i^'ig + ... 
^ l<i<n-l ^ l<i,<i„<n-l 
— 1 2— 
lnz2 ' + (-1)^ ^ ao z i^ ... i^_2 j = ^h' (1) 
l<i. < ... <i„ -,<n-l 
— 1 n-z— 
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= (j-l)(j-2) ... (j-(n-l)) + j(j-2) ... (j-(n-l)) + ... 
n. 
+ j(j-l) ... a-Cn-2)) + (-1) (n-1)! 
Working with the coefficient of 6^ on the LHS of the equation we have 
,r 1(1-1) ... (.1-(n-2)) _ j(.i-l) ... (j-(n 
L 1 • (n-1)! 2 . (n-2)! 
-3)) + 
. + (-1) 
(n-l).l! J 
= n! 
_ l( " M n-2 ) 1 ) -
At this point we want to show that 
(j-l)(j-2) ... (j-(n-l)) + 3 ( 3 -2) ... (j-(n-l) + ... + j(j-l) 
= n! 
(j-(n-2)) + (-1)"(n-1)! 
- ^ ll n-1 2\ n-2 . + (-1) 
n 1 f j 
n-lV 1 
If Ç = j, then by Lemma 3.1 
(j-l)(j-2) ... (j-(n-l))+j(j-2) ... (j-(n-l)) + ... + j(j-l) ... (j-(n-2)) 
= n! 
.i(n-l) - n-2 
+ (-l)°*l(n-l)! . 
Thus 
(j-l)(j-2) ... (j-(n-l)) + j(j-2) ... (j-(n-l)) + ... + j(j-l) 
(j-(n-2)) + (-1) (n-1)! 
*-2}+ --- + 5:l{ ï )_ 
Thus retracing our steps we have that 
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_ j-.n—1 r 
n! 
n - —  Z i  +  ^  Z +  . . .  
+ (-!)"•'rès : il ' 
• ^n-2 ] 
l<i-< ... <i „<n-l" 
— 1 11—2— 
= _ j(3-l) ... (j(n-2)) .i(.i-l) ... (i-(n-3)) , ,\n-l .1 
1 • (n-1)! 2 • (n-2)! •.. + (.--l; (n-l).l! 
Therefore if 2 < n < k. 
p(*)(l) ( gfa-^^d) g (n-2) (1) n-1 0(1) 
n! ~ V 1 • (n-1)! " 2 • (n-2)! * n • 0! 
E i E i^.i, 
l^i<n-l l^i <i„£n-l 
= D D ,+ 7—TT D . + ... 
n n n-1 n(n-l) n-2 
We note that if (p, a) is a linear k-step method then 
for i = 0, 1, 2, ... 
Thus if 2 ^  n k, then by Lemma 3.2 
(n),T\ / _(n-l)._\ (n-2) 
P 
n! 
(11 . f 2)(1) n-1 a(ll_ \ 
V 1 • (n-1)! 2 • (n-2)! ^ n • 0! j 
• C. - <=n-l + ^ %-ir ' G.-2+ '-- + <=1 
If (p, a) is a linear k-step method and n is an integer such that n > k, 
then if we let = 0, = 0 for i = k+1, n and 
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^ i 
p(ç) = Z a Ç 
i=0 
and 
i 
a(ç) = z 6,ç 
i=0 ^ 
we see that p = p and a = a. Also using Definition 1.3 with (p, o) and 
Definition 3.1 with p, a we see that 
for i = 0, 1, ... 
Thus by Lemma 3.2 
(n). . / (n-1). . ^(n-2) p (1) _ I '(1) _ '(1) + + (.1)^-1 a(l)_ \ 
n! Vl-(n-l)! 2 . (n-2)! ^ n • 0! / 
(1) ( (1) gfa-2).n-1 5(1) 
n! \ 1 ' (n-1)! 2 ' (n-2)! * ^ n-0! 
^ vz—(-1)°" «1 
Let (p, a) be a linear k-step method. We know that 
k k-1 
p(g) = + ... + a^ç + ttq 
o(;) = 8%;^ + + ... + 3^ç + pq 
and 
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log ç = (ç-1) - (S-1) + 
if Iç-l| <1. By Taylor's series 
p(ç )  =  p(l) + (ç-1) + (5-1)2 + ... + (C-l)k 
and 
a(.) = .(« + ^  (c-1) . gi (ç-1)^ ^ ...  2^ (;-!)" . 
Let çp: C ~ A_ » C where 
çp(ç) = (log ç)~^p(ç) - a(ç) 
If p(l) = 0, then çp is analytic at ç = 1. -Thus 
cp(ç) = CQ + C^(ç-l) + C^U-1)^ + ... 
for some constants C^, C^, ... in some nbhd of ç = 1. But by definition 
cp(ç) • log ç = p(ç) - log ç • a(ç) 
so if p(l) = 0, 
cg + c^(s-i) + c^U-1)^ + ... j ( 
+ (^3^) "'•*){ (5-1) + ... 
Xk) 
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in some nbhd of ç = 1. From the above equation 
cQ = p'(l) - o(l) 
2 2 !  \ l - l l  2 - 0 1  J  
Cq p"'(1) / o"(l) a'(l) a(l) ^ 
^2 " 1 T 3! V 1 • 2! " 2 • 1! 3 • 0! I 
Cg CQ p^'^d) I a"" a) a"(l) o'(l) a(l) ^ 
S "2 4! V 1 • 3! 2 . 2! 3 • 1! ~ 4 • 0! / 
We thus have the following theorem. 
Theorem 3.1. Let (p, a) be a linear k-step method. Let p(l) = 0. 
Let p be an integer, p ^  1. Then 
ci = cj = ... = cp = 0 , îi 0 
iff 
co = = ... = cp_i = 0 , cp ^ 0 
Proof 
From the above discussion and Lemma 3.2 we have that and if 
n 2 2, then 
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The theorem follows immediately. 
Let (p, a) be a linear k-step method and p(l) = 0. Let 
q: C 'b ({u: Re u ^  -1, Im u = 0} U {u: Re u ^  1, Im u = 0}) -*• C 
where 
1 
. 1+z 
t:; 
With this we have 
<(<« - l{ ^  ) 
Let C 'V' {1} -> C where 
= % 
^2' C ~ {-1} ->• C where 
*2(s) = ^  * 
Lemma 3.3. Let (p, a) be a linear k-step method and p(l) = 0. Let 
p be an integer, p 1. Then q has a zero of order p at z = 0 iff cp has 
a zero of order p at ç = 1. 
Proof 
Let p be an integer, p ^  1, (p, a) a linear k-step method and p(l) = 0. 
(^) Assume cp has a zero of order p at ç = 1. Since cp is analytic at 
Ç = 1, there exists an e, 0 < e < 1 such that cp is analytic in B(l, e). 
Thus there exists an F analytic in B(l, e) such that 
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cp(ç) = F(ç)(ç-1)^ for çeB(l, e) 
and 
f(l) é 0 
But 
is analytic at z = 0 
F is analytic at ç = 1 
*i(0) = 1 
Thus F o is analytic at z = 0, Let C C where 
flu) - (^) 
and C {1} C where 
2 'p 
° \ 1-2 
Both and are analytic at z = 0. Let e > 0 such that 
B(0, e) c 4^^(B(1, e)) and if F^^: B(0, e) -»• C where 
F^(z) = f^(z) ' fgCz) • F o 4^(z) 
then F^ is analytic in B(0, e). Also 
Fi(0) = f^(0) . fgCO) • F o *^(0) 
= f^(0) . fgCO) . F(l) 
= ' 2? . F(l) 
2^ 
9^ 0 
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Thus 
= {¥ )" ' (  ë i )  = ( ¥ ) '  •  0 '  
l-z } \1-Z j I' . p  
zp 
= f^(z) ' f^Cz) • F o 4^(z) • z^ 
= f^(z)zp 
for zeB(0, e) . Thus q has a zero of order p at z = 0. (=^ Assume q 
has a zero of order p at z = 0. Since q is analytic at z = 0, there 
exists ane, 0<e<l such that q is analytic in B(0, e). Thus there 
exists an F analytic in 3(0, e) such that 
q(z) = F(z)zP for zeB(0, e) 
and 
F(0) ^  0 
But 
is analytic at ç = 1 
F is analytic at z = 0 
4^(1) = 0 
Thus F o ^2 is analytic at ç = 1. Let f^: C -»• C where 
f^(ç) = (5+1)^ 
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and C ~ {-1} C where 
f j o  = ^ 
^ (;+i)p 
Both and are analytic at ç =1. Let e > 0 such that 
B(l, e) c e)) and if B(l, e) ->• C where 
F^(ç) = f^(s) • fgCs) • F o ^2^0 
then is analytic in B(l, ê). Also 
F^(l) = f^(l) . fgCl) • F o *2(1) 
= f^ci) • fgCl) • F(0) 
k 1 
= 2 • — • F(0) 
2^ 
^ 0 
Thus 
çp(ç) = (ç+1)^ q(-^) 
= f^cs) • fgfs) • f o ^ 2(5) • 
= f^(ç)(ç-l)p 
for çeB(l, e). Thus cp has a zero of order p at ç = 1. 
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Let ç: C {u: Reu^O, Imu = 0}-»-C where 
qjC?) = cp(ç) • log ç 
Let q: C "i, ({u: Re u ^  -1, Im u = 0} U {u: Re u > 1, Im u = 0}) C 
\diere 
q<z) = Kël )  • 1°S I:# = r(z) - 1°8 i:# s(:) • 
Lemma 3.4. Let (p, a) be a linear k-step method and p(l) =0. Let 
p be an integer, p ^  1. Then cp has a zero of order p at ç = 1 iff cp has 
a zero of order p+1 at ç = 1. 
Proof 
Assume cp has a zero of order p at ç = 1. Let yz C 'v, R_ -> C where 
y(ç) = log ç 
Since cp and y are analytic at ç =1, there exists an e, 0 < e < 1 such 
that cp and y are analytic in B(l, e). Thus there exists an F and G 
analytic in B(l, e) such that 
cp(ç) = F(ç) (;-l)P 
and 
Y(ç) = G(ç)(ç-1) for çeB(l, e) 
and 
F(l) # 0 , 0(1) ^  0 
Thus 
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çp(ç) = cp(ç) • log ç = cp(ç) • y(ç) 
= F(ç) • G(ç) • (;-l)P+l 
for çsB(l, e) and F • G is analytic at ç = 1 and F • G(l) = F(l) • G(l) 
^ 0. Thus 9 has a zero of order p+1 at ç = 1. (i^) Assume 9 has a zero 
of order p+1 at ç = 1. Since 9 and y are analytic at ç =1, there exists 
an G, 0 < e < 1 such that cp and y are analytic in B(l, e). Thus there 
exists an F and G analytic in B(l, e) such that 
9(C) = F(ç) . (G-DP*! 
and 
Y(Ç) = G(Ç) • (Ç-1) for çeB(l, e)  
and 
F(l) ^  0 , G(l) JÉ 0 
Thus 
F(ç)(ç-1)^'*"^ = cp(ç) = cp(ç) • log ç = çp(ç) • Y(ç) = cp(0 • G(S)(S-1) 
for Ç£B(1, e). Also there exists an e > 0, e < e such that G(ç) ^  0 for 
ÇeB(l, e). Thus 
cp(ç) = (C-l)P for ÇeBd, Ê) 
is analytic at ç = 1 and ^  (1) = ^ 0. Thus cp has a zero of 
order p at ç = 1. 
Lennna 3.5. Let (p, a) be a linear k-step method and p(l) = 0. Let 
p be an integer, p ^  1. Bien q has a zero of order p at z = 0 iff q has 
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a zero of order p+1 at z = 0. 
Proof 
(:^  Assume q has a zero of order p at z = 0. Let 
y: C ~ ({u: Re u ^  -1, Im u = 0} U {u: Re u ^  1, Im u = 0}) C where 
Y(z) = log YZg 
Since q and y are analytic at z = 0, there exists e, 0 < e < 1 such that 
q and y are analytic in B(0, e). Thus there exists an F and G analytic 
in B(0, e) such that 
q(z) = F(z) • 
and 
y(z) = G(z) • z for zeB(0, e) 
and 
F(0) ^  0 , G(0) ^  0 
Thus 
A 
q(z) = q(z) • log = q(z) • y(z) 
= F(z) • G(z) • z^^^ 
for zeB(0, e) and F * G is analytic at z = 0 and F • G(0) = F(0) • G(0) 
3^ 0. Thus q has a zero of order p+1 at z = 0. Assume q has a 
zero of order p+1 at z = 0. Since q and y are analytic at z = 0, there 
exists an e, 0 < e < 1 such that q and y are analytic in B(0, e). Thus 
there exists an F and G analytic in B(0, e) such that 
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q(z) = F(z)z^^^ 
and 
Y(Z) = G(z)z for zeB(0, e) 
and 
F(0) 0 , G(0) jÉ 0 
Thus 
F(z)zP*^ = q(z) = q(z) • log = q(z)y(z) 
= q(z) * G(z)z 
YS 
for zeB(0, e). Also there exists an e > 0, e < e such that G(z) # 0 for 
zeB(0, e). Thus 
q(z) = "1^ z^ for zeB(0, ê) , 
F F FfO) 
— is analytic at z = 0 and (0) = Q^Qy ^  0. Thus q has a zero of 
order p at z = 0. 
Lemnri 3.6. Let (p, a) be a linear k-step method and p(l) = 0. Let 
p be an integer, p 2. Then cp has a zero of order p at ç = 1 iff q has 
a zero of order p at z = 0. 
Proof 
(=^) Assume ç has a zero of order p at ç = 1. By Lemma 3.4, ç has a 
zero of order p-1 at ç = 1. By Lemma 3.3, q has a zero of order p-1 at 
z = 0. But by Lemma 3.5, q has a zero of order p at z = 0. 
C^) Assume q has a zero of order p at z = 0. By Lemma 3.5, q has a 
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zero of order p-1 at z = 0. By Lemma 3.3, (P has a zero of order p-1 at 
Ç = 1. But by Lemma 3.4, (p has a zero order p at ç = 1. 
After all this work, we need some reward. Our reward comes in the 
following theorems. Let 
f ~ ~ 2 ~ 4 
= c_ + c_z + c, z + . .. 
log ^  0 2 4 
From Henrici [10] we see that 
1 
^0 2 
and 
% i ^2y-2 * T ^2r-4 + --- + zfïï =0 = 0 for V . 1, 2, 3, 
Let 
do + + dgz^ + 
Thus 
z = (CQ + CgZ^ + c^z^ + . ..)(dQ + d^z + à.^ + ... ) 
Thus 
=0^1 = 1 
69 
=2^0 + vz = ° 
=2'^  = 0 
'=4'^ o + cyl» + v4 ° ° 
"=4'^ 1 * ^ 24 + =0^ 5 = " 
Lemma 3.7. 
= 0 for Y = 0, 1, 2, 
and 
^2y+1 ' ^' 2& for Ï = 0, 1, 2, 
Proof By induction on Y-
Y = 0. 
^2.0 = dg = 0 
d« „., = d, = = 2 = 2*1 = 2"^=2 
2-0+1 "1 cq --- - '1 - 2.0+1 
Induction Step Assume true for all n ^ Y» We know that 
c2(y+1)^0 ^2y*^2 + * ^ 2^2y ^0*^2(y+l) " ° 
By the induction hypothesis we have d^^ = 0 for n ^ Y- Thus 
^0*^2 (y+1) " ° 
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• 1 
But CQ = J so 
•^2(^+1) " ° • 
Also we know that 
*^2(7+1)^1 ^27^3 + + ^ 1^2y+l '^ 0'^ 2(y+1)+1 " ° 
By the induction hypothesis we have ^211+1 ~ ^  * 2t\+1 ^ Y- Thus the 
above equation becomes 
^2(Y+1) * ^ 2?" 2 ' 3 + * ^ 2 '2 ' 2^ * ^ 0'^2(y+1)+1 " ° 
Thus 
2 •(=2(rh) 3 =2y * ••• •"2^=2 ° • 
Thus 
But 
^2(Y+1) * 3 ^2? + + 2Y+1 ^2 2(y+l)+l ^0 " ° 
Thus 
d2(y+i)+i : _ 1 -
2 0 2(Y+1)+1 ^ 0 
1 
But CQ = *2 so 
d„, .,x ., = 2 ^ 
'2(Y+1)+1 2(Y+1)+1 
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Theorem 3.2. Let (p, a) be a linear k-step method. Let p(l) = 0. 
Let p be an integer, p ^  1. Then (p, a) has order p iff 
and 
2 for Y = 1, 2, ..., ^2y = ^0^2y+1 " ^2^2y-1 + ''' + ''2y^ 
^2Y+1 ^  ^ 0^2Y+2 '^2^2Y * * ^ 2Y^2 Y = 0, 1, 2, ..., 
and (I) p even. Let Tq = f" ' 
^2yo ^ ""o^yo+l "• ''2^2yq-1 + ''' + ^2yo^1 
(II) p odd. Let Yq = . 
^2yo+1 ^  v2yq+2 =2*2yo + + =2yo*2 
Proof 
Let (p, o) be a linear k-step method. Let p(l) = 0. Thus 
~lc ~~lc 
B g  =  2  p ( l )  = 2  - 0  =  0 .  T h u s  ( p ,  a )  h a s  o r d e r  p  2  ^ i f f  b y  T h e o r e m  
3.1 cp has a zero of order p at ç = 1 iff by Lemma 3.3 q has a zero of 
order p at z = 0. But 
q(z) = r(z) - s(z) 
log Y: 
z 
~ - 2 - 4 2 
= (CQ + C^Z + C^Z + ...)(A^ + A^Z + A^Z + ...) 
- (bg + b^z + bgz^ + ...) 
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Thus q has a zero of order p at z = 0 iff 
•"o ° Vi 
and 
^2y ^0^2y+1 ^2^2y -1 * ••• + ("C Y = 1, 2. .... 
for Y = 0, 1, 2, 
^2y+1 *^0^2y+2 c2*2y ^2y^2 
and (I) p even. Let Yq = • 
^2yq * ^ 0^2yq+1 •" c2*2yo-l * ''' * ^ ^yq*! 
(II) p odd. Let Yq = • 
^2yq+1 ^ ^ 0^2yo+2 =2*2yq + + ^ 27^*2 
Theorem 3.3. Let (p, a) be a linear k-step method. Let p(1) = 0. 
Let p be an integer, p ^ 1. Then (p, a) has order p iff 
and 
^2y ° 41^2^-1 ^ " + ^ 2y-3''3 '^2y-i''i 
for Y = 1, 2, ..J 
2^rn ° ^i''2y " s''2y-2 •'••••' vl''2 * ''zy+i^ 'o 
for Y = 1, 2, . 
and (I) p even. Let Yq ~ 2 
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= 2 
^2YQ+1 ^  + %+1^0 ' 
(II) p odd. Let Yq = • 
®2yo * '^1^2yq-1 •" s^2yq-3 + + '^2yq-3^3 + '^2yo-1^ 
Proof 
"ic 
Let (p, a) be a linear k-step. Let p(l) = 0. Thus = 2 p(l) 
= 2 «0 = 0. Thus (p, a) has order p ^ 1 iff by Theorem 3.1 cp has a 
zero of order p at ç = 1 iff by Lemma 3.4 9 has a zero of order p+1 at 
Ç = 1 iff by Lemma 3.6 q has a zero of order p+1 at 2 = 0. But 
1 +7 
q(z) = r(z) - log YZg s(z) 
2 3 2 
= (a^z + a^z + ...) - (d^z + d^z + ...)(bq + b^z + b^z + ...) 
Thus q has a zero of order p+1 at z = 0 iff 
^ = vo 
and 
^2y ^1^2y-1 s^2y-3 + ••• + ^2y-3^3 ^zy-l^ï 
for Y = 1, 2, ...» ^ Y j 
®2y+1 *^1^2y ^3^2y-2 + • • • + '^2y-1^2 ^2y+1^0 
for Y = 1, 2, ... 
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and (I) p even. Let = ^  . 
(II) p odd. Let Yq = . 
2^7 •" 3^^ 2yo-3 + '"' + 2^yq-3^  2^yo-i\ 
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chapter iv. adams-type methods 
In this chapter we want to investigate Adams-type linear k-step 
methods and present them as examples of stiffly stable linear k-step 
methods. A large number of these results on A^-stability are due to 
Feinberg [6] and Strasburger [17]. We will extend them to answer ques­
tions about stiff stability. We will need the following definitions. 
Definition 4.1. The linear k-step method (p, a) is said to be 
Adams-type iff 
P(C) = 
By Henrici [10], if 
p(ç) = 
and 
a(ç) = z 
m=0 
where 
for m = 0, 1, ...» k then (p, a) is a linear k-step method of order k+1 
and is Adams-type. This linear k-step method is the famous k-step Adams-
Moulton method. 
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Lemma 4.1. The 1-step Adams-Moulton method is A^-stable. 
Proof 
Let p(ç) = Ç-1, o(;) = ^  + Y ' Let qeB_. Then 
(p - qo)(ç) = p(ç) - qo(ç) = (ç-1) - q( 
= (1 - )ç + (-1 - ^  ) 
The root of p-qo is 
(ii). 
ill 
i - f  
Since qeft , Re ^ < 0. Thus by Lemma 2.1 
< 1 
But qeR was arbitrary. Thus the 1-step Adams-Mbulton method is AQ-stable. 
The next lemma is due to Cryer [2]. 
Lemma 4.2. The k-step Adams-Mbulton methods for k ^  2 are not AQ-
stable. 
Proof 
Assume for some k ^  2, the k-step Adams-Mbulton method is A^-stable. 
Thus we have 
/ \ k k-1 
p(ç) = Ç - Ç 
a(ç) = Z y*ç^~°^(ç-l)™ 
m=0 m 
where 
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yl' (-1)* {'l)^ 
* * 1 
for m = 0, 1, k. In particular, = 1 and Yj ~ ~ "2 * Since 
1 < m < k. But 
(-l)*" { Z\ < 0 for se(-l, 0) and 1 ^  m £ k, it follows that < 0 for 
^ is  )  
• U M ' - - -
Thus 
k * f . \k-m 
i )  
:(i)' k \k-m = z Y_| T I < 0 ^ 
in=2 
Thus the k-step Adams-Moulton methods for k ^  2 are not Ag-stable. 
Theorem 4.1. The 1-step Adams-Moulton method is stiffly stable. 
Proof 
Let (p, a) be the 1-step Adams-Moulton method. Thus we have p(ç) = ç-1, 
a(G) = ^  + Y ' The 1-step Adams-Moulton method is stable. Since CQ = 0, 
= 0, C2 =0, and Cg = - the 1-step Adams-Moulton method has order 
78 
2. Thus the 1-step Adams-Moulton method is consistent. Hence the 1-step 
Adams-Mbulton method is convergent. By Lemma 4.1, the 1-step Adams-
Moulton method is Ag-stable. Since p^(s) = p(ç)/ç-l = ç-1/ç-l = 1, the 
roots of lie in the open unit disk. Since o(ç) = yg + y, the roots 
of a which lie on the unit circle are simple. Furthermore, the root of 
a is -1 and -1 lies on the unit circle. But a'(ç) = y . Thus 
p(-l) = -1-1 = = 4 
-1 • (-1) -1 ' y - y 
which is real and positive. Therefore, the 1-step Adams-Moulton method 
is stiffly stable by Theorem 1.4. 
Next we want to find linear k-step Adams-type methods of order k 
which are stiffly stable. 
Let 6^ = {ql-qeR_}. Let 
p(s) = 
Then 
- = ( ¥ m ë t r - ( ë i n  •  
Let k = 1. Then p(ç) = ç-1. Thus r(z) = z. If we let 
s(z) = b^z + Y where b^ > 0 then 
a(c) = (b^ + y ( t -
and (p, a) is a linear 1-step Adams-type method of order 1. 
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Lemma 4.3. Let a(ç) = (b^ + y)ç+('j - b^) and let b^ > 0. Then 
a is a Schur polynomial. 
Proof 
Assume a(ç) = (b^ + ("J" b^) and b^ > 0. The root of a is 
b, - T 1 + 
±2 2b, 
b, + v 1 -
12 ^ 2b^ 
Since b^ > 0, by Lemma 2.1 (ii) this root has modulus less than one. 
Thus a is a Schur polynomial. 
Lemma 4.4. Let b^ > 0, p(ç) = ç-l, and a(0 = (b^ + y )5 + ( ^  
Then (p, a) is A^-stable. 
Proof 
Let qeB_. Then (r - qs)(z) = (1 - b^q)z - ^  . But £(1 - b q) the 
root of r - qs = 0 and has negative real part. Thus by Theorem 2.1, 
(p, a) is Ag-stable. 
Theorem 4.2. Let b^ > 0, p(ç) = ç-1, and a(ç) = (b^ + -j)? + 
Then (p, a) is stiffly stable. 
Proof 
Since (p, a) is stable and consistent, (p, a) is convergent. By Lemma 
4.4, (p, a) is Ag-stable. Since p^(ç) = p(ç)/ç-l = 1, the roots of p^ 
lie in the open unit disk, vacuously. By Lemma 4.3, a is a Schur 
polynomial. Therefore (iii) and (iv) of Theorem 1.4 are vacuously true. 
Thus by Theorem 1.4, (p, o) is stiffly stable. 
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2  1 2  1  
Let k = 2. Then p(ç) = ç - ç. Thus r(z) = ^  If we let 
2 1 1 
s(z) = h^z + ^  + where bg > 0 then 
o(g) = (bg + y + (-zbg + y )ç + ^ 2 
and (p, a) is a linear 2-step Adams-type method of order 2. We note that 
if b^ = 0, p and a have a common root, namely 0. 
Lemma 4.5. Let ct(ç) = (b^ + ^  + (-2b2 + bg and let 
bg > 0. Then a is a Schur polynomial. 
Proof 
12 1 
Assume a(ç) = (h^ J )? + (-^bg + + bg and b2 > 0. The coeffi­
cients of a obviously fit the conditions c^ ^  0, c^ ^  0, n ^  0 of Theorem 
1.3. Also 
ibgj = ^2 < ^2 + y = 1^2 + il 
The polynomial 
= i (bg + 
- b2 ) ç + ( (b2 + |) (-2b2 + |) " b2(-2b2 + |) ) 
= (^2 + i ); + ( tg) 
is the reduced polynomial as in Theorem 1.3. The root of = 0 is 
b. + t 1 -
2 4 4b2 
Since > 0, by Lemma 2.1 (ii) this root has modulus less than one. 
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Thus cr^ is a Schur polynomial. Thus by Theorem 1.3, if bg > 0, a is a 
Schur polynomial. 
Lemma 4.6. Let b^ > 0, p(ç) = - ç, and o(ç) = (b2 + "^ )ç^ 
+ (-Zbg +Y)G ^2' (P, cr) is A^-stable. 
Proof 
Let qeR_. Then (r - qs) (z) = ( y - bgqjz^ + ( ^  ^ )% - ^  • 
^ > 0, -J - ^  > 0, and -j - b^q > 0 since > 0. Then 
Now 
i _ £ _ £ 
2 4 4 
0 y " ^2*^ 
which verifies the conditions of Theorem 2.4 so that by Theorem 2.4, 
r - qs has all roots with negative real parts. Thus (p, a) is Ag-stable. 
2 12 
Theorem 4.3. Let bg > 0, p(s) = % - ç, and a(ç) = (b2 +Y)G 
+ (-2b2 + Y )ç + b^. Then (p, a) is stiffly stable. 
Proof 
Since (p,a) is stable and consistent, (p, a) is convergent. By Lemma 
4.6, (p, a) is Ag-stable. Since p^(ç) = p(ç)/ç-l = ç, the roots of p^ 
lie in the open unit disk. By Lemma 4.5, a is a Schur polynomial. 
Therefore (iii) and (iv) of Theorem 1.4 are vacuously true. Thus by 
Theorem 1.4, (p, o) is stiffly stable. 
Let k = 3. Then p(ç) = - ç^. Thus r(z) = If 
3 12 1 1 
we let s(z) = b^z + + ^  + -g where b^ 2^ 0 then 
a(ç)  = (b^ + + (-3bg + + (Sbg + (-bg -
and (p, o) is a linear 3-step Adams-type method of order 3. 
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We need the following preliminary lemma. 
Lemma 4.7. Let a = ^  . If 0 ^  x < ^, then 
20a(x + 6a) > 4a(llx + 6a) 
Proof 
Let f, g: R-» Rby 
f(x) = 20a(x + 6a) 
g(x) = 4a(llx + 6a) 
Now f and g are polynomials of degree 1 and f(x) = g(x) iff x = ^  . In 
addition, 
f(0) = 20a(0 + 6a) = 120a^ > 24a^ = 4a(11 • 0 + 6a) = g(0) 
Thus if 0 ^  X < -g- , then 
20a(x + 6a) = f(x) > g(x) = 4a(llx + 6a) 
Lemma 4.8. Let 0 < and let o(s) = (b^ + ^ )5^ + (-Sb^ + -^) 
+ (Sbg + •^)Ç + (-b^ - ^ ). Then a is a Schur polynomial. 
Proof 
Let 0 < bg < and a(ç) = (b^ + ^ )5^ + (-Sb^ + + Ob^ + -^)C 
+ (-bg - ^ ). The coefficients of a obviously fit the conditions c^ ^ 0, 
c ^ 0, n / 0 of Theorem 1.3. Also 
n 
1-^3 " à"! = ^3 + yf < bg + = |b3 + ^ 1 
Let 
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c^ico = [(bg + - (-bg - + [(bg + (-3b^ + 
- (-^ 3 - if)(3t3 + s + [(^ 3 + is) (3^ 3 + 
- (-^3 
be the reduced polynomial as in Theorem 1.3. Simplifying we have 
o^CS) = ZOaCbg + 6a) + 16a (-b^ + 9a)Ç + Aadlb^ + 6a) 
where a = . The coefficients of obviously fit the conditions Cg ^ 0, 
c^ ^  0, n ^  0 of Theorem 1.3. By Lemma 4.7 
|20a(b2 + 6a)| = 20a(b^ + 6a) > AaCllb^ + 6a) = jAaCllb^ + 6a)| 
Let 
OgCC) = ( [ZOaCbg + 6a)]2 _ [AaCllb^ + 6a))ç 
+ [20a(bg + 6a) • lôaC-b^ + 9a) - AaCllb^ + 6a) • 16a(-b2 + 9a)] 
be the reduced polynomial of in Theorem 1.3. Simplifying O2 we have 
OgCc) = [20a(b2 + 6a) + 4a(llb2 + 6a)][20a(b2 + 6a) - 4a(llbg + 6a)] 
+ 16a(-bg + 9a)[20a(b2 + 6a) - AaCllb^ + 6a)] 
= (64abg + 144a^)(—24ab2 + 96a^)ç + 16a(—b^ + 9a)(—24ab2 + 96a ) 
= 16a(4b2 + 9a) • 24a(-b2 + 4a)ç + 16a(—b^ + 9a) • 24a(-bg + 4a) 
The root of is 
—16a(-b2 + 9a) • 24a(-b^ + 4a) b^ - 9a 
16a(4bg + 9a) • 24a(-b^ + 4a) 4bg + 9a 
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Since 0 < < g" » this root has modulus less than one. Thus is a 
Schur polynomial and by Theorem 1.3, a is a Schur polynomial. 
This lemma was proved by Strasburger [17]. 
1 3 2 
Lemma 4.9. Let 0 < b. < — and p(ç) = ç - ç and 
——— J D 
c(G) = (bg + + (-Sbg + + (jibg + •^)Ç + (-b^ " « Then 
(p, a) is Ag-stable. 
Proof 
Let qeR_. Then (r - qs)(z) = - b2q)z^ + (y - + (^ - ^ )z + ^  . 
Now > 0 and % — ^ > 0 and 
8 4 4 
i _ £ 
4 4 
i" v 
zl 
8 
1 _ _9_ 
2 12 
= R +( 8 * 48 - —(-q) 48' 32' 
" i ^ ) (-9)^ ^ 0 48 8 
since 0 < b^ < and 
l _ a .  
4 4 
ZSL 
8 
1 , - 1  q  1  q  
4 ~ v 2 - ï 2  4 - 4  
0 0 ^ — b^q 
= ( 4 - ^ 39) 
i _ 5. 
4 4 
i" ^3^1 
ZSL 
8 
1 _ _a_ 
2 12 
> 0 
which verifies the conditions of Theorem 2.4 so that by Theorem 2.4, 
r - qs has all roots with negative real parts. Thus (p, a) is Ag-stable. 
1 32 
Theorem 4.4. Let 0 < b^ < -g , p(ç) = ç - ç , and 
o(;) = (b^ + + (-3bj + + (3b^ + •^)ç + (-b, - . Then 
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(p, a) is stiffly stable. 
Proof 
Since (p, a) is stable and consistent, (p, o) is convergent. By Lemma 
2 
4.9, (p, a) is Ag-stable. Since p^(ç) = p(ç)/ç-l = ç , the roots of p^ 
lie in the open unit disk. By Lemma 4.8, a is a Schur polynomial. 
Therefore (iii) and (iv) of Theorem 1.4 are vacuously true. Thus by 
Theorem 1.4, (p, o) is stiffly stable. 
Next we look at p(ç) = and cr(ç)  = (b^ + ^ )5^ 
+ (-Sbg + ^ )5^ + (Sbg + •^)Ç + (-bg - •^) with b^ = 0 or b^ = "I" , the 
end points of the interval 0 < b^ < ^ . 
1 3 2 
Lemna 4.10. Let b^ = 0 or b^ = ^ , p(ç) = ç - ç , and 
o(ç) = (b^ + ^ )S^ + (-Sbg + ^ );^ + (3bg + •^)ç + (-bg - ^ ) . Then 
(p, a) is Ag-stable. 
Proof 
Similar to the proof of Lemma 4.9. 
Theorem 4.5. Let b^ = 0, p(ç) = - ç^, and a(ç) = (b^ + 
+ (-Sbg + + (Sbg + ^ )Ç + (-bg - ^ ). Then (p, a) is stiffly 
stable. 
Proof 
Since (p, a) is stable and consistent, (p, a) is convergent. By Lemma 
2 4.10, (p, a) is Ag-stable. Since p^(ç) = p(ç)/ç-l = ç , the roots of p 
lie in the open unit disk. We next want to verify (iii) of Theorem 1.4 
If bg = 0, then 
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Thus 
o(s) = (c +!)( ) 
By Theorem 1.3, the function F where 
f(o = + a" ^ & 
is a Schur polynomial. Thus the roots of o which lie on the unit circle 
are simple. We next want to verify (iv) of Theorem 1.4. Since 
o* (?) = S have 
_p(=i)— = zlzl = z2 = 6 > 0 
—1 • o' (—1) —1 • — *2— 
Thus by Theorem 1.4, (p, a) is stiffly stable. 
1 3 2 
Theorem 4.6. Let b^ = ^ , p(G) = 5 - C , and 
o(G) = (b^ + + (-Sbg + ^ )5^ + (Sbg + ^ )ç + (-b^ - •^). Then 
(p, a) is not stiffly stable. 
Proof 
Since (p, a) is stable and consistent, (p, (?) is convergent. We want to 
look at (iv) of Theorem 1.4. If b^ = ^  , then 
a(ç)  = • 
Thus 
0(ç) = (ç-j)(|-ç^+-|-ç+-|) 
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Let F be the function where 
F(ç) = I (5Ç^ + 2Ç + 5) 
By the quadratic formula the roots of F are ^ - 21^6i ^ xhus the roots 
of a are J , ^ Now a'(ç) = ^ Ç and 
-1 + 2/6i 
= 1 
Also 
-1 + 2/5i ft ^ -1 + 2*^i j 
71 - 42/61 -23 - 4/6i 
125 25 
-1 + 2/6i 
8 i 25 / 12 
186 - 22/6i 
125 
-1 + 2/6il ^ 13 
5 I 24 
^ [1 (-23 - 4^i) + YY (-1 + 2/6i) + ^  65J 
186 - 22/61 24 
24 
5 
5 
1 
5 
(-1 + 2/6i)(9(-23 - 4/6i) + 2(-l + 2/6i) + 65) 
186 - 22/6i _ 24 186 - 22/61 
(-1 + 2/61)(-144 - 32/6i) 
A . 93 - ll/6i 
33 - 16/61 
1 
528 - 256/61 
3 , 93 - ll/6i f33 + 16/^1 
^ 33 - 16/61 \ 33 + 16/61; 
133 - 16/6i 
,  , 2  (5125 + 1455/61) 
which is not real. Thus by Theorem 1.4, (p, a) is not stiffly stable. 
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Let k = 4. Then p(ç) = Thus r(z) = + -gz^ + 
If we let s(z) = ^ where b^ ^  0 then 
c(;) = (b^ + (-4b^ + §)5^ + (6b^ + ^"^^4 " §)s + (b^ + ^ ) 
and (p, a) is a linear 4-step Adams-type method of order 4. 
Lemma 4.11. Let b^ = 0 and a(ç) = (b^ + + (-4b^ + "g)?^ 
1 2  1  1  
+ (6b^ + •^)Ç + (-4b^ - gOç + (b^ + . Then a has a double root of 
-1. 
Proof 
m y  c  ^  t o t  t  
Let a(ç) = Y2 ^ + "g 5 ^ ~2k ^ " "8 ^ 24 " synthetic division, a 
has a double root of -1. 
Lemma 4.12. Let b^ = 0, p(ç) = - ç^, and a(ç) = (b^ + 
+ (-4b^ + 8^^^ ^  (6^4 + + (-4b^ - + (b^ + . Then (p, a) is 
AQ-stable. 
Proof 
Let qeS^. Then (r - qs) (z) = - b^q)z'^ ^ ^ " 
Now > 0 and ^  ^ > 0 and 
i _ il za. 
8 16 16 
1 3 
8 8 6 
= "à ^ lis •" 
= & + + 35<-9)^ ^ ° 
and 
= ( i_ 3a. 
8 16 ) (  |- 6 ) - i ( 16 
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i _ 3£ 21 0 
8 16 16 " 
3 1 a 1 32. 
8 8 ~ 6 8 ~ 16 
° i - I 
3 
8 
i _ ^  Zl 
8 16 16 
3 
8 
1_3. 
8 6 
- (g - b^q) 
1 
8 16 
2 
8 l"Ï6 
- I ( Â (-9) + & I - V ) ( i - Î6 ) 
C-q)^ -( I - b^q ) ( ^  + ^  (-q) + ^  (-q)2 ) 
(-4)^ • L5Ï2 " ( 6$ + 5Ï2 ) (-9) 
= 331 + 3ïy (-s) + 2:6 
5l2 +3ËI t-4) + 
9 3b 
2048 64 
1 / 5 b 
64 256 64 - zt (-q) 
15 3b, X , 9b, -
(-q) - 2^ (-q) > 0 2048 64 
if b^ = 0 and 
1 _ 33. 
8 16 
3 
8 
^ " 
1 . 1  i - 3 î  
8 
I "  V  
8 16 
3 
8 
z£l 
16 
3_ ia 
8 16 
I" V 
( 8 " ^4%) 
|-î6 16 ° 
1 3 _& 
8 8 6 8 16 
8  "  V  1 8 
> 0 
if b^ = 0 which verifies the conditions of Theorem 2.4 so by Theorem 2.4, 
r - qs has all roots with negative real parts. Thus (p, a) is Ag-stable. 
4 3 
Theorem 4.7. Let b^ = 0, p(ç) = ç - ç , and 
<j(ç) = (b^ + + ("^b^ + + (6b^ + •^)ç^ + (-4b^ - i-)? + (b^ + 
Then (p, o) is not stiffl^ stable. 
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Proof 
Since (p, a) is stable and consistent, (p, a) is convergent. We want to 
look at (iii) of Theorem 1.4. By Lemma 4.11, o has a double root of -1. 
Thus by Theorem 1.4, (p, a) is not stiffly stable. 
Let k > 5. Then p(ç) = Thus 
k-l 
= \ [(1+z)^ - (l+z)^ l(l-z)] 
2^ 
•\r (1+2)'^"^ [1 + z - (1-z)] 
2^ 
= (1+z)^"^ • 2z 
2^ 
^ z(z+l)k-l 
2k-l 
This lemma is due to Feinberg [6], 
k k-l 
Theorem 4.8. Let k ^  5 and let p(ç) = ç - ç . Then 
r(z) = -j^ z(z+l)^ ^  
2 
Let s be a polynomial of degree k such that bg, b^, ..., b^_^ are 
defined as in Theorem 3.2. Assume (p, a) is a linear k-step method. 
Then (p, a) is not A^-stable. 
Proof 
Assume (p, a) is A^-stable. But 
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vl ° * =2\-2 + ^ 4^-4 + - -
Note that all the terms of ^ after the first term are negative so that 
\ - i ( " i K " ! ' ) ]  •  
Note that if k ^  5 the least negative second term is when k = 5 so that 
( ? * ( - ? ) (  2 ) )  •  
Thus (p, a) is not A^-stable. 
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CHAPTER V. STIFFLY STABLE LINEAR 7-STEP METHODS OF ORDER 7 
In the last chapter we found stiffly stable linear k-step methods of 
order k for k = 1, 2, and 3. Gear [9] has found stiffly stable linear 
k-step methods of order k for k = 1, 2, 3, ... 6. In this chapter we 
want to search for stiffly stable linear 7-step methods of order 7. 
Our computer search will show graphically that there exist a large family 
of stiffly stable linear 7-step methods of order 7. Then we will pick 
one of these linear 7-step methods of order 7 and prove analytically 
that this method is stiffly stable. The computer as a research tool 
will be very helpful in our work. 
Let a(ç) = ç^. Let 
p(ç) = Z ^ ^^•'"(ç-l)® 
1 ® m=l 
These polynomials determine linear k-step methods (p, a) of order k and 
are known as Gear's methods or methods based on numerical differentia­
tion. Gear [9] has shown that for k ^  6 (p, a) is stiffly stable and 
for k = 7 p is not a stable polynomial. This problem led us to search 
for linear 7-step methods of order 7 which are stiffly stable by allowing 
for a more general sigma polynomial. 
Let 
0(c) = (; - a)=(; - b)7"f 
where r = 1, 2, 3 and where a and b range from -0.9 to +0.9 in steps of 
0.1 independently. For example, in one trial we chose r = 3, a = 0.5, 
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and b = 0.4 so that 
c(S) = (5 - 0.5)3(; - 0.4)4 
We then found the coefficients of a which are for i = 0, 1, ..., 7. 
Next the for i = 0, 1, ..., 7 were chosen (uniquely) so that (p, a) 
is a linear 7-step method of order 7. We found for i = 0, 1, ..., 7 
by solving the 8 equations defined by Definition 1.3, 
simultaneously by Gaussian elimination. Thus the polynomial p was 
determined. After the polynomial p was determined to satisfy Theorem 
1.4 (ii), we needed to verify that is a Schur polynomial. We approxi­
mated the roots of the polynomial p by finding a matrix which has p as a 
characteristic polynomial and then using EISPACK [7] to find the eigen­
values of this matrix. For example, if we wanted to find a matrix 
whose characteristic polynomial F was 
k k-1 k-2 
f(x) = x + a^x + agx + ... + a^^ 
where a^, ...» a^eR we should let 
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A = 
0 
! 0 
The characteristic polynomial of A is det(A - XI) or 
(-l)^(x^ + a^x^"^ + agx^ ^ + ... + a^) 
If the chosen a led to a polynomial p such that when we approximated the 
roots of p, p^ was a Schur polynomial, we looked at the region in the 
complex u-plane 
V = P(C) 
o(S) 
i0 
for values of ç = e , -ir < 9 ^  ir, in order to satisfy Theorem 1.4 (i). 
Computationally, we found the complex number u as 6 ranged from 0° to 
360° in increments of 1°. If this graph exhibited the criteria of 
Ag-stability, then by Theorem 1.4, (p, a) is a linear 7-step stiffly 
stable method of order 7. 
The program in Appendix A was used to follow the above procedure 
for 
o(c) = (ç - 0.5)3(c - 0.4)4 
Thus we have shown that (p, a) is a stiffly stable linear 7-step method 
of order 7 computationally and graphically. Searching with 
*(;) = (ç - a)f(c - b)7-r 
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for r = 1, 2, 3, and a and b ranging from -0.9 to +0.9 in increments of 
0.1 we have the following computational results for the (p, c) linear 
7-step methods of order 7. 
We then used the program in Appendix B with the sigma polynomial 
o(;) = (; - o.5)3(; - 0.4)* 
This program finds the coefficients of p and a rationally and also finds 
Cg/a(l). This program establishes analytically that (p, a) is a linear 
7-step method of order 7. We note that synthetic division can be used 
to show that p and cr have no common roots. 
Let 
c ( 0  = (ç - 0.5)3(g - 0.4)4 
Thus 
^0 " ~ 625 
3 
32 
1 625 
3 
n9 
62 
831 
3 625 
3021 
4 1000 
^2 5 
3 
3 = ^ 
•^5 100 
X Not 
Stiffly 
Stable 
o Stiffly 
Stable 
."f o o o o o o G G G G G o G G G G G o o 
o o o o G G G G G G G o G G o G G G o 
o o o o G o o G G G G G o G G o o o o 
o o o o o 0 o o o o o G o o 0 o o o o 
o o G G G G G G o o G G o o G o o G G 
o o o G o G G G G G o G G G o o G G G 
o o o o G G o o G o G G G o o o o G G 
o 0 o o G o o G G o 6 o o o o G o G G 
Û ^ X X X X X X X X X G o G G o o o o G 
X X X X X X X X X X X X X X X X o G G 
X X X X X X X X X X X X X X X X X X X 
X X X X X X X X X X X X X X X X X X X 
X X X X X X X X X X X X X X X X X X X 
X X X X X X X X X X X X X X X X X X X 
X X X X X X X X X X X X X X X X X X X 
X X X X X X X X X X X X X X X X X X X 
X X X X X X X X X X X X X X X X X X X 
X X X X X X X X X X X X X X X X X X X 
X X X X X X X X X X X X X X X X X X X 
vo 
ov 
q 
.7 
X Not 
Stiffly 
Stable 
o Stiffly 
Stable 
-.1 
o o o o o o o o o o o o o o o o o o o 
o o o o o o o 0 0 o o o o o o 0 o o o 
o o o o o o o o o o o o o o o o o o o 
o o o o o o o o o o o o o o o o G o G 
o o o o o o o o o o o o o o o o G o G 
o o G o o o o o o o o o o o o o G G o 
X X X o 0 o 0 o 0 0 o o 0 0 o 0 0 o o 
M X X X X X X o 0 o o o o o o 0 0 0 G 
X X X X X X X X X X o o o o o 0 G o G 
X X X X X X X X X X X X X o o o o o o 
X X X X X X X X X X X X X X X o 0 G o 
X X X X X X X X X X X X X X X X X G G 
X X X X X X X X X X X X X X X X X X X 
X X X X X X X X X X X X X X X X X X X 
X X X X X X X X X X X X X X X X X X X 
X X X X X X X X X X X X X X X X X X X 
X X X X X X X X X X X X X X X X X X X 
X X X X X X X X X X X X X X X X X X X 
X X X X X X X X X X X X X X X X X X X 
VD 
-.1 a ,1 
r = 3 
X Not 
Stiffly 
Stable 
o Stiffly 
Stable . 
\> 
.9 
X X o o o o o o o 0 o 0 o G G G o o o 
X X o o o o o 0 o o o o o o G G o o G 
X X o o o o o o o o o o o o G G o o o 
X X X o o o o o o o o o o G o o o o o 
X X X X o o o o o o o o o G G G G o G 
X X X X X o o o o o o o o G G G G o o 
X X X X X X X o o o o o o G o G o o o 
X X X X X X X X X o G o o G G G 0 o G 
X X X X X X X X X X o o o 0 G G o o o 
X X X X X X X X X X X X o G G G o o G 
X X X X X X X X X X X X X G G G G o G 
X X X X X X X X X X X X X X o G o o G 
X X X X X X X X X X X X X X X G G G o 
X X X X X X X X X X X X X X X X G G G 
X X X X X X X X X X X X X X X X X X o 
X X X X X X X X X X X X X X X X X X X 
X X X X X X X X X X X X X X X X X X X 
X X X X X X X X X X X X X X X X X X X 
X X X X X X X X X X X X X X X X X X X 
VD 
00 
-^1 Q ,9 
99 
If p is such that 
S • \ = ••• = c, . 0 
then 
o 
a 
a 
624563 
0 2100000 
372553 
1 150000 
456869 
2 50000 
144607 
3 7500 
_ 1517219 
4 60000 
1031969 
5 50000 
1453663 
6 ~ 150000 
263663 
"7 131250 
We next see that 
a 
a 
a 
a 
2100000 = 2^ • 3 • 5^ • 7 
150000 = 2^ . 3 • 5^ 
50000 = 2^ . 5^ 
7500 = 2^ • 3 • 5^ 
60000 = 2^ . 3 • 5^ 
Thus if we multiply the coefficients of p by 2100000 we obtain the 
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polynomial p whose coefficients are 
Oq = -624563 
= 5215742 
L = -19188498 
= 40489960 
à, = -53102665 
4 
= 43342698 
L = -20351282 
0 
à = 4218608 
Furthermore, a is a root of p iff a is a root of p. Thus by synthetic 
division, p( ^ 0 and p(-|-) ^  0 so p and a have no common roots. 
Thus by the program and the above argument, (p, a) is a linear 7-step 
method of order 7. 
Theorem 5.1. Let p be the seventh degree polynomial where 
^ _ 624563 
0 2100000 
372553 
"l 150000 
_ 456869 
2 50000 
144607 
3 7500 
1517219 
4 ~ 60000 
a 
a 
101 
1031969 
"s 50000 
1453663 
6 " 150000 
263663 
"7 ~ 131250 
Then is a Schur polynomial. 
Proof 
By the above argument we see that p^ is a Schur polynomial iff p^ is a 
Schur polynomial. By synthetic division we see that the polynomial p^ 
is 
p^(ç) = 4218608;* - 16132674;^ + 27210024;^ - 25892641;^ 
+ 14597319ç^ - 4591179; + 624563 
But then by the program in Appendix C, using the algorithm in Theorem 
1.3, we see that p^ is a Schur polynomial. 
Theorem 5.2. Let p and a be the polynomials given before Theorem 
5.1. Then (p, a) is A^-stable. 
Proof 
Let p and a be the polynomials given before Theorem 5.1. Thus 
®0 
^2 
^0 640000 
81 , ^ 297 
320000 1 128000 
297 ^ 11637 
64000 2 640000 
729 , ^ 50529 
20000 3 640000 
102 
a, = 
a .r. = 
a, = 
a, = 
3189 
20000 
675971 
1600000 
221323 
320000 
1457297 
2100000 
131299 
640000 
204183 
640000 
175959 
640000 
64827 
640000 
We next see that 
320000 
64000 
20000 
1600000 
2100000 
640000 
128000 
2® .5" 
2' . 5^ 
2^ .5" 
2' .5= 
2' • 3 • 5^ 
2" . 5* 
2:° . 5^  
Thus the least common multiple of all these numbers is 2^^ • 3 • 5^ • 7. 
Thus 
= 0 
a, = 
81 81 
a„ = 
320000 
297 
2 ' .  5 '  
297 
2 . 3 . 5  
a_ = 
64000 2 
729 
2 . 3 . 5  
2 
2 . 3 . 5  
729 
20000 2^ . 5^ 
2 . 3 . 5  
2^ . 3 •5 
2 . 3 . 5  
;)• 81 . 210 17010 
2^° .3 .5^ .7 2^0' .3 .5^ .7 
297 . 1050 311850 
2^° • 3 . 5^ . 7 2^° . 3 . 5^ . 7 
;)• 729 . 3360 2449440 
2^° . 3 . 5^ . 7 2^° . 3 . 5^ • 7 
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3189 _ 3189 ( 2^ » 3 • 5 • 7 \ ^ 3189 • 3360 ^ 10715040 
20000 2^ • 5^ ^ 2^ • 3 • 5 • 7 / 2^° • 3 • 5^ • 7 2^° • 3 • 5^ • 7 
675971 ^ 675971/ 2 » 3 • 7 \ ^ 675971 • 42 ^ 28390782 
1600000 2*' 5^\ 2 "3 '7 ' 2^° • 3 • 5^ • 7 2^° • 3 • 5^ • 7 
221323 ^ 221323/ 2 • 3 • 5 » 7 \ ^ 221323 » 210 ^ 46477830 
320000 2 • 3 • 5 • 7 ' 2^° • 3 • 5^ • 7 2^° • 3 • 5^ • 7 
1457297 ^ 1457297 [ ^l] = 1457297 • 32 ^ 46633504 
2100000 2^ • 3 • 5^ • 7^ 2^ ' 2^° • 3 • 5^ • 7 2^° • 3 • 5^ • 7 
81 ^ 81 f 3 ' 5 » 7 \ ^ 81 ' 105 ^ 8505 
640000 2^° • 5^^ 3 '5 - 7 / 2^° • 3 • 5^ • 7 2^° • 3 • 5^ • 7 
297 ^ 297 ( 3 ' 5^ • 7 \ ^ 297 • 525 ^ 155925 
128000 2^° • 5^ ^ 3 • 5^ • 7 ' 2^° • 3 • 5^ • 7 2^° • 3 • 5^ • 7 
11637 11637 • 105 1221885 
640000 2:°.3. 5^ • 7 2^° • 3 • 5^ • 7 
50529 50529 • 105 5305545 
640000 2^°-3. 5^ • 7 2^° . 3 • 5^ • 7 
131299 131299 • 105 13786395 
640000 2^°.3. 5^ • 7 2io . 3 . 55 • 7 
204183 204183 • 105 21439215 
640000 210.3-5^ • 7 2^° . 3 • 5^ • 7 
175959 175959 • 105 18475695 
640000 2^0.3. 5^ • 7 2io . 3 . 55 • 7 
64827 64827 • 105 6806835 
640000 2^° • 3 • 5^ • 7 2^° • 3 • 5^ • 7 
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We have seen that (p, a) is a linear 7-step method of order 7. 
81 
~ ^ ^0 " 640000 ^ ° 
if q < 0. Thus by Theorem 2.8, (p, a) is A^-stable iff P^, 
are Lambert polynomials. Let c = ^ 
2^° • 3 • 5^ • 7 
Then 
a„ = 
a, = 
a„ = 
a, = 
a^ = 
a_ = 
0 • c 
17010c 
311850c 
2449440c 
10715040c 
28390782c 
46477830c 
46633504c 
= 
b, = 
8505c 
155925c 
1221885c 
5305545c 
13786395c 
21439215c 
18475695c 
6806835c 
But 
and 
P^(w) = a^ + b^w = 17010c + 155925cw 
= c(17010 + 155925W) 
ai+biw aq+bpw \ ^0 j "l "o + h ^0 
^3 ^2 { H ^2 ^3 ^2 w 
= c 
17010 0 
2449440 311850 
155925 8505 
5305545 1221885 
105 
17010 8505 
2449440 1221885 
155925 0 
5305545 311850 
w 
w 
= cf(5304568500 + 48576987900* + 145398758400*^) 
We next wrote 4 programs to calculate P^» P^» P^, and Pg. We see that 
0 *1 *0 0 / 
PG(W) = 
ai^i» 
^3 ^^3^ ^l"*l^ 
a_+b w a,+b,w a '+b_w 
5 5 4 4 3 3 
^3 ^2 \ 
h % ° 
^3 h "l 
5^ % ""s 
''o ° 
h '2 *1 
*5 ^3 
\ ^0 ° 
bj aj 
>>5 % ^3 
\ I 
w + 
^1 "0 ° 
®3 ''2 ''1 
^5 \ >>3 
"l "0 ° 
"3 '•2  ^
'5 "4 s 
"1 ^ 0 
"3 "2 "1 
i^ s  ^''3 
w 
Thus by the program in Appendix D, 
P^(w) = c (9892931521536000 + 90409719407408100* 
+ 320983335899446500*2 + 464667917148288000*^) 
We also see that 
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P^(w) = 
a^+b^w a^+b^w 
a^+b^w a^+b^w a^+b^w ag+b^w 
^5*^5* ^4^3^^3^ ^2^^ 2^ 
a_+b_w a,+b^w a_+b_w a,+b.w 
77 66 55 44 
*1 *0 0 ° 
^3 ^2 ^ ^ 0 
^5 ^4 ®3 ^2 
®7 ^6 ^5 ^4 
h ^0 ° ° 
^3 ^2 ^1 '0 
5^  ^^ 3 ''2 
7^ \ ^5 ''4 
^1 ^0 ° ° 
^3 ^2 ^ ^0 
s % ''3 ®2 
^7 ^6 '5 ®4 
W ° " 
3^ ''2  ^^ 0 
y ''4 3^ 2^ 
37 bg aj 
"1 *0 ° ° 
''3 2^ h 0^ 
^5 =4 =3 ^2 
by =6 =5 ^4 
w 
h "0 " ° 
^3 ^2 '1 'o 
aj a^ bj bj 
^ ^6 s "4 
ai bo 0 0 
3^ ''2 h ""o 
aj b^ a^ bj 
 ^''6 »5 ">4 
"1 ^0 ° ° 
"3 ^2 h "0 
bj ^ »3 b; 
•>7 ^6 ^5 ^ 
a^ bu 0 0 
3^ ''2 ""l 0^ 
»5 '4 ''3 2^ 
7^ 'e ""s *4 
bi ao 0 0 
'3 ^2 "1 ^0 
•"s  ^''3 ®2 
4 H ''5 *4 
b^ bo 0 0 
••s ""2 ^1 ^0 
••s '4 3^ 2^ 
''7 ''6 5^  ^
\ I 
J + 
\ \ ° 0 
3^ ''2 ''1 '"o 
5^ '4 '•3 ''2 
 ^""e s \ 
bi ao 0 0 
''3 2^ \ % 
's ^ "3 "2 
''7 6^ "5 \ 
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^0 
0 0 
"1 "0 
0 0 \ ^0 0 0 
+ 
"3 "2 ^1 "0 
+ 
"3 "2 ^0 *3 + ^2 '0 4 
* 
^3 "2 '5 "4 ^2 ^5 "2 
^5 '7 "5 
Thus by the program in Appendix E, 
P^(w) = c (63232010165539031040000 + 575984831873376808008000* 
+ 2162518269635957161622400*2 + 4072848037446556569600000*^ 
+ 3366362152141942947840000» ) 
In the program in Appendix F we used the fact that 
4 :o 0 0 0 
®2 s ^0 0 
^5 s ^2 :i 
®6 s ^3 
0 0 S ^6 =5 
4 
<=1 "o » 
\ s "2 
h s "4 ^3 
0 s =>6 :5 
— 
s "=1 "o ° 
aj c3 
ay c3 e3 
° s ^  =5 
. (5.1) 
Thus in this program, we found 
= c (921249812365383015350599680000 + 8397033262857527194164527136000* 
+ 32432824540646296962748968340800W 
+ 67363053056140394833942722480000* 
+ 76434555338423037975313059840000* 
38045629509085793488365158400000* ) 
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In the program in Appendix G we used the fact that 
Bq 0 0 0 0 
a3 b2 dq 0 0 
^5 ^3 \  ^0 
^ s ^  ^3 ^2 
0 0 C, Dg E3 
0 0 0 0 Fg 
= 4 
b2 dq 0 0 
®4 s ^2 ^1 ^0 
*6 =5 *4 b3 fz 
û dg e3 f, 
0 0 0 e^ fg 
- B, 
a3 dq 0 0 
a3 c3 ©2 e^ fq 
a7 c3 e3 f2 
0 dg e3 f^ 
0 0 0 e_ f, / 0 
v6 
®2 
"1 °0 
0 ®2 s ^ 0 
0 
s ^ 1 ^0 
0 
b, c. dg e, b4 c3 ^0 
^2 
ac c3 »2 fg 4 
:6 
0 
s 
z 
^4 
± 
S 
- a^e^ 
4 
^6 s ^ 4 
+ *0:7 
D 
s °4 "2 
0 
s h 
0 
s f4 0 (=7 ^6 ^4 
^0^6 
s ^1 ^0 
a3 c3 e^ 
^ S ^ S 
0 s ^6 =5 
(5.2) 
Thus in this program» we found 
6 
pjcw) c (16786815917636188774507702567680000000 
+ 145349301162719394398844525270758400000W 
+ 534704364397732112048063643315425280000» 
+ 1083342113686519933060293706064646144000W-
+ 1311900191874566972766634204578447360000W 
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972981391471403484340762848106905600000w^ 
447223977530314010955561761243136000000w^) 
• 
We also see that 
a^+b^w 
*0+^0* 0 0 0 0 0 
aj+bjw *2+^2* ai+b^w 0 0 0 
a^+b^w *2+b2" ai+biw W 0 
$
 
ii 
*6*6» Vs" W W 
0 0 a^+b^w V''6" a^+b^w *4+^4" aj+bj» 
0 0 0 0 *7+^7* V''6" a^+b^w 
0 0 0 0 0 0 ay+byw 
a^+b^w Vo" 0 0 0 0 
aj-fbjW *2^2° a^+bjW ^o-^o" 0 0 
(a +b w) 
*5+^5" VS" *2+^2" *0+^0* 
/ / 
a^+b^w aj+bj» 
0 0 a^+b?» *6+^6" aj-fbj» 
0 0 0 0 a?-»?» 
= (a^+b^w) • pg(w) 
Thus 
P^Cw) = c(46633504 + 6806835w) • P^(w) 
Thus P^, Pg, Py are Lambert polynomials and (p, a) is A^-stable. 
Theorem 5.3. Let p and a be the polynomials given before Theorem 
5.1. Then (p, cr) is stiffly stable. 
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Proof 
Direct consequence of Theorem 5.1, 5.2, and 1.4. 
By the computer graphics search technique we have found a whole 
class of stiffly stable linear 7-step methods of order 7. Jain and 
Srivastava [13], by a more restricted search, found some stiffly stable 
linear k-step methods of order k for k = 7, 8, 11 but no higher. Using 
our expanded search we found these methods for k = 12. Further work can 
be done in the search technique we did for k = 1, 2, 3, ... . 
The big bonus of our search technique is that we have found stiffly 
stable linear k-step methods of order k which work very well on some 
test problems. Certain problems which were cumbersome to solve using 
existing methods can be solved much easier and better using these newly 
found methods. In the near future it is hoped some of these methods can 
be incorporated in a package for the numerical solution of first order 
systems of ordinary differential equation given the initial values, 
which will dynamically determine order and step-size. This would be 
similar to GEAR [11]. 
Ill 
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APPENDIX A 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
REAL*8 AROOT(40).BROOT(40).CR0OT(40) 
REAL*8 A(21)fB(21)tC(21)tAB(21) 
REAL*8 ALPHA(21)«BETA(21)•BSUM.C13•ERRC 
REAL*8 E(21),F(21,21).G*MOO(20i.RSUM.SSUM 
REAL*8 AAA(7) 
REAL*8 GCOtOGCD.OLCM.WGCD•LCM*NONZ 
INTEGER K«RtS.KPLUS1 «RPLUS1•SPLUS1.KRS1•KMlNRS« I•L.FACT«CGMB 
INTEGER lOlMAB*lOIMB.NAPTS.NBPTS tNCPTS«M*CHMOO«JJ.J 
MAIN PROGRAM 
PURPOSE 
TO SEARCH FOR STIFFLY STABLE LINEAR K-STEP METHODS OF ORDER K 
DESCRIPTION 
k 
R 
S 
KMINRS 
OF PARAMETERS 
DEGREE OF SIGMA POLYNOMIAL 
MULTIPLICITY OF ROOT A 
MULTIPLICITY OF ROOT B 
MULTIPLICITY OF ROOT C 
m 
m 
m 
NAPTS, NBPTS. NCPTS NUMBER OF ROOTS A. B. AND C 
ALPHA COEFFICIENTS OF RHO POLYNOMIAL 
BETA COEFFICIENTS OF SIGMA POLYNOMIAL 
ERRC ERROR CONSTANT 
MODIFICATIONS 
THE SEARCH USES DIFFERENT SIGMA POLYNOMIALS 
TO CHANGE THE SEARCH CHANGE 
K. R. AND S IN THE INIT SUBROUTINE 
ADATA. BDATA, AND CDATA IN THE SELGRD SUBROUTINE 
CALL INIT(K.R.S) 
CALL GAUSS(E«F*GtK) 
CALL SELGRD(AROOT.BROOT.CROOT.NAPTS.NBPTS.NCPTSJ 
KPLUS1=K+1 
RPLUS1=R+1 
SPLUS1=S+1 
KM1NRS=K-(R+S) 
KRS1=KMINRS+1 
OO 10 1 - 1.NAPTS 
DO 10 J = 1,NBPTS 
DO 10 L = 1.NCPTS 
CALL POL^CO(A.B,C,K,R,S,AROOT.BROOT.CROOT,I.J,L) 
CALL PMPY( AB«101MAB.A.RPLUSl.B«SPLUS1) 
CALL PMPYCBETA*lOIMB.AB.IDIMAB.C *KRS1) 
CALL ALCO(ALPHA.BETA.K.E.F.G.C13,ERRC.BSUM) ^ 
WRITE (6,3) M 
3 FORMAT (• ','RHO AND SIGMA POLYNOMIALS') 
WRITE (6.4) 
4 FORMAT (• '.'ALPHA AND BETA COEFFICIENTS') 
DO 30 M = 1.KPLUSl 
30 WRITE (6* 19) M» ALPHA(M) . ALPHA(M) ,BETA(M) .BETA<M) \ 
CALL NORMAL(ALPHA.BETAtK) 
DO 31 M = 1.KPLUSl 
31 WRITE (6.19) M.ALPHA(M).ALPHA(M)•BETA(M).BETA(M) 
19 FORMATC '.110.025.16.4X.Z16.025.16.4X.Z16) 
I FORMATC '.110.2025.16) 
RSUM = 0.00 
SSUM = BETACl) 
00 103 JJ = 2.KPLUS1 
RSUN^RSUM+(JJ-1)*ALPHA(JJ) 
103 SSUM=SSUM+8ETA(JJ) 
NRITE(6.177) 
WRITEf6,70) ERRCtRSUM.SSUM 
177 FORMAT*' '.'ERROR CONSTANT'.20X.•RHO PRIME OF 1•t20X•'SIGMA CF !•) 
70 FORMAT*' ',3025.16) 
WRITE (6,6) 
6 FORMAT (• *,*RHO POLYNOMIAL ROOTS') 
CALL POLYRT*ALPHA.K,MOD) 
WRITE (6,7) 
7 FORMAT (' '.'SIGMA POLYNOMIAL ROOTS') 
WRITE (6,9) R,AROOTfl) 
WRITE (6,9) S.BROOT(J) 
IF (KMINRS.EO.O) GO TO 20 
WRITE (6.9) KMINRS,CROOT(L) 
9 FORMAT(' ',110,' ROOTS OF ',025.16) 
20 M = CHMOO(MQD,K) 
IF (M.NE.O) GO TO 40 
CALL PLOT(ALPHA,BETA,K) 
40 DO 60 M = 1.6 
60 WRITE(6 ,a )  
8 FORMAT(' •) 
10 CONTINUE 
STOP 
END 
SUBROUTINE GAUSS(E.F.G.K) 
REALMS A(21«21),8(21,21)•F(21,21).G 
REAL*8 M,0,C(21),E(21) 
REAL*8 GCD.XYZ 
REAL*8 OGCO«OLCM,WGCO 
REAL*8 H(21)•LCH*MMM,HH(21) 
REAL*8 ZYX 
REAL*8 DABS 
REAL*8 X,Y 
INTEGER MM,NONZ 
INTEGER I,J,K,L,N,1MINI.KPLUSl 
INTEGER II,JJ 
C SUBROUTINE GAUSS 
C 
C PURPOSE 
C TO USE GAUSSIAN ELIMINATION TO SOLVE AX = BY FOR X GIVEN 
C SPECIAL A, B« AND Y FROM CO = . , , = CK = 0 
C ALSO PREPARE TO FIND THE ERROR CONSTANT 
C 
C DESCRIPTION OF PARAMETERS 
C G COEFFICIENT OF IDENTITY MATRIX 
C F MATRIX SUCH THAT AFTER GAUSSIAN ELIMINATION GIX = FY 
C C VECTOR USED TO CALCULATE THE ERROR CONSTANT 
C E VECTOR USED TO CALCULATE THE ERROR CONSTANT 
C 
KPLUSl = K + 1 
DO 999 L = 1,KPLUSl ' 
DO 999 J - 1.KPLUSl 
A(L.J) = 1.00 
999 CONTINUE 
DO 998 L = 2,KPLUS1 
A(L,1) = O.DO 
998 CONTINUE 
00 997 L = l,K 
DO 997 J = 2.K 
X = J 
A(L + 1,J + 1) = X**L 
997 CONTINUE 
DO 950 L = ItKPLUSl 
DO 950 J = l.KPLUSl 
BCL«J) = O.DO 
950 CONTINUE 
DO 951 J = l.KPLUSl 
8(2.J) = l.DO ^ 
951 CONTINUE ^ 
DO 949 J = 2»K 
DO 949 L - 1»K 
X = J 
8(J+1,L+1) = X*A(J,L+1) 
949 CONTINUE 
DO 101 I = l.KPLUSl 
DO 101 J = 11 KPLUSl 
WRITE (6,1) I , J.Ad , J) *B( I , J) 
1 FORMATC 13.' J",13,* A ( I , J > • , F 25 .0 » • B( 1 , J ) ••F25 • 0 ) 
101 CONTINUE 
DO 10 : = 1«KPLUSl 
MM = NONZ(A«I«KPLUSl) 
00 70 J = l.KPLUSl 
H(J) = A(MMtJ) 
HH(J) = B(MM«J> 
70 CONTINUE 
DO 80 J = I«KPLUSI 
A(MM«J) = A(1vJ) 
B(MM«J) = 8(1,J) 
80 CONTINUE 
DO 90 J = 1.KPLUSI 
A(I,J) = H(J) 
8(1,J) = HH(J) 
90 CONTINUE 
DO 40 J = 1,KPLUSI 
IF (I.EQ.J) GO TO 40 
IF (A(J,I).EQ.O.DO) GO TO 40 
M = A(J.I) 
DO 50 L = 1«KPLUSI 
A(J.L) = A(I,I)*A(J,L) - M*A(I 
B(J,L) = A(I,I)*8(J,L) - M*B(I 
50 CONTINUE 
40 CONTINUE 
CALL SWEEP(A,B,KPLUSI) 
10 CONTINUE 
XYZ = DGCD(A,KPLUSI) 
ZYX = WGCD{8,KPLUSI) 
XYZ = GCD(XYZ.ZYX) 
O = XYZ 
DO ill I = I,KPLUSI 
00 ill J  -  1«KPLUS1 
A(1 ,Jj = A(I.JJ/D 
B(ItJ) = B<1*J)/0 
III CONTINUE 
XYZ = DLCM(A.KPLUSl) 
DO 115 I - ItKPLUSl 
DO 115 J = l.KPLUSl 
= B(I,J)*(XYZ/A(I$I)) 
115 CONTINUE 
DO 116 1 = l.KPLUSl 
A(2 «1) = XYZ 
116 CONTINUE 
XYZ = OGCO<A.KPLUSl) 
ZYX = WGCO<B»KPLUSl) 
XYZ = GCD(XyZtZYX) 
D = XYZ 
DO 211 I = l.KPLUSl 
DO 211 J = 1.KPLUSl 
AU tJ) = A( I. Jl/D 
8(1,J) = B(l>J)/D 
211 CONTINUE 
DO 103 1=1.KPLUSl 
DO 103 J = l.KPLUSl 
WRITE (6.1) I . J.Ad .J).B(I .J) 
103 CONTINUE 
G = A( 1 . II 
DO 131 I = l.KPLUSl 
DO 131 J - 1.KPLUSl 
N> 
F(I,J) = 8(1,J) 
131 CONTINUE 
DO 215 I=2.KPLUS1 
X = I - 1 
C(I) = X**KPLUS1 
215 CONTINUE 
2 FORMAT*' ».I20,F25.0) 
DO 125 I = 2.KPLUSI 
DO 125 J = l.KPLUSl 
B(I • Jl = B( I,J) * 0(1) 
125 CONTINUE 
DO 130 I = l.KPLUSl 
Ed) = O.DO 
DO 130 J = 2.KPLUS1 
E(I ) = E(I) + B(J.I) 
130 CONTINUE 
Y = KPLUSl 
DO 135 I = 2»KPLUSl 
X = I - 1 
E(I) = Ed) - y*(X**K)*A(l, 
135 CONTINUE 
RETURN 
END 
SUBROUTINE SMEEP(A«B•KPLUS1) 
REAL*8 GCOtLCMtA(21«21),8(21,21),M 
INTEGER KPLUSI,I,J 
INTEGER JPLUS1,L 
C 
C SUBROUTINE SWEEP 
C 
C PURPOSE 
C TO DIVIDE OUT THE GCD IN ALL THE ELEMENTS OF TWO MATRICES 
C 
C DESCRIPTION OF PARAMETERS 
C A SQUARE MATRIX 
C B SQUARE MATRIX 
C KPLUSl DIMENSION OF MATRIX 
C 
DO 10 I = 1,KPLUSl M 
00 20 J = I »KPLUSI w 
IF (A(I*J).NE.O.OO) GO TO 60 
20 CONTINUE 
60 M = A( I , J) 
JPLUSl = J + I 
IF (JPLUSl.GT.KPLUSl) GO TO 100 
DO 50 L = JPLUSl,KPLUSl 
IF (A(1,L).EQ.O.DO) GO TO 50 
M = GCO(M,A( I .D) 
50 CONTINUE 
100 DO 30 J = I,KPLUSl 
IF (B(I.J).EQ.O.OO) GO TO 30 
M = GCO(M.B(1«J)1 
30 CONTINUE 
DO 40 J = 1.KPLUSl 
A(I tJ) = A( I » J)/M 
= B(I.J)/M 
40 CONTINUE 
10 CONTINUE 
RETURN 
END 
FUNCTION OGCOlAfKPLUSl) 
IMPLICIT REAL*8(D) 
REAL*8 GCD.A(21,21),M 
INTEGER KPLUSl.LPLUSl.L 
C 
C FUNCTION OGCD 
C 
C PURPOSE 
C TO FIND THE GCD O F  THE DIAGONAL OF A MATRIX 
C 
C DESCRIPTION OF PARAMETERS 
C DGCO GCD 
C A SQUARE MATRIX 
C KPLUSl DIMENSION OF MATRIX 
C 
DO 10 L = 1.KPLUSl 
IF (A(L.L).NE.O.DO) GO TO 11 
10 CONTINUE 
11 M = A(L»L) 
LPLUSl - L + 1 
IF (LPLUSl.GT.KPLUSl) GO TO 100 
DO 20 J = LPLUSl,KPLUSl 
IF (A(J,J).EQ.O.DO) GO TO 20 
M = GCD(M.A(JtJ)) 
20 CONTINUE 
100 DGCO = M 
RETURN 
END 
FUNCTION DLCM(A.KPLUSl) 
IMPLICIT REAL*8(Df 
REAL*8 LCM.A(21.2l),M 
INTEGER KPLUSl.LPLUSltL 
C 
C FUNCTION DLCM 
C 
C PURPOSE 
C TO FIND THE LCM OF THE DIAGONAL OF A MATRIX 
C 
C DESCRIPTION OF PARAMETERS 
C DLCM LCM 
C A SQUARE MATRIX 
C KPLUSl DIMENSION OF MATRIX 
c G 
DO 10 L = 1 .KPLUSl ON 
IF (A(L.L).NE.O.DO) GO TO 11 
10 CONTINUE 
11 M = A(LtL) 
LPLUSl = L + 1 
IF (LPLUSl.GT.KPLUSl) GO TO 100 
DO 20 J = LPLUSl,KPLUSl 
IF (A(J,J).EQ.O.DO) GO TO 20 
M = LCM(M*A(J *J)) 
20 CONTINUE 
100 DLCM = M 
RETURN 
END 
FUNCTION WGCO(B.KPLUSl) 
IMPLICIT REAL*8(W) 
REAL*8 GC0«B(21*21).M 
INTEGER I,J.N 
INTEGER KPLUSl 
C 
C FUNCTION WGCD 
C 
C PURPOSE 
C TO FIND THE GCD IN A MATRIX 
C 
C DESCRIPTION OF PARAMETERS 
C WGCD GCD 
C B SQUARE MATRIX 
C KPLUSl DIMENSION OF MATRIX 
N = 1 
DO 10 I = 1,KPLUSl 
DO 10 J = 1.KPLUSl 
IF (B(I,J).EQ.O.DO) GO TO 10 
IF (N.EQ.O) GO TO 20 
M = B(I.J) 
N = 0 
20 M = GCD(M.B(I.J)) 
10 CONTINUE 
WGCD = M 
RETURN 
END 
FUNCTION NON2(A.ItKPLUSl) 
IMPLICIT INTEGER(N) 
REAL*6 A(21.21),DABS 
INTEGER I,KPLUS1,J,JPLUS1,L 
INTEGER M 
C FUNCTION NONZ 
C 
C PURPOSE 
C TO FIND A NCNZERO ELEMENT IN A CERTAIN COLUMN 
C OF A MATRIX BEYOND A CERTAIN POINT 
C 
C DESCRIPTION OF PARAMETERS 
C A SQUARE MATRIX 
C 1 COLUMN 
C KPLUSl DIMENSION OF MATRIX 
C NONZ POSITION IN COLUMN OF SQUARE MATRIX 
C OF NON-ZERO ELEMENT 
DO 10 J = I,KPLUSl 
IF (A(J«I).NE.O.DO) GO TO 20 
10 CONTINUE 
20 M = J 
JPLUSl = J + 1 
IF (JPLUSl.GT.KPLUSl) GO TO 30 
DO 40 L = JPLUSl,KPLUSl 
IF (A(L,I)«EQ.O.OO) GO TO 40 
IF (OABS(A(L,I)).GE.DABS<A(M,I)}) GO TO 40 
M = L 
40 CONTINUE 
30 NONZ = M 
RETURN 
END 
FUNCTION GCD(11.12) 
IMPLICIT REAL*8(6) 
REALMS MiNtRtOMODtT 
REAL*8 11,12 
REAL*8 DABS 
FUNCTION GCO 
PURPOSE 
TO FIND THE GCO OF TWO NUMBERS 
DESCRIPTION OF PARAMETERS 
11,12 TWO NUMBERS 
GCD GREATEST COMMON DIVISOR OF TWO NUMBERS 
M = DABSd 1 ) 
N = DABS(I2) 
IF CN.LT.M) GO TO 10 
T = N 
N = M 
M = T 
IF (N.EQ.O.DO) GO TO 20 
R = M 
M = N 
N = DMOO(R.M) 
GO TO 10 
GCD = M 
RETURN 
END 
FUNCTION LCM(IltI2) 
IMPLICIT REAL*8(L) 
REAL*8 DABS,I 1,12,M,N,NUM.CCD,PROD 
C 
C FUNCTION LCM 
C 
C PURPOSE 
C TO FIND THE LCM OF TWO NUMBERS 
C 
C DESCRIPTION OF PARAMETERS 
C 11,12 TWO NUMBERS 
C LCM LEAST COMMON MULTIPLE OF TWO NUMBERS 
C w 
M = DABS(II) 
N = DABS(I2) 
PROD = M*N 
NUM = GCD(M,N) 
LCM = PROD/NUM 
RETURN 
END 
SUBROUT1 NE POLYCO(A« B«C «K « R.S.AROOT «BROOT•CROOT«1.J.L) 
REAL*8 AROOT(40)tBROOTC40)«CROOT(40) 
REAL*8 A(21).B(21).C(21) 
INTEGER K.R*S.KPLUS1.RPLUSl.SPLUSl.KMINRS.KRSI.M 
INTEGER COMB,FACT.I.J,L 
C 
C SUBROUTINE POLYCO 
C 
C PURPOSE 
C TO COMPUTE THE COEFFICIENTS OF (Z-A)**R, (Z-8)**S, 
C (2-C)**(K-(R+S)) 
C 
C DESCRIPTION OF PARAMETERS 
C A. B. C VECTORS CONTAINING THE COEFFICIENTS OF (Z-A)*»R. 
C (Z-B)**S, AND {Z-C>**(K-(R+S)) RESPECTIVELY 
C ARDOT, BROOT, CRQOT ROOTS OF A. B. C M 
C I. J, L POSITION IN THE ROOTS A. B. AND C M 
C 
KPLUSl = K + 1 
RPLUSi = R + 1 
SPLUSl = S + 1 
KMINRS = K - <R + S) 
KRSl = KMINRS + I 
DO 10 M = I,KPLUSl 
A(MI = 0«00 
B(M) = O.DO 
10 C(M) = O.DO 
A(RPLUSI}=1.D0 
B(SPLUSl}=1«DO 
C(KRS1J=1.00 
IF (R.EQ.O) GO TO 20 
DO 30 M = 2*RPLUS1 
JO A(RPUUSl-M+lJ=COMB(R.M-1)*(-AROOT( 
20 IF (5.EQ.0) GO TO 40 
DO 50 M = 2,SPLUSl 
50 B(SPLUSl-M+li = COMB(S,M-1)*(-8ROOT(J))**(M-1) 
40 IF (KMINRS.EQ.O) GO TO 60 
DO 70 M = 2,KRSl 
70 C(KRSl-M+l) = COMB(KMINRS,M-i)*(-CROOT(L) 
60 RETURN 
END 
SUBROUTINE PHPY<Z*1OIMZ«X«lOIMX*YtIDlMY) 
REAL*8 Z(21),X<2I),Y(21) 
INTEGER lOIMZflOIMX.lOIMY.I,J.K.M 
SUBROUTINE PMPY 
PURPOSE 
TO MULTIPLY TOGETHER TWO POLYNOMIALS 
DESCRIPTION OF PARAMETERS 
X.Y VECTORS CONTAINING THE COEFFICIENTS OF THE POLYNOMI 
TO BE MULTIPLIED TOGETHER 
Z VECTOR CONTAINING THE COEFFICIENTS OF THE PRODUCT 
POLYNOMIAL 
lOIMX# lOIMYtlDIMZ DIMENSION OF VECTORS X, Y. AND 
RESPECTIVELY 
M = IOIMX*IDIMY 
IF (M.NE.O) GO TO 10 
IDIMZ = 0 
GO TO 50 
IDIMZ = IDIMX + IDIMY - 1 
DO 30 1=1,IDIMZ 
Z(I) = O.DG 
DO 40 I = 1»IDIMX 
DO 40 J = l.IDIMY 
K = I + J - 1 
Z(K) = X(I) • Y<J) + 2(K) 
RETURN 
END 
SUBROUTI NE ALCO(ALPHA,BETA.K,E,F,G,C13,ERRC•BSUM) 
REALMS ALPHA(21}*BETA(21).E(21)«F(21,21)*X«G«BSUMaC13*ERRC 
INTEGER K,KPLUS1,I,J.FACT 
C 
C SUBROUTINE ALCO 
C 
C PURPOSE 
C TO FIND ALPHA VECTOR AND ERRC 
C 
C DESCRIPTION OF PARAMETERS 
C ALPHA VECTOR WITH RHO POLYNOMIAL COEFFICIENTS 
C ERRC ERROR CONSTANT 
C 
KPLUSl = K + 1 
00 10 I - 1 «KPLUSl 
ALPHAd) = O.DO 
DO 10 J = 1 .KPLUSl 
10 ALPHAd) = ALPHAd) + F(I.J)*BETA(J) -P» 
DO 20 I = 1.KPLUSl 
20 ALPHAd) = ALPHAd )/G 
BSUM - O.DO 
DO 30 I = I,KPLUSl 
30 BSUM = BSUM + BETA(I) 
C13 = O.DO 
DO 40 I = 1,KPLUSl 
40 C13 = C13 + E(I)*BETA(I) 
C13 = C13/(G*FACT(KPLUS1)) 
ERRC = C13/BSUM 
RETURN 
END 
SUBROUTINE POLYRT(8.K.MOO) 
REALMS A(20,20),WR(20),*1(20),8(21)«SCALE(20),MOD(20),V 
INTEGER K,N.NM.LOW,IGH.ItJ,1 ERRtINT(20) 
SUBROUTINE POLYRT 
PURPOSE 
TO FIND THE ROOTS AND MODULUS OF THE ROOTS OF A GIVEN 
POLYNOMIAL 
DESCRIPTION OF PARAMETERS 
B COEFFICIENTS OF POLYNOMIAL 
WR VECTOR CONTAINING THE REAL PARTS OF THE ROOTS 
WI VECTOR CONTAINING THE IMAGINARY PARTS OF THE ROOTS 
MOD VECTOR CONTAINING THE MODULUS OF THE ROOTS 
A COMPANION MATRIX FOR THE POLYNOMIAL 
KMINl = K - 1 
KPLUSl = K + 1 
V = B(KPLUSl) 
DO 50 I = l.KPLUSl 
8(1) = 8(1)/B(KPLUSl) 
DO 60 I = 1.KMINl 
DO 60 J = 1«K 
A( I ,J) -= O.DO 
DO 70 I = 1.KMINl 
A(1,1+1) = l.DO 
DO 80 I = I,K 
A(K.l) = -8(1) 
NM = 20 
N = K 
CALL BALANC(NM,N,A,LOW,IGH,SCALE) 
CALL ELMHESCNM.NtLOW*IGH*A«INT) 
CALL HQRCNM «N.LOW « IGH.A.WR * W1•lERR) 
WRITE (6.8) 
a FORMAT (• «.ax.«REAL PART••16X.•IMAGINARY PART',IIX,'MODULUS') 
DO 90 1=1.K 
9 FORMAT {• '.3025.16) 
MOO(I)=DSQRT(WR(I)*WR(I)+WI(I)*WI(I)) 
90 WRITE (6.9) MR(I).WI(1).M00(I) ^ 
DO 600 1 = 1.KPLUSl w 
600 8(1) = 8(1) * V 
RETURN 
END 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
SUBROUTINE PL0T(A»8tK) 
REAL*8 A<21)«B(21).PI«THETA.X(18I)»Y(I81),ZZ«U 
REAL*8 W(181)«OIMAGtOREAL 
COMPLEX*16 ZETA.MUtRHQtSIG tZ.EVALPY.DCMPLX.CDEXP 
INTEGER K.I«NPTS.KPLUSl•J« JPLUSl«NPTSl 
SUBROUTINE PLOT 
PURPOSE 
TO PLOT THE SET S OR THE SET 
E+*(I*THETA) AND THETA IS AN 
FROM 0 TO 2*PI 
OF POINTS RHO(ZJ/SIG(Z> WHERE Z 
ELEMENT OF THE CLOSED INTERVAL 
DESCRIPTION OF PARAMETERS 
A 
6 
THETA 
ZETA 
RHO 
SIC 
MU 
X 
Y 
OF 
OF 
RHO POLYNOMIAL 
SIGMA POLYNOMIAL 
COEFFICIENTS 
COEFFICIENTS 
ANGLE 
E**(I*THETA) 
VALUE OF EVALPY(ZETA,A,KPLUSl) 
VALUE OF EVALPY(ZETA,B,KPLUSl) 
RHO/SI G 
VECTOR CONTAINING THE REAL PARTS OF 
VECTOR CONTAINING THE COMPLEX PARTS 
w 
MU 
OF MU 
W( 1 ) =' 0«D0 
W(181) = O.DO 
KPLUSl = K + 1 
NPTS=i80 
NPTS1=NPTS+1 
P1=3.14159265358979300 
zZ—0•DO 
THETA=0,D0 
DO 100 I=1,NPTS1 
Z=DCMPLX(ZZ,THETA) 
ZETA=CDEXP(ZI 
RHO=EVALPY{ZETAtA.KPLUSl) 
SIG=EVALPy(ZETAtB»KPLUSl) 
MU=RH0/S1G 
X(I)=OREAL(MU) 
Y(I)= DIMAGfMU) 
IF (I.EQ.l) GO TO 13 
IF (1.EQ.181) GO TO 1 3  
W( I ) = Yd )/XC I ) 
13 U = I 
100 THETA=PI*(U/NPTS) 
WRITE (6.111 
11 FORMAT (• •••POINTS IN STABILITY REGION*) 
WRITE (6,12) w 
12 FORMAT(' ',5X,'J',12X,'X(Jj'.12X,«Y(J)*,12X,'Y(J)/X(J)'.12X.'X(J+l 
$)',12X,'Y<J+1)',12X,'Y(J+1)/X(J+1)*) 
DO 300 J=1,NPTS,2 
JPLUS1=J+1 
300 WR1TE(6«1) J,X(J).Y(J).W(J)»X(JPLUSl).Y(JPLUSl).W(JPLUSl) 
J=NPTSl 
WRITE (6,1) J*X(J),Y(J) 
1 FORMAT(' ',110,6017.8) 
RETURN 
END 
FUNCTION EVALPY(ZETAtA.KPLUSl) 
IMPLICIT C0MPLEX*16(E) 
REAL*8 A(21),Z 
COMPLEX*16 ZETA,TEMP,AA(21).DCMPLX 
INTEGER J,KPLUSl 
C FUNCTION SUBROUTINE EVALPY 
C 
C PURPOSE 
C TO EVALUATE RHO(Z) OR SIG(Z) WHERE Z = E**(I*THETA) FOR SOME 
C 
C DESCRIPTION OF PARAMETERS 
C POLYNOMIALS 
C A.AA VECTORS CONTAINING THE COEFFICIENTS OF THE RHO OR SIGMA 
C TEMP TEMPORARY VARIABLE ^ 
C ^ 
Z = 0 • 00 
TEMP = {0.00*0.DO) 
DO 230 J = 1,KPLUSl 
230 AA(J)=OCMPLX<A(J),Z) 
TEMP = AA(KPLUSl) 
DO 200 J = 2,KPLUSl 
200 TEMP = AA(KPLUSl-J+1) + ZETA+TEMP 
EVALPY = TEMP 
RETURN 
END 
FUNCTION FACT(NJ 
IMPLICIT INTEGERfF) 
INTEGER J,NUI 
C 
C FUNCTION SUBROUTINE FACT 
C 
C PURPOSE 
C TO COMPUTE N FACTORIAL FOR A GIVEN N 
C 
C DESCRIPTION OF PARAMETERS 
C FACT N FACTORIAL 
C 
U — I 
IF (N.EO.O) GO TO 10 
DO 20 I = 1#N 
20 J=J*I 
10 FACT=J 
RETURN 
END 
f-
o 
FUNCTION COMB(NtJ) 
IMPLICIT INTEGER(C) 
INTEGER FACT,N.J 
C 
C FUNCTION SUBROUTINE COMB 
C 
C PURPOSE 
C TO COMPUTE N THINGS TAKEN J AT A TIME 
C 
C DESCRIPTION OF PARAMETERS 
C COMB N THINGS TAKEN J AT A TIME 
C 
COMB = FACT(N)/(FACT(J)»FACT(N-J)) 
RETURN 
END 
FUNCTION CHMOOtMOO.Kl 
IMPLICIT INTEGER(C) 
REAL+8 MOD(20) 
INTEGER K.M.J,N 
FUNCTION SUBROUTINE CHMOD 
PURPOSE 
M=0 ALL ROOTS OF POLYNOMIAL HAVE MODULUS 
M=1 ONE ROOT OF POLYNOMIAL HAS MODULUS > 
M = 0 
DO 10 I = l.K 
IF (M.NE.O) GO TO 10 
N=MOD(I)-.00001D0 
IF (N.EQ.O) GO TO 10 
M = 1 
CONTINUE 
CHMOD = M 
RETURN 
END 
SUBROUTINE INIT(K.R.S) 
INTEGER K.R.S 
C 
C SUBROUTINE INIT 
C 
C PURPOSE 
C TO INITIALIZE THE DEGREE OF THE SIGMA POLYNOMIAL AND THE 
C MULTIPLICITY OF THE ROOTS OF THE SIGMA POLYNOMIAL 
C 
C DESCRIPTION OF PARAMETERS 
C K DEGREE OF THE SIGMA POLYNOMIAL 
C R MULTIPLICITY OF A 
C S MULTIPLICITY OF B !? 
C 
K = 7 
R - 3 
S -= 4 
RETURN 
END 
SUBROUTINE SELGRO(AROOTtBROOT>CROOT.NAPTS.NBPTSvNCPTSi 
REAL*8 AOATAO) • BOAT A (3 ) • COAT A f 3 ) » AROOT f 40> • BROOT ( 4 0 ) • CROOT ( 40 ) 
INTEGER NAPTS.N8PTS,NCPTS,I 
C 
C SUBROUTINE SELGRD 
C 
C PURPOSE 
C TO CONSTRUCT A GRID FOR THE 3  ROOTS OF THE SIGMA POLYNOMIAL 
C 
I 
c 
ADATAI1) — • IDO 
ADATA(2) = 0.5D0 
A0ATA(3) •= 0.5DO 
BOATA(1) = • IDO 
BOATA(2) 0.4D0 
BDATA(3) = 0.4D0 
CDATAd } = • IDO 
CDATAf 2i = O.DO 
C0ATA(3) = O.DO 
C DESCRIPTION OF PARAMETERS 
C ADATA.BDATA.CDATA VECTORS OF DIMENSION 3 
C FIRST POSITION - INCREMENT OF THE ROOT 
C SECOND POSITION - SMALLEST ROOT 
C THIRD POSITION - LARGEST ROOT 
C AROOT. BROOT, CROOT VECTORS WHICH CONTAIN ALL THE 
C POSSIBLE ROOTS OF At 8. AND C 
C RESPECTIVELY 
NAPTS = (ADATA(3)-ADATA(2))/ADATA(1)+1.01D0 
NBPTS = (BOATA( 3)-BOATAC2> )/80ATA( 1 )«-1.0100 
NCPTS = (COATA(3)-CDATA(2))/CDATA(l)+l,OlDO 
DO 10 1=1.NAPTS 
10 AROOTd) = A0ATA(2) 
DO 20 I = 1.NBPTS 
20 BROOT(I) = BDATA<2i 
DO 30 I = I,NCPTS 
30 CROOT(I) = CDATA(2) 
RETURN 
END 
+ (I-l)*ADATA(1) 
4- ( 1-1 i*BDATA( 1 ) 
+ (I-l)»CDATA(I) 
ui 
SUBROUTINE NORMAL(ALPHAiBETAtK) 
REAL*8 ALPHA(2I),BETA(21),MUL 
INTEGER K.KPLUSl 
C 
C SUBROUTINE NORMAL 
C 
C PURPOSE 
C TO DIVIDE THE ALPHA AND BETA COEFFICIENTS BY ALPHA(KPLUSI) 
C 
C DESCRIPTION OF PARAMETERS 
C ALPHA COEFFICIENTS OF RHO POLYNOMIAL 
C BETA COEFFICIENTS OF SIGMA POLYNOMIAL 
C K DEGREE OF POLYNOMIALS 
g 
KPLUSl - K + 1 
MUL = ALPHA(KPLUSl) 
DO 10 I = I.KPLUSl 
ALPHA(I) = ALPHA(I)/MUL 
10 BETA(I) = BETA(I)/MUL 
RETURN 
END 
147 
APPENDIX B 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
REAL+8  ABC*DEF,GHI  
REAL*8  ARO0T(40 ,2 ) •BR00T(40 .2 ) •CROOT(40 .2 ) .LCM.GCD 
REAL*8  A{21 .2 ) ,8 (2 l .2 ) fC (21 ,2 )  
REAL*8  BETAC 21 ,2 ) ,AB(2 l .2 ) .ALPHA(2 l ,2 )  
REAL*8  E (21 ) ,F (21 ,21 ) ,G  
REAL*8  RR(21 ,2 ) ,55 (21 .2 )  
REAL*8  TT(21 ,2 )  
INTEGER K ,R ,S  
INTEGER I . J .L  
INTEGER ID IMAB,RPLU51 .SPLUSl ,KRSl  
INTEGER M 
INTEGER NN 
INTEGER NUMl .DENl  
INTEGER NAPTS.NBPTS.NCPTS 
MAIN PROGRAM 
PURPOSE 
TO GENERATE THE EXACT ALPHA'S ,  BETA'S .  AND ERROR CONSTANT AS 
RATIONAL NUMBERS,  DECIMALS,  AND IN  HEXADECIMALS FOR SOME L INEAR 
K-STEP METHODS WHICH WE SEARCHED AS CANDIDATES FOR ST IFFLY STABLE 
L INEAR K-STEP METHODS OF ORDER K  
& 
DESCRIPT ION 
K 
R  
S  
KMINRS 
OF PARAMETERS 
DEGREE OF S IGMA POLYNOMIAL 
MULTIPL IC ITY  OF ROOT A 
MULTIPL IC ITY  OF ROOT B  
MULTIPL IC ITY  OF ROOT C  
NAPTS.NBPTS.NCPTS NUMBER OF ROOTS A .  8 .  AND C 
c ALPHA COEFFIC IENTS OF RHO POLYNOMIAL 
C  BETA COEFFIC IENTS OF S IGMA POLYNOMIAL 
C  ERRC ERROR CONSTANT 
C  RR COEFFIC IENTS OF R  POLYNOMIAL 
C  SS COEFFIC IENTS OF S  POLYNOMIAL 
C EACH COEFFIC IENT AND THE ERROR CONSTANT CONSISTS OF A 
C  NUMERATOR AND DENOMINATOR 
C 
C  MODIF ICATIONS 
C WE WILL  USE D IFFERENT S IGMA POLYNOMIALS 
C  TO CHANGE THE S IGMA POLYNOMIAL CHANGE 
C  K#  R i  AND S  IN  THE IN IT  SUBROUTINE 
C  ADATA,  BDATA.  AND CDATA IN  THE SELGRD SUBROUTINE 
C  
CALL IN IT (K ,R ,S)  
CALL SELGRO(AROOT,BROOT»CRODT.NAPTS.NBPTS.NCPTS)  
CALL GAUSS(E iF tG»K)  
KPLUSl  =  K + 1  
RPLUSl  =  R  + 1  
SPLUSl  =  S  + 1  
KMINRS =  K - (R  
KRSl  =  KMINRS +  1  
DO 9000  I  =  I tNAPTS 
00  9000  J  =  1 ,NBPTS 
DO 9000  L  =  1 .NCPTS 
CALL POLYCOCA.B.C»K.R•S .AROOT.BROOTtCROOT. I .J .L )  
CALL PMPY(AB«10 IMABiAtRPLUS1 «B*SPLUS1)  
CALL PMPY(8ETA, ID IMA8,AB, ID IMAB,C,KRS1)  
WRITE 16 .556}  
556  FORMAT( '  'BETAS,  BETA(KPLUSl )  
DO 1000  M =  1 ,KPLUS1 
WRITE (6 ,1 )  BErA(M,1 ) •BETA(M,2 )  
l  FORMAT(«  • , 2F25 .0 )  
1000  CONTINUE 
WRITE (6 .560 )  
560  FORMAT(*  ' , 'ALPHAS,  BETA(KPLUSl )  
CALL ALCO(ALPHA,BETA,K ,E ,F ,G)  
CALL RANDS(ALPHA.RR,K)  
CALL RANDS(BETA,SS,K)  
WRITE (6 ,558 )  
558  FORMATC * . *RS ' )  
DO 119  NN =  1 .KPLUS1 
WRITE (6 ,319 )  RR(NN, l ) .RR(NN,2 )  
319  FORMATC •  ,  20X ,  2F25  . 0  )  
119  CONTINUE 
WRITE (6 ,559 )  
559  FORMAT( •  • . 'SS ' )  
DO 219  NN =  1 ,KPLUSl  
WRITE (6 ,319 )  SS(NN,1 ) ,SS(NN,2 )  
219  CONTINUE 
ABC =  ALPHA(KPLUSl ,1 )  
•EF  =  ALPHA(KPLUS1,2 )  
DO 765  NN =  1 .KPLUSl  
ALPHA(NN. i ;  =  ALPHA(NN, l )»DEF 
ALPHA(NN,2 )  =  ALPHA(NN,2 ) *ABC 
BETA(NN. l )  =  BETACNN,1 )#DEF 
BETA(NN.2 )  =  BETA(NN,2 ) *ABC 
l • ) 
= l • ) 
vi 
o 
765  CONTINUE 
DO 766  NN =  1 ,KPLUSl  
GHI  =  GCD{ALPHA(NN#1) ,ALPHA(NN»2) )  
ALPHA(NN,1 )  =  ALPHA(NN. l ) /GHI  
ALPHA(NN.2 )  =  ALPHA(NN.2 ) /GHI  
GHI  =  GC0(BETA(NN,1 ) ,BETA(NN,2 ) )  
BETACNN.n  =  BETA(NN.  1 ) /GHI  
BETA(NN.2 )  =  BETA(NN.2 ) /GHI  
766  CONTINUE 
WRITE (6 ,557 )  
557  FORMATC ' . 'ALPHAS.  ALPHA (  KPLUS1 )  =  1  '  )  
DO 329  NN =  1 .KPLUSl  
WRITE (6 .328 )  ALPHA(NN,1 ) .ALPHA(NN.2 )  
328  FORMAT( '  • »  20X ,2F25 .0 )  
329  CONTINUE 
WRITE (6 ,561 )  M 
561  FORMAT{ '  ' . 'BETAS.  ALPHA(KPLUS1>  =1» )  M 
DO 331  NN =  1 .KPLUS1 
WRITE (6 .328 )  BETA(NN.1 ) .BETA(NN.2 )  
331  CONTINUE 
WRITE (6 *555 )  
555  FORMATC ' , 'HEXA CONVERSION' )  
00  742  NN =  1 .KPLUSl  
NUMl  =  ALPHA(NN. l )  
DENI  =  ALPHA(NN.2 )  
WRITE (6 ,987 )  NUMl ,DENI  
987  FORMATC • •2125 )  
CALL HEX(NUM1.DENI )  
742  CONTINUE 
DO 743  NN =  1 ,KPLUS 1  
NUMl  =  BETACNN, l )  
DENI  =  B£TA(NNt2 )  
WRITE (6 ,987 )  NUMl ,DENI  
CALL HEXCNUMl ,DENI )  
743  CONTINUE 
9000  CONTINUE 
STOP 
END 
vn 
n) 
SUBROUTINE POLYCO(A.8 .C•K .R ,StAROOT,BROOT•CROGT. I ,J ,L )  
REAL»8  AROOT{40 .2 )»BROOT(40 .2> .CROOT(40 .2 )  
REAL*8  A (21 ,2 ) ,B (21 ,2 ) ,C (21 ,2 )  
INTEGER K ,R ,S ,KPLUS1tRPLUSI ,SPLUSI .KMINRS.KRSl ,M 
INTEGER COMB,FACT, I ,J ,L  
C  
C  SUBROUTINE POLYCO 
C 
C  PURPOSE 
C TO COMPUTE THE COEFFIC IENTS OF (Z -A)»*R ,  (Z -B) * *S ,  
C  (Z -C) * * (K- (R+S) )  
C  
C  DESCRIPT ION OF PARAMETERS 
C  A ,  B ,  C  VECTORS CONTAINING THE COEFFIC IENTS OF {Z -A)»»R,  
C  (Z -B) * *S ,  AND (Z -C) * * (K- (R+S>)  RESPECTIVELY 
C AROOT,  BROOT,  CROOT ROOTS OF A ,  B ,  C  u !  
C  I .  J ,  L  POSIT ION IN  THE ROOTS A .  B ,  AND C  /  ^  
C EACH COEFFIC IENT AND ROOT CONSISTS OF A 
C  NUMERATOR AND DENOMINATOR 
C  
KPLUSl  =  K  +  1  
RPLUSI  =  R  +  1  
SPLUSl  =  S  +  1  
KMINRS =  K  -  (R  +  S )  
KRSI  =  KMINRS +  1  
DO 10  M =  1 ,KPLUSI  
A (M. l )  =  O.DO 
A(M«2)  =  I  .DO 
B(M,1  )  =  0  •  DO 
8(M,2 )  =  I .DO 
C(M. l )  =  O.DO 
C{M.2 )  =  1 .00  
10  CONTINUE 
A(RPLUSl f l )  =  1 .00  
A(RPLUS1»2)  =  I .DO 
B(SPLUSl»  1  )  =  I  .DO 
B(SPLUS1,2>  =  l .DO 
C(KRS1.1 )  =  1 .DO 
C(KRS1»2)  =  l .DO 
IF  (R .EO.O)  GO TO 20  
DO 30  M =  2«RPLUS1 
A(RPLUS1-M+1 ,1 )  =  COMB(R,M- l  ) * ( -AROOT( I  ,  1  ) ) * * (M-1 )  
A(RPLUSl -M+l ,2 )  =  (AROOT( I ,2 ) ) * * (M-1 )  
30  CONTINUE 
20  IF  (S .EQ.O)  GO TO 40  
DO 50  M - -  2 ,  SPLUSl  
B (  SPLUSl -M4-1  f  1  )  =  COMB{  S .  M-1  )«< -8R00T(  J  »  1  )  )  » * (  M-1  )  
B (SPLUSl -M+l .2 )  =  (BROOT(J ,2 ) ) * * (M- l )  
50  CONTINUE 
40  IF  (KMINRS.EQ.O)  GO TO 60  
DO 70  M =  2 .KRS1 
C(KRSl -M+1 .1 )  =  C0MB(KMINRS,M-1 ) • ( -CROOT(L .1 ) ) * * (M-
C(KRS1-M +  1 .2 )  =  (CR00T(L ,2 )  >«* (M-1  )  
70  CONTINUE 
60  RETURN 
END 
SUBROUTINE IN IT (K .R .S>  
INTEGER K .R .S  
C 
C  SUBROUTINE IN IT  
C  
C  PURPOSE 
C TO IN IT IAL IZE  THE DEGREE OF THE S IGMA POLYNOMIAL AND THE 
C  MULTIPL IC ITY  OF THE ROOTS OF THE S IGMA POLYNOMIAL 
C  
C  DESCRIPT ION OF PARAMETERS 
C K  DEGREE OF THE S IGMA POLYNOMIAL 
C  R  MULTIPL IC ITY  OF A 
C  S  MULTIPL IC ITY  OF B  
K  =  7  
R  =  3  
S  =  4  
RETURN 
END 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
s OBROUTI  NE SELGRD(A ROOT.BROOT,CROOT,NAPTS,NBPTS,NCPT S )  
REAL*8  ADATAI (31 .BDATAl (3 )«CDATAl (3 )  
REAL+8  ADATA(3 ,2 ) ,BDATA(3 .2>  tCDATA(3»2) ,AROOT(40 ,2 )  «BROOT(40*2 )  
REAL+8  CROOT(4  0 .2 ) ,TEMP(1 ,2 ) .SUM(1 .2 )  
REAL*8  LCM.GCD 
INTEGER I  
INTEGER NAPTS.NBPTS.NCPTS 
SUBROUTINE SELGRD 
PURPOSE 
TO CONSTRUCT A GRID  FOR THE 3  ROOTS OF THE S IGMA POLYNOMIAL 
DESCRIPT ION OF PARAMETERS 
ADATA,BDATA,CDATA VECTORS OF D IMENSION 3  
F IRST POSIT ION -  INCREMENT Of -  THE ROOT 
SECOND POSIT ION -  SMALLEST ROOT 
THIRD POSIT ION -  LARGEST ROOT 
AROOT.  BROOT,  CROOT VECTORS WHICH CONTAIN ALL THE 
OF A .  B ,  AND C  
vi 
cr> 
POSSIBLE ROOTS 
RESPECTIVELY 
ADATA,  BOATA« CDATA« AROOT» BROOT,  AND CROOT 
A NUMERATOR AND DENOMINATOR 
EACH CONSIST  OF 
ADATA( I«1 )  
ADATA(1 .2 )  
ADATAi  2 .1 }  
ADATA(2 .2 )  
AOATA<3 ,1 )  
1  .DO 
10 .DO 
1 .DO 
2 .DO 
l .DO 
A0ATA{3«2)  =  2 .DO 
BOATAdt i )  =  I .DO 
BDATA(1 ,2 )  =  10 .DO 
BDATA(2»1)  =  2 .DO 
B0ATA(2 t2 )  =  5 .00  
BDATA(3 ,n = 2.DO 
B0ATA(3 t2 )  =  5 .DO 
CDATAd. l )  =  l .DO 
CDATA(1 ,2 )  =  10 ,DO 
C0ATA(2 .1 )  =  O.DO 
CDATA(2 .2 )  =  l .DO 
CDATAC3»1>  =  O.DO 
C0ATA{3 .2 )  =  l .DO 
DO 40  I  =  1 ,3  
ADATAKI )  =  ADATAd , l  ) /ADATA( I ,2 )  
BDATAl ( I )  =  BDATAd,1 ) /BDATA( I ,2 )  ^  
CDATAl ( I )  =  CDATAd ,  I  ) /CDATAd .2 )  
40  CONTINUE 
NAPTS =  (ADATAl (3 ) -ADATAl (2JJ /ADATA1( I )  +  I .O IDO 
NBPT5  =  (B0ATAU3) -BDATA1 (2 )  ) /BDATAl  (1  )  +  I .O IDO 
NCPTS =  (COATAl (3 ) -C0ATAl (2 )> /CDATAl (1 )  +  1 .0100  
DO 10  I  =  1 ,NAPTS 
TEMPd, l )  =  ( I  -  1 ) *ADATA(1 ,1 )  
TEMP(1 ,2 )  =  ADATAd.2 )  
CALL ADD(ADATA(2 ,1 )  ,ADATA(2 .2 ) ,TEMPd .  1 ) ,TEMP(  1 ,2 ) ,SUM(  1 ,1 ) ,SUM( I  ,  
1 2 )  )  
AROOTd , 1 )  =  SUM(  1 ,1 )  
AR00Td«2)  =  SUMd,2 )  
10  CONTINUE 
DO 20  I  =  I .NBPTS 
TEMPd. l )  =  ( 1  -  1) *BDATA(  1  ,  1  )  
TEMP(1 .2 )  =  BOATAdt2 )  
CALL ADD(BOATA(2 ,1 ) ,BDATA(2 ,2 ) .TEMPd, I ) ,TEMP(1 ,2 ) ,SUM(1 ,1 ) ,SUM(1 ,  
12  j j  
BROOT( I , l )  =  SUM( l , l )  
BROOT( I ,2 )  =  SUM(1 ,2 )  
20  CONTINUE 
00  30  I  =  1 ,NCPTS 
TEMP(1 ,1 )  =  ( I  -  1) *CDATA(  1  , 1  )  
TEMPd,2 )  =  C0ATAd,2 )  
CALL ADD(COATA(2 ,1 ) ,CDATA(2 ,2 ) ,TEMP(1 ,1 ) ,TEMP(1 ,2 ) ,SUM(1 ,1 ) ,SUM(1 ,  
12)  )  
CROOTd. l )  =  SUMd, l>  
CROOTd ,2 )  =  SUM{  1 ,2 )  
30  CONTINUE 
RETURN 
END 
FUNCTION FACT(N)  
IMPLIC IT  INTEGER(F)  
INTEGER J ,N , I  
C  
C  FUNCTION SUBROUTINE FACT 
C 
C  PURPOSE 
C TO COMPUTE N  FACTORIAL FOR A G IVEN N  
C 
C  DESCRIPT ION OF PARAMETERS 
C FACT N  FACTORIAL r  ul 
C 
J  =  1  
IF  (N .EQ.O)  GO TO 10  
DO 20  I  =  I ,N  
20  J=J* I  
10  FACT=J  
RETURN 
END 
FUNCTION COH8(N,J )  
IMPLIC IT  INTEGER(C)  
INTEGER FACT,N ,J  
C  
C  FUNCTION SUBROUTINE COMB 
C  
C  PURPOSE 
C  TO COMPUTE N  THINGS TAKEN J  AT A T IME 
C  
C  DESCRIPT ION OF PARAMETERS 
C  COMB N  THINGS TAKEN J  AT A T IME 
C  
COMB =  FACT(N) / (FACT(J )«FACT(N-J ) )  
RETURN 
END 
SUBROUTINE PMPY(Z , I  01M2.X . lO IMX,Y» I  01  MYJ 
REAL*8  Z (21 ,2 ) ,X (21 .2 ) ,Y (21 .2 )  
REAL*8  A ,8  
INTEGER ID IMZ. ID IMX, IO IMY, I ,J .K»M 
C 
C SUBROUTINE PMPY 
C  
C  PURPOSE 
C  TO MULTIPLY TOGETHER TWO POLYNOMIALS 
C  
C  DESCRIPT ION OF PARAMETERS ^  
C X .Y  VECTORS CONTAINING THE COEFFIC IENTS OF THE POLYNOMIALS g  
C TO BE MULTIPL IED TOGETHER 
C  Z  VECTOR CONTAINING THE COEFFIC IENTS OF THE PRODUCT 
C POLYNOMIAL 
C  EACH COEFFIC IENT CONSISTS OF A NUMERATOR AND DENOMINATOR 
C ID IMX,  ID IMY. ID IMZ DIMENSION OF VECTORS X .  Y»  AND Z  
C  RESPECTIVELY 
C 
M =  ID IMX* ID IMY 
IF  (M.NE.O)  GO TO 10  
ID IMZ -  0  
GO TO 5  0  
10  ID IMZ =  ID IMX +  ID IMY -  1  
DO 30  1=1 f ID IMZ 
Z (  I  .1  )  =  O.DO 
Z{  1 ,2 )  =  l .DO 
30  CONTINUE 
DO 40  I  =  1 , ID IMX 
DO 40  J  =  1 ,1D IMY 
K =  I  +  J  -  1  
A =  X(  I  .  1)  •  YC J ,  I  )  
8  =  X ( I , 2 )  *  Y (J ,2 )  
CALL ADD(A.B ,Z (K ,1 ) ,Z (K ,2 ) ,Z (K ,1 ) ,Z (K ,2 ) )  
40  CONTINUE 
50  RETURN 
END 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
SUBROUTINE GAUSS (  E .  F ,  G- .  K )  
REAL*8  A (21 ,21 ) ,8 (21 ,21G 
REAL»6  M ,0 ,C(21  )  ,E (21  )  
REAL*0  GCD.XYZ 
REAL*8  OGCO,OLCM,WGCD 
REAL*8  H{21 )  ,LCM,MMM,HH(2  1 )  
REAL*8  ZYX 
REAL*8  DABS 
REAL*8  X ,Y  
INTEGER MM.NONZ 
INTEGER I , J .K ,L ,N , I  MI  N I ,KPLUS1 
INTEGER I I , JJ  
SUBROUTINE GAUSS 
PURPOSE 
TO USE GAUSSIAN EL IMINATION TO SOLVE AX 
SPECIAL A ,  B ,  AND Y  FROM CO =  .  •  .  = CK 
ALSO PREPARE TO F IND THE ERROR CONSTANT 
BY FOR 
0 
X G IVEN <y> w 
DESCRIPT ION OF PARAMETERS 
G COEFFIC IENT OF IDENTITY MATRIX  
F  MATRIX  SUCH THAT AFTER GAUSSIAN EL IMINATION GIX  
C VECTOR USED TO CALCULATE THE ERROR CONSTANT 
E  VECTOR USED TO CALCULATE THE ERROR CONSTANT 
KPLUSl  =  K +  I  
DO 999  L  =  1 .KPLUSl  
DO 999  J  =  1 ,KPLUSl  
=  FY  
999 
998  
997  
950  
951  
949  
1 
1 0 1  
A(LtJ )  =  l .DO 
CONTINUE 
DO 998  L  
A (L t l )  =  
CONTINUE 
DO 997  L  =  
DO 997  J  =  
X  =  J  
A(L+1»J+1)  
CONTINUE 
DO 950  L  =  
DO 950  J  =  
B (L .J )  =  0  
CONTINUE 
DO 951  J  
8 ( 2 , J )  =  
CONTINUE 
DO 949  J  =  
DO 949  L  =  
X  =  J  
B(J+1 .L+1)  
CONTINUE 
DO 101  I  =  
DO 101  J  =  
WRITE (6 ,1 )  
FORMAT<•  ' .  
CONTINUE 
DO 10  I  =  I tKPLUSl  
=  2 fKPLUSl  
0 .DO 
UK 
2 ,K  
=  X* *L  
I fKPLUSl  
l .KPLUSl  
.DO 
=  l .KPLUSl  
1 .DO 
2 ,K  
— 1 • K 
=  X»A{J ,L+1>  
l .KPLUSl  
l .KPLUSl  
I  .  J .Ad  
' I ' , 13 . '  
J  )  «B( I  .  J )  
A ( I  ,  J ) • .F25 .0 . •  8 (1  . J ) •  ,F25 .0 )  
MM =  NONZ(At l ,KPLUS1>  
DO 70  J  =  l .KPLUSl  
H(J>  =  A(MM.J )  
HH(J )  =  B(MM.J )  
70  CONTINUE 
DO 80  J  =  1 ,KPLUSI  
A(MM*J)  =  A ( I  I  J )  
B(MM«J)  =  B ( I . J )  
80  CONTINUE 
DO 90  J  =  1 ,KPLUS1 
A(  I  t  J  > =  H(  J )  
8 (1 ,J )  =  HH(J )  
90  CONTINUE 
90  40  J  =  UKPLUSl  
IF  ( I  .EQ.J )  GO TO 40  
IF  (A(J , I ) •EQ.O.DO)  GO 
M =  A (J , I )  
DO 50  L  =  l .KPLUSl  
A(  J .L )  =  A(  I ,  I ) *A (J ,L )  
B(J  ,L )  =  A ( I , I ) *B (J ,L )  
50  CONTINUE 
40  CONTINUE 
CALL SWEEP(A,B .KPLUSl>  
10  CONTINUE 
XYZ =  DGCD(A,KPLUSl )  
ZYX =  WGCD(B,KPLUSl )  
XYZ =  GCD(XYZ,ZYX)  
O -  XYZ 
DO 111  I  =  1»KPLUSl  
40  
S ln 
M*A( I ,L )  
M*B( I .L )  
DO 111  J  =  1 ,KPLUS1 
=  A ( I , J ) /D  
8 ( I  , J )  =  B(  I . J> /D  
111  CONTINUE 
XYZ =  DLCM(A,KPLUSl )  
DO 115  I  =  I ,KPLUSl  
DO 115  J  =  1 ,KPLUSl  
B ( I , J )  =  B ( I , J ) * (XYZ/A( I , I ) )  
115  CONTINUE 
DO 116  I  = I  »KPLUSl  
A(  I  , I  )  =  XYZ 
116  CONTINUE 
XYZ =  OGCD(A,KPLUSl )  
ZYX =  WGCD(8 ,KPLUSl )  
XYZ =  GCD(XVZ,ZYX)  
0  =  XYZ 
DO 211  I  = I  »KPLUSl  
DO 211  J  =  1  »  KPLUSl  
A (  I  ,J )  =  A{  I »J ) /D  
8 (1  ,J )  =  BCI .J )  /D  
211  CONTINUE 
DO 103  I  =  1 ,KPLUSl  
DO 103  J  =  1 ,KPLUSl  
WRITE (6 ,1 )  1  . J .Ad  ,  J ) ,B ( I  ,  J )  
103  CONTINUE 
G =  A(  1  .  1  )  
DO 131  I  =  1 ,KPLUSl  
DO 131  J  =  1 ,KPLUSl  
F (  I  ,  J)  =  B(  I  ,  J)  
131  CONTINUE 
DO 215  I=2»KPLUSl  
X  =  I  -  1  
CCD =  X* *KPLUS1 
215  CONTINUE 
2  FORMAT(»  •» I20 .F25 .0 )  
00  125  I  =  2 .KPLUS1 
DO 125  J  =  l .KPLUSl  
8 (1 ,J )  =  8 (1 ,J )  *  C ( I i  
125  CONTINUE 
DO 130  1  =  l .KPLUSl  
EC I  )  =  O.DO 
DO 130  J  =  2 ,KPLUS1 
EC I  )  =  Ed )  +  B(  J . I  )  
130  CONTINUE 
Y  =  KPLUSl  
DO 135  I  =  2 .KPLUSl  
X  =  I  -  1  
ECl )  =  E ( I>  -  Y* (X* *K) *A(1  
135  CONTINUE 
RETURN 
END 
SUBROUTINE SWEEP(  A»  B tKPLUSn 
R E A L * 8  G C O t L C M , A ( R L , 2 1 ) , 8 ( 2 1 , 2 1 ) , M  
I N T E G E R  K P L U S L , I , J  
INTEGER JPLUSl,L 
C 
C SUBROUTINE SWEEP 
C 
C  PURPOSE 
C TO D IV IDE OUT THF.  GCD IN  ALL THE ELEMENTS OF TWO MATRICES 
C 
C  DESCRIPT ION OF PARAMETERS ^  
C A SQUARE MATRIX  g  
C B  SQUARE MATRIX  
C  KPLUSl  D IMENSION OF MATRIX  
C  
DO 10  I  =  1 ,KPLUSl  
DO 20  J  =  1 ,KPLUSI  
IF  (A ( I , J ) .NE .O.DO)  GO TO 60  
20  CONTINUE 
60  M =  A(  I  .  J )  
JPLUSl  =  J  +  I  
IF  <JPLUSl .GT .KPLUSl )  GO TO I  
00  50  L  =  JPLUSl iKPLUSl  
IF  (A( I *L ) .EQ.O.OO)  GO TO 50  
M =  GCO(M.A( I ,L ) )  
50  CONTINUE 
100  09  30  J  =  1 ,KPLUS1 
IF  (B( I , J ) .EQ.O.DO)  GO TG 30  
M =  GCD(MfB( I ,J ) )  
30  CONTINUE 
DO 40  J  =  I .KPLUSl  
A ( I tJ )  =  A{T ,J ) /M  
9 (1 ,J )  =  B ( I , J ) /M  
40  CONTINUE 
10  CONTINUE 
RETURN 
END 
on 
vo 
FUNCTION OGCD{A.KPLUSl )  
IMPLIC IT  REAL*8 (D)  
REAL*8  GC0,A(2 l .21 ) tM 
INTEGER KPLUSI ,LPLUS1,L  
C  
C  FUNCTION OGCD 
C  
C  PURPOSE 
C  TO F IND THE GCD OF THE D IAGONAL OF A MATRIX  
C  
C  DESCRIPT ION OF PARAMETERS 
C  DGCD GCD 
C  A  SQUARE MATRIX  
C  KPLUSl  D IMENSION OF MATRIX  
C  
DO 10  L  =  1 ,KPLUSl  M 
IF  (A(L .L> .NE.O.DO)  GO TO 11  O  
10  CONTINUE 
11  M =  A(L ,L )  
LPLUSl  =  L  +  1  
IF  (LPLUSl ,GT .KPLUSl )  GO TO 100  
DO 20  J  =  LPLUSl ,KPLUSl  
IF  (A(J tJ ) .EQ.O.DO)  GO TO 20  
M =  GCD(M,A{J  »  J ) )  
20  CONTINUE 
100  OGCD =  M 
RETURN 
END 
FUNCTION DLCM(AtKPLUSl )  
IMPLIC IT  REAL*8 (0 )  
REAL*a LCM.A(21  .21  )«M 
INTEGER KPLUSl ,LPLUSl ,L  
C  
C  FUNCTION DLCM 
C 
C  PURPOSE 
C  TO F IND THE LCM OF THE D IAGONAL OF A MATRIX  
C  
C  DESCRIPT ION OF PARAMETERS 
C  DLCM LCM 
C A SQUARE MATRIX  
C  KPLUSl  D IMENSION OF MATRIX  
C  
DO 10  L  =  1 .KPLUSl  
IF  {A(L .L ) .NE.O.DO)  GO TO 11  
10  CONTINUE 
11  M =  A(L ,L  )  
LPLUSl  =  L  +  1  
IF  (LPLUSl .GT .KPLUSl )  GO TO 100  
DO 20  J  =  LPLUSl ,KPLUSl  
IF  (A(J .J ) .EQ.O.DO)  GO TO 20  
M =  LCM(M.A(J ,J ) )  
20  CONTINUE 
100  DLCM =  M 
RETURN 
END 
FUNCTION WGCD(B.KPLUSl )  
IMPLIC IT  REAL»0(W)  
REAL+8  GCD,B(2  1 .21 ) ,M  
INTEGER I , J .N  
INTEGER KPLUSl  
C  
C  FUNCTION WGCD 
C  
C  PURPOSE 
C TO F IND THE GCD IN  A MATRIX  
C  
C  DESCRIPT ION OF PARAMETERS 
C  WGCO GCD 
C B  SQUARE MATRIX  
C  KPLUSl  D IMENSION OF MATRIX  
c S 
N =  1  N  
DO 10  I  =  1 ,KPLUSl  
DO 10  J  =  1 .KPLUSl  
IF  (B( I«J ) .EQ.O.DO)  GO TO 10  
IF  (N .EQ.O)  GO TO 20  
M =  B(  I  ,  J )  
N  =  0  
20  M =  GCO(M*B(  I , J ) )  
10  CONTINUE 
WGCD =  M 
RETURN 
END 
FUNCTION NONZCA. I .KPLUSl )  
IMPLIC IT  INTEGER(N)  
REAL*8  A(21 ,21 ) ,DABS 
INTEGER I ,KPLUS1,J ,JPLUSl ,L  
INTEGER M 
C  
C  FUNCTION NONZ 
C  
C  PURPOSE 
C  TO F IND A NONZERO ELEMENT IN  A CERTAIN COLUMN 
C OF A MATRIX  BEYOND A CERTAIN POINT 
C 
C  DESCRIPT ION 
C A 
C  I  
C KPLUSl  
C  NONZ 
C  
C  
DO 10  J  =  I ,KPLUSl  
IF  (A{J , I ) .NE .O.DO)  GO TO 20  
10  CONTINUE 
20  M =  J  
JPLUSl  =  J  +  1  
IF  (JPLUSl .GT .KPLUS1)  GO TO 30  
DO 40  L  =  JPLUSl ,KPLUSl  
IF  (A(L , I ) .EQ.O.DOJ GO TO 40  
IF  (DABS(A(L , I ) ) .GE.OABS(A(M, I ) ) )  GO TO 40  
M =  L  
40  CONTINUE 
30  NONZ =  M 
RETURN 
END 
OF PARAMETERS 
SQUARE MATRIX  
COLUMN 
D IMENSION OF MATRIX  
POSIT ION IN  COLUMN OF SQUARE MATRIX  
OF NON-ZERO ELEMENT 
SUBROUTINE ALCD< ALPHA,BETA,K ,E ,F ,G)  
REAL*8  C .GCD 
REAL*8  C13(2 ) ,ERRC(2 )  
REAL*8  ALPHA(21 ,2 ) ,BETA(2  1 ,2 ) ,E (21 ) ,F (21 ,21 ) ,X .G ,BSUM(2)  
REAL*8  A ,8  
INTEGER KtKPLUSl , I fJ .FACT 
C 
C  SUBROUTINE ALCO 
C 
C  PURPOSE 
C  TO F IND ALPHA VECTOR AND ERRC 
C  
C  DESCRIPT ION OF PARAMETERS 
C  ALPHA VECTOR WITH RHO POLYNOMIAL COEFFIC IENTS 
C ERRC ERROR CONSTANT 
C  ALPHA COEFFIC IENTS AND ERRC CONSIST  CF  A NUMERATOR AND DENOMINATOR 
C  
KPLUSl  =  K  +  1  
DO 10  I  =  1«KPLUSl  
ALPHA(1 ,1  J  =  O.DO 
ALPHA* I ,2 )  =  l .DO 
DO 50  J  =  1 ,KPLUSl  
A =  F ( I , J ) *BETA(J ,1>  
CALL ADD(A,BETA(J ,2 ) ,ALPHA(1 ,1 ) .ALPHA(1 ,2 ) ,ALPHA! I ,1 ) ,ALPHA(1,2)) 
50  CONTINUE 
10  CONTINUE 
DO 20  I  =  1 .KPLUSl  
ALPHA! I ,2 )  =  ALPHA( I ,  2 )»G 
20  CONTINUE 
00  110  I  = 1 .KPLUSl  
C  =  GCD(  ALPHAd .  1  )  f  ALPHA (  I  »2>  )  
ALPHA!  1 ,1 )  =  ALPHA( I»n /C  
ALPHAd.2 )  =  ALPHA(1 ,2 ) /C  
110  CONTINUE 
DO 100  I  =  1 ,KPLUSl  
WRITE (6 ,1 )  ALPHAd » 1  ) .  ALPHAd , 2 )  
1  FORMAT{•  • , 2F25 .0 )  
100  CONTINUE 
BSUM(  1  )  =  0  .DO 
BSUM(2)  =  l .DO 
DO 30  I  =  1 ,KPLUSl  
CALL AOO<BSUM(1) .BSUM(2) .BETA( I .1 ) .BETAd.2 ) .BSUM(1) ,BSUM(2) )  
30  CONTINUE 
WRITE (6 .999 )  
999  FORMAT( •  • , •SUM OF BETAS' )  
WRITE (6 .1 )  BSUM(1) .8SUM(2)  
C13d  )  =  O.DO 
C13(2 )  =  l .DO 
DO 40  I  =  I .KPLUSl  
A =  E{  I  ) *BETA( I  , 1 )  
CALL AD0(C13( l ) ,C13(2 ) .A ,BETAd.2 ) ,C l3 ( l ) .C13(2 ) )  
40  CONTINUE 
C13(2 )  =  C I3 (2 ) *G*FACT(KPLUSl )  
C  =  GCD(C13d  ) ,C1J(2 ) )  
C13d  )  =  C13(  1  ) /C  
C13(2 )  =  C13(2 ) /C  
WRITE (6 ,998 )  
998  FORMAT*•  • » 'C8 ' )  
WRITE (6 ,1 )  C 13 (1 ) .C13(2 )  
ERRC( l )  =  C13(1 ) *BSUM(2)  
ERRC(2 )  =  C13(2 ) *BSUM(1)  
C  =  GCD(ERRC(1 ) .ERRC(2 ) )  
ERRC( l )  =  ERRC(1 ) /C  
ERRC(2 )  =  ERRC{2) /C  
WRITE 16 ,997 )  
997  FORMAT* '  ' , 'ERROR CONSTANT'>  
WRITE (6 ,1 )  ERRC(1 )  ,ERRC(2 )  
RETURN 
END 
SUBROUTINE ADD(AA,8B,CC,DO,E,F)  
REAL*8 A,B,C,D.E,F,NUM,N 
REAL+8 LCMtGCD 
REAL*8 AA,BB,CC,DD 
C 
C SUBROUTINE ADD 
C 
C PURPOSE 
C TO ADD AA/BB AND CC/DD TO OBTAIN E/F 
C 
C DESCRIPTION OF PARAMETERS 
C AA.  CC NUMERATORS 
C BB,  DO DENOMINATORS 
C E/F RESULT 
C 
A =  AA 
B =  BB 
C =  CC 
D =  DD 
NUM = LCM(B«0 
A =  A*  (  NUM/B)  
C =  C*(NUM/D)  
B =  NUM 
D =  NUM 
E =  A +  C 
F  =  NUM 
N =  GCD(EtF)  
E =  E/N 
F =  F/N 
RETURN 
END 
FUNCTION GCDC11.12)  
IMPLICIT REAL•8(G)  
REAL*8 M,N,R,DMOD,T 
REAL+8 11,12 
REAL»8 DABS 
FUNCTION CCD 
PURPOSE 
TO FIND THE CCD OF TWO NUMBERS 
DESCRIPTION OF PARAMETERS 
11,12 TWO NUMBERS 
CCD GREATEST COMMON DIVISOR OF TWO NUMBERS 
M =  DABS(I  1 )  
N =  0ABS(I2)  
IF  (N.LT.M)  GO TO 10 
T =  N 
N = M 
M =  T 
IF  (N.EQ.O.DO) GO TO 20 
R =  M 
M =  N 
N =  DMOD(RtM) 
GO TO 10 
GCD =  M 
RETURN 
END 
FUNCTION LCM(11«I2)  
IMPLICIT REAL*0(L)  
REAL+8 DABS,11,12,M,N,NUM,CCD,PROD 
C 
C FUNCTION LCM 
C 
C PURPOSE 
C TO FIND THE LCM OF TWO NUMBERS 
C 
C DESCRIPTION OF PARAMETERS 
C 11,12 TWO NUMBERS 
C LCM LEAST COMMON MULTIPLE OF TWO NUMBERS 
C 
M =  DABS(I I )  
N =  0ABS(I2)  
PROD = M*N 
NUM = GCD(M,N)  
LCM =  PROD/NUM 
RETURN 
END 
SUBROUTINE RANDS(GAMMA.T.K) 
REAL*8 A(21,2),B(21,2),C<21,2).GAMMA(21,2).T(21, 
REAL*8 0(21,2).E,F 
REAL*8 G 
REAL*8 CCD 
INTEGER ItJtK.KPLUSl.KI,KIl.I1 
INTEGER COMB.FACT 
INTEGER IDIMD 
SUBROUTINE RANDS 
PURPOSE 
TO TAKE A POLYNOMIAL GAMMA AND PERFORM HENRICI 
TRANSFORMATIONS TO OBTAIN A POLYNOMIAL T 
DESCRIPTION OF PARAMETERS 
GAMMA INITIAL POLYNOMIAL 
T FINAL POLYNOMIAL 
K DEGREE OF POLYNOMIALS 
KPLUSl = K + 1 
FORMATC • »50X.2F25.0) 
DO 10 I = I.KPLUSl 
A(I,1) = O.DO 
A( 1,2) = 1.DO 
CONTINUE 
DO 20 I = I.KPLUSl 
II = I - 1 
KI = KPLUSl - I 
Kl I = KPLUSl - I + I 
DO 25 J = 1,KPLUSl 
= 0 .00  
B(J,2) = l.DO 
C(J*l) = 0.00 
C(J,2) = 1.00 
25 CONTINUE 
B(KI1 »1 ) = l.DO 
B(KI1*2) = l.DO 
C( I .1 ) = (-l.DO)**( I + 1) 
C(I,2) = 1.00 
IF (KI.EQ.O) GO TO 30 
DO 40 J = 2,KI1 
B(KIi - J + 1.1) = C0MB(KI,J-1) 
B(KI1 - J + 1.2) = l.DO 
40 CONTINUE 
30 IF (ll.EQ.O) GO TO 50 
DO 60 J = 2,1 
C(I - J + 1,1) = COMBdlfJ - 1)*(-1.D0)**(I - J + 2) 
C( I - J + 1.2) = 1.00 
60 CONTINUE 
50 DO 85 J = 1,KPLUSl 
D(J ,1) = 0.00 
D(J,2) = 1.00 
85 CONTINUE 
CALL PMPY(0,INDIMD, B,KI 1 ,C,I ). 
00 75 J = 1,KPLUSl 
B(J,l) = D(J.1) 
B(J,2) = D(J,2) 
75 CONTINUE 
00 70 J = l,KPLUSl 
B ( J « 1 )  =  G A M M A ( K I 1 * 1 )  
B(Jt2) = GAMMA<KI1,2)*B(J,2) 
70 CONTINUE 
DO 80 J = 1.KPLUS1 
E = A(J, I) 
F = A(J.2) 
CALL ADD(E,F,B(J,1),B(J,2),A(J,lj,A(J,2)) 
80 CONTINUE 
20 CONTINUE 
00 90 I = l.KPLUSl 
Ad.2) = A(I,2)*2.D0**K ^ 
E = A(1 .1) 
F = A<I,2) 
G = GCD(E,F) 
Ad .1) = Ad.l)/G 
Ad .2) = A( I, 2)/G 
90 CONTINUE 
DO 100 I = l.KPLUSl 
Td .1) = Ad , I) 
Td .2) = AC I , 2) 
100 CONTINUE 
RETURN 
END 
SUBROUTINE HEX(NUMItDENI) 
REAL*8 X.Y.Z 
INTEGER NUMtDEN#KEEP(40) , I  
INTEGER NUMI,DENI , I  AGS 
SUBROUTINE HEX 
PURPOSE 
TAKE A RATIONAL NUMBER AND 
1 .  FIND AN EXACT DECIMAL REPRESENTATION 
2 .  F IND AN EXACT HEX REPRESENTATION 
DESCRIPTION OF PARAMETERS 
NUMI NUMERATOR 
DENI  DENOMINATOR 
X =  NUMI 
Y =  DENI  
Z =  X/Y 
WRITE (6,3) Z,Z 
FORMAT*' • .D25.I6,I0X,ZI6) 
NUM =  IABS(NUMI> 
DEN = lABS(DENl) 
CALL DIV(NUM,OEN, I .KEEP)  
A (  1) = 0 
A(2> = 0 
A(3) = 0 
A<4) = 0 
JA = I + 1 
JB = I + 8 
DO 30 J = JAtJB 
30 A(l) = KEEP(J)*10**(JB-J) + A( I ) 
JA = I +9 
JB = I + 16 
DO 40 J = JAtJB 
40 A(2) = KEEP(J)*10*»(JB-J) + A(2) 
JA - I + 17 
J B  =  I  + 2 4  
DO 50 J = JAtJB 
50 A(3) = KEEP(J)*10*#(JB-J) + A(3) 
JA = I + 25 
J B  =  I  + 3 2  
DO 60 J = JA.JB 
60 A(4) = KEEP(J)*10**(J8-J) + A(4) 
CALL CONV(A) 
RETURN 
END 
00 
SUBROUTINE DIV(NUMtOENt1«KEEP) 
INTEGER NUMtOEN.STORE<103,D0WN(*1) ,KEEP(40)  
INTEGER I .J , IPLUS1,NMIN2,N,M 
SUBROUTINE DIV 
PURPOSE 
TO FIND EXACT DECIMAL REPRESENTATION OF A RATIONAL NUMBER 
DESCRIPTION OF PARAMETERS 
NUM NUMERATOR 
DEN DENOMINATOR 
I  POSITION OF DECIMAL POINT 
KEEP VECTOR CONSISTING OF DECIMAL REPRESENTATION 
DO 5  J  =  1 ,41 
DOWN(J)  =  0  
DO 10 J  =  1 ,10 
STORE(J)  =  DEN*(J-1)  
I  = O 
IF  (NUM.LT.DEN) GO TO 20 
1 = 1 + 1 
DOMN(4I -U =  NUM -  < C NUM/1 0)  •  10)  
NUM =  NUM/10 
GO TO 30 
20 NUM = NUM*10 + DOWN(41-I) 
IF (I.EQ.O) GO TO 90 
I P L U S l  = 1 + 1  
DO 40 J = 1 « I 
40 DOWN(J) = DOWN(41-I+J) 
DO 50 J = IPLUSl«40 
50 DOWN(J) = 0 
90 WRITE (6*2) I 
2 FORMAT*' *.'DECIMAL POINT AFTER THE',13,' TH DIGIT") 
DO 80 M = 1,40 
DO 60 N = 1,10 
IF (STORE(N).GT.NUM) GO TO 70 
60 CONTINUE Oo 
N = 11 ^ 
NMIN2 = 9 
GO TO 100 
70 NMIN2 = N - 2 
100 WRITE (6,1) NMIN2 
KEEP(M) = NMIN2 
1 FORMAT(' ',13) 
80 NUM = ( (NUM-STORE(N-l))*10)+DOWN( MJ 
RETURN 
END 
SUBROUTINE CONV( A )  
INTEGER A(4)>B(5) 
SUBROUTINE CONV 
PURPOSE 
TO FIND EXACT HEX REPRESENTATION OF A RATIONAL NUMBER 
DESCRIPTION OF PARAMETERS 
A DECIMAL REPRESENTATION OF RATIONAL NUMBER 
B HEX CHARACTER 
WRITE <6 ,40) 
FORMAT ( t o » )  
WRITE (6 .2) A(l) ,A(2),A(3) , A(4 ) 
FORMAT ( • ',4115) 
B(5) = 0 
DO 10 I = 1 ,30 
DO 20 J = 1,4 
A(5-J) = A(5-J)• 16 + B ( 6 - J  ) 
B(5-J) = A(5-J)* .lD-07 
A(5-J) = A(5-J) - B(5-J)*. 1D09 
WRITE (6 ,1 ) A(1 ) ,A(2),A(3) ,A{4) 
FORMAT ( ' • ,51 15) 
RETURN 
END 
188 
APPENDIX C 
INTEGER C(7,64) tPTR(7)  
INTEGER N«I«J«MtlPLUSl*NMIN1 
INTEGER 0(64),E(64j »PDtPE tPTG(7),F(64) tG(7,64) 
INTEGER AA(64).BB(64) 
INTEGER NPLUSIfKO 
C 
C MAIN PROGRAM 
C 
C PURPOSE 
C THIS PROGRAM IMPLEMENTS SCHUR'S ALGORITHM TO DETERMINE WHETHER 
C OR NOT A GIVEN POLYNOMIAL HAS ALL ITS ROOTS IN THE UNIT DISK. 
C NOTE - USING THIS PROGRAM WE MUST CHECK THE OUTPUT COLUMN-BY-COLUMN 
C STARTING AT THE BEGINNING, IF AT EACH STAGE WHERE I IS OUTPUT 
C THE FIRST COLUMN'S NUMBER IS LESS THAN THE ITH COLUMN'S NUMBER 
C WE KEEP CHECKING DOWN THE OUTPUT. IF AT SOME STAGE THE FIRST 
C COLUMN'S NUMBER IS GREATER THAN CR EQUAL TO THE ITH COLUMN'S NUMBER 
C THEN OUR POLYNOMIAL IS NOT A SCHUR POLYNOMIAL. IF WE GO ALL THE WAY S 
C THROUGH THE OUTPUT AND AT EACH STAGE THE FIRST COLUMN'S NUMBER IS ^ 
C LESS THAN THE ITH COLUMN'S NUMBER THEN OUR POLYNOMIAL IS A SCHUR 
C POLYNOMIAL. 
C 
C DESCRIPTION OF PARAMETERS 
C C VECTOR OF COEFFICIENTS OF THE POLYNOMIAL (INTEGERS) 
C (I,-) COEFFICIENT OF THE I+ITH TERM OF POLYNOMIAL 
C (-.J) THE SLOTS OF THE 2ND COMPONENT ARE USED TO STORE THE INTEGER 
C VALUED COEFFICIENT, 4 DIGITS FOR EACH SLOT, THE 1ST SLOT 
C BEING THE I'S, lO'S, lOO'S. AND 1000'S PLACE OF THE 
C INTEGER 
c PTR VECTOR CONTAINING THE SIGNS OF THE COEFFICIENTS OF 
C THE POLYNOMIAL 
C +l POSITIVE 
C -I NEGATIVE 
C N DEGREE OF THE POLYNOMIAL PLUS ONE 
C 
N = 7 
C 
C MODIFICATIONS 
C TO CHANGE THE POLYNOMIAL BEING TESTED WE MUST CHANGE THE VECTOR 
C C AND PTR AND THE VARIABLE N 
C 
C( 1 .1) = 4563 
C( I ,2) = 62 
C(2.1) = 1 1 7 9  
C(2,2) = 459 
C(3«I) = 7319 
C(3 ,2) = 1 459 
c(4 ,n = 2641 
C(4,2) = 2589 
C(5,l) = 24 
C(5,2) = 2721 
C(6.l) - 2674 
C(6 ,2) = 1613 
C(7,1) = 8608 
C(7.2) = 421 
DO 200 I = 1 » 
DO 210 J II w
 
C( I ,J) = 0 
210 CONTINUE 
200 CONTINUE 
PTR<1) = 1 
PTR(2) = -1 
PTR(3) = 1 
PTR(4) -= -I 
PTR(5) = 1 
PTR(6) = -1 
PTR(7) = 1 
120 M = N - 1 
WRITE (6,1) N 
1 FORMAT*• ',12) 
WRITE (6.2) C 
2 FORMAT(• •.7115) 
WRITE (6,3) PTR 
3 FORMAT(• ',7110) 
IF (N.LE.2) GO TO 130 
DO 30 I = 1,M 
I P L U S l  = 1 + 1  
NMINI = N - I 
DO 160 J = 1,64 
AA(J) = C(N,J) 
BB(J) = C(IPLUSl,J) 
160 CONTINUE 
CALL MULT(AA,BB,D) 
DO 150 J = 1,64 
AA(J) = C(1,J) 
BB( J) = C( NMI NI , J) 
150 CONTINUE 
M 
<X> 
t-" 
CALL MULT(AA.BB.E) 
PD = PTR(N)»PTR(IPLUS1) 
PE = PTRC1J*PTR(NMINI)•(-1) 
IF (PD.NE.PE) GO TO 40 
CALL ADD(D,E,F) 
PTG(I) = PD 
GO TO 50 
40 DO 80 J = 1,64 
IF (0(64 - J + I).GT.E(64 - J + D) GD TO 60 
IF (D(64 - J + 1)«LT.E(64 - J + D) GO TO 70 
80 CONTINUE 
60 CALL SUBT(D,E.F) 
PTG(I) = PD 
GO TO 50 
70 CALL SUBT(E»D.F) 
PTG(I) = PE 
50 DO 90 J = 1,64 
G(I ,J) = F(J) 
90 CONTINUE 
30 CONTINUE 
DO 170 I = 1,M 
DO 180 J = 1,64 
IF (G(I,J).NE.OJ GO TO 190 
180 CONTINUE 
170 CONTINUE 
190 KO = I 
N = M - KO + 1 
DO 100 1 = 1,N 
PTR( I ) = PTG(KO + I - I ) 
DO 110 J = 1,64 
C ( I • J) = G( KO + I - 1 , J ) 
110 CONTINUE 
100 CONTINUE 
NPLUSl = N + 1 
DO 230 I = NPLUSl,7 
PTR(I) = 0 
DO 240 J = 1,64 
C(J ,J) = 0 
240 CONTINUE 
230 CONTINUE 
GO TO 120 
130 STOP 
END 
vo 
w 
SUBROUTINE ADOCAA.38,CC) 
INTEGER A(64),B(64),C(64) 
INTEGER AA(64),88(64),CC(64) 
INTEGER I,K,D,E,F 
C 
C SUBROUTINE ADD 
C 
C PURPOSE 
C TO ADD TOGETHER 2 LARGE INTEGERS 
C 
C DESCRIPTION OF PARAMETERS 
C A, B, C VECTORS - EACH VECTOR CONTAINS AN INTEGER 
C FOUR DIGITS TO EACH COMPONENT 
C C = A + B 
C 
00 100 I = 1,64 
A(I ) = AA( I ) 
B( I ) = BB( I ) 
C( I ) = CCfI > 
100 CONTINUE 
vo 
DO 30 I = 1.64 
CCI) = o 
30 CONTINUE 
DO 5 I = 1 » 64 
K = I 
D = A{ I ) • 8(1) + C ( I ) 
10 E = D/IOOOO 
F = D - E*10000 
C(K) = F 
IF (E.EQ.O) GO TO 5 
K = K + 1 
D = C(K) + 1 
GO TO 10 
5 CONTINUE 
DO 110 I = 1,64 
CCtI) = C(I) 
110 CONTINUE 
RETURN 
END 
ui 
SUBROUTINE SUBT(AA,BB,CC) 
INTEGER A(64) ,8(64) «C(64) 
INTEGER AA(64),BB(64),CC(64) 
INTEGER I,K.IPLUSl»KMINl,J 
C 
C SUBROUTINE SUBT 
C 
C PURPOSE 
C TO SUBTRACT 2 LARGE INTEGERS 
C 
C DESCRIPTION OF PARAMETERS 
C A, B, C VECTORS - EACH VECTOR CONTAINS AN INTEGER 
C FOUR DIGITS TO EACH COMPONENT 
C C = A - B 
C 
DO too I = 1,64 
A(I ) = AA(I ) 
8(1) = B8(I) 
C C D  =  C C (  I  )  
100 CONTINUE 
DO 70 I = 1,64 
C( I) = 0 
70 CONTINUE 
DO 5 I = 1,64 
IF ( A (  I ) .GE.B(I ) ) GO TO 10 
K = I + 1 
30 IF (A(K).NE.O) GO TO 20 
K = K + 1 
GO TO 30 
20 A(K) = A(K> - 1 
I P L U S l  = 1 + 1  
IF (K.EQ.IPLUSl) GO TO 40 
KMINl = K - 1 
DO 50 J = IPLUSl.KMINl 
A(J) = 9999 
50 CONTINUE 
40 A ( I ) = A(I > + 10000 
10 C(I) = A(I) - 8(1) 
5 CONTINUE 
DO 110 I = 1,64 
C C ( I )  =  C i l }  
110 CONTINUE 
RETURN 
END 
VD 
SUBROUTINE MULT(AAtSB»CC) 
INTEGER A(64) ,8(64) ,C(64) ,D,E.F,G,H,P, I .J ,K 
INTEGER AA(64) ,BB(64) ,CC(64)  
C 
C SUBROUTINE MULT 
C 
C PURPOSE 
C TO MULTIPLY TOGETHER 2  LARGE INTEGERS 
C 
C DESCRIPTION OF PARAMETERS 
C A ,  B, C VECTORS -  EACH VECTOR CONTAINS AN INTEGER 
C FOUR DIGITS TO EACH COMPONENT 
C C =  A X B 
C 
00 100 I  = 1 ,64 
A(  I  > =  AA(  I  )  
B( I  )  =  BB(  I  )  °°  
C( I  )  =  CC( I  )  
100 CONTINUE 
DO 5  1  -  1,64 
C( IJ  =  0  
5  CONTINUE 
DO 10 I  = 1 ,32 
DO 20 J  =  1 ,32 
D =  A (J)*B( I )  
E =  D/10000 
F = O - E*10000 
G = C ( I  + J -  1 )  +  F  
K = I + J - l 
30 H = G/10000 
P = G - H+lOOOO 
C(K) - P 
IF (H.EQ.O) GO TO 40 
K = K + 1 
G - C(K) + 1 
GO TO 30 
4 0  G = C ( I  + J )  + E  
K = I + J 
50 H = G/10000 
P = G - H*10000 
C(KJ = P 
IF (H.EQ.O) GO TO 20 
K = K + 1 
G = C(K) + 1 
GO TO 50 
20 CONTINUE 
10 CONTINUE 
DO 110 I = 1,64 
CC{ I) = C(I ) 
110 CONTINUE 
RETURN 
END 
VO 
v£> 
200 
APPENDIX D 
INTEGER P<3)tA(3*3»16)*  Al (3 .3 ,16) •A2(3«3,16} .X(3)  
INTEGER I ,J .L ,K,M,N. I l , I2 ,J1,J2,T,PTF,L1,L2,L3,PSUM 
INTEGER B(16) .C(16) ,D(16) ,E(16) ,F(16) ,G(16) ,SUM{16)  
INTEGER K1.K2,K3,N1,N2,NN 
INTEGER FACT.COMB 
INTEGER T0T(16) ,PT0T 
C 
C MAIN PROGRAM 
C 
C PURPOSE 
C THIS PROGRAM CALCULATES P3/C3 FOR THE LINEAR 7-STEP METHOD 
C (RHO,SIGMA) WHERE THE SIGMA POLYNOMIAL HAS 3  ROOTS OF 0 .5  AND 
C 4  ROOTS OF 0 .4  AND RHO IS  SUCH THAT (RHO,SIGMA) HAS ORDER 7 ,  
C IN THIS PROGRAM, 8  3X3 DETERMINANTS ARE BUILT AND ARE EVALUATED 
C USING THE DEFINITION TO DETERMINING THE POLYNOMIAL P3/C3.  EACH 
C DETERMINANT IS  PRINTED OUT UNDER SUM AND THE VALUE OF THE 
C COEFFICIENT OF EACH TERM OF THE POLYNOMIAL P3/C3 (LOWEST TO 
C HIGHEST DEGREE) IS  PRINTED OUT UNDER TOTAL.  THE SIGN OF EACH 
C NUMBER IS  PRINTED UNDER EACH NUMBER. 
C 
C DESCRIPTION OF PARAMETERS 
C Al  MATRIX CONSISTING OF THE R POLYNOMIAL PARTS OF P3/C3 
C A2 MATRIX CONSISTING OF THE S POLYNOMIAL PARTS OF P3/C3 
C THE FIRST TWO COMPONENTS STORE THE POSITION IN THE MATRIX 
C AND THE THIRD COMPONENT CONTAINS THE LARGE INTEGER 
C (4  DIGITS/COMPONENT) 
C THESE ARE READ-IN AT THE START OF THE PROGRAM 
C A  DETERMINANT BEING EVALUATED 
C X VECTOR USED TO BUILD EACH OF THE 8  3X3 DETERMINANTS 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
1 000 
TOT 
SUM 
NI  = (  
N2 =  1 
NN = 1 
VECTOR USED TO EVALUATE THE DETERMINANTS BY USING 
THE DEFINITION 
TOTAL ( INTEGER) 
SUM ( INTEGER) 
270 
MODIFICATION 
TO FIND P3 FOR A DIFFERENT (RHO.SIGMA) LINEAR 7-STEP METHODS 
WE MUST F IND THE LCM OF THE DENOMINATORS OF ALL THE COEFFICIENTS 
OF THE R AND S POLYNOMIALS,  WE CALL THIS NUMBER C.  THEN WE INPUT 
THE R AND S COEFFICIENTS DIVIDED BY C AS DATA.  THE R POLYNOMIAL 
COEFFICIENTS FIRST IN THEIR MATRIX FORM AND THEN THE S POLYNOMIAL 
COEFFICIENTS IN THEIR MATRIX FORM. 
DO 1000 K =  1t16 
TOT(K)  =  0  
CONTINUE 
PTOT =  1  
DO 270 M =  l i3  
DO 270 K =  1 ,3  
DO 270 N = 1 .16 
A1(M.K.N)  =  0  
A2(M.K.N)  =  0  
CONTINUE 
DO 260 M =  1 .3  
Si 
g 
DO 260 K =  1 ,3  
READ (5 ,1)  A1(M,K,2) ,A1(M,K,1)  
1  FORMAT(2I4)  
260 CONTINUE 
DO 265 M =  1 .3  
DO 265 K =  1 .3  
READ (5 .1)  A2(M.K.2) .A2(M.K«1)  
265 CONTINUE 
DO 11 K1 =  1 .2  
DO 11 K2 =  1 .4  
DO 11 K3 =  1 .4  
X(  1  J =  K1 -  1 
X(2)  =  K2 -  1 
X(3)  =  K3 -  1 
DO 12 L  =  1 .3  
IF  (X(L) .NE.O)  GO 
12 CONTINUE 
GO TO 15 
13 IF  (L.EQ.3)  GO TO 
DO 14 N =  L ,2  
IF  (X(N) .GE.X(N + 
14 CONTINUE 
15 DO 280 M =  1 .3  
DO 280 K =  1 ,3  
DO 280 N =  1 .16 
A(  M.K.N)  =  AKM.K.N)  
280 CONTINUE 
DO 300 L  = 1 .3  
IF  (X(L) .NE.O)  GO TO 310 
TO 13 
1  5  
I  )  )  GO TO 11 
O 
W 
300 CONTINUE 
GO TO 320 
310 DO 330 K =  L .3  
DO 330 M =  1 ,3  
DO 330 N =  I ,  16 
A(M.XIK) .N)  =  A2(M.X(K) ,N)  
330 CONTINUE 
320 DO 50 K =  I f  16 
SUM(K)  =  0  
50 CONTINUE 
PSUM =  1  
DO 150 I  = l i2  
DO 150 J  =  1»3 
DO 160 L  = 1 ,3  
P(L)  =  L  
160 CONTINUE 
DO 170 I I  = 1 ,1  
DO 170 12 =  2 ,2  
T =  P( l )  
P(1)  =  P( I2)  
P(12)  =  T 
170 CONTINUE 
DO 180 J l  =  1  ,J  
DO 180 J2 =  2 ,3  
T =  P( l )  
P(  I  )  =  P(J2)  
P(J2)  =  T 
180 CONTINUE 
NS 
g 
DO 20 K =  1 ,16 
B(K)  =  A(1.P(1) ,K)  
C(K)  =  A(2.P(2) .K)  
D(K)  =  A(3,P(3) .K)  
20 CONTINUE 
00 40 M =  1 .16 
E(M)  =  0  
F(M)  =  0  
40 CONTINUE 
CALL MULT(8,C,E)  
CALL MULT(D.E.F)  
PTF =  (  1 ) ** :  
WRITE (6 ,2)  (FC17 -  M) ,  M =  1 ,16)  
2  FORMAT(•  ' .1615)  
WRITE (6 ,3)  PTF 
3  FORMAT( '  •  ,110)  
IF  (PSUM.NE.PTF)  GO TO 90 ^  
CALL AOD{SUM,F,SUM) 
GO TO 150 
90 DO 70 K =  1 ,16 
IF  (F(17 -  K) .GT,SUM(17 -  K))  GO TO 80 
IF  (F(17 -  K) .LT,SUM(17 -  K))  GO TO 110 
70 CONTINUE 
GO TO 100 
80 CALL SUBT(F.SUM.SUM) 
PSUM =  PTF 
GO TO 150 
110 CALL SUBT(SUM,F.SUM) 
GO TO 150 
100 DO 120 K =  1 .1Ô 
SUM(K)  =  0  
120 CONTINUE 
PSUM =  1 
150 CONTINUE 
WRITE (6 ,8)  
8  FORMAT(•  • , 'SUM')  
WRITE (6 ,2)  (SUM(17 -  M),  M =  1 ,16)  
WRITE (6 ,3)  PSUM 
DO 78 K =  1 ,5  
WRITE (6 ,6)  
78 CONTINUE 
IF  (PTOT.NE.PSUM) GO TO 51 
CALL ADD(TOT.SUM,TOT)  
GO TO 77 
51 00 53 K =  1 ,16 
IF  (SUM{17 -  K) .GT.T0T(17 -  K))  GO TO 54 
IF  (SUM(17 -  K) .LT.TOT(17 -  K))  GO TO 56 
53 CONTINUE 
GO TO 57 
54 CALL SUBT(SUM,TOT,TOT)  
PTOT =  PSUM 
GO TO 77 
56 CALL SUBT(TOT,SUM.TOT)  
GO TO 77 
57 DO 58 K =  1 ,16 
TOT(K)  =  0  
58 CONTINUE 
PTOT = I 
77 IF CN2.GE.NN) GO TO 
N2 = N2 + I 
GO TO 11 
66 WRITE (6.7) 
7 FORMAT*' 'TOTAL') 
WRITE (6.2) (T0T(17 
WRITE (6,3) PTOT 
00 400 M = 1,5 
WRITE (6,6) 
6 FORMAT(• 'J 
400 CONTINUE 
DO 1001 K = 1,16 
TOT(K) = 0 
1001 CONTINUE 
PTOT = 1 
N1 = N1 + 1 
IF (N1.GE.4) GO TO 1 
NN = COMB(3,N1) 
N2 = 1 
11 CONTINUE 
STOP 
END 
1 , 1 6 )  
s 
SUBROUTINE A00(AA«BB.CC) 
INTEGER A(16).B(16)«C<16) 
INTEGER AA(16),BB(16),CC(16) 
INTEGER I.K.D.E.F 
C 
C SUBROUTINE ADD 
C 
C PURPOSE 
C TO ADD TOGETHER 2 LARGE INTEGERS 
C to 
C DESCRIPTION OF PARAMETERS § 
C A, B, C VECTORS - EACH VECTOR CONTAINS AN INTEGER 
C FOUR DIGITS TO EACH COMPONENT 
C C = A + B 
C 
DO 100 I = 1.16 
A(I) = AA(I) 
B(I) = BB(I) 
C( I ) = CC(I ) 
100 CONTINUE 
DO 30 I = 1*16 
CCI) = 0 
30 CONTINUE 
DO 5 I = 1,16 
K — I 
D = A( I ) + B( I) + C( I) 
10 E = D/10000 
F = D - E+10000 
C(K) = F 
IF (E.EQ.O) GO TO 5 
K = K + 1 
D = C( K) + 1 
GO TO 10 
5 CONTINUE 
DO 110 I = 1,16 
CC( I) = C(I) 
110 CONTINUE 
RETURN 
END 
n3 
o 
VO 
SUBROUTINE SUBT(AAtBB.CC) 
INTEGER A(16).BC16).C(16) 
INTEGER AA(16).BB(16)«CC(16) 
INTEGER l.K»IPLUSl»KMINI» J 
C 
C SUBROUTINE SUBT 
C 
C PURPOSE 
C TO SUBTRACT 2 LARGE INTEGERS 
C 
C DESCRIPTION OF PARAMETERS 
C A. B, C VECTORS - EACH VECTOR CONTAINS AN INTEGER 
C FOUR DIGITS TO EACH COMPONENT to 
C C = A - B o 
C 
DO 100 I = 1,16 
A(I) = AAC I ) 
BCD = BB(I) 
C(I) = CC(I) 
100 CONTINUE 
DO 70 I = 1,16 
CCD = 0 
70 CONTINUE 
DO 5 I = 1,16 
IF ( A ( I)•GE.B(I) l  GO TO 10 
K = I + 1 
30 IF (A(K).NE.O) GO TO 20 
K = K + I 
GO TO 30 
20 A(K) = A(K) - 1 
I P L U S l  = 1 + 1  
IF (K.EG.IPLUSl) GO TO 40 
KMINl = K - 1 
DO 50 J = IPLUSl.KMINl 
A(J) = 9999 
50 CONTINUE 
40 A(l) = A(i) + 10000 
10 Cd) = At I) - 8(1) 
5 CONTINUE 
DO 110 I = 1,16 
CC( I ) = C( I ) 
110 CONTINUE 
RETURN 
END 
m 
m 
SUBROUTINE MULT(AA«B8«CC) 
INTEGER A (16).B(16),C(16),D,E.F,G,H.P,I,J,K 
INTEGER AA(16),BB(16).CC(16) 
C 
C SUBROUTINE MULT 
C 
C PURPOSE 
C TO MULTIPLY TOGETHER 2 LARGE INTEGERS 
C 
C DESCRIPTION OF PARAMETERS 
C A. B, C VECTORS - EACH VECTOR CONTAINS AN INTEGER 
C FOUR DIGITS TO EACH COMPONENT 
C C = A X 0 
C 
00 100 I = 1.16 
A(I) = AA(I) 
B(I) = BB(I) 
C( I ) = CC{I) 
100 CONTINUE 
DO 5 1 = 1.16 
C( I ) = 0 
5 CONTINUE 
DO 10 I = l»8 
DO 20 J = 1*8 
D = A(J)*B(I) 
E = 0/10000 
ro 
m 
nj 
F = D - £«100 00 
G = C ( I + J - l > + F  
K = I + J - 1 
30 H = G/10000 
P = G - H*10000 
C(K> = P 
IF (H.EQ.O) GO TO 40 
K = K + 1 
G = C(K) + 1 
GO TO 30 
40 G = C( I + J ) + E 
K = I + J 
50 H = G/10000 
P = G - H*10000 
C(K) = P 
IF (H.EQ.Oj GO TO 20 
K = K + 1 
G = C(K) + 1 
GO TO 50 
20 CONTINUE 
10 CONTINUE 
DO 110 I = 1 » 16 
CC(I) = C(I) 
110 CONTINUE 
RETURN 
END 
n) 
m 
w 
FUNCTION FACT(N) 
IMPLICIT INTEGERCF) 
INTEGER J,N,I 
C 
C FUNCTION SUBROUTINE FACT 
C 
C PURPOSE 
C TO COMPUTE N FACTORIAL FOR A GIVEN N 
C 
C DESCRIPTION OF PARAMETERS 
C FACT N FACTORIAL 
C to 
J = 1 !? 
IF (N.EQ.O) GO TO 10 
DO 20 I = 1,N 
20 J=J*I 
10 FACT=J 
RETURN 
END 
FUNCTION COMB(N,J) 
IMPLICIT INTEGER(C) 
INTEGER FACT,N,J 
C 
C FUNCTION SUBROUTINE COMB 
C 
C PURPOSE 
C TO COMPUTE N THINGS TAKEN J 
C 
C DESCRIPTION OF PARAMETERS 
C COMB N THINGS TAKEN J 
C 
COMB = FACT(N)/(FACT(J)*FACT( 
RETURN 
END 
AT A TIME 
tN) 
m 
AT A TIME ^ 
I - J )  )  
DATA 
00017010 
00000000 
00000000 
02449440 
00311850 
00017010 
28390782 
10715040 
02449440 
00155925 
00008505 
00000000 
05305545 
01221885 
00155925 
21439215 
13786395 
05305545 
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appendix e 
INTEGER P<4),A{4,4,16j,Al(4.4.1ô),A2(4,4,16),X(4) 
INTEGER I,J,L,K,M,N,I1,12•J1•J2.T*PTF.L1,L2.L3,PSUM 
INTEGER B(16)•€(16> fO(16).E(16)*F( 16)»G(16).SUNK 16),TOT(16) 
INTEGER K1 ,K2,K3,N1 . N21 NN t PTOT . K4 t Ml * M2 
INTEGER FACT.COMB 
C 
C MAIN PROGRAM 
C 
C PURPOSE 
C THIS PROGRAM CALCULATES P4/C4 FOR THE LINEAR 7-STEP METHOD 
C (RHO.SIGMA) WHERE THE SIGMA POLYNOMIAL HAS 3 ROOTS OF 0.5 AND 
C 4 ROOTS OF 0.4 AND RHO IS SUCH THAT (RHO.SIGMA) HAS CRDER 7. 
C IN THIS PROGRAM. 16 4X4 DETERMINANTS ARE BUILT AND ARE EVALUATED 
C USING THE DEFINITION TO DETERMINING THE POLYNOMIAL P4/C4. EACH 
C DETERMINANT IS PRINTED OUT UNDER SUM AND THE VALUE CF THE 
C COEFFICIENT OF EACH TERM OF THE POLYNOMIAL P4/C4 (LOWEST TO to 
C HIGHEST DEGREE) IS PRINTED OUT UNDER TOTAL. THE SIGN OF EACH 5 
C NUMBER IS PRINTED UNDER EACH NUMBER. 
C 
C DESCRIPTION OF PARAMETERS 
C A1 MATRIX CONSISTING OF THE R POLYNOMIAL PARTS OF P4/C4 
C A2 MATRIX CONSISTING OF THE S POLYNOMIAL PARTS OF P4/C4 
C THE FIRST TWO COMPONENTS STORE THE POSITION IN THE MATRIX 
C AND THE THIRD COMPONENT CONTAINS THE LARGE INTEGER 
C (4 DIGITS/COMPONENT) 
C THESE ARE READ-IN AT THE START OF THE PROGRAM 
C A DETERMINANT BEING EVALUATED 
C X VECTOR USED TO GUILD EACH OF THE 16 4X4 DETERMINANTS 
c P VECTOR USED TO EVALUATE THE DETERMINANTS BY USING 
C THE DEFINITION 
C TCT TOTAL (INTEGER) 
C SUM SUM (INTEGER) 
C 
N1 = 0 
N2 = 1 
NN = 1 
C 
C MODIFICATION 
C TO FIND P4 FOR A DIFFERENT (RHO#SIGMA) LINEAR 7-STEP METHOD 
C WE MUST FIND THE LCM OF THE DENOMINATORS OF ALL THE COEFFICIENTS 
C OF THE R AND S POLYNOMIALS. WE CALL THIS NUMBER C. THEN WE INPUT 
C THE R AND S COEFFICIENTS DIVIDED BY C AS DATA, THE R POLYNOMIAL 
C COEFFICIENTS FIRST IN THEIR MATRIX FORM AND THEN THE S POLYNOMIAL 
C COEFFICIENTS IN THEIR MATRIX FORM. 
C 
DO 1000 K = 1,16 
TOT(K) = 0 
1000 CONTINUE 
PTOT = 1 
DO 270 M = 1,4 
DO 270 K = 1.4 
DO 270 N = 1,16 
Al(M,K,N) = 0 
A2(M,K.N) = 0 
270 CONTINUE 
DO 260 M = 1,4 
DO 260 K = 1,4 
nj 
m 
VO 
READ (5,1) Al(MtK.2>.Al(M»K.1) 
1 F0RMAT(2I4) 
260 CONTINUE 
00 265 M = 1.4 
DO 265 K = 1,4 
READ (5.1) A2(M,K.2).A2(M.K.l) 
265 CONTINUE 
DO 11 Kl = 1.2 
DO 11 K2 = 1,5 
DO II K3 = 1,5 
DO 11 K4 = 1,5 
X(l ) = Kl - I 
X(2J = K2 - 1 
X(3) = K3 - I 
X(4) = K4 - 1 
DO 12 L = 1 ,4 
IF (X(L).NE.O) GO TO 13 
12 CONTINUE 
GO TO 15 
13 IF (L.EQ.4) GO TO 15 
DO 14 N = L,3 
IF (X(N).GE.X(N + 1)) GO TO 11 
14 CONTINUE 
15 DO 260 M = 1,4 
DO 280 K = 1,4 
DO 280 N = 1.16 
A(M.K.N) = A1(M,K,N) 
280 CONTINUE 
o 
00 300 L = 1#4 
IF (X(L).NE.O) GO TO 310 
300 CONTINUE 
GO TO 320 
310 DO 330 K = L»4 
DO 330 M = 1,4 
00 330 N = 1,16 
A(M.X(K).N) = A2(M,X(K),N) 
330 CONTINUE 
320 DO 50 K = 1,16 
SUM(KJ = 0 
50 CONTINUE 
PSUM = 1 
DO 150 LI = 1,2 
DO 150 L2 = 1,3 
DO 150 L3 = 1.4 
DO 160 L = 1,4 
P(L> = L 
160 CONTINUE 
DO 170 II = 1.LI 
DO 170 12 •= 2,2 
T = P(1 ) 
P( 1 ) = P(I2) 
P(I2) = T 
170 CONTINUE 
DO 180 J1 = 1,L2 
DO 180 J2 = 2,3 
T - P(l) 
P(1 ) - P(J2) 
to 
ro 
P(J2) = T 
180 CONTINUE 
00 190 Ml = 1,L3 
DO 190 M2 = 2,4 
T - P(1 ) 
P(l) = P(M2) 
P(M2) = T 
190 CONTINUE 
DO 20 K = 1,16 
B(K) = A(1,P(1),K) 
C<KJ - A<2,P(2),K) 
D(K) = A(3,P(3),K} 
G(K> = A{4,P(4),K) 
20 CONTINUE 
DO 40 M = 1,16 
E(M) = 0 
F(M) = 0 
40 CONTINUE 
CALL MULT(B.C,E) 
CALL MULT(0,G,F) 
CALL MULTC E,F ,F ) 
PTF = (-1)**(L1 + L3) 
WRITE (6,2) <F(17 - M), M = 1,16) 
2 FORMAT(• •.1615) 
WRITE (6,3.) PTF 
3 FORMAT(• ',110) 
IF (PSUM.NE.PTF) GO TO 90 
CALL AOOfSUM.F.SUM) 
GO TO 150 
90 DO 70 K = 1,16 
IF CF(i7 - K).GT.SUM(17 - K)) GO TO 80 
IF (F(17 - K).LT-SUM(17 - K>) GO TO 110 
70 CONTINUE 
GO TO 100 
80 CALL SUflTCF,SUM,SUM) 
PSUM = PTF 
GO TO 150 
110 CALL SUBTCSUM.F.SUM) 
GO TO 150 
100 00 120 K = 1,16 
SUMCK) = 0 
120 CONTINUE 
PSUM = 1 
150 CONTINUE 
WRITE (6,8) 
8 FORMAT(• •,"SUM*) 
WRITE (6,2) (SUM(17 - M). M = 1.16) 
WRITE (6,3) PSUM 
DO 78 K = 1,5 
WRITE (6,6) 
78 CONTINUE 
IF (PTUT.NE.PSUM) GO TO 51 
CALL AOD(TOT,SUM,TOT) 
GO TO 77 
51 00 53 K = 1,16 
IF (SUM(17 - K).GT.TOT(l7 - K)) GO TO 54 
IF (SUM(17 - K).LT.TOT(17 - K)» GO TO 56 
53 CONTINUE 
GO TO 57 
54 CALL SUBTCSJM,TOT,TOT) 
PTOT = PSUM 
GO TO 7 7  
56 CALL SUBT(TOT.SUM»TOTJ 
GO TO 7 7  
57 00 58 K = 1t16 
TOT(K) = 0 
58 CONTINUE 
PTOT = 1 
7 7  IF (N2.GE.NN) GO TO 66 
N2 = N2 + 1 
GO TO 11 
66 WRITE (6.7) 
7 FORMAT(• 'TOTAL') 
WRITE (6.2) (T0T(17 - M) 
WRITE (6.3) PTOT 
DO 400 M = 1.5 
WRITE (6.6) 
6 FORMAT(• •) 
400 CONTINUE 
DO 1001 K = 1,16 
TOT(K) = 0 
1001 CONTINUE 
PTOT = 1 
N1 = N1 + 1 
IF (Nl.GE.5) GO TO 11 
NN = COMB(4*Nl) 
N2 = 1 
11 CONTINUE 
STOP 
END 
ho to 
SUBROUTINE AOO(AA«BBtCC) 
INTEGER A(16).B(16).C(16) 
INTEGER AA(16).aB(16).CC(16) 
INTEGER I.K.D.E.F 
C 
C SUBROUTINE ADO 
C 
C PURPOSE 
C TO ADD TOGETHER 2 LARGE INTEGERS 
C 
C DESCRIPTION OF PARAMETERS 
C A, B, C VECTORS - EACH VECTOR CONTAINS AN INTEGER 
C FOUR DIGITS TO EACH COMPONENT 
C C = A + 8 tvj 
c 5 
DO 100 I = 1,16 
A(I) = AA(1 ) 
8(1) = 88(i) 
C<I) = CCCI) 
100 CONTINUE 
DO 30 I = 1,16 
C(I) = 0 
30 CONTINUE 
DO 5 I = 1,16 
K = I 
O = A(l) + 8(1) +  C ( I )  
10 e = D/ioooo 
F = O - E*10000 
C(K) = F 
IF (E.ÊQ.0) GO TO 5 
K = K + 1 
0 = C(K) + I 
GO TO 10 
5 CONTINUE 
DO 110 I - 1.16 
CC(I) = C(I) 
110 CONTINUE 
RETURN 
END 
n5 to 
oi 
SUBROUTINE SUBT(AAtQBtCC) 
INTEGER A(16)«B(16),C(16) 
INTEGER AA(16)»BB(16)*CC(16) 
INTEGER I.K,IPLUSl,KMINl,J 
C 
C SUBROUTINE SUBT 
C 
C PURPOSE 
C TO SUBTRACT 2 LARGE INTEGERS 
C 
C DESCRIPTION OF PARAMETERS 
C A. B» C VECTORS - EACH VECTOR CONTAINS AN INTEGER 
C FOUR DIGITS TO EACH COMPONENT 
C C = A - B 
C 
DO 100 I = 1,16 
Ad ) = AA( I ) 
B( I ) = &B( I ) 
C(I ) = CCC I ) 
100 CONTINUE 
DO 70 I = 1,16 
C(Ii = 0 
70 CONTINUE 
DO 5 I = 1t 16 
IF (A(I).GE.B(I)) GC TO 
K = I + 1 
30 IF (A(K).NE.O) GO TO 20 
K = K + 1 
GO TO 30 
20 A(K) = A(K) - I 
I P L U S l  = 1 + 1  
IF (K.EQ.IPLUSl) GO TO 
KMIM = K - 1 
DO 50 J - IPLUSl«KM INI 
A(J) = 9999 
50 CONTINUE 
40 A( I } = A(I } + 10000 
10 C( I) = A(I) - B(I ) 
5 CONTINUE 
DO 110 I = 1.10 
CC(I) = C(I ) 
110 CONTINUE 
RETURN 
END 
n3 
n> 
00 
SUBROUTINE MULT(AAt88.CC) 
INTEGER A(16) .B(16) .C(16) 
INTEGER D,E,F,G,H,P.I,J,K 
INTEGER AA(16),88(16),CC(16) 
C 
C SUBROUTINE MULT 
C 
C PURPOSE 
C TO MULTIPLY TOGETHER 2 LARGE INTEGERS 
C 
C DESCRIPTION OF PARAMETERS 
C A, 0, C VECTORS - EACH VECTOR CONTAINS AN INTEGER 
C FCUR DIGITS TO EACH COMPCNENT 
C C = A X B 
C 
DO 100 I = 1,16 
A<I) = AA(I) 
8(1) = bb(i) 
C(I) •= CCi I ) 
100 CONTINUE 
DO 5 I = 1,16 
C(I ) = 0 
5 CONTINUE 
DO 10 I = 1,8 
DO 20 J = 1,8 
D = A(J)*B(1) 
E = 0/10000 
F = D - E*10000 
G = C(1 + J - 1) + F 
K = I + J - 1 
30 H = G/10000 
P = G - H*10000 
C(K) = P 
IF (H.EQ.O) GO TO 40 
K = K + 1 
G = CCK) + 1 
GO TO 30 
4 0  G  =  C ( I  + J )  +  E  
K = I + J 
50 H = G/10000 
P = G - H*10000 
C(K> = P 
IF (H.EQ.O) GO TO 20 
K - K + 1 
G = C(K> + 1 
GO TO 50 
20 CONTINUE 
10 CONTINUE 
DO 110 I ~ 1,16 
CC(I) - C(I) 
110 CONTINUE 
RETURN 
END 
nj 
w 
o 
FUNCTION FACT(N) 
IMPLICIT INTEGER(F) 
INTEGER J,N,I 
C 
C FUNCTION SUBROUTINE FACT 
C 
C PURPOSE 
C TC COMPUTE N FACTORIAL FOR A GIVEN N 
C 
C DESCRIPTION OF PARAMETERS 
C FACT N FACTORIAL 
C 
J = 1 
IF (N.EQ.O) GC TO 10 
D O  2 0  I  =  1 » N  
20 J=J*1 
10 FACT=J 
RETURN 
END 
tsj 
w 
FUNCTION COMB(N.J) 
IMPLICIT INTEGER(C) 
INTEGER FACT,N,J 
C 
C FUNCTION SUBROUTINE COMB 
C 
C PURPOSE 
C TC COMPUTE N THINGS TAKEN J AT A TIME 
C 
C DESCRIPTION OF PARAMETERS ^ 
C CCMB N THINGS TAKEN J AT A TIME W 
C 
COMB = FACT(N)/(FACT(J)*FACT(N-J)) 
RETURN 
END 
DATA 
00017010 
00000000 
00000000 
00000000 
0244944 0 
00311850 
00017010 
00000000 
28390782 
10715040 
02449440 
00311850 
46633504 
46477830 
28390782 
10715040 
00155925 
00008505 
00000000 
00000000 
05305545 
01221885 
00155925 
00008505 
21439215 
13786395 
05305545 
01221885 
06806835 
18475695 
21439215 
13786395 
tsj 
w 
w 
234 
APPENDIX F 
INTEGER P(4).A(4,4,20),A1(4,4,20),A2(4,4,20),X(4) 
INTEGER I*J.LfK»M.NtIl*I2«Jlt J2*T« RTF «L1•L2.L3,PSUM 
INTEGER B(20),C(20),D(20),E(20),F(20),G(20).SUM(20) 
integer k1,k2,k3,n1,n2,nn,mi,m2,k4 
integer tot(6.20)tpt0t(6),aa(2t20),bb(20),acc(20).bp»ll.lll 
integer y 
C 
C  M A I N  P R O G R A M  
C 
C PURPOSE 
C THIS PROGRAM CALCULATES P5/C5 FOR THE LINEAR 7-STEP METHOD 
C (RHO.SIGMA) WHERE THE SIGMA POLYNOMIAL HAS 3 ROOTS OF 0.5 AND 
C 4 ROOTS OF 0.4 AND RHO IS SUCH THAT (RHO.SIGMA) HAS ORDER 7. 
C IN THIS PROGRAM. 32 4X4 DETERMINANTS ARE BUILT AND ARE EVALUATED 
C USING THE DEFINITION TO DETERMINING THE POLYNOMIAL P5/C5. 
C EACH OF THE 32 4X4 DETERMINANTS IS MULTIPLIED BY TWO CONSTANTS. 
C PUTTING ALL OF THESE DETERMINANTS TOGETHER WE OBTAIN THE 32 h) 
C 5X5 DETERMINANTS WE NEED TO FIND P5/C5. K 
C EACH DETERMINANT IS PRINTED OUT UNDER SUM AND BB CONTAINS THE 
C VALUE OF THE CONSTANT TIMES THE DETERMINANT. THE VALUE OF THE 
C COEFFICIENT OF EACH TERM OF THE POLYNOMIAL P5/C5 IS PRINTED OUT UNDER 
C TOTAL AS A RUNNING TOTAL. THE SIGN OF EACH NUMBER IS PRINTED 
C UNDER EACH NUMBER. 
C 
DO 1000 M = 1.6 
PTOT(M) = I 
C 
C DESCRIPTION OF PARAMETERS 
C AA CONSTANTS TO BE MULTIPLIED TIMES THE DETERMINANTS 
C THESE TWO LARGE INTEGERS ARE READ-IN AT THE START 
C OF THE PROGRAM 
c Al MATRIX CONSISTING OF PARTS OF THE R POLYNOMIAL 
C A2 MATRIX CONSISTING OF PARTS OF THE S POLYNOMIAL 
C THE FIRST TWO COMPONENTS STORE THE POSITION IN THE MATRIX 
C AND THE THIRD COMPONENT CONTAINS THE LARGE INTEGER 
C (4 DIGITS/COMPONENT) 
C THESE ARE READ-IN AT THE START OF THE PROGRAM 
C A DETERMINANT BEING EVALUATED 
C X VECTOR USED TO BUILD EACH OF THE 32 4X4 DETERMINANTS 
C P VECTOR USED TO EVALUATE THE DETERMINANTS BY USING 
C THE DEFINITION 
C 
DO 1000 K = 1,20 
TOT(M,K) = 0 
1000 CONTINUE 
^ tN> 
C MODIFICATION ^ 
C TO FIND P5 FOR A DIFFERENT (RHO,SIGMA) LINEAR 7-STEP METHOD 
C WE MUST FIND THE LCM OF THE DENOMINATORS OF ALL THE COEFFICIENTS 
C OF THE R AND S POLYNOMIALS. WE CALL THIS NUMBER C. THEN WE INPUT 
C THE PARTS OF THE R AND S COEFFICIENTS DIVIDED BY C AS DATA AND 
C ALSO THE CONSTANTS WE NEED. 
C 
DO 1002 LLL = 1,2 
DO 266 K = 1,2 
DO 266 M = 1,20 
AA(KtM) = 0 
266 CONTINUE 
READ (5.1) AA(1«2)«AA(1 , 1 J 
READ (5.1) AA(2.2)«AA(2. 1 ) 
DO 270 M = 1.4 
DO 270 K = 1,4 
DO 270 N = 1.20 
AKM.K.N) = 0 
A2(M.K.N) = 0 
270 CONTINUE 
DO 260 M = 1.4 
00 260 K = 1.4 
READ (5.1) Al(M.K.2).A1(M.K. 1 ) 
1 F0RMAT(2I4) 
260 CONTINUE 
DO 265 M = 1.4 
00 265 K = 1.4 
READ (5.1) A2(M.K*2).A2(M.K.l) 
265 CONTINUE 
00 11 Kl = 1.2 
DO 11 K2 = 1.5 
DO 11 K3 = 1.5 
DO 11 K4 = 1.5 
X( 1 ) = Kl - 1 
X(2) = K2 - 1 
X(3J = K3 - 1 
X(4) = K4 - 1 
LL = 5 
DO 12 L = 1.4 
IF (X(L).NE.O) GO TO 13 
tsJ 
w 
LL = LL - 1 
12 CONTINUE 
GO TO 15 
13 IF (L.EQ.4) GO TO 15 
DO 14 N = L.3 
IF <X(NJ«GE.X(N + 1)1 GO TO 11 
14 CONTINUE 
15 DO 280 M = 1,4 
DO 280 K = 1,4 
DO 280 N = 1,20 
A(M.K,N) = A1(M«K,N; 
280 CONTINUE 
DO 300 L = 1,4 
IF (X(L).NE.O; GO TO 310 
300 CONTINUE 
GO TO 320 
310 DO 330 K = L,4 
DO 330 M = 1,4 
00 330 N = 1,20 
A(M.X(K),N) = A2(M,X(K),N) 
330 CONTINUE 
320 DO 50 K = 1,20 
SUM(K) = 0 
50 CONTINUE 
PSUM = 1 
DO 150 LI = 1,2 
DO 150 L2 = 1.3 
DO 150 L3 = 1,4 
DO 160 L = 1.4 
P(L) = L 
160 CONTINUE 
DO 170 II = 1tLl 
DO 170 12 = 2,2 
T = P(1) 
P( 1 ) = PCI2) 
P(12) = T 
170 CONTINUE 
00 180 J1 = 1,L2 
DO 180 J2 = 2.3 
T = P( 1 ) 
P( 1 ) = P(J2) 
P(J2) = T 
180 CONTINUE 
DO 190 Ml = 1.L3 
DO 190 M2 = 2*4 
T = P( 1 ) 
P( 1) = P(M2) 
P(M2) = T 
190 CONTINUE 
DO 20 K = 1 .20 
B(K) = A(1,P<1),K) 
C(K) = A(2.P(2).K) 
D(K) = A(3tP(3),K) 
G(K) = A(4.P(4),K) 
20 CONTINUE 
w 
vO 
DO 40 M = 1,20 
E(MJ = O 
F(M) = 0 
40 CONTINUE 
CALL MULT(B.C.E) 
CALL MULTfD,G,F) 
CALL MULT(E.F.F) 
PTF = (-1)**(L1 + L3> 
WRITE (6,2) (F<21 - M), M = 1,20) 
2 FORMAT(• ',2015) 
WRITE (6,3) PTF 
3 FORMAT(• *,110) 
IF (PSUM.NE.PTF) GO TO 90 
CALL ADD(SUM,F,SUM) 
GO TO 150 
90 DO 70 K = 1,20 ^ 
IF (F(21 - K).GT.SUM(21 - K)) GO TO 80 g 
IF (F(21 - K).LT.SUM(21 - K)) GO TO 110 
70 CONTINUE 
GO TO 100 
80 CALL SUBTCF,SUM,SUM) 
PSUM - PTF 
GO TO 150 
110 CALL SUBTtSUM,F,SUMJ 
GO TO 150 
100 DO 120 K = 1,20 
SUM(K) = 0 
120 CONTINUE 
PSUM = 1 
150 CONTINUE 
WRITE (6,8) 
8 FORMAT!• •,'SUM') 
WRITE (6,2) (SUM(21 - M), M = 1,20) 
WRITE (6,3) PSUM 
DO 78 K = 1,5 
WRITE (6,6) 
6 FORMAT(' • ) 
78 CONTINUE 
DO 267 M = 1,2 
DO 269 K = 1,20 
ACC(K) = TOT(LL + M - 1,K) 
269 CONTINUE 
DO 268 K = 1,20 
BB(K) = AA(M,K) 
268 CONTINUE 
CALL MULT(BB,SUM,BB) ^ 
BP = ((-1)**(LLL + 1)) * PSUM 
WRITE (6.7) 
7 FORMAT(" ' , 'BB' ) 
WRITE (6.2) (BB(21 - J), J = 1,20) 
WRITE (6,3) BP 
IF (BP.NE.PTOT(LL + M - 1)) GO TO 81 
CALL ADD(ACC.BB.ACC) 
GO TO 87 
81 DO 83 K - 1.20 
IF (BB(21 - K).GT.ACC(21 - K)) GO TO 84 
IF (BB(21 - K).LT.ACC(21 - K)) GO TO 86 
83 CONTINUE 
GO TO 97 
84 CALL SUBT(BB«ACC«ACC) 
PTOTCLL + M - I I = BP 
GO TO 87 
06 CALL SUBT(ACC,BB,ACC) 
GO TO 87 
97 DO 88 K = 1,20 
ACC(K) = 0 
88 CONTINUE 
PTOTCLL + M - 1) = 1 
87 DO 89 K = 1,2 0 
TOTtLL • M - l,K) = ACC(K) 
89 CONTINUE 
WRITE {6,9) 
9 FORMATC "TOTAL") 
WRITE (6,2) (ACC(21 - J), J 
WRITE (6,3) PTOT(LL + M - 1 
Y = LL + M - 1 
WRITE 16,3) Y 
267 CONTINUE 
11 CONTINUE 
1002 CONTINUE 
WRITE (6,99) 
99 FORMAT(• 'TOTALS') 
DO 17 M = 1,6 
00 27 K = 1 ,20 
ACC(K) = TOT(M,K) 
27 CONTINUE 
WRITE (6,2) (ACC(21 - J). J 
1 , 2 0 )  
to 
1 , 2 0 )  
WRITE (6,3) PTOT(M) 
CONTINUE 
STOP 
END 
SUBROUTINE A00(AA«BB.CC} 
INTEGER A(20).8(20).C(20) 
INTEGER AA(20)tBB(20),CC(20) 
INTEGER I.K.D.E.F 
C 
C SUBROUTINE ADD 
C 
C PURPOSE 
C TO ADD TOGETHER 2 LARGE INTEGERS 
C 
C DESCRIPTION OF PARAMETERS 
C A, 8, C VECTORS - EACH VECTOR CONTAINS AN INTEGER 
C FOUR DIGITS TO EACH COMPONENT 
C C = A + B 
C 
DO 100 I = 1,20 
A( I ) = AA(I) 
B(I) = 8B(I) 
CI I ) = CC(I} 
100 CONTINUE 
DO 30 I = 1.20 
C<I) = 0 
30 CONTINUE 
DO 5 : = 1,20 
K = I 
D = Ad) + 8(1) + Cd ) 
10 E = D/10000 
F = O - E»10000 
C(K) = F 
IF (E.EQ.O) GO TO 5 
K = K + 1 
D = C(K) + 1 
GO TO 10 
5 CONTINUE 
DO 110 I = 1,20 
cc( I) = Cd ) 
no CONTINUE 
RETURN 
END 
NJ 
f-Ln 
SUBROUTINE SUBT(AA.BB.CO 
INTEGER A(20),B(20),C(20) 
INTEGER AA(20)«BB(20)tCC{20) 
INTEGER I«K.IPLUS1.KMINI.J 
C 
C SUBROUTINE SUBT 
C 
C PURPOSE 
C TO SUBTRACT 2 LARGE INTEGERS 
C 
C DESCRIPTION OF PARAMETERS 
C A. B, C VECTORS - EACH VECTOR CONTAINS AN INTEGER 
C FOUR DIGITS TO EACH COMPONENT 
C C = A - B 
C 
DO 100 I = 1,20 
A(I ) = AA(I) 
B(I ) = B8(I) 
C( I ) = CC(I) 
100 CONTINUE 
DO 70 I = 1.20 
C(I) = 0 
70 CONTINUE 
DO 5 : = 1,20 
IF (A(I ) .GE.Bd ) ) GO TO 10 
K = I + 1 
30 IF (A(K).NE.O) GO TO 20 
K = K + 1 
GO TO 30 
20 A(K) = A(K) - 1 
I P L U S l  = 1 + 1  
IF (K.EQ.IPLUSl) GO TO 40 
KMINl = K - 1 
DO 50 J = IPLUSl.KMINl 
A(J) = 9999 
50 CONTINUE 
40 A( I ) = Ad ) + 10000 
10 C(I) = Ad) - 8(1) 
5 CONTINUE 
DO 110 1 = 1,20 
CC( I ) = C(I ) 
110 CONTINUE 
RETURN 
END 
-J 
SUBROUTINE MULT(AA*BB«CC) 
INTEGER A(20)*8(20)tC(20) 
INTEGER D.E.F,G,H,P.I,J,K 
INTEGER AA(20 ),BB(20)»CCC20) 
C 
C SUBROUTINE MULT 
C 
C PURPOSE 
C TO MULTIPLY TOGETHER 2 LARGE INTEGERS 
C 
C DESCRIPTION OF PARAMETERS 
C A, B, C VECTORS - EACH VECTOR CONTAINS AN INTEGER 
C FOUR DIGITS TO EACH COMPONENT 
C C = A X B 
C 
DO 100 I = 1,20 
A(I) = AA( I ) 
B(I) = BB(I ) 
C(I) = CC(I) 
too CONTINUE 
DO 5 1 = 1,20 
CCD = 0 
5 CONTINUE 
DO 10 I = 1*10 
DO 20 J = 1.10 
O = A(J)*8(I) 
E = D/10000 
F = D - 5*10000 
G = C(I +J- 1) + F 
K = I + J - 1 
30 H = G/1 0000 
P = G - H*10000 
C(K) = P 
IF (H.EQ.O) GO TO 40 
K = K + l 
G = C(K) + l 
GO TO 3 0 
40 G = C(I f J) + E 
K = I + J 
50 H = G/10000 
P = G - H*10000 
C(K) = P 
IF (H.EQ.O) GO TO 20 
K = K + 1 
G = C(K) + 1 
GO TO 50 
20 CONTINUE 
10 CONTINUE 
DO 110 I = 1,20 
CC( I) = C( I ) 
110 CONTINUE 
RETURN 
END 
k) 
vO 
DATA 
00017010 
00155925 
00311850 
00017010 
0000 0000 
00000000 
10715040 
02449440 
00311850 
00017010 
46477830 
28390782 
10715040 
02449440 
00000000 
46633 504 
46477830 
28390782 
01221885 
00155925 
00008505 
00000000 
13786395 
05305545 
01221885 
00155925 
18475695 
21439215 
13786395 
05305545 
00000000 
06806635 
18475695 
21439215 
00000000 
00008505 
0244944 0 
00017010 
00000000 
00000000 
28390782 
0244944 0 
00311850 
00017010 
46633504 
2839 0782 
10715040 
02449440 
00000000 
46633504 
46477830 
28390782 
05305545 
00155925 
00008505 
00000000 
21439215 
05305545 
01221885 
00155925 
06806835 
21439215 
13786395 
05305545 
00000000 
06806635 
18475695 
21439215 
251 
APPENDIX G 
INTEGER P(4),A(4.4,24),A1(4,4,24),A2(4,4,24),X(4) 
INTEGER I,J,L,K,M,N,I1,I2,J1.J2,T,PTF,L1«L2.L3*PSUH 
INTEGER S(24J.C(24) ,0(24)t E(24},F(24),G(24J,SUM(24) 
INTEGER K1,K2,K3,N1,N2,NN.M1,M2,K4 
INTEGER TOT(7,2 4),PT0T(7).AA(2.24)fBB(24),ACC(24),BP,LL,LLL 
INTEGER V 
INTEGER AAl(2»24).BBl(24) 
C 
C MAIN PROGRAM 
C 
C PURPOSE 
C THIS PROGRAM CALCULATES P6/C6 FOR THE LINEAR 7-STEP METHOD 
C (RHO,SIGMA) WHERE THE SIGMA POLYNOMIAL HAS 3 ROOTS OF 0.5 AND 
C 4 ROOTS OF 0.4 AND RHO IS SUCH THAT (RHO,SIGMA) HAS ORDER 7. 
C IN THIS PROGRAM, 64 4X4 DETERMINANTS ARE BUILT AND ARE EVALUATED 
C USING THE DEFINITION TO DETERMINING THE POLYNOMIAL P6/C6. ^ 
C EACH OF THE 64 4X4 DETERMINANTS IS MULTIPLIED BY FOUR CONSTANTS. 
C PUTTING ALL OF THESE DETERMINANTS TOGETHER WE OBTAIN THE 64 
C 6X6 DETERMINANTS WE NEED TO FIND P6/C6. 
C EACH DETERMINANT IS PRINTED OUT UNDER SUM AND BB CONTAINS THE 
C VALUE OF THE CONSTANT TIMES THE DETERMINANT. THE VALUE OF THE 
C COEFFICIENT OF EACH TERM OF THE POLYNOMIAL P6/C6 IS PRINTED OUT UNDER 
C TOTAL AS A RUNNING TOTAL. THE SIGN OF EACH NUMBER IS PRINTED 
C UNDER EACH NUMBER. 
C 
DO 1000 M = 1,7 
PTOT(M) = 1 
C 
C DESCRIPTION OF PARAMETERS 
c AA CONSTANTS TO BE MULTIPLIED TIMES THE DETERMINANTS 
C THESE FOUR LARGE INTEGERS ARE READ-IN AT THE START 
C OF THE PROGRAM 
C Al MATRIX CONSISTING OF PARTS OF THE R POLYNOMIAL 
C A2 MATRIX CONSISTING OF PARTS OF THE S POLYNOMIAL 
C THE FIRST TWO COMPONENTS STORE THE POSITION IN THE MATRIX 
C AND THE THIRD COMPONENT CONTAINS THE LARGE INTEGER 
C (4 DIGITS/COMPONENT) 
C THESE ARE READ-IN AT THE START OF THE PROGRAM 
C A DETERMINANT BEING EVALUATED 
C X VECTOR USED TO BUILD EACH OF THE 32 4X4 DETERMINANTS 
C P VECTOR USED TO EVALUATE THE DETERMINANTS BY USING 
C THE DEFINITION 
C 
DO 1000 K = 1.24 
TOT(MfK) = 0 NÎ 
1000 CONTINUE w 
C 
C MODIFICATION 
C TO FIND P6 FOR A DIFFERENT (RHO,SIGMA) LINEAR 7-STEP METHOD 
C WE MUST FIND THE LCM OF THE DENOMINATORS OF ALL THE COEFFICIENTS 
C OF THE R AND S POLYNOMIALS. WE CALL THIS NUMBER C. THEN WE INPUT 
C THE PARTS OF THE R AND S COEFFICIENTS DIVIDED BY C AS DATA AND 
C ALSO THE CONSTANTS WE NEED. 
C 
DO 1002 LLL = l»4 
DO 266 K = 1.2 
DO 266 M = 1,24 
AA(K«M) = 0 
AA1(K,M) = 0 
266 CONTINUE 
READ (5,1) AA(l,2),AA(l,l) 
READ (5.1) AA(2t2)fAA(2. 1 } 
READ (5,1) AAl ( 1,2) ,AA1(1 * 1) 
READ (5,1) AA1{2,2),AA1(2,1) 
DO 270 M = 1,4 
DO 270 K = 1.4 
DO 270 N = 1,24 
AKM.K.N) - 0 
A2(M,K.N) = 0 
270 CONTINUE 
DO 26 0 M = 1.4 
DO 260 K = 1,4 
READ (5.1) A1(M.K.2}.A1(M,K,1) 
1 F0RMAT(2I4) 
260 CONTINUE 
DO 265 M = 1,4 
DO 265 K = 1,4 
READ (5,1) A2(M,K,2 ),A2(M,K,I) 
265 CONTINUE 
DO 11 K1 = 1,2 
DO 11 K2 = 1,5 
DO 11 K3 = 1,5 
DO 11 K4 = 1,5 
X( 1 ) = K1 - I 
X(2) = K2 - 1 
X(3) = K3 - 1 
X(4) = K4 - 1 
t-o 
Ln 
LL = 5 
DO 12 L = 1,4 
IF (X(L).NE.O) GO TO 13 
LL = LL - 1 
12 CONTINUE 
GO TO 15 
13 IF (L.EQ.4) GO TO 15 
DO 14 N = L.3 
IF (X(N).GE.X(N + 1)) GO TO 11 
14 CONTINUE 
15 DO 280 M = 1.4 
DO 280 K = 1*4 
DO 280 N = It 24 
A(M.K«N) = A1(M«K*N) 
280 CONTINUE 
DO 300 L = 1,4 
IF (X(L).NE.O) GO TO 310 
300 CONTINUE 
GO TO 320 
310 DO 330 K = L,4 
DO 330 M = 1,4 
DO 330 N = 1,24 
A(M.X(K),N) = A2fM,X(K),N) 
330 CONTINUE 
320 DO 50 K = I,24 
SUM(K) - 0 
50 CONTINUE 
N 
PSUM = I 
DO 150 LI = 1,2 
DO 150 L2 = 1,3 
00 150 L3 = 1.4 
DO 160 L = 1,4 
P(L) = L 
160 CONTINUE 
DO 170 II = I,LI 
00 170 12 = 2.2 
T = P(1 ) 
P( 1) = P(I2) 
P( 12 > = T 
170 CONTINUE 
DO 180 J1 = 1,L2 
DO 180 J2 = 2,3 
T = P( 1 J 
P { 1 ) = P ( J 2 ) 
P(J2) = T 
ISO CONTINUE 
DO 190 Ml = 1.L3 
DO 190 M2 = 2,4 
T = P(1> 
P( 1 ) = P(M2) 
P(M2) = T 
190 CONTINUE 
00 20 K = 1,24 
B(K ) = A(1,P(1),K) 
C(K) = A(2,P(2).K> 
0(K) = A(3,P(3),K) 
G(K) = A(4,P(41,K) 
20 CONTINUE 
n: \-n 
ON 
DO 40 M = I,24 
E(M) = 0 
F(M) = 0 
40 CONTINUE 
CALL MULT(B.C.E) 
CALL MULTCO.GtF) 
CALL MULT{E.F,F) 
PTF = (-1)**IL1 + L3) 
WRITE (6,2) (F{25 - M), M = 1,24) 
2 FORMAT!• ',2415) 
WRITE (6,3) PTF 
3 FORMAT!• *,110) 
IF (PSUM.NE.PTF) GO TO 90 
CALL ADDOUM, F,SUM) 
GO TO 150 ts> 
90 DO 70 K = 1,24 !:!] 
IF (FI25 - K).GT.SUM(25 - K)) GO TO 80 
IF (F(25 - K).LT.SUM(25 - K)) GO TO 110 
70 CONTINUE 
GO TO 100 
80 CALL SUBTlF,SUM,SUM) 
PSUM = PTF 
GO TO 150 
110 CALL SUBTCSUM,F.SUM) 
GO TO 150 
100 DO 120 K = 1,24 
SUM(K) = 0 
120 CONTINUE 
PSUM = 1 
150 CONTINUE 
WRITE (6,8) 
8 FORMAT(• •,'SUM') 
WRITE (6,2) (SUM(25 - M), M = 1,24) 
WRITE (6,3) PSUM 
WRITE (6,6) 
6 FORMAT(* •) 
269 
00 267 M = 1, 2 
00 267 N = 1 , 2 
00 269 K = 1, 24 
ACC(K) = TOT( LL + 
CONTINUE 
DO 268 K = 1, 24 
BB(K) = AA( M, K) 
BBKK) = AAl ( N,K) 
M + N - 2,K) 
5 
00 
268 CONTINUE 
CALL MULT(BB,BBl,BB) 
CALL MULT(BB,SUM,BB) 
BP = ((-1)**(LLL + 1)> * PSUM 
WRITE (6,7) 
7 FORMAT(• •,'BB') 
WRITE (6.2) (88(25 - J), J = 1,24) 
WRITE (6,3) BP 
IF (BP.NE.PTOT(LL + M + N - 2)) GO TO 61 
CALL ADO(ACC»Ba,ACC) 
GO TO 87 
81 DO 83 K = 1,24 
IF (BB(25 - K).0T.ACC(25 - K)) GO TO 84 
IF (BB(25 - K).LT.ACC(25 - K)) GO TO 86 
83 CONTINUE 
GO TO 97 
84 CALL SU8T(BB,ACC,ACC) 
PTOTCLL + M » N - 2) = BP 
GO TO 87 
86 CALL SUBT(ACC.BB»ACC> 
GO TO 87 
97 DO 88 K = i,24 
ACC<K) = 0 
88 CONTINUE 
PTOTCLL + M + N - 2) = 1 
87 DO 89 K = 1.24 
TOT(LL + M + N - 2,K) = ACC(K) K 
89 CONTINUE ^ 
WRITE (6,9) 
9 FORMAT(« *,'TOTAL') 
WRITE (6.2) (ACC(25 - J), J = 1.24) 
WRITE (6.3) PTOT(LL + M + N - 2) 
Y = L L + M + N - 2  
WRITE (6.3) Y 
267 CONTINUE 
11 CONTINUE 
1002 CONTINUE 
WRITE (6,99) 
99 FORMAT*' ','TOTALS') 
DO ir M = 1,7 
DO 27 K = I,24 
ACC(K> = TOT(M,K) 
27 CONTINUE 
WRITE (6,2) (ACC{25 
WRITE (6,3) PTOT(M) 
17 CONTINUE 
STOP 
END 
1 , 2 4 )  
NJ 
a> 
o 
SUBROUTINE ADD(AA.BB.CC) 
INTEGER A(24)•8(24)•C(24J 
INTEGER AAC24).BB(24).CC(24) 
INTEGER I,K,D,E,F 
C 
C SUBROUTINE ADD 
C 
C PURPOSE 
C TO ADD TOGETHER 2 LARGE INTEGERS 
C 
C DESCRIPTION OF PARAMETERS 
C A, B, C VECTORS - EACH VECTOR CONTAINS AN INTEGER 
C FOUR DIGITS TO EACH COMPONENT 
C C = A + B 
C 
DO 100 I = 1,24 
A(I » = AA(I) 
B(I) = BB(I) 
C<I) = CC(I) 
100 CONTINUE 
DO 30 I = 1 ,24 
C(1 ) = 0 
30 CONTINUE 
DO 5 1 = 1,24 
K = I 
D = A(I) + B(I) + C(I) 
10 E = D/10000 
F = D - E*10000 
C(K) = F 
IF (E.EQ.O) GO TO 5 
K = K + 1 
D = C(K) + 1 
GO TO 10 
5 CONTINUE 
DO 110 I = 1,24 
CC(I) = C(I J 
110 CONTINUE 
RETURN 
END 
to 
m 
ro 
SUBROUTINE SUBT(AA#BB.CC) 
INTEGER A(24),B(24),C(24) 
INTEGER AA(24),8B(24),CC(24) 
INTEGER I,K,IPLUS1,KMIN1,J 
C 
C SUBROUTINE SUBT 
C 
C PURPOSE 
C TO SUBTRACT 2 LARGE INTEGERS 
C 
C DESCRIPTION OF PARAMETERS 
C A. B, C VECTORS - EACH VECTOR CONTAINS AN INTEGER 
C FOUR DIGITS TO EACH COMPONENT 
C C = A - B 
C 
DO 100 I = 1,24 
A(I) = AA(I) 
8(1) = BB(I ) 
C(I) = CC{I) 
100 CONTINUE 
DO 70 I = 1,24 
C{I> = 0 
70 CONTINUE 
DO 5 I = 1,24 
IF (A(I).GE.8(I)) GO TO 10 
K = I + 1 
30 IF (A(K).NE.O) GO TO 20 
K = K + 1 
GO TO 30 
20 A(K) = A(K) - 1 
IPLUSl = I + 1 
IF (K.EQ.IPLUSl) GO TO 40 
KMINl = K - 1 
DO 50 J = IPLUSl t KM INI 
A(J ) = 9999 
50 CONTINUE 
40 A(I ) = A(I ) + 10000 
10 C(I) = A(I) - 8(1) 
5 CONTINUE 
00 no I = 1.24 
CC( I ) = C(I ) 
110 CONTINUE 
RETURN 
END 
to 
SUBROUTINE MULT(AA.BB,CC) 
INTEGER A(24),B(24),C(24) 
INTEGER DtE.F.G#H.P.ItJ.K 
I N T E G E R  A A { 2 4 ) , B B ( 2 4 ) , C C ( 2 4 )  
C  
C SUBROUTINE MULT 
C 
C PURPOSE 
C TO MULTIPLY TOGETHER 2 LARGE INTEGERS 
C 
C DESCRIPTION OF PARAMETERS 
C A, B, C VECTORS -  EACH VECTOR CONTAINS AN INTEGER 
C FOUR DIGITS TO EACH COMPONENT 
C C - A X 8 ^ 
C 
DO 100 I  = 1,24 
A ( I  )  =  A A {  I  )  
B C I >  =  B B ( I  )  
C ( I )  =  C C (  I  )  
100 CONTINUE 
D O  5  I  =  1 , 2 4  
C ( I )  =  0  
5 CONTINUE 
D O  1 0  I  =  1 , 1 2  
D O  2 0  J  =  1 , 1 2  
D = A ( J ) *B < I  ) 
E = D/IOOOO 
F = o - £*10000 
G = C ( I  + J -  l )  +  F  
K = I + J - 1 
30 H = G/10000 
P = G - HSlOOOO 
C(K) = P 
IF (H.EQ.O) GO TO 40 
K = K + 1 
G = C(K) + 1 
GO TO 30 
4 0  G = C ( I  +  J )  +  E  
K = I + J 
50 H = G/10000 
P = G - H*10000 
C(K) = P 
IF (H.EQ.O) GO TO 20 
K = K + 1 
G = C<K) + 1 
GO TO 5 0 
20 CONTINUF 
10 CONTINUE 
DO 110 I = 1,24 
CC( I ) = C( I ) 
110 CONTINUE 
RETURN 
END 
N) 
DATA 21439215 
00017010 13786395 
00155925 05305545 
46477830 00000000 
18475695 06606835 
00311850 18475695 
00017010 21439215 
00000000 00017010 
00000000 00155925 
10715040 46633504 
02449440 06606835 
00311850 00311850 
00017010 00017010 
46477830 00000000 
28390782 00000000 
10715040 10715040 
02449440 02449440 
00000000 00311850 
46633504 00000000 
464 7 783 0 46477830 
28390782 28390782 
01221885 10715040 
00155925 00311850 
00008505 00000000 
00000000 46633504 
13786395 46477830 
05305545 10715040 
01221885 01221885 
00155925 00155925 
18475695 00008505 
00000000 
13786395 
0530554 5 
01221885 
00008505 
18475695 
21439215 
13786395 
01221885 
00000000 
06806835 
18475695 
13786395 
00000000 
00008505 
46633504 
06806835 
02449440 
00017010 
00000000 
00000000 
28390782 
02449440 
00311850 
00000000 
466 3 3 504 
28390782 
10715040 
00311850 
00000000 
46633504 0001701 0 
4647783 0 466 3350 4 
10715040 28390782 
05305545 10715040 
00155925 02449440 
00008505 00000000 
00000000 46633504 
21439215 46477830 
05305545 28390782 
01221885 05305545 
00008505 00155925 
06606835 00008505 
2143921 S 00000000 
13786395 21439215 
01221885 05305545 
00000000 01221885 
06806835 00155925 
18475695 06806835 
13786395 21439215 
00000000 13786395 
00008505 05305545 
46477830 00000000 
18475695 06806835 
02449440 18475695 
00017010 21439215 
00000000 
00000000 
28390782 
0244944 0 
00311850 
