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Traffic subarea division is vital for traffic system management and traffic network analysis in intelligent transportation systems
(ITSs). Since existing methods may not be suitable for big traffic data processing, this paper presents a MapReduce-based Parallel
Three-Phase K-Means (Par3PKM) algorithm for solving traffic subarea division problem on a widely adopted Hadoop distributed
computing platform. Specifically, we first modify the distance metric and initialization strategy of K-Means and then employ a
MapReduce paradigm to redesign the optimizedK-Means algorithm for parallel clustering of large-scale taxi trajectories.Moreover,
we propose a boundary identifying method to connect the borders of clustering results for each cluster. Finally, we divide traffic
subarea of Beijing based on real-world trajectory data sets generated by 12,000 taxis in a period of one month using the proposed
approach. Experimental evaluation results indicate that when compared withK-Means, Par2PK-Means, and ParCLARA, Par3PKM
achieves higher efficiency,more accuracy, and better scalability and can effectively divide traffic subareawith big taxi trajectory data.
1. Introduction
With the increasingly rapid economic globalization and
urbanization, traffic congestion becomes a critical problem
and causes great concern among people and the governments
in metropolises [1, 2]. To alleviate traffic congestion, a
large amount of money was spent on traffic planning and
management, especially in traffic subarea division as this is
crucial for ITSs. Traffic subarea division is to divide the whole
traffic area into several different subareas in order to build a
multiarea hierarchical control system, based on the similarity
and correlation of traffic pattern features. Traffic subarea
division is an effective method whenmanaging traffic control
systems. This is because a complete urban traffic system is
usually large and complicated, and it is difficult to analyze
some traffic problems as a whole. Dividing a whole urban
traffic system into different traffic subareas and then studying
each traffic subarea system can reduce the complexity of
traffic network analysis. Therefore, traffic subarea division
is also a powerful tool to analyze complex traffic networks.
More importantly, traffic subarea division can provide
decision-making for traffic planning and management.
Recent years saw the big data era [3] for transportation
coming. Massive traffic data have been growing rapidly with
5Vs characteristics (i.e., Volume, Velocity, Variety, Value, and
Veracity), thereby attracting great attention among people
from all walks of life (e.g., industries [4], academia [5, 6],
governments [7], and other organizations [8, 9]). In particu-
lar, taxicabs are equipped with GPS sensors for dispatching
and safety in most modern cities; thus, a large number
of GPS trajectories of taxicabs with their present location,
geoposition, time stamp, and occupancy information are
being generated to a data center in a certain frequency every
day [10, 11]. For instance, based on a Hadoop platform with
ArcGIS, we employ large-scale taxi trajectories used in this
work, to produce the road network of Beijing (as illustrated
in Figure 1) essentially in agreement with the real traffic map.
Figure 1 shows the density distribution of the GPS points
(1,232,048 records) generated by 12,000 taxicabs in Beijing
during one hour (00:14:35–01:14:34) on November 1, 2012.
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Figure 1: Road network produced via GPS points of taxi trajectories with density distribution. (a) Overview of Beijing and (b) the 5th Ring
Road of Beijing.
Naturally, taxi trajectory data are becoming an important
mobile trajectory data source that is widely utilized by indus-
tries, academia, and governments for many practical appli-
cations, particularly clustering GPS trajectories of taxicabs to
provide a new idea for traffic subarea division.𝐾-Means is the
most commonly used partitional clustering algorithm [12],
but it suffers three major shortcomings [13]: (i) its scalability
is poor, (ii) 𝐾 needs to be specified by the users, and (iii)
the search is liable to local minima. Furthermore, 𝐾-Means
has some bottlenecks in clustering the explosive growth of
taxi trajectories, such as high memory consumption and I/O
cost, low performance, and poor reliability. In particular, the
execution time of 𝐾-Means is proportional to the product
of the number of patterns and clusters in each iteration. The
computational cost would be very high, especially for large
data sets. Obviously, the sequential version of existing 𝐾-
Means algorithms is not good at processing large-scale taxi
trajectories on a single machine.
Recently, several parallel 𝐾-Means algorithms [14–22]
have been proposed to meet the rapidly growing demands
of clustering big data sets. Meanwhile, some methods [23–
31] have been presented for traffic subarea division. All the
previous approaches have almost achieved desirable proper-
ties but also have some limitations, especially the capacity
of data processing that has not been improved substantially,
and thus might have difficulty in dividing traffic subarea
with a large number of GPS trajectories of taxicabs. To meet
these challenges, this paper focuses on the improvement
and parallelism of 𝐾-Means to enhance the accuracy and
efficiency of large-scale taxi trajectories clustering, thereby
solving traffic subarea division problem.
In this paper, we put forward a parallel 𝐾-Means
optimization algorithm (Par3PKM) and implement it in a
MapReduce framework on a Hadoop platform. Also, we
divide traffic subarea of Beijing with a large number of
GPS trajectories of taxicabs through our distributed traffic
subarea division (DTSAD) method. More specifically, the
distance metric and the initialization strategy of 𝐾-Means
are modified in Par3PKM, and the time-consuming iteration
is accomplished in the MapReduce model of computation.
The accuracy and efficiency of clustering large-scale taxi
trajectories are significantly improved. On the other hand,
to save huge amounts of communication, memory consump-
tion, and I/O cost, with MapReduce, DTSAD is performed
on a distributed computing platform, Hadoop. Particularly,
in DTSAD, a boundary identifying method can accurately
connect the borders of each cluster.
The contributions of this work are summarized as follows:
(i) An efficient parallel clustering algorithm (Par3PKM)
is proposed to address the existing problems of the
traditional𝐾-Means algorithm in processing massive
traffic data. The evaluation results demonstrate that
the Par3PKM algorithm can efficiently cluster a large
number of GPS trajectories of taxicabs. In particular,
it can offer a practical reference for implementing
parallel computing of the same type of algorithms.
(ii) A new distributed division method (DTSAD) is pre-
sented to divide traffic subarea with large-scale taxi
trajectories, and a boundary identifyingmethod is put
forward to connect the borders of clustering results.
The experimental results indicate that the DTSAD
method can accurately divide traffic subarea, based on
the proposed Par3PKM algorithm.
(iii) The aforementioned approach is applied to the traffic
subarea division of Beijing using big taxi trajec-
tory data on a Hadoop platform with MapReduce
and ArcGIS. Case studies show that the proposed
approach significantly improves the accuracy and
efficiency of traffic subarea division, especially the
division results that are consistent with the real traffic
conditions of corresponding areas in Beijing.
The remainder of this paper is organized as follows.
Section 2 reviews related work, and the motivation with
solution is given in Section 3. In Section 4, the Par3PKM
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algorithm is described in detail. Section 5 presents the
applications of our approach, and then the division results
are analyzed. In Section 6, we evaluate the performance of
the proposed algorithm and discuss the experimental results
and then conclude the paper in Section 7.
2. Related Work
In this section, we first briefly review related work on the
traffic subarea division and the parallel 𝐾-Means algorithms
and then overview the MapReduce framework used in this
paper.
2.1. Traffic Subarea Division. The concept of traffic subarea
was first proposed by Walinchus [23], and various methods
of traffic subarea division were subsequently developed for
various ITSs applications including easing traffic congestion.
Wong et al. [24] presented a time-dependent TRANSYT
(Traffic Network Study Tool) traffic model for area traffic
control, and Robertson and Bretherton [25] introduced a
SCOOT (Split Cycle Offset Optimization Technique)method
to optimize networks of traffic signals in real time. Ma
and Yang [26] designed an expert system of traffic subarea
division to trade off several demands for managing traffic
network and reducing the complexity of traffic control, based
on an integrated correlation index. Lu et al. [27, 28] built
a model of partitioning traffic control subarea based on
correlation degree analysis and optimized the strategy of
subarea division. Guo et al. [29] provided a dynamic traffic
control subarea division method, according to the similarity
of adjacent intersections.
Furthermore, some researchers put forward the dimen-
sion-reduced processing and genetic algorithms to optimize
subarea division. Li et al. [30] proposed a method to divide
traffic control subarea dynamically on the basis of Back
Propagation (BP) neural network.Thismethod divides traffic
subarea by considering traffic flow, distance of intersections,
and cycle. In addition, to improve the performance of large-
scale urban traffic networks division, Zhou et al. [31] pre-
sented a new approach to calculating the correlation degree
which determines the desire for interconnection between two
adjacent intersections.
Obviously, all the solutions mentioned above have many
desirable properties but may have difficulty in processing a
large number of taxi trajectories. In this work, we present
a distributed traffic subarea division (DTSAD) method to
improve the accuracy and efficiency of division, using large-
scale GPS trajectories of taxicabs on a Hadoop platform with
MapReduce and ArcGIS.
2.2. Parallel 𝐾-Means Algorithms. The 𝐾-Means algorithm
proposed by MacQueen [32] is the most popular clustering
method to partition a given data set into a user-specified
number of clusters (i.e., 𝐾) [33–35] and needs several iter-
ations over data sets before converging on a solution. The
𝐾-Means algorithm often converges to a local optimum.
To address this problem, an incremental 𝐾-Means (IKM)
algorithm [36] was put forward to empirically reach the
global optimum but has a higher complexity. Nevertheless,
the traditional 𝐾-Means algorithm requires several scans
over data sets which have to be fully loaded into memory
in order to enhance the efficiency of data accessing, but this
requirement is hard to fulfill for handling massive data [34].
To overcome this drawback, Two-Phase 𝐾-Means [37] was
introduced and can robustly find a good solution in one
iteration by employing a buffering technique, but it is possibly
unsuited to processing huge amounts of data.
Subsequently, Kantabutra and Couch [14] presented a
parallel 𝐾-Means algorithm on a Message-Passing Interface
(MPI) framework of a network of workstations (NOWs),
and the main idea is that all data objects of a cluster are
stored in a slave node. Data rearrangement of this method
needs large-scale data transmission between slaves, which
makes it difficult to deal with big data sets. Zhang et al. [15]
implemented parallel 𝐾-Means based on a Parallel Virtual
Machine (PVM) framework and performed on NOWs, and
this parallel method requires the full load of the data sets on
the master node and synchronization of data at the end of
an iteration. Kraj et al. [16] proposed a parallel ParaKMeans
algorithm, which makes good use of the multithreading
method on a single machine to accomplish cluster and
employs sufficient statistics to measure the quality of cluster
in the stop condition. Pakhira [17] introduced a distributed
𝐾-Means algorithm which was executed on multiprocessor
machines through randomly delivering the split data subset
to each processor. Kohlhoff et al. [18] developed parallel 𝐾-
Means (𝐾𝑝𝑠-Means) with GPUs implementation, which is
efficient regardless of the dimensionality of the input data.
Because the communication of different slaves takes up a
large number of I/O resources and consumes huge amounts
of time, these methods might have difficulty in dealing with
large-scale data.
Moreover, to cluster big data effectively, some researchers
implemented the parallelismof the𝐾-Means algorithmbased
on a MapReduce framework. Chu et al. [19] developed a
pragmatic and general framework that adopted the parallel
programmingmethod ofMapReduce on a variety of learning
algorithms, containing𝐾-Means. Zhao et al. [20] put forward
a PKMeans algorithm using MapReduce, and Zhou et al. [21]
implemented an automatic classification of a large number
of documents by PKMeans. Nguyen et al. [22] introduced a
parallel Two-Phase 𝐾-Means algorithm (Par2PK-Means) to
overcome the limitation of available parallel versions, and it
achieves a better speedup than the sequential version.
To the best of our knowledge, all the aforementioned
efforts are not successfully applied in solving traffic subarea
division problem with large-scale taxi trajectories. However,
we propose a parallel clustering algorithm (Par3PKM) based
on MapReduce for parallel clustering of a large number of
GPS trajectories of taxicabs in this work. Different from
existing methods, in Par3PKM, we modify the distance
metric and initialization strategy of 𝐾-Means for improving
the accuracy of clustering and implement parallel computing
of iteration in three phases to enhance the efficiency of
computation. Furthermore, the addition of the Combiner
function is employed to cut down the amount of data
shuffled between theMap tasks and the Reduce tasks, thereby
reducing the computational complexity of MapReduce job
4 Discrete Dynamics in Nature and Society
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Figure 2: Architectures of HDFS and MapReduce.
and saving the limited bandwidth available on a Hadoop
cluster.
2.3.MapReduce Framework. HadoopDistributed File System
(HDFS) [38] and Hadoop MapReduce [39, 40] are two core
components of Hadoop [41–43], based on the open-source
implementation of GFS [44] and MapReduce [45]. And their
architectures are depicted in Figure 2. For further details
on Hadoop, see the Apache Hadoop website (http://hadoop
.apache.org/).
MapReduce is a parallel processing paradigm that allows
for massive scalability across hundreds or thousands of
servers on a Hadoop cluster [46] and particularly provides
efficient computing framework to deal with big taxi trajectory
data for traffic subarea division. As a typicalmethodology, the
processing of MapReduce jobs includes the Map phase and
the Reduce phase. Each phase has key-value pairs as input and
output, the types ofwhichmay be selected by the programmer
that specifies theMap function and the Reduce function [40].
A simple example is illustrated in Figure 3, which shows the
logical data flow of a simple MapReduce job that calculates
the maximum temperature for each year by mining huge
amounts of weather data sets.
In thiswork, based on aMapReduce framework, the time-
consuming iterations of the proposed Par3PKM algorithm
are performed in three phases with the Map function, the
Combiner function, and theReduce function, and the parallel
computing process of MapReduce is shown in Figure 4.
Specifically, in Par3PKM, the incremental Combiner function
is executed between the Map tasks and the Reduce tasks,
which can reduce the computational complexity of MapRe-
duce jobs and save the limited bandwidth available on a
Hadoop cluster.
3. Motivation
In this section, we describe the motivation of this work and
give a reasonable solution for solving traffic subarea division
problem.
Naturally, GPS-equipped taxi is an essential public traffic
tool inmodern cities.Over the last decade, taxi trajectory data
have been exploding and have become the most important
mobile trajectory data source with the advantages of broad
covering, extra precision, excellent continuity, little privacy,
and so forth. Thus, for solving traffic subarea division prob-
lem, how to substantially improve the capacity of processing
large-scale GPS trajectories of taxicabs poses an urgent
challenge to us. On the other hand, as one of the most well-
known clustering techniques in practice, the traditional 𝐾-
Means algorithm is a simple iterative approach but has very
high time complexity and memory consumption. The time
requirements for𝐾-Means are basically linear in the number
of data objects. The time required is 𝑂(𝐾 ∗ 𝐼 ∗ 𝑛 ∗𝑚), where
𝐾 ≤ 𝑛, 𝐼 ≤ 𝑛; 𝐾 denotes the number of desired clusters,
𝐼 is the number of iterations required for convergence, 𝑛 is
the total number of objects, and 𝑚 represents the number
of attributes in the given data sets. In particular, the storage
required is 𝑂((𝐾 + 𝑛) ∗ 𝑚). Obviously, the efficiency of
the serial 𝐾-Means algorithm is low in handling a large
number of taxi trajectories with limited memory on a single
machine. Hence, to enhance the accuracy and efficiency of
clustering, another challenge is how to optimize 𝐾-Means
and implement it in a MapReduce framework on a Hadoop
platform.
These challenges motivate the development of the
Par3PKM algorithm with the DTSAD method, and a new
solution to the above problems is illustrated in Figure 5.
As shown in Figure 5, based on a Hadoop platform with
MapReduce and ArcGIS, the process of the DTSAD method
mainly includes the following steps. First, we preprocess
correlation data extracted from large-scale taxi trajectories.
Then, we cluster huge amounts of trajectory data in parallel,
using the proposed Par3PKM algorithm as described in
Section 4. Finally, we identify the borders of clustering results
to build each traffic subarea, by our boundary identifying
method as depicted in Section 5.3.
Clearly, the key to this solution is the accuracy and
efficiency of clustering large-scale taxi trajectories, which
determines the overall performance of traffic subarea divi-
sion. Thus, the aim of this paper is to put forward an efficient
parallel clustering algorithm (Par3PKM) with MapReduce
implementation.
4. The Proposed Par3PKM Algorithm
In this section, the ParallelThree-Phase𝐾-Means (Par3PKM)
algorithm is proposed for efficiently and accurately clustering
a large number of GPS trajectories of taxicabs, under a
MapReduce framework on Hadoop.
4.1. Overview and Notation. The process of the Par3PKM
algorithm is depicted in Figure 6. Based on a MapReduce
framework, the Par3PKM algorithm first chooses 𝐾 of the
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objects as initial centroids, where𝐾 is the number of desired
clusters. Then, each of the remaining objects is assigned
Input
Initialize centroids
Parallel execution
of iteration
Compute the distance between each
object and each cluster center
Assign each object to its closest centroid
Recompute the centroid of each cluster
Criterion function
converges?
Output
Yes
No
Select K
Figure 6: Process of the Par3PKM algorithm.
to the cluster to which it is the most similar, on the basis
of the distance between the object and the cluster center.
Finally, it computes the new center for each cluster, and this
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Figure 7: Parallel execution process of iteration.
process iterates until the criterion function converges. The
parallel execution of iteration is illustrated in Figure 7, and its
MapReduce implementation will be described in Section 4.3
in detail.
Typically, the squared-error criterion [33] is used to
measure the quality of clustering. Let 𝑋 = {𝑥𝑖 | 𝑖 = 1, . . . , 𝑛}
be the set of 𝑛 𝑚-dimensional vectors to be clustered into a
set of 𝐾 clusters, 𝐶 = {𝑐𝑘 | 𝑘 = 1, . . . , 𝐾}. Let 𝜇𝑘 be the mean
of cluster 𝑐𝑘.
The squared-error criterion between 𝜇𝑘 and the given
object in cluster 𝑐𝑘 is defined as
𝐽 (𝑐𝑘) = ∑
𝑥𝑖∈𝑐𝑘
󵄩󵄩󵄩󵄩𝑥𝑖 − 𝜇𝑘
󵄩󵄩󵄩󵄩
2
. (1)
The goal of the Par3PKM algorithm is to minimize the
sum of the squared errors (SSE) over all the 𝐾 clusters, and
SSE is given by the following equation:
SSE = 𝐽 (𝐶) =
𝐾
∑
𝑘=1
∑
𝑥𝑖∈𝑐𝑘
󵄩󵄩󵄩󵄩𝑥𝑖 − 𝜇𝑘
󵄩󵄩󵄩󵄩
2
. (2)
4.2. Distance Measure and Cluster Initialization. It is well
known that the 𝐾-Means algorithm is sensitive to distance
measure and cluster initialization. To overcome the critical
limitations, we optimize the distancemetric and initialization
strategy for improving the accuracy and efficiency of cluster-
ing in the proposed Par3PKM algorithm.
4.2.1. Distance Metric. The traditional 𝐾-Means algorithm
typically employs Euclidean metric to compute the dis-
tance between objects and cluster centers. In the proposed
Par3PKM algorithm, we attempt to adopt two rules using
a statistical approach [47] in terms of distance measure
selection, which is more appropriate for large-scale trajectory
data sets.
Two rules of distance measure are illustrated as follows:
(i) If 𝜅 ≤ 8.46, square Euclidean distance (see (5)) is
chosen as the distance measure of Par3PKM.
(ii) If 𝜅 > 8.46, Manhattan distance (see (6)) is selected as
the distance measure of Par3PKM.
Here, 𝜅 is the kurtosis which measures the tail heaviness.
It is defined as
𝜅 =
(1/𝑛)∑
𝑛
𝑖=1
(𝑥𝑖 − 𝑋)
4
𝜎4
,
(3)
where 𝑛 represents the sequence length and sample mean 𝑋
and sample standard deviation 𝜎 are given by
𝑋 =
1
𝑛
𝑛
∑
𝑖=1
𝑥𝑖,
𝜎 = (
1
𝑛 − 1
𝑛
∑
𝑖=1
(𝑥𝑖 − 𝑋)
2
)
1/2
.
(4)
The square Euclidean distance 𝑑2
𝑒
and the Manhattan
distance 𝑑𝑚 are, respectively, given by
𝑑
2
𝑒
(𝑥𝑖, 𝜇𝑘) =
𝑚
∑
𝑗=1
󵄨󵄨󵄨󵄨󵄨
𝑥𝑖𝑗 − 𝜇𝑘𝑗
󵄨󵄨󵄨󵄨󵄨
2
, (5)
𝑑𝑚 (𝑥𝑖, 𝜇𝑘) =
𝑚
∑
𝑗=1
󵄨󵄨󵄨󵄨󵄨
𝑥𝑖𝑗 − 𝜇𝑘𝑗
󵄨󵄨󵄨󵄨󵄨
, (6)
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where 𝑥𝑖 = (𝑥𝑖1, 𝑥𝑖2, . . . , 𝑥𝑖𝑚) and 𝜇𝑘 = (𝜇𝑘1, 𝜇𝑘2, . . . , 𝜇𝑘𝑚) are
two𝑚-dimensional data objects.
The Par3PKM algorithm achieves more accurate clus-
tering performance than the 𝐾-Means algorithm via the
statistical based distance measure method, which will be
estimated in Section 6.
4.2.2. Initialization Strategy. Different initialization strate-
gies will lead to different efficiencies. In our Par3PKM,
three initialization strategies are developed for enhancing
the efficiency of clustering. To overcome the local minima
of Par3PKM, for a given 𝐾 with several different initial
partitions, we select the partition with the smallest value of
the squared error. Furthermore, inspired by [48], we take the
mutual farthest data objects in the high density area as the
initial centroids for Par3PKM. The method of obtaining the
initial centroids from the high density area was introduced in
[49]. In addition, both pre- and postprocessing on Par3PKM
are taken into consideration; for example, we remove outliers
in a preprocessing step and eliminate small cluster and/or
merge close clusters into a large cluster in postprocessing the
results.
From the experimental evaluations as described in Sec-
tion 6, we can observe that the implemented initialization
strategies shorten the execution time of Par3PKM with the
same clustering results.
4.3. MapReduce Implementation. To improve the efficiency
and scalability of clustering, we implement the Par3PKM
algorithm in the MapReduce model of computation. The
tasks of Par3PKMaremainly composed of the following three
aspects:
(i) Compute the distance between the object and the
cluster center.
(ii) Assign each object to its closest centroid.
(iii) Recompute new cluster centers for each cluster.
In this work, we accomplish the aforementioned tasks on
a Hadoop platform using MapReduce. First, we select𝐾 data
objects (vectors) as the initial cluster centers from the input
data sets which are stored in HDFS. Then, we update the
centroid of each cluster after iterating. As depicted in Figure 7,
the parallel execution of iteration is implemented by the Map
function, the Combiner function, and the Reduce function
in three phases (i.e., Map phase, Combine phase, and Reduce
phase), respectively.
4.3.1. Map Phase. In this phase,Map task receives each line in
the sequence file as different key-value pairs which forms the
input to the Map function. The Map function first computes
the distance between each data object and each cluster center,
then assigns each object to its closest centroid according to
the shortest distance, and finally outputs the intermediate
data to the Combiner function.TheMap function is formally
depicted in Algorithm 1.
4.3.2. Combine Phase. In this phase, the Combiner function
first extracts all the data objects from V𝑎𝑙𝑢𝑒1 which is
the output of the Map function and merges data objects
belonging to the same cluster center. Next, it calculates the
sum of the values of data objects assigned to the same cluster
and records the number of samples in the same cluster, so as
to compute the mean value of data objects. Finally, it outputs
the local results of each cluster to the Reduce function. The
Combiner function is formally described in Algorithm 2.
4.3.3. Reduce Phase. In this phase, the Reduce function
extracts all the data objects from V𝑎𝑙𝑢𝑒2 which is the output
of the Combiner function and aggregates the local results
of all the clusters. Then, it computes the new cluster center
for each cluster. After that, it judges whether the criterion
function converges. Finally, it outputs the final results if its
argument is true and executes next iteration otherwise. The
Reduce function is formally illustrated in Algorithm 3.
4.4. Complexity Analysis. MapReduce is a programming
model for large-scale data processing, and MapReduce pro-
grams especially are inherently parallel. Thus, the Par3PKM
algorithm with MapReduce implementation puts large num-
bers of computational tasks into different nodes. According
to this parallel processing paradigm, the time complexity of
Par3PKM is 𝑂(𝐾 ∗ 𝐼 ∗ 𝑛 ∗ 𝑚)/𝑝 ∗ 𝑞, where 𝑝 is the number
of nodes, 𝑞 is the number of Map tasks in one node, and
𝐾, 𝐼, 𝑛, and 𝑚 are explained in Section 3. Moreover, the
space complexity of Par3PKM is 𝑂((𝐾 + 𝑛) ∗ 𝑚)/𝑝. Only the
data objects and the centroids are stored in each slave node,
respectively; thus the space requirements for Par3PKM are
modest.
In comparison with the traditional 𝐾-Means algorithm,
the Par3PKM algorithm improves the efficiency of clustering
through the following rate equation:
𝑂imp = (1 −
1
𝑝 ∗ 𝑞
) × 100%. (7)
Based on the above analyses, we can conclude that the
Par3PKM algorithm is relatively scalable and efficient in clus-
tering large-scale data sets, with the desired computational
complexity.
5. Case Study
In this section, we apply the proposed approach to divide
traffic subarea of Beijing using large-scale taxi trajectories and
then analyze the results.
5.1. Data Sets and Framework. In this work, we divide traffic
subarea of Beijing based on real-world trajectory data sets
(http://www.datatang.com/), which contains a large number
of GPS trajectories recorded by 12,000 taxicabs during a
period of 30 days in November 2012.The total distance of the
data sets is more than 50 million kilometers and the total size
is 50GB. Particularly, the total number of GPS points reaches
969 million.
Additionally, we perform the case based on a cluster of
Hadoop with MapReduce (as described in Section 6.1) and
ArcGIS, using the road network of Beijing which consists of
106,579 road nodes and 141,380 road segments.
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Input:
key: the offset,
value: the sample,
centroids: the global variable.
Output: ⟨𝑘𝑒𝑦1, V𝑎𝑙𝑢𝑒1⟩,
key1: the index of the closest centroid,
value1: the information of sample.
(1) Construct a global variable centroids including the information of the closet centroid point;
(2) Construct the sample examples to extract the data objects from value;
(3) min Dis = Double.MAX VALUE;
(4) index = −1;
(5) for 𝑖 = 0 to centroids.length do
(6) distance = DistanceFunction(examples, centroids[𝑖]);
(7) if distance <min Dis then
(8) min Dis = distance;
(9) index = 𝑖;
(10) end if
(11) end for
(12) index = key1;
(13) Construct value1 as a string consisting of the values of different dimensions;
(14) return ⟨𝑘𝑒𝑦1, V𝑎𝑙𝑢𝑒1⟩ pairs;
Algorithm 1: Map(key, value).
Input:
key1: the index of the cluster,
medi: the list of the samples assigned to the same cluster.
Output: ⟨𝑘𝑒𝑦2, V𝑎𝑙𝑢𝑒2⟩,
key2: the index of the cluster,
value2: the sum of the values of the samples belonging to the same cluster and the number of samples.
(1) Construct a counter num s to record the number of samples in the same cluster;
(2) Construct an array sum v to record the sum of the values of different dimensions of the samples belonging
to the same cluster (i.e., the samples in the listmedi);
(3) Construct the sample examples to extract the data objects frommedi.next(), and the dimensions to obtain
the dimension of the original data object;
(4) num s = 0;
(5) while (medi.hasNext()) do
(6) CurrentPoint =medi.next();
(7) num s++;
(8) for 𝑖 = 0 to dimensions do
(9) sum v[𝑖]+ = CurrentPoint.point[𝑖];
(10) //Calculate the sum of the values of each dimension of examples
(11) end for
(12) for 𝑖 = 0 to dimensions do
(13) mean[𝑖] = sum v[𝑖]/num s;
(14) //Compute the mean value of the samples for each cluster
(15) end for
(16) end while
(17) index = key2;
(18) Construct value2 as a string containing the sum of the values of each dimension sum v[𝑖] and
the number of samples num s;
(19) return ⟨𝑘𝑒𝑦2, V𝑎𝑙𝑢𝑒2⟩ pairs;
Algorithm 2: Combiner(key1,medi).
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Input:
key2: the index of the cluster,
medi: the list of the local sums from different clusters.
Output: ⟨𝑘𝑒𝑦3, V𝑎𝑙𝑢𝑒3⟩,
key3: the index of the cluster,
value3: the new cluster center.
(1) Construct a counter Num to record the total number of samples belonging to the same cluster;
(2) Construct an array sum v to record the sum of the values of different dimensions of the samples
in the same cluster (i.e., the samples in the listmedi);
(3) Construct the sample examples to extract the data objects frommedi.next(), and the dimensions
to obtain the dimension of the original data object;
(4) Num = 0;
(5) while (medi.hasNext()) do
(6) CurrentPoint =medi.next();
(7) Num+ = num s;
(8) for 𝑖 = 0 to dimensions do
(9) sum v[𝑖]+ = CurrentPoint.point[𝑖];
(10) end for
(11) for 𝑖 = 0 to dimensions do
(12) mean[𝑖] = sum v[𝑖]/Num;
(13) //Obtain the new cluster center
(14) end for
(15) end while
(16) index = key3;
(17) Construct value3 as a string composed of the new cluster center;
(18) return ⟨𝑘𝑒𝑦3, V𝑎𝑙𝑢𝑒3⟩ pairs;
Algorithm 3: Reduce(key2,medi).
Area A
Area A
Figure 8: Clustering results of large-scale taxi trajectories.
5.2. Parallel Clustering. After data preprocessing, with the
DTSAD method, we extract the relevant attributes (e.g.,
longitude, latitude) of the GPS trajectory records where the
passengers pick up or drop off taxis from the aforemen-
tioned data sets. Then, on a Hadoop cluster with MapRe-
duce, we cluster the extracted trajectory data sets through
the Par3PKM algorithm (as depicted in Section 4) with 𝐾 =
100, which is the number of desired clusters. Finally, based
on the ArcGIS platform with the road network of Beijing, we
plot the results in Figure 8.
As illustrated in Figure 8, large-scale taxi trajectories are
clustered in different areas, respectively, and each area with
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Figure 9: Process of the boundary identifying method. (a) Division of coordinate system, (b) selection of border points, and (c) connection
of border points.
different colors represents a cluster. Each cluster (e.g., Area
A) has obvious characteristics of traffic condition, such as the
flow of people and automobile which is high in these areas,
in comparison with real traffic map and traffic condition of
Beijing.
5.3. Boundary Identifying. On the ArcGIS platform, we have
difficulty in identifying the borders of each cluster. However,
we have to connect the borders of each cluster in order to
accurately form traffic subarea via our boundary identifying
method, which is described in Figure 9. As illustrated in Fig-
ure 9, the boundary identifying method is mainly composed
of the following three steps.
Step 1. As shown in Figure 9(a), we build a coordinate system,
which is equally divided into 𝑛 parts through taking (0, 0) as
the origin of coordinates.
Step 2. We match each cluster center to the origin of coordi-
nates and then map other points to the coordinate system in
the same cluster. Finally, the farthest points of each part are
selected (e.g., 𝑃 in Figure 9(b)).
Step 3. As depicted in Figure 9(c), we connect these selected
points of each part and then obtain a subarea.
Using the presented boundary identifying method with
the clustering results of Par3PKM, we plot the division results
of traffic subarea in Figure 10. As described in Figure 10, Area
A is a typical traffic subarea shown in the lower right corner
of the graph, which includes Tsinghua University, Peking
University, Renmin University of China, Beihang University,
and Zhongguancun. Area B is composed of the Beijing
Workers’ Gymnasium, Blue Zoo Beijing, Children Outdoor
Paopao Paradise, and so forth. Area C consists of Beijing
North Railway Station, Beijing Exhibition Center, Capital
Indoor Stadium, and so forth. Area D contains Olympic
Sports Center Stadium, Beijing Olympic Park, National
Indoor Stadium, Beijing National Aquatics Center, Beijing
International Convention Center, and so forth.
5.4. Analysis of Results. According to the division results, we
can observe that some areas with similar traffic conditions are
divided into the same traffic subarea, such as the Tsinghua
University and the Peking University, and the Olympic
Sports Center Stadium and the National Indoor Stadium. In
contrast, the Blue Zoo Beijing and the Beijing Exhibition
Center, and the Beijing North Railway Station and Beijing
International Convention Center are classified into different
traffic subareas. That is because the different regions of a
traffic subarea have great similarities and correlations in
traffic condition, business pattern, and other aspects.
Based on the above analysis, we conclude that the
proposed Par3PKM algorithm can efficiently cluster big
trajectory data on a Hadoop cluster using MapReduce.
Moreover, our boundary identifying method can accurately
connect the borders of clustering results for each cluster.
In particular, the division results are consistent with the
real traffic condition of the corresponding areas in Beijing.
Overall, the results demonstrate that Par3PKM combined
with DTSAD is a promising alternative for traffic subarea
division with large-scale taxi trajectories and thus can reduce
the complexity of traffic planning,management, and analysis.
More importantly, it can provide helpful decision-making for
building ITSs.
6. Evaluation and Discussion
In this section, we evaluate the accuracy, efficiency, speedup,
scale-up, and reliability of the Par3PKM algorithm via the
extensive experiments on real and synthetic data and then
discuss the performance results.
6.1. Evaluation Setup. The experimental platform based on a
Hadoop cluster, which is composed of one master machine
and eight slave machines with Intel Xeon E7-4820 2.00GHz
CPU (4-core) and 8.00GB RAM. All the experiments are
performed on Ubuntu 12.04 OS with Hadoop 1.0.4 and JDK
1.6.0.
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Figure 10: Division results of traffic subarea.
Table 1: Data sets of the experimental evaluations.
Name Number of instances Number of attributes
Iris 150 4
Haberman’s Survival 306 3
Ecoli 336 8
Hayes-Roth 160 5
Lenses 24 4
Wine 178 13
In addition to a real taxi trajectory data set (as described
in Section 5.1), we use six synthetic data sets (as shown in
Table 1) selected from the UCIMachine Learning Repository
(http://archive.ics.uci.edu/ml/datasets.html), to evaluate the
performance of the Par3PKM algorithm, in comparison with
𝐾-Means, Par2PK-Means, and ParCLARA, which is the
best-known 𝐾-medoid algorithm CLARA (Clustering Large
Applications) [50] with MapReduce implementation. Mean-
while, each data set is processed into 80MB, 160MB, 320MB,
640MB, 1280MB, and 2560MB so as to further verify the
efficiency of the proposed algorithm. Also, we handle seven
data sets into 160MB, 320MB, 480MB, 640MB, 800MB,
960MB, 1120MB, and 1280MB for validating the scale-up of
our algorithm.
6.2. Evaluation on Efficiency. We perform efficiency exper-
iments where we execute Par3PKM, Par2PK-Means, and
ParCLARA in the parallel environment with eight nodes
and 𝐾-Means in the single machine environment using
seven data sets with different sizes (varying from 80MB to
2560MB), respectively, in order to demonstrate whether the
Par3PKM algorithm can process larger data sets and has
higher efficiency. The experimental results are, respectively,
shown in Table 2 and Figure 11.
As depicted in Figure 11, the 𝐾-Means algorithm can-
not process over 1280MB data sets in the single machine
environment on account of the memory overflow, and thus
the graph does not present the corresponding execution
time of𝐾-Means in this experiment. However, the Par3PKM
algorithm can effectively handle more than 1280 MB data
sets even larger data in the parallel environment (i.e., in “Big
Data” environment). In particular, the Par3PKM algorithm
has higher efficiency than the ParCLARA algorithm and the
Par2PK-Means algorithm, with the improvement and the
parallelism of the 𝐾-Means algorithm, such as the addition
of the Combiner function in the Combine phase. To reduce
the computational complexity of MapReduce job and save
the limited bandwidth available on a Hadoop cluster, the
Combiner function of the Par3PKMalgorithm is employed to
cut down the amount of data shuffled between the Map tasks
and the Reduce tasks and is specified to be run on the Map
output and its output forms the input to the Reduce function.
At the same time, we can find that the execution time of
the 𝐾-Means algorithm is shorter than that of the Par3PKM
algorithm in clustering small-scale data sets. The reason
is that the communication and interaction of each node
consume a certain amount of time in the parallel environment
(e.g., the start of Job and Task tasks, the communication
between NameNode and DataNodes), thereby leading to the
execution time being much longer than the actual computa-
tion time of the Par3PKM algorithm. More importantly, we
can also observe that the efficiency of the Par3PKMalgorithm
is improving multiply and the superiority is more marked,
with the gradually increasing sizes of data sets.
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Table 2: Execution time comparison on seven data sets.
Data sets Size (MB) Execution time (s)
𝐾-Means ParCLARA Par2PK-Means Par3PKM
Taxi Trajectory
80 75 662 439 312
160 103 756 486 371
320 195 893 579 406
640 1125 1173 838 614
1280 2373 1679 1348 1026
2560 — 2721 2312 1879
Iris
80 32 612 301 213
160 54 693 380 279
320 116 812 440 306
640 685 1045 630 403
1280 1800 1248 1005 768
2560 — 2463 2013 1420
Haberman’s Survival
80 56 576 311 296
160 60 675 400 324
320 130 823 470 378
640 720 987 670 426
1280 2010 1321 1200 873
2560 — 2449 2200 1719
Ecoli
80 38 628 330 283
160 66 712 400 324
320 130 835 460 375
640 756 1104 700 482
1280 1912 1636 1234 763
2560 — 2479 2312 1416
Hayes-Roth
80 41 568 310 278
160 57 643 395 347
320 125 726 460 387
640 715 973 660 438
1280 1980 1479 1211 736
2560 — 2423 2120 1567
Lenses
80 32 624 309 297
160 59 701 389 327
320 130 924 452 376
640 700 1072 545 432
1280 1895 1378 1085 814
2560 — 2379 2089 1473
Wine
80 50 635 350 317
160 78 705 420 356
320 130 835 470 402
640 730 1006 610 426
1280 2100 1346 1245 843
2560 — 2463 2240 1645
6.3. Evaluation on Accuracy. To evaluate the accuracy, we
cluster different data sets via Par3PKM, Par2PK-Means, and
ParCLARA based on a Hadoop cluster with eight nodes
and through 𝐾-Means in the single machine environment,
respectively. We then plot the results in Figure 12(a).
The quality of the algorithm is evaluated via the following
error rate (ER) [51] equation:
ER =
𝑂𝑚
𝑂𝑡
× 100%, (8)
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Figure 11: Continued.
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Figure 11: Efficiency comparison on different data sets. (a) Taxi Trajectory, (b) Iris, (c) Haberman’s Survival, (d) Ecoli, (e) Hayes-Roth, (f)
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Figure 12: Accuracy and reliability. (a) Accuracy comparison of Par3PKM, Par2PK-Means, and ParCLARA on different data sets and (b)
reliability of Par3PKM.
where 𝑂𝑚 is the number of misclassified objects and 𝑂𝑡 is
the total number of objects. The lower the ER, the better the
clustering.
As illustrated in Figure 12(a), in comparison with other
algorithms, the Par3PKM algorithm produces more accurate
clustering results in most cases. The results indicate that the
Par3PKM algorithm is valid and feasible.
6.4. Evaluation on Speedup. In order to evaluate the speedup
of the Par3PKM algorithm, we keep seven data sets constant
(1280MB) and increase the number of nodes (ranging from
1 node to 8 nodes) on a Hadoop cluster and then plot the
results in Figure 13(a). Moreover, we utilize Iris data sets
(1280MB) for further verifying the speedup of Par3PKM,
in comparison with Par2PK-Means and ParCLARA, and the
results are illustrated in Figure 13(b).
The speedup metric [52, 53] is defined as
Speedup =
𝑇𝑠
𝑇𝑝
, (9)
where 𝑇𝑠 represents the execution time of an algorithm on
one node (i.e., the sequential execution time) for clustering
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Figure 13: Speedup. (a) Speedup comparison of Par3PKM on different data sets and (b) speedup comparison of Par3PKM, Par2PK-Means,
and ParCLARA.
objects using the given data sets and𝑇𝑝 denotes the execution
time of an algorithm for solving the same problem using the
same data sets on a Hadoop cluster with 𝑝 nodes (i.e., the
parallel execution time), respectively.
As depicted in Figure 13(a), the speedup of the Par3PKM
algorithm increases relatively linearly with an increasing
number of nodes. It is known that linear speedup is difficult
to achieve because of the communication cost and the skew
of the slaves. Furthermore, Figure 13(b) shows that Par3PKM
has better speedup than Par2PK-Means and ParCLARA.The
results demonstrate that the parallel algorithm Par3PKM has
a very good speedup performance, which is almost the same
for data sets with very different sizes.
6.5. Evaluation on Scale-Up. To evaluate how well the
Par3PKM algorithm processes larger data sets when more
nodes are available, we perform scale-up experiments where
we increase the size of data sets (varying from 160MB
to 1280MB) in direct proportion to the number of nodes
(ranging from 1 node to 8 nodes) and then plot the results
in Figure 14(a). Furthermore, with the Iris data sets (vary-
ing from 160MB to 1280MB), the scale-up comparison of
Par3PKM, Par2PK-Means, and ParCLARA is depicted in
Figure 14(b).
The scale-up metric [52, 53] is given by
Scale-up =
𝑇𝑠
?̃?𝑝
, (10)
where 𝑇𝑠 is the execution time of an algorithm for processing
the given data sets on one node and ?̃?𝑝 is the execution time of
an algorithm for handling 𝑝-times larger data sets on 𝑝-times
larger nodes.
As illustrated in Figure 14(a), the scale-up values of
Par3PKM are in the vicinity of 1, even less, with the propor-
tional growth of both the number of nodes and the size of data
sets. Moreover, Figure 14(b) shows that Par3PKM has better
scale-up than Par2PK-Means and ParCLARA. The results
indicate that the Par3PKMalgorithmhas very excellent scale-
up and adaptability in large-scale data sets based on aHadoop
cluster with MapReduce.
6.6. Evaluation on Reliability. To evaluate the reliability of the
Par3PKM algorithm, we shut down several nodes (ranging
from 1 node to 7 nodes) to demonstrate whether Par3PKM
can normally execute and achieve the same clustering results
from Iris data sets with 1280MB and then plot the results in
Figure 12(b).
As illustrated in Figure 12(b), although the execution
time of the Par3PKM algorithm increases gradually with
the growth of the number of faulty nodes, the Par3PKM
algorithm still normally executes and produces the same
results. The results show that the Par3PKM algorithm has
good reliability in “Big Data” environment, due to the high
fault tolerance of the MapReduce framework on a Hadoop
platform. When a node cannot execute tasks on a Hadoop
cluster, the JobTracker will automatically assign the tasks of
faulty node(s) to other spare nodes. Conversely, the serial
𝐾-Means algorithm on a single machine cannot normally
execute the tasks when the machine is faulty, whereas the
entire computational task will fail.
In summary, extensive experiments are conducted on real
and synthetic data, and the performance results demonstrate
that the proposed Par3PKM algorithm ismuchmore efficient
and accurate with better speedup, scale-up, and reliability.
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Figure 14: Scale-up. (a) Scale-up comparison of Par3PKM on different data sets and (b) scale-up comparison of Par3PKM, Par2PK-Means,
and ParCLARA.
7. Conclusions
In this paper, we have proposed an efficient MapReduce-
based parallel clustering algorithm, named Par3PKM, to
solve traffic subarea division problem with large-scale taxi
trajectories. In Par3PKM, the distance metric and initializa-
tion strategy of 𝐾-Means are optimized in order to enhance
the accuracy of clustering. Then, to improve the efficiency
and scalability of Par3PKM, the optimal𝐾-Means algorithm
is implemented in a MapReduce framework on Hadoop. The
optimization and parallelism of Par3PKM save memory con-
sumption and reduce the computational cost of big calcula-
tions, thereby significantly improving the accuracy, efficiency,
scalability, and reliability of traffic subarea division. Our per-
formance evaluation indicates that the proposed algorithm
can efficiently cluster a large number of GPS trajectories of
taxicabs and especially achieves more accurate results than
𝐾-Means, Par2PK-Means, and ParCLARA with favorably
superior performance. Furthermore, based on Par3PKM, we
have presented a distributed traffic subarea division method,
namedDTSAD, which is performed on aHadoop distributed
computing platform with the MapReduce parallel processing
paradigm. In DTSAD, the boundary identifying method can
effectively connect the borders of clustering results. Most
importantly, we have divided traffic subarea of Beijing using
big real-world taxi trajectory data sets through the presented
method, and our case study demonstrates that our approach
can accurately and efficiently divide traffic subarea.
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