We investigate the non-equilibrium large deviations function of the particle densities in two steady-state driven systems exchanging particles at a vanishing rate. We first derive through a systematic multi-scale analysis the coarse-grained master equation satisfied by the distribution of the numbers of particles in each system. Assuming that this distribution takes for large systems a large deviations form, we obtain the equation (similar to a Hamilton-Jacobi equation) satisfied by the large deviations function of the densities. Depending on the systems considered, this equation may satisfy or not the macroscopic detailed balance property, i.e., a time-reversibility property at large deviations level. In the absence of macroscopic detailed balance, the large deviations function can be determined as an expansion close to a solution satisfying macroscopic detailed balance. In this case, the large deviations function is generically non-additive, i.e., it cannot be split as two separate contributions from each system. In addition, the large deviations function can be interpreted as a non-equilibrium free energy, as it satisfies a generalization of the second law of thermodynamics, in the spirit of the Hatano-Sasa relation. Some of the results are illustrated on an exactly solvable driven lattice gas model. arXiv:1912.00529v1 [cond-mat.stat-mech] 
Introduction
A key issue of thermodynamics is to be able to determine the steady-state values of particle density or energy density for instance, in two systems brought in contact so that particles or energy can be exchanged between them. At equilibrium, such densities of globally conserved quantities are determined by the equalization in both systems of the conjugated intensive thermodynamic parameter, namely chemical potential or temperature. Out of equilibrium, the situation is generically more complex, but it is natural to try to generalize the equilibrium formalism and to try to define non-equilibrium intensive parameters like temperature, chemical potential and pressure [1, 2] . In particular, the non-equilibrium extension of the notion of temperature in steady-state systems has raised a lot of attention [3, 4, 5, 6, 7] , but due to the lack of energy conservation in driven dissipative system, a thermodynamic consistent definition of a non-equilibrium temperature remains elusive in most cases [8] . Yet, particle number or volume may still be conserved out of equilibrium, and it is tempting to try to define chemical potential or pressure in this situation. Pressure may actually be defined from a purely mechanical standpoint in terms of normal force per unit surface on the confining walls, as recently done for gases of active particles [9, 10, 11, 12, 13, 14] . This definition of pressure, though simple and unambiguous, generically leads to the lack of an equation of state [9] (except if specific symmetries are present [10] ), meaning that the pressure no longer depends only on the bulk density of the gas, but also on the detailed properties of the confining walls.
In contrast, the chemical potential cannot be defined from purely mechanical considerations, and one needs to come back, in analogy to the equilibrium definition, to a definition based on a statistical characterization of density fluctuations in two subsystems exchanging particles. Such an approach actually relies on a additivity property of the large deviations function describing density fluctuations in subsystems [15, 16, 17, 18, 19] . Recent works have more explicitly focused on the properties of the non-equilibrium chemical potential, which turns out to generically depend on the contact dynamics and to lack an equation of state [20, 21, 22] . The validity of the additivity condition has been traced back to both a macroscopic detailed balance condition at contact and a factorization of the contact dynamics [20, 22] .
When these conditions are not satisfied, the large deviations function is not additive and does not decompose as a sum of two contributions depending only on one of the two systems. It is thus not possible to define a non-equilibrium chemical potential. However, the large deviations function of the densities still contains the relevant statistical information to characterize the steady-state densities in the two systems, as well as their fluctuations. In this work, we present a detailed study of the large deviations function of the densities in two systems in weak contact, focusing on the case where the large deviations function is not additive so that no chemical potential can be defined. We show how this large deviations function can be evaluated, and we provide it with a thermodynamic interpretation in terms of a generalized second law of thermodynamics, in the spirit of the Hatano-Sasa relation [23, 24] .
The paper is organized as follows. Sec. 2 introduces the set-up of two driven systems in contact and derives the equation governing the evolution of the distribution of densities in both systems. Sec. 3 performs a large deviations analysis of the steady-state distribution of densities, and discusses the notion of macroscopic detailed balance. A perturbative evaluation of the large deviations function in the absence of macroscopic detailed balance is presented, and the consequences regarding the additivity property are discussed. Sec. 4 deals with the thermodynamic interpretation of the large deviations function in terms of a generalized second law of thermodynamics. Finally, Sec. 5 presents an application of this large deviations formalism to an exactly solvable driven lattice model, in which particles (or possibly continuous amounts of 'mass') are transported on a one-dimensional lattice.
Dynamics of two driven systems in contact
2.1. Contact dynamics 2.1.1. Stochastic driven lattice models Throughout this paper, we consider stochastic lattice gases (or generalizations involving continuous masses instead of particles) [25, 26] , that are stochastic jump processes in which particles randomly jump from site to site on a lattice. This include for instance the Zero Range Process [27, 28] and its generalizations [29, 30, 31, 32] , the Asymmetric Simple Exclusion Process (ASEP) [26, 33, 34] , or the Katz-Lebowitz-Spohn (KLS) model [35, 36] .
We generically denote as Λ ⊂ Z d the d-dimensional lattice, V = |Λ| the number of sites, N the total number of particles. A microscopic configuration of the model is written as C = {n x } x∈Λ , where n x ∈ [0, n max ] is the number of particles at site x. Note that the maximal number of particles n max on a single site can be finite or infinite. In most models, the local configuration n x is an integer, but it might also be a real variable n x ≥ 0, in which cases it may be called a 'continuous mass' [29, 30, 31, 32] . To allow for stationary particle flux along the drive, periodic boundary conditions are assumed at least in this direction. The probability per unit time that a particle jumps from one site to another is given by the transition rates T (C |C), which are expressed in terms of the configurations C and C respectively before and after the jump. For thermodynamic consistency, one imposes the local detailed balance [35, 37, 38, 39] condition, which reads
where E(C) denotes the energy associated with the configuration C (composed of an interaction potential and an external potential) and W nc (C, C ) is the non-conservative work generated by the drive. This non-conservative work by definition depends on the drive, and we assume for the sake of simplicity a constant driving force f , leading to
where j(C, C ) is the particle current associated with the transition C → C . This constraint, though, is not enough to fully specify the transition rates T (C |C). We will see in the following several standard choices obeying local detailed balance, e.g., the Metropolis rule, the Kawasaki rule, the exponential rule, or the Sasa-Tasaki rule [40] .
Contact dynamics between two systems
Our aim in this work is to study driven systems in contact. To proceed further, we need to specify a generic framework for the contact dynamics. On generic grounds, we consider two systems A and B characterized by the energies E A (C A ), E B (C B ) associated with their configurations C A C B . Each system is subjected to a driving force, f A or f B . Using the notations introduced above, we note Λ k the lattice of system k, V k = |Λ k | the corresponding number of sites, and N k = N (C k ) the number of particles in system k, k = A, B. We also introduce the geometric factors γ A = V A /V and γ B = V B /V . We focus here on the situation where the contact is orthogonal to the driving forces. Hence we assume that the microscopic transition rate T c at contact does not depend on the driving forces f A , f B . The stochastic dynamics at contact is thus defined by a transition rate T c (C A , C B |C A , C B ), which we assume to obey local detailed balance with respect to the equilibrium distributions of systems A and B. The contact dynamics only involves particle exchange between the two systems, so that the total number of particles N = N (C A ) + N (C B ) is conserved.
The master equation governing the evolution of the probability P t (C A , C B ) describing the statistics of the two systems in contact thus reads dP t dt
where λ k (C) = C =C T k (C |C) denotes the escape rate, k being A, B or c.
In the following, we assume that the transition rate at contact is small to allow for a time scale separation between bulk and contact dynamics. To make this time scale separation explicit, we now write the transition rate at contact as T c , where is a small parameter.
Time-scale separation in the weak contact limit: multi-scale analysis
In this section, we take advantage of the time scale separation to perform a multiscale analysis of the master equation (3) [41, 42, 43, 44] . With this aim in mind, we first lighten notations and rewrite the master equation (3) using more formal vector notations:
where W b and W c are respectively the evolution matrices associated with the bulk
. |P t is the vector whose coordinates are P t (C) = C|P t , C| being the row vector associated with the configuration C (full of 0 except at the configuration label C for which it is equal to 1).
To get the solution of this master equation (4) in the weak contact limit → 0, we perform a perturbative expansion
The master equation reads, at order O 0 and O 1
These two last equations admit the formal solutions
The initial condition is arbitrary and can generically be decomposed as
where |SS, ρ A b is a short notation for a stationary solution of the bulk dynamics with densities ρ A and ρ B chosen initially:
To lighten notations, we omit the fixed total densityρ. Technically, |SS, ρ A b is a right eigenvector of W b associated with the eigenvalue 0. As for |T 0 , ρ A b , it refers to a transient part that vanishes at large time (lim t→∞ e tW b |T 0 , ρ A b = 0). Finally, P 0 (ρ A ) weights the probability to start with densities ρ A , ρ B in the steady states of A and B.
Inserting |P 0 in equations (7) , one obtains
The second and the third term of |P (1) t in equation (9) converge when t → ∞ but the first, proportional to t, is clearly a secular term which breaks the validity of the perturbation expansion as soon as
becomes of the same order as |P (0) t and the expansion is no more uniform [41, 42] . Such discrepancy is the consequence of the fact that the perturbation series is slowly convergent and that all terms are needed to obtain a bounded result for any time t. In order to regularise the perturbation series for large time, one can use the fact that the initial condition cannot be observed when t is large [44, 43, 45] , and take advantage of this fact to renormalize the series.
In order to perform this multi-scale analysis, one introduces an arbitrary timet which is interpreted as the new initial time, by writing t = (t −t) +t. Absorbing the term proportional to t of the secular term in the coefficients P 0 (ρ A ), which leads to a renormalized term Pt(ρ A ), allows us to write the solution |P t (equation (5)) as
where R t refers to non-secular terms at order O 1 in equation (5) . The secular term ∝ (t −t) can now be deleted by a suitable choice of Pt. Indeed, decomposing (10), one observes that -after a projection on b −, ρ A | -the secular term of order (t −t) can be removed if P t satisfies
where one has introduced,
with ρ A = ρ A + ∆N A /V A , π(ρ A |ρ A ) being the transition rate associated with the transition from ρ A to ρ A (π(ρ A , ρ A ) = 0) and λ(ρ A ) = ρ A π(ρ A |ρ A ), the escape rate.
The final regularised solution eventually reads
where the probability distribution P τ (ρ A ) obeys the coarse-grained master equation (11) :
with τ = t, the relevant slow time associated with the dynamics of the number of particles.
For large time compared to the relaxation time of the bulk dynamics, the stationary solution lim t→∞ |P t = |P reads, for all configurations C,
with P (ρ A |ρ) the stationary solution ‡ of equation (14) . In many cases of physical relevance, only one or at least a finite number ∆N A of particles can be simultaneously exchanged at contact. In that case, the coarse-grained transition rate π(ρ A |ρ A ) takes for large system size the simple form
where ρ A − ρ A = ∆N A /V A . A more detailed discussion of this point, in particular regarding the scaling assumptions underlying Eq. (16), can be found in [22] . For later convenience, we repeat here the expression of the coarse-grained transition rates ϕ(ρ A , ∆N A ), using explicit notations:
where P k (C k |ρ k ) is the stationary density of the isolated system k, and with the shorthand notationˆ
Large deviations analysis of the density dynamics

Hamilton Jacobi equation
In order to study the large size limit, V A , V B → ∞, it is natural to assume a large deviations form for the steady-state distribution P (ρ A ),
‡ The dependence with respect to the total density has been reintegrated to not forget that P describes the density ρ A in A as well as in B, with
where refers to a logarithmic equivalence [46] . Using this form in the coarse-grained master equation (14) leads, in the limit V A , V B → ∞, to the so-called Hamilton-Jacobi equation [47] . In the stationary regime, the latter reads as
A more detailed discussion on the derivation of this Hamilton-Jacobi equation starting from the coarse-grained master equation (14) can be found in [22] .
Macroscopic detailed balance
3.2.1. Formal approach We now focus on the steady state of the Hamilton-Jacobi equation (19) . This steady state can be easily determined if each term under the following rearranged sum separately cancels for any value of ρ A :
Formally, one gets in this way a generalised detailed balance condition, that we call macroscopic detailed balance in the following. Solving for I , the detailed balance condition reads as
Quite importantly, note that for most lattice gas models -that deal with the dynamics of particles on lattice in continuous time -(and potentially also for more realistic systems), only one particle can be exchanged per unit time. Thus ∆N A = ±1 at most and one can easily check that the macroscopic detailed balance condition is always verified. However, for more general situations where max(∆N A ) ≥ 2 (or if ∆N A is a continuous real quantity), this condition is not met in general. Before discussing how to deal with this more general case where macroscopic detailed balance is broken, we first discuss in subsections 3.2.2 and 3.2.3 the connection between the formal macroscopic detailed balance condition introduced in (20) and time-reversal symmetry. This discussion also allows us to introduce some definitions and notations that will prove useful in the sequel.
3.2.2.
Time-reversal symmetry Apparently, the macroscopic detailed balance condition (20) is reminiscent of a time-reversal symmetry. Indeed, the usual detailed balance is nothing but the equality, for all trajectories, between the probability to observe a certain trajectory and the probability to observe its time-reversed counterpart. In particular, the time-reversal symmetry for a two-time infinitesimal trajectory (on the time interval [t, t + dt]) of the density ρ A (t) reads as
, and recalling that ρ A = ρ A + ∆N A /V A , one gets at leading order in V A the macroscopic detailed balance (21) .
We must stress here that the macroscopic detailed balance relation may hold without requiring that the microscopic, local, detailed balance holds as well. Indeed, the ratio between the probability to observe a transition C = (C A , C B ) → C = (C A , C B ) involving an exchange of particle between A and B, and its time-reversed counterpart reads
since P (C) = P eq (C) for generic non-equilibrium steady states.
Analysis in terms of force and mobility
Each transition rate π(ρ A |ρ A ) can indeed be decomposed as
where, by definition,
, it is sometimes referred to as a mobility [48, 49] . One should stress that this decomposition is only a more convenient and physically meaningful rewriting of the coarse-grained transition rates π. In the thermodynamic limit, when V → ∞, the expressions given in (25) 
Breaking of the macroscopic detailed balance (21) can thus be re-expressed in terms of the thermodynamic force F (ρ A , ∆N A ). According to (21) and (26), one can generally write F = −I ∆N A + F (A) where I is here the general solution of the Hamilton Jacobi equation (19) . Hence, using these new notation, macroscopic detailed balance simply corresponds to F (A) (ρ A , ∆N A ) = 0. This reformulation will be used in the sequel.
Breaking of macroscopic detailed balance: perturbative expansion
When macroscopic detailed balance does not hold, one has to come back to the complete Hamilton-Jacobi equation (19) whose steady-state solution is I(ρ A |ρ). One has seen in Sec. 3.2 that when only one particle can be exchanged, the dynamics necessarily obeys macroscopic detailed balance. But if one can exchange more than one particle at a time through some cooperative mechanism at contact, macroscopic detailed balance may not hold. This is also the case when the exchanged quantity is continuous. An explicit example will be presented in Sec. 5.
For convenience, we use in this section the Hamilton-Jacobi equation formulated in terms of forces and activity (see section 3.2.3 and equation (30) below). When two particles at most can be exchanged (∆N A = ±1, ±2), the Hamilton-Jacobi equation is a fourth order polynomial equation in e I (ρ A |ρ) , whose solution already takes a complicated form. For more than two particles exchanges as well as for a continuous exchanged quantities, there is no general way to compute exactly solutions of the Hamilton-Jacobi equation (20) . One may instead perform a perturbative expansion around some known reference solution, generally taken to be the solution verifying macroscopic detailed balance (equilibrium solution).
To perform a perturbative expansion, we follow the same lines as the one already expounded for diffusive systems in the weak noise limit [50] . We remain here at a formal level and do not discuss convergence issues regarding the expansions. We call ξ the parameter which characterises the "distance" between the solution I (DB) (ρ A ) = I (0) (ρ A ) (we omit theρ-dependence here, to lighten notations) that verifies the macroscopic detailed balance and the one we are looking for, I(ρ A ). We further set
where
Since we would like to perform this perturbation expansion in terms of F , a and I(ρ A ) -which happens to be easier to handle -, we write here the Hamilton-Jacobi equation (19) in terms of the latter quantities:
Performing the expansion order by order up to O ξ 2 yields
• O ξ 0 :
according to detailed balance.
• O ξ 1 :
with
, the macroscopic current of the dynamics at order O ξ 0 .
• O ξ 2 :
One can thus infer that the perturbative expansion may be formally rewritten as, for k 1,
The contribution I (k) can thus be iteratively computed by integrating I (k) along the trajectory ρ A (t) that follow the reference dynamics (ξ = 0). For
Performing the integration along the path starting from the stationary point ρ * (0) A of the reference dynamics and ending at a point ρ A at t → ∞ (called "fluctuation path", see Appendix A), one obtains
A ) is an unknown constant to be determined. A simple way to compute this constant is to remember that the stationary point ρ * (ξ) A of the perturbed dynamics verifies I (ξ) (ρ * (ξ)
A ) = 0. The stationary point ρ * (ξ) A itself can be computed by looking for the stationary solution of the macroscopic dynamics
which allows one to look for ρ * (ξ) A as ρ * (ξ) A = n 0 ξ n ρ * (n) A
. Then, Taylor expanding
A , the functions I (n) (ρ A ) and their derivatives for n < k.
Such a formal expansion has been outlined here to show how one may solve the general Hamilton-Jacobi equation when the dynamics of the density ρ A does not obey detailed balance. We will use the first order of this expansion in Sec. 3.4 when discussing the additivity property of the large deviations function I in cases when macroscopic detailed balance does not hold.
Non-additive large deviations function of the densities
The large deviations function I(ρ A |ρ) is a convenient tool to define non-equilibrium chemical potentials [15, 16, 17, 18, 19, 20, 21, 22] As mentioned in the introduction, the definition of a non-equilibrium chemical potential relies on an additivity condition on the large deviations function, which reads [15, 16, 20, 22] 
where the density ρ B is given by
depend only on the density in one system, and not on the overall densityρ.
A sufficient condition for the additivity property (38) to hold has been found in [20, 22] . It relies both on the macroscopic detailed balance condition (21),
and on a factorization property of the coarse-grained transition rate at contact,
with ∆N B = −∆N A and ν 0 a frequency scale. If the additivity condition (38) is satisfied, the steady-state densities ρ * A and ρ * B are determined by the equality of the non-equilibrium chemical potentials
. When the additivity condition (38) is not satisfied, no chemical potential can be defined, and the steady-state densities have to be determined directly by minimizing the large deviations function
. We discuss in this section two generic situations where the additivity property does not hold, and where the large deviations function I(ρ A , ρ B ) can be determined explicitly, either exactly or through a perturbative expansion.
3.4.1. Macroscopic detailed balance with non-factorized contact dynamics When the macroscopic detailed balance holds, the large deviations function of the density is explicitly given by (39) in terms of the coarse-grained rates ϕ(ρ A , ±1). However, in some cases the rates ϕ(ρ A , ±1) cannot be written in the factorized form (40) . This lack of factorization at a coarse-grained level is in general due to a similar lack of factorization of the microscopic transition rate T c (C |C), as occurs for instance for the heat-bath rule or the Metropolis rule for instance [22] . The relation I (ρ * A |ρ) = 0 can nevertheless still be used to determine the steady-state densities ρ * A and ρ * B .
3.4.2. Absence of macroscopic detailed balance Now, if macroscopic detailed balance is broken, the Hamilton-Jacobi equation (19) is much more difficult to solve to obtain I(ρ A |ρ). One may however perform a perturbative expansion with respect to a reference state, assumed to satisfy the macroscopic detailed balance (see section 3.3 for details). To first order in the perturbation parameter ξ, the derivative of the large deviations function reads as
In the specific case where the reference state is chosen as the equilibrium state, one has simply I (0) = µ eq A − µ eq B . Let us assume now that the macroscopic transition rates completely factorise at each order in ξ. Contrary to what is expounded in 3.3, it is easier to formulate things in terms of transition rates ϕ(ρ A , ∆N A ) directly. I (1) (ρ A |ρ) reads as
We point out that I (1) does not vanishes at ρ
A ) = 0 as well, so that the ratio stays finite.
Hence, even if ϕ (1) (ρ A , ∆N A ) and ϕ (0) (ρ A , ∆N A ) factorise as in (40), it is not expected that this factorisation property still holds for the large deviations function I(ρ A |ρ), even at the first order beyond the equilibrium situation for which the large deviations function is additive. Explicit examples of this lack of additivity when macroscopic detailed balance breaks down will be discussed in Sec. 5, in the framework of an exactly solvable lattice model.
Before that, we further discuss the thermodynamic relevance of the large deviations function I(ρ A |ρ) of the density, and explore in the next section 4 how one can physically measure the latter.
Measure of I(ρ A |ρ): bias and generalized second law of thermodynamics
To go beyond formal calculations, an issue of practical importance would be to be able to measure the large deviations function I(ρ A |ρ). Similarly to the measurement of free energies at equilibrium, one may think about the following approaches:
(i) A dynamical approach which consist of measuring the supplied work associated with a given protocol, starting from a known configuration of densities;
(ii) A static approach that allows one to get access to the derivative of the large deviations function I(ρ A |ρ) by biasing the dynamics (typically by applying external potentials) and measuring the stationary densities.
Static bias of the dynamics
A natural and interesting way to access the large deviations function I (see [2] for a phenomenological account), is to bias the dynamics to make rare events of the unbiased dynamics typical [46] . We would like to emphasise here the connections between a general bias λ (which can be different from an external potential difference) and the large deviations function I, by using a more formal approach. A direct and simple connection between a bias λ and I exists when the former is the conjugated variable of the density ρ A through a Legendre transform. This can be seen by considering the stationary moment generating function
When P (ρ A |ρ) ∼ exp (−V A I(ρ A |ρ)) with I the associated large deviations function, one has
where ρ * A (λ) = argmax ρ A (λρ A − I(ρ A |ρ))) is the unique saddle-point (in the absence of any first order phase transition, i.e. when I is assumed to be convex) that satisfies
As a consequence, if one knows the bias λ and is able to measure ρ * A by another mean, the value of the derivative of the large deviations function is obtained from (45) . Yet, Eq. (45) is purely formal and essentially of no use if the tilt λV A ρ A cannot be implemented in practice.
In order to implement such a tilt, an experimenter will only be able to modify the dynamics, i.e. the transition rates. To discuss this issue in a general framework, we consider macroscopic transition rates ϕ(λ; ρ A , ∆N A ) that depend on an extra control parameter λ. The parameter λ is generic and may be an external potential difference applied between the two systems, or even the driving force applied on one or both systems, etc. We choose λ such that ϕ(λ = 0; ρ A , ∆N A ) = ϕ(ρ A , ∆N A ).
To determine the dependence of the large deviations function I(λ; ρ A |ρ) on λ, we evaluate the derivative of I(λ; ρ A |ρ) with respect to λ. The tilt λ acts linearly as in (45) if ∂I /∂λ is a constant (independent of ρ A and λ). Indeed, ∂I /∂λ = −K yields by integration I (λ; ρ A |ρ) = I (ρ A |ρ) − Kλ. Evaluating the latter equality at ρ A = ρ * A (λ), the stationary points of the biased dynamics (I (λ; ρ * A (λ)|ρ) = 0), one obtains I (ρ * A (λ)) = Kλ and hence (45) by a rescaling of λ. Interestingly, the partial derivative ∂I /∂λ can be directly estimated from the Hamilton-Jacobi equation (19) associated with the modified dynamics
valid for all ρ A . Taking the derivative of (46) with respect to λ gives
with J † (λ; ρ A ) = ∆N A =0 ϕ(λ; ρ A , ∆N A )e I (λ;ρ A )∆N A the macroscopic current associated with the adjoint dynamics [51, Appendix 1] (see Appendix A of this paper as well).
The right hand side of the last equation is not constant in general. When ϕ(λ; ρ A , ∆N A ) takes the form ϕ(λ; ρ A , ∆N A ) = ϕ(ρ A , ∆N A )e λ 2 ∆N A , equation (47) reads as
which in general depends on λ. When macroscopic detailed balance holds, J = J † (see section 3.2.3 and Appendix A) and ∂I /∂λ = −1, which yields (45) as stated above.
To summarize, the variation of the large deviations function I(λ; ρ A |ρ) with the external parameter λ is generically non-linear in λ. Even when the perturbation only changes the "force" F (ρ; ∆N A ) and not the "mobility" in the expression (24) of the macroscopic transition rate, the dependence of I(λ; ρ A |ρ) on λ may still take a complicated form. A sufficient condition for the perturbation of I(ρ A |ρ) to be linear with respect to λ is when macroscopic detailed balance holds and when the perturbation acts only on the force F associated with the transition rate ϕ. This linear perturbation may be expected when the perturbation λ = ∆U is due to the presence of uniform external potentials, but measuring the derivative of the large deviations through the perturbation λ may not be an easy task and generally requires additional information on the derivative ∂I /∂λ (see (47) ).
4.2.
Applied external potential difference and second law of thermodynamics 4.2.1. Influence of an external potential difference on the dynamics at contact In order to go beyond the static analysis of the previous section, we now investigate thermodynamic transformations that involve a protocol performed by an external operator. In order to fix a precise physical setting, we introduce external potentials U A and U B which are assumed uniform over each sub-systems A and B respectively. These external potentials thus bias the contact dynamics only.
The aim of the present section is to show that, similarly to other analysis for diffusing systems at hydrodynamic space-time scale [52, 24] , the large deviations function I(ρ A |ρ) obeys a (generalized) second law under some conditions. In that respect, the large deviations function I(ρ A |ρ) plays the role of a (normalized) nonequilibrium free energy.
Let us first recall the situation at equilibrium. The balance of mass between two systems in contact, controlled by the chemical potentials of each system, can be biased by uniform external potentials. Adding a potential U (x) = U A for all x ∈ Λ A and U (x) = U B for all x ∈ Λ B leads to a balance of mass governed by the equalisation of generalised chemical potentials -sometimes called electro-chemical potentialsµ eq k + U k , k = A, B. When an operator changes ∆U = U A − U B over time, the latter applies a work on the system which brings the densities to a new equilibrium at the end of the transformation. If the transformation is quasi-static, i.e., the transformation speed is infinitely slow, then the average supplied work is equal to the difference in the free energy of the whole system. Otherwise, the second law states that the average supplied work is greater than the difference of free energies between the initial and final states.
Coming back to the non-equilibrium situation, we need to include explicitly the potential energy difference ∆U in the microscopic transition rates at contact, T ∆U c . We naturally assume that tilted transition rates at contact satisfy local detailed balance (1) that reads here as
with N (C A ) the total particle number in system A in the configuration C A . We now specify the protocol that the operator performs to go from the initial value ∆U i and ∆U f . For all s ∈ [0, 1], one defines a function ∆U (s) such that ∆U 0 = ∆U i and ∆U 1 = ∆U f . Assuming that the total real time to apply this transformation is T , we interpret the parameter s as s = τ /T , where we recall that τ is the re-scaled macroscopic time τ = t introduced in Sec. 2.2. Importantly, we assume that the rate of change of the potential difference ∆U (τ /T ) is sufficiently low so that the time scale separation between the internal (bulk) dynamics of both systems and the dynamics at contact still holds (see section 2.2). Along with this hypothesis, the time-dependent macroscopic transition rate ϕ ∆U τ hence reads as
for all τ ∈ [0, T ]. The biased transition rate ϕ(∆U, ρ, ∆N ) is an average of the tilted microscopic transition rate T (∆U ) c with respect to the stationary microscopic distribution of the isolated systems, as in (17) . As mentioned above, since external potentials are uniform over each system, the bulk transition rates are not perturbed by these potentials, and the stationary distributions of the isolated systems P k (C k |ρ k ) are the same as in the absence of any external potential. The coarse-grained transition rate at fixed potential difference ∆U thus reads as
where the notationˆ
has been defined in Eq. (17) . A key issue is how the coarse-grained transition rate ϕ ∆U , and especially its associated force F ∆U (ρ A , ∆N A ) (26)
depend on the external potential difference. At equilibrium, F ∆U (ρ A , ∆N A ) = − (µ eq A (ρ A ) − µ eq B (ρ B ) + ∆U ) ∆N A and thus, the force would be linear in ∆U . But out-of-equilibrium, the force may not be linear. As can be seen in the microscopic definition of the tilted coarse-grained transition rate (51) , this is a natural consequence of the choice of T ∆U c . This leads us to consider two different classes of transition rates.
(i) The first one is the one for which the coarse-grained generalised force (52) is linear in ∆U . Hence, the coarse-grained transition rate reads
the force in the absence of external potentials (∆U = 0). (ii) The second one allows for a more complex dependence in ∆U . It reads, in full generality, as
where the force F (∆U ; ρ A , ∆N A ) is non-linear in ∆U . This is for instance the case for other microscopic rules, different from the Sasa-Tasaki and the exponential ones, such as the Metropolis rule or the heat-bath (or Kawasaki) rule.
In both classes, one eventually introduces the macroscopic current J(∆U, ρ) associated with the dynamics in presence of a bias ∆U . It reads
The most probable relaxation path (which coincides with the average one at the thermodynamic limit) in the presence of a time-dependent forcing thus follows the relaxation dynamics 
At large deviations level, Eq. (57) leads to the following integrated work
where ρ A (τ ) is the solution of the macroscopic equation (56), as well as the minimum (saddle-point) of the large deviations function I τ (∆U ( τ T ), ρ A ) associated with the distribution P ∆U τ (ρ A ) in the large volume limit V → ∞. For the sake of clarity when one will consider the quasi-static limit T → ∞, it is convenient to change the integration variable from τ to s = τ /T that leads to
where one has introduced ρ (T )
. Our aim is now to try to relate the supplied work W [0,T ] to the large deviations function I(ρ A |ρ) of the unperturbed dynamics. One may achieve this goal by following the strategy developed by [53, 54, 24, 55] [23, 2] .
In the present setting, the main idea is to replace ∆U (s)∆N A in the expression (59) of the work by the generalized forces F (ρ A , ∆N A ) and F (∆U ; ρ A , ∆N A ). As previously discussed, F (∆U ; ρ A , ∆N A ) may be either linear in ∆U or not. It is thus convenient to isolate this linear dependence by introducing
where the index 'nl' stands for 'non-linear', meaning that F nl (∆U ; ρ A , ∆N A ) contains only non-linear contributions in ∆U . The two classes of contact dynamics introduced in Eqs. (53) and (54) thus differ in the ∆U -dependence of F nl (∆U ; ρ A , ∆N A ): for the first class, F nl (∆U ; ρ A , ∆N A ) is independent of ∆U and is simply equal to F (ρ A , ∆N A ), the force associated with the unbiased transition rates. In the second class, F nl (∆U ; ρ A , ∆N A ) does depend on ∆U , and thus contains a genuine non-linearity in ∆U .
In both cases, one can write −∆U ∆N A = F (∆U ; ρ A , ∆N A ) − F nl (∆U ; ρ A , ∆N A ) and the supplied work (59) then reads
The simpler case one can encounter is when both the property F nl (∆U ; ρ A , ∆N A = F (ρ A , ∆N A ) and the macroscopic detailed balance hold. One thus expects F nl to be equal to F (ρ A , ∆N A ) = −I (ρ A |ρ)∆N A , which already suggests a connection between the work supplied by the external potential and the large deviations function of the dynamics in the absence of external potential. Hence, we first consider this simple case for which a second law holds before briefly moving toward the more complex case for which F nl is genuinely non-linear in ∆U , and thus different from the unperturbed dynamic force F .
External potential difference as a linear bias in the forces
We start with the first type of dynamics according to which F nl (∆U ; ρ A , ∆N A ) = F (ρ A , ∆N A ) is independent of ∆U . The average work then reads
To establish a connection between the work and the large deviations function, it is useful to decompose the force F into [24] 
where F (A) is responsible of the breaking of the time-reversible symmetry of the coarse-grained dynamics (see 3.2.2). As for the time-dependent force F (∆U (s); ρ
where I(∆U, ρ A |ρ) stands for the stationary large deviations function associated with the contact dynamics at a fixed external potential difference ∆U .
Using the above decomposition, the work (62) now reads
As seen in section 3.2.3, the presence of the second term on the right hand side of Eq. (65) is related to the breaking of time-reversal symmetry -or, to put it another way, to the non-vanishing entropy production. Hence this second term disappears if macroscopic detailed balance holds. The first term under the integral in Eq. (65) is a total derivative in time since ρ (T ) A (s) obeys Eq. (56). The second term is however not a total time derivative because I ∆U (s) depends on time. The term in which I ∆U is involved can be seen as a macroscopic 'free energy dissipation rate' (see [57, eq. (26) ]):
which turns out to be always positive [57] . This can be seen easily by remembering that J(∆U ; ρ A ) = ∆N A ∆N A ϕ(∆U ; ρ A , ∆N A ) and by using the convex inequality
One thus finds thatḞ diss
Finally, the first term in (65) reads as I(ρ 
which leads to
since the last term of (68) is positive. One may intuitively expect that the last term in Eq. (68) vanishes in the quasi-static limit T → ∞. This result is shown more rigorously in Appendix B.
As a by-product of our analysis, we have derived, when detailed balance holds, that
This result comes from the property F (A) = 0 (since macroscopic detailed balance holds), using the decomposition of the force F given in Eqs. (63) and (64), as well as the hypothesis that F (∆U ; ρ A , ∆N A ) is linear in ∆U . Evaluating Eq. (70) at ρ A = ρ * ∆U A (i.e. at the stationary state of the dynamics in the presence of a fixed bias ∆U ) cancels I ∆U (ρ A |ρ) and one obtains
If, in addition to macroscopic detailed balance, additivity holds, (71) implies the relation postulated on phenomenological grounds by Sasa and Tasaki in their seminal paper [2] that relates chemical potentials at contact and external potentials
This relation can be used to measure the chemical potentials of, say, system A, using for system B a reference system whose properties are known [2, 22] .
4.3.2.
When macroscopic detailed balance does not hold (F A = 0) When macroscopic detailed balance does not hold, the supplied work W [0,T ] (65) involves a house-keeping contribution [56, 23, 57] that does not vanish, even in the quasi-static limit. This contribution reads, according to Eq. (65),
One might be tempted to establish a relation between F (A) (∆U ; ρ A , ∆N A ) and F (A) (ρ A , ∆N A ) when F is linear in ∆U . However, this cannot be done since we do not know a priori the dependence in ∆U of I ∆U . The latter can be determined in general by the Hamilton-Jacobi equation (19) of the tilted dynamics. But when macroscopic detailed balance is broken, the large deviations function may not be linear in ∆U , even when F (∆U ; ρ A , ∆N A ) is linear in ∆U and when the mobility a ∆U (ρ A , ∆N A ) = a(ρ A , ∆N A ) does not depend on ∆U . This is confirmed by a perturbative expansion of the solution of the Hamilton-Jacobi (19) for small ∆U : the term of order ∆U 2 does not vanish in general.
Finally, the house-keeping contribution (73) cannot be avoided even in the quasistatic limit and has to be subtracted to evaluate the work W [0,T ] . If one knows by another mean the large deviations function, a measure of the work could be another possibility to assess the presence of a non-zero anti-symmetric force F (A) and thus the breaking of the macroscopic detailed balance.
Non-linear bias in the forces
When the force F (∆U, ρ A , ∆N A ) is non-linear in ∆U , one has to revert to the general relation (62) . Since a general relation between F nl and F does not exist anymore, one cannot link the supplied work W [0,T ] with the unbiased large deviations function I. As a consequence, any generalization of the second law for this non-linear ∆U dependence in the force F (∆U ; ρ A , ∆N A ) does not seem to exist. A more involved analysis depending on the specific ∆U dependence of F nl is thus required to assert any relationship between the work and the unbiased system.
Application to an exactly solvable model
We now wish to illustrate the different results presented in the previous sections on the explicit example of an exactly solvable model, namely the driven lattice gas model introduced in Ref. [58] . We consider two different versions of the model, one with discrete particles moving on a lattice, and the other one with a continuous mass being exchanged between neighbouring sites.
Definition of the driven lattice gas model
We start by defining the lattice gas model. We consider a one-dimensional lattice Λ, with an even number |Λ| = 2L of sites. The number n i of particle on a site i is at most n max . This model draws inspiration from both an equilibrium kinetically constrained model [59] and from driven lattice gases like the Zero Range Process [27] . At odds with most standard driven lattice gas models, we assume the dynamics to be synchronous, and to involve two distinct partitions of the lattice, that we call P 1 = {(2k, 2k + 1)} k∈[0,L] and P 2 = {(2k + 1, 2k + 2)} k∈[0,L] , both of them gathering adjacent pairs of sites. At each step, one of the two partitions is randomly chosen with equal probability. Having selected a partition P j , all links of this partition are updated in parallel, in an independent way. A link (i, i + 1) is updated according to the transition rate:
with the notations d i = n i+1 − n i andn i = (n i + n i+1 )/2 = (n i + n i+1 )/2. The normalisation factor Q(n i ) is such that n 1 ,n 2 T (n 1 , n 2 |n 1 , n 2 ) = 1. Conservation of the total particle number is enforced by setting the transition rate T (n i+1 , n i |n i+1 , n i ) to zero if the conservation law n i+1 + n i = n i+1 + n i is not satisfied. One must remark that the net transfer of particles ∆n i = (n i − n i ) = −(n i+1 − n i+1 ) from site i to site i+1 reads as ∆n i = (d i −d i )/2 (with d i = n i+1 −n i ). As a consequence, the probability to transfer ∆n i particles according to the transition rate (74) is independent of the initial particle difference d i as one might expect intuitively for a mass transport model. The quantity ε(n) plays the role of a local energy, while the parameter f plays the role of a driving force. When f = 0, the equilibrium Boltzmann-Gibbs distribution (with unit temperature) is recovered. For nonzero f , the following local detailed balance relation holds
where ∆ε i = ε(n i )−ε(n i ). The non-equilibrium steady-state distribution of the model is given by (see [58] )
One sees the driving force f explicitly enters into the expression (76) of the steadystate distribution, at odds with other exactly solvable models like the Zero Range Process [27] or the Asymmetric Simple Exclusion Process on ring geometry. This dependence on the drive is supposed to be generic [60] and its occurrence here mostly justifies the interest of the present model. From Eq. (76), the single site probability distribution p(n|ρ) is evaluated as [22, Appendix B]
where one has introduced z 0 (x) = n e −ε(n)+xn , the normalisation constant for the equilibrium system at f = 0; the non-equilibrium contribution
with z α (x) = n e −ε(n)+αf n+xn (α = ±) other normalisation constants; and finally, the chemical potential µ iso (ρ) of the isolated system [20, 22] coupled to the overall density ρ through the following equation of state
In the following, we consider two such models that are allowed to exchange particles through a local contact dynamics (see [22] for the detailed implementation of the contact).
Simultaneous exchange of several particles
An exchange dynamics where only one particle can be exchanged at a time between the two systems leads to macroscopic detailed balance, which is one of the conditions required for the definition of a non-equilibrium chemical potential [20, 22] . However, one may also consider a more general situation in which more than one particle can be exchanged between the two systems in contact. In our specific model, if one assumes for instance that n max = 2 in each system A and B, then at most two particles can be exchanged along one link.
Noting i A and j B the two sites involved in the contact between systems A and B, we generally write T c (n i A , n j B |n i A , n j B ) the transition rate at contact which satisfies the following local detailed balance condition
According to the definition of the coarse-grained transition rates in the weak exchange limit (17) 
with P k (n|ρ k ) the single site stationary probability (77) of system k. As for ϕ(ρ A , ±2), they read as
Because microscopic detailed balance (23) is broken, one obtains generally that
We provide numerical estimations of both these ratios for two choices of the dynamics at contact in figure 1 . These are the "natural dynamics" that somehow reproduces the bulk transition rates of the isolated systems,
and the Sasa-Tasaki's rule that reads
Exact expressions of the ratios (83) are computed in Appendix C. Black (--) curve: I (ρ A |ρ); Blue (-· -) curve: log(ϕ(ρ A , −1)/ϕ(ρ A , +1)); Red (---) curve: 1 2 log(ϕ(ρ A , −2)/ϕ(ρ A , 2)). The energy functions reads as ε k (n k ) = ε k n k (k = A, B). Parameters are: ε A = ε B = 1, f A = 3, f B = 0,ρ = 1. One can notice the more significant breaking of the macroscopic detailed balance for the "natural" dynamics.
5.2.1.
Computation of the large deviations function I(ρ A |ρ) in a specific limit Since macroscopic detailed balance is broken in the present situation, the large deviations function I(ρ A |ρ) can only be determined as the solution of the stationary Hamilton-Jacobi equation (19) . However, the latter is in general difficult to solve analytically. When two particles can be exchange at most, the Hamilton-Jacobi equation is a polynomial of order 4 in the variable e I . In order to show that the additivity property is easily broken when macroscopic detailed balance does not hold, we provide here the expression of I (ρ A |ρ) when the rate to exchange two particles is much smaller than the one governing the exchange of one particle. To fix the ideas, we rename ϕ(ρ A , ±2) → κϕ(ρ A , ±2) with κ 1 and ϕ(ρ A , ±2) ∼ ϕ(ρ A , ±1). Noting I MDB (ρ A |ρ) the unperturbed solution that satisfies the macroscopic detailed balance,
one obtains, at first order in κ:
with −1) , the macroscopic current associated with the transitions involving an exchange of one particle only. One notes that the expansion stays regular when ρ A → ρ * (1) A for which J 1 (ρ * (1)
A ) = 0 and I MDB (ρ * (1)
A ) = 0. Even if ϕ(ρ A , ∆n) factorise into two factors as for the "natural dynamics" and the Sasa-Tasaki's rule (see Appendix C), one can easily see with (87) that a failure (even small) of macroscopic detailed balance is likely to break the additivity property.
Continuous mass version of the model
The above driven lattice gas model was originally introduced in a continuous mass version [58] , that we now briefly discuss in the light of macroscopic detailed balance. For this continuous mass version of the model, the steady-state distribution takes a form similar to Eq. (76).
To distinguish the continuous mass model from its particle counterpart, we change notations and call m i 0 the continuous mass at site i. We assume for simplicity that the contact between systems A and B takes place along a single pair of sites (i A , j B ) For an exchange of a mass ∆m along this contact link, the coarse-grained transition rate reads, in the weak contact limit, as
where one has introduced 1 A the characteristic function of set A such that 1 A (x) = 1 if x ∈ A and 1 A (x) = 0 otherwise. In the following, we focus on the simple case ε A (m) = ε A m and ε B (m) = ε B m. The single site probability distribution then reads
We focus on the Sasa-Tasaki's contact dynamics (85), whose generalization to the continuous mass case is straightforward. Assuming that the local mass is unbounded, one finds for the coarse-grained transition rate A, B) . From Eq. (90), one sees that macroscopic detailed balance does not hold since ln[ϕ(ρ A , −∆m)/ϕ(ρ A , ∆m)] is nonlinear in ∆m for f A = f B . Here again, the large deviations function I(ρ A |ρ) (or, more precisely, its derivative) can thus only be obtained as the solution of the full Hamilton-Jacobi equation (19) , which reads in this case
Due to the exponential form of the transition rates (90), the two integrals that appear in the Hamilton-Jacobi equation (91) 
with µ eq k (ρ k ) = ε k − 1/ρ k (k = A, B). One can check explicitly on this example that the large deviations function is not additive as long as f A = f B . For f A = f B , the large deviations function is additive, at least to order O f 2 A,B . But in this case, the steady-state densities ρ A and ρ B are equal by symmetry, since both systems are identical (except that their size may be different).
In presence of an external potential difference ∆U
In presence of an external potential difference ∆U across the contact (see section 4.2), only the transition rates at the contact are modified. As shown in a general setting in section section 4.2, the general relation between I (ρ A |ρ) and ∆U (71) holds when macroscopic detailed balance is verified.
However, when macroscopic detailed balance is broken, the relation (71) does not hold in general. For instance, in the continuous mass version of the model for which I (ρ A |ρ) is given by (92) at first order in the forcing, adding uniform potentials U A and U B on each systems A and B would modify the chemical potentials µ eq k into µ eq k + U k . As the term proportional to (f 2 A − f 2 B ) in (92) shows, the relation I + ∆U (71) no longer holds.
Conclusion
In this paper, we have focused on the determination and properties of the large deviations function of the density for two steady-state driven systems in contact. This large deviations function turns out to be a convenient tool to determine steady-state densities, that generalizes the notion of chemical potential when the latter cannot be defined, i.e., when the large deviations function is not additive. As shown in [20, 22] , this additivity property results both from the macroscopic detailed balance property, and from a factorization property of the contact dynamics. We have shown how the large deviations function can be evaluated perturbatively when macroscopic detailed balance does not hold, leading generically to a non-additive form of the large deviations function. In addition, we have provided the large deviations function with a thermodynamic interpretation by generalising the second law of thermodynamics, in the spirit of the Hatano-Sasa relation. In particular, the measure of the work in the quasi-static limit, as well as the measure of the derivative of the large deviations function through the tilting protocol presented in Sec. 4.1, allows one to measure the large deviations function (or its derivative). Finally, we have illustrated some aspects of this work, like the breaking of macroscopic detailed balance or of the additivity property, on an exactly solvable driven lattice gas model.
Among different open questions, future work may explore the role of a nonvanishing exchange rate at contact, and see how this finite rate may modify the large deviations function of densities. Preliminary results suggest that the additivity property is generically lost when going away from the vanishing exchange rate limit, which makes the characterisation of the coupled systems in terms of large deviations function even more relevant.
The term S(ω) = t 0 ds [θ(s)ρ A (s) − H(ρ A (s), θ(s))] in the exponential in (A.1) is generally referred to as the action of the path ω in the statistical physics literature [65, 66, 68, 50, 69, 64] , by analogy with analytical mechanics and its use in Feynman's quantum path integral. Pursuing the mechanical analogy, the function H refers to the Hamiltonian of the stochastic process [65, 66] . The presence of an exponential of the response variable θ(s) in the action is a signature of the underlying Poisson processes [57] . By contrast, the classical Gaussian noise path integral related to diffusive processes only involves terms up to quadratic order in the response variable θ(s).
Let us now consider the probability to reach a density ρ f A at large time t f , knowing that one starts at ρ i A at time 0. This conditional probability reads
At the thermodynamic limit, only trajectories that minimize the action S(ω) matter at the leading order in the volume V [70, 71, 68, 24, 50] . They are formally the same as the Hamilton equations and read Relaxation dynamics. The first is at play when the final point ρ f A = ρ * A and the initial density ρ i A is a less probable density, one can show that the associated instanton trajectory is simply a relaxation dynamics for which the response variable θ(t), and thus the action S, are uniformly vanishing. According to the Hamilton equations (A.4), the relaxation dynamics thus reads, as expected, as
with ρ A (0) = ρ i A = ρ * A and ρ A (t f ) = ρ * A .
Fluctuation dynamics. In the opposite case, to realise the time-reversed path that leads to ρ f A = ρ * A starting from the stationary state ρ A (0) = ρ * A , the system needs to extract energy from the noise and this results in θ(s) = 0. Since this trajectory starts at the final point and ends at the initial point of a relaxation dynamics, it should belong to the set of time-reversed trajectories that are associated with relaxation. These trajectories correspond to those of the adjoint dynamics [51, Appendix 1] and it can be shown [24, 50] that the most probable trajectory that connects ρ * A to ρ f A matches the most probable trajectory of the adjoint dynamics which corresponds to a dynamics biased by θ(t) = I (ρ A (t)|ρ) at all t. These rare fluctuating trajectories obey the equation dρ A dt (t) = J † (ρ A (t)) = ∂H ∂θ (ρ A (t), I (ρ A (t))) (A.7)
. If the macroscopic detailed balance holds, J = J † , and one recovers that the relaxation path and the fluctuation path are the same, modulo time-reversal. However, when J = J † , i.e. when macroscopic detailed balance does not hold, the paths are different. Even if the observation of such fluctuations is certainly difficult in real experiment, this symmetry -or its absence-can have important consequences as we have shown in different situations above. Note that the current can be also expressed in terms of symmetric and anti-symmetric forces, and that the vanishing of F (A) leads to J = J † (see section 3.2.3).
Appendix B. Work supplied by the potential difference: quasi-static limit and corrections.
We analyse here what happens when the protocol ∆U (s) is very slow, i.e when T → ∞. The function ρ We have thus demonstrated that the last term in the right hand side of (67) vanishes in the quasi-static limit. and
which appears to be the same as the "natural" dynamics (C.1).
