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Abstract.
This research is about studying and comparing two different ways of building complex networks.
The main goal of our study is to find an effective way to build networks, particularly when we have
fewer observations than variables. We construct networks estimating the partial correlation coeffi-
cient on Classic Statistics (Inverse Method) and on Bayesian Statistics (Normal - Inverse Wishart
conjugate prior). In this current work, in order to solve the problem of having less observations
than variables, we propose a new methodology called local partial correlation, which consists of
selecting, for each pair of variables, the other variables most correlated to the pair. We applied these
methods on simulated data and compared them through ROC curves. The most attractive result is
that, even though it has high computational costs, to use Bayesian inference on trees is better when
we have less observations than variables. In other cases, both approaches present satisfactory results.
Keywords: complex networks, partial correlation, inverse method, Bayesian statistics
PACS: 02.50.-r, 02.50.Le, 02.50.Tt
INTRODUCTION
Building networks is a topic that is increasingly present among researchers. They can
represent many situations among the most varied subjects. As an example we can men-
tion the Internet, social networks of kinship or other characteristic that connects indi-
viduals, organizational networks or relationships between companies, neural networks,
food chain, logistics, networks of references among articles.
The main motivation of this work was the article [1], where regulatory networks were
constructed. Data were taken from a case-control study on cervical cancer. In order to
build a gene expression network, the authors used the inverse method to calculate the
partial correlation coefficient.
However, in studies of microarrays, it is common to have thousands of genes versus
tens of observations, as in Mine et all [1]. This raises the problem of identifiability, where
we do not have enough information to make inferences about the data. Statistically, the
more knowledge we have about the data, more realistic are the results. To study data
with more variables than observations, it is necessary to develop new methodologies.
Although our objective in this study is not to find the best among the existing method-
ologies, we found that there are different ways to handle this situation. In Peng et all
[2] the partial correlation was estimated by linear regression in sparse sets. In the litera-
ture, we find other references to applications in data from microarray. In Han et all [3],
the correlation coefficient was calculated on clusters of genes. In the articles Toh et all
[4], Wang et all [5], Wu et all [6] and Shimamura et all [7], Gaussian graphical models
were used in the construction of regulatory networks. In Toh et all [4] cluster analysis
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was also used, while in Shimamura et all [? ] weighted Lasso was used in graphical
Gaussian models. The Lasso is a shrinkage and selection method for linear regression.
It minimizes the usual sum of squared errors, with a bound on the sum of the absolute
values of the coefficients. Gene sets were used in Goeman et all [8] for obtaining gene
expression networks.
OBJECTIVES
The aims of this work, using simulated data, is:
1. To study and compare the construction of networks using partial correlation coef-
ficients with two methodologies. The first is through classical statistics. For esti-
mation of the partial correlation coefficient, we use the inverse method, as in Mine
et all [1], and for the hypothesis testing, the value calculated by the Fisher’s z-
transform. The second methodology is based on the Bayesian school. We estimate
the covariance matrix and use the entries of this matrix to calculate the partial cor-
relation coefficients. We test the hypotheses with the e-value from FBST - Full
Bayesian Significance Test (see Pereira et all [9]).
2. To study and compare the construction of networks when we have more variables
than observations using what we called local partial correlation. In this method, for
each pair of variables, we first select a subset of variables correlated to the pair and
then calculate the partial correlation coefficient. This study is also done using the
two methods described in the previous item.
GRAPHICAL MODELING
We assume that the variables X1,X2, · · · ,Xp follow a density function joint probability
fθ (x1,x2, · · · ,xp),
where θ symbolizes the unknown parameters. The data are obtained from an experiment
in which n observations are independently sampled according to fθ .
Our goal is to work with models through networks, or graphs, which are finite sets
V of vertices, or nodes, that connect with each other through edges E . In graphical
modeling V is the set of variables in the model and E indicates whether there is
conditional independence between variables, i.e., for each pair of variables Xi and X j,
there is only one edge between them if the variables are not conditionally independent,
given the other variables, X−i j. There are various types of networks, but we will focus
on trees.
CONDITIONAL INDEPENDENCE
As we have seen in Section , conditional independence is fundamental to graphical
modeling. However, despite being based on probability theory, its calculation can be
quite complex. Therefore, in practice, it is reasonable to replace conditional indepen-
dence by zero partial correlation or zero conditional correlation. We decided to work
with zero partial correlation, since it is easier to compute than conditional correlation,
which depends on the shape of the distribution.
Baba et all [10] show that partial correlation is identical to the conditional correlation
if the conditional correlation is independent of the condition and also the conditional ex-
pectation is linear. They also prove that the zero partial correlation or the zero conditional
correlation does not imply conditional independence, except in the normal distribution
case.
PARTIAL CORRELATION
We are interested in the conditional independence of Xi, n× 1 and X j, n× 1, given
Y = X−i j, i, j = 1, · · · p, i 6= j, especially through partial correlation. We can calculate the
partial correlation in three different ways that lead to the same results. The first way is
by using the original definition based on linear regression. The first requires more hard
work, the second method uses the inverse method and the third calculates the partial
covariance matrix.
Linear Regression
Let Y be a k-dimensional random vector correlated with Xi and X j. If we calculate
the correlation coefficient between Xi and X j we will probably conclude that there is
some correlation between them. However, we do not know if this correlation is due
to the correlation between these two variables and Y , or if they really are correlated
independent of Y . If we keep Y fixed, does a change in Xi influence X j? The main
idea of this approach is to remove the effect of Y , examining the correlation between
the residuals of the projections of Xi and X j in the linear space generated by Y , i.e.,
subtracting the part of the linear relation that comes from Y . Mathematically we have:
Xi = αi +Yβi + εi
X j = α j +Yβ j + ε j,
where βi = (βi1, · · · ,βik)T and β j = (β j1, · · · ,β jk)T .
Through the least squares linear regression we obtain the following residuals
Resi = Xi− Xˆi
Res j = X j− Xˆ j.
Note that Resi and Res j are orthogonal to Y and therefore the correlation ρ(Resi,Res j)
is the correlation between the components of Xi and X j that doesn’t show linear depen-
dency with Y . Therefore, the partial correlation is given by
ρi j.Y = ρ(Resi,Res j) = ρ(Xi− Xˆi,X j− Xˆ j)
Here Xˆi = E(Xi) + ΣXiYΣ
−1
YY (Y − E(Y )) is the projection of Xi, i.e., the conditional
expectation of Xi given Y , where ΣXiY is the conditional matrix of Xi with Y and ΣYY is
the conditional matrix of Y . The construction of Xˆ j(Y ) is analogous to Xˆi
ρi j.Y ≈ 0⇒ Xi e X j are not correlated if we don’t consider Y .
Inverse Method
Let R be the correlation matrix, where ri j = ρ(Xi,X j) are the elements of the matrix
R. If R is invertible, then we define P = R−1, where pi j are the elements of the matrix P.
The partial correlation is given by:
ρi j.Y =− pi j√pii p j j (1)
Note that if the number of observations n is less than the number of random variables
p, then R is singular and we cannot use this method.
Partial Covariance
The partial covariance matrix of Xi j = (Xi,X j) is denoted by
Σi j.Y =
[
σii.Y σi j.Y
σ ji.Y σ j j.Y
]
,
which can be calculated through the following
Σi j.Y = ΣXi j −ΣXi jYΣ−1Y ΣY Xi j , (2)
partitioning the covariance matrix of (Xi j) in
Cov
([
Xi j
Y
])
=
[
ΣXi j ΣXi jY
ΣY Xi j ΣY
]
,
where ΣXi j is 2×2, ΣXi jY is 2× (p−2), ΣY Xi j is (p−2)×2 and ΣY is (p−2)× (p−2).
The partial correlation is given by
ρi j.Y =
σi j.Y√σii.Yσ j j.Y . (3)
Takahashi [11] shows the equivalence between the inverse method and the partial
correlation method with the original definition (linear regression).
METHODOLOGY
Classical Statistical
The first step was to simulate trees in which the amount of “children” follows a
lognormal(1,1) distribution. The choice of this distribution was based on Mine et all
[1]. But how do we define the relationship of “parent” and “children”? “Children” are a
linear combination of the “parent” with an additional white noise.
Using simulated data, we estimated the partial correlation using the inverse method,
equation (1).
Since we are looking for non-zero or zero partial correlations to define whether there
is an edge between each pair of vertices, we need to test the null hypothesis H0 : ρi j.Y = 0.
For this purpose, we can use the Fisher’s z-transform:
z(ρˆi j.Y ) =
1
2
ln
(
1+ρi j.Y
1−ρi j.Y
)
.
We reject H0 with significance level α if:√
n−|Y |−3 · |z(ρi j.Y )|>Φ−1(1−α/2), (4)
where Φ(·) is the Normal(0,1) cumulative distribution function and n is the number of
observations. For more information see Kendall et all [12] and [13].
Bayesian Statistics
A Priori Choice
We assume that the data follows a normal distribution with mean µ and covariance
matrix Σ. Due to the ease of calculations, we decided to work with the conjugate prior,
i.e., Σ∼ IW (k0,Ψ0) and µ | Σ∼ N(λ0, 1v0Σ).
However, if we have no information about the parameters, a researcher can use a
pilot sample from the same population of the study data in order to make their prior
assumptions about the parameters.
For this task, we simulate two trees with the same adjacency matrix, linear depen-
dence and number of observations. One is considered the pilot sample and the other is
seen as the study data. Denote the pilot matrix by Z.
We should choose a priori with an average close to what we expect, but with high
variance. The Inverse Wishart has expectation,
E(Σ) =
Ψ0
k0− p−1 , k0− p > 1,
and variance
Var(σii) =
2q2ii
(k0− p−1)2(k0− p−3) , k0− p > 3, (5)
Var(σi j) =
qiiq j j +
k0−p+1
k0−p−1q
2
i j
(k0− p)(k0− p−1)(k0− p−3) (6)
.
Equations (5) and (6) suggest that the lower k0, the greater the variance. And since
the existance of E(Σ) requires that k0 > p+ 1, we chose k0 = p+ 3. Based on E(Σ),
we took Ψ0 = (k0− p−1)Cov(Z), where Cov(Z) is the maximum likelihood estimator
of the covariance of the pilot sample. Then we used the partial covariance (3) for the
calculation of partial correlation.
To test the null hypothesis of zero partial correlation, we used FBST. Note that we
need the distribution of partial correlation. But it is only possible to find the distribution
of the partial covariance, which also follows an Inverse Wishart distribution (see Mardia
et all [14]).
To enable the calculation of the e-value, we simulated the partial covariance 1000
times and estimated the density of the partial correlation with the function density
of R. To calculate the area of such density that will provide the e-value, we use the
approximation of the area by rectangles.
SIMULATION
In this part of the work, to confirm the effectiveness of the theory described above
and find the best method, we simulated 500 trees with 100 variables with the following
algorithms:
1. The tree starts with one vertex in the first generation.
2. Generate the number n1 of offsprings of X1 from a Lognormal(1,1) distribution,
with the condition that the first vertex must have at least one descendent.
3. For each vertex of the second generation, (X2, · · · ,X1+n1), generate the number of
offsprings n2i, i = 1, · · · ,n1, from a Lognormal(1,1) distribution, with the condition
that the second generation must have at least one descendent and 1+n1 +n2 ≤ p,
n2 = n21 + · · ·+n2n1 .
4. For each following generation, repeat the last item until we get p variables.
Now that we have all the parental structure, we need to simulate the data.
1. Generate the first variabel X1 from a Normal(0,1) distribution
2. The relation between parents and offsprings comes from a linear combination.
We generate the p − 1 coefficients of the p − 1 linear combinations from a
Uniform(0,7;2) distribution. The positive and negative signals of the coefficients
follow a Bernoulli(23) distribution, where success is the positive signal.
We calculated the partial correlation, the p-value and e-value. In case we have more
variables than observations, we computed the local partial correlation. To ascertain the
quality of the model, we drew the ROC curve in classical and Bayesian approach for each
tree, calculated the average Bayesian and classical ROC curves’ area and then compared
them. This was done for different numbers of observations: 50,250,500 and 1000.
Local Partial Correlation
In this calculation, for each pair of significantly correlated variables, we began by
considering only the vertices correlated to the the pair, which we called neighborhood.
If this neighborhood contains more vertices than observations, we select the n10 vertices
with the highest correlations. These values were selected according to the number of
vertices that generated the greatest area under the ROC curve as we can see in Figure 1.
FIGURE 1. Maximum number of variables to calculate the partial correlation of 5 simulated trees.
ROC curves analysis
Observing Figure 2, we can see that the area of the curves increase with the number
of observations, as expected. The most interesting remark is that the area of the curve
with 50 observations is pretty close to the area of the curve with 250 observations,
especially in the Bayesian approach. Since we are working with networks composed
of 100 variables, we conclude that the ROC curves of the trees with less observations
than parameters (n = 50, p = 100) are relatively close to the ROC curves of the trees
with more observations than parameters (n = 250, p = 100).
FIGURE 2. Comparing the means of the ROC curves for 50, 250, 500 and 1000 observations through
classical (left) and Bayesian (right) statistics
FIGURE 3. Comparison between the ROC curves means with classical and Bayesian statistics for 50
(left), 250, 500 e 1000 obs (right)
Comparing the Bayesian and Classical ROC curves
Comparing the Bayesian and Classical ROC curves, as seen in Figure 3 (right), when
we have more observations (250,500,1000) than variables (100), the mean of the ROC
curves in the classical and Bayesian approaches are superimposed, indicating that one is
as good as the other. In the other hand, the ROC curve mean in the Bayesian approach,
Figure 3 (left), with only 50 observations shows a larger area than the classical ROC
curve mean. Although the computational cost is greater in the Bayesian statistics, its use
is advisable in cases when we have more variables than observations.
REFERENCES
1. K.L. Mine and N. Shulzhenko and A. Yambartsev and G.F.O. Sanson and S. Varma and
Volfovsky N. and S.M.F. Brenna and C.R.N. Carvalho and J.C.L. Ribalta and J. Skinner
and H. Lyng and I.D.C.G. Silva and M. Gerbase-DeLima and A. Morgun, Reconstruction
of an integrative gene regulatory meta-network reveals cell cycle and antiviral response
as major drivers of cervical cancer, Nat Commun, 2013, 4: 186.
2. J. Peng and W. Pei and N. Zhou and J. Zhu, Partial Correlation Estimation by Joint
Sparse Regression Models, J. Am. Stat. Assoc.x, 2009, 104: 735-746.
3. L. Han and J. Zhu, Using matrix of thresholding partial correlation coefficients to infer
regulatory network, BioSystems, 2008, 91: 158-165.
4. H. Toh and K. Horimoto, Inference of a genetic network by a combined approach of
cluster analysis and graphical Gaussian modeling, Bioinformatics, 2002, 18: 287-297.
5. J. Wang and O. Myklebost and E. Hovig, MGraph: graphical models for microarray data
analysis, Bioinformatics, 2003, 19: 2210-2211.
6. X. Wu and Y. Ye, K.R. Subramanian, Interactive Analysis of Gene Interactions Using
Graphical Gaussian Model, Proceedings of the 3rd ACM SIGKDD Workshop on Data
Mining in Bioinformatics, Brighton, UK, 2003, 63-69.
7. T. Shimamura and S. Imoto and R. Yamaguchi and S. Miyano, Weighted lasso in graph-
ical Gaussian modeling for large gene network estimation based on microarray data.,
Genome Inform, 2007, 19: 142-153.
8. J.J. Goeman and P. Buhlmann, Analyzing gene expression data in terms of gene sets:
methodological issues, Bioinformatics, 2007, 23: 980-987.
9. C. A. B. Pereira and J. M. Stern, Evidence and credibility: Full bayesian significance test
for precise hypotheses., Entropy, 1999, 1: 99-110.
10. K. Baba and R. Shibata and M. Sibuya, Partial correlation and conditional correlation as
measures of conditional independence, Australian and New Zealand Journal of Statistics,
2004, 46: 657-664.
11. D.Y. Takahashi, Medidas de Fluxo de Informação com Aplicação em Neurociência,
Instituto de Matemática e Estatística, Universidade de São Paulo, Brasil, 2008.
12. M.G. Kendal and A. Stuart, The Advanced Theory of Statistics, Volume 2, 1973, ed. 3.
13. R.A. Fisher, The distribution of the partial correlation coefficien, Metron, 1924, 3: 329-
332.
14. K. V. Mardia and J. T. Kent and J. M. Bibby, Multivariate Analysis, Academic Press,
London, UK, 1979, ed. 8.
