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Introduction
Despite significant improvement in urban air quality in Australia over the last decade, air pollution, and associated human exposure continue to attract research attention, especially in Greater Sydney area where more than 5 million people (about 21% of the total population in Australia) breathe poor quality air and experience decreased life expectancy [1] . The latest Australian State of the Environment report indicated increased adverse impact of air pollution on human health since 2011, and observed health effects at lower pollutant concentrations than those on which the guidelines are based [2] . Major sources of pollutants include anthropogenic emissions from industry, transportation, biomass burning, domestic wood heaters, and natural emissions of sea-salt and dust particles. Industrial and biogenic emissions (e.g., bushfires, dust storms) and extreme events (e.g., heat waves) are associated with the worst air pollution episodes [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . For example, Duc et al. [15] conducted a source apportionment for surface ozone (O 3 ) concentrations in the New South Wales Greater Metropolitan Region and found that biogenic volatile organic compound (VOC) emissions and anthropogenic emissions from commercial and domestic sources contribute significantly to high O 3 concentration in North West Sydney during summer. Utembe et al. [16] also reported a key role that biogenic emissions from Eucalypts played in high O 3 episodes during extreme heat periods in January 2013 in Greater Sydney. As a consequence of exposure to polluted air, more than 3000 premature deaths per year from air pollution occur in urban areas [17, 18] where more than 70% Australians live [2, 19] . The premature death associated with chronic exposure to PM 2.5 in Sydney, Melbourne, Brisbane, and Perth is estimated to be 1586/year averaged over 2006-2010 [1] . In the Sydney metropolitan area, 430 premature deaths and 5800 years of life lost were attributable to 2007 levels of PM 2.5 and~630 respiratory and cardiovascular hospital admissions were attributable to 2007 PM 2. 5 and O 3 exposures [20] .
Three field campaigns were conducted in New South Wales (NSW) through a collaborative project among seven research organizations and universities in Australia to characterize the pollution sources and their impacts on ambient air quality and human exposure in support of air quality control policy-making by NSW Office of the Environment and Heritage (OEH) [21, 22] . These include the Sydney Particle Study (SPS) Stages 1 and 2 in western Sydney during summer 2011 (5 February to 7 March) and Autumn 2012 (16 April to 14 May), respectively, and the Measurements of Urban, Marine, and Biogenic Air (MUMBA) campaign in Wollongong during summer 2013 (21 December-15 February 2013) [23, 24] . Comprehensive measurements of trace gases, aerosol, and meteorological variables were made during these field campaigns. During SPS1, the meteorological conditions were not significantly different from the long-term average for the Sydney region. The weather was driven by high pressure systems. North-westerly winds are prevalent, most days are dry except for February 6, 2011 during which heavy rain occurred in the south of NSW [25] . During SPS2, warmer than average temperatures occurred across the Sydney region. The weather was driven by low pressure systems, leading to lower solar insolation and ventilation rates, and calmer conditions with weaker mixing of the atmosphere than SPS1. The low pressure systems also brought heavy precipitation during April 17-19, 2012 . During MUMBA, anticyclone was the dominant circulation pattern [26] . It covered the hottest summer on record for Australia with two extremely hot days with maximum temperatures above 40 • C in the Greater Sydney region: January 8 and January 18, 2013 [16, 27, 28] , leading to very different conditions from a typical summer in this region. The record-high rainfall in January occurred during January 28-29 in this region. Increased boundary layer height and strong sea breezes were observed in this region [23] . Different meteorological conditions during these field campaigns caused different concentrations of air pollutants. For example, the observed concentrations of CO, NO 2 , toluene, and xylenes at the Westmead Observatory were higher by 1.5-3 times during SPS1 than SPS2 [22] . The observed O 3 , PM 2.5 , and PM 10 concentrations in this region during MUMBA are higher than those of SPS1. These field campaigns therefore provide useful contrasting testbeds to evaluate model performance under various meteorological and chemical conditions.
Increasing numbers of 3D chemical transport models have been applied to simulate air quality in Australia and its subareas in recent years. As part of SPS1 and SPS2, a chemical transport model, i.e., the CSIRO Chemistry Transport Model (CSIRO-CTM) [29] was applied to simulate air quality during SPS1 and SPS2 [21, 22] . CSIRO-CTM is a 3-D offline model that is driven by meteorological fields pre-generated using a 3-D numerical weather model. As part of the Clean Air and Urban Landscapes (CAUL) regional air quality modeling project, six regional models were applied over the three field campaign periods to simulate air quality and understand the sources of air pollution. These models include CSIRO-CTM, an operational version of CSIRO-CTM operated by the New South Wales Office of Environment and Heritage (NSW OEH), offline-coupled Weather Research and Forecasting model v3.6.1-Community Multiscale Air Quality modeling system (WRF-CMAQ), two versions of the WRF model with chemistry (WRF/Chem) v3.7.1 with different chemical mechanisms and physical options applied by the University of Melbourne and North Carolina State University (WRF/Chem-UM and WRF/Chem-NCSU, respectively), and the coupled WRF/Chem v3.7.1 with the Regional Ocean Model System (ROMS) (WRF/Chem-ROMS). Observational data from these field campaigns were used to validate the model performance. More detailed descriptions of the intercomparison of meteorological and air quality predictions by the six models can be found in Monk et al. [28] and Guerette et al. [30] . Model application and evaluation for SPS1 and SPS2 using the modified CSIRO-CTM and for MUMBA using WRF/Chem-UM can be found in Chang et al. [31] and Utembe et al. [16] , respectively.
In this work, as part of the CAUL model intercomparison project, two advanced online-coupled meteorology-chemistry models, WRF/Chem, and WRF/Chem-ROMS are applied during these field campaign periods. WRF/Chem has been mostly applied over the Northern Hemisphere (NH) including North America, Europe, and Asia [32] [33] [34] [35] [36] [37] [38] . There are only limited numbers of applications over the Southern Hemisphere (SH) (e.g., [16, 39] ), in particular over Australia. WRF/Chem-ROMS has been recently applied to the U.S. [40] . It has not been applied to other regions in the world. The overarching objectives of this work are to evaluate the predictions from the two models using surface observations from these field campaigns and satellite retrievals and identify likely causes for model biases and areas of improvements for their applications in the SH with distinct characteristics of meteorology, emissions, and chemistry from the NH where the two models were originally developed and mostly evaluated. The results are presented in two papers. The first paper describes the models, configurations, evaluation protocols, as well as the WRF/Chem-ROMS model evaluation results using available field campaign data and satellite retrievals. The sensitivity of the model predictions to spatial grid resolutions is also evaluated. The second paper intercompares results from WRF/Chem with those from WRF/Chem-ROMS and investigate the impacts of air-sea interaction and boundary conditions on radiative meteorological, and chemical predictions.
Model Setup and Evaluation Protocols

Model Description
The Weather Research and Forecasting model with Chemistry (WRF/Chem) was originally co-developed by U.S. National Center for Atmospheric Research and National Oceanic and Atmospheric Administration and further developed by scientific communities [32] . WRF/Chem v3.7.1 =by the North Carolina State University (NCSU) (WRF/Chem-NCSU) is based on the NCSU's version of WRF/Chem v3.7.1 [41, 42] . WRF/Chem v3.7.1-ROMS is based on the NCSU's version of WRF/Chem v3.7.1 coupled with the Regional Ocean Modeling System (ROMS) (WRF/Chem-ROMS) [40] . WRF/Chem-ROMS was developed by NCSU based on coupled WRF-ROMS within the Coupled Ocean-Atmosphere-Wave-Sediment Transport (COAWST) Modeling System [43] . ROMS is a 3-D, free-surface, hydrostatic, and primitive equations ocean model [44] . It simulates advective processes, Coriolis, and viscosity and includes the high-order advection and time-stepping schemes, weighted temporal averaging of the barotropic mode, conservative parabolic splines for vertical discretization, and the barotropic pressure gradient term, which can be applied for estuarine, coastal, and basin-scale oceanic processes [45] [46] [47] . The coupling of WRF/Chem and ROMS within WRF/Chem-ROMS enable dynamic interactions between atmosphere and ocean, with net heat flux and wind stress information passing from WRF to ROMS and the calculated SST passing from ROMS to WRF.
The physics options selected for the WRF/Chem simulations include the Rapid and accurate Radiative Transfer Model for GCM (RRTMG) [48] for both shortwave and longwave radiation, the Yonsei University (YSU) planetary boundary layer (PBL) scheme [49, 50] , the single layer urban canopy model, the National Center for Environmental Prediction, Oregon State University, Air Force, and Hydrologic Research Lab (NOAH) [51, 52] , the Morrison et al. [53] double moment microphysics scheme (M09), as well as the Multi-Scale Kain-Fritsch (MSKF) cumulus parameterization [54] . The gas-phase chemistry is simulated using the Carbon Bond 2005 (CB05) gas mechanism of Yarwood et al. [55] with the chlorine chemistry of Sarwar et al. [56] . The aerosol model selected is the Modal for Aerosol Dynamics in Europe/Volatility Basis Set (MADE/VBS) aerosol module of Ahmadov et al. [57] . CB05 was coupled with MADE/VBS within WRF/Chem by Wang et al. [48] and this chemistry/aerosol option allows the simulations of aerosol direct, semi-direct, and indirect effect. Aqueous-phase chemistry is simulated for both resolved and convective clouds using the AQ chemistry module (AQCHEM) that is similar to the AQCHEM module in CMAQv4.7 of Sarwar et al. [58] . The aerosol activation parameterization is based on the Abdul-Razzak and Ghan scheme [59, 60] .
The aerosol direct and indirect effect treatments in WRF/Chem are similar to those described in Chapman et al. [61] but with updated schemes for radiation and cloud microphysics schemes. Aerosol radiative properties are simulated based on the Mie theory. Aerosol direct radiative forcing is calculated using the RRTMG. The aerosol indirect effects are simulated through aerosol-cloud-radiation-precipitation interactions. The Cloud Condensation Nuclei (CCN) spectrum is determined based on the Köhler theory as a function of aerosol number concentrations and updraft velocity following the aerosol activation/resuspension parameterization of Abdul-Razzak and Ghan [60] . The subgrid updraft velocity is calculated from turbulence kinetic energy for all layers above surface and diagnosed from eddy diffusivity. The same parameterization was used to calculate updraft velocities on different nested domains. Cloud droplet number concentrations (CDNC) are simulated by accounting for their changes due to major cloud processes including droplet nucleation/aerosol activation, advection, collision/coalescence, collection by rain, ice, and snow, and freezing to form ice crystals following the parameterization of Ghan et al. [62] , which has been added to the existing M09 microphysics scheme to allow the two-moment treatment of cloud water. The cloud-precipitation interactions are simulated by accounting for the dependence of autoconversion of cloud droplets to rain droplets on CDNC based on the parameterization of Liu et al. [63] . The cloud-radiation interactions are simulated by linking simulated CDNC with the RRTMG and the M09 microphysics scheme. Although the cloud treatments in the M09 scheme remain parameterized and they are based on the two-moment modal cloud size distribution, they are much more physically-based, as compared to most models that use highly-simplified cloud microphysics and diagnose CDNC.
The WRF/Chem-ROMS simulation uses the same physics and chemistry options as WRF/Chem except that it explicitly simulates air-sea interactions and the sea surface temperature (SST). Similar to nearly all past WRF/Chem applications [32] [33] [34] [35] [36] [37] [38] [39] [64] [65] [66] [67] [68] [69] , the SST is prescribed using NCEP high-res SST analysis (RTG_SST) data [70, 71] for the WRF/Chem simulation but simulated by ROMS for the WRF/Chem-ROMS simulation. As shown in He et al. [40] , by explicitly simulating air-sea interactions and SST, WRF/Chem-ROMS can improve the predictions of most cloud and radiative variables compared to WRF/Chem that does not simulate such interactions.
Model Configurations
The model simulations using WRF/Chem and WRF/Chem-ROMS are performed over quadruple-nested domains at grid resolutions of 81-, 27-, 9-, and 3-km over Australia (d01), an area in southeastern Australia (d02), an area in New South Wales (NSW) (d03), and the Greater Sydney area (d04), respectively. The vertical resolution includes 34 layers from surface (~35 m) to approximately 100 hPa (~15 km). Figure 1 shows 
The model simulations using WRF/Chem and WRF/Chem-ROMS are performed over quadruple-nested domains at grid resolutions of 81-, 27-, 9-, and 3-km over Australia (d01), an area in southeastern Australia (d02), an area in New South Wales (NSW) (d03), and the Greater Sydney area (d04), respectively. The vertical resolution includes 34 layers from surface (~35 m) to approximately 100 hPa (~15 km). Figure 1 shows the simulation domains. Simulation periods for the three field campaigns over d01 are Jan 26-Mar 9, 2011, Apr 1-May 20, 2012, and Dec. 11, 2012-Feb. 20, 2013 for SPS1, SPS2, and MUMBA, respectively, with 10 days for spin-up. The analysis time periods are Feb. 5-Mar. 7, 2011 (Summer) for SPS1, Apr. 11-May 13, 2012 (Autumn) for SPS2, and Dec. 21-Feb. 15, 2013 (Summer) for MUMBA. Gridded analysis nudging of temperature, wind speed, water vapor with a nudging coefficient of 1 × 10 −4 is applied above the PBL for both model simulations. For WRF/Chem-ROMS simulation, the time step for ROMS calculation is 30 seconds and the time frequency for the WRF/Chem-ROMS coupling is 10 minutes. Quadruple-nested modeling domains over Australia at 81-km (d01), southeastern Australia at 27-km (d02), New South Wales at 9-km (d03), and the Greater Sydney at 3-km (d04).
Anthropogenic emissions are based on EDGER-HTAP at 0.1° over Australia and the 2008 inventory from NSW-EPA at 1 × 1 km 2 for inner domains covering the NSW Greater Metropolitan Region [72] . While the 2012/2013 Australia's National Pollution Inventory is available, the NSW-EPA provides a more detailed inventory for the NSW greater metropolitan region, which is used in this work. Large uncertainties exist in both inventories with some large differences in the emissions over the NSW region [24] . For example, compared to the 2012/2013 NPI emission inventories, the 2008 NSW-EPA inventory gives the same NOx emissions, higher emissions of SO2, VOCs, and PM2.5 (by 29%, 55%, 601%, respectively) but lower emissions of CO and PM10 (by 11.7% and 34.5%, respectively) over the NSW region [24] during the MUMBA period. Biogenic emissions are calculated online using the Model of Emissions of Gases and Aerosols from Nature version 2 [73] . Dust emissions are calculated online with Atmospheric and Environmental Research Inc. and Air Force Weather Agency (AER/AFWA) schemes [74] . Emissions from sea salt are generated based on the scheme of Gong et al. [75] . The meteorological initial and boundary conditions for the outermost domain (i.e., d01) are based on the National Center for Environmental Prediction Final Analysis (NCEP-FNL). The Figure 1 . Quadruple-nested modeling domains over Australia at 81-km (d01), southeastern Australia at 27-km (d02), New South Wales at 9-km (d03), and the Greater Sydney at 3-km (d04).
Anthropogenic emissions are based on EDGER-HTAP at 0.1 • over Australia and the 2008 inventory from NSW-EPA at 1 × 1 km 2 for inner domains covering the NSW Greater Metropolitan Region [72] . While the 2012/2013 Australia's National Pollution Inventory is available, the NSW-EPA provides a more detailed inventory for the NSW greater metropolitan region, which is used in this work. Large uncertainties exist in both inventories with some large differences in the emissions over the NSW region [24] . For example, compared to the 2012/2013 NPI emission inventories, the 2008 NSW-EPA inventory gives the same NO x emissions, higher emissions of SO 2 , VOCs, and PM 2.5 (by 29%, 55%, 601%, respectively) but lower emissions of CO and PM 10 (by 11.7% and 34.5%, respectively) over the NSW region [24] during the MUMBA period. Biogenic emissions are calculated online using the Model of Emissions of Gases and Aerosols from Nature version 2 [73] . Dust emissions are calculated online with Atmospheric and Environmental Research Inc. and Air Force Weather Agency (AER/AFWA) schemes [74] . Emissions from sea salt are generated based on the scheme of Gong et al. [75] . The meteorological initial and boundary conditions for the outermost domain (i.e., d01) are based on the National Center for Environmental Prediction Final Analysis (NCEP-FNL). The chemical initial and boundary conditions for the simulation over d01 are based on the results from a global Earth system model, the NCSU's version of the Community Earth System Model (CESM_NCSU) v1.2.2. For simulations over d02, d03, and d04, their initial and boundary conditions are based on the results from the simulations over d01, d02, and d03, respectively, and no spin-up was used. All simulations over d01-d04 are continuous simulations without restart. As described in several papers [76] [77] [78] , CESM_NCSU includes similar representations of gas-phase chemistry, aerosol, and aerosol-cloud interactions to those used in WRF/Chem and WRF/Chem-ROMS, therefore effectively minimizing the uncertainties introduced by different model representations of key processes in the global and regional models. To further increase the accuracy of the chemical boundary conditions, the boundary conditions of CO, NO 2 , HCHO, O 3 , and PM species are constrained based on satellite observations of column abundance of CO, NO 2 , HCHO, and O 3 , as well as AOD (a proxy for PM column concentrations), respectively (see the Part II paper for more details). For ROMS, the initial and boundary conditions are from the global HYbrid Coordinate Ocean Model (HYCOM) combined with the Navy Coupled Ocean Data Assimilation (NCODA) (http://tds.hycom.org/thredds/catalog.html). Figure 2 shows the meteorological and air quality monitoring sites during the three field campaigns. Meteorological measurements are available at eight sites maintained by the Bureau of Meteorology (BoM). They are also available at 18 sites maintained by the NSW Office of Environment & Heritage (OEH), however, those sites are generally not ideal sites for meteorological measurements, thus, not included in the evaluation. Air quality measurements are available at 18 OEH sites. The performance statistics are calculated at all 18 sites for chemical predictions and at 8 BoM sites for meteorological performance. Site-specific analysis is performed at five BoM sites (i.e., Badgery's Creek, Bankstown Airport, Bellambi, Richmond RAAF, and Sydney Airport) for meteorology and nine selected OEH sites (i.e., Bargo, Chullora, Earlwood, Bringelly, Liverpool, Oakdale, Randwick, Richmond, and Wollongong) for chemical concentrations. These sites represent various geographical locations within the greater Sydney area with different characteristics in emissions, meteorology, and topography. Seven-out-of-the-nine OEH sites are considered to be co-located with at least one BoM site, being within a distance of 15 km. For example, Earlwood is within 10 km and 15 km of Sydney Airport and Bankstown Airport, respectively, Liverpool and Chullora are within 9 km and 11 km of Bankstown Airport, respectively, Richmond is within 3.7 km of Richmond RAAF, Bringelly is within 9 km of Badgery's Creek, Randwick is within 15 km of Sydney Airport, and Wollongong is within 9 km of Bellambi. The meteorological variables evaluated include 2-m temperature (T2), 2-m relative humidity (RH2), 10-m wind speed (WS10), wind direction (WD10), and precipitation against the BoM measurements. Additional precipitation data from satellite and reanalysis datasets are also used, including the Multi-Source Weighted-Ensemble Precipitation (MSWEP) [79] and the Global Precipitation Climatology Project (GPCP) (http://www.esrl.noaa.gov/psd/data/gridded/data.gpcp.html). MSWEP consists of global precipitation data with a 3-hour temporal resolution and a 0.25 • spatial resolution, the daily data are used for the evaluation. GPCP consists of monthly global precipitation data at a 2.5 • spatial resolution. The surface criteria pollutants evaluated include hourly concentrations of O 3 , CO, NO, NO 2 , SO 2 , PM 2.5 , and PM 10 . The column variables evaluated include the column abundance of carbon monoxide (CO) against Measurements of Pollution in the Troposphere (MOPITT), column nitrogen dioxide (NO 2 ) and formaldehyde (HCHO) from the Global Ozone Monitoring Experiment (GOME), tropospheric ozone residual (TOR) from the Ozone Monitoring Experiment (OMI), aerosol optical depth (AOD), cloud condensation nuclei (CCN), cloud fraction (CF), cloud optical thickness (COT), cloud liquid water path (CWP), and precipitating water vapor (PWV) from the Moderate Resolution Imaging Spectroradiometer (MODIS), as well as net shortwave radiation (GSW), downward longwave radiation (GLW), and shortwave and longwave cloud forcing (SWCF and LWCF) against the Clouds and the Earth's Radiant Energy System (CERES). Cloud droplet number concentration (CDNC) was derived by Bennartz [80] from MODIS. SST, latent heat flux (LHF), and sensible heat flux (SHF) prescribed by WRF/Chem and simulated by WRF/Chem-ROMS are also evaluated against the Objectively Analyzed Air-sea Fluxes (OAFlux) [81] , which combines satellite data with modeling and reanalysis data (http://oaflux.whoi.edu/dataproducts.html). The OAFlux products are determined by using the best-possible estimates of flux-related surface meteorology and the state-of-the-science bulk flux parameterizations. the Objectively Analyzed Air-sea Fluxes (OAFlux) [81] , which combines satellite data with modeling and reanalysis data (http://oaflux.whoi.edu/dataproducts.html). The OAFlux products are determined by using the best-possible estimates of flux-related surface meteorology and the state-ofthe-science bulk flux parameterizations. Emery and Tai [82] and Tesche et al. [83] proposed a set of statistical measures for benchmarks including root mean square error (RSME), mean gross error, mean bias (MB), and Index of Agreement (IOA) for T2, specific humidity, WS10, and WD10. For example, the recommended benchmark MBs for T2, WS10, and WD10 are ≤ ± 0.5 °C, ≤ ± 0.5 m s −1 , and ≤ ± 10°, respectively, which will be used in this work. Precipitation is one of the most difficult variables to be accurately predicted by mesoscale meteorological models, as it largely relies on the model representations of cloud microphysics, convection, and aerosol indirect effects, all of which contain large uncertainties. No published benchmarks are available to judge the model's performance for precipitation. Based on previous applications of MM5 and WRF over various regions [36, 37, 40, 66, 67, [84] [85] [86] [87] [88] [89] , NMBs within 30% represent the precipitation performance by current models, which will be used as a benchmark for precipitation in this work. For chemical concentrations, Zhang et al. [90] suggested good performance benchmarks of NMBs and NMEs within ± 15% and 30% for O3 and PM2.5. However, while nearly all reported O3 performance met these criteria, most reported PM2.5 performance did not, indicating that accurately simulating PM2.5 is more challenging than O3, due to the complexity of the PM2.5 sources, chemistry and formation pathways, and removal processes, as well as its broad size range. Built on a comprehensive survey of criteria used in literature [33] [34] [35] [90] [91] [92] [93] [94] , Emery et al. [95] recommended criteria of NMB and NME of < ± 15% and < 25% for O3 and < ± 30% and < 50% for PM2.5, which will be used in this work.
Evaluation Datasets and Protocols
The model evaluation includes the calculation of performance statistics and comparison of simulations and observations in terms of spatial distributions of predictions overlaid with observations and temporal variation. The performance statistics used for model evaluation include mean bias (MB), correlation coefficients (Corr), normalized mean bias (NMB), and normalized mean error (NME). The definitions of the statistical metrics can be found in Yu et al. [91] and Zhang et al. [85] . The domain-mean statistics are calculated for major meteorological and chemical variables based on paired averaged observation and simulation data during the same hours at all sites within each of the four domains for each field campaign. Since the satellite-derived data are available on a monthly basis, satellites retrievals in Feb. 2011, average of Apr. and May, 2012, and average of Jan. and Feb., 2013 are used to evaluate averaged predictions over SPS1, SPS2, and MUMBA, respectively. The satellite-derived data are regridded to the same domain for each grid cell. Emery and Tai [82] and Tesche et al. [83] proposed a set of statistical measures for benchmarks including root mean square error (RSME), mean gross error, mean bias (MB), and Index of Agreement (IOA) for T2, specific humidity, WS10, and WD10. For example, the recommended benchmark MBs for T2, WS10, and WD10 are ≤ ±0.5 • C, ≤ ±0.5 m s −1 , and ≤ ±10 • , respectively, which will be used in this work. Precipitation is one of the most difficult variables to be accurately predicted by mesoscale meteorological models, as it largely relies on the model representations of cloud microphysics, convection, and aerosol indirect effects, all of which contain large uncertainties. No published benchmarks are available to judge the model's performance for precipitation. Based on previous applications of MM5 and WRF over various regions [36, 37, 40, 66, 67, [84] [85] [86] [87] [88] [89] , NMBs within 30% represent the precipitation performance by current models, which will be used as a benchmark for precipitation in this work. For chemical concentrations, Zhang et al. [90] suggested good performance benchmarks of NMBs and NMEs within ±15% and 30% for O 3 and PM 2.5 . However, while nearly all reported O 3 performance met these criteria, most reported PM 2.5 performance did not, indicating that accurately simulating PM 2.5 is more challenging than O 3 , due to the complexity of the PM 2.5 sources, chemistry and formation pathways, and removal processes, as well as its broad size range. Built on a comprehensive survey of criteria used in literature [33] [34] [35] [90] [91] [92] [93] [94] , Emery et al. [95] recommended criteria of NMB and NME of < ±15% and < 25% for O 3 and < ±30% and < 50% for PM 2.5 , which will be used in this work.
The model evaluation includes the calculation of performance statistics and comparison of simulations and observations in terms of spatial distributions of predictions overlaid with observations and temporal variation. The performance statistics used for model evaluation include mean bias (MB), correlation coefficients (Corr), normalized mean bias (NMB), and normalized mean error (NME). The definitions of the statistical metrics can be found in Yu et al. [91] and Zhang et al. [85] . The domain-mean statistics are calculated for major meteorological and chemical variables based on paired averaged observation and simulation data during the same hours at all sites within each of the four domains for each field campaign. Since the satellite-derived data are available on a monthly basis, satellites retrievals in Feb. 2011, average of Apr. and May, 2012, and average of Jan. and Feb., 2013 are used to evaluate averaged predictions over SPS1, SPS2, and MUMBA, respectively. The satellite-derived data are regridded to the same domain for each grid cell.
Model Evaluation
Boundary Layer Meteorological Evaluation
Tables 1-3 summarize the performance statistics of meteorological and chemical predictions from WRF/Chem-ROMS during SPS1, SPS2, and MUMBA, respectively. For T2, the model is able to capture the seasonal variation with higher average temperatures in summer during SPS1 and MUMBA than those in autumn during SPS2, and higher T2 during MUMBA due to the heatwaves than SPS1. The domain-mean MBs of T2 during all field campaigns are in the range of −0.22 to 0.1 • C at 27-, 9-, and 3-km resolutions but −0.9 to −0.5 • C at 81-km resolution, indicating a satisfactory performance of T2 predictions except at 81-km. The model has the best statistical performance for T2 at 3-km for SPS2 and at 9-km for SPS1 and MUMBA. Over the ocean, SST is slightly overpredicted for SPS1, underpredicted for SPS2, and either overpredicted or underpredicted for MUMBA at all grid resolutions. The domain-mean MBs of SST are −1.7 to 1.4 • C at 81-km resolution and −0.5 to 1.0 • C at finer resolutions. For RH2, MBs are within 5%, NMBs are within 7%, and NMEs are within 15%, also indicating a good performance, although the model did not reproduce the observed relatively higher RH2 value during SPS2 than during SPS1 and MUMBA at all grid resolutions except at 81-km. For WS10, the model effectively simulates the seasonal variation with the strongest wind during MUMBA and the weakest wind during SPS2. The WS10 biases at 3-km are −0.09, 0.16, and −0.32 m s −1 for SPS1, SPS2, and MUMBA, the corresponding MBs for WD10 are within 9.5 • , 1.9 • , and 10.9 • , respectively, which are within the performance threshold of 10 • except for MUMBA. An overall good performance of WS10 and WD10 is also found at 9-km. In addition to accurate simulation of atmospheric stability and the use of a fine grid resolution, an accurate representation of surface roughness is required for accurate simulation of WS10. WRF has a tendency to overpredict WS10 because it cannot accurately resolve topography [96, 97] . In this work, the good performance of WS10 at 3-and 9-km is because of the use of fine grid resolution and of the surface roughness correlation algorithm of Mass and Ovens [96] . However, the model shows relatively large biases for WS10 and WD10 at coarser grid resolutions (27-and 81-km) for SPS1 and SPS2, with their MBs ranging from −0.8 to 0.6 m s −1 and from −1.6 • to 11.5 • , respectively, some of them exceed the performance threshold of 0.5 m s −1 for WS10 and 10 • for WD10. This indicates a need to improve the model's representation of subgrid scale variation of the topography, in particular surface roughness in Australia at coarse grid resolutions. Table 1 . Performance statistics of meteorological and chemical variables from WRF/Chem-ROMS simulations at a horizontal grid resolution of 81-km (in d01), 27-km (in d02), 9-km (in d03), and 3-km (in d04) calculated using predictions and observations in d04 for the SPS1 field campaign.
Variables Mean Obs
Mean Sim R MB NMB, % NME, % Figure 3 compares observed and simulated domain-mean diurnal profiles of T2 and WS10 averaged over all BoM monitoring stations over the Greater Sydney (d04) simulated by WRF/Chem-ROMS during SPS1, SPS2, and MUMBA. As expected, the predictions at 81-km deviate most significantly from the observations during most hours for both T2 and WS10 during all three field campaigns, whereas those at finer resolutions agree generally better with observations. The large deviation at 81-km is caused by the use of a coarse grid resolution that cannot accurately resolve heterogeneity of topography and small-scale meteorological processes and variables. The T2 predictions at 27-, 9-, and 3-km are similar, but WS10 predictions differ appreciably with better agreement at 9-and 3-km than at 27-km. For T2, the model tends to underpredict between 6 a.m. to noontime but overpredict after 2 p.m. For WS10, the model tends to overpredict before 8 a.m. and after late afternoon but underpredicted during the daytime. These deviations indicate the model's difficulties in reproducing both daytime and nighttime profiles of T2 and WS10 in Australia, due to the limitations of the YSU PBL scheme and the NOAH land surface module in representing daytime and nocturnal boundary layer and surface sensible and latent heat fluxes over land areas. For example, the limitations in the nocturnal boundary layer representation may include inaccurate eddy diffusivities and nighttime mixing, and the strength and depth of the low-level jets [50, [98] [99] [100] . Figure S1 in the supplementary material compares observed and simulated temporal profiles of T2 at five selected sites. During SPS1, SPS2, and MUMBA, T2 predictions at all grid resolutions are very similar at two inland sites (Badgery's Creek and Richmond), but show higher sensitivity to horizontal grid resolutions at Bankstown Airport (an inland site), and Bellambi and Sydney Airport (coastal or near coastal sites), with better performance at 3-, 9-, and 27-km except at Bellambi during SPS1. During SPS1, the closest agreement with observations occurs for the simulation at 3-km at Bellambi and Bankstown Airport but for the simulation at 9-km at Sydney Airport. During SPS2, the closest agreement with observations occurs for the simulation at 9-km at Bankstown Airport but for the simulation at 27-km at Sydney Airport. During MUMBA, the closest agreement with observations occurs for the simulation at 9-km at Bankstown Airport and Sydney Airport. Comparison of temperature profiles during the three field campaigns shows strong observed seasonal variations with higher temperature in summer 2011 and 2013 (SPS1 and MUMBA) than in autumn (SPS2) at the same site (except at Bellambi where the observations are only available in summer 2012), which is reproduced well at all sites. The model also reproduces well the observed heat waves on Jan. 8 and Jan. 18, 2013 with higher daily maximum T2 values and a much stronger observed daily variation of T2 during summer 2013 than during summer 2011. Figure S2 compares observed and simulated temporal profiles of WS10 at the same five sites. Compared to T2, WS10 predictions are much more sensitive to horizontal grid resolutions at all sites, generally with better performance at 3-and 9-km at most sites. During SPS1, WS10 predictions show the largest difference at Bellambi among the simulations with different grid resolutions, with the best performance at 3-km. Bellambi is very close to the ocean, a grid cell of 3 × 3 km 2 most accurately represents the land surface at this site, whereas larger grid cells consist of some oceanic areas, leading to underpredictions of WS10. The best agreement with observation occurs at the Sydney Airport for the simulation at 3-and 9-km but at Badgery's Creek, Bankstown Airport, and Richmond RAAF for the simulation at 27-km. The model tends to underpredict WS10 at the Sydney Airport, in addition to Bellambi. During SPS2, the WS10 predictions at 3-and 9-km are very close at all sites except Bellambi where the four sets of predictions are quite different (although no observations are available for performance evaluation). The best agreement with observation occurs at the Sydney Airport for the simulation at 3-km but at Badgery's Creek, Bankstown Airport, and Richmond RAAF for the simulation at 9-km. The model tends to underpredict WS10 at the Sydney Airport but overpredict at other sites. During MUMBA, WS10 predictions from the four sets of simulations are very close at Bankstown Airport and Richmond RAAF, with an overall very good performance against observations. Simulated WS10 at 3-, 9-, and 27-km at Badgery's Creek agree well with observations but are significantly overpredicted at 81-km. WS10 predictions are largely underpredicted at the Sydney Airport, with the best performance at 3-km. Similar to SPS1 and SPS2, the model tends to underpredict WS10 at the Sydney Airport. Observed WS10 are generally lower during autumn than during summer at all sites, which is not well reproduced because of overpredictions at all sites except at the Sydney Airport. As mentioned previously, the larger wind bias during SPS2 may be driven by less organized flow patterns in autumn compared to summer, in addition to the inaccurate representation of the surface roughness.
Precipitation predictions are evaluated using three sets of data, including the observations from the field campaign (OBS), satellite retrievals, and combined satellite data and reanalysis data from MSWEP and GPCP. Comparing to OBS, the domain-mean NMBs at all grid resolutions are generally within ±30% for SPS1 and SPS2 but in the range of -40.7% to -32.4%% for MUMBA, indicating a satisfactory or marginal performance against OBS during SPS1 and SPS2 but unsatisfactory performance during MUMBA. MUMBA is an atypical summer in terms of both temperature and precipitation. The observed daily average precipitation during MUMBA is much higher (by a factor of 6) than that during SPS1 which is dry. SPS2 is also wet with much higher total precipitation (by a factor of 5.3) than SPS1. The model performs reasonably well for precipitation against OBS over d04 in the dry period (SPS1) but moderately underpredicts precipitation in the wet periods (SPS2 and MUMBA). Comparing to MSWEP, the domain-mean NMBs at 81-, 27-, 9-, and 3-km are mostly beyond ±30%, indicating an unsatisfactory performance at all grid resolutions during all field campaigns except for 81-and 3-km during SPS1 and 81-km and 27-km during SPS2. Comparing to GPCP, the domain-mean NMBs at all grid resolutions are well within ±30% for SPS2, but beyond ±30% for SPS1 and MUMBA, indicating a satisfactory performance during SPS2 but an unsatisfactory performance during SPS1 and MUMBA. The model's skills in predicting precipitation are not self-consistent because of large differences in the three sets of data used for evaluation. While the observed daily mean precipitation from OBS, MSWEP, and GPCP are similar for MUMBA, large differences exist among precipitation from OBS, MSWEP, and GPCP for SPS1 (0.84, 1.18, and 2.2 mm day −1 , respectively) and between GPCP precipitation and OBS or MSWEP precipitation for SPS2 (2.3 vs. 4.41 or 4.54 mm day −1 ). Both OBS and MSWEP indicate a dry summer during SPS1, therefore GPCP may have overestimated the total precipitation during SPS1, which led to large underprediction biases for SPS1. However, in general, it is clear that the model tends to underpredict precipitation during all field campaigns. Based on the model predictions, non-convective precipitation dominates in d04 for SPS1, SPS2, and MUMBA. Convective precipitation dominates in both oceanic and land areas in d02 for SPS1 and in the oceanic area for SPS2 but both non-convective and convective precipitation are important in both oceanic and land areas d02 for MUMBA. The large underpredictions in precipitation may indicate underpredictions in either non-convective precipitation (if it indeed dominates over the convection precipitation) or convective precipitation (it is unfortunately not possible to detect if the observed precipitation is convective or non-convective). Therefore, the underpredictions of the total precipitation in d04 during these field campaigns may be mainly associated with the limitations of either the M09 double moment microphysics scheme in the former case or the MSKF cumulus parameterization in the latter case. The underpredictions in total precipitation over Australia in this work are different from the reported overpredictions by WRF/Chem [67, 68] or WRF/Chem-ROMS [40] over the U.S. where the simulated convective precipitation dominates the total precipitation. Such overpredictions are attributed to the limitations of the cumulus parameterization parameterizations of Grell and Devenyi [101] (GD) or Grell and Freitas [102] . Although underpredictions remain, Wang et al. [103] found that simulations with MSKF can reduce the large wet biases in total precipitation predictions from WRF/Chem over the U.S. domain. Interestingly, as reported in Monk et al. [28] , three sets of WRF simulations using the Grell 3D cumulus parameterization (which is an improved version of the GD scheme) but with the same or different cloud microphysics modules (M09 or LIN or WSM6) and the same or a different PBL scheme (YSU or MYJ) tend to overpredict total precipitation in d04 against OBS and MSWEP during SPS1, SPS2, and MUMBA except for one simulation for SPS2 and one simulation for MUMBA. It is therefore worthy to further investigate in the future why the combination of M09 and MSKF schemes performs differently in Australia comparing to the U.S. (underpredictions vs. overpredictions) and whether the MSKF scheme did not trigger convective precipitation over d04. Nevertheless, the underpredictions of precipitation in this work can lead to overpredictions of concentrations for soluble gases such as SO 2 and aerosol components such as sulfate and hydrophilic SOA.
As shown in Figure S3 , the large underpredictions against both OBS and MSWEP during MUMBA are attributed to underpredictions of the intensity of the heavy precipitation during January 28, 2013 at all sites except Sydney Airport. In particular, very large underpredictions of the peak precipitation against both OBS and MSWEP occur at all grid resolutions on Jan. 28, 2013 at Badgery's Creek, Bellambi, Richmond RAAF, and Williamtown RAAF (Figure not shown) . The model performs better for lighter precipitation events during MUMBA. The model also missed several smaller precipitation events (e.g., on Jan. 13 and Feb. 10, 2013) at most sites. At most sites, the simulation at 9-km gives the best agreement to OBS and MSWEP for the heavy precipitation on Jan. 28, 2013 but the simulation at 3-km gives the best agreement for lighter precipitation except Sydney Airport where the simulation at 3-km gives the best agreement for both heavy and light precipitation. During SPS2, underpredictions (despite being less severe than MUMBA) also occurred for intensity of peak precipitation on April 18, 2012 at Bankstown Airport (against both OBS and MSWEP), Richmond RAAF (against both OBS and MSWEP), Sydney Airport (against MSWEP), and Camden Airport (against both OBS and MSWEP, figure not shown), which contributed to the overall dry biases during SPS2. At Badgery's Creek, the 3-km simulation captures well the peak precipitation from OBS and MSWEP on April 18, 2012 despite some overpredictions, whereas the other simulations significantly underpredict the intensity of the precipitation. The model performs overall well at Bellambi, Williamtown RAAF (Figure not shown), and Wollongong Airport (Figure not shown) . During SPS1, all simulations miss the heavy precipitation from OBS on Feb. 12, 2011 at all sites except at Bellambi. They also miss the heavy precipitation from MSWEP on Feb. 12, 2011 at Badgery's Creek, Bankstown Airport, Camden Airport, and Richmond RAAF. Unlike SPS2 and MUMBA where all simulations predict precipitations on the same days, large differences exist in not only the magnitude of the predictions on the same day but also the days with simulated heavy precipitation among the four sets of precipitation predictions at different grid resolutions during SPS1.
Surface Chemical Evaluation
For surface O 3 , the model predicts the highest domain-mean O 3 concentrations in d04 at all grid resolutions during MUMBA (due mainly to its highest T2), followed by SPS1 and SPS2, which is consistent with the observed seasonal variations. The domain-mean NMBs of O 3 during the three field campaigns are 16.2-20.5% at 81-km but well within ±10% at finer grid resolutions. The NMEs are 36.5-42.4%, 49.4-56.5%, and 37.5-46.4% for SPS1, SPS2, and MUMBA, respectively. Both NMBs and NMEs for the simulation at 81-km exceeded the performance threshold of O 3 . For simulations at finer grid resolutions, while the NMBs are within the 15% threshold, the NMEs are all greater than the threshold of 25%. The large NMEs may be caused by inaccurate emissions of O 3 precursors such as NO x and VOCs and inaccurate meteorological predictions such as T2, WS10, and mixing heights. The smallest NMBs occur at 27-km for all three field campaigns, the second smallest NMBs occur at 3-km for SPS1 and SPS2, but at 9-km for MUMBA. Figure 4 compares observed and simulated diurnal profiles of surface concentrations of O 3 and PM 2.5 from the WRF/Chem-ROMS simulations at various grid resolutions averaged over all monitoring stations over the Greater Sydney area (d04). The model performs similarly at 3-, 9-, and 27-km, which agrees better with observations than at 81-km. The underpredictions in O 3 between 7 am and 1 pm are related to the underpredictions of T2 during the same hours as shown in Figure 3 . The simulation at 81-km overpredicts O 3 during all hours except 7-11 a.m. local time for SPS1 and MUMBA and 8 a.m.-12 p.m. local time for SPS2. The overpredictions at night are mainly caused by insufficient titration by NO (indicated by significant underpredictions of NO, see Tables 1-3 ). The large underpredictions of nighttime NO may be caused by underestimated NO emissions and also overpredicted nocturnal and morning PBL height (PBLH) as reported by Monk et al. [26] . Comparing to SPS1 and SPS2, the nocturnal PBLH is better captured for MUMBA, therefore the nighttime O 3 predictions at various grid resolutions are closer to the observations for MUMBA than for SPS1 and SPS2. As the underpredictions of NO reduce with increased grid resolutions, the nighttime O 3 predictions generally agree better with observations, with the best performance at 3-km. According to Monk et al. [28] , the model can better simulate PBLH in the afternoons. As the grid resolutions increase, the model can better capture the atmospheric mixing (indicated by reduced underpredictions of CO, see Tables 1-3 ) and the concentrations of O 3 precursors such as NO and NO 2 , leading to less overpredictions of O 3 during afternoon hours, with the best performance at 3-km.
To assess the model's capability at both regional and urban scales, Figure 5 shows simulated spatial distributions of surface concentrations of O 3 from the WRF/Chem-ROMS simulations at 3-and 27-km overlaid with observations over the Greater Sydney area (d04). While 27-km represents a regional scale, and 3-km represents an urban scale. For SPS1, although the NMB at 27-km is smaller than that at 3-km (0.5% vs. −5.7%), the use of 3-km grid resolution can better capture the concentration gradients, with the lowest concentrations at Liverpool and Chullora, and the highest at Oakdale. The 3-km simulation also more accurately reproduces the O 3 concentrations at three sites in the southwest of the Greater Sydney area, University of Wollongong (UOW), Wollongong, and Warrawong. For SPS2, the model simulation at 3-km reproduces the lowest concentrations at Liverpool and Westmead, the highest at Oakdale, as well as a lower concentration at UOW than those at Wollongong and Warrawong, all of which were not well captured by the simulation at 27-km, even though the NMB at 27-km is smaller than that at 3-km (−0.2% vs. −3.4%). For MUMBA, although the NMB at 27-km is smaller than that at 3-km (2.8% vs. −10.1%), the observed highest O 3 concentrations occurred at Oakdale and Bargo, which are more accurately simulated by the simulation at 3-km than at 27-km, particularly at Oakdale. Similar to SPS1 and SPS2, the 3-km simulation better captures the observed O 3 concentrations at UOW, Wollongong, and Warrawong. Figures S4, S5, and 6 compare observed and simulated temporal profiles of O3 concentrations from WRF/Chem-ROMS at selected sites during SPS1, SPS2, and MUMBA, respectively. The site-specific statistics is summarized in Table S1 . For SPS1, the simulation at 81-km overpredicts O3 concentrations during most days at all sites, the simulation at 27-km gives the best performance at all sites, although all simulations miss the high O3 concentrations during Feb. 19-22 at most sites, especially at Oakdale. The highest observed O3 concentration (up to ~40 ppb) occured on Feb. 25 at Oakdale, which was underpredicted by all simulations. During SPS2, the O3 predictions show a much higher sensitivity to grid concentrations from WRF/Chem-ROMS at selected sites during SPS1, SPS2, and MUMBA, respectively. The site-specific statistics is summarized in Table S1 . For SPS1, the simulation at 81-km overpredicts O 3 concentrations during most days at all sites, the simulation at 27-km gives the best performance at all sites, although all simulations miss the high O 3 concentrations during Feb. 19-22 at most sites, especially at Oakdale. The highest observed O 3 concentration (up to~40 ppb) occured on Feb. 25 at Oakdale, which was underpredicted by all simulations. During SPS2, the O 3 predictions show a much higher sensitivity to grid resolutions, especially at Randwick, Earlwood, Chullora, and Oakdale. The simulation at 81-km overpredicts O 3 concentrations during most days except for Oakdale where all simulations underpredict O 3 and for Wollongong where all simulations generally capture the magnitude of O 3 well. The simulation at 27-km gives the best performance at all sites except for Oakdale and Randwick where the simulation at 3-km is the best and for Richmond where the simulation at 9-km is the best. Comparing to SPS1 and SPS2, the observed and simulated O 3 concentrations during MUMBA show much stronger daily variations, driven by the strong daily variations of T2 shown in Figure S1 . The simulation at 81-km tends to overpredict O 3 during most days at Chullora, Earlwood, Liverpool, Randwick, and Wollongong. The simulation at 27-km gives the best performance at all sites except for Oakdale where the 3-km simulation is the best. All model simulations miss high O 3 concentrations during Jan. 24-28 at most sites. Similar to SPS1, Oakdale has the highest observed O 3 concentration (up to~44 ppb) on Jan. 10-12, 2013 and O 3 concentrations higher than 30 ppb on several days, which are underpredicted by all simulations. As shown in Table S1 , the site-specific performance statistics is overall consistent with the domain-mean statistics. The simulated site-specific standard deviations generally agree with those based on observations during all three field campaigns.
As shown in Tables 1-3 , for surface CO, the domain-mean NMBs are in the range of −66.3% to −54.9% at 81-km and −55.3% to −24.5% at finer grid resolutions. The moderate-to-large underpredictions in CO may be caused by underestimated CO emissions (because of the use the 2008 inventory, as discussed in Section 2.2) and overpredicted PBLHs. In addition, the use of a coarse grid resolution that causes greater CO underpredictions. Surface NO is significantly underpredicted with the domain-mean NMBs −89.3% to −77.3% at 81-km resolution. The model simulates NO better at finer grid resolutions, −44.6% to −18.1% at 27-km, −5.8% to 18.3% at 9-km, and 5.0-53.2% at 3-km resolution. For surface NO 2 , the model reproduces the observed seasonal variation well, with the highest observed NO 2 concentrations during SPS2 comparing to those during SPS1 and MUMBA. Although photochemical production of NO 2 is less during SPS2 than SPS1 and MUMBA due to weaker solar radiation in autumn than summer, the ventilation rates are lower in autumn than in summer, which favored the accumulation of NO 2 in the Sydney basin. The domain-mean NMBs of NO 2 are in the range of −32.3% to −29.5% at 81-km resolution, 0.7-6.2% at 27-km, 5.4-20.1% at 9-km, and 9.6-30.7% at 3-km resolution. Both NO and NO 2 are affected by atmospheric mixing, emissions, and chemistry, and also highly sensitive to the grid resolution. The NO emissions are likely underestimated. While the use of finer grid resolutions effectively reduces NMBs of NO and NO 2 concentrations for SPS1 and SPS2, it changes moderate-to-large underpredictions in NO and NO 2 at 81-km (NMBs of −77.3% and −30.2%, respectively) to moderate-to-large overpredictions at 3-km (NMBs of 53.2% and 30.7%, respectively) for MUMBA. This indicates that high, localized NO x emissions are inadequately dispersed at 3-km (and 9-km to a lesser extent), resulting in overpredictions over the d04 domain. For surface SO 2 , the domain-mean NMBs at 81-, 27-, 9-, and 3-km are much higher, 50.7-114.3% for SPS1, 63.3-161.5% for SPS2, and 33.8-149.6% for MUMBA. Different from CO and NO x , increasing grid resolution leads to higher SO 2 overpredictions with the highest at 3-km. While an overestimated SO 2 emission (because of the use the 2008 inventory, as discussed in Section 2.2) and insufficient SO 2 conversion to sulfate (indicated by underpredictions in precipitation) may be responsible in part for the overpredictions at all grid resolutions during all three field campaigns, the inadequate dispersion amplifies the model biases, resulting in much greater overpredictions at a finer grid resolution. For surface PM 2.5 and PM 10 , the model predicts the highest domain-mean concentrations in d04 at all grid resolutions during MUMBA (due mainly to its highest T2), followed by SPS1 and SPS2, which captures the observed seasonal variations. For PM 2.5 , most NMBs exceed the threshold value of 30% except for the simulations at 3-27 km for SPS1 and at 81-km for SPS2, and all NMEs exceed the threshold value of 50%, indicating a poor performance for PM 2.5 . Increasing grid resolution helps reduce NMBs for SPS1 and MUMBA but causes greater overpredictions for SPS2. The PM 2.5 underpredictions during SPS1 and MUMBA may be caused by inaccurate meteorology (e.g., high biases in WS10), underestimated emissions (e.g., primary PM and PM 2.5 precursors such as NO x and anthropogenic and biogenic VOCs), insufficient SO 2 conversion to sulfate, and underprediction in secondary organic aerosol (SOA). The PM 2.5 overpredictions during SPS2 may be caused by overpredictions of sulfate and organic carbon (OC) (which dominate PM 2.5 concentrations), which may be attributed to overestimated emissions of SO 2 (indicated by the large overprediction of SO 2 concentrations) and primary OC. However, no OC observations are available to verify this speculation. Figure 7 shows spatial distributions of surface concentrations of PM 2.5 simulated by WRF/Chem-ROMS at 3-and 27-km resolutions overlaid with observations over the Greater Sydney area (d04). For SPS1 and MUMBA, the simulation at 3-km gives better statistical performance and also reproduces more accurately the observed concentration gradients at the five sites (Chullora, Earlwood, Liverpool, Richmond, and Wollongong) than the simulation at 27-km. For SPS2, the simulation at 3-km shows larger overpredictions than that at 27-km at all sites except for Richmond. Figure 8 compares observed and simulated temporal profiles of PM 2.5 concentrations from WRF/Chem-ROMS at the five sites during SPS1, SPS2, and MUMBA. Table S2 summarizes site-specific performance statistics. During SPS1 and MUMBA, the PM 2.5 underpredictions occur during most hours at all sites with the largest underpredictions at 81-km and the least underpredictions at 3-km. The differences among the simulations at different grid resolutions are relatively small during most hours at all sites. During SPS2, much larger differences for the four set of simulations occur at Chullora, Earlwood, and Liverpool compared to SPS1 and MUMBA, indicating a much higher sensitivity to grid resolution during autumn than during summer. However, the simulation at 81-km gives the best agreement to the observations, and the largest overpredictions occur at 3-km. As shown in Table S2 , the site-specific performance statistics is overall consistent with the domain-mean statistics. However, the simulated site-specific standard deviations deviate from those based on observations during all three field campaigns, with the best agreement at 3-km for SPS1 and MUMBA but at 81-km for SPS2.
For surface PM 10 , observations are available at many more sites than PM 2.5 . Most NMBs exceed the threshold value of 30% except for the simulations at 3-27 km for SPS2, and all NMEs exceed the threshold value of 50%, indicating a poor performance for PM 10 . The large PM 10 underpredictions during SPS1 and MUMBA may be caused by underpredictions of PM 2.5 and underestimate of PM 10 emissions (because of the use the 2008 inventory, as discussed in Section 2.2) and sea-salt emissions. The seemly better performance of PM 10 at 3-, 9-, and 27-km grid resolutions during SPS2 is mainly because of large overpredictions of PM 2.5 . While the use of 3-km only improves the PM 10 performance for SPS1 and MUMBA slightly, it reduces the NMBs for PM 10 for SPS2 to a larger extent, but this is because of increased overpredictions in PM 2.5 as the grid resolution increases. In addition to the aforementioned possible reasons for PM 2.5 underpredictions that may also explain the moderate-to-large PM 10 underpredictions, an additional reason may be the underpredictions in sea-salt emissions and concentrations. Figure 9 shows simulated spatial distribution of surface concentrations of PM 10 by WRF/Chem-ROMS at 3-and 27-km overlaid with observations over the Greater Sydney area (d04). The simulations at 3-km reproduces better the observed PM 10 concentration gradients for all three field campaigns than those at 27-km, particularly for SPS2. The moderate-to-large PM 10 underpredictions occur at both inland and coastal sites for SPS1 and MUMBA, with larger underpredictions at inland sites. 
Evaluation of Radiative, Cloud, and Heat flux Variables
Tables 4-6 summarizes the performance statistics of radiative, cloud, heat flux, and column gas variables simulated using WRF/Chem-ROMS for SPS1, SPS2, and MUMBA, respectively. Figures 10, S7, and S8 compare observed and WRF/Chem-ROMS simulated radiation and optical variables, CCN, and cloud variables at 27-km over d02. Comparing to PBL meteorological predictions, the radiation and cloud predictions are relatively less sensitive to grid resolution. For SPS1, the model simulates GLW well with NMBs within 5% but moderately overpredicts GSW with NMBs of 23-27.8%. As shown in Figure 10 , the model does better in simulating observed gradients for GSW over the 
Tables 4-6 summarizes the performance statistics of radiative, cloud, heat flux, and column gas variables simulated using WRF/Chem-ROMS for SPS1, SPS2, and MUMBA, respectively. Figure 10 and Figures S7 and S8 compare observed and WRF/Chem-ROMS simulated radiation and optical variables, CCN, and cloud variables at 27-km over d02. Comparing to PBL meteorological predictions, the radiation and cloud predictions are relatively less sensitive to grid resolution. For SPS1, the model simulates GLW well with NMBs within 5% but moderately overpredicts GSW with NMBs of 23-27.8%. As shown in Figure 10 , the model does better in simulating observed gradients for GSW over the northern portion of d02 except along the coastal areas, it overpredicts GSW in the southern portion of d02. The model generally reproduces the spatial distributions and gradients of GLW well, despite underpredictions in the southern portion of d02. AOD is slightly overpredicted with NMBs of 1.6-8.3% over d04 at all grid resolutions, which is considered to be an excellent performance. The model gives similar spatial pattern to that of the MODIS AOD over oceanic areas but moderately overpredicts AOD over land areas in d02 (with an NMB of 45% over d02). CCN observations are only available over the ocean. CCN over the ocean is moderately underpredicted with NMBs ranging from −22.7% to −12.7%, especially in the northeastern and the southwestern portions of the d02. The underpredictions of CCN over the ocean are likely related to PM 10 underpredictions, although no surface and column PM 10 concentrations over the ocean are available for model evaluation. PWV is slightly underpredicted with NMBs of −12.1% to −11.6%, CF is moderately underpredicted with NMBs of −46.3% to −39.4%, and LWP is largely underpredicted with NMBs ranging from −96.8% to −89.1%. Simulated CF shows a similar pattern to observed CF with higher CF in the southern portion than the northern portion, but with much lower values in both land and ocean areas than observed CF. The underpredictions mostly occur in the southern portion of d02, in particular over the ocean areas. CDNC predictions are sensitive to grid resolution, with moderate underpredictions of 46.2% at 81-km and 31.2% at 3-km, but much better agreement with observations with an NMB of 3.5% at 27-km and −6.2% at 9-km. CDNC underpredictions can be attributed in part to the underpredictions of PM 10 and uncertainties in the derived CDNC based on MODIS retrievals of cloud properties such as cloud effective radius, LWP, and COT, all of which are subject to uncertainties. COT is largely underpredicted with NMBs of −80.4% to −62.0%. Most underpredictions occur over land, particularly over the southern portion of the domain. Since COT depends on CDNC and LWP, the underpredictions in CDNC and CWP propagate into the COT predictions. In addition, the COT calculation in WRF/Chem-ROMS only accounts for contributions from water and ice, and contributions from other hydrometeors such as graupel are neglected, which explains in part the underpredictions of COT. The model largely underpredicts SWCF with NMBs of −60.4% to −47.8% and LWCF with NMBs of −55.1% to −40%. The spatial distributions of the observed SWCF correlate well with those of the observed CF, a similar correlation is found between simulated SWCF and CF, although it is weaker owing to underpredictions in both CF and SWCF. Such underpredictions in SWCF can be attributed to the underpredictions in CCN over the ocean and possibly over land, CDNC, LWP, and COT, caused by possible underpredictions in column PM 10 concentrations. The model overpredicts LHF and SHF over the ocean against OAFlux data, with NMBs of 26.4-49.4% and 16.0-74.2%, respectively. Using finer grid resolutions of 3-or 9-km can reduce the model biases in simulating the latent and sensible heat flux. Table 4 . Performance statistics of radiative, cloud, heat flux, and column gas variables from WRF/Chem-ROMS simulations at a horizontal grid resolution of 81-km (in d01), 27-km (in d02), 9-km (in d03), and 3-km (in d04) calculated using predictions and observations in d04 for the SPS1 field campaign.
Satellite Variables Network Mean Obs
Mean Sim R MB NMB, % NME , %   d01  d02  d03  d04  d01  d02  d03  d04  d01  d02  d03  d04  d01  d02  d03  d04  d01  d02  d03 Table 5 . Performance statistics of radiative, cloud, heat flux, and column gas variables from WRF/Chem-ROMS simulations at a horizontal grid resolution of 81-km (in d01), 27-km (in d02), 9-km (in d03), and 3-km (in d04) calculated using predictions and observations in d04 for the SPS2 field campaign. Table 6 . Performance statistics of radiative, cloud, heat flux, and column gas variables from WRF/Chem-ROMS simulations at a horizontal grid resolution of 81-km (in d01), 27-km (in d02), 9-km (in d03), and 3-km (in d04) calculated using predictions and observations in d04 over the 3-km domain (d04) for the MUMBA field campaign. For SPS2, the model simulates GLW and GSM well with NMBs within 3% and 13%, respectively. As shown in Figure S6 , the model simulates well the spatial distribution of GLW and GSW throughout the domain. AOD is largely overpredicted with NMBs of 71.0-76.6% over both land and ocean areas, which may be caused by higher PM 2.5 concentrations at the surface (see Table 2 ) and possibly above the surface. CCN over the ocean is moderately underpredicted with NMBs ranging from −28.2% to −24.1%, especially in the northeastern and the southwestern portions of the d02. PWV is moderately overpredicted with NMBs of 21.0-21.3%, CF is moderately underpredicted with NMBs of −32.2% to −25.9%, and LWP is largely underpredicted with NMBs ranging from −95.0% to −93.6%. As shown in Figure S7 , similar to SPS1, the simulated CF shows a similar pattern to observed CF. Observed CDNC is available in a few areas in d02 but is not available over d04, thus there is no statistical evaluation over d04. COT is moderately to largely underpredicted with NMBs of −61.2% to −18.7%. Underpredictions occur over all land areas for the reasons discussed above. The model captures COT over oceanic areas well. The model underpredicts SWCF with NMBs of −31.1% to −4.1% and LWCF with NMBs of −34.5% to −9.8%. As shown in Figure S7 , the simulated SWCF shows similar distributions as the observed SWCF. Unlike SPS1, the model tends to underpredict LHF and SHF over the ocean against OAFlux data, with NMBs of −19.9% to 1.8% and −45.3% to −22.9%, respectively. The 3-km simulation gives the best performance for both LHF and SHF.
For MUMBA, the model simulates GLW well with NMBs within 5% but moderately overpredicts GSW with NMBs of 21.7-25.8%. As shown in Figure S6 , the underprediction of GSW occur over most of d02 except over the ocean areas in the southwestern portion. The model generally reproduces the spatial distribution and gradients of GLW well, despite underpredictions in the northern portion and overpredictions in the southwestern portion. AOD is moderately overpredicted with NMBs of 27.2-34.5%, which occurs over both land and ocean areas in the northern portion of d02. This AOD overprediction may be caused by higher PM 2.5 concentrations above the surface as the surface PM 2.5 concentrations are largely underpredicted (see Table 3 ). CCN over the ocean is largely underpredicted over all ocean areas with NMBs ranging from −57.9% to −54.4%. PWV is moderately overpredicted with NMBs of 17.7% to 18.6%, CF is largely underpredicted with NMBs of −65.8% to −48.7%, and LWP is largely underpredicted with NMBs ranging from −97.1% to −90.9%. As shown in Figure S7 , simulated CF is much lower than observed CF especially over ocean areas. Similar to SPS2, observed CDNC is only available in a few areas in d02 but is not available over d04. COT is moderately to largely underpredicted with NMBs of −71.0% to −37.4%, mainly over land areas for the aforementioned reasons. The model captures COT over oceanic areas well. The model largely underpredicts SWCF with NMBs of −55.0% to −44.7% and LWCF with NMBs of −68.8% to −61.2%. As shown in Figure S7 , the model is able to simulate the correlation between the spatial distributions of the observed SWCF and observed CF, but the simulated correlation is much weaker because of large underpredictions in both CF and SWCF. The model either overpredicts or underpredicts LHF and SHF over the ocean against OAFlux data, with NMBs of −9.9% to 8.1% and −35.5% to 7.3%, respectively. The better performance is at 27-km for LHF and at 81-km for SHF.
Evaluation of Column Gas Abundances
As shown in Tables 4-6 , for column CO, the domain-mean NMBs and NMEs are very similar for the simulations at various grid resolutions, ranging from −22% to−21.4% and from 21.6% to 22.2%, respectively, for SPS1, from −7.3% to −6.8% and from 7.2% to 7.4%, respectively, for SPS2, and from −17.4% to −17.0% and from 17.4% to 17.1%, respectively, for MUMBA. Figure 11 compares observed and simulated column mass abundances of CO, NO 2 , HCHO, and O 3 over d02. The underpredictions in CO column occur throughout the domain for SPS1 and MUMBA and mostly in the middle and southern part of the domain for SPS2. Such underpredictions are caused by moderate-to-large underpredictions of CO concentrations at surface (as shown in Tables 1-3 ) and aloft. The underpredictions are attributed to underestimated CO emissions, inaccurate chemical boundary conditions, and possible overestimated atmospheric mixing in the PBL either during daytime or nighttime. The convective boundary-layer height determined by the lidar backscatter measurements at Westmead is 900 m during daytime on 8 May 2012 [29] and between 500-1700 m during daytime and between 100-250 m at night during the whole SPS2 period [104] . WRF/Chem-ROMS gives good agreement for nocturnal mixing depth but tends to underpredict daytime PBLH at this site. Monk et al. [28] evaluated simulated PBLH from WRF/Chem-ROMS against estimated PBLH based on radiosonde measurement at Sydney Airport during SPS1, SPS2, and MUMBA. They found that WRF/Chem-ROMS tends to overpredict PBLH in the morning (by 22-184 m) but underpredict it in the afternoon (by 100-230 m). The impact of overpredicted PBLH in the morning may dominate over the underpredicted PBLH in the afternoon, because CO emissions are generally higher in the morning than in the afternoon.
The column NO 2 shows strong sensitivity to the grid resolution. The domain-mean NMBs are in the range of −43.1% to −34.2% at 81-km, −30.9% to −21.6% at 27-km, −23.6% to −15.4% at 9-km, and −22.7% to −11.5% at 3-km resolution. As shown in Figure 11 , although the model reproduces the hot spots in the southern portion of the d02, most underpredictions occur over land and are likely caused by underpredictions of NO 2 concentrations above the surface. The use of finer grid resolutions reduces the NMBs of column NO 2 for all field campaigns. The column HCHO is either slightly or not sensitive to the grid resolution. Its domain-mean NMBs at all grid resolutions indicate a moderate underprediction (−27.4% to −16.4%) for SPS1 and SPS2 but less underpredictions (−11.4% to −0.1%) for MUMBA. The underpredictions mostly occur in the southern portion of the land areas and over ocean areas for SPS1 and MUMBA, but over both land and ocean areas throughout the domain for SPS2, which are likely caused by underpredictions of HCHO concentrations at the surface and above. 
Conclusions
In this work, two advanced online-coupled meteorology-chemistry models-WRF/Chem and WRF/Chem-ROMS-are applied over quadruple-nested domains at grid resolutions of 81-, 27-, 9-, and 3-km over Australia, an area in southeastern Australia, an area in New South Wales (NSW), and Greater Sydney area, respectively, during three field campaign periods: SPS1, SPS2, and MUMBA. Comprehensive model evaluation is performed using surface observations from the field campaigns, satellite retrievals, and combined satellite data and reanalysis data. This paper evaluates the performance of WRF/Chem-ROMS against these data and the sensitivity of the model predictions to spatial grid resolutions. The model generally meets the satisfactory performance criteria for T2, RH2, and WD10 at spatial grid resolutions of 3-, 9-, and 27-km, WS10 at 3-and 9-km, and precipitation at all grid resolutions. An overall good performance for WS10 and WD10 at 3-and 9-km is because of the use of a fine grid resolution and a surface roughness correction algorithm. The model can capture the seasonal variations of T2, WS10, WD10, and precipitation well. At 3-, 9-, and 27-km, the model can reproduce the diurnal variations of T2 (even during the heatwave events in January 2013) and WS10 reasonably well with moderate biases in the mornings and evenings, due to the model's limitation in accurately representing the daytime and nocturnal boundary layer as well as surface sensible and latent heat fluxes over land areas during those time periods. The model can reproduce well the observed hourly variations of T2 at 3-, 9-, and 27-km and those of WS10 at 3-and 9-km. It can also correctly predict the time of the heavy precipitation at most sites but largely underpredicts the magnitudes of the observed rainfall (except against GPCP for SPS2). Such underpredictions are attributed to the limitations of either the M09 double moment microphysics scheme or the MSKF cumulus parameterization.
The model simulations show moderate biases for surface concentrations of CO, NO, and NO 2 at 3-, 9-, and 27-km, but significant overpredictions for SO 2 with the lowest biases at 81-km. The SO 2 overpredictions are attributed to several factors such as overestimated SO 2 emissions, insufficient SO 2 conversion to sulfate, and the inadequate dispersion at finer grid resolutions. The surface O 3 predictions have NMBs within the good performance threshold (±15%) at all grid resolutions except at 81-km, despite the NMEs > 25%. While the PM 2.5 prediction has an NMB within ±30% at all grid resolutions except at 81-km for SPS1, significant overpredictions for SPS2 and moderate-to-large underpredictions for MUMBA occur. In addition, all NMEs of PM 2.5 exceed the threshold value of 50%. While the PM 2.5 underpredictions may be attributed to inaccurate meteorology, underestimated emissions in NO x and anthropogenic and biogenic VOCs, insufficient SO 2 conversion to sulfate, and underprediction in SOA, the PM 2.5 overpredictions may be attributed to overestimations in emissions of SO 2 and primary organic carbon. The model effectively reproduces the observed seasonal variations for all species except for SO 2 , which remains nearly constant. PM 10 concentrations are largely underpredicted at 3-km in d04 during SPS1 and MUMBA, which may be caused by underpredictions of PM 2.5 and underestimate of sea-salt emissions. The seemly good performance of PM 10 for SPS2 results from large overpredictions in PM 2.5 . For spatial distribution, while the NMBs of O 3 are the smallest at 27-km, the predictions at 3-km best resolve the spatial distributions and the maximum and minimum concentrations of O 3 in d04. Compared to simulation at 27-km, the simulation at 3-km gives better statistical performance for PM 2.5 and PM 10 and also reproduces more accurately the observed concentration gradients over the d04 for SPS1 and MUMBA; it gives larger overpredictions for PM 2.5 but smaller PM 10 underpredictions for SPS2. For O 3 and PM 2.5 diurnal profiles, the model performs similarly at 3-, 9-, and 27-km with the best performance at 3-km, which agrees better with observations than at 81-km. For temporal variations, the model performs the best for O 3 at 27-km during all three field campaigns and for PM 2.5 at 3-km during SPS1 and MUMBA but at 81-km during SPS2.
For column variables, the model simulates GLW well, but moderately overpredicts GSW and either overpredicts or underpredicts PWV. LWCF, SWCF, and CF are slightly-to-moderately underpredicted during SPS2 but largely underpredicted during SPS1 and MUMBA. CCN is moderately underpredicted for SPS1 and SPS2 and largely underpredicted for MUMBA. The NMBs for COT and LWP are also very large. The overall poor performance of cloud variables indicates limitations in the model representation of cloud microphysics and dynamics. AOD is reproduced very well for SPS1, moderately overpredicted for SPS2, and largely overpredicted for MUMBA. The large overpredictions of AOD during SPS2 are caused by large overpredictions of PM 2.5 at the surface and possibly aloft. LHF and SHF predictions show slight-to-moderate biases for SPS1 and MUMBA but moderate-to-large biases for SPS2. Column CO is slightly underpredicted for SPS2 but moderately underpredicted. The column NO 2 is moderately underpredicted. The column HCHO is slightly underpredicted for MUMBA but moderately underpredicted. The column O 3 is slightly overpredicted for SPS2 but moderately overpredicted for SPS1 and MUMBA.
All meteorological variables and surface chemical concentrations are sensitive to the spatial grid resolution used. WS10 and precipitation are more sensitive than T2, RH2, and WD10. The model has the worst performance at 81-km for most variables except for WD10 and SO 2 , for which the model performs the best at 81-km and RH2 and precipitation for which the model either performs the best or the second best at 81-km. While the use of finer grid resolutions can improve the model performance for most variables except for WD10, RH2, precipitation, and SO 2 , the model predictions at 3-, 9-, and 27-km are overall similar, and the best performance may happen at any grid resolutions due to the high non-linearity of the meteorological and chemical processes that affect the state and evolution of these variables. For example, the 3-km simulation gives the best performance for RH2, WS10, precipitation against MSWEP, CO, NO, PM 2.5 , and PM 10 during SPS1, T2, SST, CO, and PM 10 during SPS2, RH2, CO, PM 2.5 , and PM 10 during MUMBA. The 9-km simulation performs the best for T2 and SST during SPS1, WS10, precipitation against GPCP, and NO during SPS2, and T2 and SST during MUMBA. The 27-km simulation performs the best for precipitation against OBS and GPCP, NO 2 , and O 3 during SPS1, precipitation against OBS and MSWEP, NO 2 , and O 3 during SPS2, and precipitation against GPCP, NO, NO 2 , and O 3 during MUMBA. AOD, COT, CCN, CDNC, LHF, and SHF are moderately sensitive to the spatial grid resolution, and other radiative and cloud properties are relatively insensitive to the spatial grid resolution. Among column gas abundances, the column NO 2 shows strong sensitivity to the grid resolution. The column CO, HCHO, and O 3 are either slightly or not sensitive to the grid resolution. The 3-or 9-km simulations can reduce the biases for CCN, LHF, SHF, column NO 2 , and TOR during SPS1, AOD, CCN, column NO 2 , and TOR during SPS2, and CCN, column NO 2 , and TOR during MUMBA.
Several large differences are identified in the performance of WRF/Chem-ROMS or WRF/Chem for their applications in Australia compared to that for the continental U.S. (CONUS) and East Asia. First, the total precipitation is often overpredicted over CONUS and East Asia when the M09 cloud microphysics scheme is used together with any of the three cumulus parameterizations (e.g., Grell and Devenyi [101] (GD) or Grell and Freitas [102] or MSKF) [37, 38, 40, 68] but underpredicted over Australia when MSKF is used. This indicates a need to further assess the parameters used in the MSKF scheme to understand why the convective precipitation is not triggered at a grid resolution of 3-km and also to pinpoint the reason underlying the underpredictions in precipitation. Second, the AOD is often underpredicted over CONUS [40, 68] and East Asia [37, 38] but is overpredicted in this work, especially for SPS2 and MUMBA. This indicates that the default initial and boundary conditions for PM species used in the simulation may have been higher than the actual values in Australia, and that more realistic initial and boundary conditions are needed for applications over Australia. While using satellite-constrained boundary conditions slightly reduces the overpredictions for SPS2 and MUMBA (see more details in the Part II paper), further improvement of boundary conditions for applications in Australia is warranted given its less polluted atmosphere than CONUS. Third, SST is slightly underpredicted (an MB of −0.8 • C) but LHF is moderately overpredicted (an NMB of 18.9%) and SHF is largely overpredicted (an NMB of 50.2%) over CONUS during summer time [40] . In this work, SST is slightly overpredicted during SPS1 (MBs of 0.5-1.0 • C) but slightly over-and under-predicted (MBs of −0.5 to 0.3 • C) during MUMBA. LHF is slightly underpredicted (NMBs of −12.1% to −11.6%) and SHF is moderately overpredicted (NMBs of 23.4-38.2% at 3-27 km) during SPS1 but either slightly overpredicted or moderately underpredicted (−9.9% to 5.3% for LHF and −35.5 to −8.4% for SHF) during MUMBA. This indicates an overall better performance of WRF/Chem-ROMS in simulating SST, LHF, and SHF over the Pacific Ocean off the Australian coast than in the Atlantic Ocean off the southeastern U.S. coast. 
