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1. Introduction
The present paper continues the investigation of the parallels between lattices and codes in par-
ticular those analogies that are reﬂected in the theory of modular forms and invariant theory of
certain ﬁnite groups. Degree-m Siegel theta series of lattices are modular forms for certain subgroups
of Sp2m(R). Similarly degree-m complete weight enumerators of (selfdual) codes of a given Type ρ
are invariant under a certain ﬁnite complex matrix group Cm(ρ), the associated Clifford–Weil group.
In fact [8, Theorem 5.5.7] shows that these weight enumerators span the invariant ring of Cm(ρ). One
important tool to investigate the ring of modular forms is the Siegel Φ-operator, which is a linear
mapping between modular forms of degree m and degree m−1 and which maps the degree-m Siegel
theta series of a lattice to its degree-(m − 1) Siegel theta series. A coding theory analogue of this Φ-
operator was introduced by B. Runge [11] and provides a linear mapping between the invariant rings
of ﬁnite matrix groups of different degree. In modular forms theory, the kernel of the Φ-operator is
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ing modular group. On the coding theory side, the existence of Hecke operators was an open question
raised in 1977 in [1]. The recent paper [5] answers this question and translates a well-known con-
struction of Hecke operators acting on theta series of lattices to codes. For codes over ﬁnite ﬁelds
the eigenspaces of the resulting Kneser–Hecke operator T can be characterized in terms of Runge’s
Φ-operator.
It is hence a natural question to obtain a grouptheoretic interpretation of the Kneser–Hecke op-
erator as a linear combination of certain double cosets of Cm(ρ). This paper proposes one possible
answer motivated by the fact that the natural representation of Cm(ρ) is a ﬁnite Weil representation
as explained in Section 2.1. Hence there is a Heisenberg group Em  Ud(C) such that Cm(ρ) normal-
izes Em . The Siegel Φ-operator is a ring epimorphism from Inv(Cm(ρ)) to Inv(Cm−1(ρ)). Choosing a
right inverse constructs a linear operator on Inv(Cm(ρ)) which can be expressed as the action of the
double coset
K1 := Cm(ρ)pU1Cm(ρ),
where U1 is a suitable abelian subgroup of Em and pU1 ∈ Cd×d the orthogonal projection onto its
ﬁxed space.
The Hecke algebra H := H(Cm(ρ)) is the algebra generated by such double cosets (see Deﬁ-
nition 2). If the strong transitivity condition (Deﬁnition 4) is satisﬁed, then this Hecke algebra is
commutative and the decomposition of the space of homogeneous degree-N invariants InvN (Cm(ρ))
given by the kernels of powers of the Φ-operator is the eigenspace decomposition of H (Theorems 14
and 15).
The last section shows that the Clifford–Weil groups associated with the classical Types of codes
over ﬁnite ﬁelds satisfy the strong transitivity condition and hence here the algebra H coincides with
the one generated by the Kneser–Hecke operator from [5].
2. Finite Weil representations
The crucial point of the construction of a Hecke algebra for the Clifford–Weil groups is that these
groups normalize a certain Heisenberg group Em . The double cosets of the orthogonal projections onto
the ﬁxed space of certain abelian subgroups of Em then generate the associated Hecke algebra. If the
slightly technical strong transitivity condition from Deﬁnition 4 is satisﬁed, then Theorem 14 shows
that this Hecke algebra is commutative.
2.1. The Weil representation
Let V be a ﬁnite abelian group and consider for m ∈ Z0 the complex Hermitian space
Mm = C[Vm] with orthonormal basis Xm := (x(v1,...,vm) | vi ∈ V ).
Let β : V × V → Q/Z be a nondegenerate bi-additive form (i.e. x → (y → β(x, y)) is an isomor-
phism between V and its dual Hom(V ,Q/Z)). Deﬁne the Heisenberg group
E(β)m := Em := Vm × Vm × Q/Z,
where the multiplication on Em is given by
(v, v ′,a)(u,u′,b) :=
(
v + u, v ′ + u′,a + b +
m∑
j=1
β
(
u′j, v j
))
for all (v, v ′,a), (u,u′,b) ∈ Em.
Let Z := {(0,0,a) | a ∈ Q/Z} denote the center of Em . Then Em acts on Mm by unitary endomorphisms
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(
2π i
(
a +
m∑
j=1
β(v j,u j)
))
xu′+v
which gives an embedding of Em into the unitary group U (Mm). It is easy to see that Mm is an
irreducible Em-module and that any system of representatives of Em/Z maps onto C-linearly inde-
pendent matrices in End(Mm). In fact the famous Stone–von Neumann theorem shows that Mm is the
unique irreducible Em-module with the given central character. If Gm is a subgroup of Aut(Em) cen-
tralizing the center of Em , then the action of Gm on Em gives rise to a projective representation of Gm
on Mm . This representation is called the Weil representation of Gm (see [3,4,12]). We call a subgroup
Gm  U (Mm) a ﬁnite Weil representation, if Gm is a ﬁnite subgroup of the normalizer in U (Mm) of Em .
This is a slight generalization of the notion of Weil representation in [3], which restricts to vector
spaces V over ﬁnite ﬁelds and takes Gm to be the full automorphism group of Vm .
2.2. An algebra of double cosets of Gm
Let Gm be a ﬁnite Weil representation and deﬁne
U j :=
{
(u,0,0)
∣∣ u = (0m− j, u1, . . . ,u j), ui ∈ V } Em.
Gm acts on Em by conjugation. Let
S j :=
{
gU j g−1
∣∣ g ∈ Gm}
denote the Gm-conjugacy class of U j . Let
pU j :=
1
|U j |
∑
u∈U j
u ∈ End(Mm)
be the orthogonal projection onto the ﬁxed space of U j . Since β is nondegenerate, the image of pU j
is generated by the x(v1,...,vm− j ,0,...,0) with vi ∈ V .
Proposition 1. GmpU j Gm =
⋃˙
U∈S j pU Gm =
⋃˙
U∈S j GmpU .
Proof. Clearly
GmpU j Gm =
⋃
g∈Gm
gpU j g
−1Gm.
Moreover the element gpU j g−1 = pgU j g−1 is an orthogonal projection and hence uniquely deter-
mined by its image. All elements in the right coset gpU j g−1Gm have the same image, so gpU j g−1
is the unique orthogonal projection in its right coset. Therefore it remains to show that for U ,
W = gU g−1 ∈ S j the two projections pU and pW are equal, if and only if U = W . This follows from
the linear independence of Em/Z and the fact that U ∩ Z = W ∩ Z = {1}. 
Deﬁnition 2. Let Gm  U (Mm) be a ﬁnite Weil representation. Then the algebra H(Gm) generated by
the double cosets
K j := GmpU j Gm
with 0 j m is called the Hecke algebra of Gm .
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coset GmeGm the multiple aGmeGm denotes the formal sum of a copies of GmeGm . The multiplication
of double cosets is for instance given in [2, Section (IV.1), p. 226 ff]: If GmeGm = ⋃˙aj=1Gme j and
Gm f Gm = ⋃˙bi=1Gm fi then
(GmeGm)(Gm f Gm) =
∑
j,i
Gme j f iGm =
∑
k
αkGmgkGm,
where the sums are formal linear combinations, gk runs through a set of double coset representatives,
and
αk =
∣∣{( j, i) ∈ {1, . . . ,a} × {1, . . . ,b} ∣∣ Gme j f i = Gmgk}∣∣.
The Hecke algebra acts from the right on the polynomial ring
C[Xm] := C
[
xv
∣∣ v ∈ Vm] := ∞⊕
N=0
C[Xm]N ,
where C[Xm]N is the subspace of homogeneous polynomials of degree N , via
p · (GmeGm)(x) := |Gm|−2
∑
g,h∈Gm
p(gehx).
This action preserves the invariant ring
Inv(Gm) :=
{
p ∈ C[Xm]
∣∣ (p · g)(x) := p(gx) = p(x) for all g ∈ Gm}
of Gm . Note that, if GmeGm = ⋃˙aj=1Gme j and p ∈ Inv(Gm) then (p · GmeGm)(x) = 1a ∑aj=1 p(e jx).
For any r ∈ R and 0 j m the double coset
K j(r) = GmrpU j Gm (1)
is stable under the involution †, where
A† := Atr. (2)
Therefore H(Gm) is commutative, if the products of the K j are integral linear combinations of cer-
tain Ki(r) (r ∈ R, 0 i m).
The action of the Hecke algebra preserves the homogeneous components
InvN (Gm) :=
{
p ∈ Inv(Gm)
∣∣ p is homogeneous of degree N}
which deﬁnes the representations
ΔN : H(Gm) → End
(
InvN (Gm)
)
.
Clearly ΔN (K j(r)) = rNΔN (K j).
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(a) Let X := ACB(A). Assume that there is a subgroup B0  B such that B = CB(A)B0 and CB(A)∩ B0 = {1}.
Then
pA pB = pX pB0 and pB pA = pB0 pX .
(b) If there is a ∈ A and 1 = ζ ∈ C∗ such that ζa ∈ B then pA pB = pB pA = 0.
Proof. (a)
|A| · |B|pA pB =
∑
a∈A,b∈B
ab =
∑
a∈A,b∈CB (A)
ab
∑
b0∈B0
b0 = |A| ·
∣∣CB(A)∣∣pX |B0|pB0 = |A| · |B|pX pB0 .
The second equality follows similarly.
(b) Follows from (a) since X has no ﬁxed points if ζ Id ∈ X and hence pX = 0. 
Deﬁnition 4. For U ∈ S j and W ∈ S	 let X(U ,W ) := 〈U ,CW (U )〉. We say that the Weil representation
(Gm,Em) satisﬁes the strong transitivity condition if
(1) for all 1  j, 	 m and all U ∈ S j and W ∈ S	 there is some 0  k  	 and a subgroup W 
W0 ∈ Sk such that W = W0CW (U ) and W0 ∩ CW (U ) = {1},
(2) for all 1  j, 	 m and all U ∈ S j and W ∈ S	 either pX(U ,W ) = 0 or there is some j  k m
such that X(U ,W ) ∈ Sk , and
(3) for all 1 j, 	m the group Gm acts transitively on the set
M j,	 :=
{
(U ,W ) ∈ S j × S	
∣∣ CW (U ) = {1}}.
3. Finite Siegel Φ-operators and invariant rings
This section introduces the coding theory analogue of the Siegel Φ-operator and the ﬁltration of
Inv(Gm) deﬁned by the kernels of these operators. In the theory of modular forms, the analogous
ﬁltration of the space of Siegel modular forms is invariant under the full Hecke algebra. A similar
result is true here, if the Hecke algebra is commutative. In fact one motivation for the deﬁnition of
the Hecke operators in Section 2 comes from this observation. The Hecke operator K j has the same
kernel as the Φ-operator Φm, j on the invariant ring of Gm .
3.1. Finite Siegel Φ-operators
The ﬁnite Siegel Φ-operators are linear operators
Φm, j : Mm → Mm− j, x(v1,...,vm) →
{
x(v1,...,vm− j) if vm− j+1 = · · · = vm = 0,
0 else
for all j ∈ {0, . . . ,m}. Their right inverses may be deﬁned as
ϕm, j : Mm− j → Mm, x(v1,...,vm− j) → x(v1,...,vm− j ,0,...,0).
They satisfy Φm, j ◦ ϕm, j = idMm− j . In particular Φm, j is surjective and ϕm, j is injective.
The idempotent endomorphism ϕm, j ◦ Φm, j ∈ End(Mm) is selfadjoint with respect to the Em-
invariant Hermitian inner product. It is also a unique complex linear combination of matrices in Em/Z
and since the image of the orthogonal projection ϕm, j ◦ Φm, j is the ﬁxed space of U j we have
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These linear operators may be extended to ring homomorphisms
Φm, j : C[Xm] → C[Xm− j],
ϕm, j : C[Xm− j] → C[Xm]
which respect the grading. The Em-invariant Hermitian form on Mm induces an Em-invariant positive
deﬁnite Hermitian form on C[Xm]N by letting
(p,q)m := p
(
∂
∂x
∣∣∣ x ∈ Xm
)
(q) for p,q ∈ C[Xm]N ,
where p( ∂
∂x | x ∈ Xm) is the differential operator obtained from the polynomial p by substituting each
variable x ∈ Xm by the partial derivative ∂∂x and q ∈ C[Xm]N is the polynomial obtained from q by
applying complex conjugation to its coeﬃcients. Then the monomials of degree N form an orthogonal
basis of C[Xm]N and
( ∏
v∈Vm
xnvv ,
∏
v∈Vm
xnvv
)
m
=
∏
v∈Vm
(nv !).
Explicit calculation and induction on j show the following lemma.
Lemma 5. Let m ∈ N and 0 j m.
(a) The mappings ϕm, j : C[Xm− j]N → ϕm, j(C[Xm− j]N) ⊂ C[Xm]N and Φm, j : ker(Φm, j)⊥ → C[Xm− j]N
are isometries.
(b) For p ∈ C[Xm]N ,q ∈ C[Xm− j]N it holds that
(
ϕm, j(q), p
)
m =
(
q,Φm, j(p)
)
m− j .
(c) ϕm, j ◦ Φm, j is a selfadjoint idempotent in End(C[Xm]N ) and hence an orthogonal projection.
By the non-degeneracy of ( , )m− j this implies
Corollary 6. The image of ϕm, j is the orthogonal complement of the kernel of Φm, j :
C[Xm]N = ker(Φm,1) ⊥ ker(Φm,1)⊥ = ker(Φm,1) ⊥ ϕm,1
(
C[Xm−1]N
)
= ker(Φm,1) ⊥ ϕm,1
(
ker(Φm−1,1)
)⊥ ϕm,2(ker(Φm−2,1))⊥ · · ·
⊥ ϕm,m−1
(
ker(Φ1,1)
)⊥ ϕm,m(C[X0]N).
3.2. Restriction to invariant rings
Let Gm  GL(Mm) be a series of ﬁnite groups such that
Φm, j
(
Inv(Gm)
)= Inv(Gm− j) for all m, j. (4)
594 G. Nebe / Journal of Number Theory 129 (2009) 588–603Then Φm, j induces an isometry between the orthogonal complement in Inv(Gm) of ker(Φm, j) and
Inv(Gm− j) of which we now aim to construct the inverse using the Reynolds operator
Rm : C[Xm] → Inv(Gm), p(x) → 1|Gm|
∑
g∈Gm
p(gx).
Note that Rm respects the degree of the polynomials and its restriction to the degree N polynomials
is the orthogonal projection of C[Xm]N onto InvN (Gm) with respect to ( , )m .
Lemma 7. For j ∈ {1, . . . ,m} let
ϕ˜m, j : Inv(Gm− j) → Inv(Gm), p → Rm
(
ϕm, j(p)
)
.
If Φm, j(InvN (Gm)) = InvN (Gm− j) then ϕ˜m, j is an isomorphism between the space of homogeneous invariants
InvN(Gm− j) of degree N of Gm− j and ker(Φm, j)⊥ ∩ InvN (Gm).
Proof. For p ∈ InvN (Gm) and q ∈ InvN (Gm− j) one gets
(
ϕ˜m, j(q), p
)
m =
(
Rm
(
ϕm, j(q)
)
, p
)
m =
(
ϕm, j(q), Rm(p)
)
m =
(
ϕm, j(q), p
)
m =
(
q,Φm, j(p)
)
m− j
since Rm is selfadjoint and p is invariant under Gm . The last equality follows from Lemma 5(b). In
particular
ϕ˜m, j
(
InvN (Gm− j)
)⊆ ker(Φm, j)⊥ ∩ InvN (Gm) and ker(ϕ˜m, j) ⊆ Φm, j(InvN (Gm))⊥.
Since Φm, j is surjective this implies that ϕ˜m, j is injective and hence an isomorphism onto
ker(Φm, j)⊥ ∩ InvN (Gm) by comparing dimensions. 
As above this yields a decomposition of the space of homogeneous invariants.
Theorem 8. Assume that Φm, j(InvN (Gm)) = InvN (Gm− j) for all j. Then
InvN (Gm) = ker(Φm,1) ⊥ ϕ˜m,1
(
ker(Φm−1,1)
)⊥ ϕ˜m,2(ker(Φm−2,1))⊥ · · ·
⊥ ϕ˜m,m−1
(
ker(Φ1,1)
)⊥ ϕ˜m,m(InvN (G0)), (5)
where the operators Φ j,1 are restricted to InvN (G j).
Since ϕ˜m, j(ker(Φm− j,1) ∩ InvN (Gm− j)) ⊆ Rm(ϕm, j(ker(Φm− j,1))) for all j, the decomposition in
Theorem 8 is the orthogonal projection under the operator Rm of the decomposition in Corollary 6.
Remark 9. By Lemma 7 the orthogonal complement of ker(Φm, j) in InvN (Gm) is ϕ˜m, j(InvN (Gm− j)).
Therefore the orthogonal decomposition in Theorem 8 is the one associated to the ﬁltration of
InvN(Gm) by the kernels of Φm, j :
InvN (Gm) ⊇ ker(Φm,m) ⊇ ker(Φm,m−1) ⊇ · · · ⊇ ker(Φm,2) ⊇ ker(Φm,1) ⊇ {0}.
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ψm, j := Rm ◦ ϕm, j ◦ Φm, j : Inv(Gm) → Inv(Gm),
where ψm,0 := idInv(Gm) . Then for p,q ∈ InvN (Gm)
(
ψm, j(p),q
)
m =
(
Rm
(
ϕm, j
(
Φm, j(p)
))
,q
)
m =
(
ϕm, j
(
Φm, j(p)
)
,q
)
m
since Rm is selfadjoint and q ∈ Inv(Gm). The latter equals
(
Φm, j(p),Φm, j(q)
)
m− j =
(
p,ϕm, j
(
Φm, j(q)
))
m
by Lemma 5(b) (applied twice). Again since p is invariant under Gm one sees that this equals
(p,ψm, j(q))m . This shows the following remark.
Remark 10. ψm, j is a selfadjoint linear operator on InvN (Gm). For any p ∈ Inv(Gm)
ψm, j(p)(x) = 1|Gm|2
∑
g∈GmpU j Gm
p
(
g(x)
)= (p · K j)(x),
where K j is the double coset of Gm from Deﬁnition 2.
Proposition 11. If ΔN (H(Gm))  End(InvN (Gm)) is commutative, then the decomposition (5) is invariant
under ΔN (H(Gm)).
Proof. Since the generators (and hence all elements by commutativity) of ΔN (H(Gm)) are selfad-
joint, it is enough to show that the generators of ΔN (H(Gm)) respect the ﬁltration from Remark 9.
Since ϕ˜m, j is injective, the kernel of ψm, j = ϕ˜m, j ◦Φm, j equals ker(Φm, j). The assumed commutativity,
ψm, jψm,l = ψm,lψm, j , yields that
ψm, j
(
ker(Φm,l)
)= ψm, j(ker(ψm,l))⊂ ker(ψm,l) = ker(Φm,l)
and hence H(Gm) respects the ﬁltration in Remark 9. 
4. Clifford–Weil groups and the Type of a code
This section brieﬂy recalls the construction of the Clifford–Weil group associated with a Type of
codes. For details the reader is referred to [6–8], and the fundamental work [12] by A. Weil.
Let R be a ﬁnite ring and V be a ﬁnite left R-module. Let β : V × V → Q/Z be a nondegenerate
bi-additive form. Then β is called admissible, if the mapping ψ : r → βr is an isomorphism from RR
to the right R-module
M := {βr : (x, y) → β(x, ry) ∣∣ r ∈ R}
and if M closed under the involution
τ : M → M, τ (μ)(x, y) := μ(y, x).
In this case τ induces an antiautomorphism J : R → R on R deﬁned by β(x, r J y) = β(rx, y) for all
x, y ∈ V , r ∈ R . Let
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{
φ : V → Q/Z ∣∣ φ(x+ y + z) + φ(x) + φ(y) + φ(z)
= φ(x+ y) + φ(x+ z) + φ(y + z) for all x, y, z ∈ V }
be the group generated by all linear and quadratic forms from V to Q/Z. Then R acts (not linearly)
on Quad0(V ) by
(φr)(x) := φ(rx) for all r ∈ R, φ ∈ Quad0(V ), x ∈ V .
Let Φ be a subgroup of Quad0(V ) such that
(a) ΦR ⊂ Φ;
(b) λ(Φ) ⊂ M , where λ(φ)(x, y) := φ(x+ y) − φ(x) − φ(y);
(c) {{M}} ⊂ Φ , where {{μ}}(x) := μ(x, x).
If β is admissible, then the tuple ρ := (R, V ,M,Φ,β) is called a ﬁnite (representation of a) form ring.
The Clifford–Weil group C(ρ) associated with a form ring ρ is the ﬁnite subgroup C(ρ) of GL(C[V ])
generated by
mr with r ∈ R∗ where mr(xv) = xrv for all v ∈ V ,
dφ with φ ∈ Φ where dφ(xv ) = exp(2π iφ(v))xv for all v ∈ V , and
hι with ι2 = ι ∈ R is such that there are eι ∈ ιRι J , fι ∈ ι J Rι, such that eι fι = ι and fιeι = ι J where
hι(xv ) =∑w∈ιV exp(2π iβ(w, eιv))xw+(1−ι)v for all v ∈ V .
There is a natural notion of matrix ring of a form ring
ρm×m := (Rm×m, Vm,Mm×m,Φ(m))
and the genus-m Clifford–Weil group
Cm(ρ) := C
(
ρm×m
)
 GL
(
C
[
Vm
])= GL(Mm)
acts linearly on Mm . This action is easily seen to normalize the one of E(β)m (see for instance
[8, Theorem 5.3.2]) and hence Cm(ρ) is a ﬁnite Weil representation in the sense of Section 2.1 above.
An R-submodule C  V N is called a code of Type ρ for some ﬁnite form ring ρ as above, if
C = C⊥ := {v ∈ V N |∑Nj=1 β(v j, c j) = 0 for all c = (c1, . . . , cN) ∈ C} is selfdual and
for all φ ∈ Φ and all c ∈ C one has ∑Ni=1 φ(ci) = 0 (C is isotropic with respect to Φ).
The genus-m complete weight enumerator cwem(C) of a code C  V N of Type ρ is a homogeneous
polynomial of degree N in C[Xm] deﬁned by
cwem(C) =
∑
c∈Cm
∏
v∈Vm
x
av (c)
v ,
where for c = (c(1), . . . , c(m)) and v ∈ Vm
av(c) :=
∣∣{ j ∈ {1, . . . ,N} ∣∣ c(i)j = vi for all 1 i m}∣∣.
For a code C of Type ρ the complete weight enumerator cwem(C) is invariant under Cm(ρ). In fact
[8, Theorem 5.5.7, Corollary 5.7.5] assert that in many situations the invariant ring of Cm(ρ) is spanned
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weight enumerator of a code to its genus-(m − j) weight enumerator this implies the surjectivity of
the Φ-operators, which means that Eq. (4) holds.
5. Hecke algebras of Clifford–Weil groups
This section proves the main result of this paper, namely that the Hecke algebras of the Clifford–
Weil groups are commutative, provided that the strong transitivity condition is satisﬁed. For the
explicit calculations some speciﬁc elements in Cm(ρ) are needed.
Deﬁnition 12. For 1 km let hk : C[Vm] → C[Vm],
x(v1,...,vm) → |V |−k/2
∑
(w1,...,wk)∈V k
exp
(
2π i
k∑
j=1
β(w j, vm−k+ j)
)
x(v1,...,vm−k,w1,...,wk).
Then hk ∈ Cm(ρ) is the MacWilliams transformation associated to the symmetric idempotent
diag(0m−k,1k) ∈ Rm×m . Then
h−1k Ukhk = Wk,
where
Wk :=
{
(0,u,0)
∣∣ u = (0m−k,u1, . . . ,uk), ui ∈ V } Em
which follows from the equality
h−1k (u,0,0)hk =
((
u1, . . . ,um−k,0k
)
,
(
0m−k,um−k+1, . . . ,um
)
,0
)
for all u = (u1, . . . ,um) ∈ Vm.
Lemma 13. For 1 k j m we have
pU j pWk = |V |−k/2pU j hk
and
pWk pU j = |V |−k/2h−1k pU j .
Proof. The group Wk permutes the basis elements xv with v ∈ Vm , so pWk is the orthogonal projec-
tion
x(v1,...,vm) → |V |−k
∑
(w1,...,wk)∈V k
x(v1,...,vm−k,w1,...,wk).
The ﬁxed space of U j is generated by x(v1,...,vm− j ,0 j) hence pU j maps xv to xv , if vm− j+1 = · · · =
vm = 0 and 0 else. Hence
pU j
(
pWk (x(v1,...,vm))
)= { |V |−kx(v1,...,vm− j ,0 j) if vm− j+1 = · · · = vm−k = 0,
0 otherwise,
whereas
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(
hk(x(v1,...,vm))
)= |V |−k/2 ∑
(w1,...,wm−k)∈Vm−k
exp
(
2π i
m−k∑
l=1
β(wl, vk+l)
)
pU j (x(v1,...,vk,w1,...,wm−k))
=
{
|V |−k/2x(v1,...,vm− j ,0 j) if vm− j+1 = · · · = vm−k = 0,
0 otherwise.
The second equality follows by applying the involution † deﬁned in (2) to the ﬁrst one and noting
that p†U = pU and h†k = h−1k . 
Theorem 14. Let Cm := Cm(ρ) be a Clifford–Weil group associated to some ﬁnite form ring ρ . Assume that the
ﬁnite Weil representation (Cm,E(β)m) satisﬁes the strong transitivity condition from Deﬁnition 4. Then
H(Cm(ρ))= 〈K j ∣∣ j ∈ {0, . . . ,m}〉
is a commutative subalgebra of End(Inv(Cm)). The multiplication is given by
K j K	 =
j∑
k=0
m∑
i=	
c( j, 	, i,k)Ki
(|V |−k/2),
where
c( j, 	, i,k) = ∣∣{(U ,W ) ∈ S j × S	 ∣∣WCU (W ) = Ui and dim(U/CU (W ))= k}∣∣.
Proof. By Proposition 1 we have
K j =
⋃˙
U∈S j
CmpU
and hence
K j K	 =
∑
U∈S j
∑
W∈S	
CmpU pW Cm =
∑
k
α j,	,kCmgkCm,
where
α j,	,k =
∣∣{(U ,W ) ∈ S j × S	 ∣∣ CmpU pW = Cmgk}∣∣
and gk runs through a system of representatives of the suitable double cosets. By Lemma 3 pU pW =
pU0 pX where X = 〈W ,CU (W )〉 and U0  U is such that U = CU (W )U0 and U0 ∩ CU (W ) = {1}. By
the strong transitivity condition, it is always possible to choose such U0 ∈ Sk for some k. So one
may assume that CU (W ) = {1}. Since Cm acts transitively on the set M j,	 from Deﬁnition 4 we may
assume that U = U0 = Uk and W = X = W	′ . The condition that CU (W ) = {1} implies that k 	′ and
hence by Lemma 13
CmpU pW = Cm|V |−k/2pW .
Hence the product of the two generators K j K	 is the given formal linear combination of the
Ki(|V |−k/2). Since the Ki(r) is stable under the involution † for all i and all r ∈ R, the commuta-
tivity of H(Cm) follows by applying † to the product of the generators K j K	 . 
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decomposition of the H(Cm)-module InvN (Cm).
Proof. That the decomposition (5) is invariant under ΔN (H(Cm)) follows from Theorem 14 together
with Proposition 11. For 0 j m and k ∈ Z one has
ΔN
(
K j
(|V |−k/2))= |V |−kN/2ΔN (K j).
So the multiplication given in Theorem 14 yields
ΔN (K j)ΔN (Kl) =
j∑
k=0
m∑
i=l
c( j, l, i,k)|V |−kN/2ΔN (Ki).
In particular the images ΔN (K j), 0  j  m generate the image ΔN (H(Cm))  End(InvN (Cm)) as a
C-vector space. For 0 j m let V j := ker(ΔN (K j)) and Vm+1 := InvN (Cm). Then V j ⊆ V j+1 and
(
ΔN (K j)|V j+1
)2 = c jΔN (K j)|V j+1
for c j :=∑ jk=0 c( j, j, j,k)|V |−kN/2. Therefore K j acts on V j+1/V j as c j times the identity. Note that
c j > 0 since (U j,U j) contributes at least 1 to c( j, j, j,0) and all summands are nonnegative. For
0 j m let
H j :=
〈
ΔN (Km), . . . ,ΔN (K j)
〉
be the subalgebra generated by the last m − j + 1 generators of ΔN (H(Cm)).
Claim: dim(H j) =
∣∣{i | j  i m and Vi+1 = Vi}∣∣.
The proof of this claim proceeds by induction over j.
For j =m the claim is clearly true, because cm = 0.
Assume that the claim is true for all i  j + 1. If V j = V j+1 then dim(H j) = dim(H j+1) + 1 since
c j = 0. If V j = V j+1 we have to show that ΔN (K j) ∈ H j+1. Since ΔN (K j) acts as 0 on V j+1 this is
equivalent to showing that ΔN (K j) acts as a scalar on Vl+1/Vl for all j + 1  l  m. If Vl+1 = Vl
then this is trivially satisﬁed. If Vl+1 = Vl then ΔN (Kl) acts as the scalar cl = 0 on Vl+1/Vl . Hence it
suﬃces to show that ΔN (K j)ΔN (Kl) acts as a scalar on Vl+1/Vl . By Theorem 14 this product is
ΔN (K j)ΔN (Kl) =
j∑
k=0
m∑
i=l
c( j, l, i,k)|V |−kN/2ΔN (Ki).
Since ΔN (Ki) is 0 on Vl+1 for all i  l + 1 this product is a multiple of ΔN (Kl) and therefore scalar
on Vl+1/Vl . This proofs the Claim.
In particular the dimension of H0 = ΔN (H(Cm)) equals the number of non-zero direct summands
in the decomposition (5). Therefore ΔN (H(Cm)) has to act as a scalar on each of the direct sum-
mands. 
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The results of this section show that the Clifford–Weil groups associated to the classical Types of
selfdual codes over ﬁnite ﬁelds satisfy the strong transitivity condition. Since the decomposition (5)
is the eigenspace decomposition of InvN (Cm) under the Kneser–Hecke operator T constructed in [5]
this implies that ΔN (H(Cm)) is the subalgebra of End(InvN (Cm)) generated by T .
A more precise description of the Types is found in [8, Chapter 2] and the structure of the asso-
ciated Clifford–Weil groups is given in [8, Chapter 7]. The following Types of codes over ﬁnite ﬁelds
R = V = Fq , q = p f are considered:
qE Euclidean selfdual Fq-linear codes in odd characteristic. Here β : Fq × Fq → Q/Z, β(x, y) :=
1
p TrFq/Fp (xy) and the genus m Clifford–Weil group Cm(qE) is Cm(qE ) ∼= Za × Sp2m(q) where
a = gcd(q + 1,4).
qE1 Same as q
E but additionally imposing the condition that the all-ones vector 1 = (1, . . . ,1) be in
the selfdual isotropic codes. Then Cm(qE1 ) ∼= Za × p1+2mf+ : Sp2m(q) where a = gcd(q + 1,4).
qEI Same as q
E but now p = 2. Then Cm(qEI ) ∼= 21+2mf+ .O+2m(2 f ).
qEII Same as q
E
I but additionally assuming that the codes are generalized doubly even as deﬁned in
[10]. Then the associated Clifford–Weil group is Cm(qEII ) ∼= Z8Y21+2mf .Sp2m(2 f ).
qH Hermitian selfdual Fq-linear codes. Here q = r2 is a square and : Fq → Fq , x → xr denotes the
nontrivial Galois automorphism of Fq/Fr . Then β : Fq × Fq → Q/Z, β(x, y) := 1p TrFq/Fp (xy) is
Hermitian and Cm(qH ) ∼= Z2 × GU2m(q) where GU2m(q) denotes the general unitary group.
qH1 Same as q
H , but additionally assuming that 1 be in the selfdual isotropic codes. Then Cm(qH1 ) =
Za × p1+2mf+ : GU2m(q) where a = gcd(2, p + 1).
Answering a question of the referee, the extensions of the groups here are made more precise
than in [8]. In the cases qEI and q
E
II the extensions are non-split. For the other four cases one has
to note that Cm(qE )  Cm(qE1 ). Moreover the Schur multiplier of PSp2m(q) is Z2 leading to the non-
split extension Sp2m(q). Since the group Za is the group of scalar matrices in the corresponding
Clifford–Weil group, a non-split extension would result in the hyperbolic co-unitary group Um(qE ) =
Cm(qE)/scalars being Z2 × PSp2m(q) and not Sp2m(q). Similar arguments apply to Cm(qH ) Cm(qH1 ).
Theorem 16. In these six cases (Cm,E(β)m) satisﬁes the strong transitivity condition.
Proof. Let Cm be one of these groups. Then the conjugation action of Cm on Em := E(β)m respects the
commutator [(u,u′,a), (v, v ′,b)] = (0,0,∑mi=1 β(v ′i,ui) − β(u′i, vi)) for (u,u′,a) and (v, v ′,b) ∈ Em .
Hence this induces a form β˜ on Em/Z ∼= F2mq given by
β˜
(
(u,u′), (v, v ′)
) := m∑
i=1
β
(
v ′i,ui
)− β(u′i, vi).
In the ﬁrst four cases, this form is alternating and for the Hermitian cases qH and qH1 , the form β˜ is
skew-Hermitian (hence can be turned into a Hermitian form).
In the case qEI , the Clifford–Weil group ﬁxes the subgroup
E (2)m :=
{
(u,u′,a) ∈ Em
∣∣∣ a ∈ 1
2
Z/Z
}
 Em.
Since U j  E (2)m for all j, the set S j consists of subgroups of E (2)m . The O+2m(2 f )-invariant quadratic
form qf on E (2)m is given by squaring
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(
(u,u′,a)Z
) := m∑
i=1
β
(
ui,u
′
i
)
and the elements of S j , being elementary abelian, map onto totally isotropic subspaces of Em/Z .
Any abelian subgroup U  Em with U ∩ Z = {1} can be thought of as a pair (U ,χ) where U  Em/Z
is selforthogonal with respect to β˜ (and isotropic w.r.t. qf in case 2) and χ : U → Z is a mapping such
that U = {(u,χ(u)) | u ∈ U } is an abelian subgroup of Em .
Since the natural representation of Em is absolutely irreducible, the kernel of the conjugation ac-
tion of Cm on Em is the subgroup S of scalar matrices in Cm . Therefore the action of the hyperbolic
counitary group Um(R,Φ) ∼= Cm/S is faithful. This group consists of the pairs of matrices
((
a b
c d
)
,
(
φ1 μ
φ2
))
∈ R2m×2m × Φ(2m) (6)
such that
(
c J a c J b
d Ja − 1 d J b
)
= (ψ2m×2m)−1(λm×m(φ1) μ
τ(μ) λm×m(φ2)
)
. (7)
The group law is given by matrix multiplication and the natural action of GL2m(R) on Φ(2m) (see
[8, Chapter 5]). The action of Um(R,Φ) on Em is given by
((
a b
c d
)
,
(
φ1 μ
φ2
))
(x, y,q) := (ax+ by, cx+ dy,q + φ1(x) + φ2(y) + μ(x, y) + μ(y, x)).
The projection π to the ﬁrst component of the elements in Um(R,Φ) is a group homomorphism
into GL2m(R) whose kernel is an abelian group isomorphic to ker(λm×m) × ker(λm×m). The image of
π is isomorphic to the full isometry group of (Em/Z , β˜) (resp. of (E (2)m /{±1},qf) in the third case).
The kernel of π acts trivially on Em/Z . In all cases, where this group is not trivial, it acts transitively
on the set of possible characters for any isotropic subspace U  Em/Z . Therefore in these cases
S j =
{
U  Em
∣∣ U Z/Z is a j-dimensional isotropic Fq-subspace of Em/Z and U ∩ Z = {1}}
and the cardinality of S j is q j times the number of totally isotropic subspaces of dimension j in Em/Z
and the strong transitivity condition is satisﬁed by Witt’s theorem and the fact that the groups in S j
are elementary abelian, so there is no problem to ﬁnd complements.
We now assume that π is injective. Then the stabilizer of U j in Um(R,Φ) consists of matrices as
in (6) for which the last j columns of c are 0. Then Eq. (7) yields that also the last j rows of φ1 lie
in the kernel of λ j×m . Since λ is assumed to be injective, this implies that these rows are 0 which
shows that the stabilizer of U j acts as the group GL j(R) on the set of possible characters. In particular
it stabilizes the trivial character, used to deﬁne U j . Since Um(R,Φ) is transitive on the set of isotropic
subspaces U  Em/Z of dimension j one concludes that for all those U there is a unique character χ
such that U = {(u,χ(u)) | u ∈ U } ∈ S j .
The stabilizer of U j acts transitively on the subgroups of U j of given dimension. Therefore the
union of the sets Si is closed under taking subgroups and it remains to show property (2) of the
strong transitivity condition. Let U ∈ S j , W ∈ S	 and X := X(U ,W ) = 〈U ,CW (U )〉. We may assume
that U = U j and W = gU	 for some g ∈ U(R,Φ). Since X  Em/Z is a totally isotropic subspace that
contains U , there is an element h ∈ U(R,Φ) stabilizing U and mapping X onto a subgroup of Um .
Then hCW (U ) is a subgroup of hgUl that maps onto a subspace of Um . This means that its elements
are of the form (0,dy, φ2(y)) with λm×m(φ2) = 0. Since λ is injective the associated character is trivial
and therefore h X ∈ Sk for some k. 
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codes over more general Galois rings part (1) of the strong transitivity condition fails in general since
the groups U j are no longer elementary abelian. Experiments show that already for codes over Z/4Z
the associated Hecke algebra is not commutative. It would be interesting to generalize the approach
to arbitrary ﬁnite Galois rings.
[5] deﬁnes the Kneser–Hecke operator T acting on the space V of formal linear combinations
of isometry classes of selfdual isotropic codes of a given Type ρ and length N . Taking the degree-
m-complete weight enumerator deﬁnes a linear mapping onto the space InvN(Cm(ρ)) with kernel,
say, Vm . For the six cases treated in Theorem 16 the eigenspace decomposition of T on V is
V = ⊥Nk=0Yk,
where Yk = Vk−1 ∩ V⊥k . The linear mapping cwem maps this decomposition to the one given in The-
orem 8, which is hence the eigenspace decomposition of the linear operator δm(T ) on InvN (Cm(ρ)).
Therefore ΔN (H(Cm(ρ))) = C[δm(T )] by Theorem 16. More precise calculations allow to obtain δm(T )
as explicit linear combination of the Hecke operators ΔN (K1) and the identity.
Proposition 18. The eigenvalue of ΔN (K1) on the space
cwem(Ym−	) = ϕ˜m,	
(
ker(Φm−	,1)
)= ker(ΔN (K	))⊥ ∩ ker(ΔN (K	+1))
in decomposition (5) is
c(1, 	, 	,0) + q−nc(1, 	, 	,1) = q
	 − 1
q − 1 + q
−n q	 − 1
q − 1 q
2m−	+e,
where n = N/2 and e = 0 for the cases qE and qEI , e = 1 for qE1 , qEII , e = 1/2 for qH1 and e = −1/2 for qH .
Proof. Theorem 14 says that
K1K	 = c(1, 	, 	,0)K	 + c(1, 	, 	,1)K	
(
1√
q
)
+ S,
where S is a linear combination of K j(r) with j > 	. In particular ΔN (S) acts as 0 on cwem(Ym−	).
Since ΔN (K	) acts as a scalar on cwem(Ym−	) and ΔN (K	( 1√q )) = q−nΔN (K	) the eigenvalue of
ΔN (K1) on this space is c(1, 	, 	,0) + q−nc(1, 	, 	,1) and it remains to calculate c(1, 	, 	,0) and
c(1, 	, 	,1). By Theorem 14,
c(1, 	, 	,0) = ∣∣{(U ,W ) ∈ S1 × S	 ∣∣WCU (W ) = U	 and U = CU (W )}∣∣.
Since |W | = |U	| we have W = U	 and U is an arbitrary 1-dimensional subspace of U	 , so
c(1, 	, 	,0) = q	−1q−1 . Similarly
c(1, 	, 	,1) = ∣∣{(U ,W ) ∈ S1 × S	 ∣∣WCU (W ) = U	 and CU (W ) = {1}}∣∣.
Hence again W = U	 and U/Z = 〈x + y〉 where 〈x〉 runs through the 1-dimensional subspaces of
〈 f1, . . . , f	〉 and y is an arbitrary vector in 〈e1, . . . , em, f	+1, . . . , fm〉 such that x+ y is isotropic with
respect to qf in the case qEI and with respect to the Hermitian form in the cases q
H and qH1 . Hence
there are
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q − 1 q
2m−	+e′
possibilities for U/Z where e′ = −1,0,0,0,−1/2,−1/2 in the six cases qEI ,qEII ,qE ,qE1 ,qH ,qH1 . In the
cases qEI , q
E
II , q
E
1 and q
H
1 there are q groups U ∈ S1 with the same U/Z , in the other two cases there
is a unique such U . Hence c(1, 	, 	,1) = q	−1q−1 q2m−	+e where e = 0,1,0,1,−1/2,1/2 as stated in the
theorem. 
Comparing these eigenvalues with the ones of the Kneser–Hecke operator T from [5] one gets the
following corollary.
Corollary 19. Let n and e be as in Proposition 18. Then
(q − 1)δm(T ) = qn−m−e
(
(q − 1)ΔN (K1) + id
)− (qm + a) id,
where a is q − 1 for qEI ,
√
q − 1 for qH and qH1 and 0 in the other three cases.
Proof. By [5, Theorem 9] the eigenvalue of (q− 1)T on Yk is given as qn−k−e − qk − a where n, e and
a are as above. Comparing these with the eigenvalues of K1 given in Proposition 18 yields the stated
formula. 
A similar result for Hecke-operators acting on Theta series of lattices was obtained in [13] (see
also [9]).
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