Abstract-We consider input-output systems in descriptor form and ask when such systems can be rendered strictly positive real (SPR) via output feedback. Time-and frequency-domain conditions are given to determine when and how this is possible. In addition, a synthesis procedure for controller design is also derived. Together, the results provide a complete answer to when a linear descriptor system can be made SPR via output feedback, and provide a recipe for design of a feedback controller when one exists.
Despite the contemporary interest in passivity, it is worth noting that the concept of passivity, and its connection to positive realness, is an old one. The concept of positive realness was introduced by Brune [4] about 85 years ago. Brune proved that the driving point impedance of every passive electrical network is a PR function and that every PR function can be synthesized by a passive electrical network. Bott and Duffin [5] demonstrated that Brune's result also holds for a passive network without transformers, that is, networks consisting of inductors, capacitors, and resistors only. An important modification of the original concept of positive realness is the notion of strict positive realness. Strict positive realness was introduced in the control community via the Kalman, Yacubovich, Popov (KYP) Lemma [6] [7] [8] [9] . The KYP Lemma is a fundamental result in system and control theory as it establishes a connection between frequency-domain criteria and state-space criteria. This relationship has been central to the development of several areas of control-in particular in the study of absolute stability theory [9] , [10] , adaptive control, switching systems and more.
Given this general background, an important problem in control is to establish when it is possible to convert a system that is not SPR into one that is SPR via output feedback. For standard systems with proper transfer functions, this question has attracted the attention of many researchers for more than 40 years and their progress has been documented in a series of papers. While these are too numerous to mention explicitly, we discuss a few here [11] [12] [13] [14] [15] [16] . Necessary and sufficient conditions for a system with a strictly proper transfer function to be rendered SPR via static output feedback are given in [16] . For strictly proper transfer functions, it is shown in [15] that, if no static output feedback controller exists such that the transfer function of the closed-loop system is SPR, then there does not exist an dynamic output feedback controller such that the transfer function of the closed-loop system is SPR, as well. Huang et al. [15] also contain necessary and sufficient conditions for the existence of a static output feedback controller rendering a closed-loop SPR transfer function. These conditions depend on the existence of a positive definite matrix complying with a certain matrix inequality. In [23] and [24] , necessary and sufficient conditions for the existence of a static output feedback controller rendering a closed-loop SPR transfer function are also given. These are expressed in terms of the transfer function of the open-loop system. Conditions needed to make a system SPR are also given in [13] , [27] , and [41] . All of these results are for standard (nondescriptor systems) with proper transfer functions. Our objective in this paper is to provide a complete characterization of when a general square input-output descriptor system can be made SPR by output feedback. In what follows, we refer to this process as SPRification. Classically, such questions often give rise to several types of equivalent characterizations: in the frequency domain; in the time domain; as well as necessitating a controller synthesis procedure. Our conditions also give rise to three such (equivalent) characterizations. The first is a frequency-domain condition, the second a time-domain spectral (eigenvalue) condition, and the third is essentially a control design procedure. Together, these conditions provide a complete answer to when a general square linear descriptor system can be made SPR via output feedback, and provides a recipe for the design of controllers when they exist. In developing these characterizations, we derive new results for systems that are both in standard and descriptor form, and whose transfer functions are not necessarily proper. Our motivation for considering such a broad system class that includes nonproper descriptor systems is twofold. First, as the reader is no doubt aware, dynamic systems with a state-space descriptor form characterization are becoming more and more prevalent in many areas of engineering. For example, such systems can be readily found in electric circuits theory, integrated circuit design, and in power engineering [28] [29] [30] , [32] . Indeed, significant recent interest in the control community has focused on the use of descriptor systems in areas such as absolute stability, LPV, and switched systems, and extending classical results to their descriptor counterparts; see, for example, [31] , [33] [34] [35] [36] [37] [38] [39] . Moreover, practical engineering systems sometimes lead to input-output systems with nonproper transfer functions, thereby necessitating their study. An elementary system (assuming an ideal infinite gain op-amp) with a nonproper transfer function from input voltage to output voltage is depicted in Fig. 1 .
Here, the transfer function is −(s + 1). One might argue that such systems are somewhat contrived; after all, they are constructed using ideal electrical circuit elements. However, even in classical control engineering domains such as automotive engineering, nonproper input-output systems can arise. For example, chassis acceleration is often used as a proxy for physical comfort in the design of suspension systems. In such applications (we shall give a specific example later), certain transfer functions that emerge, are nonproper.
Specific contributions:
The topic of when a linear system can be made SPR via output feedback has a rich history. Given the volume of work on this topic, a brief comment on the contributions of this paper is merited. Specifically, this paper is novel in a number of ways. First, we give SPRification conditions for general square linear descriptor systems (noting that descriptor systems may have improper transfer functions). Further, to the best of our knowledge, our frequency-domain characterization and our synthesis procedure have not been derived elsewhere in the literature. Also, we believe our derivation of the frequency domain and spectral characterizations to be more elementary than previous derivations which relied on the KYP Lemma; here, we just use this lemma to characterize a large class of controllers. In addition, general spectral (time domain) characterizations of SPRification are obtained, and finally, a complete set of equivalent system theoretic characterizations of SPRification is given (time domain, frequency domain) in one place.
II. PROBLEM STATEMENT
Consider an input-output system in descriptor form described by
where the state x(t) is an n-vector, the control input u(t), output y(t), and exogeneous input w(t) are m-vectors, while E and A are n × n matrices and B, C, and D are matrices of dimensions n × m, m × n and m × m, respectively. Sometimes we refer to this system as the system (E, A, B, C, D). We wish to know whether or not this system can be made stable and SPR through static output feedback, specifically, if there exist matrices K and L such that the system resulting from
is stable and the resulting transfer function from w to z is SPR. For the feedback law in (2) to be well posed, one must require that I − KD be nonsingular. In Calculation 1 given in the Appendix, it is shown that, provided I − KD is nonsingular, the system resulting from control (2) applied to system (1) is described by
where
A number λ is an eigenvalue of the matrix pair (E, A c ) or system (3) if there is a nonzero vector v such that (λE − A c )v = 0. Any such vector v is called an eigenvector corresponding to λ. Definition 1: The descriptor system (3) is stable or the pair (E, A c ) is stable if every eigenvalue of (E, A c ) has negative real part.
Throughout, we assume that (E, A) is regular in the sense that det(sE − A) is not identically zero. We also suppose throughout this paper that the initial state x(0) is consistent with (1) so that it does not result in impulsive or discontinuous behavior. This is motivated by specific examples from industry that we have encountered (see Example 1 below). To illustrate this recall that the index of (E, A) with A invertible is the index of zero as an eigenvalue of A −1 E, that is, it is the smallest integer l ≥ 0 for which (A −1 E) l+1 and (A −1 E) l have the same rank. When A and E are nonsingular, (E, A) has index zero. Suppose, the index of (E, A) is 2. Then, the consistency space associated with (E, A) is the range of (A
, we see that
Thus,
2ẍ is in the consistency space for (E, A). This requires that
where η 0 is in the consistency space for (E, A). Assuming u and w are continuously differentiable, one may show that, for any initial state satisfying the above equation with η 0 in the consistency space of (E, A), there is a unique continuous solution to (1) 
for x(·).
In the Laplace domain, the original system and the output feedback (2) are described bŷ
whereû,ŷ,ŵ,ẑ denote the Laplace transforms of u, y, w, z, respectively, and
is the transfer function associated with the original system (1). Thus,ŷ = GKŷ + Gŵ which implies that (I − GK)ŷ = Gŵ.
We say that λ is a pole for G c or system (3) 
Now, we can state the problem under consideration in a more precise fashion.
Problem statement: Determine conditions under which there exist matrices K and L with I − KD nonsingular such that
We shall now develop a complete characterization of systems for which SPRification is possible and present controllers to achieve SPR. In particular, we obtain three main results. 
and s is finite and not a pole of H. Consider any nonzero vector u. Then, h(s) := u H(s)u can be expressed as
Also, h 0 does not have a pole at infinity and it follows from (12) that 
If m > 1,
which results in cos(α + mθ) < 0. Inequality (16) now results in the contradiction that h m = 0. Hence, m cannot be greater than one and h k = 0 for k > 1.
When m = 1 and α > 0, one can still choose θ to satisfy (17) . Hence α = 0 for h 1 = 0; in this case h 1 is positive real. Thus, we must have
Since the above holds for any nonzero complex vector u, we obtain the desired result that
The demonstration that all finite poles of H have negative real part proceeds in a similar fashion; see [18] . For any λ with (λ) ≥ 0, the proof proceeds by letting 
Thus, whenever (s) ≥ − , H(s) is nonsingular and pre-and postmultiplying the above inequality by H(s) −1 and H(s)
Hence, H −1 is SPR. We now obtain an initial characterization of systems which can be made SPR via output feedback with a fixed matrix L.
Lemma 2: Given L nonsingular, there exists a matrix K,
−1 G is SPR if and only if the following conditions hold. a) If infinity is a pole for G −1 then, its order is one; also L H 1 is symmetric and positive semidefinite where
b) The finite poles of G −1 have negative real part. c) There exists a matrix M such that
for −∞ ≤ ω ≤ ∞ and I + L − MD is nonsingular. When the above conditions hold, a matrix K that results in a closed-loop system, which is SPR and, I − KD is nonsingular is given by
Proof: 
c L is SPR, it has no poles on the imaginary axis and, using (22),
then H 0 does not have a pole at infinity.
and (23) is equivalent to
Combining this with (25) yields the desired inequality (19) in (c). Now suppose that (a)-(c) hold. Inequalities (19) and (25) imply (28) . Now, choose β > 0 small enough so that
for −∞ ≤ ω ≤ ∞. It follows from (b) that all the finite poles of L H 0 have negative real parts. This along with (29) implies that L H 0 + M − βI is SPR; thus, there exists 1 > 0 such that
for (s) ≥ − 1 . Consider any 2 > 0 for which 2 H 1 ≤ βI. Letting = min{ 1 , 2 } and recalling that L H 1 is symmetric positive semidefinite, we obtain that whenever (19) is equivalent to the existence of a matrix M 0 satisfying
This implies that L G(s)
Using Lemma 2, we now obtain a characterization of systems which can be made SPR via output feedback and variable matrix L.
Lemma 3: Given a square rational transfer function G, there exist matrices L and K, with I − KD nonsingular, such that 
where H 0 has no pole at infinity and all its poles have negative real part. Let L be any nonsingular matrix for which L H 1 is positive semidefinite. (The construction of L is described in Section V-A.) Since H 0 has no imaginary poles and no pole at infinity, there exists κ 0 such that The following result provides a relationship between the poles and eigenvalues of a descriptor system.
Lemma 4: For system (1), λ is an eigenvalue of (E, A) if and only if it is a finite pole, an uncontrollable eigenvalue, or an unobservable eigenvalue.
Proof: Suppose that λ is an eigenvalue of (E, A), but not a pole of the transfer function
First, we show that if λ is not a pole of X then it is an uncontrollable eigenvalue of (E, A, B). When λ is not a pole of X,
for some limit X 0 . From (34), we have (sE − A)X(s) = B and taking the limit of this expression as s → λ we see that
. This implies that the matrices [λE − A B]
and λE − A have the same rank. Since λ is an eigenvalue of (E, A), the matrix λE − A does not have full row rank. Hence, [λE − A B] does not have maximum rank and λ must be an uncontrollable eigenvalue of (E, A, B). Now, we show that if λ is a pole of X it must be an unobservable eigenvalue of (E, C, A). When λ is a pole of X,
for some p > 0 and X p = 0. From (34), we have
Taking the limit of this expression as s → λ results in (λE
Recalling that λ is not a pole of G and taking the limit of the above expression as s → λ yields 0 = CX p . Thus,
Since X p = 0, this implies that the matrix
does not have maximum rank. Hence, λ is an unobservable eigenvalue of (E, C, A). Lemma 5: Consider a system described by (1) and matrices K and L, where I − KD is nonsingular. Then, objectives (9) and (10) b) The uncontrollable and unobservable eigenvalues of the system have negative real part. Proof: We first prove sufficiency of conditions a) and b). Since G c = L(I − GK) −1 G is SPR, all its poles have negative real part. One can readily show that static output feedback does not change uncontrollable and unobservable eigenvalues; hence, condition b) implies that the uncontrollable eigenvalues of (E, A c , B) and the unobservable eigenvalues of (E, C, A c ) have negative real part. It now follows from Lemma 4 that all the eigenvalues of (E, A c ) have negative real part. Hence, (E, A c ) is stable. To prove necessity of conditions a) and b), we simply note that the stability of (E, A c ) implies condition b).
Our first main result is now a consequence of Lemmas 3 and 5.
Theorem 1: Consider a system described by (1) . There exist matrices K and L, with I − KD nonsingular, such that objectives (9) and (10) This is the same as the relative degree of the transfer function. Thus, for SISO systems, conditions a) and b) of Lemma 3 are, respectively, equivalent to a) If G is strictly proper, its relative degree is one.
b) The finite zeros of G have negative real part. Example 1: Consider the following simple (quarter-car) model of a car dynamics [26] 
where q is the vertical displacement of the vehicle chassis, u is an active displacement of the suspension system, w is the vertical wheel displacement due to road height variations, m is one quarter of the vehicle mass, while k and c represent the stiffness and damping associated with the suspension and tires. As output, we consider the vertical acceleration of the vehicle, that is, y =q. This is the variable that determines the comfort of the vehicle's occupants. The transfer function of this system,
is nonproper. However, it does have a zero at zero and so it cannot be made SPR. Introducing state variables x 1 = q, x 2 = q, x 3 = u + w, x 4 =u +ẇ, this system can be described by ( 
IV. MAIN RESULT-PART B: A SPECTRAL (TIME DOMAIN) CHARACTERIZATION OF SPRIFICATION
Our second main result, Theorem 2 involves the following two matrices:
and requires the following rank conditions:
Theorem 2 follows from a series of elementary lemmas which we shall now develop. The key innovation in obtaining Theorem 2 is to express G −1 as the transfer function of a new descriptor system described by (E, A, B, C, 0) , where
and
The transfer function for this system is
and we have the following result. Lemma 6: a)
b) The uncontrollable eigenvalues of (E, A, B) and (E, A, B) are the same. c) The unobservable eigenvalues of (E, C, A) and (E, C, A) are the same.
With E and A given by (39), we see that
Hence, recalling (40), we see that G(s)
Thus, A − λE B does not have maximum rank if and only if the same is true for A − λE B . This means that λ is an uncontrollable eigenvalue of (E, A, B) if and only if it is an uncontrollable eigenvalue of (E, A, B) . To prove (c), note that
Thus,
A − λE C does not have maximum rank if and only if the same is true for
. This means that λ is an unobservable eigenvalue of (E, C, A) if and only if it is an unobservable eigenvalue of (E, C, A). Consideration of Lemmas 6 and 4 yields the following result on the finite poles of G −1 . Corollary 1: λ is an eigenvalue of (E, A) if and only if it is a finite pole of G −1 or an uncontrollable or unobservable eigenvalue for (E, A, B, C, D) .
Remark 3 (SISO systems): When G(s) is scalar and s is not an eigenvalue of (E, A),
Hence,
and we have the following conclusion for SISO systems which are controllable and observable. λ is a finite pole for G −1 if and only if λ is an eigenvalue of (E, A) and, if λ is also an eigenvalue of (E, A), its algebraic multiplicity as an eigenvalue of (E, A) is greater than its algebraic multiplicity as an eigenvalue of (E, A).
We now proceed to obtain a state-space characterization of the poles at infinity of G −1 . We first obtain a preliminary result. Lemma 7: Suppose A is nonsingular and (E, A) has index l ≥ 1. Then,
where Φ l−1 = 0 and T is a rational function with lim s→∞ T (s) = 0. Also,
Proof: We first observe that Φ defined by Φ(s) := (sE − A) −1 is a rational function. Since the index of (E, A) is at least one, E is singular and we claim that sΦ(s) has a pole at infinity. This follows from
Hence, Φ(s) can be expressed as
for some integer l ≥ 1, where Φ l−1 = 0 and T is a rational function with lim s→∞ T (s) = 0. Multiplying both sides of the above equation on the left by sE − A yields I = s
for all complex numbers s. Hence,
for all k = 0, . . . , l − 2 and
It follows from (46) that
Since Φ l−1 = 0, it follows that Φ l−1−k = 0 for k = 0, . . . , l − 1. Using (45) and (48), we deduce that
Hence, the rank of (A −1 E) k +1 is less than the rank of (A l+1 have the same rank. Thus, l is the index of (E, A). The second equality in (44) can be obtained multiplying both sides of (45) on the right by sI − A.
Lemma 8: Suppose A is nonsingular and rank condition (38) holds. Then, the order of infinity as a pole at G −1 is l, where the index of (E, A) is l + 1.
Proof: If E = 0 then, E = 0; hence, (E, A) is index one. Also, A must be nonsingular since (E, A) is regular. Since A is nonsingular, G(s) = D − CA −1 B must be nonsingular. Hence, G −1 has no poles at infinity, that is, the order of infinity as a pole of G −1 is zero. If E = 0, let E = XY where X and Y are matrices of full column rank. Then,
Using the matrix inversion formula (M + UNV )
Then, recalling (42) and (41),
whereG
Letting
whereÃ has the same dimensions as A, and recalling the expressions for X , Y and B, C in (50) and (40) results in
If the index of (E, A) is l + 1, Lemma 11 tells us that the index of (E 1 , I) is l. If l = 0, E 1 must be nonsingular and it follows from (52) and (53) that G −1 has no pole at infinity. Considering l ≥ 1, it follows from (52) that infinity is a pole of order l of G −1 if and only if infinity is a pole of order l − 1 ofG. Thus to complete the proof, we need to show that the order of infinity as a pole ofG is l − 1. SinceG(s) = C 1 (sE 1 − I) −1 B 1 and the index of (E 1 , I) is l, it follows from Lemma 7 that
(57) where Φ l−1 = 0 andT is a rational function with lim s→∞T (s) = 0. Also,
Clearly, the order of infinity as a pole ofG is l − 1 if and only if
Since X is full column rank and E = XY , it follows from (59) that
Also, (55) implies that
Hence, CÃz = −DCz = 0. SinceCz = 0 we cannot havẽ Az = 0. Thus,
that is, the matrix E C does not have maximum rank in contradiction of rank condition (38) . Now suppose that Φ l−1 B 1 = 0; then, we have
Since Y is full column rank and E = XY we now have, upon recalling (56), that
where z = Y Φ l−1 = 0. It follows from (55) that AB +BD = 0.
that is, the matrix E B does not have maximum rank in contradiction of rank condition (38) . It now follows that C 1 Φ l−1 B 1 = 0; hence, the order of infinity as a pole ofG is l − 1.
Our second main result is simply a consequence of Theorem 1, Corollary 1, and Lemma 8.
Theorem 2: Consider a system described by (1) that satisfies rank condition (38) . There exist matrices K and L, with I − KD nonsingular, such that objectives (9) and (10) hold if and only if the following conditions hold. a) A is nonsingular and the nonzero eigenvalues of A −1 E have negative real part. b) The index of zero as an eigenvalue of A −1 E is at most two.
V. MAIN RESULT-PART C: CONTROLLER CONSTRUCTION FOR SPR
Using Lemma 2, one can readily obtain a simple controller to achieve the desired objectives (9) and (10) . Simply obtain a nonsingular matrixL such thatLH 1 is symmetric and positive semidefinite and let
where γ is chosen so that I − γLD is nonsingular and
where σ min (M ) denotes the minimum singular value of the matrix M . To see this,
SinceLH 1 is symmetric and positive semidefinite then so is L H 1 . Recalling (20) and (19), we see that an appropriate K is given by (60) where γ satisfies
for −∞ ≤ ω ≤ ∞, which is satisfied if γ satisfies (61). Controllers of this form are suggested in [16] for systems with strictly proper transfer functions. Our main goal is this chapter is to obtain a larger class of controllers which achieve the desired objectives. The next result provides a simple method for the construction of such controllers.
Theorem 3: Consider a system described by (1) . There exist matrices K and L, with I − KD nonsingular, such that objectives (9) and (10) 
where H 1 and D 2 are constant matrices and either i) R = 0 or ii)
where A 2 , B 2 , C 2 are constant matrices with A 2 Hurwitz. b) The uncontrollable and unobservable eigenvalues of the system have negative real part. In either case, the gain matrices L and K, that achieve the desired objectives, are obtained as follows. L is any invertible matrix that is chosen so that LH 1 is symmetric positive semidefinite and
and N is any matrix that satisfies i) R = 0
where Q is any symmetric positive-definite matrix and P is the unique solution to
Proof: It follows from Lemma 3 that there exist matrices L and K with I − KD nonsingular such that L(I − GK) −1 G is SPR if and only if G −1 can be expressed as
where H 1 and D 2 are constant matrices and either 
Since L H 1 is symmetric, it follows from (67) that (68) is equivalent to
If R = 0, (70) is equivalent to
Using the KYP Lemma and Lyapunov theory, it follows that satisfaction of (72) is equivalent to the existence of a symmetric, positive definite matrix P such that
and using a Schur complement result, inequality (74) is equivalent to
The proof is completed by invoking Lemma 5.
A. Controller Construction
We provide here one method for obtaining the matrices A 2 , B 2 , C 2 , D 2 , and H 1 used in controller construction. This method uses the state-space description (E, A, B, C, D) of the original system.
If
where X and Y are matrices of maximum rank [21] . One method of computing X and Y is to obtain a singular value decomposition of E, that is, E = U ΣV , where U and V are orthogonal matrices and Σ is diagonal with nonnegative elements,
If E is nonzero, let σ r be the smallest singular value of E. Then,
where U 1 and V 1 consist of the first r columns of U and V , respectively, and Σ 1 is diagonal with positive diagonal elements σ 1 , σ 2 , . . . , σ r . Now let
It follows from (52), (53), and (56) that
where B 1 , C 1 , and E 1 are given in (56). i) If E 1 = 0 then,
where D 2 =D and
ii) If E 1 = 0, we let (X 1 , Y 1 ) be any full rank decomposition of E 1 ; thus,
Since the index of (E, A) is at most two, the matrix Y 1 X 1 is invertible. Proceeding, we obtain that
Let U ΣV be a singular value decomposition of H 1 . Then,
where U and V are orthogonal matrices and Σ is diagonal with nonnegative elements. With
It can be seen from the above result and the proof of Lemma 3 that if L is fixed and cannot be arbitrarily chosen then one must add the extra condition that L is nonsingular and LH 1 is symmetric and positive semidefinite.
VI. OTHER RESULTS

A. Dynamic Output Feedback
Here, we demonstrate that if one can achieve an internally stable SPR system using a proper dynamic output feedback controller then, this can be achieved with a static output feedback controller. To see this, consider a general dynamic output feedback controller described bŷ
where K and L are proper rational transfer functions, that is, they have no poles at infinity. Sinceŷ = G(û +ŵ), the transfer function fromŵ toẑ is given bŷ
Consider the closed-loop system with additional inputsŵ 2 and w 3ŷ
This yields the following closed-loop system:
By internal stability of the closed-loop system, we mean that all the finite poles of G c , G c K, and L have negative real part and the uncontrollable and unobservable eigenvalues of system (1) have negative real part. Lemma 9: Suppose that there exist proper rational transfer functions K and L so that G c is SPR and corresponding closedloop system is internally stable. Then, there exist constant matrices K and L so that G c is SPR and corresponding closed-loop system is internally stable.
Proof: Suppose G c is SPR and the closed-loop system is internally stable. Internal stability implies that the finite poles of L and G c K have negative real part. With G c being SPR, G 
Since all the finite poles of L, K, and G
−1
c have negative real part, it now follows that all the finite poles of G −1 have negative real part. Also, since G c is SPR, it can have at most one pole at infinity; recall Lemma 1. Since L and K have no poles at infinity, it now follows that G −1 has at most one pole at infinity. It now follows from Theorem 1 that the system can be made SPR and internally stable with static output feedback.
Note that [15] obtained the same result for systems with strictly proper transfer functions, that is, systems with E = I and D = 0, using different proof techniques.
B. State Feedback
Here, we demonstrate that if one can achieve an internally stable SPR system using static state feedback, then, this can be achieved with static output feedback. Under state feedback
the closed-loop system is described by
Lemma 10: Suppose there is a linear static state feedback controller (95) such that the corresponding closed-loop system (96) is stable and SPR then, there is a static linear output feedback controller (2) such that the corresponding closed-loop system (3) is stable and SPR.
Proof: Suppose that the closed-loop system (96) due to state feedback is stable and SPR and let
It follows from Theorem 2 thatÃ is nonsingular, the nonzero eigenvalues ofÃ −1 E have negative real part and the index of zero as an eigenvalue ofÃ −1 E is at most two. Note that
is nonsingular and E = ET . Hence, A is non-
hence, the nonzero eigenvalues of A −1 E have negative real part and the index of zero as an eigenvalue of A −1 E is at most two. It now follows from Theorem 2 that there is a static linear output feedback controller (2) such that the corresponding closed-loop system (3) is stable and SPR.
C. Zero Output Dynamics
Conditions (a) and (b) of Theorem 2 have a nice interpretation in terms of the zero output dynamics of system (1). The zero output dynamics of system (1) are those dynamics which result when w = 0 and the control input is chosen to keep the output precisely zero. It follows from (1) that these dynamics are described by
that is, they are described by the descriptor system
Thus, the zero output dynamics are determined by the descriptor system characterized by (E, A). The requirement that A be nonsingular is equivalent to (E, A) not having a zero eigenvalue. In this case, the eigenvalues of (E, A) are the inverse of the nonzero eigenvalues of A −1 E. Hence, condition (a) of Theorem 2 is equivalent to the eigenvalues of (E, A) having negative real part, that is, the zero output dynamics system is asymptotically stable.
We now obtain an interpretation of condition (b) of Theorem 2. Since E is singular, A −1 E has a zero eigenvalue; hence, the index of (E, A) is at least one and it equals the index of zero as an eigenvalue of A −1 E. The above discussion results in the following corollary of Theorem 2.
Corollary 2: Consider a system described by (1) that satisfies rank condition (38) . There exist matrices K and L, with I − KD nonsingular, such that objectives (9) and (10) hold if and only if the zero output dynamics (97) are stable and have a maximum index of two.
Remark 4: Note that the eigenvalues of (E, A) are the zeros of the polynomial ϕ given by
Whenever sE − A is nonsingular, using the formula for the determinant of a block matrix,
Since sE − A is singular for only a finite number of values of s, the above relationship holds for all s. Hence condition (a) of Theorem 2, which is equivalent to (E, A) being stable, is equivalent to ϕ being Hurwitz, that is, all its roots have negative real part. When E = I, the property of φ being Hurwitz is sometimes referred to as minimum phase [16] .
D. Further Remarks on the Eigenvalues of A −1 E
If E = 0 then E is zero; hence, A −1 E is zero which means that zero is the only eigenvalue of A −1 E and its index is one. If E = 0, let (X, Y ) be any full rank decomposition of E, that is,
where X and Y are matrices of maximum rank [21] . Also, let
whereÃ has the same dimensions as A and let
The next result which is proven in the Appendix provides relationships between the eigenvalues of A −1 E and E 1 and is useful in checking conditions a) and b) of Theorem 2.
Lemma 11: When A is nonsingular and E = 0, the nonzero eigenvalues of A −1 E and E 1 are the same and the index of zero 2 as an eigenvalue of E 1 equals l − 1, where the index of zero as an eigenvalue of A −1 E is l.
E. Nondescriptor (Nonalgebraic) Systems
Recall that a descriptor system is defined by both differential equations and a set of algebraic equations. In our context, both of these constraints are captured via the structure of the E matrix. Classical systems whose dynamics are described by differential equations only give rise to an invertible E matrix. Such systems are sometimes referred to as standard systems. Since this term is itself loaded and has different meanings in different areas of systems theory, we shall refer to a system with an invertible E matrix as a nonalgebraic system. In this case, without loss of generality, we can consider E = I and such a system is described bẏ
Also, rank conditions (38) hold. If we consider (I, I) as a full rank decomposition of E = I then, E 1 =Ã and, using Lemma 11, we have the following corollary to Theorem 2. Corollary 3: There exist matrices K and L, with I − KD nonsingular, such that objectives (9) and (10) hold for a nonalgebraic system described by (104) 
Hence,Ã is invertible and does not have a zero eigenvalue. If, in addition, the system is nonalgebraic, then the requirements for objectives (9) and (10) 
3) Strictly proper systems (D = 0): We have already seen that condition (a) of Theorem 2 is equivalent to the system being minimum phase. When D = 0, we now show that condition (b) of Theorem 2 is equivalent to CB being nonsingular; in the terminology of [16] we say that the system is strictly minimum phase and Theorem 2 recovers the corresponding results in [13] , [14] , and [16] . To see this, we first show that the kernel ofÃ equals the range of B. Since A is nonsingular and D is zero, B must have rank m; alsõ AB = 0. Hence, the kernel ofÃ contains the range of B and rank(Ã) ≤ n − m. Since rank([ÃB]) = n, we must have rank(Ã) ≥ n − m. Thus, rank(Ã) = n − m and the kernel of A is the range of B. This means that any eigenvalue ofÃ corresponding to eigenvalue 0 is of the form Bu with u = 0. We now show that the range ofÃ is the kernel of C. Since A is nonsingular and D = 0, the rank of C is m; hence, the nullity of C is n − m. Also, CÃ = 0. WithÃ being rank n − m and the range ofÃ being in the kernel of C, the kernel of C is in the range ofÃ. Suppose that the index of zero as an eigenvalue ofÃ is greater than one. Then, there is a vector w such thatÃ 2 w = 0 and Aw = 0. Thus,Ãw is an eigenvector for zero; thus,Ãw = Bu for some nonzero u. Hence, CBu = 0. This implies that CB is nonsingular. Now suppose that CB is nonsingular, that is, there is a nonzero vector u such that CBu = 0. Since B has rank m, Bu is nonzero. Since the kernel of C is the range ofÃ, Bu =Ãw for some w. Recalling thatÃB = 0 we see thatÃ 2 w = 0; hence, the index ofÃ is greater than one. Note that when E = I, D = 0, and CB is nonsingular,
Recall from Lemma 2 that LH 1 must be symmetric positive semidefinite; thus, (CB) L must be symmetric positive semidefinite. Since L is nonsingular this means that (CB) L must be symmetric positive definite. If L = I, then CB must be symmetric positive definite in the terminology of [16] , we say that the system is hyper minimum phase and Theorem 2 recovers the corresponding results in [16] .
VII. EXAMPLES
We now present a number of examples to illustrate the use of our main results.
Example 2 [Simple integrator]:
Consider the simple integrator described byẋ = u and y = x. Here, E = 1, A = 0, B = C = 1, and D = 0. Hence,
Thus, A −1 E only has an eigenvalue at zero and its index is two. Hence by Theorem 2, objectives (9) and (10) can be achieved; namely, the closed-loop system can be made SPR and stable via output feedback.
Example 3 [Descriptor system]:
Consider the descriptor system with
Since det(sE − A) ≡ 1, this system has no finite eigenvalues. Here, 
Thus, A
−1 E has eigenvalues 0 and −2 and the order of the zero eigenvalue is one, it follows from Theorem 2 that objectives (9) and (10) can be achieved for this system; namely, the closedloop system can be made SPR and stable via output feedback.
To illustrate controller construction, we first compute that
Recalling (64) and (65) will result in a closed-loop system which is stable and SPR. Example 4: Consider the system with E = I and
Thus, G −1 has poles at −1 and 1. Since G −1 has a pole at one, it follows from Theorem 1 that objectives (9) and (10) Thus, G −1 has a single finite pole at −1 which is also an eigenvalue of A. Since the order of infinity as a pole of G −1 is one, it follows from Theorem 1 that objectives (9) and (10) Considering L > 0, we obtain K < 1 − (Q + 6L) 2 /8LQ. The maximum value of the right-hand side of the above inequality is −2 which occurs with L −1 Q = 6. Thus, L = 1 and any K < −2 achieves the desired results. Considering L < 0, we obtain K > 1 − (Q + 6L) 2 /8LQ. The minimum value of the righthand side of the above inequality is 1 occurs with L −1 Q = −6. Thus, L = −1 and any K > 1 also achieves the desired results.
VIII. FINAL COMMENT
Most of the results presented in the paper are based on invertibility of G. For a nonsquare G, one would have to state the results in terms of (LG) −1 . For example, one would need that the finite poles of (LG) −1 have negative real part. When G is square, (LG) −1 = G −1 L −1 and (LG) −1 and G −1 have the same poles. To obtain an "L-independent condition" when G is nonsquare, one needs to determine the conditions on G which are equivalent to the existence of L such that the finite poles of (LG) −1 have negative real part. This is not a trivial question, but is a good topic for future research. With regard to our results based on the matrix pair (E, A); these results can only be stated for square matrices.
IX. CONCLUSION
Conditions are derived to determine when and how a square system can be made SPR via output feedback. The first is a frequency-domain condition; the second a time-domain spectral (eigenvalue) condition; and the third is essentially a control design procedure. Together, these conditions provide a complete answer to when a general linear descriptor system can be made SPR via output feedback, and gives a recipe for design of the controller when it exists. In developing these characterizations new results are derived for systems that are both in standard and descriptor form, and whose transfer functions are not necessarily proper.
APPENDIX
We now give some results that are important for our discussion. Note that some of these have appeared in preliminary form in our previous papers [19] , [20] , [25] . 
B. Proof of Lemma 11
Proof: First note that (X , Y) is a full rank decomposition of E, where
Also, where m is the rank of X . This tells us that the nonzero eigenvalues of A −1 E and E 1 are the same. Recalling (109) and (110), we obtain that, for k = 1, 2, . . .,
Y .
Since A −1 X is full column rank and Y is full row rank, the rank of (A −1 E) k equals the rank of E k −1 1
. Hence, the index of zero as an eigenvalue of E 1 equals l − 1, where the index of zero as an eigenvalue of A −1 E is l.
