An {r, s}-leaper [1, p. 130; 2, p. 30; 3] is a generalized knight that can jump from (x, y) to (x±r, y±s) or (x ± s, y ± r) on a rectangular grid. The graph of an {r, s}-leaper on an m × n board is the set of mn vertices (x, y) for 0 ≤ x < m and 0 ≤ y < n, with an edge between vertices that are one {r, s}-leaper move apart. We call x the rank and y the file of board position (x, y). George P. Jelliss [4, 5] raised several interesting questions about these graphs, and established some of their fundamental properties. The purpose of this paper is to characterize when the graphs are connected, for arbitrary r and s, and to determine the smallest boards with Hamiltonian circuits when s = r+1 or r = 1. Theorem 1. The graph of an {r, s}-leaper on an m × n board, when 2 ≤ m ≤ n and 1 ≤ r ≤ s, is connected if and only if the following three conditions hold: (i) r + s is relatively prime to r − s;
Finally we show that conditions (i), (ii), and (iii) are in fact sufficient for connectivity. We need only prove that the graph is connected when m = r + s and n = 2s, because the connectivity of an m×n board obviously implies connectivity for (m+1)×n and m×(n+1) boards when m > 1. The proof is somewhat delicate, because the graph is, in some sense, "just barely" connected.
Let m = r + s and n = 2s, and let t be any number in the range 0 ≤ t < n. Define a path on the m × n board by the rules (x 0 , y 0 ) = (0, t) ; (x k+1 , y k+1 ) = (x k + r, y k ± s) , if x k < s ;
The sign of ±s is uniquely determined by the condition 0 ≤ y k+1 < 2s; the sign of ±r may or may not be forced by this condition, and we can use any desired convention when a choice is possible. The path will reach a point (x k , y k ) of the form (0, u) when k = r + s, after doing s moves by (r, ±s) and r moves by (−s, ±r). Therefore (0, u) is reachable from (0, t); we want to use this information to establish connectivity of the graph.
Consider first the case t = 0; we will choose the signs so that y k is either 0 or r or s or s + r for all k. This produces a sequence of files y (0) k . Similarly, when t = r, s, or s + r, we can keep y k in the set {0, r, s, s + r}, and this defines sequences y After r +s steps we have x r+s = 0 and a = s, b = r. Therefore if r is even and s is odd, we have found paths from (0, 0) to (0, s) and from (0, r) to (0, r + s). Traversing these paths twice shows that (x, 0) and (x, s) are reachable from (0, 0) whenever x is even; similarly, (x, r) and (x, r + s) are reachable from (0, r) whenever x is even. In the other case, when r is odd and s is even, the construction proves that (x, 0) and (x, r) are reachable from (0, 0) whenever x is even, while (x, s) and (x, r + s) are similarly reachable from (0, s). The same argument establishes a more general principle, which can be formulated as follows: Lemma 1. Let t be any value such that 0 ≤ t < t + r < s. Then (x, t) is reachable from (z, t) and (x, t + r) is reachable from (z, t + r) whenever x − z is even.
The proof consists of forming sequences y Our next step in proving Theorem 1 is to establish a mild form of connectivity:
Lemma 2. Every cell on the (r + s, 2s) board is reachable from some cell in file 0. That is, for all (x, y) there is a z such that (x, y) is connected to (z, 0).
Let us say that file y is accessible if its cells are all reachable from file 0. Let d = s − r. To prove that all files are accessible, we will start at file 0 and, whenever file y is accessible, we will increase y by d if y < r, or decrease y by r if y ≥ r. This procedure will prove accessibility for all y < s. It will then be obvious that all files y ≥ s are accessible.
If r ≤ y < s and file y is accessible, we can easily show that file y − r is accessible by using Lemma 1. For if (x, y − r) is any cell in file y − r, there is a path from (x, y − r) to (0, y − r) or to (1, y − r), and we can go in one step from (z, y − r) to (z + s, y) whenever z < r. If r = z = 1, we need three steps: (1, y − 1), (0, y + s − 1), (s, y + s), (s − 1, y).
The other case is slightly more complicated. Suppose file y is accessible and 0 ≤ y < r. Let (x, y + d) be any cell on file y + d. If x < r, we can go to (x + s, y + d + r) to (x + d, y) in two steps, and a similar two-step path applies if x ≥ s. So the only problematic case arises when r ≤ x < s. In such a case we can follow a zigzag path Adding (1, 0) to each point of this path will also connect 1, y + (k + 1)d to file y, unless kd = r − 1.
Therefore our proof of Lemma 2 hinges on being able to find a path in the exceptional case kd = r − 1. This case can arise only when y = 0. Hence we must find a path from (x, s − 1) to file 0, for some odd integer x, whenever the parameters r and s satisfy the special conditions r = 1 + kd, s = 1 + (k + 1)d. (Such leaper graphs exist whenever k ≥ 0 and d is odd.) An examination of small cases reveals a strategy that works in general: The path begins
where z = r + s − 1 is the number of the last rank; the idea is to repeat the (2k + 1)-step staircase subpaths d − 1 times, until reaching (s, 2s − d). Since 2s − d = s + r, this point is two easy steps from file 0; the proof of Lemma 2 is complete.
Lemmas 1 and 2 together show that the graph has at most two connected components, because each vertex is connected either to cell (0, 0) or cell (1, 0) of file 0. Furthermore, the construction in the proof of Lemma 2 shows that (x, y) is connected to (0, 0) if x + f (y) is even, to (1, 0) if x + f (y) is odd, where f (y) is a certain parity function associated with file y. This follows because the proof connects (x, y) to a cell congruent modulo 2 to (x + d, y + d) when we increase y by d, to (x + s, y − r) when we decrease y by r, and to (x + r, y + s) when we increase y by s. Thus we may take f (y + d) = f (y) + d, f (y − r) = f (y) + s, and f (y + s) = f (y) + r.
But the full cycle of changes in y involves r increases by d and d decreases by r; so we get back to y = 0 with a parity value of rd + ds, which is odd. Therefore (0, 0) is connected to (1, 0)! The proof of Theorem 1 is complete.
The next natural question to ask about leaper graphs is whether or not they are Hamiltonian. Indeed, this is an especially appropriate question, because the whole idea of Hamiltonian circuits first arose in connection with knight's tours-which are Hamiltonian paths of the {1, 2}-leaper graph on an 8 × 8 board. Knight's tours have fascinated people for more than 1000 years, yet their secrets have not yet been fully unlocked.
Dawson [6] showed that {1, 2k}-leapers have Hamiltonian paths from corner to corner of a (2k + 1) × 4k board. Therefore the smallest connected graph already has a Hamiltonian path when r = 1. However, it turns out that Hamiltonian circuits require larger boards, of size 3 × 10 or 5 × 6 when k = 1, or 9 × 10 when k = 2. Jelliss [5] derived necessary conditions for the existence of Hamiltonian circuits using {r, r + 1}-leapers, and conjectured that the board of smallest area in this special case has size (2r + 1) × (6r + 4). He proved this conjecture when r ≤ 3.
The following theorem gives further support to Jelliss's conjecture, because it shows that a board with smallest dimension greater than 2r + 1 must have an area at least (4r + 2)
2 ; this exceeds (2r + 1)(6r + 4). Proof. Let s = r + 1. All vertices (x, y) with 0 ≤ x, y < r are adjacent only to (x + r, y + s) and (x + s, y + r). Therefore a Hamiltonian circuit must include both of these edges. Similarly, the edges from (x, y) to (x − r, y + s) and (x − s, y + r) are forced when m − r ≤ x < m and 0 ≤ y < r.
Therefore, if 2r + 1 < m < 3r + 1, a "snag" [5] occurs at vertex (r, s): Any Hamiltonian circuit must lead from this vertex directly to (0, 0), but also to (2r, 0) and (r + s, 1), because m − r ≤ 2r < r + s = 2r + 1 < m. Only two of these three compulsory moves are possible.
Similarly, if 3r + 1 < m < 4r + 1, there is a snag at (2r, s). This vertex must connect to (r − 1, 1), (3r, 0), and (3r + 1, 1).
The case m = 3r + 1 is impossible if r > 1, because vertex (2r − 1) must connect to (r − 2, 1), (3r − 1, 0), and (3r, 1).
Suppose finally that m = 4r + 1. Vertex (r − 1, 2) has just two neighbors, (2r − 1, r + 3) and (2r, r + 2), because r > 2. Similarly, (3r + 1, 2) is adjacent only to (2r + 1, r + 3) and (2r, r + 2). Therefore (2r, r + 2) must not connect to (3r, 1). But now (3r, 1) has only two remaining options, namely (4r, r + 2) and (2r − 1, r + 1). This makes a snag at (2r − 1, r + 1), which must also link to (r − 1, 0) and (r − 2, 1).
On the other hand, Jelliss's conjecture does turn out to be false for all r > 3, because {r, r +1}-leapers continue to acquire new problems on narrow boards as r grows: Theorem 3. If r > 3 and the graph of an {r, r+1}-leaper on a (2r+1)×n board has a Hamiltonian circuit, then n ≥ r 2 + 5r + 2 if r is odd, r 2 + 6r + 4 if r is even.
Proof. Let s = r + 1, and suppose first that we have a board of size (2r + 1) × ∞. Certain edges are forced to be in any Hamiltonian circuit, because some vertices have degree 2. We will see that such edges, in turn, can force other connections.
Each vertex (x, y) has at most four neighbors. If the x coordinate represents vertical position (rank) and the y coordinate represents horizontal position (file) as in matrix notation, two of these neighbors lie to the "left," namely (x ± r, y − s) and (x ± s, y − r), and two lie to the "right," (x ± r, y + s) and (x ± s, y + r). (If x = r, there is one choice of sign for x ± s and x ± r; if x = r, neither choice works for x ± s, but both choices are valid for x ± r.) The files are also classified into various types: To prove the theorem, we will show first that all files having special types when n = ∞ must be present when n is finite. Theorem 1 tells us that n ≥ 2s; we want to prove that n > s First, k must be even. For if k is odd,
Second, d must be even. For the leaper graphs are always bipartite-each leap links a "black" square with a "red" square, as on a chessboard-and a bipartite graph cannot be Hamiltonian when it has an odd number of vertices.
Third, d must be zero. Otherwise file [k, s] is type L or l, while it is also [1, 1] , which is type r. Since L is incompatible with r, we must have k = s; files [1, 1] and s, s] will then be of type lr. This, however, forces a "short circuit," (0, r), (r, r + s), (2r, r) ,
Fifth, a contradiction arises even when k and d are even and 0 < d < k ≤ s. Suppose, for example, that k = 10 and d = 6. All neighbors of vertices in Hamiltonian circuits are then forced except for certain vertices in 24 files: 
All links between files are indicated by horizontal and vertical lines in these arrays.
Let us say that a vertex is even or odd according as it belongs to file [a, b] where a is even or odd. All links go between even vertices and odd vertices. The edges of a Hamiltonian circuit that have not been forced by our arguments so far must therefore touch the same number of even vertices as odd vertices. We will obtain a contradiction by showing that the odd vertices have more unspecified neighbors than the even vertices do.
In our example, the 24 files are classified as follows:
An unconstrained file (indicated here by ∅) has 2r + 1 vertices with a total of 4r + 2 unspecified neighbors. Making it type l or r specifies 2r of these; making it type l ′ , r ′ , L ′ , or R ′ specifies 2. The total number of specified neighbors in odd files is 4(2r) + 6(2); the total in even files is 6(2r) + 12 (2) . Therefore the odd vertices have an excess of unspecified neighbors; there aren't enough "slots" available to specify them all. Suppose r is even. Then the arguments above can be used also in the case k = s + 1, except that when d = 0 we find that file [1, 1] [2, 2] , which has type L ′ l; then vertices (0, 2r) and (2r, 2r) would both link to (r, r − 1) and (3r, r + 1), forming a short circuit. Therefore n > (s + 2)s.
We can show n ≥ (s + 3)s by letting n = (s + 3)s − d and using the parity argument above with k = s + 3. When d = 2 the number of odd files of type l (and of type r) will be one less than before, because [s, 1] is not type l, but this just makes the lack of balance even worse. Proof. Let us call the leaper moves ne, nw, en, es, se, sw, ws, and wn, where (n, e, s, w) stand respectively for North, East, South, West, and the first letter indicates the direction of longest leap. North is the direction of decreasing x; East is the direction of increasing y. Thus ne is a leap from (x, y) to (x − s, y + r); es goes to (x + r, y + s).
We construct first a highly symmetric set of leaper moves in which every vertex has degree 2, illustrated here in the case r = 4: is joined to its se and es neighbors. These blocks effectively serve as parallel mirrors that provide staircase paths rising or falling at 45
• angles.
The named vertices are limited as follows:
A j goes ws, es; B j goes se, en; C j goes nw, sw, except C r goes nw, se; D j goes se, sw; E j goes wn, ws, except E r goes wn, se; F j goes nw, en, except F r goes sw, en; X goes ne, se.
The directions for complemented vertices like A j are the same but with e and w interchanged; the directions for primed vertices like A ′ j are the same but with n and s interchanged. Thus, for example, B ′ j goes ne, es; and F ′ r goes ne, ws. It is easy to verify that these pairs of directions are consistent.
We can now deduce the connections between named vertices, following paths through unnamed ones. The nearest named neighbors of A j are B j and F j . The nearest to B j are A j and C ′ j−1 . The nearest to C j are B ′ j+1 (or E ′ r when j = r) and D j (or E 1 when j = 0). The nearest to D j are C j and E j (or X when j = r). The nearest to E j are D j (or C
If r = 4k + 2 the pattern is almost the same except that the middle transition is complemented and primed:
If r = 4k + 1 the pattern in the middle is
ending with A r . . F r . . X ′ . And if r − 4k + 3, the middle is again complemented and primed.
Consequently the edges defined above make exactly two circuits altogether. If r is even, one circuit contains X and X, the other contains X ′ and X ′ . If r is odd, the circuits contain {X, X ′ } and {X, X ′ }, respectively.
A small change now joins the circuits together into a single Hamiltonian circuit. We simply replace the subpaths
respectively. (again in radix 9).
A. H. Frost showed a century ago that the graphs for {1, 4}-leapers and {2, 3}-leapers are Hamiltonian on a 10 × 10 board [7, plate VII]. T. H. Willcocks showed more recently that {2, 5}-leapers and {3, 4}-leapers are Hamiltonian on a 14 × 14 [8] . Willcocks conjectured that an {r, s}-leaper has a Hamiltonian circuit on a 2(r + s)× 2(r + s) board whenever s − r and s + r are relatively prime. Theorem 4 establishes infinitely many cases of this conjecture, and computer calculations have verified it whenever r + s < 15. The computer had to work hard only in the case r = 5, s = 8.
We can verify Willcocks's conjecture also in the other extreme case, when r = 1: 
, and 1 ≤ q < ⌊k/2⌋. To show that the graph is Hamiltonian, we will first link the vertices in six closed circuits, then we will join those circuits together. The basic circuit, if k = 2l + 2, is   O, A 1 , . . . , A 4 , B 11 , . . . , B 16 , . . . , F 11 , F 12 , F 13 , E 21 , . . . , F l3 , G 1 , . . . , G s , H 1 
Another basic circuit is obtained by complementing everything. We also form W , X, Y , and Z circuits as follows, when i = k − 2 and j = k − 1: 
Circuits can be spliced together when we have consecutive vertices (u 1 , u 2 ) in one circuit and (v 1 , v 2 ) in another, where u 1 is adjacent to v 1 and u 2 is adjacent to v 2 . The pairs
satisfy this property and suffice to complete the proof. For the first two pairs hook the Z and W circuits into the basic circuit, and the next two hook the Y and W circuits into its complement; the last pair hooks the Z circuit, which is now part of the basic circuit, into the complement.
As an example of the construction in Leapers with r = 1 can in fact tour a slightly smaller board: Theorem 6. The graph of a {1, 2k}-leaper on a (4k + 1) × (4k + 2) board is Hamiltonian.
Proof. This time the construction is simpler. We may assume that k ≥ 2, because Euler [9] constructed a 5 × 6 knight's tour. The case k = 2 was solved by Huber-Stockar [10] , whose method can be generalized to all larger values of k. We assign names as follows, illustrated when k = 4: As in the proof of Theorem 5, dots stand for names obtained by complementation (left-right reflection). The vertex names, in general, are
Notice that the graph contains paths
for 2 < j < 2k, except that vertex B j−2 is not present when j = 3.
Let α j be the path
1 , when 2 < j < 2k and j is even. This path α j can be followed by vertex B j+2 . Therefore we can get from X 1 to B 2k−2 and to B 2k via the disjoint paths X 1 , . . . , X 8k−4 , Z 1 , . . . , Z 6 , α 4 , α 8 , . . . , α 2k−4 , B 2k−2 and X 1 , B 3 , A when k is odd. Since Y 1 , . . . , Y 8k is a path from B 2k to B 2k−2 , we obtain a path from B 2k−2 to B 2k−2 that runs through all vertices with uncomplemented names. This path plus its complement is the desired Hamiltonian circuit.
The board in Theorem 6 turns out to be as small as possible.
Theorem 7.
A {1, 2k}-leaper has no Hamiltonian circuit on a board of area less than (4k+1)(4k+2).
Proof. Consider the {1, 2k}-leaper graph on an m × n board with m ≤ n and 2k + 1 ≤ m ≤ 4k. If m is even, we can show that no Hamiltonian circuit exists by using an argument due to de Jaenisch [11, page 46] , Flye Sainte-Marie [12] , and Jelliss [8] : Say that vertex (x, y) is type A if y is even, x is even, and x < 2k, or if y is odd, x is odd, and x ≥ m − 2k; it is of type B if y is even, x is odd, and x < 2k, or if y is odd, x is even, and x ≥ m − 2k; it is type C otherwise. Type A vertices are adjacent only to vertices of type B, but there are no more B's than A's. Therefore the only possible circuit containing all the A's has the form ABAB . . . AB. But such a circuit misses all the C's.
Suppose therefore that m is odd, say m = 2l + 1. Then l ≥ k and n ≥ 4k, by Theorem 1. The links from (l, y) to (l ± 1, y + 2k) are forced when y < 2k, because l < 2k. The case n = 4k is impossible by the argument in the previous paragraph, when the ranks and files of the board are transposed. Therefore n > 4k, and a short circuit from (l, 0) to (l ± 1, 2k) to (l, 4k) is forced unless n > 6k. Indeed, if 6k ≤ n < 8k, a short circuit from (l, n − 6k) to (l ± 1, n − 4k) to (l, n − 2k) is forced. Consequently we have n ≥ 8k. (This argument, in the case k = 2, was suggested by Jelliss in a letter to the author.)
If m ≥ 2k + 3 we have therefore mn ≥ 16k 2 + 24k > (4k + 1)(4k + 2). And if m = 2k + 1 and n = 8k we have mn ≥ (2k + 1)(8k + 2) = (4k + 1)(4k + 2) because n must be even.
The remaining case is quite interesting, because we will see that a Hamiltonian path (but not a circuit) is possible. Let m = 2k + 1 and n = 8k, and assume that a Hamiltonian circuit exists. We will write u ∼ v if u and v are adjacent vertices of the circuit. Vertices of degree 2 force the connections (x, y) ∼ (x + 1, y + 2k) , (x, y) ∼ (x − 1, y + 2k) , for 0 < x < 2k and 0 ≤ y < 2k; also at the corners we have
Notice that both neighbors of (x, y) in the circuit have now been identified whenever 1 < x < 2k − 1 and y < 4k; by symmetry, the same is true in the right half of the board, when y ≥ 4k. Our goal is to deduce the behavior of the circuit on the remaining vertices, which lie in the top two and bottom two ranks of the board. We will assume that k > 1, so that these four ranks are distinct. A similar (and much simpler) argument applies when k = 1.
Let (x, y) = (2k − x, 8k − 1 − y) be the point opposite (x, y) with respect to the center of the board. Whenever we deduce that u ∼ v, a symmetric derivation proves that u ∼ v; such consequences need not be stated explicitly.
We must have either (0, 4k − 1) ∼ (2k, 4k − 2) or (0, 4k − 1) ∼ (2k, 4k) = (0, 4k − 1), because (0, 4k − 1) ∼ (1, 6k − 1) = (2k − 1, 2k); the latter is joined to (2k, 0) and (2k, 2). Similarly, either (2k, 4k − 1) ∼ (0, 4k − 2) or (2k, 4k − 1) ∼ (2k, 4k − 1). These choices are not independent. For if (0, 4k − 1) ∼ (2k, 4k − 2) and (2k, 4k − 1) ∼ (0, 4k − 2), there is a short circuit
likewise the connections (0, 4k − 1) ∼ (0, 4k − 1) and (2k, 4k − 1) ∼ (2k, 4k − 1) force a short circuit
By symmetry we can therefore assume without loss of generality that
and (2k, 4k − 1) ∼ (2k, 4k − 1) .
These connections imply also (0, 4k − 1) ∼ (2k, 4k − 2); we still are able to claim legitimately below that u ∼ v holds whenever we have deduced that u ∼ v.
Further detective work establishes (1, 2k + 1) ∼ (0, 1), because (1, 2k + 1) ∼ (0, 4k + 1) = (2k, 4k − 2). Therefore the circuit contains the path
it follows that (2k, 1) ∼ (2k − 1, 2k + 1). The only possibilities remaining are (2k, 1) ∼ (0, 2) and (2k − 1, 2k + 1) ∼ (2k, 4k + 1) = (0, 4k − 2). Now we can establish, in fact, the relations
for 1 ≤ j ≤ k. They have been verified when j = 1; suppose we know them for some j < k. Then (2k, 2j) ∼ (0, 2j − 1), hence (2k, 2j) ∼ (0, 2j + 1) and (2k, 2j) ∼ (2k − 1, 2k + 2j). Hence (0, 4k−2j −1) ∼ (1, 6k−2j −1) = (2k − 1, 2k + 2j); we must have (0, 4k−2j −1) ∼ (2k, 4k−2j −2). This in turn forces (1, 2k + 2j + 1) ∼ (0, 2j + 1), because (1, 2k + 2j + 1) can't be joined to (0, 4k + 2j + 1) = (2k, 4k − 2j − 2). The induction on j is complete, and we have also proved
One consequence of our deductions so far is the existence of a rather long path,
We've also found paths from (0, 2k + 2j − 2) to (2k, 2k + 2j − 1) and from (1, 2k + 2j) to (2k − 1, 2k + 2j + 1), for 1 ≤ j < k.
The final phase of the proof consists of establishing the relations
for 1 ≤ j < k. Suppose first that j = 1 and k > 1. We know already that (0, 2) ∼ (2k, 1). Now (2k, 4k − 3) cannot be joined to (0, 4k − 4), because that would make a short circuit; it cannot be joined to (0, 4k − 2), because the neighbors of (0, 4k − 2) are known. So we have (2k, 4k − 3) ∼ (2k − 1, 6k − 3) = (1, 2k + 2). This implies (1, 2k + 2) ∼ (0, 2), so (0, 2) ∼ (2k, 3). We also have a path If j is even, we have proved that (2k, 2j +1) ∼ (2k −1, 2k +2j +1), so (2k, 2j +1) ∼ (0, 2j +2). Also (2k, 4k−2j−3) ∼ (0, 4k−2j−2), and (2k, 4k−2j−3) ∼ (0, 4k−2j−4) because of a short circuit; so (2k, 4k−2j −3) ∼ (2k−1, 6k−2j −3) = (1, 2k + 2j + 2). This implies (0, 2j +2) ∼ (1, 2k+2j +2), so (0, 2j + 2) ∼ (2k, 2j + 3). Finally, the path
shows that (2k − 1, 2k + 2j + 3) ∼ (2k, 4k + 2j + 3) = (0, 4k − 2j − 4); we must have (2k − 1, 2k + 2j + 3) ∼ (2k, 2j + 3). Now that the induction on j is complete, we have deduced the entire Hamiltonians circuit with the exception of one link from one vertex (and its complement). More precisely,when k > 1 is odd we have found the Hamiltonian path
when k is even we have found another,
The endpoints are not adjacent, so it is impossible to complete a circuit.
Willcocks [8] also conjectured that square boards with side < 2(r+s) do not yield Hamiltonian graphs. Using a slight extension of the methods above we can in fact prove a bit more: Theorem 8. An {r, s}-leaper has no Hamiltonian circuit on an m × n board when 2s ≤ m ≤ n < 2(r + s).
Proof. We may assume that 2 ≤ r < s. We show first that there is no Hamiltonian circuit on an m × n board when m = 2s and n is arbitrary. Say that vertex (x, y) is type A if x < s and x ≡ t (mod 2r), or if x ≥ s and x ≡ r + s + t (mod 2r), where
Similarly, say that (x, y) is type B if x < s and x ≡ r + t, or x ≥ s and x ≡ s + t (mod 2r).
Otherwise (x, y) is type C. Let s = 2kr + s ′ , where 0 ≤ s ′ < 2r. If s ′ < r, we have t = s ′ , so the vertices of type A are those in ranks t, t + 2r, . . . , t + (2k − 2)r, 2t + (2k + 1)r, . . . , 2t + (4k − 1)r, while those of type B are in ranks t + r, t + 3r, . . . , t + (2k − 1)r, 2t + 2kr, . . . , 2t + (4k − 2)r. If s ′ > r, we have t = 0, so the vertices of type A have ranks 0, 2r, . . . , 2kr, s ′ + (2k + 1)r, . . . , s ′ + (4k + 1)r while those of type B have ranks r, 3r, . . . , (2k + 1)r, s ′ + 2kr, . . . , s ′ + 4kr. In both cases there are exactly as many vertices of type B as type A, and every neighbor of a type A vertex has type B. This rules out a Hamiltonian circuit, as in Theorem 7.
To complete the proof, we must show that no Hamiltonian circuit is possible on an m × n board when 2s < m ≤ n < 2(r + s). Let x = min(m − 2s, r) − 1, y = min(n − 2s, r) − 1. Then the short circuit (x, y), (x + r, y + s), (x, y + 2s), (x + s, y + 2s − r), (x + 2s, y + 2s), (x + 2s − r, y + s), (x + 2s, y), (x + s, y + r), (x, y) is forced. What is the smallest n for which {1, 2k}-leapers can make a Hamiltonian circuit of a (2k+1)×n board? The proof of Theorem 7 shows that such circuits have an intriguing structure. When k = 1, the answer is 10 (see Bergholt [13] ), but for larger values of k it appears likely that the answer is 12k. This conjecture is true, at any rate, when k = 2; also n ≥ 36 is necessary when k = 3.
Theorem 3 provides a lower bound for certain Hamiltonian graphs, but it is not the best possible result of its kind. The lower bound on n can, for example, be raised by 2 whenever r is a multiple of 4, because we can extend the argument in the proof as follows: Suppose r = 2k and n = (s + 4)s − 1. Then the files that are not R or L are This result is best possible when r = 4, because numerous {4, 5}-leaper tours exist on a 9 × 46 board. Here, for example, is one that can be found using the method Euler [9] (Only the left portion of the board is shown; the right half is reversed and complemented, so that the full tour has 180
• symmetry. A bar over a number means that 207 should be added.)
A similar argument shows that the lower bound for r = 5 can be raised from 52 to 56, and that a symmetric {5, 6}-leaper tour does exist on an 11 × 56 board.
For r ≥ 6, the lower bounds derived above are not optimum, but more powerful methods will be needed to establish the best possible results. Computer algorithms for the general symmetric traveling salesrep problem show that the {6, 7}-leaper graph on a 13 × 76 board is not Hamiltonian; in fact, at least 18 additional edges are needed to make a Hamiltonian circuit possible. This result [14] was obtained and verified by two independently developed computer codes, one by Giovanni
