Abstract. Collaborative robotic systems have much to gain by leveraging results from the area of multi-agent systems and in particular agent-oriented software engineering. Agent-oriented software engineering has much to gain by using collaborative robotic systems as a testbed. In this article, we propose and specify a formally grounded generic collaborative system shell for robotic systems and human operated ground control systems. Collaboration is formalized in terms of the concept of delegation and delegation is instantiated as a speech act. Task Specification Trees are introduced as both a formal and pragmatic characterization of tasks and tasks are recursively delegated through a delegation process implemented in the collaborative system shell. The delegation speech act is formally grounded in the implementation using Task Specification Trees, task allocation via auctions and distributed constraint problem solving. The system is implemented as a prototype on Unmanned Aerial Vehicle systems and a case study targeting emergency service applications is presented.
Introduction
In the past decade, the Unmanned Aircraft Systems Technologies Lab 1 at the Department of Computer and Information Science, Linköping University, has been involved in the development of autonomous unmanned aerial vehicles (UAV's) and associated hardware and software technologies [14] [15] [16] . The size of our research platforms range from the RMAX helicopter system (100kg) [8, 17, 59, 66, 69] developed by Yamaha Motor Company, to smaller micro-size rotor based systems such as the LinkQuad 2 (1kg) and LinkMAV [28, 60] (500g) in addition to a fixed wing platform, the PingWing [9] (500g). These UAV platforms are shown in Figure 1 .The latter three have been designed and developed by the Unmanned Aircraft Systems Technologies Lab. All four platforms are fully autonomous and have been deployed. Previous work has focused on the development of robust autonomous systems for UAV's which seamlessly integrate control, reactive and deliberative capabilities that meet the requirements of hard and soft realtime constraints [17, 55] . Additionally, we have focused on the development and integration of many high-level autonomous capabilities studied in the area of cognitive robotics such as task planners [18, 19] , motion planners [66] [67] [68] , execution monitors [21] , and reasoning systems [20, 23, 54] , in addition to novel middleware frameworks which support such integration [40, 42, 43] . Although research with individual high-level cognitive functionalities is quite advanced, robust integration of such capabilities in robotic systems which meet real-world constraints is less developed but essential to introduction of such robotic systems into society in the future. Consequently, our research has focused, not only on such high-level cognitive functionalities, but also on system integration issues.
More recently, our research efforts have transitioned toward the study of systems of UAV's. The accepted terminology for such systems is Unmanned Aircraft Systems (UAS's). A UAS may consist of one or more UAV's (possibly heterogenous) in addition to one or more ground operator systems (GOP's). We are interested in applications where UAV's are required to collaborate not only with each other but also with diverse human resources [22, 24, 25, 41, 52 ]. UAV's are now becoming technologically mature enough to be integrated into civil society. Principled interaction between UAV's and human resources is an essential component in the future uses of UAV's in complex emergency services or bluelight scenarios. Some specific target UAS scenario examples are search and rescue missions for inhabitants lost in wilderness regions and assistance in guiding them to a safe destination; assistance in search at sea scenarios; assistance in more devastating scenarios such as earthquakes, flooding or forest fires; and environmental monitoring.
As UAV's become more autonomous, mixed-initiative interaction between human operators and such systems will be central in mission planning and tasking. By mixedinitiative, we mean that interaction and negotiation between one or more UAV's and one or more humans will take advantage of each of their skills, capacities and knowledge in developing a mission plan, executing the plan and adapting to contingencies during the execution of the plan.
In the future, the practical use and acceptance of UAV's will have to be based on a verifiable, principled and well-defined interaction foundation between one or more human operators and one or more autonomous systems. In developing a principled framework for such complex interaction between UAV's and humans in complex scenarios, a great many interdependent conceptual and pragmatic issues arise and need clarification not only theoretically, but also pragmatically in the form of demonstrators. Additionally, an iterative research methodology is essential which combines foundational theory, systems building and empirical testing in real-world applications from the start.
The complexity of developing deployed architectures for realistic collaborative activities among robots that operate in the real world under time and space constraints is very high. We tackle this complexity by working both abstractly at a formal logical level and concretely at a systems building level. More importantly, the two approaches are related to each other by grounding the formal abstractions into actual software implementations. This guarantees the fidelity of the actual system to the formal specification. Bridging this conceptual gap robustly is an important area of research and given the complexity of the systems being built today demands new insights and techniques.
The conceptual basis for the proposed collaboration framework includes a triad of fundamental, interdependent conceptual issues: delegation, mixed-initiative interaction and adjustable autonomy ( Figure 2 ). The concept of delegation is particularly important and in some sense provides a bridge between mixed-initiative interaction and adjustable autonomy. Delegation -In any mixed-initiative interaction, humans may request help from robotic systems and robotic systems may request help from humans. One can abstract and concisely model such requests as a form of delegation, Delegate(A, B, task, constraints), where A is the delegating agent, B is the contractor, task is the task being delegated and consists of a goal and possibly a plan to achieve the goal, and constraints represents a context in which the request is made and the task should be carried out. In our framework, delegation is formalized as a speech act and the delegation process invoked can be recursive.
Adjustable Autonomy -In solving tasks in a mixed-initiative setting, the robotic system involved will have a potentially wide spectrum of autonomy, yet should only use as much autonomy as is required for a task and should not violate the degree of autonomy mandated by a human operator unless agreement is made. One can begin to develop a principled means of adjusting autonomy through the use of the task and constraint parameters in Delegate(A, B, task, constraints). A task delegated with only a goal and no plan, with few constraints, allows the robot to use much of its autonomy in solving the task, whereas a task specified as a sequence of actions and many constraints allows only limited autonomy. It may even be the case that the delegator does not allow the contractor to recursively delegate.
Mixed-Initiative Interaction -By mixed-initiative, we mean that interaction and negotiation between a robotic system, such as a UAV and a human, will take advantage of each of their skills, capacities and knowledge in developing a mission plan, executing the plan and adapting to contingencies during the execution of the plan. Mixed-initiative interaction involves a very broad set of issues, both theoretical and pragmatic. One central part of such interaction is the ability of a ground operator (GOP) to be able to delegate tasks to a UAV, Delegate(GOP, U AV, task, constraints) and in a symmetric manner, the ability of a UAV to be able to delegate tasks to a GOP, Delegate(U AV, GOP, task, constraints). Issues pertaining to safety, security, trust, etc., have to be dealt with in the interaction process and can be formalized as particular types of constraints associated with a delegated task.
This article is intended to provide a description of a relatively mature iteration of a principled framework for collaborative robotic systems based on these concepts which combines both formal theories and specifications with an agent-based software architecture which is guided by the formal framework. As a test case, the framework and architecture will be instantiated using a UAS involved in an emergency services application. A prototype software system has been implemented and has been used and tested both in simulation and on UAV systems.
Outline
In Section 2, we propose and specify a formal logical characterization of delegation in the form of a speech act. This speech act will be grounded in the software architecture proposed. In Section 3, an overview of the software architecture used to support collaboration via delegation is provided. It is an agent-based, service oriented architecture consisting of a generic shell that can be integrated with physical robotics systems. In Section 4, a formal characterization of tasks in the form of Task Specification Trees is proposed. Task Specification Trees are tightly coupled to the the Delegation speech act and to the actual software processes that instantiate the speech act in the software architecture. In Section 5, the important topic of allocating tasks in a Task Specification Tree to specific platforms is considered. Additionally, we show how the semantic characterization of Task Specification Trees is grounded in a distributed constraint problem whose solution drives the actual execution of the tasks in the tree. In Section 6,we turn our attention to describing the computational process that realizes the speech act on a robotic platform. In Section 7, we describe how that computational process is pragmatically realized in the software architecture by defining a number of agents, services and protocols which drive the process. In Section 8, we put the formal and pragmatic aspects of the approach together and show how the collaboration framework can be used in a relatively complex real-life emergency services scenario consisting of a number of UAV systems. In Section 9, we describe some of the representative related work and in Section 10 we conclude with a summary and future work.
Delegation as a Speech Act
Delegation is central to the conceptual and architectural framework we propose. Consequently, formulating an abstraction of the concept with a formal specification amenable to pragmatic grounding and implementation in a software system is paramount. As a starting point, in [5, 31] , Falcone & Castelfranchi provide an illuminating, but informal discussion about delegation as a concept from a social perspective. Their approach to delegation builds on a BDI model of agents, that is, agents having beliefs, goals, intentions, and plans [6] . However, their specification lacks a formal semantics for the operators used. Based on intuitions from their work, we have previously provided a formal characterization of their concept of strong delegation using a communicative speech act with pre-and post-conditions which update the belief states associated with the delegator and contractor, respectively [25] . In order to formally characterize the operators used in the definition of the speech act, we use KARO [48] to provide a formal semantics. The KARO formalism is an amalgam of dynamic logic and epistemic/doxastic logic, augmented with several additional modal operators in order to deal with the motivational aspects of agents.
The target for delegation is a task. A dictionary definition of a task is "a usually assigned piece of work often to be finished within a certain time". 3 Assigning a piece of work to someone by someone is in fact what delegation is about. In computer science, a piece of work in this context is generally represented as a composite action. There is also often a purpose to assigning a piece of work to be done. This purpose is generally represented as a goal, where the intended meaning is that a task is a means of achieving a goal. We will require both a formal specification of a task at a high-level of abstraction in addition to a more data-structural specification flexible enough to be used pragmatically in an implementation.
For the formal specification, the definition provided by Falcone & Castelfranchi will be used. For the data-structure specification used in the implementation, task specification trees (TST's) will be defined in a Section 4. Falcone & Castelfranchi define a task as a pair τ = (α, φ) consisting of a goal φ, and a plan α for that goal, or rather, a plan and the goal associated with that plan. Conceptually, a plan is a composite action. We extend the definition of a task to a tuple τ = (α, φ, cons), where cons represents additional constraints associated with the plan α, such as timing and resource constraints. At this level of abstraction, the definition of a task is purposely left general but will be dealt with in explicit detail in the implementation using TST's and constraints.
From the perspective of adjustable autonomy, the task definition is quite flexible. If α is a single elementary action with the goal φ implicit and correlated with the postcondition of the action, the contractor has little flexibility as to how the task will be achieved. On the other hand, if the goal φ is specified and the plan α is not provided, then the contractor has a great deal of flexibility in achieving the goal. There are many variations between these two extremes and these variations capture the different levels of autonomy and trust exchanged between two agents. These extremes loosely follow Falcone & Castelfranchi's notions of closed and open delegation described below.
Using KARO to formalize aspects of Falcone & Castelfranchi 's work, we consider a notion of strong delegation represented by a speech act Delegate(A, B, τ ) of A delegating a task τ = (α, φ, cons) to B, where α is a possible plan, φ is a goal, and cons is a set of constraints associated with the plan φ. Strong delegation means that the delegation is explicit, an agent explicitly delegates a task to another agent. It is specified as follows:
S-Delegate(A, B, τ ), where τ = (α, φ, cons) Preconditions:
(1) Goal B (φ) and Bel B Goal B (φ) (2) Committed B (α) (also written Committed B (τ ) ) (3) Bel B Goal A (φ) (4) Can B (τ ) (and hence Bel B Can B (τ ), and by (1) also Intend B (τ )) (5) Intend A (do B (α)) (6) M utualBel AB ("the statements above" ∧ SociallyCommitted(B, A, τ )) 4 Informally speaking this expresses the following: the preconditions of the delegate act of A delegating task τ to B are that (1) φ is a goal of delegator A (2) A believes that B can (is able to) perform the task τ (which implies that A believes that B itself believes that it can do the task) (3) A believes that with respect to the task τ it is dependent on B. The speech act S-Delegate is a communication command and can be viewed as a request for a synchronization (a "handshake") between sender and receiver. Of course, this can only be successful if the receiver also believes it can do the task, which is expressed by (4) .
The postconditions of the strong delegation act mean: (1) B has φ as its goal and is aware of this (2) it is committed to the task τ (3) B believes that A has the goal φ (4) B can do the task τ (and hence believes it can do it, and furthermore it holds that B intends to do the task, which was a separate condition in Falcone & Castelfranchi's formalization), (5) A intends that B performs α (so we have formalized the notion of a goal to have an acheivement in Falcone & Castelfranchi's informal theory to an intention to perform a task) and (6) there is a mutual belief between A and B that all preconditions and other postconditions mentioned hold, as well as that there is a contract between A and B, i.e. B is socially committed to A to achieve τ for A. In this situation we will call agent A the delegator and B the contractor.
Typically a social commitment (contract) between two agents induces obligations to the partners involved, depending on how the task is specified in the delegation action. This dimension has to be added in order to consider how the contract affects the autonomy of the agents, in particular the contractor's autonomy. Falcone & Castelfranchi discuss the following variants:
-Closed delegation: the task is completely specified and both the goal and the plan should be adhered to. -Open delegation: the task is not completely specified, either only the goal has to be adhered to while the plan may be chosen by the contractor, or the specified plan contains abstract actions that need further elaboration (a sub-plan) to be dealt with by the contractor.
In open delegation the contractor may have some freedom in how to perform the delegated task, and thus it provides a large degree of flexibility in multi-agent planning and allows for truly distributed planning.
The specification of the delegation act above is based on closed delegation. In case of open delegation, α in the postconditions can be replaced by an α , and τ by τ = (α , φ, cons ). Note that the fourth clause, Can B (τ ), now implies that α is indeed believed to be an alternative for achieving φ, since it implies that Bel B [α ]φ (B believes that φ is true after α is executed). Of course, in the delegation process, A must agree that α , together with constraints cons , is indeed viable. This would depend on what degree of autonomy is allowed.
This particular specification of delegation follows Falcone & Castelfranchi closely. One can easily foresee other constraints one might add or relax in respect to the basic specification resulting in other variants of delegation [7, 11, 27] . It is important to keep in mind that this formal characterization of delegation is not completely hierarchical. There is interaction between both the delegators and contractors as to how goals can best be achieved given the constraints of the agents involved. This is implicit in the formal characterization of open delegation above, although the process is not made explicit. This aspect of the process will become much clearer when the implementation is described.
There are many directions one can take in attempting to close the gap between this abstract formal specification and grounding it in implementation. One such direction taken in [25] is to correlate the delegate speech act with plan generation rules in 2APL [10] , which is an agent programming language with a formal semantics. In this article, a different direction is taken which attempts to ground the important aspects of the speech act specification in the actual processes used in our robotic systems. Intuitions will become much clearer when the architectural details are provided, but let us describe the approach informally based on what we have formally specified.
If a UAV system A has a goal φ which it is required to achieve, it first introspects and determines whether it is capable of achieving φ given its inherent capabilities and current resources in the context it is in, or will be in, when the goal has to be achieved. It will do this by accessing its capability specification (assumed) and determine whether it believes it can achieve φ, either through use of a planning and constraint solving system (assumed) or a repertoire of stored actions. If not, then the fundamental preconditions in the S-Delegate speech act are the second, Bel A Can B (τ ) and the fourth, Bel B Can B (τ ). Agent A must find another agent it believes can achieve the goal φ implicit in τ . Additionally, B must also believe it can achieve the the goal φ implicit in τ . Clearly, if A can not achieve φ itself and finds an agent B that it believes can achieve φ and B believes it can achieve φ, then it is dependent on B to do that (precondition 3: Bel A (Dependent(A, B, α)) ). Consequently, all preconditions are satisfied and the delegation can take place.
From a pragmatic perspective, determining (in an efficient manner) whether an agent B can achieve a task τ (in an efficient) manner, is the fundamental problem that has to be not only implemented efficiently, but also grounded in some formal sense. The formal aspect is important because delegation is a recursive process which may involve many agents, automated planning and reasoning about resources, all in the context of temporal and spatial constraints. One has to have some means of validating this complex set of processes relative to a highly abstract formal specification which is convincing enough to trust that the collaborative system is in fact doing what it is formally intended to do.
The pragmatic aspects of the software architecture through which we ground the formal specification include the following: -An agent layer based on the FIPA Abstract Architecture will be added on top of existing platform specific legacy systems such as our UAV's. This agent layer allows for the realization of the delegation process using speech acts and protocols from the FIPA Agent Communication Language. -The formal specification of tasks will be instantiated pragmatically as Task Specification Trees (TST's), which provide a versatile data structure for mapping goals to plans and plans to complex tasks. Additionally, the formal semantics of tasks is defined in terms of a predicate Can which can be directly grounded above to the semantics of the S-Delegate speech act and below to a constraint solving system. -Finding a set of agents who together can achieve a complex task with time, space and resource constraints through recursive delegation can be defined as a very complex distributed task allocation problem. Explicit representation of time, space and resource constraints will be used in the delegation process and modeled as a distributed constraint satisfaction problem (DCSP). This allows us to apply existing DCSP solvers to check the consistency of partial task assignments in the delegation process and to formally ground the process. Consequently, the Can predicate used in the precondition to the S-Delegate speech act is both formally and pragmatically grounded into the implementation.
3 Delegation-Based Software Architecture Overview
Before going into details regarding the implementation of the delegation process and its grounding in the proposed software architecture, we provide an overview of the architecture itself. Our RMAX helicopters use a CORBA-based distributed architecture [17] . For our experimentation with collaborative UAV's, we view this as a legacy system which provides sophisticated functionality ranging from control modes to reactive processes, in addition to deliberative capabilities such as automated planners, GIS systems, constraint solvers, etc. Legacy robotic architectures generally lack instantiations of an agent metaphor although implicitly one often views such systems as agents. Rather than redesign the legacy system from scratch, the approach we take is to agentify the existing legacy system in a straightforward manner by adding an additional agent layer which interfaces to the legacy system. The agent layer for a robotic system consists of one or more agents which offer specific functionalities or services. These agents can communicate with each other internally and leverage existing legacy system functionality. Agents from different robotic systems can also communicate with each other if required.
Our collaborative architectural specification is based on the use of the FIPA (Foundation for Intelligent Physical Agents) Abstract Architecture [32] . The FIPA Abstract Architecture provides the basic components for the development of a multi-agent system. Our prototype implementation is based on the FIPA compliant Java Agent Development Framework (JADE) [29, 62] which implements the abstract architecture. "JADE (Java Agent Development Framework) is a software environment to build agent systems for the management of networked information resources in compliance with the FIPA specifications for interoperable multi-agent systems." [30] .
The FIPA Abstract Architecture provides the following fundamental modules:
-An Agent Directory module keeps track of the agents in the system. -A Directory Facilitator keeps track of the services provided by those agents.
-A Message Transport System module allows agents to communicate using the FIPA Agent Communication Language (FIPA ACL) [33] .
The relevant concepts in the FIPA Abstract Architecture are agents, services and protocols. All communication between agents is based on exchanging messages which represent speech acts encoded in an agent communication language (FIPA ACL). Services provide functional support for agents. There are a number of standard global services including agent-directory services, message-transport services and a servicedirectory service. A protocol is a related set of messages between agents that are logically related by some interaction pattern.
JADE provides base classes for agents, message transportation, and a behavior model for describing the content of agent control loops. Using the behavior model, different agent behaviors can be constructed, such as cyclic, one-shot (executed once), sequential, and parallel behavior. More complex behaviors can be constructed using the basic behaviors as building blocks.
From our perspective, each JADE agent has associated with it a set of services. Services are accessed through the Directory Facilitator and are generally implemented as behaviors. In our case, the communication language used by agents will be FIPA ACL which is speech act based. New protocols will be defined in Section 7 to support the delegation and other processes.
The purpose of the Agent Layer is to provide a common interface for collaboration. This interface should allow the delegation and task execution processes to be implemented without regard to the actual realization of elementary tasks, capabilities and resources which are specific to the legacy platforms.
We are currently using four agents in the agent layer:
1. Interface agent -This agent is the clearinghouse for communication. All requests for delegation and other types of communication pass through this agent. Externally, it provides the interface to a specific robotic system or ground control station. 2. Delegation agent-The delegation agent coordinates delegation requests to and from other UAV systems and ground control stations, with the Executor, Resource and Interface agents. It does this essentially by verifying that the pre-conditions to a Delegate() request are satisfied. 3. Execution agent -After a task is contracted to a particular UAV or ground station operator, it must eventually execute that task relative to the constraints associated with it. The Executor agent coordinates this execution process. 4. Resource agent -The Resource agent determines whether the UAV or ground station of which it is part has the resources and ability to actually do a task as a potential contractor. Such a determination may include the invocation of schedulers, planners and constraint solvers in order to determine this. The FIPA Abstract Architecture will be extended to support delegation and collaboration by defining an additional set of services and a set of related protocols.The interface agent, resource agent and delegation agent will have an interface service, resource service and delegation service associated with it, respectively, on each individual robotic or ground station platform. The executor service is implemented as a non-JADE agent that understands FIPA protocols and works as a gateway to a platform's legacy system. Additionally, three protocols, the Capability-Lookup, Delegation and Auction protocols, will be defined and used to drive the delegation process.
Human operators interacting with robotic systems are treated similarly by extending the control station or user interface functionality in the same way. In this case, the control station is the legacy system and an agent layer is added to this. The result is a collaborative human robot system consisting of a number of human operators and robotic platforms each having both a legact system and an agent layer as shown in Figure 4 . The reason for using the FIPA Abstract Architecture and JADE is pragmatic. The focus of our research is not to develop new agent middleware, but to develop a formally grounded generic collaborative system shell for robotic systems. Our formal characterization of the Delegate() operator is as a speech act. We also use speech acts as an agent communication language and JADE provides a straightforward means for integrating the FIPA ACL language which supports speech acts with our existing systems.
Further details as to how the delegation and related processes will be implemented based on additional services and protocols will be described in Section 7. Before doing this, the processes themselves will be specified in Section 6. We begin by providing a formal characterization of Tasks in the form of Task Specification Trees.
Task Specification Trees
Both the declarative and procedural representation and semantics of tasks are central to the delegation process. The relation between the two representations is also essential if one has the goal of formally grounding the delegation process in the system implementation. A task was previously defined abstractly as a tuple (α, φ, cons) consisting of a composite action α, a goal φ and a set of constraints cons, associated with α . In this section, we introduce a formal task specification language which allows us to represent tasks as Task Specification Trees (TST's). The task specification trees map directly to procedural representations in our proposed system implementation.
For our purposes, the task representation must be highly flexible, sharable, dynamically extendible, and distributed in nature. Tasks need to be delegated at varying levels of abstraction and also expanded and modified because parts of complex tasks can be recursively delegated to different robotic agents which are in turn expanded or modified. Consequently, the structure must also be distributable. Additionally, a task structure is a form of compromise between an explicit plan in a plan library at one end of the spectrum and a plan generated through an automated planner [51] at the other end of the spectrum. The task representation and semantics must seamlessly accommodate plan representations and their compilation into the task structure. Finally, the task representation should support the adjustment of autonomy through the addition of constraints or parameters by agents and human resources.
The flexibility allows for the use of both central and distributed planning, and also to move along the scale between these two extremes. At one extreme, the operator plans everything, creating a central plan, while at the other extreme the agents are delegated goals and generate parts of the distributed plan themselves. Sometimes neither completely centralized nor completely distributed planning is appropriate. In those cases the operator would like to retain some control of how the work is done while leaving the details to the agents. Task Specification Trees provide a formalism that captures the scale from one extreme to the next. This allows the operator to specify the task at the point which fits the current mission and environment.
The task specification formalism should allow for the specification of various types of task compositions, including sequential and concurrent, in addition to more general constructs such as loops and conditionals. The task specification should also provide a clear separation between tasks and platform specific details for handling the tasks. The specification should focus on what should be done and hide the details about how it could be done by different platforms.
In the general case, A TST is a declarative representation of a complex multi-agent task. In the architecture realizing the delegation framework a TST is also a distributed data structure. Each node in a TST corresponds to a task that should be performed. There are six types of nodes: sequence, concurrent, loop, select, goal, and elementary action. All nodes are directly executable except goal nodes which require some form of expansion or planning to generate a plan for achieving the goal.
Each node has a node interface containing a set of parameters, called node parameters, that can be specified for the node. The node interface always contains a platform assignment parameter and parameters for the start and end times of the task, usually denoted P , T S and T E , respectively. These parameters can be part of the constraints associated with the node called node constraints. A TST also has tree constraints, expressing precedence and organizational relations between the nodes in the TST. Together the constraints form a constraint network covering the TST. In fact, the node parameters function as constraint variables in a constraint network, and setting the value of a node parameter constrains not only the network, but implicitly, the degree of autonomy of an agent.
TST Syntax
The syntax of a TST specification has the following BNF: The TST clause in the BNF introduces the main recursive pattern in the specification language. The right hand side of the equality provides the general pattern of providing a variable context for a task (using with) and a set of constraints (using where) which may include the variables previously introduced.
Example Consider a small scenario where the mission is to first scan Area A and Area B , and then fly to Dest 4 ( Figure 5 ). A TST describing this mission is shown in Figure 6 . Nodes N 0 and N 1 are composite action nodes, sequential and concurrent, respectively. Nodes N 2 , N 3 and N 4 are elementary action nodes. Each node specifies a task and has a node interface containing node parameters and a platform assignment variable. In this case only temporal parameters are shown representing the respective intervals a task should be completed in.
In the TST depicted in Figure 6 . The nodes N 0 to N 4 have the task names τ 0 to τ 4 associated with them respectively. This TST contains two composite actions, sequence (τ 0 ) and concurrent (τ 1 ) and three elementary actions scan (τ 2 , τ 3 ) and flyto (τ 4 ). The resulting TST specification is: 
TST Semantics
A TST specifies a complex task (composite action) under a set of tree-specific and node-specific constraints which together are intended to represent the context in which a task should be executed in order to meet the task's intrinsic requirements, in addition to contingent requirements demanded by a particular mission. The leaf nodes of a TST represent elementary actions used in the definition of the composite action the TST represents and the non-leaf nodes essentially represent control structures for the ordering and execution of the elementary actions. The semantic meaning of non-leaf nodes is essentially application independent, whereas the semantic meaning of the leaf nodes are highly domain dependent. They represent the specific actions or processes that an agent will in fact execute. The procedural correlate of a TST is a program.
During the delegation process, a TST is either provided or generated to achieve a specific set of goals, and if the delegation process is successful, each node is associated with an agent responsible for the execution of that node.
Informally, the semantics of a TST node will be characterized in terms of whether an agent believes it can successfully execute the task associated with the node in a given context represented by constraints, given its capabilities and resources. This can only be a belief because the task will be executed in the future and even under the best of conditions, real-world contingencies may arise which prevent the agent from successfully completing the task. The semantics of a TST will be the aggregation of the semantics for each individual node in the tree.
The formal semantics for TST nodes will be given in terms of the logical predicate Can() which we have used previously in the formal definition of the S-Delegate speech act, although in this case, we will add additional arguments. This is not a coincidence since our goal is to ground the formal specification of the S-Delegate speech act into the implementation in a very direct manner.
Recall that in the formal semantics for the speech act S-Delegate described in Section 2, the logical predicate Can X (τ ) is used to state that an agent X has the capabilities and resources to achieve task τ .
An important precondition for the successful application of the speech act is that the delegator (A) believes in the contractor's (B) ability to achieve the task τ , (2): Bel A Can B (τ ). Additionally, an important result of the successful application of the speech act is that the contractor actually has the capabilities and resources to achieve the task τ , (4): Can B (τ ). In order to directly couple the semantic characterization of the S-Delegate speech act to the semantic characterization of TST's, we will assume that a task τ = (α, φ, cons) in the speech act characterization corresponds to a TST. Additionally, the TST semantics will be characterized in terms of a Can predicate with additional parameters to incorporate constraints explicitly.
In this case, the Can predicate is extended to include as arguments a list [p 1 , . . . , p k ] denoting all node parameters in the node interface together with other parameters provided in the (with VARS) construct 5 and an argument for an additional constraint set cons provided in the (where CONS) construct. 6 Observe that cons can be formed incrementally and may in fact contain constraints inherited or passed to it through a recursive delegation process. The formula Can(B, τ, [t s , t e , . . .], cons) 7 then asserts that an agent B has the capabilities and resources for achieving task τ if cons, which also contains node constraints for τ , is consistent. The temporal variables t s and t e associated with the task τ are part of the node interface which may also contain other variables which are often related to the constraints in cons.
Determining whether a fully instantiated TST satisfies its specification, will now be equivalent to the successful solution of a constraint problem in the formal logical sense. The constraint problem in fact provides the formal semantics for a TST. Constraints associated with a TST are derived from a reduction process associated with the Can() predicate for each node in the TST. The generation and solution of constraints will occur on-line during the delegation process. Let us provide some more specific details. In particular, we will show the very tight coupling between the TST's and their logical semantics.
The basic structure of a Task Specification Tree is:
TST ::= NAME ('(' VARS 1 ')')? '=' (with VARS 2 )? TASK (where CONS)?
where VARS 1 denotes node parameters, VARS 2 denotes additional variables used in the constraint context for a TST node, and CONS denotes the constraints associated with a TST node. Additionally, TASK denotes the specific type of TST node. In specifying a logical semantics for a TST node, we would like to map these arguments directly over to arguments of the predicate Can(). Informally, an abstraction of the mapping is
The idea is that for any fully allocated TST, the meaning of each allocated TST node in the tree is the meaning of the associated Can() predicate instantiated with the TST specific parameters and constraints. The meaning of the instantiated CAN () predicate can then be associated with an equivalent constraint satisfaction problem (CSP) which turns out to be true or false dependent upon whether that CSP can be satisfied or not. The meaning of the fully allocated TST is then the aggregation of the meanings of each individual TST node associated with the TST, in other words, a conjunction of CSP's.
One would also like to capture the meaning of partial TST's. The idea is that as the delegation process unfolds, a TST is incrementally expanded with additional TST nodes. At each step, a partial TST may contain a number of fully expanded and allocated nodes in addition to other nodes which remain to be delegated. In order to capture this process semantically, one extends the semantics by providing meaning for an unallocated TST node in terms of both a Can() predicate and a Delegate() predicate:
Either agent 1 can achieve a task, or (exclusively) it can find an agent, agent 2 , to which the task can be delegated. In fact, it may need to find one or more agents if the task to be delegated is a composite action.
Given the S-Delegate(agent 1 , agent 2 , T ASK) speech act semantics, we know that if delegation is successful then as one of the postconditions of the speech act, agent 2 can in fact achieve T ASK (assuming no additional contingencies):
Consequently, during the computational process associated with delegation, as the TST expands through delegation where previously unallocated nodes become allocated, each instance of the Delegate() predicate associated with an unallocated node is replaced with an instance of the Can() predicate. This recursive process preserves the meaning of a TST as a conjunction of instances of the Can() predicate which in turn are compiled into a (interdependent) set of CSPs and which are checked for satisfaction using distributed constraint solving algorithms.
Sequence Node -In a sequence node, the child nodes should be executed in sequence (from left to right) during the execution time of the sequence node.
Concurrent Node -In a concurrent node each child node should be executed during the time interval of the concurrent node.
Selector Node -Compared to a sequence or concurrent node, only one of the selector node's children will be executed, which one is determined by a test condition in the selector node. The child node should be executed during the time interval of the selector node. A selector node is used to postpone a choice which can not be known when the TST is specified. When expanded at runtime, the net result can be any of the legal node types.
Loop Node -A loop node will add a child node for each iteration the loop condition allows. In this way the loop node works as a sequence node but with an increasing number of child nodes which are dynamically added. Loop nodes are similar to selector nodes, they describe additions to the TST that can not be known when the TST is specified. When expanded at runtime, the net result is a sequence node.
Goal
-A goal node is a leaf node which can not be directly executed. Instead it has to be expanded by using an automated planner or related planning functionality. After expansion, a TST branch representing the generated plan is added to the original TST. There are two parts to the definition of Can for an elementary action node. These are defined in terms of a platform specification which is assumed to exist for each agent potentially involved in a collaborative mission. The platform specification has two components.
The first, specified by the predicate Capabilities(B, τ, [t s , t e ], cons) is intended to characterize all static capabilities associated with platform B that are required as capabilities for the successful execution of τ . These will include a list of tasks and/or services the platform is capable of carrying out. If platform B has the necessary static capabilities for executing task τ in the interval [t s , t e ] with constraints cons, then this predicate will be true.
The second, specified by the predicate Resources(B, τ, [t s , t e ], cons) are intended to characterize dynamic resources such as fuel and battery power, which are consumable, or cameras and other sensors which are borrowable. Since resources generally vary through time, the semantic meaning of the predicate is temporally dependent.
Resources for an agent are represented as a set of parameterized resource constraint predicates, one per task. The parameters to the predicate are the task's parameters, in addition to the start time and the end time for the task. For example, assume there is a task f lyto(dest, speed). The resource constraint predicate for this task would be f lyto(t s , t e , dest, speed). The resource constraint predicate is defined as a conjunction of constraints, in the logical sense. The general pattern for this conjunction is:
• F is a function of the resource constraint parameters and possibly local resource variables and • C 1 , . . . , C N is a possibly empty set of additional constraints related to the resource model associated with the task.
Example As an example, consider the task f lyto(dest, speed) with the corresponding resource constraint predicate f lyto(t s , t e , dest, speed). The constraint model associated with the task for a particular platform P 1 might be:
Depending on the platform, this constraint model may be different for the same task. In that sense, it is platform dependent.
Allocating Tasks in a TST to Platforms
Given a TST representing a complex task, an important problem is to find a set of platforms that can execute these tasks according to the TST specification. The problem is to allocate tasks to platforms and assign values to parameters such that each task can be carried out by its assigned platform and all the constraints of the TST are satisfied.
For a platform to be able to carry out a task, it must have the capabilities and the resources required for the task as described in the previous section. A platform that can be assigned a task in a TST is called a candidate and a set of candidates is a candidate group. The capabilities of a platform are fixed while the available resources will vary depending on its commitments, including the tasks it has already been allocated. These commitments are generally represented in the constraint stores and schedulers of the platforms in question. The resources and the commitments are modeled with constraints. Resources are represented by variables and commitments by constraints. These constraints are local to the platform and different platforms may have different constraints for the same action. Figure 7 shows the constraints for the scan action for platform P 1 .
When a platform is assigned an action node in a TST, the constraints associated with that action are instantiated and added to the constraint store of the platform. The platform constraints defined in the constraint model for the task are connected to the constraint problem defined by the TST via the node parameters in the node interface for the action node. Figure 8 shows the constraint network after allocating node N 2 from the TST in Figure 6 (on page 14) to platform P 1 .
A platform can be allocated to more than one node. This may introduce implicit dependencies between actions since each allocation adds constraints to the constraint store of the platform. For example, there could be a shared resource that both actions use. Figure 9 shows the constraint network of platform P 1 after it has been allocated nodes N 2 and N 4 from the example TST. In this example the position of the platform is implicitly shared since the first action will change the location of the platform.
A complete allocation is an allocation which allocates every node in a TST to a platform. A completely allocated TST defines a constraint problem that represents all the constraints for this particular allocation of the TST. As the constraints are distributed among the platforms it is in effect a distributed constraint problem. If a consistent solution for this constraint problem is found then a valid allocation has been found and verified. Each such solution can be seen as a potential execution schedule of the TST. The consistency of an allocation can be checked by a distributed constraint satisfaction problem (DCSP) solver such as the Asynchronous Weak Commitment Search (AWCS) algorithm [70] or ADOPT [56] .
Example The constraint problem for a TST is derived by recursively reducing the Can predicate statements associated with each task node with formally equivalent expressions, beginning with the top-node τ 0 until the logical statements reduce to a constraint network. Below, we show the reduction of the TST from Figure 6 (on page 14) when there are three platforms, P 0 , P 1 and P 2 , with the appropriate capabilities. P 0 has been delegated the composite actions τ 0 and τ 1 . P 0 has recursively delegated parts of these tasks to P 1 (τ 2 and τ 4 ) and P 2 (τ 3 ). Let's continue with a reduction of the 1st element in the sequence α 1 (the 1st conjunct in the previous formula on the right-hand side of the biconditional):
Since P 0 has been allocated α 1 , the 2nd disjunct is false.
The node constraints for τ 0 and τ 1 are then added to P 0 's constraint store. What remains to be done is a reduction of tasks τ 2 and τ 4 associated with P 1 and τ 3 associated with P 2 . We can assume that P 1 has been delegated α 2 and P 2 has been delegated α 3 as specified. Consequently, we can reduce to
The parameter constraints of platform P1 when allocated node N2 and N4.
Since P 0 has recursively delegated α 4 to P 1 (the 2nd conjunct in the original formula on the right-hand side of the biconditional) we can complete the reduction and end up with the following:
These remaining tasks are elementary actions and consequently the definitions of Can for these action nodes are platform dependent. When a platform is assigned to an elementary action node a local constraint problem is created on the platform and then connected to the global constraint problem through the node parameters of the assigned node's node interface. In this case, the node parameters only include temporal constraints and these are coupled to the internal constraint variables associated with the elementary actions. The completely allocated and reduced TST is shown in Figure 10 . The reduction of Can for an elementary action node contains no further Can predicates, since an elementary action only depends on the platform itself. All remaining Can predicates in the recursion are replaced with constraint sub-networks associated with specific platforms as shown in Figure 10 .
In summary, the delegation process, if successful, provides a TST that is both valid and completely allocated. During this process, a network of distributed constraints is generated which if solved, guarantees the validity of the multi-agent solution to the original problem, provided that additional contingencies do not arise when the TST is actually executed in a distributed manner by the different agents involved in the collaborative solution. This approach is intended to ground the original formal specification of the S-Delegate speech act with the actual processes of delegation used in the implementation. Although the process is pragmatic in the sense that it is a computational process, it in effect strongly grounds this process formally, due to the reduction of the collaboration to a distributed constraint network which is in effect a formal representation. This results in real-world grounding of the semantics of the Delegation speech act via the Can predicate. 
The Delegation Process
Now that the S-Delegate speech act, the Task Specification Tree representation, and the formal relation between them has been considered, we turn our attention to describing the computational process that realizes the speech act in a robotic platform.
According to the semantics of the Delegate(A,B,τ = (α, φ)) speech act the delegator A must have φ as a goal, believe that there is an agent B that is able to achieve τ , and believe that it is dependent on B for the achievement of τ via action α. In the following, we assume that the agent A already has φ as a goal and that it is dependent on some other agent to achieve the task. Consequently, the main issue is to find an agent B that is able to achieve the task τ .
This could be done in at least two ways. Agent A could have a knowledge base encoding all its knowledge about what other agents can and can not do and then reason about which agents could achieve τ . This would be very similar to a centralized form of multi-agent planning since the assumption is that τ is a complex task. This is problematic because it would be difficult to keep such a knowledge base up-to-date and it would be quite complex given the heterogeneous nature of the platforms involved. Additionally, the pool of platforms accessible for any given mission at a given time is not known since platforms come and go.
As an alternative, the process of finding agents to achieve tasks will be done in a more distributed manner through communication among agents and an assumption that elementary actions are platform dependent and the details of such actions are not required in finding appropriate agents to achieve the tasks at hand.
The following process takes as input a complex task represented as a TST. The TST is intended to describe a complex mission. The process will find an appropriate agent or set of agents capable of achieving the mission possibly through the use of recursive delegation. If the allocation of agents in the TST is approved by the delegators recursively, then the mission can then be executed. Note that the mission schedule will be distributed among the group of agents that have been allocated tasks and the mission may not necessarily start immediately. This will depend on the temporal constraints used in the TST specification. But commitments to the mission will have been made in the form of constraints in the constraint stores and schedulers of the individual platforms. Note also, that the original TST given as input does not have to be completely specified. It may contain goal nodes which require expansion of the TST with additional nodes.
The process is as follows:
1. Allocate the complex task through an iterative and recursive process which finds a platform to whom the task can be delegated to. This process expands goals into tasks, assigns platforms to tasks, and assigns values to task parameters. The input is a TST and the output is a fully expanded, assigned and parameterized TST. The first step of the process corresponds to finding a set of platforms that satisfy the preconditions of the S-Delegate speech act for all delegations in the TST. The approval corresponds to actually executing the speech act where the postconditions are implicitly represented in the constraint stores and schedulers of the platforms. During the execution step, the contractors are committed to the constraints agreed upon during the approval of the tasks. They do have limited autonomy during execution in the form of being able to modify internal parameters associated with the tasks as long as they do not violate those constraints externally agreed upon in the delegation process.
An Algorithm for Allocating Complex Tasks Specified by TSTs
The most important part of the Delegation Process is to find a platform that satisfies the preconditions of the S-Delegate speech act. This is equivalent to finding a platform which is able to achieve the task either itself of through recursive delegation. This can be viewed as a task allocation problem where each task in the TST should be allocated to an agent.
Multi-robot task allocation (MRTA) is an important problem in the multi-agent community [38, 39, 53, 63, 71, 72] . It deals with the complexities involved in taking a description of a set of tasks and deciding which of the available robots should do what. Often the problem also involves maximizing some utility function or minimizing a cost function. Important aspects of the problem are what types of tasks and robots can be described, what type of optimization is being done, and how computationally expensive the allocation is.
This section presents a heuristic search algorithm for allocating a fully expanded TST to a set of platforms. A successful allocation allocates each node to a platform and assigns values to parameters such that each task can be carried out by its assigned platform and all the constraints of the TST are satisfied. During the allocation, temporal variables will be instantiated resulting in a schedule for executing the TST.
The algorithm starts with an empty allocation and extends it one node at a time in a depth-first order over the TST. To extend the allocation, the algorithm takes the current allocation, finds a consistent allocation of the next node, and then recursively allocates the rest of the TST. Since a partial allocation corresponds to a distributed constraint satisfaction problem, a DCSP solver is used to check whether the constraints are consistent. If all possible allocations of the next node violate the constraints, then the algorithm uses backtracking with backjumping to find the next allocation.
The algorithm is both sound and complete. It is sound since the consistency of the corresponding constraint problem is verified in each step and it is complete since every possible allocation is eventually tested. Since the algorithm is recursive the search can be distributed among multiple platforms.
To improve the search, a heuristic function is used to determine the order platforms are tested. The heuristic function is constructed by auctioning out the node to all platforms with the required capabilities. The bid is the marginal cost for the platform to accept the task relative to the current partial allocation. The cost could for example be the total time required to execute all tasks allocated to the platform.
To increase the efficiency of the backtracking, the algorithm uses backjumping to find the latest partial allocation which has a consistent allocation of the current node. This preserves the soundness as only partial allocations that are guaranteed to violate the constraints are skipped.
AllocateTST The AllocateTST algorithm takes a TST rooted in the node N as input and finds a valid allocation of the TST if possible. To check whether a node N can be allocated to a specific platform P the TryAllocateTST algorithm is used. It tries to allocate the top node N to P and then tries to recursively find an allocation of the sub-TSTs. 4. An allocation has been found, return true.
Node Auctions Broadcasting for candidates for a node N only returns platforms with the required capabilities for the node. There is no information about the usefulness or cost of allocating the node to the candidate. Blindly testing candidates for a node is an obvious source of inefficiency. Instead, the node is auctioned out to the candidates. Each bidding platform bids its marginal cost for executing the node. I.e., taking into account all previous tasks the platform has been allocated, how much more would it cost the platform to take on the extra task. The cost could for example be the total time needed to complete all tasks. To be efficient, it is important that the cost can be computed by the platform locally. We are currently only evaluating the cost of the current node, not the sub-TST rooted in the node. This leaves room for interesting extensions. Low bids are favorable and the candidates are sorted according to their bids. The bids are used as a heuristic function that increases the chance of finding a suitable platform early in the search.
Extending the FIPA Abstract Architecture for Delegation
In Section 3, we provided an overview of the software architecture being used to support the delegation-based collaborative system. It consists of an agent layer added to a legacy system. There are four agents in this layer with particular responsibilities, the Interface Agent, the Resource Agent, the Delegation Agent and the Executor Agent. In previous sections, we described the delegation process which includes recursive delegation, the generation of TSTs, allocation of tasks in TST's to agents, and the use of distributed constraint solving in order to guarantee the validity of an allocation and solution of a TST. This complex set of processes will be implemented in the software architecture by extending the FIPA Abstract Architecture with a number of application dependent services and protocols:
-We will define a Interface Service, Resource Service, Delegation Service and Executor Service, associated with each Interface, Resource, Delegation, and Executor Agent, respectively, on each platform. These services are local to agents and not global. -We will also define three interaction protocols, the Capability Lookup Protocol, Auction Protocol, and Delegation Protocol. These protocols will be used by the agents to guide the interaction between them as the delegation process unfolds.
Services
To implement the Delegation Process the Directory Facilitator and four new services are needed. The Delegation Service is responsible for coordinating delegations. The Delegation Service uses the Interface Service to communicate with other platforms, the Directory Facilitator to find platforms with appropriate capabilities, the Resource Service to keep track of local resources and the Executor Service to execute tasks using the legacy system.
Directory Facilitator
The Directory Facilitator (DF) is part of the FIPA Abstract Architecture. It provides a registry over services where a service name is associated with an agent providing that service. In the collaborative architecture the DF is used to keep track of the capabilities of platforms. Every platform should register the names of the tasks that it has the capability to achieve. This provides a mechanism to find all platforms that have the appropriate capabilities for a particular task. To check that a platform also has the necessary resources a more elaborate procedure is needed which is provided by the Resource Service. The Directory Facilitator also implements the Capability Lookup protocol described below.
The Interface Service The Interface Service, implemented by an Interface Agent, is a clearinghouse for communication. All requests for delegation and other types of communication pass through this service. Externally, it provides the interface to a specific robotic system. The Interface Service does not implement any protocols, rather it forwards approved messages to the right internal service.
The Resource Service The Resource Service, implemented by a Resource Agent, is responsible for keeping track of the local resources of a platform. It determines whether the platform has the resources to achieve a particular task with a particular set of constraints. It also keeps track of the bookings of resources that are required by the tasks the platform has committed to. When a resource is booked a booking constraint is added to the local constraint store. During the execution of a complex task the Resource Service is responsible for monitoring the resource constraints of the task and detecting violations as soon as possible. Since resources are modeled using constraints this reasoning is mainly a constraint satisfaction problem (CSP) which is solved using local solvers that are part of the service. In the prototype implementation, constraints are expressed in ESSENCE' which is a sub-set of the ESSENCE high-level language for specifying constraint problems [35] . The idea behind ESSENCE is to provide a high-level, solver independent, language which can be translated or compiled into solver specific languages. This opens up the possibility for different platforms to use different local solvers. We use the translator Tailor [37] which can compile ESSENCE' problems into either Minion [36] or ECLiPSe [65] . We currently use Minion as the local CSP solver. The Resource Service implements the Auction protocol described below. The Delegation Service The Delegation Service, implemented by a Delegation Agent, coordinates delegation requests to and from the platform using the Executor, Resource and Interface Services. It does this by implementing the Delegation Process described in Section 6. The Delegation Service implements the Delegation Protocol described below.
The Executor Service The Executor Service, implemented by a Executor Agent, is responsible for executing tasks using the legacy system on the platform. In the simplest case this corresponds to calling a single function in the legacy system while in more complicated cases the Executor Service might have to call local planners to generate a local plan to achieve a task with a particular set of constraints.
Protocols
This section describes the three main protocols used in the collaboration framework: the Capability Lookup Protocol, the Auction Protocol, and the Delegation Protocol. An overview of the agents involved in the protocols is shown in Figure 11 .
The Capability Lookup Protocol The Capability Lookup Protocol is based on the FIPA Request Protocol. This protocol is used to find all platforms that have the capabilities for a certain task. The content of the request message is the name of the task. The reply is an inform message with the platforms that have the capabilities required for the task.
The Auction Protocol The Auction Protocol is based on the FIPA Request Protocol. The protocol is used to request bids for tasks from platforms. The bid should reflect the cost for the platform to accept the task and is calculated by an auction strategy. An auction strategy could for instance be the marginal cost strategy where the bid is the marginal cost (in time) for a platform to take on the task. The content of the request message is the task that is being auctioned out. If the platform makes a bid, then the reply is an inform message containing the task and the bid. Otherwise, a refuse message is returned. One reason for not making a bid could be that the platform lacks the capabilities or resources for the task.
The Delegation Protocol The Delegation Protocol, which is an extension of the FIPA Contract Net protocol [34, 61] , implements the Delegation Process described in Section 6. The Delegation Protocol, like the Contract Net Protocol, has two phases, each containing the sending and receiving of a message. The first phase allocates platforms to tasks satisfying the preconditions of the S-Delegate speech act and the second phase executes the task satisfying the postconditions of the S-Delegate speech act.
In the first phase a call-for-proposal message is sent from the delegator, and a propose or refuse message is returned by the potential contractor. The content is a declarative representation of the task in the form of a TST and a set of constraints. When a potential contractor receives a call-for-proposal message, an instance of the Delegation Protocol is started. When the first phase is completed, if successful, the preconditions for the S-Delegate speech act are satisfied and all the sub-tasks in the TST have been allocated to platforms such that all the constraints are satisfied.
In the second phase an accept-proposal is sent from the delegator to the contractor. This starts the execution of the task. If the execution is successful, then the contractor returns an inform message otherwise a failure message. Such failure messages will invoke repair processes that will not be described in this article. An overview of the steps in the Delegate Protocol is shown in Figure 12 . When a Delegation Agent receives a call-for-proposal message with a TST the platform becomes a potential contractor. To check if the platform can accept the delegation it first updates that part of the its constraint network representing all the constraints related to the TST. This is done by instantiating the platform specific resource constraints for the action associated with the top node of the TST. If the resulting constraint problem is inconsistent, then a refuse message is returned to the delegator. Otherwise, the resources required for the node are booked through the Resource Service and the sub-tasks of the TST are recursively delegated. When a platform books its resources, it places commitments in the form of constraints in its constraint stores and schedulers which reserve resources and schedule activities relative to the temporal constraints which are part of the TST solution. For each sub-task of the TST the Delegation Protocol goes through the steps shown in Figure 13 . First, it will use the Capability Lookup Protocol to find all the platforms that have the capabilities, but not necessarily the resources, to achieve the task. Then it will use the Auction Protocol to request bids from these platforms in parallel. The bids are used to decide the order in which the platforms are tried. The platform with the lowest bid, i.e. the lowest cost, will be allocated the task first. If that allocation fails, then the platform with the next lowest bid will be allocated the task. Allocating a task to a platform involves sending a call-for-proposal message with the task to the platform. This will trigger the Delegation Protocol on that platform. If an allocation fails, then backtracking starts. If backtracking has tested all the choices, then the potential contractor returns a refuse message to the delegator.
If all sub-tasks can either be allocated to the platform or delegated to some other platform, then a propose message with the allocated TST is returned to the delegator.
A Collaborative UAS Case Study
On December 26, 2004, a devastating earthquake of high magnitude occurred off the west coast of Sumatra. This resulted in a tsunami which hit the coasts of India, Sri Lanka, Thailand, Indonesia, and many other islands. Both the earthquake and the tsunami caused great devastation. During the initial stages of the catastrophe, there was a great deal of confusion and chaos in setting into motion rescue operations in such wide geographic areas. The problem was exacerbated by a shortage of manpower, supplies, and machinery. The highest priorities in the initial stages of the disaster were searching for survivors in many isolated areas where road systems had become inaccessible and providing relief in the form of delivery of food, water, and medical supplies. Similar real-life scenarios have occurred more recently in China and Haiti where devastating earthquakes have caused tremendous material and human damage.
Let us assume that one has access to a fleet of autonomous unmanned helicopter systems with ground operation facilities. How could such a resource be used in the real-life scenario described?
A prerequisite for the successful operation would be the existence of a multi-agent software infrastructure for assisting emergency services. At the very least, one would require the system to allow mixed-initiative interaction with multiple platforms and ground operators in a robust, safe, and dependable manner. As far as the individual platforms are concerned, one would require a number of different capabilities, not necessarily shared by each individual platform, but by the fleet in total. These capabilities would include: the ability to scan and search for salient entities such as injured humans, building structures, or vehicles; the ability to monitor or survey these salient points of interest and continually collect and communicate information back to ground operators and other platforms to keep them situationally aware of current conditions; and the ability to deliver supplies or resources to these salient points of interest if required. For example, identified injured persons should immediately receive a relief package containing food, water, and medical supplies.
To be more specific in terms of the scenario, we can assume there are two separate legs or parts to the emergency relief scenario in the context sketched previously.
Leg I In the first part of the scenario, it is essential that for specific geographic areas, the unmanned aircraft platforms cooperatively scan large regions in an attempt to identify injured persons. The result of such a cooperative scan would be a saliency map pinpointing potential victims and their geographical coordinates and associating sensory output such as high resolution photos and thermal images with the potential victims. The saliency map could then be used directly by emergency services or passed on to other unmanned aircrafts as a basis for additional tasks.
Leg II In the second part of the scenario, the saliency map from Leg I would be used for generating and executing a plan for the UAS to deliver relief packages to the injured. This should also be done in a cooperative manner.
We will now consider a particular instance of the emergency services assistance scenario. In this instance there is a UAS consisting of two platforms (P 1 and P 2 ) and an operator (OP 1 ). In the first part of the scenario the UAS is given the task of searching two areas for victims. The main capability required by the platforms is to fly a search pattern scanning for people. In this scenario, both platforms have this capability. It is implemented by looking for salient features in the fused video streams from color and thermal cameras [59] . In the second part the UAS is given the task to deliver boxes with food and medical supplies to the identified victims. To transport a box it can either be carried directly by an unmanned aircraft or it can be loaded onto a carrier which is then transported to a key position from where the boxes are distributed to their final locations. In this scenario, both platforms have the capability to transport a single box while only platform P 1 has the capability to transport a carrier. Both platforms also have the capabilities to coordinate sequential and concurrent tasks.
Leg I: The Victim Search Case Study
The victim search case study covers the first part of the emergency services assistance scenario. In this particular scenario, see Figure 5 on page 14, the UAS should first scan Area A and Area B for survivors, and then fly to Dest 4 to be ready to load emergency supplies. The TST for this mission is shown in Figure 6 on page 14.
To carry out the mission, the operator needs to delegate the TST to one of the platforms. This is done by invoking the Delegation Protocol in the operator ground station. The protocol will find a platform that can achieve the complex task and then give the operator the option to approve the choice. If the choice is approved, then the mission will be carried out.
The Delegation Agent of OP 1 starts the process of finding a platform that can achieve the TST by finding all platforms that have the capabilities for the top node N 0 , which is both platforms. It then auctions out N 0 to both platforms to find the best initial choice. In this case, the marginal cost is the same for both platforms, so the first platform, P 1 , is chosen. The Delegation Agent of OP 1 then sends a call-for-proposal message with the TST to the winner, P 1 . This invokes the Delegation Protocol on P 1 . Fig. 14 . The schedule after assigning node N0 to P1. P 1 is now responsible for N 0 and for recursively delegating the nodes in the TST that it is not able to do itself. See Figure 14 for the schedule. The allocation algorithm traverses the TST in depth-first order. P 1 will first find a platform for node N 1 . When the entire sub-TST rooted in N 1 is allocated then it will find an allocation for node N 4 . Node N 1 is a composite action node which has the same marginal cost for all platforms. P 1 therefore allocates N 1 to itself. The extended schedule is shown in Figure 15 . The constraints from nodes N 0 -N 1 are added to the constraint network of P 1 . The network is consistent because the composite action nodes describe a schedule without any restrictions. Fig. 15 . The schedule after assigning node N1 to P1.
Platform P 1 should now allocate the elementary action nodes N 2 and N 3 . A capability lookup operation followed by an auction of node N 2 determines the candidates P 1 and P 2 . A call-for-proposal message containing N 2 is sent to platform P 2 .
P 2 receives the call-for-proposal message, loads and instantiates the platform's resource constraint for the scan action. The constraint network is connected to the constraint network of the TST. The network is then checked for consistency. Since the network is consistent, node N 2 is now allocated to platform P 2 . P 2 returns a propose message to P 1 . The constraint network now involves both platforms. Figure 16 shows the schedule. Continuing with node N 3 , platform P 1 searches for candidates for the node. The capability lookup and auctioning determines platform P 1 as a better choice than P 2 for the second scan node. P 1 delegates the node to itself since the extended constraint network is consistent. Figure 17 shows the extended schedule.
The remaining node, N 4 is delegated to platform P 2 . The entire TST is now allocated. The complete schedule is shown in Figure 18 .
The operator approves the allocation and starts the mission. An accept-proposal message is sent to P 1 . P 1 recursively traverses the TST marking the nodes as ready for execution in depth-first order. Nodes allocated to another platform are marked by sending a accept-proposal to the platform. P 1 therefore sends accept-proposal messages to P 2 for node N 2 and N 4 . The execution starts and the platforms scans the area creating the saliency map shown in Figure 19 .
Leg II: The Supply Delivery Case Study
The supply delivery case study covers the second part of the emergency services assistance scenario. One approach to solving this type of logistics problems is to use a task planner to generate a sequence of actions that will transport each box to its destination. Each action must then be executed by a platform. We have previously shown how to generate pre-allocated plans and monitor their execution [21, 51] . In this paper we show how a plan without explicit allocations expressed as a TST can be cooperatively allocated to a set of unmanned aircraft platforms which where not known at the time of planning.
In this particular scenario, shown in Figure 19 , five survivors (S 1 -S 5 ) are found in Leg I, and there are two platforms (P 1 -P 2 ) and one carrier available. At the same time another operator OP 2 is performing a mission with the platforms P 3 and P 4 north of the area in Figure 19 . P 3 is currently idle and OP 1 is therefore allowed to borrow it if necessary.
To start Leg II, the operator creates a TST, for example using a planner, that will achieve the goal of distributing relief packages to all survivor locations in the saliency map. The resulting TST is shown in Figure 20 . The TST contains a sub-TST (N 1 -N 12 ) for loading a carrier with four boxes (N 2 -N 6 ), delivering the carrier (N 7 ), and unloading the packages from the carrier and delivering them to the survivors (N 8 -N 12 ) . A package must also be delivered to the survivor in the right uppermost part of the Fig. 19 . The disaster area with platforms P1-P3, survivors S1-S5, and operators OP1 and OP2.
region, far away from where most of the survivors were found (N 13 ). The delivery of packages can be done concurrently to save time, while the loading, moving, and unloading of the carrier is a sequential operation.
To delegate the TST, the Delegation Agent of OP 1 searches for a platform that can achieve the TST. It starts by finding all platforms that have the capabilities for the top node N 0 , which is both platforms. It then auctions out N 0 to both platforms to find the best initial choice. In this case, the marginal cost is the same for both platforms and the first platform, P 1 is chosen. The Delegation Agent of OP 1 then sends a call-forproposal message with the TST to the winner, P 1 . This invokes the Delegation Protocol on P 1 . P 1 is now responsible for N 0 and for recursively delegating the nodes in the TST that it is not able to do itself. The allocation algorithm traverses the TST in depth-first order. P 1 will first find a platform for node N 1 . When the entire sub-TST rooted in N 1 is allocated then it will find an allocation for node N 13 . Nodes N 1 and N 2 are composite action nodes which have the same marginal cost for all platforms. P 1 therefore allocates N 1 and N 2 to itself. The constraints from nodes N 0 -N 2 are added to the constraint network of P 1 . The network is consistent because the composite action nodes describe a schedule without any restrictions.
Below node N 2 are four elementary action nodes. Since P 1 is responsible for N 2 , it tries to allocate them one at the time. For elementary action nodes, the choice of platform is the key to a successful allocation. This is because of each platform's unique state, constraint model for the action, and available resources. The candidates for node N 3 are platforms P 1 and P 2 . P 1 is closest to the package depot and therefore gives the best bid for the node. P 1 is allocated to N 3 . For node N 4 , platform P 1 is still the best choice, and it is allocated to N 4 . Given the new position of P 1 after being allocated N 3 Fig. 20 . The TST for the supply delivery case study.
and N 4 , P 2 is now closest to the depot resulting in the lowest bid and is allocated to N 5 and N 6 . The schedule initially defined by nodes N 0 -N 2 is now also constrained by how long it takes for P 1 and P 2 to carry out action nodes N 3 -N 6 . The constraint network is distributed among platforms P 1 and P 2 .
The next node to allocate for P 1 is node N 7 , the carrier delivery node. P 1 is the only platform that has the capabilities for the fly carrier task and is allocated the node. Continuing with nodes N 8 -N 12 , the platform with the lowest bid for each node is platform P 1 , since it is in the area after delivering the carrier. P 1 , is therefore allocated all the nodes N 8 -N 12 .
The final node, N 13 , is allocated to platform P 2 and the allocation is complete. The resulting schedule is shown in Figure 21 .
The only non-local information used by P 1 was the capabilities of the available platforms which was gathered through a broadcast. Everything else is local. The bids are made by each platform based on local information and the consistency of the constraint network is checked through distributed constraint satisfaction techniques.
The total mission time is 58 minutes, which is much longer than the operator expected. Since the constraint problem defined by the allocation of the TST is distributed between the platforms, it is possible for the operator to modify the constraint problem by adding more constraints, and in this way modify the resulting task allocation. The operator puts a time constraint on the mission, restricting the total time to 30 minutes.
To re-allocate the TST with the added constraint, operator OP 1 sends a rejectproposal to platform P 1 . The added time constraint makes the current allocation inconsistent. The last allocated node must therefore be re-allocated. However, no platform for N 13 can make the allocation consistent, not even the unused platform P 3 . Backtracking starts. Platform P 1 is in charge, since it is responsible for allocating node N 13 . The N 1 sub-network is disconnected. Trying different platforms for node N 13 , P 1 discovers Fig. 21 . The complete schedule when using two platforms and no deadline.
that N 13 can be allocated to P 2 . P 1 sends a backjump-search message to the platform in charge of the sub-TST with top-node N 1 , which happens to be P 1 . When receiving the message, P 1 continues the search for the backjump point. Since removing all constraints due to the allocation of node N 1 and its children made the problem consistent, the backjump point is in the sub-TST rooted in N 1 . Removing the allocations for sub-tree N 8 does not make the problem consistent so further backjumping is necessary. Notice that with a single consistency check the algorithm could deduce that no possible allocation of N 8 and its children can lead to a consistent allocation of N 13 . Removing the allocation for node N 7 does not make a difference either. However, removing the allocations for the sub-TST N 2 makes the problem consistent. When finding an allocation of N 13 after removing the constraints from N 6 the allocation process continues from N 6 and tries the next platform for the node, P 1 . When the allocation reaches node N 11 it is discovered that since P 1 has taken on nodes N 3 -N 8 , there is not enough time left for P 1 to unload the last two packages from the carrier. Instead P 3 , even though it makes a higher bid for N 11 -N 12 , is allocated to both nodes. Finally platform P 2 is allocated to node N 13 . It turns out that since platform P 2 helped P 1 loading the carrier, it has not enough time to deliver the final package. Instead, a new backjump point search starts, finding node N 5 . The search continues from N 5 . This time, nodes N 3 -N 9 are allocated to platform P 1 , platform P 3 is allocated to node N 10 -N 12 , and platform P 2 is allocated to node N 13 . The allocation is consistent.
The resulting schedule is shown in Figure 22 . The allocation algorithm finishes on platform P 1 , by sending a propose message back to the operator. The operator inspects the allocation and approves it, thereby confirming the delegation and starting the execution of the mission.
Related Work
Due to the multi-disciplinary nature of the work considered here, there is a vast amount of related work too numerous to mention. In addition to the work referenced in the article, we instead consider a number of representative references from the areas of autonomy, cooperative multi-robot systems, task allocation from a robotic perspective, and auctions.
The concept of autonomy has a long and active history in multi-agent systems [44, 47] . One early driving force was space missions that focused on the problem of interaction with autonomous agents and the adjustability of this autonomy [4, 26] . Later, Hexmoor and McLaughlan argue that reasoning about autonomy is an integral component of collaboration among computational units [45] . Hexmoor also argues that trust is essential for autonomy [46] . According to his definition, the autonomy of an agent A with respect to a task t is the degree of self-determination the agent possesses to perform the task. This is similar to the view on autonomy in our approach, where the level of autonomy for an agent is dependent on the strictness of the constraints on the tasks that are delegated to the agent.
Cooperative multi-robot systems have a long history in robotics, multi-agent systems and AI in general. One early study presented a generic scheme based on a distributed plan merging process [2] , where robots share plans and coordinates their own plans to produce coordinated plans. In our approach, coordination is achieved by finding solutions to a distributed constraint problem representing the complex task, rather than by sharing and merging plans. Another early work is ALLIANCE [57] , which is a behavior-based framework for instantaneous task assignment of loosely coupled subtasks with ordering dependencies. Each agent decides on its own what tasks to do based on its observations of the world and the other agents. Compared to our approach, this is a more reactive approach which does not consider what will happen in the future. M+ [3] integrates mission planning, task refinement and cooperative task allocation. It uses a task allocation protocol based on the Contract Net protocol with explicit, predefined capabilities and task costs. A major difference to our approach is that in M+ there is no temporally extended allocation. Instead, robots make incremental choices of tasks to perform from the set of executable tasks, which are tasks whose prerequisite tasks are achieved or underway. The M+CTA framework [1] is an extension of M+, where a mission is decomposed into a partially ordered set of high-level tasks. Each task is defined as a set of goals to be achieved. The plan is distributed to each robot and task allocation is done incrementally like in M+. When a robot is allocated a task, it creates an individual plan for achieving the task's goals independently of the other agents. After the planning step, robots negotiate with each other to adapt their plans in the multi-robot context. Like most negotiation-based approaches, M+CTA first allocates the tasks and then negotiates to handle coordination. This is different from our approach which finds a valid allocation of all the tasks before committing to the allocation. ASyMTRe [58] , uses a reconfigurable schema abstraction for collaborative task execution providing sensor sharing among robots, where connections among the schemas are dynamically formed at runtime. The properties of inputs and outputs of each schema is defined and by determining a valid information flow through a combination of schemas within, and across, robot team members a coalition for solving a particular task can be formed. Like ALLIANCE, this is basically a reactive approach which considers the current task, rather than a set of related tasks as in our approach. Other Contract-Net and auction-based systems similar to those described above are COMETS [53] , MURDOCH system [39] , Hoplites [49] and TAEMS [12] .
Many task allocation algorithms are, as mentioned above, auction-based [13, 39, 49, 63, 71, 72] . There, tasks are auctioned out and allocated to the agent that makes the best bid. Bids are determined by a utility function. The auction concept decentralizes the task allocation process which is very useful especially in multi-robot systems, where centralized solutions are impractical. For tasks that have unrelated utilities, this approach has been very successful. The reason is that unrelated utilities guarantees that each task can be treated as an independent entity, and can be auctioned out without affecting other parts of the allocation. This means that a robot does not have to take other tasks into consideration when making a bid. More advanced auction protocols have been developed to handle dependencies between tasks. These are constructed to deal with complementarities. Examples are sequential single item auctions [50] and combinatorial auctions [64] . These auctions typically handle that different combinations of tasks have different bids, which can be compared to our model where different sets of allocations result in different restrictions to the constraint network between the platforms.
The sequential single item (SSI) auction [50] is of special interest since it is similar to our approach. In SSI auctions, like our task allocation approach, tasks are auctioned out in sequence, one at a time to make sure the new task fits with the previous allocations. The difference is what happens when there is no agent that can accept the next task. In SSI auctions common strategies are to return a task in exchange for the new task or to start exchanging tasks with other agents. This is basically a greedy approach which is incomplete. Our approach on the other hand uses backtracking which is a complete search procedure. Normally SSI auctions are applied to problems where it is easy to find a solution but it is hard to find a good solution. When allocating the tasks in a TST it is often hard to find any solution and SSI auctions are therefore not appropriate.
Combinatorial auctions deal with complementarities by bidding on bundles containing multiple items. Each bidder places bids on all the bundles that are of interest, which could be exponentially many. The auctioneer must then select the best set of bids, called the winner determination problem, which is NP-hard [64] . Since all agents have to bid on all bundles, in our case tasks, they could accept in one round it means that even in the best case there is a very high computational cost involved in using combinatorial auctions. Another weakness is that they do not easily lend themselves to a recursive process where tasks are recursively decomposed and allocated. Our approach, on the other hand, is suitable for recursive allocation and by using heuristic search will try the most likely allocations first which should result in much better average case performance.
Collaborative robotic systems have much to gain by leveraging results from the area of multi-agent systems and in particular agent-oriented software engineering. Agentoriented software engineering has much to gain by using collaborative robotic systems as a testbed. We have proposed and specified a formally grounded generic collaborative system shell for robotic systems and human operated ground control systems. The software engineering approach is based on the FIPA Abstract Architecture and uses JADE to implement the system shell. The system shell is generic in the sense that it can be integrated with legacy robotic systems using a limited set of assumptions. Collaboration is formalized in terms of the concept of delegation and delegation is instantiated as a speech act. The formal characterization of the Speech act has a BDI flavor and KARO, which is an amalgam of dynamic logic and epistemic/doxastic logic, is used in the formal characterization. Tasks are central to the delegation process. Consequently, a flexible, specification language for tasks is introduced in the form of Task Specification Trees. Task Specification Trees provide a formal bridge between the abstract characterization of delegation as a speech act and its implementation in the collaborative system shell. Using this idea, the semantics of both delegation and tasks is grounded in the implementation in the form of a distributed constraint problem which when solved results in the allocation of tasks and resources to agents. We show the potential of this approach by targeting a real-life scenario consisting of UAV's and human resources in an emergency services application. The results described here should be considered a mature iteration of many ideas both formal and pragmatic which will continue to be pursued in additional iterations as future work.
