INTRODUCTION
Let k be an infinite perfect field and let X = Spec R, where R is the localization of a k-algebra B of finite type with respect to a regular prime ideal p ∈ Spec B. Let D be a divisor on X with a decomposition D = ∪ t i=1 D i into its irreducible components D i such that each D i is nonsingular and they intersect transversally. Consider Y = X − D, a deleted neighbourhood of the closed point x 0 of X. Let E be a vector bundle on Y . In this set up, E is trivial in the following cases : (i) dim(X) ≤ 3 (Gabber [Ga1] ) ; (ii) t = 1 (Bhatwadekar-Rao [BR] ) ; (iii) rank E ≥ min{[ dim R 2 ], t} (Rao [Ra1] ). The above exposition is borrowed from a paper of Nisnevich [Ni] , which contains some beautiful applications of these 'purity theorems'. In the same set up, now let y ∈ Y be a closed point and let m y be the corresponding maximal ideal of O Y,y . It is natural to ask whether m y is a complete intersection. Observing that the conormal bundle m y /m 2 y is trivial, we consider a more general situation : Let I be the defining ideal of a closed subscheme Z of Y such that the conormal bundle I/I 2 (defined on Z) is trivial. Is I a complete intersection? The questions we are addressing in this paper are a little stronger in nature : Can a given basis of I/I 2 be lifted to a minimal set of generators of I?
We remark that with the hypothesis on X, each component D i is defined by a single equation f i which vanishes at the closed point x 0 of X. Let m be the maximal ideal at x 0 . The condition of transversality of intersection of D i 's is equivalent to saying that the images of f 1 , · · · , f t in the A/m-vector space m/m 2 are linearly independent. Keeping this discussion in mind, we now give an excerpt of our main results in commutative algebraic terms (see 4.2, 4.3, 4.4) . Theorem 1.1. Let (R, m) be a regular local ring of dimension d which is essentially of finite type over a field k (not necessarily perfect) such that the residue field of R is infinite. Let f 1 , · · · , f t ∈ R be part of a regular system of parameters of R. Let n be an integer such that 2n ≥ d + 1 and I ⊂ R f 1 ···ft be an ideal of height n. Suppose it is given that I = (a 1 , · · · , a n ) + I 2 . Then, there exist b 1 , · · · , b n such that I = (b 1 , · · · , b n ) with b i − a i ∈ I 2 in the following cases :
(1) t = 1; (2) n = d − 1 and 1 ≤ t ≤ d; (3) In general, n ≥ max{ d+1 2 , t + 2}.
Our quest began with the case t = 1 and it goes back to the celebrated paper of Quillen [Qu] . Let (R, m) be a regular local ring and f ∈ m m 2 be a regular parameter. Quillen asked whether all finitely generated projective R f -modules are free. Although the question is still open, it has an affirmative answer for equicharacteristic regular local rings, thanks to the works of Gabber [Ga1] , Bhatwadekar-Rao [BR] , Popescu [Sw2] . Motivated by this phenomenon, we started wondering whether the n-th Euler class groups E n (R f ) are trivial, where 2n ≥ dim(R f ) + 3. Readers familiar with the definition of the Euler class groups will realize that Theorem 1.1 (1) precisely affirms that. Then we proved that the 'top' Euler class groups E d−1 (R f 1 ···ft ) are also trivial for 1 ≤ t ≤ d (statement (2) above). The general result is somewhat restricted in the sense that we need t ≤ n − 2. In the later part of Section 4 we observe that the above results can be easily extended to regular semilocal rings (with infinite residue fields) essentially of finite type over an infinite perfect field.
We shall urge readers unfamiliar with the Euler class groups to have a quick glance at (2.8) which is just enough to follow the above discussion. Also, we have consciously presented our results and proofs in a way so that a prior knowledge of the Euler class groups is not necessary to understand most of this article.
The method of proof of our main results follows the 'standard' technique of reducing the question to probably the simplest case when R is the localization of a polynomial ring
] is a monic irreducible polynomial, and the regular parameters are the coordinate functions. Lindel [Li] used this technique to prove the famous Bass-Quillen conjecture in the geometric case. To achieve our goal, we need a refined version of Lindel's method as available in Nashier [Na] (see Section 2 for detailed statement). Similar reductions can be seen in application in two of the papers mentioned above ( [BR, Ra1] ), and also in the paper of MandalVarma [MV] .
In [Du] , Dutta improved Nashier's result to the case when the regular local ring is smooth and essentially of finite type over an excellent discrete valuation ring (DVR) and in Section 5 we use Dutta's result to prove (5.2), a theorem similar to (1.1) for such rings. Acknowledgements : I am indebted to S. M. Bhatwadekar for kindly sharing his ideas with me. I sincerely thank S. M. Bhatwadekar and Ravi Rao for always answering all my queries, patiently and promptly. I sincerely thank the referee for going through the manuscript with great care. A detailed list of corrections and suggestions by the referee improved the exposition significantly.
PRELIMINARIES
All the rings considered in this paper are commutative and Noetherian. By the dimension of a ring we mean the Krull dimension, which is assumed to be finite. Modules are assumed to be finitely generated. Definition 2.1. (Analytic isomorphism) : Let φ : S −→ R be a homomorphism of rings and f ∈ S be a non-zerodivisor such that : (1) φ(f ) ∈ R is a non-zerodivisor; (2) S/f S R/φ(f )R, induced by φ. Then S is the fibre product of S f and R over R f and we say that S φ −→ R is analytically isomorphic along f . Example 2.2. Let R be a ring and f, g ∈ R be non-zerodivisors such that f R + gR = R. Then R −→ R g is analytically isomorphic along f . Example 2.3. Let (R, m) be a local ring. A monic polynomial F ∈ R[X] is called a Weierstrass polynomial if F = X n + a 1 X n−1 + · · · + a n , where a i ∈ m for 1 ≤ i ≤ n. It can be easily checked (see [Na, 1.7] for a proof) that
We will need the following easy lemma. For a proof the reader may look at [Na] .
Lemma 2.4. Let K be an infinite field and F ∈ K[X 1 , · · · , X n ] be a non-zero homogeneous polynomial. Then there is a homogeneous change of variables which transforms F to a monic polynomial (up to a unit) in one of the variables.
Remark 2.5. In fact one can prove more generally (as shown in the proof of [Na, 1.9] ) that if R is a local ring and F ∈ R[X 1 , · · · , X n ] is a non-zero form which represents a unit in R, then there is a homogeneous change of variables which transforms F to a monic polynomial (up to a unit) in one of the variables. We shall need this observation later.
We are now going to state a theorem of Nashier which is crucial to this paper. The following form is implicit in [Na, Proof of Theorem 2.8].
Theorem 2.6. [Na] Let (R, m) be a regular local ring of dimension d which is essentially of finite type over a perfect field k. Let g be any element of m 2 . Let (g, f 1 , · · · , f t ) be a sequence in R with f 1 , · · · , f t part of a minimal set of generators of m modulo m 2 , where 1 ≤ t ≤ d − 1. Then there exists a field K ⊇ k and a regular local ring S (subring of R) such that
Moreover, if R has infinite residue field, then K is also infinite.
The following result, due to Mandal [Ma] , is crucial to this paper.
Theorem 2.7. [Ma, Theorem 1 .2] Let A be a commutative Noetherian ring and I ⊂ A[T ] be an ideal containing a monic polynomial. Suppose it is given that
Let A be a commutative Noetherian ring of dimension d ≥ 2. The definition of the d-th Euler class group E d (A) can be found in [BS2] . Let n be an integer such that 2n ≥ d + 3. For the definition of the n-th Euler class group E n (A), we request the reader to look at [BS3] . We only record the following remark on the Euler class groups which is relevant to this paper. Remark 2.8. Let A be a commutative Noetherian ring of dimension d and let n be an integer such that 2n ≥ d + 3. Then each element of E n (A) can be represented by a pair (I, ω I ), where I ⊂ A is an ideal of height n and ω I is a surjection ω I : (A/I) n I/I 2 . For any such pair, (I, ω I ) = 0 in E n (A) if and only if ω I has a lift to a surjection θ : A n I. Similar result holds in the case n = d = 2.
ON GABBER'S THEOREM
The following result is an analogue of Gabber's theorem [Ga1] . The proof is easy and we only require the ring R to be any regular local ring of dimension 3. We may recall that Gabber proved that if (R, m) is a regular local ring and f ∈ m m 2 then all projective R f -modules are free.
Theorem 3.1. Let (R, m) be a regular local ring of dimension 3 and f ∈ m m 2 be a regular parameter. Let I ⊂ R f be an ideal of height 2 such that I = (a 1 , a 2 )+I 2 . Then there exist b 1 , b 2 such that I = (b 1 , b 2 ) where a i − b i ∈ I 2 for i = 1, 2.
Proof. Applying [BS2, Lemma 2.11] we can find e ∈ I 2 such that I = (a 1 , a 2 , e) where e(1−e) ∈ (a 1 , a 2 ). Therefore, I 1−e = (a 1 , a 2 ). Consider two surjections : α : (R f (1−e) ) 2 I 1−e given by α((1, 0)) = a 1 , α((0, 1)) = a 2 and β : (R f e ) 2 I e (= R f e ) given by β((1, 0)) = 1, β((0, 1)) = 0. Note that (a 1 , a 2 ) is a unimodular row in R f e(1−e) . As any unimodular row of length two can be completed to a 2 × 2 matrix of determinant 1, a standard patching argument implies that there is a projective R f -module P of rank 2 such that P maps onto I. By Gabber's theorem P is free. Therefore, I is generated by two elements, say, I = (h 1 , h 2 ).
Moreover, by Gabber's theorem it follows that stably free R f -modules of rank 2 are free. In other words, R 2 f is cancellative. Since dim R f = 2, we may now appeal to [Bh, Lemma 3 .2] to conclude that there exist b 1 , b 2 such that I = (b 1 , b 2 ) where a i − b i ∈ I 2 for i = 1, 2.
Remark 3.2. The above proof actually establishes a more general result : Let A be any ring (not necessarily regular) of dimension 2 such that every projective A-module of rank 2 is free. Then given any ideal J ⊂ A of height 2 and a surjection α : A 2 J/J 2 , there exists a surjection θ : A 2 J which lifts α.
Example 3.3. Both Gabber's theorem and Theorem 3.1 are not true if we invert arbitrary f ∈ R. To see this, we consider a standard example. Let
is a unimodular row over R f and therefore it defines a stably free R f -module P of rank 2. As the tangent bundle to the real 2-sphere is not free, it can be deduced (see [Sw1, 2.4] ) that P is not free (equivalently, P does not have a unimodular element). Now let α : P J be a surjective R f -linear map where J ⊂ R f is an ideal of height 2 (such an α exists by a theorem due to Eisenbud-Evans [EE] ). Let α : P/JP J/J 2 be the surjection induced by α. Fix an isomorphism χ : R f ∧ 2 (P ) and choose an isomorphism
J/J 2 then the Euler class of P is e(P, χ) = (J, ω J ) in E 2 (R f ) (for the definition of the Euler class, see [BS2] ). Since P does not have any unimodular element, by [BS2, Corollary 4 .4] we have e(P, χ) = 0 and therefore by [BS2, Theorem 4.2] it follows that ω J cannot be lifted to a surjection θ : R 2 f J. This shows that (3.1) does not hold for J. One can further ask whether every ideal of height 2 in R f is at least a complete intersection (as we can see that P maps onto complete intersection ideals, namely, (Y, Z)). Even that is not true. To see this, consider the set of all the ideals I of R f of height 2, each of which is surjective image of P (P as above). If each of these ideals is a complete intersection then since R f is an essentially affine domain over R, it follows from [BS2, Theorem 5.9 ] that P has a unimodular element. This is a contradiction. Therefore, there exists an ideal I of R f of height 2 such that I/I 2 is generated by 2 elements but I is not 2-generated.
We shall now derive some consequences of Gabber's theorem and Theorem 3.1. Before proceeding, the following remark is in order.
Remark 3.4. Let (R, m) be a regular local ring of dimension 3 and let f ∈ m m 2 . Consider a projective R f [T ]-module P . Let n be a maximal ideal of R f . Then (R f ) n = R n is a regular local ring of dimension 2 and therefore by a result of Murthy [Mu] , P ⊗ R n [T ] is a free R n [T ]-module. By Quillen's local global principle it follows that P is extended from R f . Now applying Gabber's theorem we conclude that P is a free R f [T ]-module.
Let (S, m) be a regular local ring of dimension 2. By [Mu] any projective
Then it is easy to see that I is generated by 2 elements. We now prove the following corollary, which is a version of [BS1, 3.16] for arbitrary regular domains. The main idea of the proof is taken from [Da1, 7 .1].
Corollary 3.5. Let R be a regular domain of dimension 2 and I ⊂ R[T ] be an ideal of height 2 such that ht I(0) ≥ 2 and I = (
, where bar denotes modulo I 2 ; and (3)
Proof. Again, it follows easily using a standard patching argument that there is a projective R[T ]-module P of rank 2 with trivial determinant mapping onto I. Let α : P I be the surjection. Fix an isomorphism χ :
∧ 2 P . Since P/IP is free, α and χ induce a set of generators of I/I 2 , say,
It follows from [Bh, 2.2] that there is a matrix σ ∈ GL 2 (R[T ]/I) with determinant (say) F such that (F 1 , F 2 ) = (G 1 , G 2 )σ. Now applying ( [BS2] , 2.7, 2.8), we see that, there exists a projective R[T ]-module P 1 of rank 2 having trivial determinant, a trivialization χ 1 of ∧ 2 P 1 , and a surjection β : P 1 I such that if the set of generators of I/I 2 induced by β and
Therefore, it follows that the two set of generators, (F 1 , F 2 ) and (H 1 , H 2 ) of I/I 2 are connected by a matrix in SL 2 (R[T ]/I). Now as R is regular, P 1 is extended from R, say,
. Since Q 1 maps onto I(0), we see that if I(0) = R then Q 1 is free and consequently P 1 is free. In the next paragraph we show that P 1 is free also when I(0) is proper.
As dim(R) = 2, we can talk about the Euler classes over the ring R. Let χ 1 (0) : R ∧ 2 (Q 1 ) be induced by χ 1 and let ω I : (R[T ]/I) 2 I/I 2 be the surjection corresponding to the generators (
2 ) are connected by a matrix in SL 2 (R/I(0)), they induce the same local orientation ω I(0) of I(0). But we note that I(0) = (F 1 (0), F 2 (0)) and therefore ω I(0) is a global orientation (see Remark 2.8). In other words, (I(0), ω I(0) ) = 0 in E 2 (R). Therefore, it follows from [BS2, Corollary 4.4] that Q 1 has a unimodular element. Since determinant of Q 1 is free, it follows that Q 1 is free and consequently, P 1 is free. This proves (1) and (2).
To prove (3), note that
by this Γ, we get the desired set of generators of I.
Corollary 3.6. Let (R, m) be a regular local ring of dimension 3 and f ∈ m m 2 .
, where bar denotes modulo I 2 ; and (c)
Proof. We have I(0) = (F 1 (0), F 2 (0)) + I(0) 2 . We first assume that I(0) is a proper ideal. By Theorem 3.1 it follows that there exists a 1 , a 2 ∈ I(0) such that
Since R f is a regular domain of dimension 2, it follows from Corollary 3.5 that there exist
It is easy to see that (H 1 , H 2 ) is the desired set of generators for I.
MAIN RESULTS
In this section we prove our main results. In view of Theorem 3.1, we may assume that the dimension of the ring R in Theorem 4.2 is at least 4. Then dim R f 1 ···ft ≥ 3 and for the integer n below we have n ≥ 3.
Definition 4.1. Let k be a field. A regular local ring R is called a regular kspot if it is the localization of an affine k-algebra B with respect to a regular prime ideal p ∈ Spec B. Theorem 4.2. Let (R, m) be a regular k-spot of dimension d with infinite residue field and n be an integer such that 2n ≥ d + 1. Let f 1 , · · · , f t ∈ R be regular parameters of R (where t ≤ n − 2), which are linearly independent modulo m 2 . Let I ⊂ R f 1 ···ft be an ideal of height n such that I = (a 1 , · · · , a n )+I 2 . Then there
(In other words, the nth Euler class group E n (R f 1 ···ft ) is trivial).
Proof. We divide the proof of the theorem into a few steps.
Step 1. Following an argument similar to Swan's, as given in [Li] , we first reduce the problem to the case when k is perfect.
We may assume that R = C p where C k[X 1 , · · · , X m ]/(g 1 , · · · , g l ) and p ∈ Spec(C). We have I = (a 1 , · · · , a n ) + I 2 . By clearing denominators if necessary, we may assume that a 1 , · · · , a n ∈ k[X 1 , · · · , X m ]. It is easy to see that there exists e ∈ I 2 such that I = (a 1 , · · · , a n , e) and e(1 − e) ∈ (a 1 , · · · , a n ). Let us assume that e(1 − e) = λ 1 a 1 + · · · + λ n a n where λ i ∈ R f 1 ···ft . Now let k 0 be the prime field of k. As in Swan's argument (see [Li] ), there exists a finitely generated field extension k of k 0 contained in k and a regular k -spot (R , m ) containing f 1 , · · · , f t , g 1 , · · · , g l , a 1 , · · · , a n , e, λ 1 , · · · , λ n such that
(1) R → R and dim R = dim R (2) f 1 , · · · , f t ∈ R are regular parameters of R which are linearly independent modulo m 2 ;
Consider the ideal I = (a 1 , · · · , a n , e) in R f 1 ···ft . Note that the relation e(1 − e) = λ 1 a 1 + · · · + λ n a n is retained in R f 1 ···ft . Therefore, I = (a 1 , · · · , a n , e − λ 1 a 1 − · · · − λ n a n ) = (a 1 , · · · , a n , e 2 ), which shows that I = (a 1 , · · · , a n ) + I 2 . We also note that I R f 1 ···ft = I.
To prove the theorem, it is enough to prove that there exist
We may further note that R is also a regular k 0 -spot. Therefore, from the above discussion we may assume that k is perfect to start with.
Step 2. Consider I ∩ R. Since ht(I ∩ R) = n ≥ t + 2, we can find an
) a regular sequence. Since R is local, it follows that (g, f 1 , · · · , f t ) is also a regular sequence. As k is perfect, by (2.6), there exists a field K ⊃ k and a regular
Therefore, S Z 1 ···Zt → R f 1 ···ft is analytically isomorphic along h. Let I 1 = I ∩ S Z 1 ···Zt . By properties of analytic isomorphism it follows that S Z 1 ···Zt /I 1 R f 1 ···ft /I and since h ∈ I, we have I 1 /I 2 1 I/I 2 . Therefore, corresponding to the given set of generators of I/I 2 , we have a set of generators of I 1 /I 2 1 . Calling them α 1 , · · · , α n we have :
Clearly, since I 1 R f 1 ···ft = I, it is enough to show that there exist β 1 , · · · , β n ∈ I 1 such that
Step 3. Consider the ideal
Therefore, by [Na, Proposition 1.11], it contains a nonzero form F in Z t , · · · , Z d−1 . We may assume that Z t does not divide
Note that G is also a form. As F and G are associates in S Z 1 ···Zt , it follows that G ∈ I 1 and therefore
and we can work with G).
Since R has infinite residue field, it follows that K is infinite (see 2.6). Therefore, F 1 represents a unit and we may make a homogeneous change of variables (see 2.4), involving only Z t+1 , · · · , Z d−1 , and assume that, up to a unit, F is a monic polynomial in some variable
(Here 'hat' over a variable means dropping that variable). We note that F remains homogeneous and that F still belongs to I 1 .
Without loss of any generality, we assume that F is monic in Z t+1 . If
] is a Weierstrass polynomial. Therefore we have an analytic isomorphism (see 2.3)
We further obtain an analytic isomorphism A Z 1 ···Zt [Z t+1 ] → S Z 1 ···Zt which is induced by the above one.
Recall that we have I 1 = (α 1 , · · · , α n ) + I 2 1 and we wanted to prove that there exist β 1 , · · · , β n ∈ I 1 such that I 1 = (β 1 , · · · , β n ) where
. By properties of analytic isomorphism, we have A Z 1 ···Zt [Z t+1 ]/(F ) S Z 1 ···Zt /(F ) and since F ∈ I 1 , we have I 1 /I 2 1 I 2 /I 2 2 . Therefore, corresponding to α 1 , · · · , α n we have a set of generators of I 2 /I 2 2 , say, given by
and it is enough to prove that there exist
. Since I 2 contains a monic polynomial and 2n ≥ d + 1, a theorem of Mandal (2.7) ensures that we can find such b 1 , · · · , b n . This finishes the proof.
Taking t = 1 in the above theorem we obtain the following corollary, which is an analogue of Quillen's question discussed in the introduction. Corollary 4.3. Let (R, m) be a regular k-spot of dimension d with infinite residue field. Let f ∈ m m 2 be a regular parameter. Let n be an integer such that 2n ≥ d + 2. Then the nth Euler class group E n (R f ) is trivial.
In the case n = d − 1 ≥ 3, we do not need any restriction on t, as the following corollary shows.
Corollary 4.4. Let (R, m) be a regular k-spot of dimension d with infinite residue field. Let f 1 , · · · , f t ∈ R be regular parameters of R (where 1 ≤ t ≤ d), which are linearly independent modulo m 2 . Then,
Proof. To prove (1), we only recall a general result on Euler class groups which states that if B is any commutative Noetherian ring (not necessarily regular or an affine algebra) of dimension r and if S is any multiplicatively closed subset of B such that dim(B) = dim(S −1 B), then the canonical map E r (B) −→ E r (S −1 B) is a surjective group homomorphism.
As both CH 0 (R f 1 ···ft ) and E 0 (R f 1 ···ft ) are surjective images of the Euler class group E d−1 (R f 1 ···ft ), (2) and (3) follow trivially from (1). (For the definition of the weak Euler class group, see [BS2] ).
We now deduce that any zero-dimensional ideal in R f 1 ···ft is a set-theoretic complete intersection. We first need to recall the definition of reduction of an ideal. Definition 4.5. Let R be a ring . Let J ⊆ I be ideals. J is said to be a reduction of I if there exists a non-negative integer t such that I t+1 = JI t . Corollary 4.6. Let k be an infinite field and (R, m) be a regular k-spot of dimension d ≥ 3. Let f 1 , · · · , f t be regular parameters and I ⊂ R f 1 ···ft be an ideal. We write A = R f 1 ···ft . We have the following assertions.
(1) If dim(A/I) = 0, then I is a set-theoretic complete intersection.
(2) If dim(A/I) = 1 and I is a local complete intersection, then I is a settheoretic complete intersection. (3) If I is a local complete intersection ideal with dim(A/I) ≥ 1, then I is set-theoretically generated by d − 1 or less elements.
Proof.
(1) It follows from a theorem of Katz [Ka] (see proof of [HS, Theorem 8.73 (2) ]) that I has a reduction J such that J/J 2 is generated by d − 1 elements. Since J is a reduction of I, it is easy to see that √ J = √ I and ht(J) = ht(I). If d ≥ 4, applying (4.4) we see that J is generated by d − 1 elements. Therefore, I is set-theoretically generated by d − 1 elements. In the case d = 3, we apply (3.1).
(2) We have ht(I) = d − 2. If ht(I) = 1, the result easily follows. Therefore, let ht(I) ≥ 2. It follows from the famous Ferrand-Szipro construction that there exists an ideal J ⊂ A such that √ I = √ J and J/J 2 is a free A/Jmodule of rank d − 2. In the cases when (4.2) is applicable on J, we may appeal to (4.2) and conclude that J is a complete intersection. Otherwise, let J = (a 1 , · · · , a d−2 ) + J 2 and consider
It follows from an argument of Boratynski that J 1 is surjective image of a projective Amodule P of rank d − 2. By [Ra1] , P is free. Therefore, J 1 is generated by d − 2 elements and we are done. 
Proof. Let n be the maximal ideal of S. Let R denote the local ring obtained from S[T −1 ] by localizing at the maximal ideal m = (n, T −1 ) and let f = T −1 . Then since S is regular, R is a regular local ring (of dimension d + 1) and f is a regular parameter of R. Moreover, R f = S(T ), where S(T ) is the ring obtained from S[T ] by inverting all the monic polynomials.
We have
Since S is local, conclusion of the corollary now follows from [BK, 4.6] .
The following corollary is an improvement of [MV, Theorem 4] . The proof is the same as that of (4.8).
Corollary 4.9. Let (S, m) be a regular k-spot of dimension d with infinite residue field and n be an integer such that 2n ≥ d + 3. Let I ⊂ S[T ] be an ideal of height
Before proceeding further, we need to recall a result (Theorem 4.10 below). First, we fix some notations.
Let A be a Noetherian ring of dimension d and n be an integer such that 2n ≥ d+3. Let I ⊂ A[T ] be an ideal of height n such that there is a surjection α : A[T ] n I/(I 2 T ). Now consider the set
n I s such that θ lifts α s }.
We now quote the following result due to Bhatwadekar and Keshari [BK] .
Theorem 4.10. Let A be a regular domain of dimension d containing a field and n be an integer such that 2n ≥ d + 3. Let I ⊂ A[T ] be an ideal of height n such that there is a surjection α :
Remark 4.11. The above theorem, in the form quoted here, has been presented in [DS] where we called N (I; α) the Nori ideal of the pair (I; α). The proof is implicit in the proof of [BK, Theorem 4.13] .
The next result answers a question of Nori in a little more generality than [BK] (we will prove another version in (5.5)). This theorem is the "'global" version of (4.9) and can be deduced easily from (4.9) and (4.10) using a standard local-global argument.
Theorem 4.12. Let A be a regular ring of dimension d which is essentially of finite type over a field k such that A has infinite residue fields and let n be an integer such that 2n ≥ d + 3. Let I ⊂ A[T ] be an ideal of height n such that
We now consider ideals in a polynomial extension of R f 1 ···ft . Theorem 4.13. Let k be an infinite field and (R, m) be a regular k-spot of dimension d. Let n be an integer such that 2n ≥ d + 2. Let f 1 , · · · , f t ∈ R be regular parameters of R (where t ≤ n − 2), which are linearly independent modulo m 2 .
Proof. Since k is infinite, we can find λ ∈ k such that I(λ) is either an ideal of R f 1 ···ft of height n or I(λ) = R f 1 ···ft . Changing X to X − λ we may assume that I(0) is either of height n or I(0) = R f 1 ···ft .
We first assume that I(0) is a proper ideal. Applying (4.2) it follows that there exist a 1 , · · · , a n ∈ I(0) such that I(0) = (a 1 , · · · , a n ) where a i −F i (0) ∈ I(0) 2 . We can then apply [BS1, 3.9] and find H 1 , · · · , H n ∈ I such that I = (H 1 , · · · , H n ) + (I 2 X) such that H i − F i ∈ I 2 . On the other hand, if I(0) = R f 1 ···ft , then also we can find such H 1 , · · · , H n .
Let n be any maximal ideal of R f 1 ···ft . Then (R f 1 ···ft ) n = R n and R n is a regular local domain of dimension d − 1 which is essentially of finite type over k. Applying (4.9) it follows that I n = (β 1 , · · · , β n ) such that β i − H i ∈ (I 2 X) n . Now using (4.10) and a local-global argument the result easily follows.
4.1. The semilocal case. We now briefly indicate how our main results can be generalized to a semilocal regular domain R (with infinite residue fields) which is essentially of finite type over an infinite perfect field k. Instead of repeating the proof here, we shall only give an outline. Recipe being the same, a diligent reader should be able to bake a proof in this case.
We start with two easy lemmas. The proofs are left to the reader. (
(2) The images of f 1 , · · · , f d in R m j form a system of regular parameters for each j ∈ {1, · · · , r}.
Lemma 4.15. Let A be a semilocal ring and let J be its Jacobson radical. Let X be an indeterminate. Let F ∈ A[X] be a monic polynomial of the form F (X) = X l + a 1 X l−1 + · · · + a l , where a i ∈ J (We may call such a polynomial a semi-Weierstrass polynomial) .
is analytically isomorphic along F .
We shall have the following set up for the rest of this section. For 1 ≤ t ≤ d − 1, let f 1 , · · · , f t ∈ J be such that the images of f 1 , · · · , f t in R m i form a part of a regular system of parameters for each j ∈ {1, · · · , r}.
The following result is a variant of Nashier's result (2.6), as stated in [BS1, 2.12] . A much more general result of similar flavour can be found in [Ga2, CHK] .
Theorem 4.17. Let R, J, f 1 , · · · f t be as in (4.16) and let g ∈ J 2 be such that (g, f 1 , · · · f t ) is an R m j -sequence for each 1 ≤ j ≤ r and 1 ≤ t ≤ d − 1. Then there exists a regular semilocal ring (subring of R) such that
are distinct irreducible monic polynomials; (3) S → R is an analytic isomorphism along h for some h ∈ gR ∩ S; (4) We may assume
The semilocal version of (4.2) is as follows.
Theorem 4.18. Let R, J be as in (4.16). Let n be an integer such that 2n ≥ d + 2 and let I ⊂ R f 1 ···ft be an ideal of height n, where t ≤ n − 2 and f 1 , · · · , f t ∈ J form a part of a regular system of parameters of R m j for each j ∈ {1, · · · , r} . Suppose it is given that I = (a 1 , · · · , a n ) + I 2 . Then there exists
THE CASE OF DVR
We shall use the following theorem of S. P. Dutta to prove our next set of results. This result of Dutta is an improvement of Nashier's result stated as Theorem 2.6 in this paper.
Theorem 5.1. [Du, Theorem 1.3 ] Let (R, m, k) be a regular local ring of dimension d + 1, essentially of finite type and smooth over an excellent DVR (V, π) such that k is infinite and is separably generated over V /πV . Let a ∈ m 2 be such that a ∈ πR (i.e., {π, a} form an R-sequence). Assume further that (a, f 1 , · · · , f t ) is a sequence in R, where 1 ≤ t ≤ d − 1, with f 1 , · · · , f t part of a minimal set of generators of m modulo m 2 . Then there exists a regular local ring (S, n, k) ⊂ (R, m, k) such that
, where φ is a monic irreducible polynomial in W [Z d ] and (W, π) is an excellent DVR contained in R. Moreover, R is anétale neighbourhood of S. (2) We may assume that Z i = f i for 1 ≤ i ≤ t.
(3) There exists an element h ∈ S ∩ aR such that S/hS −→ R/aR is an isomorphism. Furthermore, hR = aR.
Theorem 5.2. Let (R, m, k) be a regular local ring of dimension d + 1, essentially of finite type and smooth over an excellent DVR (V, π) such that k is infinite and is separably generated over V /πV . Let n be an integer such that 2n ≥ d + 3. Let f 1 , · · · , f t ∈ R be regular parameters of R (where t ≤ n − 2). Let I ⊂ R f 1 ···ft be an ideal of height n. Suppose it is given that I = (a 1 , · · · , a n ) + I 2 . Then there
Proof. The proof is along similar lines as (4.2), with some subtle modifications. Details of these modifications will be discussed but for other portions we shall only give a sketch. First of all, if one of f 1 , · · · , f t is π, we are reduced to the field case (4.2). Therefore, we assume that none of f 1 , · · · , f t is π.
Consider J = I ∩ R. We have ht(J) = n ≥ t + 2. Since both πR and (f 1 , · · · , f t )R are prime ideals of R, we can find a ∈ J ∩ m 2 such that a ∈ πR and a ∈ (f 1 , · · · , f t )R. Therefore, (f 1 , · · · , f t , a) is an Rsequence and since R is local, (a, f 1 , · · · , f t ) is also an R-sequence. By (5.1), there exists a regular local ring (S, n, k 
is an excellent DVR contained in R. Moreover, S → R is analytically isomorphic along h for some h ∈ aR ∩ S. Also, we may assume that f i = Z i for i = 1, · · · , t. Therefore, S Z 1 ···Zt → R f 1 ···ft is analytically isomorphic along h. Let I 1 = I ∩ S Z 1 ···Zt . Then I 1 /I 2 1 I/I 2 and as in (4.2) it is enough to prove the theorem for I 1 and S Z 1 ···Zt , in place of I and R f 1 ···ft .
Suppose that we have I 1 = (α 1 , · · · , α n ) + I 2 1 . Let 'bar' denote reduction modulo the ideal (π). Then ht(I 1 ) ≥ n − 1 and we have I 1 = (α 1 , · · · , α n ) + I 1 2 . There exists s ∈ I 1 2 such that I 1 = (α 1 , · · · , α n , s). Adding suitable multiples of s to α 1 , · · · , α n , if necessary, we can conclude by [EE, Theorem A] that there is an ideal L ⊆ S Z 1 ···Zt such that :
Let us first assume that L is proper and ht
, where k is the residue field of W , which is same as the residue field of R and is infinite. Therefore, applying (4.2), we conclude that α 1 , · · · , α n can be lifted to a set of n generators of L. We can now apply [DS, Proposition 3.3 ] to see that there exist γ 1 , · · · , γ n such that I 1 = (γ 1 , · · · , γ n ) where γ i − α i ∈ I 1 2 . We note that such a conclusion holds trivially if L is not
proper. As a consequence, we have I 1 = (γ 1 , · · · , γ n ) + I 2 1 ∩ (π). There exists c ∈ I 2 1 ∩ (π) such that I 1 = (γ 1 , · · · , γ n , c). Adding suitable multiples of c to γ 1 , · · · , γ n if necessary, we may apply [EE, Theorem A] and see that there exists an ideal M ⊆ S Z 1 ···Zt such that : (1) I 1 ∩ M = (δ 1 , · · · , δ n ), where δ i − γ i ∈ I 2 1 ; (2) ht(M ) ≥ n; (3) M + I 2 1 ∩ (π) = S Z 1 ···Zt . We note that M = (δ 1 , · · · , δ n ) + M 2 and in view of [BS3, Subtraction principle] , it is enough to show that δ 1 , · · · , δ n can be lifted to a set of generators of M .
We consider the ideal N = M ∩W [Z t , · · · , Z d−1 ]. Then ht(N ) ≥ n−t ≥ 2. By [Na, Proposition 1.11] , N contains a non-zero form F in W [Z t , · · · , Z d−1 ]. We may write F = π l F , where l ≥ 0 and F ∈ πW [Z t , · · · , Z d−1 ]. We may assume that Z t does not divide F in W [Z t , · · · , Z d ]. Now M contains F = π l F . Let P be any prime ideal of S Z 1 ···Zt containing M . Since M + πS Z 1 ···Zt = S Z 1 ···Zt , it follows that F ∈ P. Therefore, √ M contains F and consequently, M contains a power of F , say, F , which still is a form in
, by [Na, Remark 1.14] we conclude that F represents a unit in W . We can now make a homogeneous change of variables (see Remark 2.5) and assume that F is a Weierstrass polynomial in one of the variables Z t+1 , · · · , Z d−1 . Rest of the proof is exactly the same as (4.2).
Following the same method as in (4.8) we can prove :
Corollary 5.3. Let (A, m, k) be a regular local ring of dimension d, essentially of finite type and smooth over an excellent DVR (V, π) such that A/m is infinite and is separably generated over V /πV . Let n be an integer such that 2n ≥ d + 3. Let I ⊂ A[T ] be an ideal of height n such that I = (f 1 , · · · , f n ) + I 2 . Then there exist g 1 , · · · , g n ∈ I such that I = (g 1 , · · · , g n ) where g i − f i ∈ I 2 for 1 ≤ i ≤ n.
As A is local, it is easy to deduce the following (compare it with (4.9)) :
Corollary 5.4. Let A, I, d, n be as above. Suppose it is given that I = (f 1 , · · · , f n )+ (I 2 T ). Then there exist g 1 , · · · , g n ∈ I such that I = (g 1 , · · · , g n ) where g i −f i ∈ (I 2 T ) for 1 ≤ i ≤ n.
We remark that (4.10) is true for the type of rings we are considering in this section. If one examines the proof of (4.10) (either from [BK] or [DS] ), one can see that the hypothesis "regular domain containing a field" is only used to ensure patching where certain unimodular row over B[T ] (where B is regular local ring containing a field) is required to be completable. But this is also true for the "unramified" case we are considering here (see [Po] ). Therefore, we obtain the following theorem, which answers a question of Nori (see [BK] ) for smooth finitely generated algebras. Note that for any prime p ∈ Z, the ring Z (p) is an excellent DVR.
Theorem 5.5. Let A be regular domain, which is smooth and essentially of finite type over Z, with infinite residue fields. Let dim A = d and let n be an integer such that 2n ≥ d + 3. Let I ⊂ A[T ] be an ideal of height n such that I = (f 1 , · · · , f n ) + (I 2 T ). Then there exist g 1 , · · · , g n ∈ I such that I = (g 1 , · · · , g n ) where g i − f i ∈ (I 2 T ) for 1 ≤ i ≤ n.
