Abstract-We design a distributed secondary frequency control scheme for both generators and controllable loads. The proposed scheme operates via local sensing and computation, and neighborhood communication. Equilibrium and stability analysis of the closed-loop system is performed with a power network model including turbines and governors of generators and nonlinear AC power flows. After a change in power supply or demand, the proposed scheme is able to stabilize the system, restore bus frequencies and net inter-area power exchanges, and minimize total generation cost minus user utility at equilibrium.
I. INTRODUCTION
It is important to control the frequency in power networks to keep it close to the nominal value (e.g., 60 Hz). Frequency control is traditionally performed on the generator side, and it is composed of three layers: primary, secondary and economic dispatch, which operate in concert from fast to slow timescales [1] . Among them, the secondary frequency control operates on a timescale up to a minute or so and adjusts generators within each control area in a centralized manner, to restore area frequencies and net inter-area power exchanges to their nominal values. Recent work also designed distributed secondary frequency control schemes for bulk generators [2] - [4] or microgrids [5] . These schemes are scalable, flexible and economically efficient, and show great potential for future grids with a large number of distributed energy resources.
On the other hand, flexible and controllable loads may also participate in frequency control. This idea was first proposed by Schweppe et al. [6] , and has been explored as a faster and cleaner supplement to the generator-side scheme, in order to reduce spinning reserves needed to balance intermittent and volatile renewable generations. Load-side frequency control has been studied in simulations and small-scale trials [7] - [9] . We have designed decentralized primary [10] and distributed secondary [11] load-side frequency control and analytically proved their stability under a linearized power network model. Recent work also initiated the study of joint generator and load-side distributed frequency control [12] , [13] .
In this paper, we propose a distributed secondary frequency control scheme that operates jointly on generators and loads. The proposed scheme is based on local sensing and computation, and communication between neighbors. After an unexpected change in power injection, the proposed scheme is able to stabilize the system to an equilibrium where bus frequencies and net inter-area power exchanges are restored to their nominal values, and the total generation cost minus user utility is minimized. Under mild conditions, we prove local asymptotic stability of the closed-loop system, with a relatively realistic power network model including governorturbine dynamics and nonlinear AC power flows. We demonstrate performance of the proposed scheme by simulations with a more realistic model in Power System Toolbox [14] .
Instead of jointly designing generator and load-side control using the method in this paper, we can also design just the load-side control, and keep the traditional droop control on the generator side. The stability result in this paper says that if the generator-side control satisfies a certain condition, then the closed-loop system is stable. For this reason, we formulate the equilibrium objectives of our control as an optimal load control (OLC) problem, which uses the name in our previous papers [10] , [11] . Here OLC is a class of problems for this kind of frequency control designs. It can be for primary and/or secondary frequency controls, under linear or nonlinear models, with or without design of generator-side control.
The rest of this paper is organized as follows. Section II introduces a dynamic power network model and formulates the OLC problem. Section III proposes the distributed secondary frequency control scheme. Sections IV and V perform equilibrium and stability analysis of the closed-loop system. Section VI shows the simulation results. Section VII concludes the paper and discusses future work.
II. PROBLEM FORMULATION
Let R be the set of real numbers and N the set of natural numbers. Given a finite set S ⊂ N we use |S| to denote its cardinality. For a set of scalar numbers {a i ∈ R | i ∈ S}, we use a S to denote the column vector of the a i 's; we usually drop the subscript S when S is clear from the context. For two vectors a ∈ R |S| and b ∈ R |S | , (a, b) ∈ R |S|+|S | is a column vector. Given any matrix A, we denote its transpose by A T , and its i-th row by A i . We use A S to denote the submatrix of A composed only of the rows A i for i ∈ S. The diagonal matrix of a sequence {a i , i ∈ S} is represented by diag(a S ) = diag(a i , i ∈ S), or a S for short when its meaning is clear. Finally, we use 1(0) to denote the vector/matrix of all ones (zeros), whose dimension is understood from the context.
A. Dynamic Power Network Model
We consider a classical power network model [1] described by a directed graph (N , E), where N := {1, . . . , |N |} is the set of buses (nodes) and E ⊂ N ×N is the set of transmission lines. A line is denoted interchangeably by e ∈ E, or ij ∈ E if it is directed from buses i to j. We partition the buses 978-1-4799-8428-2/15/$31.00 ©2015 IEEE N = G ∪ L where G and L are the set of generator and load buses respectively. We assume (N , E) is connected, bus voltage magnitudes |V i | = 1 pu for all i ∈ N , and all lines ij ∈ E are lossless with susceptances B ij > 0.
We introduce the following parameters and variables:
• Let bus voltage phase angles be θ := (θ i , i ∈ N ) and bus frequency deviations from the nominal value be ω := (ω i , i ∈ N ). Defineθ := T θ where
• Denote uncontrollable bus power injections by r := (r i , i ∈ N ), which is a constant such that it models the power supply or demand after an unexpected step change. Let p 
• The incidence matrix C ∈ R |N |×|E| is defined such that its (j, e)-th component C j,e = 1 if line e = jk is directed from bus j to some bus k, C j,e = −1 if e = ij is directed from some bus i to bus j, and C j,e = 0 otherwise. LetC be the reduced incidence matrix by removing the last row of C. Let line susceptances be arranged in a diagonal matrix B := diag(B ij , ij ∈ E), and line power flows be p := (p ij , ij ∈ E).
Then we haveθ
where (2) is the swing equations of generators, (3) is the power balance equations on load buses, and (4) is nonlinear AC power flow equations. Moreover, we consider a classical governorturbine model in generators [1] :
where p C i is the generator control command, a i is the position of valve, and time constants τ g,i and τ b,i characterize time-delay in governor response and fluid dynamics in the turbine respectively. By using (5)(6) we ignore the traditional droop control, since a redesign of the generator-side frequency control will be proposed below. As we will see, the redesign includes the traditional droop control as a special case.
The power network dynamics are hence described by (1)- (6) , where (p
B. Operational Constraints
We introduce some operational constraints which will be considered in the problem formulated in Section II-C.
First, the power network is partitioned into several control areas. Let K be the set of control areas, and define matrix E ∈ {0, 1} |K|×|N | such that E k,i = 1 if bus i lies in area k, and E k,i = 0 otherwise. We impose the constraint ECp =p (7) which says that the net inter-area power exchanges must be equal to their nominal valuesp :
Remark 1:
The constraint (7) can be generalized in the following way. For any given subset M ⊆ N of buses, define a row vector
If the power flow p ij on a line ij ∈ E can be expressed as
This holds if and only if line ij
itself forms a cutset of the graph. Some lines may not satisfy this condition in power transmission networks which have a mesh topology. It is our future work to explore how to impose thermal constraints on all lines.
Second, we definẽ
whereθ |N | ≡ 0 is defined for convenience. In practice, phase angles should always fall inΘ, as a security requirement [1] .
Finally, let the operating regions of generators be p 
C. Optimal Load Control Problem
Given uncontrollable power injections r ∈ R |N | , our goal is to design controllers for (p
OLC:
subject to ECp =p (10)
The objective (9) of OLC is to minimize the total generation cost G i for all i ∈ G minus total user utility U i resulting from controllable loads d i for all i ∈ N , subject to net inter-area power exchange constraint (10), bus power balance (11) , and operating regions (12) .
, for some > 0. We make the following assumptions:
be Lagrange multipliers of constraints (10), (11), and (12) respectively. We have: Proof: By Assumptions 1 and 2, OLC is a convex problem whose feasible set is nonempty and compact. Hence an optimal (p
is unique for all the optimal solutions of OLC since the objective function (9) is strictly convex in (p
Since all the constraints of OLC are affine, Assumption 2 implies zero duality gap. Clearly, the primal and dual optimal objective values are equal and finite, and hence a dual optimal solution exists [15, Ch. 5.2.3].
Proposition 1, however, guarantees neither the uniqueness of optimal p * of OLC, nor the existence ofθ * which solves power flow equations p * = B sin(C Tθ * ) for any optimal p * . Define the image set of power flow equations
We make the following assumption.
Assumption 3:
There is at least one optimal solution (p
Assumption 3 assumes existence of an optimal OLC solution which ensures feasibility and phase angle security of power flow equations. It implies uniqueness of such an optimal solution, as shown by the following proposition. 
III. DISTRIBUTED SECONDARY FREQUENCY CONTROL
Inspired by the approach in [11] , we design the following distributed control scheme for (p
where 
Assumption 1 guarantees inverse functions of G i and U
and functions p C G (·) and d(·) are Lipschitz on R such that the system described by (1)- (6) and (14)-(17) has a unique trajectory starting from a given initial point.
The control scheme (14)-(17) computes auxiliary variables λ, φ ∈ R |N | and π ∈ R |K| in real time. We use the same notations λ, π for the auxiliary variables and the dual variables of OLC, for the reason which will become clear in Section IV. The proposed scheme is distributed in that it operates via local sensing and computation, and communication between neighbors. In (15), each bus i ∈ N computes λ i by locally sensing ω i and the total power flow out of i, and receiving φ j from its neighbors j. In (16), each area k ∈ K computes π k by monitoring the differences of φ across lines connecting area k with other areas. It then broadcasts π k to all the buses in area k. In (17), each bus i ∈ N computes φ i from its local λ i and the π k it receives. The centralized computation and broadcast of π k within each area k are only needed when we impose net inter-area power exchange constraints.
For simplicity of the following study, we defineφ := T φ where T is defined in Section II-A, such thatφ i = φ i − φ |N | for i = 1, . . . , |N | − 1. We also define a constantφ |N | ≡ 0. By (2)(3), equations (14)- (17) can be rewritten as
The system described by (1)- (6) and (18)- (21) is referred to as the closed-loop system.
IV. EQUILIBRIUM ANALYSIS
We first show the following lemma on equilibrium condition of the closed-loop system.
Lemma 1 (Equilibrium Condition):
is an equilibrium of the closed-loop system if and only if
Proof: Proof is skipped due to space limitation.
By the equilibrium condition in Lemma 1 and the results in Section II-C, we have the following theorem.
Theorem 1 (Properties of Closed-Loop Equilibria):
Suppose Assumptions 1, 2 and 3 hold. Define E * := equilibria of (1)- (6) and (18) 
where (30) auxiliary variables λ, π, φ) , and only consider equilibria which ensure phase angle security, then the closed-loop system has a unique equilibrium. Second, this equilibrium satisfies all the requirements for secondary frequency control proposed at the beginning of Section II-C, in particular power balance, restoration of frequency and interarea power exchanges, and economic efficiency.
In Section V, we will study the stability of equilibria in a subset of E * , which is defined in the following corollary.
Corollary 1: Suppose Assumptions 1, 2 and 3, and hence Theorem 1 hold. Define
Then E * Φ is nonempty, and all the equilibria in E * Φ have the sameφ * =θ * .
Proof: Use Theorem 1, equation (25) and the fact that CB sin(C T ·) is one-to-one onΘ.
V. STABILITY ANALYSIS
We use Lyapunov method to study the stability of the closed-loop equilibria in E * Φ . Fix any equilibrium (p
* and use similar notations for deviations of other variables from this equilibrium. Defineθ ij :=θ i −θ j andφ ij :=φ i −φ j for ij ∈ E. Following [12] , we choose the following Lyapunov function candidate, which is centered at the particular equilibrium we have chosen.
where
and
for some positive definite matrices P i ∈ R 2×2 .
By proving V in (34) is a Lyapunov function under certain conditions, we have the following theorem.
Theorem 2 (Stability of Equilibria):
Suppose Assumptions 1, 2 and 3, and hence Theorem 1 and Corollary 1 hold. Suppose all of the following hold for all the equilibria in E * Φ (which have the same d * ): (34)-(36). In a neighborhood of the equilibrium, V is positive definite, and is zero only at the equilibrium [12] . Moreover, the time derivative of V 0 along any trajectory of the system iṡ
where we use ω and Δω interchangeably since ω * = 0. We get (37) by system dynamics (1)(2)(4) and (19) 
in a neighborhood of the equilibrium. By condition (iii), we can construct V i in (36) using the approach in [12] , such thaṫ
where Theorem 2 states the stability result for closed-loop equilibria which satisfyθ * =φ * ∈Θ. In practice, the initial values of θ and φ can be configured such that their trajectories are close enough to or withinΘ, if the disturbance is sufficiently small. Moreover, the conditions in Theorem 2 are satisfied in practice in the following manner: (i) the controllable loads have large enough operating regions (control capacities) such that they do not hit their bounds at equilibrium; (ii) the load control gains are large enough and (iii) the generator control gains are small enough, around the equilibrium. We remark that the condition in Theorem 2 is sufficient for stability and is conservative. It is our future work to find less conservative stability conditions.
VI. SIMULATION
We simulate the network in Fig. 1 with Power System Toolbox [14] . In the simulations, we use a more realistic Fig. 1 . The network we simulate. This figure is from [14] . model than our model in Sections II-V, including subtransient generator model, exciters and power system stabilizers, lossy lines, voltage and reactive power dynamics, et cetera. Network parameters are slightly modified from [14] .
We use generation cost functions We first compare the proposed OLC scheme with traditional automatic generation control (AGC) [1] , [3] . For simplicity, we regard the network as a single area and ignore interarea power exchange constraints, in which case AGC becomes a centralized integral control. For both OLC and AGC, all the bus frequencies are restored to 60 Hz. Fig. 2 shows the frequency of bus 12 under AGC and OLC. The control gains of AGC and OLC are tuned such that the frequency shows best transient within each case. We see that OLC improves transient frequency compared to AGC.
and user utility functions
We then look at the impact of load participation in OLC. Fig. 3 shows the frequency of bus 12 under two cases: (1) all the four generators are controlled, and (2) generators G1 and G3 and two loads on buses 4 and 14 are controlled. In both cases, OLC is used with constants a i tuned such that the aggregate control gain over the network is the same. We see that load participation in OLC improves transient frequency.
VII. CONCLUSION AND FUTURE WORK
We have designed a distributed secondary frequency control scheme which operates jointly on generators and controllable loads, based on local sensing and computation and neighborhood communication. Equilibrium and stability analysis with a relatively realistic power network model has proved that the proposed control is able to stabilize the system, restore frequency and inter-area power exchanges, and minimize total generation cost minus user utility at equilibrium, after an unexpected change in power supply or demand. Simulations with a more realistic model has confirmed the effectiveness of the proposed scheme.
In the future, we will understand more about the performance of the proposed scheme, e.g., less conservative stability conditions, attraction region, robustness to measurement and actuation delays, modeling inaccuracies and parameter and input uncertainties. Based on these understandings, we may improve the design of the current scheme.
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