In population genetics, under a neutral Wright Fisher model, the scaling parameter %=4N+ represents twice the average number of new mutants per generation. The effective population size is N and + is the mutation rate per sequence per generation. Watterson proposed a consistent estimator of this parameter based on the number of segregating sites in a sample of nucleotide sequences. We study the distribution of the Watterson estimator. Enlarging the size of the sample, we asymptotically set a Central Limit Theorem for the Watterson estimator. This exhibits asymptotic normality with a slow rate of convergence. We then prove the asymptotic efficiency of this estimator. In the second part, we illustrate the slow rate of convergence found in the Central Limit Theorem. To this end, by studying the confidence intervals, we show that the asymptotic Gaussian distribution is not a good approximation for the Watterson estimator. ]
INTRODUCTION
Recently, a new method considering intraspecific polymorphism of nucleotide sequences has been developed, using the known probability laws of genealogical trees of individuals. This is the coalescence theory introduced by Kingman (1982a, b) . The stochastic history of genes from individuals sampled in a population (and particularly the times since these samples genes has a common ancestor) can be analytically calculated using different models for the demography of the population. Kingman (1982a, b) employed a Wright Fisher model with constant population size, and Slatkin and Hudson (1991) and Austerlitz et al. (1997) extended this to expanding populations. Takahata and Slatkin (1990) and Slatkin (1995) studied subdivided populations models, and Austerlitz et al. (1997) introduced colonization processes. The shape of a genealogy depends on demography, and the mutation process within this genealogical tree allows tracking of this shape. Thus, the polymorphism of a sample should permit estimation of the demographic and genetic parameters of the populations studied.
Much data on different types of polymorphism are already available and a few estimators of demographic and genetic population parameters have been proposed. An important goal is to quantify the information contained in DNA sequences: one can ask how far back we are able to reconstruct the demographic past, and what data are necessary in terms of sample size and number of markers. Our aim here is not to call into question the elaboration of new estimators but to study the intrinsic properties of these estimators, which is a way to understand the effects of an increase of the sample size of the genes.
One of the best studied and most commonly used estimation models is that of the scaling parameter %=4N+ in the Wright Fisher demographic model with constant population size. The parameter N denotes the effective diploid population size and + the mutation rate per sequence per generation. If + is known, this allows estimation of the effective population size. Watterson (1975) proposed an estimator based on the number of segregating sites (polymorphic sites in the sampled sequences).
The favorable framework of this model stimulated the development of several analytical studies concerning the properties of this estimator. Tavare (1984) replaced the Watterson estimator in a coalescent approach, and Fu and Li (1993) proved the variance to be asymptotically equivalent to the Crame r Rao bound. Felsenstein (1992) showed a weak performance (large variance) far from asymptotics compared to phylogenetic estimators. Fu (1994a, b) and Kuhner et al. (1995) stressed this point by proposing efficient algorithms using phylogenetic reconstructions (respectively by UPGMA and by Metropolis Hastings sampling).
All these studies, by using the variance as an indicator of the performance of the estimators, implicitly assume their normality. Here we clarify this assumption of normality and discuss its consequences. In Section 1, we recall the coalescence theory together with the Watterson estimator. We prove in Section 2 the Central Limit Theorem concerning the Watterson estimator, as the sample size n goes to infinity. This establishes the asymptotic normality with a slow rate of convergence. Then, in Section 3, we use tools from the theory of asymptotic statistics to study properties concerning the asymptotic efficiency in this model and apply them to the Watterson estimator. Section 4 is devoted to empirical studies at fixed sample size. By means of computer simulations, we show that the slow rate of convergence calls into question the standard Gaussian approximation. This has implications on the construction of confidence intervals.
THE COALESCENT AND THE WATTERSON ESTIMATOR

The Coalescence Theory
The coalescent introduced by Kingman (1982a, b) is the stochastic structure of the genealogical tree linking n sampled genes to their most recent common ancestor (MRCA). We present here only the principal results for a Wright Fisher model with constant effective diploid population size N and refer to Tavare (1984) and Hudson (1990) for more details.
For an n-sample, let the coalescence time T 2 , T 3 , ..., T n be the times (in units of 2N generations) during which the sample has exactly 2, 3, ..., n ancestors. These times are independent and exponentially distributed with parameters 1, 3, ..., n(n&1)Â2, respectively. Now, a mutation occurs with a probability + per sequence per generation. We assume as usual that + tends to 0 as N tends to infinity in such a way that 4N+ converges to %, which is the true value of the parameter in what follows. For an n-sample, let L 2 , L 3 , ..., L n be the number of mutations that occurred during the times T 2 , T 3 , ..., T n . Conditionally on T 2 , T 3 , ..., T n , these variables follows Poisson distributions with parameters %T 2 , 3%T 3 Â2, ..., n%T n Â2, respectively. Using the coalescence times defined above, L 2 , L 3 , ..., L n follow geometric distributions with means %, %Â2, ..., %Â(n&1), respectively. These variables are independent.
2. The Watterson Estimator
Under the infinite sites mutation model (Kimura, 1969) , mutations never occur twice at the same site, so the number of segregating sites K n is strictly equal to the number of mutations in the coalescence tree,
The Watterson estimator of %, % n , is then the moment type estimator based on the mean of K n and it is given by
with a n = :
Using the means and variances of L 2 , L 3 , ..., L n yields the first moments of the Watterson estimator (Hudson, 1990; Watterson, 1975) ,
so, the Watterson estimator is a moment estimator, with
where
A CENTRAL LIMIT THEOREM
As illustrated above, the properties of the Watterson estimator are largely based on the distribution of K n , the number of mutations since the MRCA defined in (1). This random variable is the sum of n&1 independent and geometrically but not identically distributed variables. Thus, the``classical'' Central Limit Theorem does not apply.
The n-dependence of the variance of the Watterson estimator, given in (4), suggests that the rate of convergence is equal to -log n. Indeed, a n is equivalent to log(n) and b n converges to a constant Theorem 1. Assume that % is the true value of the parameter. The Watterson estimator defined in (2) converges in distribution at rate -log n to a normal distribution with mean 0 and variance %:
Proof. This theorem can be obtained from the Lindeberg theorem (see Dacunha-Castelle and Duflo, 1987, Vol. 2) ; nonetheless a direct proof is not more complicated and exhibits the moments. For m 2, the Laplace transform of L m is
. Now, the L m being independent variables, the Laplace transform of K n is the product of the Laplace transforms above. Therefore, the log-Laplace of the Watterson estimator is
Let us recall that if X is a random variable with Laplace transform 8 X (s), its cumulants are defined, for k 1, by
Expanding (7) in Taylor series leads to the cumulants: for k>1,
where O(1) is a function converging to a constant when n Ä . So,
where o(1) is a function converging to 0 when n Ä . The only cumulant not converging to zero is the second one (k=2), which converges to %. It follows that the asymptotic distribution is Gaussian with mean zero and variance %.
Asymptotic normality of % n was not obvious. Especially, when working with branching processes, it is common to encounter exponential asymptotic distributions (see Athreya and Ney (1972, Theorem 2, p. 20) ). This result therefore strengthens the result of Watterson (1975) , who concludes that the Watterson estimator is approximately normally distributed for large n. This also justifies many studies based on the variance, since in a Gaussian model all the information about the distribution is contained in the variance. However, this normality is asymptotic and the rate of convergence, -log n, of this model is lower than that of regular statistical models (-n). Two points are thus non-trivial. First, one must be careful when dealing with asymptotic efficiency in non-regular models (see, for example, the Hodges estimator in Van der Vaart and Wellner (1996) ). Second, such a slow convergence may induce errors when one intends to approximate the real distribution by a Gaussian one at fixed sample size. We examine the problem in Section 4.
ASYMPTOTIC EFFICIENCY
General Results Concerning Asymptotic Efficiency
It is known that, when n is fixed, efficiency for the variance criterion is synonymous with a variance equal to the Crame r Rao bound (inverse of the Fisher information matrix) (see Dacunha Castelle and Duflo (1987, Vol. 1)). Asymptotically, the existence of super-efficient estimators (asymptotic variance lower than the asymptotic inverse Fisher information on a null measure set of values) denies an asymptotic generalization of the Crame r Rao bound. Therefore a pointwise variance criterion is not sufficient to assess asymptotic efficiency. Indeed, it requires uniformity properties on the set of values of the parameter or at least in the neighborhoods of each value of this set. We thus deal with local minimax asymptotic efficiency which means that an estimator is efficient when it asymptotically minimizes its worst performance (for a given criterion, least squares, for example) in the neighborhoods of the true parameter. Results concerning this asymptotic efficiency have been derived in some smooth models that satisfy such uniformity:`l ocally asymptotically normal" (LAN) models (Van der Vaart and Wellner, 1996) . Practically, this property is established from the study of the log-likelihood of the model. Here we recall the LAN property for an arbitrary statistical model: Assume that`is a parameter in R k , X 1 , ...X n are the observations, and p n (X 1 , ...X n ;`) is the parametrized joint distribution of the (X 1 , ...X n ). We define now k_k matrices r n and I`, and the norm &A&=sup i, j (a ij ) for any matrix A=(a ij ) i, j .
Definition. This statistical model is locally asymptotically normal (LAN) with the matrix r n of rates and the Fisher information matrix
h is the transposed vector of h, and o P (1) is a random variable which converges to 0 in probability as n goes to infinity.
2. Application to the Statistical Models in Which the Watterson Estimator Is Defined
A statistical model is the definition of the observations, the parameter, and the associated likelihood (as considered above). We will name as the incomplete case the intuitive model in which the observation is the number of segregating sites of an n-sample of genes and the parameter is %. Its likelihood is difficult to handle (see Hudson (1990) for a recursive formula and Tavare (1984) for an explicit expression). The Watterson estimator, however, can also be studied in a more informative statistical model (called the completed case) in which the observation is the whole coalescent (the times T 2 , T 3 , ..., T n together with the intermediate numbers of mutations L 2 , L 3 , ..., L n ). We choose the 2-dimensional parameter (+, 4N). The coalescence times are observed in units of generations since observing``continuous times'' would imply the knowledge of 4N. This approach already used by Felsenstein (1992) and Fu and Li (1993) provides information on efficiency and allows measurement of the effective loss of information between the complete and incomplete cases. In this way the Watterson estimator can be compared with phylogenetic estimators.
Theorem 2 (Complete Case). The model associated with the estimation of the 2-dimensional parameter (+, 4N) is``locally asymptotically normal,'' with the matrix of rates
and the Fisher information
The proof of this property is given in the Appendix.
Corollary. Let (+~n , 4N n ) be the maximum likelihood estimator of (+, 4N); it follows from Theorem 2 that
This result provides multiple implications. First, in this model, the estimations of + and 4N are not achieved at the same rate. Parameter + can be estimated at rate -log n, while the estimation of 4N is much faster (-n). Since these rates of convergence are bounds for any estimator in this model, these results confirm what was suggested by Felsenstein (1992) and Fu and Li (1993) : When + is known, phylogenetic estimators have a variance proportional to 1Ân. Of course, when neither + nor 4N is known, the estimation of + slows down the estimation of % to the rate -log n.
A second result is the asymptotic independence of estimations of + and 4N. Indeed, the diagonal information matrix means that asymptotic covariance of efficient estimators of (+, 4N) is zero. Considering the normality, this is equivalent to independence.
Application to the Watterson Estimator
Proposition 1. The Watterson estimator is asymptotically efficient in the complete case and in the incomplete case.
Proof. We can find in Van der Vaart and Wellner (1996) that in a LAN model an estimator satisfying r n (% n &%) w Ä D N(0, I &1 % ) is asymptotically efficient for many cost functions (especially the variance efficiency which is obtained with the quadratic cost). Thus an efficient estimator (+~n , 4N n ) of the parameter (+, 4N) based on the observation of the whole tree must satisfy (9). Since %=4N+, an efficient estimator of % is % n =4N n +~n . Now,
And from (9) it follows that -log n(+~n&+) w Ä (4N) 2 ), and 4N n w Ä P 4N. Moreover, -log nÂ-n Ä 0 and 4N n and +~n are asymptotically independent. So, the maximum likelihood estimator verifies -log n(% n &%) w Ä D N(0, %). Since the Watterson estimator satisfies this (see (6)), we can therefore conclude that it is asymptotically efficient in the complete case. Because the incomplete case is far less informative, the Watterson estimator is obviously asymptotically efficient in the initial model. This result, stated by Fu and Li (1993) , is formally proven here. Moreover, we can emphasize what happens when + is known and the effective population size N is to be estimated. The Watterson estimator does not even achieve the right rate of convergence in the complete case: from Theorem 2, the optimal rate is -n while the estimation of N using the Watterson estimator maintains the rate -log n. However, we can draw no conclusions about its asymptotic inefficiency in the incomplete case because this model is less informative. The cost of the reconstruction of the tree is hard to quantify, and could involve a large variance, especially when one requires an estimator of the coalescence times, as in Felsenstein (1992) .
ASYMPTOTIC PROPERTIES DO NOT PROVIDE GOOD APPROXIMATIONS AT FIXED SAMPLE SIZE n
Sample sizes are generally small (a few dozens up to hundreds). Here we illustrate the negative consequences of the above-mentioned rates of convergence over the practical range of values of n.
In terms of variance efficiency, the results are already clear: One can build estimators with smaller variances than that of the Watterson estimator. This is not surprising for two reasons. First, there is a large difference between the asymptotic variance (which is the lower bound for the variance of any estimator) and the real variance of the Watterson estimator (see Fig. 1 ). This is due to the slow convergence of b n Âa n to 0, amplified by the % 2 for high values of % (Eq. (4)). Second, the Watterson estimator does not take into account all the information contained in the DNA sequences. Fu (1994a, b) and Kuhner et al. (1995) propose algorithms which make use of the information concerning the shape of the coalescence tree and not only its total length. These algorithms obviously give better results based on the variance criterion and, thus, give smaller confidence intervals (see Figs. 1 and 2 ).
Here we emphasize a different outcome of the slow convergence rate. We illustrate that this results in bad approximations for the distribution of the Watterson estimator. Indeed, considering the Central Limit Theorem (6), the distribution of the Watterson estimator might be approximated by a Gaussian one with mean % and variance given by (4). Under this Gaussian assumption we build two particular (1&:) confidence intervals. The first one is symmetric around the estimation % n and is defined, as usual by (10) with q : verifying P[|X| >q : ]=:, for X a standard normal variable and with the plug-in estimator of the variance given by
Note that this is a biased estimator of the variance, but bias is negligible here (results not shown). This interval is known to be asymptotically exact (DiCiccio and Efron, 1996) . The second one is the exact confidence interval, which takes into account the fact that the variance depends on FIG. 1. Variance of the Watterson estimator calculated using (4) and asymptotic variance %Âlog n. Four different values of n were used: 50, 100, 1000 and 10,000. Also shown is the variance of the phylogenetic estimator from Fu (1994b) for n=50.
FIG. 2.
Comparison of the confidence intervals associated with a phylogenetic estimator (Fu, 1994b) and with the Watterson estimator. The first is derived by assuming the phylogenetic estimator to follow a Gaussian distribution and using the variances given in Fu (1994b) . The second is derived by using the explicit formula of the distribution of the Watterson estimator (Tavare , 1984) . the parameter estimated. It is derived from the following equality, which is true if normality is confirmed,
with q : defined above. Solving in %, this leads to the % ndependent interval that satisfies P % [I g (% n ) % %]=1&:; (Tavare , 1984) . Gaussian approximation with same mean and variance. Gamma approximation with same mean and variance. %=10, n=50, and 500.
FIG. 3. Empirical density of Watterson estimator plotted from the explicit form of the distribution
To assert the inadequacy of the Gaussian approximation, we compare these confidence intervals to the one obtained with a gamma approximation. We choose the gamma distribution because it takes only positive values and is disymmetric with a mode smaller than its mean and a heavy tail. In practice, the empirical distribution of FIG. 4 . Confidence intervals plotted as functions of the observation % . The diagonal is the estimation %=% . The following are plotted: the symmetrical interval I based on a Gaussian approximation (see (10) and (11)), the exact interval I g based on a Gaussian approximation (see (12) (14)), the confidence interval I G based on a gamma approximation, and the``empirical'' interval derived by using the explicit formula of the Watterson estimator (Tavare , 1984) . :=5 0; q : =1.96; and n=50 and 500. For n=50, the bootstrap interval is included. the Watterson estimator (obtained by computer simulations) confirms that the gamma is quite appropriate (see Fig. 3 ). A gamma distribution 1(:, *) is given by the density
where 1 is the Euler gamma function 1(x)= 0 t x&1 e &t dt. Its mean and variance are respectively :Â* and :Â* 2 . So, fitting (:, *) to have the mean % and variance given by (4) leads to the parameters * n (%)= a n 1+%b n Âa n and (15) : n (%)=%* n (%)= %a n 1+%b n Âa n .
The confidence interval I G (% n )=[% min , % max ] is then obtained by calculating the lower and upper bounds % min and % max as the results of the equations
where X is a random variable following the parametrized distribution 1(: n (%), * n (%)) and % n the observed value. These equations are directly solvable by using, for example, the software Mathematica (Wolfram Research). We also compute a bootstrap interval following the Bca algorithm described in DiCiccio and Efron (1996) . Last, we build the empirical confidence interval. This is a costly task because we have to compute over many values of % a confidence interval for % n (either by simulations or by using the recursive formula of Hudson (1990) or the explicit expression of Tavare (1984) ). Then, by carrying out a symmetrical transformation around the diagonal, we deduce the confidence intervals for % as a function of % n . These three proposed intervals, together with the empirical confidence interval obtained from simulations, are plotted in Fig. 4 for different values of the``observation'' % n , for different sample sizes, and for :=50 (q : =1.96). The diagonal is plotted to represent the estimation, given the observation. Another criterion must also be taken into account. Table I presents the score of the intervals; from simulation 10,000 confidence intervals for many values of the parameter % and counting the number of these intervals that contained the true value. Table I confirms the benefit of considering disymmetric intervals: the symmetric interval performs poorly, in most cases not attaining a score of 95 0. The normal and gamma approximations both give results significantly better than 950. However, the Gaussian confidence Note. Results were obtained with 10,000 simulations. I is defined in (10) and (11). I g represents the normal approximation (12) (14) and I G is obtained with the gamma approximation. The sampling of 10,000 values induces a standard error equal to 0.0021.
interval is unquestionably larger than the gamma one (Fig. 4) . The bootstrap interval is as wide as the Gaussian one and more difficult to calculate.
Among these confidence intervals, the best estimate of the empirical confidence interval is the one obtained by a Gamma approximation. It actually reaches the goal of 95 0 and is the narrowest. The Gaussian approximation therefore appears inadequate for estimating the confidence interval around the Watterson estimator. Although the use of a gamma approximation is not optimal, it enables us to illustrate this inadequacy and furthermore to provide a confidence interval around the Watterson estimator which is easy to calculate from real data.
DISCUSSION
The Watterson estimator is an extensively used estimator of the parameter %, which has stimulated much work about its accuracy. We therefore studied the properties of this estimator. We showed in particular the importance of dealing with distributions and not only means and variances, and of using asymptotics (here n, the sample size, goes to infinity). The Watterson estimator is based on a small part of the information contained in a coalescent tree: the segregating sites of the final sample of genes. To assess the efficiency of this estimator we considered the complete statistical model (observation of the coalescence times and the intermediate numbers of mutations) and studied its statistical properties. We first proved that the complete model is locally asymptotically normal (LAN) and evaluated its rate of approach to the asymptotics and Fisher information. We thus deduced that the best estimators of % that can be built from the whole tree satisfy the Central Limit Theorem, -log n(% n &%) w Ä D N(0, %), and that the Watterson estimator does satisfy this theorem. It follows that the Watterson estimator is asymptotically efficient, whether the observation is the whole coalescent or only the final polymorphism. In fact it is asymptotically equivalent to the maximum likelihood estimator (their difference converges in probability to zero at the rate -log n) which is a stronger result than asymptotic efficiency (not shown here).
The LAN property also provides a rate of convergence -n for the efficient estimation of N. This result is in accordance with the results in Felsenstein (1992) based on the variance. However, reaching this rate requires unobservable knowledge: if the exact coalescence times in units of generations could be known a maximum likelihood estimator of N based only on coalescence times could be built. It would indeed converge in distribution at the rate -n. Similarly, if the mutation rate + and the exact coalescence times in units of + generations were known (which is the case adopted by Felsenstein (1992) ) the same rate could obviously be reached. In practice, however, it is absolutely impossible to know the exact coalescence times. They can be estimated only from the number of mutations observed. As soon as one needs to estimate the coalescence times from mutational events the estimation of N is slowed to the rate -log n, whether + is known or not. This was shown by Fu and Li (1993, Eq. (28) ) with + unknown by calculating the asymptotic variance when only the mutational events are observable. The same analysis can be made for + known. Consequently, it seems impossible to exceed the slow convergence rate -log n and the way out in terms of asymptotic improvement should be in intrasequence recombinations. Indeed, Pluzhnikov and Donnelly (1996) showed that a non-zero rate of recombination at each site allows consistency when the number of sites is used as the asymptotics.
Since the rate of convergence is too slow to concern practical sample sizes, asymptotic properties provide very bad approximations (in a model with rate -n, approximations are valid for n larger than 20 or 30, which would lead to n larger than 10 9 or 10 13 in a model with rate -log n !). Other authors have shown that in the range of usual sample sizes the variance of the Watterson estimator is far from the Crame r Rao bound (Fu and Li, 1993, Eq. (23) ). Besides, this inefficiency of the Watterson estimator for fixed sample size is not in doubt since at least two algorithms provide estimators with lower standard deviations: the UPBLUE from Fu (1994b) , based on an UPGMA reconstruction, and COALESCE, an algorithm based on Metropolis Hastings sampling (Kuhner et al., 1995) .
These estimators, even if they have smaller variances and thus more narrow confidence intervals, are submitted to the Central Limit Theorem (6) which is an intrinsic lower bound whatever the observations. Consequently, they are also influenced by the slow rate of convergence, and their distribution may be as affected as that of the Watterson estimator. Indeed, on the basis of simulated empirical distribution and confidence intervals, we illustrated the inadequacy of the Gaussian distribution as an approximation for fixed sample size.
First we showed that the standard symmetric confidence intervals, based on an estimation of the standard error, were not exact because the variance depends too much on the parameter estimated. Second, the exact confidence interval derived from the Gaussian approximation was quite disymmetric and exact but too wide compared to empirical confidence intervals. Though converging faster than the standard intervals (see DiCiccio and Efron (1996) ), bootstrap methods did not provide narrower intervals. An approximation of the real distribution by a gamma distribution showed the possibility of quickly calculating some realistic confidence intervals (disymmetric, confined, and exact).
Two implications arise. First, standard deviation, even if informative, is not the most adequate criterion for comparing the performances of estimators. Second, a standard recipe for deriving the confidence intervals from the standard deviation leads to erroneous intervals. Added to the poor performances of bootstrap methods, it appears that the proposal of confidence intervals associated with new estimators should be necessary for both theoreticians and experimenters.
All these results well illustrate the benefit in considering the distributions of the estimators and not only their means and variances. This model is valuable in exhibiting such behavior since it presents some smooth asymptotic properties (LAN) but a very slow rate of convergence, which precludes the traditional approximations for a fixed sample size.
APPENDIX:
Estimation of (+, 4N ), when Observing L 2 , L 3 , ..., L n and T 2 , T 3 , ..., T n , Is a Locally Asymptotically Normal Model
With observations L 2 , L 3 , ..., L n and T 2 , T 3 , ..., T n , and parameter (+, 4N), the log-likelihood is Thus, one can write
and we need to prove that
Convergences Concerning f n \m, m(m&1) T m follows an exponential distribution with parameter 1Â4N, and T 2 , T 3 , ..., T n are independent variables. f n Ân is the empirical mean of n i.i. 
for k 2 and with P k a polynomial function.
The first cumulant always equals zero. Then, using the independence between (T m , L m ), we get when n Ä C K n Â+&e n k =4N+ 1&k a n +O(1)t4N+ 1&k log n, and C log n &1Â2 (K n Â+&e n ) k
The only cumulant converging toward a non-zero limit is the second, which converges to 4NÂ+. This is sufficient to prove the following asymptotic normality:
Strong Convergence of K n Â+ 2 log n We need the Laplace transform of L m :
and C K n Â+ 2 log n k t4N+ 1&2k (log n) 1&k .
Only the first cumulant does not converge to zero when n Ä ; this is a strong convergence:
Asymptotic Independence between K n Â+ &e n and ( f n Â (4N) 2 )&(n&1)Â 4N 
The``uv'' term from the Taylor expansion at (u, v)=(0, 0) is the covariance and equals
Then, summing on m leads to cov \ (log n)
Since asymptotic normality is established, the convergence of the covariance to zero is sufficient to prove asymptotic independence. The following convergence is thus proved:
