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Abstract
In this thesis, the main aim is to study the integrability properties of continu-
ous tangent sub-bundles, especially those that arise in the study of dynamical
systems.
After the introduction and examples part we start by studying integrability of such
sub-bundles under different regularity and dynamical assumptions.
Then we formulate a continuous version of the classical Frobenius theorem and
state some applications to such bundles, to ODE and PDE.
Finally we close of by stating some ongoing work related to interactions between
integrability, sub-Riemannian geometry and contact geometry.
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CHAPTER 1
Overview of Main Results
In this section we give an overview of the main results in the thesis. The introduc-
tion (chapter 2) does not contain any novel results except maybe slightly different
proofs of already known theorems. Chapter 3 contains some theorems related to
integrability of certain classes of invariant bundles. Chapter 4 contains the main
result of the thesis which is a continuous version of the classical Frobenius the-
orem in three dimensions and its applications. The last chapter contains works
in progress, some of it almost finished some still in development. In particular
it contains an almost finished generalization of the results stated in chapter 4 to
higher dimensions. We will only give a detailed overview of chapter 3 and chapter
4 here. In these two chapters, M is always a compact, three dimensional smooth
Riemannian manifold.
The number convention is as follows;
(1) Theorems, corollaries, lemmas etc are numbered within chapters
(2) Sections are numbered with in chapters, subsections within sections and
subsubsections within subsections
(3) Equations are numbered within subsections rather than subsubsections,
to prevent lengthy strings of numbers.
For the relevant definitions about integrability, we invite the reader to take a look
at section 2.1.
1.1. Statement of Results for Chapter 3
Let φ : M → M be a C2 diffeomorphism and E ⊕ F a Dφ invariant splitting;
that is Dφx(Ex) = Eφ(x), Dφx(Fx) = Fφ(x) and TxM = Ex ⊕ Fx. The main
aim of this chapter is to derive sufficient conditions for integrability of E under
different regularity assumptions. We start with C1 invariant sub-bundles E and
gradually decrease regularity assumptions on the bundles to only having some
transversal regularity properties. Subsection 1.1.2 gives an overview of the C1
case, subsection 1.1.3 gives an overview of the Lipschitz case and subsection 1.1.4
gives an overview of what we call the sequentially transversally Lipschitz case.
The main emphasis is on the effect of some volume domination conditions on Lie
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brackets. Another main idea in the case when E is not differentiable or Lipschitz is
to use C1 approximations Ek and try to come up with weaker regularity conditions
on these approximations which allow us to transfer geometric information about
the Lie brackets of Ek to the limit bundle. This will pave the way to continuous
Frobenius type theorems later on in chapter 4. The results presented in this
chapter are published in [57, 58]. The results are, for C1 case: theorems 1.3(pg
2), 1.5(pg 3), 1.6(pg 5), for Lipschitz case: theorems 1.7(pg 6), 1.10(pg 6), for
sequentially transversally Lipschitz case: theorem 1.13(pg 9).
1.1.1. Notations and Definitions. Let
m(Dφx|V ) = min
v∈V,v 6=0
‖Dφx(v)‖
‖v‖
||Dφx|V || = max
v∈V,v 6=0
‖Dφx(v)‖
‖v‖
Then the decomposition E ⊕ F is dynamically dominated if there exists a Rie-
mannian metric such that
(1.1.1.1)
‖Dφx|E‖
m(Dφx|F ) < 1
for every x ∈ M . The decomposition is volume dominated if moreover, for all
x ∈M ,
(1.1.1.2) |det(Dϕkx|Ez)| ≤ 1 ||Dϕ−kx |Fx|| < 1.
Remark 1.1. In literature, dynamical domination condition is usually known as
only as domination but we preferred to state it as such in order to stress the
difference from volume domination. Moreover we note that volume hyperbolic
implies volume domination.
Remark 1.2. When we work with dominated splittings we always assume that
we work with the metric that gives the estimates in the definition above.
1.1.2. C1 Case. Let E⊕F be aDφ-invariant C1 decomposition with dim(E) =
2 and dim(F ) = 1. Our first result is the following.
Theorem 1.3. Let M be a 3-dimensional Riemannian manifold, φ : M →M a C2
diffeomorphism, and E ⊕ F a Dφ-invariant C1 volume dominated decomposition
with dim(E) = 2. Then E is uniquely integrable.
Notice that since ‖Dφx|E‖2 ≥ | det(Dφx|2E)|, volume domination in the three-
dimensional setting is a strictly weaker condition than the well-known ”2-partially
hyperbolic” assumption used in [22, 45, 37] which, in the three-dimensional set-
ting as above, can be written as ‖Dφx|E‖2/| detDφx|F | < 1 (see subsection 1.1.3.3
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for a non-trivial example that demonstrates this). In the view of many results such
as robust transitivity implying volume hyperbolicity, we believe that this condi-
tion is more natural to work with. Later on in subsection 1.1.3 and subsubsection
3.2.1.2 we also remark on some dynamical assumptions such as transitivity and
chain recurrence that imply volume domination.
As an almost immediate corollary we get integrability for standard C1 dominated
decompositions for volume-preserving diffeomorphisms on three-dimensional man-
ifolds. We have
Corollary 1.4. Let M be a 3-dimensional Riemannian manifold, φ : M →M a
volume preserving C2 diffeomorphism, and E ⊕ F a Dφ-invariant C1 dominated
decomposition with dim(E) = 2. Then E is uniquely integrable.
To see that Corollary 1.4 follows from Theorem 1.3 we just observe that in the
volume-preserving setting, dynamical domination implies volume domination. In-
deed, the volume preservation property implies |detDφx|E| · |detDφx|F | = 1 and
so (1.1.1.1) implies |detDφx|F | > 1 (arguing by contradiction, |detDφx|F | ≤ 1
would imply |detDφx|E| ≥ 1 by the volume preservation, which would imply
‖Dφx|E‖ /|detDφx|F | ≥ 1 which, using the fact that F is one-dimensional and
therefore |detDφx|F | = m(Dφx|F ), would contradict (1.1.1.1)). Dividing the equa-
tion |detDφx|E| · |detDφx|F | = 1 through by (|detDφx|F |)2 we get (1.1.1.2).
We remark also that the assumptions of Corollary 1.4 imply that there are non-
zero Lyapunov exponents on any regular orbit and that the two exponents of E
sum to the negative of the (positive) exponent of F, and therefore the conclusions
follow also from the results of [37].
1.1.2.1. Weak domination. Theorem 1.3 is a special case of our main result
which applies to decompositions in arbitrary dimension and arbitrary co-dimension.
Let M be a compact Riemannian manifold of dim(M) ≥ 3, φ : M → M a C2
diffeomorphism and E ⊕ F a Dφ-invariant decomposition with dim(E) = d ≥ 2
and dim(F ) = ` ≥ 1. For every k ≥ 1 we let sk1(x) ≤ sk2(x) ≤ ..skd(x) and
s−k1 (x) ≥ s−k2 (x) ≥ ..s−kd (x) denote the singular values1 of Dφkx|E and Dφ−kx |E re-
spectively, and let rk1(x) ≤ rk2(x) ≤ ..rk` (x) and r−k1 (x) ≥ r−k2 (x) ≥ ..r−k` (x) denote
the singular values of Dφkx|F and Dφ−kx |F respectively.
Theorem 1.5. Let M be a compact Riemannian manifold of dim(M) ≥ 3, ϕ :
M → M a C2 diffeomorphism, and E ⊕ F a Dφ-invariant C1 tangent bundle
splitting with dim(E) = d ≥ 2 and dim(F ) = ` ≥ 1. Suppose there exists a dense
1We recall that the singular values ofDφ±kx |E at x ∈M are the square roots of the eigenvalues
of the self-adjoint map (Dϕ±kx |E)† ◦ Dϕ±kx |E : E(x) → E(x) where (Dϕ±kx )†|E : E(ϕ±k(x)) →
E(x) is the conjugate of Dϕ±kx |E with respect to the metric g, i.e. the unique map which satisfies
g(Dϕ±kx |Eu, v) = g(u, (Dϕ±kx |E)†v) for all u ∈ E(x), v ∈ E(ϕ±k(x)).
4 1. OVERVIEW OF MAIN RESULTS
subset A ⊂M such that for every x ∈ A we have
(?) lim inf
k→∞
skd−1(x)s
k
d(x)
rk1(x)
= 0 and/or lim inf
k→∞
s−k1 (x)s
−k
2 (x)
r−k` (x)
= 0.
Then E is uniquely integrable.
As in the 3-dimensional setting above, one of the key points here is to relax the
standard“2-partially hyperbolic” condition m(Dφx|F ) > |Dφx|E|2 used to prove
unique integrability in [22] for C2 dynamically dominated decompositions, in [45]
for C1 decompositions, and in [64] for Lipschitz decompositions (in [45, 64] the
result is not stated explicitly but can be deduced from the results and methods
stated there). Integrability is also proved in [37] under the assumption that there
exist constants a, b, c, d > 0 with [a2, b2] ∩ [c, d] = ∅ such that a|v| < |Dφxv| <
b|v| for all v ∈ E(x) and c|v| < |Dφxv| < d|v| for all v ∈ F (x), which are
also more restrictive than (?). Indeed, we have either b2 < c or a2 > d. The
first case implies that (b2/c)k goes to zero exponentially fast and so, letting x` =
φ`(x) we have (b2/c)k ≥ (s1n(xk−1)...s1n(x))2/(r11(xk−1)...r11(x)) ≥ (skn)2(x)/rk1(x) ≥
skn(x)s
k
n−1(x)/r
k
1(x) and hence the first condition in (?) is satisfied. In exactly the
same way if a2 > d holds then the second condition in (?) is satisfied.
Notice that (?) implies volume domination in the three-dimensional setting and
therefore Theorem 1.5 implies Theorem 1.4. Indeed, the largest singular value
gives the norm of the map and smallest one gives the co-norm, so one has skd(x) =
|Dφkx|E|, s−k1 = |Dφ−kx |E|, rk1 = m(Dφkx|F ), r−k` = m(Dφ−kx |F ). So if dim(E) =
2 we have skd(x)s
k
d−1(x) = | det(Dφkx|E)| and s−k2 (x)s−k1 (x) = | detDφ−kx |E|, and
if dim(F ) = 1 then we have rk1(x) = m(Dφ
k
x|F ) = |det(Dφkx|F )| and r−k` (x) =
m(Dφ−kx |F ) = |det(Dφ−kx |F )|.
1.1.2.2. Lyapunov regularity. In the pioneering paper [37] of Hammerlindl,
conditions for integrability are given in terms of certain conditions on the Lya-
punov exponents for volume preserving diffeomorphisms (though the volume pre-
serving condition is not strictly necessary in his arguments which only use the
existence of a dense set A of regular points, which is automatically true in the
volume-preserving setting2). A main feature of interest in the results of [37] is the
2A point x ∈M is said to be regular for the map ϕ when there is a splitting of the tangent
space TxM = E1(x)⊕E2(x)⊕...⊕Es(x) invariant with respect to Dϕ such that certain conditions
are satisfied such as the existence of a specific asymptotic exponential growth rate (Lyapunov
exponent) is well defined, see [7] for precise definitions. The multiplicative ergodic Theorem of
Oseledets [7] says that the set of regular points has full probability with respect to any invariant
probability measure. In particular, the assumptions of the Theorem are satisfied if every open
set has positive measure for some invariant probability measure, in particular this holds if ϕ is
volume preserving or has an invariant probability measure which is equivalent to the volume. It
is easy to see that the invariant subbundles E and F can be separately split on the orbit of x
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absence of an overall global domination condition of the C1 splitting E ⊕ F , re-
placed instead by “intermediate”, “asymptotic” domination conditions associated
to the Oseledets’ “sub-decomposition” of E and F . More precisely he assumes
that for all pairs of Lyapunov exponents µ1, µ2 of Dφ|E and λ of Dφ|F , we have
µ1 + µ2 6= λ.
The following result is simply a restatement, albeit not a completely trivial one, of
Theorem 1.2 of [37]. We include it here because it is can be stated very naturally
in the language of singular values introduced above and possibly help towards a
better understanding, or at least a different understanding, of the results of [37].
In Section 3.1.5 we show that the assumptions on the Lyapunov exponents in [37]
are equivalent to condition (??) below and thus essentially reduce Theorem 1.6 to
Theorem 1.2 of [37].
Theorem 1.6. Let M be a compact Riemannian manifold of dim(M) ≥ 3, ϕ :
M → M a C2 diffeomorphism and TM = E ⊕ F a Dφ-invariant C1 tangent
bundle splitting with dim(E) = d ≥ 2 and dim(F ) = ` ≥ 1. Suppose that there is
a dense subset A ⊂ M of regular points such that for each x ∈ A and each set of
indices 1 ≤ i, j ≤ d, 1 ≤ m ≤ ` there exists a constant λ > 0 such that
(??)
ski (x)s
k
j (x)
rkm(x)
≤ e−λk ∀ k ≥ 1 or s
−k
i (x)s
−k
j (x)
r−km (x)
≤ e−λk ∀ k ≥ 1.
Then E is uniquely integrable.
We will make a few remarks comparing conditions (?) and (??).
A first observation is that the decay rate of the ratios in (??) is assumed to be
exponential, whereas this is not required in (?), where decay at an a priori arbi-
trarily slow rate is required, and even then only for a subsequence. We do not
know if this is a real weakening of exponential decay or if condition (?) effectively
implies exponential decay, but in the absence of any assumption about x being a
regular point, it seems likely that it is indeed strictly weaker.
A perhaps more relevant observation is that in both cases the decay of the ratios
is allowed to occur either along the forward orbit of a point or along the backward
orbit of a point, but in condition (??) the choice of which of these two estimates
are satisfied is allowed to depend on the choice of indices. More precisely, notice
that
(1.1.2.1) skd−1(x)s
k
d(x)/r
k
1(x) ≤ e−λk =⇒ ski (x)skj (x)/rkm(x) ≤ e−λk
for every set of indices 1 ≤ i, j ≤ d, 1 ≤ m ≤ `, and similarly
(1.1.2.2) s−k1 (x)s
−k
2 (x)/r
−l
n (x) ≤ e−λk =⇒ s−ki (x)s−kj (x)/r−km (x) ≤ e−λk
using these subbundles, that is E(xk) = Ei1(x
k)⊕ ...⊕Eid(xk), F (xk) = Ej1(xk)⊕ ...⊕Ej`(xk)
where the indice sets {i1, ..., id} and {j1, ..., j`} do not intersect.
6 1. OVERVIEW OF MAIN RESULTS
for every set of indices 1 ≤ i, j ≤ d, 1 ≤ m ≤ `. Thus, (an exponential version of)
condition (?) requires that one of the equations (1.1.2.1) and (1.1.2.2) be satisfied
and therefore forces (??) to hold either always in forward time for all choices of
indices or always in backward time for all choices of indices. The crucial point of
condition (??) is to weaken this requirement and to allow either the backward time
condition or the forward time condition to be satisfied depending on the choice of
indices (in fact we will see in Section 3.1.5 that under the assumption of Lyapunov
regularity these two choices are mutually exclusive for a given point x but of course
may depend on the choice of x). In particular this means that the sub-bundles
E and F do not satisfy an overall domination condition but rather some sort of
“non-resonance” conditions related to the further intrinsic Oseledets splittings of
E and F .
1.1.3. Lipschitz Case. Let E ⊕ F a Lipschitz continuous Dϕ-invariant tan-
gent bundle decomposition, with dim(E) = 2 and dim(F ) = 1.
1.1.3.1. Dynamical domination and robust transitivity. We have the following
integrability result related to robust transitivity and dynamical domination:
Theorem 1.7. Let M be a Riemannian 3-manifold, ϕ : M → M a volume-
preserving or transitive C2 diffeomorphism and E ⊕ F a Dϕ-invariant, Lipschitz,
dynamically dominated, decomposition. Then E is uniquely integrable.
Remark 1.8. Under the stronger assumption that ϕ is robustly transitive (i.e. ϕ
is transitive and any C1 sufficiently close diffeomorphism is also transitive) instead
of just transitive, the dynamically dominated condition is automatically satisfied
[33] and so integrability follows under the additional assumption that the decom-
position is Lipschitz.
Remark 1.9. We could replace the transitivity assumption in Theorem 1.7 by
chain recurrence or even just the absence of sources, see Section 3.2.1.2.
1.1.3.2. Volume domination. We will obtain Theorem 1.7 as a special case of
the following more general result which replaces the volume preservation/transitivity
and dynamical domination conditions with a single volume domination condition.
We have the following result.
Theorem 1.10. Let M be a Riemannian 3-manifold, ϕ : M → M a C2 diffeo-
morphism and E ⊕ F a Dϕ-invariant, Lipschitz continuous, volume dominated
decomposition. Then E is uniquely integrable.
Theorems 1.7 and 1.10 extend analogous statements in [57] obtained using dif-
ferent arguments, in arbitrary dimension but under the assumption that the de-
composition is C1. They also extend previous results of Burns and Wilkinson
[22], Hammerlindl and Hertz-Hertz-Ures [37, 45] and Parwani [64] who prove
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analogous results3 for respectively C2, C1 and Lipschitz distributions under the
assumption of center-bunching or 2-partial hyperbolicity :
(1.1.3.1)
‖Dϕx|Ex‖2
‖Dϕx|Fx‖
< 1
for every x ∈ M . In the 3-dimensional setting condition (1.1.3.1) clearly implies
volume domination and is therefore more restrictive. In Section 1.1.3.3 we sketch
an example of a diffeomorphism and an invariant distribution E which does not
satisfy condition (1.1.3.1) but does satisfy the dynamical domination and volume
domination assumptions we require in Theorem 1.10. This particular example is
uniquely integrable by construction and so is not a “new” example, but helps to
justify the observation that our conditions are indeed less restrictive than center-
bunching (1.1.3.1).
The techniques we employ here are similar to those of Parwani but to relax the
center-bunching condition one needs a more careful analysis of the behaviour of
certain Lie brackets, this is carried out in Section 3.2.1.4.
Remark 1.11. Volume hyperbolicity may also be obtained from other topological
properties of the map ϕ in some generic setting, for example C1 generically non-
wandering maps are volume hyperbolic, see [10, 68] for this and other related
results. It is not clear to what extent the results in the cited papers may improve
this paper’s results since we require our maps to be C2, however we mention
them as it seems interesting that weaker forms of partial hyperbolicity seem to be
relevant in different settings.
Remark 1.12. The assumption that the diffeomorphisms in the Theorems above
are C2 is necessary for the arguments we use in the proofs. In the proof of Theorem
1.10, we need to be able to compute the Lie brackets of iterates of certain sections
from E by Dϕ. For this reason Dϕ needs to be C1 to keep the regularity of a
section along the orbit of a initial point p.
1.1.3.3. Volume Domination versus 2-Partially Hyperbolic. In this section we
are going to sketch the construction of some non-trivial examples which satisfy
the volume domination condition (1.1.1.2) but not the center-bunching condition
(1.1.3.1). This is a variation of the “derived from Anosov” construction due to
3In some of the references mentioned, the relevant results are not always stated in the same
form as given here but may be derived from related statements and the technical arguments. In
some cases the setting considered is that of partially hyperbolic diffeomorphisms with a tangent
bundle decomposition of the form Es ⊕ Ec ⊕ Eu where Es is uniformly contracting and Eu
uniformly expanding. In this setting, one considers the integrability of the sub-bundles Esc =
Es⊕Ec and Ecu = Ec⊕Eu and it is not always completely clear to what extent the existence of
a uniformly expanding sub-bundle is relevant to the arguments. We emphasize that the setting
we consider here does not require the invariant distribution E to contain any further invariant
sub-bundle.
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Man˜e´ [60] (see [12] for the volume preserving case, which is what we use here).
We are very grateful to Rau´l Ures for suggesting and explaining this construction
to us. Consider the matrix  −3 0 21 2 −3
0 −1 1

This matrix has determinant 1 and has integer coefficients therefore induces a
volume preserving toral automorphism on T3. It is Anosov since its eigenvalues
are r1 ∼ −0.11, r2 ∼ 3.11, r3 ∼ −3.21. Note that r1r2/r3 < 1 but r22/r3 > 1.
Hence (1.1.1.2) is satisfied but (1.1.3.1) is not. Now take a fixed point p and a
periodic point q and a neighbourhood U of p so that forward iterates of q never
intersect U . One can apply Mane´’s construction to perturb the map on U as
to obtain a new partially hyperbolic automorphism of T3 which is still volume
preserving. Such a perturbation is not a small one and therefore one can not claim
integrability of the new system trivially by using standard theorems as in [50].
Since the perturbation is performed on U and orbit of q never intersects U , the
perturbation does not change the splitting and the contraction and expansion rates
around q and in particular (1.1.3.1) is still not satisfied on the orbit of q. Yet the
new example is volume preserving therefore it is necessarily the case that (1.1.1.2)
is satisfied.
1.1.4. Sequential transversal regularity. The kind of techniques we use
lead naturally to the formulation of a somewhat unorthodox regularity condition,
which we call “sequentially transversal Lipschitz regularity”. The main reason
that we choose to present this result is that the techniques used in the proof,
especially those in Section 3.3.2, generalize naturally to yield continuous Frobenius-
type theorems, such as those given in forthcoming papers [59, 76]; we also believe
that there are some interesting questions to be pursued regarding the relation
between Lipschitz regularity and sequential transversal Lipschitz regularity, we
discuss these in subsection 1.1.4.1 below. We will later give a “detailed sketch”
of the arguments concentrating mostly on techniques which are novel, the full
arguments can be found in a previous version of our paper [58].
Let E ⊕ F be a continuous Dϕ-invariant tangent bundle decomposition with
dim(E) = 2. We say that E is sequentially transversally Lipschitz if there ex-
ists a C1 line bundle Z, everywhere transverse to E, and a C1 distribution E(0)
such that the sequence of C1 distributions {E(k)}k>1 given by
(1.1.4.1) E(k)x = Dϕ
−k
ϕkx
E
(0)
ϕkx
, ∀x ∈M,k > 1
are equi-Lipschitz along Z, i.e. there exists K > 0 such that for every x, y ∈ M
close enough and belonging to the same integral curve of Z, and every k ≥ 0, we
have ](E(k)x , E(k)y ) ≤ Kd(x, y).
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Theorem 1.13. Let M be a Riemannian 3-manifold, ϕ : M →M a C2 diffeomor-
phism and E⊕F a Dϕ-invariant, sequentially transversally Lipschitz, dynamically
and volume dominated, decomposition. Then E is uniquely integrable.
1.1.4.1. Relation Between Lipschitzness and Transversal Lipschitzness. Here
we discuss some general questions concerning the relationships between various
forms of Lipschitz regularity. We say that a sub-bundle E is transversally Lips-
chitz if there exists a C1 line bundle Z, everywhere transverse to E, along which
E is Lipschitz. The relations between Lipschitz, transversally Lipschitz, and se-
quentially transversally Lipschitz are not clear in general. For example it is easy to
see that sequentially transversally Lipschitz implies transversally Lipschitz but we
have not been able to show that transversally Lipschitz, or even Lipschitz, implies
sequentially transversally Lipschitz. Nevertheless certain equivalence may exist
under certain forms of dominations for bundles which occur as invariant bundles
for diffeomorphisms. We formulate the following question:
Question 1.14. Suppose E⊕F is a Dϕ-invariant decomposition satisfying (1.1.3.1).
Then is E transversally Lipschitz if and only if it is Lipschitz ?
One reason why we believe this question is interesting is that that transversal
Lipschitz regularity is a-priori strictly weaker than full Lipschitz regularity. Thus
a positive answer to this question would imply that transversal Lipschitzness of
center-bunched dominated systems becomes in particular, by Theorem 1.10, a cri-
terion for their unique integrability. More generally, a positive answer to this
question would somehow be saying that one only needs some domination con-
dition and transversal regularity to prevent E from demonstrating pathological
behaviours such as non-integrability or non-Lipschitzness.
The notion of sequential transversal regularity and the result of Theorem 1.13 may
play a role in a potential solution to the question above. Indeed, if E is sequen-
tially transversally Lipschitz and volume dominated, then by Theorem 1.13 it is
uniquely integrable. Then, under the additional assumption of centre-bunching,
by arguments derived from theory of normal hyperbolicity (see [50]) it is possible
to deduce that E is Lipschitz along its foliation F . We also know that there is
a complementary transversal foliation given by integral curves of Z along which
E is sequentially Lipschitz and therefore Lipschitz. This implies that E is Lips-
chitz.
Thus center-bunching and sequential transverse regularity implies Lipschitz. The
missing link would just be to show that if E is transversally Lipschitz along a
direction then it is also sequentially transversally Lipschitz along that direction.
This would yield a positive answer to the question.
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1.2. Overview of Chapter 4
In this chapter we formulate a continuous version of Frobenius theorem by using
certain notions of asymptotic involutivity. In this chapter we denote the continuous
bundle by ∆. We do not work with a specific dynamical system as in the previous
chapters and the manifold can be non-compact in this case.
We will formulate these conditions in two stages: the first one more natural and
the second one more general and more technical and more useful for applications.
Since integrability is a local property we will work in some fixed local chart of the
manifold; in particular the distribution in this local chart can always be written
as the kernel of some 1-form η. If η is sufficiently regular (e.g. C1), it admits an
exterior derivative which we will denote by dη. All norms to be used below will
be the norms induced by the Riemannian volume. Unless specified otherwise all
norms and converging sequences refer to the C0 topology.
The main theorems are; theorem 1.16 in page 10 and theorem 1.18 in page 12.
1.2.1. Asymptotic involutivity. In the following, given a two dimensional
distribution ∆, we will assume that it is given as the kernel of a non-vanishing
differential 1-form. This is strictly true when the distribution is coorientable how-
ever integrability and unique integrability are local questions therefore everything
will be done in local coordinates so we do not lose generality by assuming that
∆ = ker(η) for some non-vanishing differential 1-form η.
Definition 1.15. A continuous distribution ∆ = ker(η) is asymptotically invo-
lutive if there exists a sequence of C1 differential 1-forms ηk with ηk → η such
that
‖ηk ∧ dηk‖e‖dηk‖ → 0
as k →∞. ∆ is uniformly asymptotically involutive if moreover we have
‖ηk − η‖e‖dηk‖ → 0.
Theorem 1.16. Let ∆ be a 2-dimensional distribution on a 3-dimensional man-
ifold. If ∆ is asymptotically involutive then it is integrable. If ∆ is uniformly
asymptotically involutive then it is uniquely integrable.
We recall that the classical Frobenius Theorem [35] yields unique integrability for
C1 distributions (in arbitrary dimension) under the assumption that ∆ is involu-
tive:
(1.2.1.1) η ∧ dη = 0.
This can be seen as a special case of Theorem 1.16 by choosing ηk ≡ η. Other gen-
eralizations and extensions of Frobenius’ Theorem exist in the literature, related
both to the regularity of the distribution and to the setting of the problem, see
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[24, 25, 26, 27, 41, 42, 48, 49, 39, 40, 53, 54, 56, 62, 63, 67, 69, 73, 74, 75],
including generalizations to Lipschitz distributions, for which condition (1.2.1.1)
can be formulated almost everywhere, and the interesting, though apparently not
very well known, generalization of Hartman [41, 42] to weakly differentiable dis-
tributions, i.e. distributions defined by a 1-form η which may not be differentiable
or even Lipschitz but still admits continuous exterior derivative4 dη and for which,
therefore, condition (1.2.1.1) can also still be formulated.
Our definition of asymptotic involutivity allows for a significant relaxation of the
assumptions on the regularity of ∆ and in particular does not require that η admit
a continuous exterior derivative. Indeed, Hartman [41] showed that the existence
of dη is equivalent to the existence of a sequence of C1 differential 1-forms ηk such
that ηk → η and dηk → dη. Replacing, as we do here, the conditions dηk → dη
and η ∧ dη = 0 with ‖ηk ∧ dηk‖e‖dηk‖ → 0 and ‖ηk − η‖e‖dηk‖ → 0 relaxes the
assumption on the existence of dη.
1.2.2. Asymptotic involutivity on average. A key feature of the asymp-
totic involutivity condition is that the regularity condition is described in terms
of ‖dηk‖ rather than C1 norm of ηk. If η is non-Lipschitz than the C1 norms
of ηk necessarily blow up while ‖dηk‖ may not. We later give some examples of
this kind. Moreover we actually do allow even ‖dηk‖ to blow up, albeit at some
controlled rate. Our argument however yields some rather technical, but signif-
icantly more general, conditions which relax to some extent the requirement on
the rate at which ‖dηk‖ is allowed to blow up, and instead only require some con-
trol on the rate at which the “average” value of ‖dηk‖ blows up. It seems that
these weaker conditions are significantly easier to verify in applications and there-
fore we give here a precise formulation and statement of results in terms of these
conditions.
We fix some arbitrary point x0 ∈ M and a local coordinate system (x1, x2, x3,U)
around x0. We suppose we are given a continuous form η defined in U and the
corresponding distribution ∆ = ker(η), and assume without loss of generality that
∆ is everywhere transversal to the coordinate axis ∂/∂x3. For any sequence of
C1 forms ηk defined in U we write the corresponding exterior derivative dηk in
coordinates as
dηk = dηk,1dx
1 ∧ dx3 + dηk,2dx2 ∧ dx3 + dηk,3dx1 ∧ dx2
where dηk,1, dηk,2, dηk,3 are C
1 functions defined in U . If ηk → η then, for all k
sufficiently large, the corresponding distributions ∆k = ker(ηk) are also transversal
4More precisely we say that η is “weakly differentiable” if there exists a differential 2-form
dη that satisfies Stokes’ Formula:
∫
J
η =
∫ ∫
S
dη for every piece of C1 surface S bounded by a C1
piecewise Jordan curve J . Note that this condition holds for example under the assumption that
η is Lipschitz (and therefore differentiable almost everywhere) and is therefore strictly weaker
than assuming that η is C1.
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to the coordinate axis ∂/∂x3 and therefore there exist C1 frames {Xk, Yk} for ∆k
in U where Xk, Yk are C1 vector fields of the form
(1.2.2.1) Xk =
∂
∂x1
+ ak
∂
∂x3
, Yk =
∂
∂x2
+ bk
∂
∂x3
for some C1 functions ak, bk. We let e
τXk , eτYk denote the flows induced by the
vector fields Xk, Yk respectively. Fixing some smaller neighbourhood U ′ ⊂ U we
can choose t0 > 0 such that the flow is well defined and e
τXk(x), eτYk(x) ∈ U for
all x ∈ U ′ and |τ | ≤ t0. Then, for every x ∈ U ′, |t| ≤ t0 we define
d˜ηk,1(x, t) :=
∫ t
0
dηk,1 ◦ eτX(k)(x)dτ,
d˜ηk,2(x, t) :=
∫ t
0
dηk,2 ◦ eτY (k)(x)dτ
and
d˜ηk(x, t) := max{d˜ηk,1(x, t), d˜ηk,2(x, t)}.
Definition 1.17. A continuous distribution ∆ = ker(η) is asymptotically invo-
lutive on average if, for every x0 ∈ M , there exist local coordinates around x0
and a sequence of C1 differential 1-forms ηk with ηk → η and corresponding C1
distributions ∆k = ker(ηk) and C
1 local frames {Xk, Yk}, and a neighbourhood
U ′ ⊂ U such that for every x ∈ U ′ and every |t| ≤ t0
‖ηk ∧ dηk‖xed˜ηk(x,t) → 0
as k → ∞. ∆ is uniformly asymptotically involutive on average if, moreover, for
every x ∈ U ′ and every |t| ≤ t0,
‖ηk − η‖xed˜ηk(x,t) → 0
as k →∞.
Theorem 1.18. Let ∆ be a 2-dimensional distribution on a 3-dimensional man-
ifold. If ∆ is asymptotically involutive on average then it is integrable. If ∆ is
uniformly asymptotically involutive on average then it is uniquely integrable.
Notice that d˜ηk(x, t) ≤ ‖dηk‖ and therefore Theorem 1.16 follows immediately
from Theorem 1.18.
We conclude this section with a question motivated by the observation that in the
C1 setting the involutivity condition (1.2.1.1) is both necessary and sufficient for
unique integrability. It seems natural to ask whether the same is true for uniform
asymptotic involutivity on average.
Question 1.19. Let ∆ be a 2-dimensional continuous uniquely integrable distri-
bution on a 3-dimensional manifold. Is ∆ uniformly asymptotically involutive on
average?
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1.2.3. Applications. We discuss here three applications of our results: to
the problem of the uniqueness of solutions of ODE’s, of existence and uniqueness
of solutions of PDE’s, and to the problem of integrability of invariant bundles
in Dynamical Systems. While none of these applications perhaps has the status
of a major result in itself, we believe they are good “examples” and indicate the
potential applicability of our main integrability results to a wide range of problems
in different areas of mathematics.
1.2.3.1. Uniqueness of solutions for ODE’s. We consider a vector field
(1.2.3.1) X = f(x)
defined in some local chart U of a two-dimensional Riemannian manifold M by
a non-vanishing continuous function f . By a classical result of Peano, X admits
locally defined integral curves at every point in U but uniqueness is not guaranteed
as there exist simple counterexamples even if f is Ho¨lder continuous. A natural
question concerns the “weakest” form of continuity which guarantees uniqueness.
We recall that the modulus of continuity of a continuous function f defined on U
is a continuous function w : [0,∞)→ [0,∞) such that w(t)→ 0 as t→ 0 and, for
all x, y ∈ U ,
|f(x)− f(y)| ≤ w(|x− y|).
As a Corollary of our arguments we obtain the following result which we will prove
in Section 4.2.1.
Theorem 1.20. Suppose the modulus of continuity of f satisfies
(1.2.3.2) lim
→0
1

∫ 
0
ω(t)dt · exp
(
1
2
∫ 
0
ω(t)dt
)
= 0.
Then X has a unique local integral curve through every point in U .
It would be interesting to compare our condition (1.2.3.2) with other conditions
such as the classical and the well-known Osgood condition
(1.2.3.3)
∫ 
0
1
w(t)
dt =∞
which also implies unique integrability [66] . For the moment however we have
not been able to establish a relationship between the two conditions.
Question 1.21. Does either of (1.2.3.2) or (1.2.3.3) imply the other? Are there
examples of functions which satisfy one and not the other?
We remark that any function which admits a modulus of continuity also admits
an increasing modulus of continuity wˆ(t) ≥ ω(t). Then if (1.2.3.2) holds for
the modulus of continuity ω(t) it clearly holds also for the increasing modulus
of continuity ωˆ(t) (but notice that the converse is not true). If the modulus of
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continuity is increasing, then (1.2.3.2) is equivalent to the following more natural-
looking condition
(1.2.3.4) lim
t→0
ω(t)e
ω(t)
t = 0.
It is easy to check that Lipschitz functions satisfy (1.2.3.4) (and therefore also
(1.2.3.2)) as well as (1.2.3.3), as do some standard non-Lipschitz functions such as
w(t) = t ln t, w(t) = t ln ... ln t and more “exotic” examples such as w(t) = t ln1+t t,
whereas functions such as w(t) = tα, α ∈ (0, 1) and w(t) = t lnα t, α > 1 satisfy
neither our condition (1.2.3.2) nor (1.2.3.3). It seems likely that if there exists any
example of a modulus of continuity which satisfies (1.2.3.2) but not (1.2.3.3) it
would have to have some significant amount of oscillation which could be controlled
by the integrals in (1.2.3.2) but not by the simpler condition (1.2.3.4).
1.2.3.2. Pfaff Equations. Besides the intrinsic interest of the question of inte-
grability from a purely geometric point of view, the issue of integrability classically
arises in the context of the problem of existence and uniqueness of solutions of
PDE’s. Indeed, this seems to have been the main motivation of Frobenius [35],
who applied previous results of Clebsch [28] and Deahna [32], see discussion in
[55], to Pfaff equations, i.e. equations of the form
(P)

∂f
∂x
(x, y) = a(x, y, f(x, y))
∂f
∂y
(x, y) = b(x, y, f(x, y))
where a(x, y, z), b(x, y, z) are scalar functions defined on U = V × I ⊂ R3. When
f = f(x, y) exists (and is unique), with the initial condition f(x0, y0) = z0, the
system (P) is said to be (uniquely) integrable at (x0, y0, z0).
The existence and uniqueness of the Pfaff system of equations clearly depends
on the properties of the functions a and b. The classical Theorem of Frobenius
gives some involutivity conditions which imply integrability if the functions a, b are
C1. As a relatively straightforward application of our more general result, we can
consider the situation where a, b are just continuous but have a particular, though
not very restrictive, form. More specifically suppose that a, b have the form
(P˜) a(x, y, z) := A(x, y)F (z) and b(x, y, z) := B(x, y)F (z)
for continuous functions A(x, y), B(x, y), F (z) satisfying:
(P˜1) F is Lipschitz continuous
(P˜2) There exist sequences A(k), B(k) of C1 functions such that
i) A(k) → A and B(k) → B,
ii) A
(k)
y −B(k)x → 0.
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Note that A
(k)
y , B
(k)
x denote the partial derivatives of A(k), B(k) with respect to x
and y respectively, and that the convergence in i) and ii) of (P˜2) are intended in
the C0 topology.
Theorem 1.22. The Pfaff system (P) defined by functions of the form (P˜) satis-
fying (P˜1), (P˜2) is uniquely integrable.
We will prove Theorem 1.22 in Section 4.2.2.
Remark 1.23. We remark that condition (P˜2) seems relatively abstract but it
is quite easy to construct examples of continuous functions A,B which satisfy it.
Suppose for example that A˜(x), B˜(y) are continuous functions and that ϕ(x, y) is
a C2 function, and let A(x, y) = A˜(x) + ϕx(x, y) and B(x, y) = B˜(y) + ϕy(x, y).
Let A˜(k), B˜(k) be sequences of C1 functions with A˜(k) → A˜, B˜(k) → B. Then
A(k)(x, y) = A˜(k)(x)+ϕx(x, y) and B
(k)(x, y) = B˜(k)(y)+ϕx(x, y) are C
1 functions
and it follows that A(k) → A, B(k) → B. Moreover the partial derivatives are
A
(k)
y = ϕxy, B
(k)
x = ϕyx and therefore A
(k)
y −B(k)x = 0.
1.2.3.3. Dominated decompositions with linear growth. Continuous distribu-
tions arise naturally in Dynamical Systems as Dϕ-invariant distributions for some
diffeomorphism ϕ : M → M . The integrability (or not) of such distributions can
have significant implications for ergodic and topological properties of the dynamics
generated by ϕ. The classical Frobenius Theorem and its various extensions have
generally not been suitable for studying the integrability of such “dynamically de-
fined” distributions which are usually given implicitly by asymptotic properties of
the dynamics and therefore have low regularity. The conditions we give here, on the
other hand, are naturally suited to treat these kind of distributions because they
allow distributions with low regularity and also because they formulate the notion
of involutivity in an asymptotic way which lends itself to be verified by sequences
of dynamically defined approximations to the invariant distributions.
A first non-trivial application of the results is given in [76] for a class of C2 dif-
feomorphisms ϕ : M → M of a 3-dimensional manifold which admit a dominated
splitting : there exists a continuous Dϕ-invariant tangent bundle decomposition
TM = E ⊕ F and a Riemannian metric for which derivative restricted to the 1-
dimensional distribution F is uniformly expanding, i.e. ‖Dϕx‖ > 1 for all x ∈ M ,
and the derivative restricted to the 2-dimensional distribution E may have a mix-
ture of contracting, neutral, or expanding behaviour but is in any case dominated
by the derivative restricted to F , i.e. ‖Dϕx(v)‖ < ‖Dϕx(w)‖ for all x ∈ M and
all unit vectors v ∈ Ex, w ∈ Fx.
Dominated splittings, even on 3-dimensional manifolds, are not generally uniquely
integrable [47] but the main result of [76] is the unique integrability of dominated
splittings on 3-dimensional manifolds under the additional assumption that the
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derivative restricted to E admits at most linear growth, i.e. there exists a con-
stant C > 0 such that ‖Dϕkxv‖ ≤ Ck for all x ∈M , all unit vectors v ∈ Ex, and all
k ∈ N. This result is obtained by a non-trivial argument which leads to the veri-
fication that the distribution E is uniformly asymptotically involutive on average
and therefore Theorem 1.18 can be applied, giving unique integrability.
Previous related results include unique integrability for splittings on the torus T3
which admit a strong form of domination [20] and other results which assume
various, rather restrictive, geometric and topological conditions [15, 38, 64, 45].
The assumption on linear growth is a natural extension of the most classical of
all integrability results in the dynamical systems setting, that of Anosov diffeo-
morphisms, where E is uniformly contracting, i.e. ‖Dϕx(v)‖ < 1 < ‖Dϕx(w)‖
for all x ∈ M and for every unit vector v ∈ Ex, w ∈ Fx and for center-stable
bundles of time 1 maps of Anosov flows for which < 1 is replaced by ≤ 1. For
Anosov diffeomorphisms the integrability of the invariant distributions can be ob-
tained by a very powerful set of techniques which yield so-called “Stable Manifold”
Theorems, which go back to Hadamard and Perron, see [50]. These techniques
however generally break down in settings where the domination is weaker. The
application of our Theorem 1.18, as implemented in [76], includes the setting of
Anosov diffeomorphisms on 3-dimensional manifolds and thus represents a perhaps
more flexible, and maybe even more powerful in some respects, alternative to the
standard/classical techniques.
CHAPTER 2
Integrability
2.1. Integrability
This section is devoted to intricacies of how to define a desired notion of in-
tegrability in the continuous setting. The main references for this section are
[1, 19, 22, 54]. We will also have a few words to say about integrability in the
differentiable setting, especially about properties that are still valid in the contin-
uous setting.
Let E be a subbundle of TM where M is a smooth manifold. An immersed
manifold will always mean injectively immersed for us. We also remind that if N
is an immersed submanifold of M then given any open subset U ⊂ M , U ∩N is
also open in N since subspace topology of N is coarser than the manifold topology
but an open set in the manifold topology need not be an open set in the subspace
topology. If i : N ↪→ M is an immersion or embedding, by abuse of notation
we identify i(N) with N . Finally given an integrable vector field X, for obvious
reasons, we will denote its flow starting at the point p by etX(p) and the differential
of this flow with respect to manifold coordinates as DetXp (whenever it is possible
to differentiate it). We will occasionally use the pushforward notation. More
precisely, let X, Y be vector fields defined on U ⊂M and let V ⊂ U and  be such
that etX(V ) ⊂ U for all t ≤ . Then t → etX∗ Y is a family of vector fields defined
on etX(V ) by the formula (etX∗ Y )etX(p) = De
tX
p Yp for p ∈ V .
Definition 2.1. E is said to be integrable at p if there exists a rank(E) di-
mensional immersed, connected submanifold N such that p ∈ N and for all q ∈ N ,
TqN = Eq. N will be called an integral manifold of E passing through p. E is
said to be integrable if it has integral manifolds through every point in M . Two
integral manifolds N1, N2 with non-empty intersection are said to satisfy unique-
ness of solutions if whenever they intersect, their intersection is relatively open
in both submanifolds. E is said to be uniquely integrable if it is integrable and
every pair of integral manifolds N1, N2 satisfies uniqueness of solutions. Finally in
this case the maximal integral manifold of E passing through p is the integral
manifold that contains all the other integral manifolds passing through p .
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We will later show in lemma 2.4 that if uniqueness of solutions are satisfied then
arbitrary union of integral manifolds which all intersect is again an integral man-
ifold. Therefore a unique maximal element always exist. This is constructed by
taking union of all the connected integral manifolds passing through p. Existence
of two maximal distinct integral manifolds is a contradiction since their union is
an integral manifold that contains both.
We refer the reader to subsection 2.1.3 to understand better why we call the prop-
erty above uniqueness of solutions. In particular, we show that the geometric ques-
tion of integrability is locally equivalent to solving a homogenous system of linear,
first order partial differential equations, hence the terminology ”solutions”.
Definition 2.2. A rank n, Cr foliation on a smooth manifold M , is a family F
of connected, disjoint, immersed Cr submanifolds of dimension n such that every
point in M belongs to one of the submanifolds and the intersection of each sub-
manifold in F with a coordinate neighbourhood of M consists of countably many
connected components. The elements of F will be called leaves of the foliation.
The last condition is a technicality, which although is quite important for the
topological properties of a foliation, will not be of interest to us very much. The
most critical part is the decomposition into disjoint submanifolds part. We note
that from a foliation one can build a subbundle of TM of rank n by taking the
tangent space of the element of F at every point. We denote this bundle by
TF . Some authors prefer to call F a Cr foliation if TF is Cr and some others
when leaves of F form a Cr family of Cr submanifolds 1. It is possible to show
that if TF is Cr for r > 0 then integral manifolds of F form a Cr family of Cr
submanifolds: in every locality choose a basis of sections of TF and integrate
them in order. Theorems from theory of ODE will tell you that you will get
pieces of Cr integral manifolds which form a Cr family of integral manifolds due
to differentiable dependence on initial conditions. The reverse only holds true if
integral manifolds of F form a Cr+1 family; having Cr+1 leaves or a Cr family of
Cr leaves is not enough. Thus the definition given in 2.2 is the one which makes
the least assumptions on regularity. Nevertheless in the next chapters, we will
almost always be dealing with continuous sub-bundles and will not be concerned
by these regularity questions very much.
Proposition 2.3. If E is uniquely integrable then there exists a foliation F such
that Ep = TFp.
1The notion of Cr family of integral manifolds can be formulated in various ways. One
way is just to choose some particular local coordinates and write the integral manifolds of a
subbundle as family of graphs in the local variables. If these graphs are Cr in every variable in
some neighbourhood of every point, then the integral manifolds can be called a Cr family. This
is stronger than just the leaves being Cr as in definition 2.2
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Proof. This will be a direct result of the following lemma:
Lemma 2.4. Let {Ni}i be an arbitrary collection of Cr integral manifolds of E all
of which have a point in common and all of which satisfy uniqueness of solutions.
Then N = ∪iNi is a Cr immersed manifold.
Proof. We will start defining a topology onN . Define the topology by setting:
U ⊂ N to be open if Ui = U ∩ Ni is open in Ni for each i. By uniqueness of
solutions, this topology contains all Ni (since uniqueness implies all Ni ∩ Nj are
open), N (since N ∩ Ni = Ni) and ∅. If U and V are open then Ui, Vi are open
in Ni and so is Ui ∩ Vi. But (U ∩ V ) ∩ Ni = Ui ∩ Vi so U ∩ V is an element of
this topology. Similar statement holds for Ui ∪ Vi, so this is indeed a topology. It
remains to prove that as a topological space N is Hausdorff, second-countable and
can be given a smooth structure.
To show that N is Hausdorff, it is enough to show that inclusion i : N ↪→ M
is continuous so that N becomes a subspace of M and so it is inherited from
Hausdorff property of M . But given any U ⊂ M open, since Ni are immersed
submanifolds, U ∩Ni are open in Ni and since i−1(U) = ∪iU ∩Ni, it is also open
proving that i is continuous.
Now we show it is second countable. Cover M with countable open sets {Vi} so
that Vi ∩N (when non-empty) are embedded submanifolds of some Nk and of M
(and in particular are open in N), let {W}j be a countable basis of topology of M
and select a subset of this {Wi}i∈I so that every Vi is a union of some {Wik} and
Wik ⊂ Vi for some i. Then for k ∈ I, {Wk ∩N} is a countable collection of open
submanifolds which are second countable, whose union is N . So N itself is second
countable.
It only remains to show that it has smooth structure. To do this we use {Vi}
defined previously. Since by assumption Vi ∩N are embedded in M , they have a
unique smooth structure that makes them smoothly embedded submanifolds with
an atlas of the form {V ki , φki = ψki |V ki }k where ψki are coordinate maps on M and so
that V ki are mapped to C
r submanifolds Uki ⊂ Rrank(E) ⊂ Rrank(M). If V ki ∩ V `j is
not empty then it is open by assumption. Therefore smoothness of the transition
functions for {ψki }i,k easily imply the same for {φki }i,k when restricted to images
of these intersections. 
To finish the proof, given p ∈ M , let Lp be the unique maximal integral manifold
which by lemma 2.4 is a connected, immersed manifold. The collection of such
maximal integral manifolds cover all M and are either disjoint or coincide by
construction. More over since N is an immersed manifold given any U ⊂M open,
N ∩ U is open in N and so can be written as a countable union of open sets
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by second countability. In particular then the intersection N ∩ U has countable
number of connected components. 
2.1.1. The differentiable case. In the case of a differentiable subbundle,
question of integrability and unique integrability coincides.
Lemma 2.5. Let E be an integrable and differentiable subbundle of TM . Then E
is uniquely integrable.
Proof. This is not so hard consequence of uniqueness of ODE with differen-
tiable vector fields. Indeed assume there exists two integral surfaces W1,W2 which
intersect. Take any p ∈ W1∩W2. Take a basis of sections {Xk}rank(E)k=1 of E defined
in some neighbourhood of U , all of which are differentiable vector fields. Then their
restrictions to tangent spaces of Wi are also differentiable vectors fields. By unique-
ness of ODE, their integral curves around each point, for short enough times, also
belongs to these surfaces and must also locally coincide whenever they pass through
a common point. Define the map (t1, ..., trank(E))→ etrank(E)Xrank(E) ◦ ... ◦ et1X1(p).
For ti small enough the image of this map belongs to both surfaces Wi and contains
a relatively open set (since the flow of a differentiable vector fields has differentiable
dependence on base points). Therefore W1 ∩W2 is relatively open. 
This statement can be improved by something called transversal Lipschitzness.
Definition 2.6. Let E be a subbundle so that dim(M) = rank(E) + 1 (which
will be called codimension 1 subbundle from now on). E is called transversally
Lipschitz of for all p ∈ M , if there exists a coordinate neighbourhood, a vector
field Y defined on U which is transverse to E and a local basis of sections {Xi} of
E such that if we write in coordinates
Xi =
rank(E)∑
k=1
aki (x)
∂
∂xk
then aki (x) are differentiable along Y .
The following weaker proposition can be proven:
Proposition 2.7. If E is a transversally Lipschitz and integrable subbundle then
it is uniquely integrable.
We will prove a more general theorem; 3.25 in section 3.3. It can be shown
that transversal Lipschitzness implies conditions in this theorem. The upshot
of proposition 2.7 however is that one can find a basis of E and their restriction
to every transverse plane can be written, up to rescaling, as a Lipschitz vector-
field inside the plane which becomes uniquely integrable. This lemma can also be
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found in another form in [69] where it is required that E admits a foliation which
is transversally Lipschitz (transversal Lipschitzness for a foliation can be defined
by requiring that locally the leaves of a foliation form a Lipschitz family of integral
manifolds). This lemma can be seen as an Analogue of Van Kampen’s uniqueness
theorem (and could quite possibly be derived from there directly), see [41]. It is
possibly true, by use of Van Kampen’s theorem, that if E is integrable with the
leaves forming a Lipschitz family, then E is uniquely integrable.
Although the main focus of the thesis is to study merely continuous sub-bundles,
weaker forms of differentiability such as transversal Lipschitzness or existence of
continuous exterior derivatives for defining 1-forms seems to have interesting geo-
metric consequences for sub-bundles such as analogues of sub-Riemannian distance
estimates. These will not be covered in this thesis but will be subjects of future
works. We invited the interested reader to check chapter 4.
2.1.1.1. Frobenius Theorem. In the case a distribution is differentiable there
is a necessary and sufficient condition for integrability known as the Frobenius
theorem. We will now state and prove the theorem using some ideas which will
also be useful for us when we study the continuous case.
Theorem 2.8. Let E be subbundle on a smooth manifold M . M is uniquely
integrable if and only if for every point p ∈ M , there exists a neighbourhood U(p)
and a basis {Xi}rank(E)i=1 of sections such that
[Xi, Xj]q ∈ Eq
for all i, j and q ∈ U(p)
Proof. For necessity, given any p choose a neighbourhood with a local basis
of sections {Xi}. Since E is uniquely integrable through every point q, there passes
an integral manifold W of E. Note that since TsW = Es for all s ∈ W , Xi restricts
to a vector field on W . In particular then for all s ∈ W , [Xi, Xj]s ∈ TsW = Es.
For sufficiency again given any p choose a neighbourhood with a local basis of
sections {Xi}. Let rank(E) = m. Define
W (t1, ..., tm) = e
tmXm ◦ ... ◦ et1X1(p)
For ti small enough this is differentiable surface since DWt=0 has columns as Xi(p)
which are linearly independent. Our aim will be to show that this surface is tangent
to E. Denote p(ti) = e
tiXi ◦ ... ◦ et1X1(p) and t = (t1, ..., tm). We have that
X˜i(t) =
∂W
∂ti
(t) = DetmXm ◦ ...Deti+1Xi+1Xi(p(ti))
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We must show that X˜i(t) ∈ Ep(tm). For this the following lemma suffices:
Lemma 2.9. Let X, Y be everywhere linearly independent, non-vanishing vector
fields with Ep = span < Xp, Yp > defined in some coordinate chart U . Then if
[X, Y ]q ∈ Eq, (DetXY )q ∈ Eq for all q ∈ U .
Proof. Consider the family of vector fields Y (t, q) = (DetXY )q. Given q, let
p be such that q = etX(p) The derivative of this family with respect to t is given
by (see for instance [1]):
∂
∂t
Y (t, q) = DetXp [X, Y ]p
By assumption [X, Y ]p = a(p)Xp + b(p)Yp. Therefore
∂
∂t
Y (t, q) = a(p)DetXp Xp + b(p)De
tX
p Yp
But DetXp Yp = Y (t, q) and De
tX
p Xp = Xq. So we obtain the following differential
equation:
∂
∂t
Y (t, q) = a(p)Xq + b(p)Y (t, q)
with the initial condition Y (0, q) = Yq. Writing a(t) = a(e
−tX(q)) and b(t) =
b(e−tX(q)), the solution to this differential equation is given by:
Y (t, q) = Yq + (
∫ t
0
ds a(s)Xq + b(s)Yq) e
∫ t
s dr b(r)
Since Xq, Yq ∈ Eq we obtain directly that Y (t, q) ∈ Eq for all t. 
Then a successive application of this lemma gives that X˜i(t) ∈ Ep(ti) for all t,
which finishes the proof using lemma 2.5. 
One can give also a differential ideal criterion to this theorem which will be central
to most of the work in this thesis.
Definition 2.10. Given a subbundle E of TM of rank(E), the local defining
differential 1-forms of E on the neighbourhood U are a collection of local differential
1-forms η1, ..., ηk (where k = dim(M)− dim(E)), such that for all sections X of E
and all i = 1, ..., k, ηi(X) = 0 everywhere. Such a collection of differential 1-forms
is called involutive if for all i = 1, ..., k,
η1 ∧ ... ∧ ηk ∧ dηi = 0
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identically.
Lemma 2.11. E is integrable if and only if every set of local defining differential
1-forms is involutive.
Proof. Take any local basis of sections {Xi} and any set of local defining
differential 1-forms {ηi}. Complete {Xi} to a basis by adding vector fields {Zi}.
Denote η1 ∧ .... ∧ ηk = η.
η ∧ dη` = 0 iff η ∧ dη`(Z1, ..., Zk, Xi, Xj) = 0
for all i, j (note that putting more than two X` already nullifies the differential
1-form). Then
η ∧ dη`(Z1, ..., Zk, Xi, Xj) = 0 iff η(Z1, ..., Zk)dη`(Xi, Xj) = 0
Since η(Z1, ..., Zk) 6= 0 (by the assumption that {Xi, Zj}i,j form a basis), using
Cartan’s formula
dηn(Xi, Xj) = 0 iff η`([Xi, Xj]) = 0 iff [Xi, Xj] ∈ E

On the passing we note that in the case E is Lipschitz, Frobenius theorem can
still be formulated in terms of Lebesgue almost every point conditions on the Lie
brackets but becomes more technical. Since uniqueness and existence of flows for
Lipschitz vector fields always holds true, the proof in theorem 2.8, with some work,
can be adapted to the case when E is Lipschitz. In this case the flow curves give a
Lipschitz family of curves and so the differential is also defined almost everywhere.
Since curves of the form etiXi(p) are measure 0, the differential of another Lipschitz
vector field may not be defined every where on this curve. Yet the curves of the
form etiXi(p) for all p form a regular foliation of the neighbourhood and almost
surely these curves intersect the zero measure set of non-differentiability in rela-
tively zero measure sets. So going like this one can form uniform sized Lipschitz
integral manifolds passing through almost everywhere which satisfy uniqueness
of solutions. This then can be extended to the whole manifold by taking limits,
thanks to continuity of E.
2.1.2. Non-differentiable case. In the case E is not differentiable one can
come up with many weaker forms of unique integrability all of which we review for
completeness and for the interest of the reader. The terminology we have chosen
here might be different from the literature.
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Definition 2.12. A distribution E is said to admit a foliation if there exists a
foliation F such that TF = E. It said to admit a unique foliation if F is the
unique foliation satisfying this property.
A distribution which admits a unique foliation is integrable but not necessarily
uniquely integrable. Indeed one simply can consider the flow lines of the ODE x˙ =
x1/3, y˙ = 1. If one takes out the integral manifold γ(t) = (0, t), then the remaining
ones form a foliation. Yet γ(t) crosses every other integral manifold transversally
violating uniqueness. A more advanced example for a two dimensional distribution
on T3 will be given later on in section 2.2.2. It is also possible that a bundle admits
more than one foliation, see for instance [11] for a vector field that admits more
than one foliation. Thus in the continuous world, many things are up to choice of
integral leaves. If one collects all the integral leaves, that might not be a foliation,
but if then some of them are thrown out one might obtain a foliation.
Obviously in the non-differentiable case it not possible to make directly sense
of Frobenius theorem (although one could try to come up with curve version of
it such as in [50]). It is the main contribution of this thesis to come up with
”Frobenius like” conditions for continuous distributions and apply it integrability
questions that arise for instance in dynamical systems, along with some other
minor applications to ODE and PDE.
2.1.3. The Connection Between Integrability and PDE. In this subsec-
tion we show how to interpret integrability question as a system of homogenous,
linear, first order PDE.
Proposition 2.13. Let E be a Cr subbundle with rank(E) = d on a m+d dimen-
sional manifold M . Then E is integrable (with Cr family of leaves) iff for every
p ∈ M , there exists a neighbourhood U , a collection of real valued Cr functions
f1, f2, ..., fm and a local basis of sections {Xi}di=1 of E such that
• Xi(fj) = 0 for all i = 1, ..., d and j = 1, ...,m
• df1, ..., dfm is a set of everywhere linearly independent differential 1-forms
• Setting f = (f1, ..., fm), f−1(c) are integral manifolds of E.
Proof. We first prove necessity. The intuition about the existence of a fo-
liation is that for any point p, there exists a coordinate neighbourhood U and a
diffeomorphism φ : U → Rd ⊕ Rm = (x, y) such that the images of the leaves
of the foliation are flat i.e they are intersection of d dimensional planes with the
image of U . This means that the diffeomorphism maps leaves to sets of the form
(x, y = cnst). Therefore if L is such a leaf, then dyi restricted to tangent space of
φ−1L, which spans φ−1∗ E at the given point, is zero. But then φ
∗dyi = d(yi ◦ φ)
restricted to tangent space of L is 0 and so fi = yi ◦ φ are the required functions.
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Linear independence follows from the fact that dyi are linearly independent and φ
is a diffeomorphism. To be done, lets prove the existence of φ.
One can prove that for any p, there exists some local coordinates U = (x1, ..., xd, y1, .
.., ym) and a basis {Xi}di=1 of E of the following form:
Xi =
∂
∂xi
+
m∑
j=1
aji (x, y)
∂
∂yj
for some Cr functions aji (x, y). Consider now for some V ⊂ U , the subset P =
(0, ...0, y1, ..., ym) ∩ V . Consider the functions:
H(t1, ..., td, y1, ..., ym) = e
tnXn ◦ ... ◦ et1X1(0, ..., 0, y1, ..., ym)
As shown in theorem 2.8, for a fixed y, the image of this map is an integral
manifold. Also the maps are defined for all |ti| ≤  for some  > 0. Then each
(x, y = cnst) is mapped to a leaf of the foliation. If we can invert this map, we
obtain the required diffeomorphism φ. It is not hard to see that due to form of
the vector fields Xi,
H(t1, ..., td, y1, ..., ym) = (t1, ..., td, y1 + g1(t, y), ..., ym + gm(t, y))
That this is a diffeomorphism for  small enough can be seen in the following way:
The differential of H is of the form DH = I+M(t, y) where M(t, y)→ 0 as t→ 0.
Then apply inverse function theorem to get the inverse (regularity of the functions
is also an automatic consequence of; a) the inverse function theorem and b) the
fact that H is Cr, since E is).
For sufficiency, the assumption that dfi are linearly independent means that f
−1(c)
are locally embedded d dimensional submanifolds. Moreover tangent space of these
manifolds coincide with the intersection of the kernel of dfi. Indeed given any
vector Y tangent to one of these submanifoldsM, extend it to a vector field Z on
the manifold. Since fi are constant on this manifold, their value does not change
along the flow of Z. So for all p ∈M, Z(fi)(p) = dfi(Yp) = 0. Since the dimension
of the tangent space and the dimension of the intersection of the kernels coincide
the tangent space of these manifolds are the intersection of the kernels of dfi. And
since dfi(Xj) = 0 for all i, j for basis {Xi}di=1 of E, again by dimension tangent
space of the manifolds coincide with E 
In the language of PDE’s, f−1(c) is called a solution of the system of PDE’s
Xi(fj) = 0 with the initial condition c. Uniqueness of intersecting solutions de-
fined on two different neighbourhoods more or less means that the solutions that
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intersect coincide up to a translation of the initial condition. This can be used to
give a different definition of a foliation which generalizes the notion of an immersion
defined on a manifold, but we shall not be bothered by that.
2.1.4. Questions of Integrability in Dynamical Systems. A dynamical
system is generally a self mapping of some space: φ : M → M . Differentiable
dynamics is the case when M is a smooth manifold and φ is Cr for some r ≥ 1.
In this context there are important examples of dynamical systems where the
tangent space of M splits into subspaces which are invariant under Dφ. That is
there exists a decomposition Ex ⊕ Fx = TxM such that Dφx(Ex) = Eφ(x) and
Dφx(Fx) = Fφ(x). This can be seen as a natural generalization of the concept
of an eigenspace. It turns out however that generally these sub-bundles are not
differentiable (see for instance [43]). Our main motivation for trying to integrate
continuous distributions will be to apply it to dynamical systems. We will defer
more detailed examples of such invariant decompositions to next section.
2.1.5. Differentiable Approximations of Bundles. In studying integra-
bility of continuous distributions, one can either proceed using topological ideas
such as in [18, 19, 38] or try to use analysis and geometry via differentiable ap-
proximations of the continuous distribution. We will employ the second idea. For
now we will try to give some insight into what one should expect from such ap-
proximations. Given any distribution E, it is always possible to approximate it by
various methods. The most common such method is of course through mollifica-
tions as done in [70]. A method which is also particular to dynamical systems is to
”pull back” a fixed C1 bundle by the dynamics which we shall explore later.
We have seen that unique integrability of E on M is equivalent to unique integra-
bility of E on every local chart. Therefore assume we replace M with a coordinate
neighbourhood U ⊂ Rn+m, equipped with the usual Euclidean inner product and
metric which we respectively denote as (·, ·), | · |. We use the same notation for
the inner product and norm induced on differential k-forms and tangent vectors.
Seeing vector fields X as maps from Rn+m to Rn+m, DX simply denotes a matrix
whose entries are partial derivatives of components of X. We use also the induced
Euclidean norm on these matrices for now. In the following |.|∞ denotes sup-norm
over some compact domain.
To start with, assume that we have a C1 distribution locally spanned on some
neighbourhood U by {Xi} =
∑
k ak
∂
∂xk
and annihilated by {ηj}. Now if one
further gets a C1 approximation of this bundle (bear with this pointless exercise
for a while please), it means that locally we have a basis of sections {Xki } and
annihilators {ηkj } such that as k → 0:
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|Xki −Xi|∞ → 0 , |DXki −DXi|∞ → 0 , |ηkj − ηj|∞ → 0
for all i, j. This in particular means that
ηk` ([X
k
i , X
k
j ](p))→ η`([Xi, Xj](p)) = 0
for all `, i, j and p ∈ U .
Now if one wants to approximate a C0 bundle by C1 ones, we still get
|Xki −Xi|∞ → 0 , |ηkj − ηj|∞ → 0
but the convergence of differentials DXki are not possible. Indeed even if there
exists a constant such that |DXki |∞ < C for all k, i, this would mean that E is
Lipschitz. Yet an observation one should make is the following:
[X, Y ] = (X i
∂Y j
∂xi
− Y i∂X
j
∂xi
)
∂
∂xj
So if one is extremely lucky, even though derivatives of Xki blow up the differences
of them might behave better. In fact later we show that for a wide range of
dynamical systems with continuous invariant bundles E ⊕ F , it is possible to
approximate E by C1 bundles so that
(2.1.5.1) ηk` ([X
k
i , X
k
j ])→ 0
Then a possible question is
Question 2.14. Is the existence of such a basis as in equation 2.1.5.1 enough to
guarantee integrability of the limit bundle?
This is a naive question and should not be expected to hold true. One can even
have C1 approximations of C1 functions, whose derivatives have nothing to do
with the limit function’s derivative. And indeed in section 2.2.3 we demonstrate
an example of [47] which gives a negative answer to this question. Thus the
approximations must be, in some way, ”more” related to the limit distribution so
that the behaviour of the Lie brackets of the approximations are reflected in the
behaviour of the limit bundle in some way. So the correct question is:
Question 2.15. What are some regularity conditions on {Xki } that are weaker
than requiring equi-Lipschitzness or C1 convergence but which yet together with the
existence of such a basis as in equation 2.1.5.1 is enough to guarantee integrability
of the limit bundle?
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The only such condition that we know of is given in [42] (called continuous ex-
terior differentiability), which we had briefly mentioned in section 1.2. However
in our opinion this condition is quite difficult to check, especially for implicitly
defined distributions as in dynamical systems. It also implies certain regularity
properties on the foliation one gets by using this theorem which limits the scope of
applicability in dynamical systems where pathological regularity behaviours may
occur along directions transverse to leaves of a foliation. Thus one of the main
motivations of this thesis is to come up with other weak regularity assumptions
on the sequence {Xki } which do not imply that the limit bundle is Lipschitz but
still helps to transfer information about ηk` ([X
k
i , X
k
j ]) to the limiting object.
2.2. Examples
In this chapter we will give examples of integrable and non-integrable continuous
sub-bundles, most of which are left invariant by some diffeomorphism acting on
the manifold.
2.2.1. Examples of Integrable Invariant Distributions. We start with
some well known examples of invariant bundles associated to diffeomorphisms on
manifold which are known to be integrable. We concentrate on mostly the well
known examples of Anosov and partially hyperbolic splittings and towards the end
we also discuss dominated splittings.
2.2.1.1. Partially Hyperbolic Linear Diffeomorphisms of the Torus. In the case
of M = Tn one can build diffeomorphisms with invariant sub-bundles easily using
linear automorphisms of the torus. Modelling the torus as the quotient of Rn by
the integer lattice, it is not hard to see that any matrix A : Rn → Rn with integer
entries and determinant 1 determines a linear automorphism of the torus. Indeed
the fact that it has integer entries means that it preserves the integer lattice and
the fact that it has determinant 1 means its inverse has also integer entries and
so the inverse also preserves it. And therefore this linear map of Rn descends
to a map of the torus. In this case for the diffeomorphism we write φ = A and
since A is linear its derivative on Rn and therefore the torus is the same. One can
then find the generalized eigenspaces E1, E2, ..., Ekof A (corresponding to its real
Jordan block form such that
∑k
i=1(dim(Ei)) = n and so that A(Ei) = Ei. The
eigenvalues λ1, λ2, ..., λk associated to each space maybe complex but their norm
determines whether A expands Ei, contracts it or is neutral. Some examples of
such maps are:
A1 =
(
2 1
1 1
)
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and
A2 =
 −3 0 21 2 −3
0 −1 1

The first map is very well known by the name Arnold’s cat map and has two
eigenspaces corresponding to eigenvalues 3
2
+
√
5
2
, 3
2
−
√
5
2
. Note that one is less than
1 in norm and the other greater. For the second map the eigenvalues are λ1 ∼
−0.11, λ2 ∼ 3.11, λ3 ∼ −3.21. Both are examples of what are called uniformly
hyperbolic maps:
Definition 2.16. Given a compact Riemannian manifoldM and a diffeomorphism
φ : M → M , M is said to be uniformly hyperbolic if there exists a continuous
splitting of the tangent space as TxM = E
u
x⊕Esx for all x and a Riemannian metric
so that denoting λu(x) = infv∈Eu
||Dφuxv||
||v|| and µs(x) = infv∈Es
||Dφsxv||
||v|| one has
µs(x) < 1 < λu(x).
The bundle Es is called the stable bundle and the bundle Eu is called the unstable
bundle.
Although in this example these bundles are necessarily smooth, in general they
might even fail to be Lipschitz (see for instance [43]). Using Toral automorphisms
one can also build an example of a non uniformly hyperbolic diffeomorphism (less
trivial than the identity):
(2.2.1.1) A3 =
 2 2 12 −3 2
−3 −1 −2

with eigenvalues λ1 ∼ −3.73, λ2 = 1, λ3 ∼ −0.26. Therefore it has an eigenvalue
which is neither strictly less than 1 nor bigger as in definition 2.16. Such class of
examples is called partially hyperbolic:
Definition 2.17. Given a compact Riemannian manifoldM and a diffeomorphism
φ : M → M , M is said to be pointwise partially hyperbolic if there exists a
continuous splitting of the tangent space as TxM = E
u
x⊕Ecx⊕Esx and a Riemannian
metric so that denoting λσ(x) = infv∈Eσ
||Dφxv||
||v|| and µσ(x) = infv∈Eσ
||Dφxv||
||v|| one
has
µs(x) < 1 < λu(x) µs(x) < λc(x) ≤ µc(x) < λu(x)
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It is called absolutely partially hyperbolic if
sup
x∈M
µs(x) < inf
x∈M
λc(x) sup
x∈M
µc(x) < inf
x∈M
λu(x)
The bundle Ec is called the central bundle.
We remark that in this case all the invariant bundles are smooth and integrable
and moreover even the joint bundles such as Ecu and so on are integrable and
integrate to trivial planes. Some results in [50] even state that small enough C1
perturbations of these maps also have integrable bundles. However this is far
from being the general case. First of all it is only known that these types of
bundles are Ho¨lder continuous and only stable and unstable bundles are uniquely
integrable which give rise to a foliation (see [50]). In the next subsections we will
give relatively more interesting examples of partially hyperbolic diffeomorphisms
whose bundles may fail to be smooth. Secondly the center bundle (with dimension
greater than 1) or the joint bundles may fail to be integrable even when the
bundles are smooth, see for instance [22] which is a modification of an example
in [72] attributed to Borel or [47]. Finally the distinction between point-wise and
absolute partial hyperbolicity actually has topological consequences and is not
a mere generalization for the generalization’s sake. Indeed all absolute partially
hyperbolic splittings on T3 are integrable ([20]) while point-wise are not ([46]).
It will the topic of the next section to give some examples of partially hyperbolic
diffeomorphisms in which the center fails to be integrable.
2.2.1.2. Derived from Anosov Systems. A DA system is obtained from modi-
fying an Anosov (or uniformly hyperbolic) diffeomorphism A of the Torus. Some
of the original papers on this account are [60],[72]. See [29] for a nice computer
illustrations of the effects of such a modification. We will consider the three dimen-
sional example A = A3 given in the previous subsection in equation (2.2.1.1). The
modification is performed around the fixed point p0 of A which corresponds to 0
in the covering space R3. Note that A3 is uniformly hyperbolic with dim(Eu) = 2,
dim(Es) = 1. The modification will be done in such a way so that for the new sys-
tem, there will be a one dimensional central Ec which contracts at certain places
and expands in others. Lets first explain the philosophy of the construction. One
performs a modification (which will not be a small perturbation in C1 topology)
at small neighbourhood V of the fixed point p so that for the new system Aδ one
has that at this point dim(Es(p)) = 2, dim(Eu(p)) = 1 while at other certain
places which are not affected by the modification one still will have dim(Eu) = 2,
dim(Es) = 1. One should note that a local modification of the map at V will also
modify the invariant manifolds on the forward and backward images of V that is
at {Anδ (V )}∞n=−∞. But in the end one can simply find a periodic point q 6= p of the
original diffeomorphism of A and take V small enough so that the orbit of q does
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not intersect V . This means that none of the sets Anδ (U) intersect q and therefore
we see that the structure of the hyperbolic splitting at q remains undisturbed.
After having proven that this system is partially hyperbolic, this will necessitate
the existence of a central bundle which expands at certain parts and contracts in
others. We now pass to a detailed explanation of the technique.
Let A : R3 → R3 be a matrix with integer entries and determinant 1 and has
eigenvalues λ1 < 1 < λ2 < λ3. As discussed before it gives rise to an automorphism
φ of T3 with three bundles E1 ⊕ E2 ⊕ E3 such that for any v ∈ Ei one has that
Dφv = λiv. Let pi : R3 → T3 be the quotient map and p = pi(0). This point is
fixed under φ i.e φ(p) = p. It is known that the set of periodic points are dense for
such a hyperbolic toral automorphism. Therefore let q be another point different
from p which is periodic with orbit p, φ(p), ...φn+1(p) = p. Take a small enough
neighbourhood V of q so that φi(p) never intersect V so that one has that both
the backward images and the forward images of V are disjoint from p and its orbit.
We are going to modify the map here. Take some small disk D0 around 0 so that
it is mapped diffeomorphically by pi to its image V0 around p. One can then find
a map ψ : V0 → D0 so that ψ(p) = 0 and
ψ ◦ φ ◦ ψ−1(x1, x2, x3) = (λ1x1, λ2x2, λ3x3)
This can simply be obtained by composing pi|D0 with a change of basis that takes
the standard basis to the eigenvectors of A. Then one also has that for z ∈ V0
ψ ◦ φ(z1, z2, z3) = (λ1ψ1(z), λ2ψ2(z), λ3ψ3(z))
where ψi(x) are components of the map ψ. Now define a new map φ˜ by
φ˜(z) =φ(z) if z /∈ V0
ψ ◦ φ˜(z) =(λ1ψ1(z), µ(ψ(z)), λ3ψ3(z))
where µ : R3 → R is a smooth map which has the properties |D2µ(p)| < 1,
λ3 > |D2µ(z)| > λ1 and µ(z) = λ2z2 if z /∈ V1 ⊂ V0. Such a map can be
with some work obtained using bump functions or flows. In the case one uses
volume preserving flows to get this modification, the new maps will also be volume
preserving since φ was as well, see [12] for details. Now then one has that
D(ψ ◦ φ˜) =
 λ1 0 0D1µ D2µ D3µ
0 0 λ3
 ◦Dψ
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where Di denotes derivative with respect to xi. Therefore det(Dφ˜) = λ1D2µλ3 > 0
hence this is a diffeomorphism since it glues smoothly to φ out of V0. It is clear
that the image of E2 under Dψ which is spanned by (0, 1, 0) is invariant under this
map such that for any v ∈ E2(0), Dφv = D2µ(0)v and for v ∈ E2(q), Dφv = λ2v.
Thus E2 is an invariant bundle which contracts near 0 and which expands out of
V0. Now we will construct the remaining invariant bundles. This is done by first
requiring supx∈R3 |Diµ(x)| to be small for i = 1, 3. Under this assumption define
the family of cones
Cu (x) = {v ∈ TxT3 | |P3v| ≥ |(P2 + P1)v|}
Cs (x) = {v ∈ TxT3 | |P1v| ≥ |(P3 + P2)v|}
where Pi : TT3 → Ei are the projections associated to the splitting E1⊕E2⊕E3 and
| · | is a norm coming from a metric which orthonormalizes the splitting E1, E2, E3.
Then for instance if v ∈ Cu (x) one has that
|(P2 + P1)Dφ˜v|2
|P3Dφ˜v|2
=
|D2µP2v + (λ1 +D1µ)P1v|2
|λ3P3v|2
≤ (D2µ)
2|P2v|2 + (λ1 +D1µ)2|P1v|2
(λ3 +D3µ)2|P3v|2
<
|P2v|2 + |P1v|2
|P3v|2
=
|P2v + P1v|2
|P3v|2
Therefore Dφx(C
u
 (x)) ⊂ Cu (φ(x)). Similarly one can show that Dφ−1x (Cu (x)) ⊂
Cu (φ
−1(x)). By iterating this procedure and taking the intersection of inter-nested
sequence of cones one obtains possibly new invariant distributions E˜1, E˜2 which by
the well known cone criterion (see [50].) become the stable and unstable distribu-
tions of the new systems, completing the construction. It can be shown that still
the center, center-stable and center-unstable bundles are uniquely integrable.
We have infact used this construction in subsubsection 1.1.3.3. In particular we had
chosen the modification as in [12] so that the new system is also volume preserving
and which had the property that
|Dφ|Ec(x)||Dφ|Es(x)|
|Dφ|Eu(x)| < 1 and that for some points
q ∈ T2, |Dφ|Ec(q)|2|Dφ|Eu(q)| > 1 . The first is due to the fact that the system is volume
preserving and so det(Dφx) = 1 and that |Dφ|Eu(x)| > 1. For the second note that
the modification does not effect the structure of the splitting or the expansivity
2.2. EXAMPLES 33
properties at the periodic point q out of the neighbourhood V we have chosen. But
since the original diffeomorphism is induced by the matrix given in (2.2.1.1) which
satisfies
λ22
λ3
> 1 so does the splitting at q (with eigenvalues representing center and
and unstable expansions).
2.2.1.3. Time 1 Maps of Anosov Flows. Let φt : M → M be a C2 flow on a
compact Riemannian manifold M . Such a flow is called Anosov if there exists a
continuous splitting
TxM = E
s(x)⊕ Ec ⊕ Eu(x)
such that for some constants K and 0 < λ < 1 one has
• Ec is the flow direction
• ||Dφt|Es(x)|| ≤ Kλt for all t > 0
• ||Dφ−t|Es(x)|| ≥ Kλ−t for all t > 0
• Eσ for σ ∈ {s, c, u} are invariant under Dφt for all t > 0
Then it is easy to see that the time one map of this flow which is φ1 gives rise
to a partially hyperbolic splitting which again Es ⊕ Ec ⊕ Eu such that it acts
isometrically on the center bundle. In this case the center bundle is trivially
uniquely integrable and it is also true that also the bundles Ecu and Ecs are
integrable. There are two main examples for Anosov flows which are described
below.
For the first one let φ : M → M be an Anosov diffeomorphism. Consider M =
[0, 1] ×M and the equivalence relation (0, x) ∼ (1, φ(x)). Let pi : M → M\ ∼
be the projection to the quotient space obtained by the equivalence relation. Let
X be the vector field whose integral curves are the image, under pi, of the lines
[0, 1]× {p} for all p ∈ M . By abuse of notation we will occasionally denote by X
the flow generated on M
Proposition 2.18. Flow of X is Anosov
Proof. First of all one needs to build the stable and unstable bundles. We
set Ec to be the span of the vector field X as usual with the Anosov flows. Then
at t = 0, we set Eσt=0 = E
σ for σ = u or s, where Eu, Es are the bundles associated
to the map φ. Then we denote Eσt = (e
tX)∗(Eσt=0) where e
tX is the pushforward of
the flow of X. Since flow of X, etX satisfies e1X(0, p) = (0, φ(p)) (as a flow on M)
we see that (e1X)∗(Eσ0 ) = φ
∗Eσ0 = E
σ
0 and invariance is satisfied. Now we need to
get the hyperbolicity estimates. First lets look at t = 0. Given any t, we will let
btc denote its lower integer part and r ∈ [0, 1) the remainder. Let K be a constant
such that
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1
C
≤ sup
|r|<1,p∈M
||DerX(0,p)|| ≤ C
We also denote µs = supp∈M ||Dφ|Es(p)||.
Then for instance
||DetX(0,p)||Es(0,p)| ≤ C||DebtcX(0,p) |Es(0,p)|| ≤ Cµbtcs ≤
C
µs
µts
since e
btcX
(0,p) = (0, φ
btc(p)). Thus we get the required condition for Es at the points
(0, p) If we are at a point of the form (t, p) since e(1−t)X(t, p) = (0, q) for some
q and De(1−t)X(Eσ(t, p)) = Eσ(0, q) hence again hyperbolicity estimates can be
obtained in the same manner as above. The estimates for Eu follow exactly the
same pattern.

The more famous example is the geodesic flow on a compact Riemannian manifold
with constant negative curvature. On such a manifold M let SM be the unit
tangent bundle which is compact. Let γt(x, v) be the unique geodesic flow in TM
passing through (x, v). Then it is a fundamental result due to Anosov ([3]) that
the map γt : SV → SV is an Anosov flow. Note that each manifold with constant
negative curvature has as its universal covering space the hyperbolic space H. The
flow in the unit tangent bundle can be lifted to H which gives rise to what is called
a horocycle flow. In this setup it becomes geometrically more clear, without much
calculations, that the flow should be Anosov. See [65] for a short explanation of
this.
2.2.1.4. Frame Flows. An extension of the notion of a geodesic flow is the
frame flow. In contrast to the previous cases, this is not an Anosov flow because
the center bundle is larger than then only the flow direction. Assume either that
M is oriented or move to an oriented cover. Let n = dim(M). We let ˆSM denote
the space of positively oriented n−frames in SM . Defining pi : ˆSM → SM be the
projection to the first vector. This is fiber bundle with structure group isomorphic
to SO(n − 1) where elements fix the first vector and rotate the remaining. Then
the frame flow γˆt which acts on SM be the flow which acts like γt on the first
vector and parallel transports the remaining vectors along the geodesic defined by
the first vector. Note that parallel transport preserves orthogonality and thus is
well defined and moreover it preserves norms, therefore it acts isometrically on the
tangent space of fibers. One then has that pi ◦ γˆt = γt ◦ pi and so with the remarks
above the flow given by this map has partially hyperbolic time-t maps (for t > 0)
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has as the center direction an n+ 1 dimensional space which is the flow direction
plus the tangent space to the fibers
2.2.1.5. Direct Products, Skew Products and Algebraic Extensions. Direct prod-
ucts, skew products and algebraic extensions are more of methods to produce par-
tially hyperbolic diffeomorphism out of existing ones. Let f : M → M denote
an Anosov diffeomorphism and g : N → N be a diffeomorphism of a compact
manifold M satisfying
||Df |Es|| ≤ m(Dg) ≤ ||Dg|| ≤ ||DfEu ||
Then it is easy to see that the map f×g : M×N →M×N given by f×g(x, y) =
(f(x), g(y)) is partially hyperbolic. The case g = Id is an indispensable tool for
creating counter examples, breaking conjectures and forcing people to use notions
such as ”Generically” and ”Cr” dense.
For skew products, the map g is replaced by g : M × N → N , a family of maps
modelled on M . In this case the requirements are the same (where infimum and
supremums will now be over M × N rather than N) and then again the map
f ×g g(x, y) = (f(x), g(x, y)) is partially hyperbolic.
Finally let G be a Lie group equipped with a left-invariant metric and g : M → G
be a smooth map. Then define the map f×g g : M×G→M×G by f×g g(x, y) =
(f(x), g(x)y) where g(x) acts on G by left translations. Since G acts on its self by
isometries, this is a partially hyperbolic map. We have already seen an example of
Algebraic extension which are the frame flows where γˆt becomes a group extension
of the geodesic flow γt for which G = SO(n− 1).
2.2.2. Non-Integrable Continuous Bundles. In this section we comment
on some examples:
(1) Of a continuous invariant decomposition on three torus which is integrable
but is not uniquely integrable and does not admit a foliation
(2) Of a continuous invariant decomposition on three torus which admits a
foliation but is not uniquely integrable
The first two examples are due to a nice construction by [47]. We will study in
depth these examples which arise as consequences of the same construction. We
will present a slightly modified proof of the example in [47] which is more di-
rect and in the Author’s opinion more natural in the sense that it follows from
basic definitions. We note that there are in literature other interesting examples
of non-integrability. One is due to [11] which is a Ho¨lder continuous vector field
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with more than one foliations and the other is due to [22] which a partially hyper-
bolic diffeomorphism on a Nilmanifold which has smooth but non-integrable two
dimensional center bundle.
2.2.3. The Hertz-Hertz-Ures Construction. [47] has given the first known
example of a three dimensional, point-wise partially hyperbolic system where the
center bundle is non-integrable. The following is a slight modification of the proof
which makes it more direct, transparent and less technical.
The germ of the idea in the original proof is their conjecture that all three dimen-
sional, non-dynamically coherent examples contain an attracting or repelling torus
tangent to center-unstable or center-stable.
Thus to get a three dimensional non-integrable system, the aim will be to come
up with a three dimensional system which necessarily has such a leaf as described
above. We start by a simple attempt. Let A : T2 → T2 be a Anosov diffeomor-
phism of the torus with eigenvalues 1
λ
< 1 < λ and eigendirections es, eu. Let
φ : S1 → S1 be a Morse-Smale diffeomorphism of the circle that is it has north
pole as a fixed point and south pole as a fixed point and the dynamics is like the
time one map of the flow from the north pole to the south pole. We identify these
points respectively with 0 and 1
2
and the ”first half” of the circle with (0, 1
2
) and
”second half” with (1
2
, 1). We denote the tangent direction to the circle by ∂
∂θ
. Let
σ = dφ
dθ
| 1
2
,α = dφ
dθ
|0. We impose the following condition on this map:
(2.2.3.1) σ < λ < α <
1
λ
Now consider the product map F0 : T2 × S1 → T2 × S1 given by F (x, t) =
(Ax, φ(θ)). This system has two fixed torii, one repeller at 0 and one attractor
at 1
2
which we denote as T0 and T1/2. This system actually looks like what we
want. Due to condition (2.2.3.1) one observes that T1/2 locally looks like a center
unstable torus (while T0 looks locally like a Eus torus. However it is easy to
see that no matter what the derivative of φ at 0 is, es ⊕ eu ⊕ ∂∂θ is not a global
partially hyperbolic splitting (it is dominated splitting of the form Ecs⊕Eu where
Ecs = span < es,
∂
∂θ
>). Therefore we have to modify this map to obtain a partially
hyperbolic system whose center and stable bundles are mixes of es and
∂
∂θ
while
the unstable bundle remains unchanged eu. Moreover we must make sure that
T1/2 remains as a fixed center unstable torus to be able to make use of the idea in
the conjecture mentioned above. Hence we define a modification which perturbs
along the stable direction with the perturbation depending on the S1 parameter
θ. The modification F : T2 × S1 → T2 × S1 will be of the form
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(2.2.3.2) F (x, θ) = (Ax+ v(θ)es, φ(θ))
for some C2 map v : S1 → S1. We will later on add certain assumptions on v(θ).
Note at this stage however since φ is not altered, T0 and T1/2 remain as fixed
repeller and attractor torii.
To start with, we want to have, apart from eu, two other distinct 1-dimensional
distributions left invariant by the differential of this map (and these distributions
will be candidates for the stable and center bundles). We will try obtaining this
for two distributions which look like Xi = (fi(θ)es, gi(θ)) for i = 1, 2 which is a
reasonable assumption since the perturbation function depends only on θ and is
in the direction of es. The differential of the map F is
DF |x,θ =
 λ 0 v′(θ)0 1
λ
0
0 0 φ′(θ)

The invariance condition is DFx,θ(X1(x, θ)) = X1(F (x, θ)) which is equivalent to
requiring
(2.2.3.3)
fi(θ)λ+ gi(θ)µ
′(θ)
φ′(θ)gi(θ)
=
fi(φ(θ))
gi(φ(θ))
Now we make certain assumptions on the form of Xi(x, θ) which renders this
equation solvable. Since T0 and T1/2 are already fixed and everything except T0
converge to T1/2 we will mainly be mainly interested in what happens for θ 6= 0 and
θ 6= 1
2
. First of all we shall assume that gi(θ) are non-zero out of 0 and
1
2
which
means that only torii tangent to Ecu and Esu can appear at 0 or 1
2
. Therefore
rewriting Xi(x, θ) = (hi(θ)es, 1) equation (2.2.3.3) takes the form
(2.2.3.4) hi(θ)λ+ µ
′(θ) = φ′(θ)hi(φ(θ))
Moreover since Xi are supposed to be tangent vector fields to invariant one dimen-
sional foliation, it is reasonable that hi(θ) must be obtainable as the derivative
of a function gi : S
1 → S1 that is hi(θ) = dgidθ . With this second assumption bu
integrating the equation (2.2.3.4) one obtains
(2.2.3.5) gi(θ)λ+ µ(θ) = gi(φ(θ))
which is a much more tractable equation than the previous ones. Under certain
assumptions these equations can be solved for two independent solutions which
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are continuous and C1 for θ 6= 0 and θ 6= 1
2
which is the content of the next
lemma:
Proposition 2.19. There exists two solutions g1(θ) and g2(θ) to equation (2.2.3.4)
which satisfy the following properties:
i. g1(θ) is defined and continuous everywhere on S
1 while g′1(θ) is defined and
continuous everywhere except 1
2
and as θ → 1
2
, g′1(θ)→∞ and g′1(0) = 0
ii. g2(θ) is defined and continuous everywhere except 0 on S
1 while g′2(θ) is defined
and continuous everywhere except 0 and as θ → 0, g′2(θ)→∞ and g′2(12) = 0
iii. g′2(θ)− g′1(θ) 6= 0 where ever defined
Before moving on two proving this technical lemma, we will first demonstrate that
this is enough to get our result which is the content of the next lemma:
Proposition 2.20. Assume two two solutions as described in proposition 2.19
exists. Denote
X1(x, θ) = span < g
′
1(θ)es,
∂
∂θ
> if θ 6= 1
2
X1(x, θ) = es if θ =
1
2
X2(x, θ) = span < g
′
2(θ)es,
∂
∂θ
> if θ 6= 0
X2(x, θ) = es if θ = 0
Then the following decomposition
TM = X1 ⊕X2 ⊕ eu
is a (continuous) partially hyperbolic decomposition for F where X1 = E
c, X2 =
Es, X3 = E
u and whose center bundle is not integrable at θ = 1
2
Proof. The bundle X1 is as smooth as g
′
1 outside
1
2
and since g′1(θ) goes to∞
as θ goes to 1
2
it means X1(x, θ) also goes to es, which establishes continuity. Same
argument also works for X2. The invariance of the bundles is by construction the
result of equation (2.2.3.4) (which was the derivative of equation (2.2.3.3)) and the
invariance equation DF |(x,θ)Xi(x, θ) = Xi(F (x, θ)).
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As for partial hyperbolicity note that
X1(x, 0) =
∂
∂θ
X1(x,
1
2
) = es
X2(x, 0) = es X2(x,
1
2
) =
∂
∂θ
The assumption that σ < λ < α < 1
λ
means that X1 dominates X2 and is dom-
inated by eu at 0 and
1
2
and hence the partial hyperbolicity requirements are
satisfied in the neighbourhoods of 0 and 1
2
. Since given any θ 6= 0 or θ 6= 1
2
,
φn(θ) → 1
2
, X1(F
n(x, θ)), X2(F
n(x, θ)) are eventually in the neighbourhood (and
stay there further on) where the partial hyperbolicity conditions are satisfied, so
this decomposition is globally partially hyperbolic.
It remains to show that the center bundle is non-integrable around 1
2
. First of all
notice that the curves tangent to es on T1/2 are center curves. Moreover one can
see (by direct differentiation) that the following curves:
γ(θ) = (x,
1
2
) + ((g1(θ +
1
2
)− g1(1
2
))es, θ)
are integral curves of X1 which satisfy γ(0) = (x,
1
2
). Since there is also the es
curve (which is a central curve) passing through this point which is distinct from
the curve γ(θ) one sees that the local center manifolds are not unique. 
Remark 2.21. One might wonder whether why the non-uniqueness argument for
Ec at 1
2
does not work to give a non-uniqueness for Es at 0. This is simply because
g2(θ) is not continuous and defined at 0 and therefore one can not write a solution
curve of Es of the form
α(θ) = (x, 0) + ((g2(θ)− g2(0))es, θ)
Instead the solution curves along the direction Es wind up and accumulate on
the es direction of T0 instead of intersecting it. This will become more evident
when the solutions h1(θ) and h2(θ) are explicitly calculated and v(θ) is explicitly
defined.
Now we move to proving proposition 2.19. We will divide it into several lem-
mas.
Lemma 2.22. If the following series converge and are continuous,
(2.2.3.6) g1(θ) =
1
λ
∞∑
k=1
λkv(φ−k(θ))
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(2.2.3.7) g2(θ) =
1
λ
∞∑
k=0
λ−kv(φk(θ))
then they are the solutions to the equation (2.2.3.5).
Proof. Both solutions are obtained by iteratively solving 2.2.3.5. We will do
the second one. Indeed one has directly that
g2(θ) =
1
λ
(g2(φ(θ))− v(θ)
g2(φ(θ)) =
1
λ
(g2(φ
2(θ))− v(φ(θ))
.
.
.
g2(φ
n(θ)) =
1
λ
(g2(φ
n+1(θ))− v(φn(θ))
Therefore iteratively replacing the terms on the righthand side containing u2, one
obtains
g2(θ) =
1
λ
∞∑
i=0
λkv(φk(θ))
The first solution g1(θ) is similarly obtained but by iterating backwards with φ. 
Now we show that these solutions indeed converge.
Lemma 2.23. Let v : S1 → S1 be a C2 function satisfying the following properties:
v(0) = v(
1
2
) = 0
Then the series given in (2.2.3.6) and (2.2.3.7) converges.
Proof. The convergence of first is easy. Indeed since v is continuous on a com-
pact space |λkv(φ−k(θ)| < Kλk and λ < 1 therefore the series converges absolutely
and hence converges.
The second one is the one that requires a more careful analysis. The analysis that
will be carried out will be a tool which we will repetitively use in the later sections
to understand more properties. For θ = 0 and θ = 1
2
convergence is automatic
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since µ(0) = µ(1
2
) = 0. For θ ∈ (0, 1
2
) or (1
2
, 1) note that φk(θ)→ 1
2
as k →∞. For
k large enough one has that (since ψ′(1
2
) = σ)
|ψk(θ)− 1
2
| < K(σ + δ)k
for δ as small as required. Therefore since v(1
2
) = 0
|v(ψk(θ))| < K|dv
dθ
|∞(σ + δ)k
But by (2.2.3.1) and for δ small enough one has σ+δ
λ
< 1 and therefore for k large
enough, the terms |λ−kv(ψk(θ))| ≤ K(λ−1(σ + δ))k are geometric so the series
converges. 
The following lemma gives the continuity properties of the solutions:
Lemma 2.24. The series given by g1(θ) is everywhere continuous while the series
given by g2(θ) is continuous outside 0.
Proof. Writing the terms of the partial sums in g1(θ),
gn1 (θ) =
1
λ
n∑
k=1
λkv(φ−k(θ))
one sees that for all n, g1(θ)− gn1 (θ) is the tail of a geometric series and therefore
partial sums converge uniformly.
For the second case we will do a similar analysis as in lemma 2.23. Note that as
remarked in that lemma the terms in the series behave as geometric after φk(θ) is
in some neighbourhood of 1
2
. Let this neighbourhood be U and let k(θ) denote the
integer such that φk(θ)(θ) ∈ U . Note that as θ → 0, k(θ) → ∞. Thus it is easy
to see that ”convergence speed” depends on θ and gets arbitrarily slow as θ → 0.
Indeed for all k > k(θ)
(2.2.3.8) |gk1(θ)− g1(θ)| < K
σ
λ
k
fork > k(θ)
However outside any neighbourhood of 0, θ(k) is uniformly bounded above by some
constant K, therefore the convergence speed is uniform since equation (2.2.3.8)
holds for all θ and k > K for K independent of θ. Therefore outside 0 the limit is
continuous. 
Next the differentiability properties:
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Lemma 2.25. g1(θ) is C
1 out of 1
2
and g2(θ) is C
1 out of 0. Moreover as θ → 1
2
|g′1(θ)| → ∞ and as θ → 0 |g′2(θ)| → ∞. Moreover imposing that v′(θ) < 0in(0, 12)
and v′(θ) > 0in(1
2
, 0), derivatives |g′1(θ)| and |g′2(θ)| are non-zero for θ 6= 0 and
θ 6= 1
Proof. Differentiating the partial sums for the series g1(θ) we obtain
dgn1
dθ
=
1
λ
n∑
k=1
λk
dv
dθ
|(φ−k(θ))
dφ−k
dθ
(θ))
Note now that (φ−k(θ)) → 0 and in a close enough neighbourhood of 0 we have
that |dφ−k
dθ
(θ))| < Kα−k where α is as in (2.2.3.1). But then since λ
α
< 1, for k
large enough the terms behave like geometric and converges. The fact that the
limit is continuous out of 1
2
is exactly as in lemma 2.24. Indeed there is a k(θ) such
that (φ−k(θ)(θ)) is in some prescribed neighbourhood of 0 and k(θ) goes to ∞ as θ
goes to 1
2
. Therefore the convergence is uniform only outside any neighbourhood
of 1
2
and therefore the limit is continuous everywhere except 1
2
.
Now we will show that it blows up as θ → 1
2
. Let V be a neighbourhood of 1
2
in
which dφ
dθ
> σ− δ for δ s.t λ
σ−δ > 1. Let θ
k be a sequence of points in V s.t θk → 1
2
.
Let Nk be the first time s.t φ
−Nk(θk) /∈ V . Then Nk →∞. Then write
dgn1
dθ
| ≥ 1
λ
|
Nk∑
k=1
λk
dv
dθ
|(φ−k(θ))
dφ−k
dθ
(θ))| −K
where K is a term which represents the remaining terms of the summation and is
uniformly bounded above since φ−k(θ) converges 0. Since λ
σ
> 1, the first part of
the summation blows up as Nk →∞ that is as θ → 12 .
The fact that the derivatives are non-zero where ever defined follows from the fact
that the sign of the each of the term in the summation is the same. 
”Independence” of the conjugacies will also be of importance to us.
Lemma 2.26. g′1(θ)− g′2(θ) 6= 0 for all θ ∈ (0, 12) ∪ (12 , 1)
Proof. Note that u′1 and u
′
2 both satisfy the equation (2.2.3.4). Then `(θ) =
u′1(θ)− u′2(θ) satisfies the equation, that is
`(θ) =
φ′(θ)
λ
`(φ(θ))
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=
n−1∏
i=0
φ′(φi(θ))
λi+1
`(φn(θ))
Since φ′ is never zero, `(θ) is not zero if `(φn(θ)) is not zero for some n.
Now note that g′2(θ) is continuous at θ =
1
2
in particular bounded while g′1(θ)→∞
as θ → 1
2
. Therefore there exists a neighbourhood V of 1
2
s.t on V −{1
2
} `(θ) 6== 0.
In particular it is non-zero on a fundamental domain for φ of the form (t, φ(t)). But
given any θ 6= 0 and θ 6= 1
2
there exists an n s.t φn(θ) is in this neighbourhood on
which `(φn(θ)) 6= 0. Therefore by the observation above `(θ) 6= 0 everywhere. 
This concludes the proof of proposition 2.19 and the construction of the example.
We leave it as an exercise to check that depending on the signs of v(θ) at the fixed
tori, one either obtains a system which does not admit a foliation (but admits a
branching one infact) and another one for which if the fixed torus at 1
2
is removed
then one obtains a foliation.
-

CHAPTER 3
Integrability of Certain Classes of Invariant Splittings
3.1. C1 Case
3.1.1. Strategy of the proof. Theorem 1.6 follows from Proposition 3.6
which says that the rates of growth of the singular values are exactly the Lyapunov
exponents and from [37, Theorem 1.2]. The core of the paper is the proof of
Theorem 1.5 in section 3.1.4. We will use a classical result of Frobenius [1, 54]
which gives necessary and sufficient conditions for integrability of C1 distributions
in terms of Lie brackets of certain vector fields spanning the distribution1. More
precisely we recall that a distribution is involutive at a point x if any two C1
vector fields X, Y ∈ E defined in a neighbourhood of x satisfy [X, Y ]x ∈ Ex where
[X, Y ]x denotes the Lie bracket of X and Y at x. Frobenius’ Theorem says that
a C1 distribution is locally uniquely integrable at x if and only if it is involutive
at x. Moreover it follows from the definition that non-involutivity is an open
condition and thus it is sufficient to check involutivity on an a dense subset of M ,
in particular the subset A, to imply unique integrability of E. We fix once and for
all a point
x0 ∈ A
satisfying condition (?), and let W,Z be two arbitrary C1 vector fields in E defined
in a neighbourhood of x0. Letting Π : TM → F denote the projection onto F
along E we will prove that
(3.1.1.1) |Π[W,Z]x0| = 0,
i.e. the component of [W,Z]x0 in the direction of Fx0 is zero, and so [W,Z]x0 ∈ Ex0 .
This implies involutivity, and thus unique integrability, of E. In the next section
we will define fairly explicitly two families of local frames for E (recall that a local
frame for E at x is a set of linearly independent vector fields which span Ez for
all z in some neighbourhood of x) and show that the norm |Π[W,Z]x0| is bounded
above by the Lie brackets of the basis vectors of these local frames. We then show
that the Lie brackets of these local frames are themselves bounded above by terms
of the form (?) thus implying that they go to zero at least for some subsequence
and thus proving (3.1.1.1).
1There exist also some partial generalisations of the Frobenius Theorem to distributions with
less regularity, see for example, [69, 67]
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3.1.2. Further questions. Condition (??) is more restrictive than (?) in the
sense that it requires the decay to be exponential, but is less restrictive than (?)
in the sense that there is no overall second order domination since it is sufficient
that for each choice of indices i, j,m one of the two conditions in (??) be satisfied,
and which one is satisfied may depend on the choice of indices. In this sense the
domination behaviour of E and F are interlaced, that is there might exist some
invariant subspaces of F (x) that dominate (in a second order sense) some invariant
subspaces of E(x) and vice versa. With this perspective the comparison becomes
more clear. An overall domination allows one to remove the condition of Lyapunov
regularity and weaken exponential convergence to 0 to convergence at any rate.
While if one wants to remove over all second order domination then, within the
available results and techniques, one needs to impose Lyapunov regularity and
exponential convergence to 0. This brings about several plausible questions:
Question 1. Can condition (?) be replaced by condition (??) (in the sense of
removing overall domination) with an assumption which is weaker than Lyapunov
regularity?
Question 2. Can the exponential convergence condition in (??) be replaced by a
slower or general convergence to 0 under additional assumptions therefore gener-
alizing theorem 1.2 [37]
3.1.3. Acknowledgements. We would like to thank Rau´l Ures for many
useful discussions which have benefited the paper.
3.1.4. Involutivity. In this Section we prove Theorem 1.5.
3.1.4.1. Orienting the brackets. The idea which allows us to improve on existing
results and work with a condition as weak as (?), depends in a crucial way on the
choice of the sequence of local frames which we use to bound |Π[W,Z]x0|. We will
rely on a relatively standard general construction which is essentially the core of
the proof of Frobenius’s Theorem, see [54], and which is stated and proved in [37]
exactly in the form which we need here, we therefore omit the proof.
Lemma 3.1. Let E ⊂ TM be a C1 d-dimensional distribution defined in a neigh-
bourhood of x0. Let e1, .., en be any choice of basis for Ex0, and Fx0 a subspace
complementary to Ex0. Then there exists a C
1 local frame {Ei}di=1 for E around
x0 s.t Ei(x0) = ei and [Ei, Ej]x0 ∈ Fx0 for any 1 ≤ i, j ≤ d.
In what follows we evaluate all objects and quantities at x0 so the reader should
keep this in mind when we omit this index, when there is no risk of confusion. For
each k ≥ 1 we let v(k)1 , .., v(k)d be an orthonormal choice of eigenvectors at Ex0 which
span the eigenspaces of ((Dφk)|E)†(Dφk)|E and which satisfy |(Dφk)|Evki | = ski ,
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where sk1 ≤ sk2 ≤ .. are the singular values of the map Dφk|E. We then let {Y (k)i }
be the C1 local frame given by Lemma 3.1, i.e. such that
Y ki (x0) = v
k
i and [Y
k
i , Y
k
j ]x0 ∈ Fx0 .
Now for each k ≥ 1, let (i(k), j(k)) denote a (not necessarily unique) pair of indices
that maximise the norm of the bracket, i.e.
|[Y ki(k), Y kj(k)]x0| ≥ |[Y k` , Y km]x0|
for all 1 ≤ `,m ≤ d. The proof for the first condition in (?) will use these
vector fields. The proof of the second condition is exactly the same by considering
Dφ−k and using vector fields {X(k)i } which satisfy the similar conditions as above,
that is Xki (x0) = w
k
i and [X
k
i , X
k
j ]x0 ∈ Fx0 where wki are a choice of orthonormal
eigenvectors associated to the singular values s−k1 ≥ s−k2 ≥ ..
3.1.4.2. A priori bounds. The following Lemma gives some upper bounds on
|Π[Z,W ]x0| in terms of the Lie brackets |[Y ki(k), Y kj(k)]x0|. These bounds are a priori
in the sense that they do not depend on the specific form of the local frame {Y ki },
but simply on the fact that they are orthonormal. The statement we give here is
thus a special case of a somewhat more general setting.
Lemma 3.2. For every k ≥ 1 we have
|Π[Z,W ]x0| ≤ d(d− 1)|[Y ki(k), Y kj(k)]x0 |
Proof. Write
Z =
d∑
`=1
α
(k)
` Y
k
` and W =
d∑
m=1
α(k)m Y
k
m
for some functions α
(k)
l , α
(k)
l which, by orthogonality of the frames at x0, satisfy
|α(k)m (x0)|, |α(k)m (x0)| ≤ 1. We have by bilinearity of [·, ·]:
[Z,W ] =
d∑
l,m=1
α
(k)
` α
(k)
m [Y
k
` , Y
k
m] + α
(k)
` Y
k
` (α
(k)
m )Y
k
m − α(k)m Y km(α(k)` )Y k`
Applying the projection Π to both sides and using the fact that Π(Y k` ) = Π(Y
k
m) =
0, [Y k` , Y
k
m]x0 ∈ F (x0), and taking norms, we have
|Π[Z,W ]x0| ≤
d∑
`,m=1
|α(k)` α(k)m (x0)|[Y k` , Y km]x0|
This clearly implies the statement. 
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3.1.4.3. Dynamical bounds. By Lemma 3.2 it is sufficient to find a subsequence
km →∞ such that
|[Y kmi(km), Y kmj(km)]x0| → 0
as m→∞, as this would imply (3.1.1.1) and thus our result. This is the key step
in the argument. Notice first that by (?), there exists a subsequence km →∞ such
that
(3.1.4.1)
skmd (x0)s
km
d−1(x0)
m(Dφkm |Fx0 )
→ 0
as m → ∞. Our result then follows immediately from the following estimate
which, together with Lemma 3.2 and (3.1.4.1) implies that |Π[Z,W ]x0| = 0. This
is of course where we use in a crucial way the specific choice of local frames.
Lemma 3.3. There is a constant K > 0 s.t up to passing to a subsequence of km
one has
|[Y kmi(km) , Y
km
j(km)
]x0| ≤ K
skmd (x0)s
km
d−1(x0)
m(Dφkm|Fx0 )
Proof. We divide the proof into two parts. First we explain how to choose
the required subsequence km →∞. Then we show that for such a subsequence we
have the upper bound given in the statement.
Let km → 0 be the subsequence such that (3.1.4.1) holds and consider the sequence
of images φkm(x0) of the point x0. By compactness of M this sequence has a
converging subsequence and so, up to taking a further subsequence (which we still
denote by km) if necessary, we can assume that there exists a point y ∈ M such
that limm→∞ φkm(x) = y. Fix m0 large enough s.t for all m > m0, φkm(x0) lies in
a coordinate chart around y and let A = {φkm(x0)}m>m0 ∪ y. Notice that A is a
compact set. Now for each km, let (i(km), j(km)) denote the ”maximizing” pairs
of indices defined above, and let
Yˆkm :=
Dφkmx0 [Y
km
i(km)
, Y kmj(km)]x0
|Dφkm [Y kmi(km), Y kmj(km)]x0 |
.
Then the sequence of vectors Yˆkm lies in the compact space A × S, where S is
the unit ball in Rm and therefore there exists a subsequence of km (which we still
denote as km) and a vector Yˆ ∈ TyM such that
Yˆkm → Yˆ
as m→∞. Now recall that by our choice of local frames we have
[Y kmi(km), Y
km
j(km)
]x0 ∈ Fx0
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and since F is a Dφ invariant and closed subset of TM this implies also
Yˆkm ∈ Fφkm (x0) and Yˆ ∈ Fy.
Now let E⊥ be the complementary subbundle of TM orthonormal to E and ϑ ⊂
T ∗M be the subbundle defined by g(E⊥, ·) which is the subbundle of T ∗M that
defines E by the orthogonality relation. For any η, a section of ϑ, one can write
η(·) = g(V, ·) where V is a section of E⊥. Therefore since the bundle F is uniformly
bounded away from E there exists a section η of ϑ around y s.t η(Yˆkm), η(Yˆ ) > c
for all m large enough and for some constant c > 0. In the following we assume
that everything is evaluated at x0, so we generally omit x0 unless needed for clarity.
Lemma 3.4. For every m large enough we have
η(Dφkm [Y kmi(km), Y
km
j(km)
]) ≤ |dη|skmn−1skmn .
Proof. By the naturality of the Lie bracket we have
(3.1.4.2) η(Dφkm [Y kmi(km), Y
km
j(km)
]) = η([DφkmY kmi(km), Dφ
kmY kmj(km)])
We recall a formula in differential geometry (see [54, Page 475]), for any two vector
fields Z,W and a 1-form η we have
η([Z,W ]) = Z(η(W ))− Z(η(W )) + dη(Z,W )
Applying this formula to the right hand side of (3.1.4.2) and using the fact that
η is a bilinear form, and that η(Y kmi(km)) = η(Y
km
j(km)
) = 0 by construction, and the
choice of the vectors vkmi(km), v
km
j(km)
(see Section 3.1.4.1) we get
|η([DφkmY kmi(km), DφkmY kmj(km)]x0)| = |dη(DφkmY kmi(km), DφkmY kmj(km))x0|
≤ |dη||Dφkmx0 vkmi(km)|||Dφkmx0 vkmj(km)|
≤ |dη|skmn−1(x0)skmn (x0)
Substituting into (3.1.4.2) we get the result. 
Lemma 3.5. For every m large enough we have
η(Dφkmx0 [Y
km
i(km)
, Y kmj(km)]x0) ≥ |η(Yˆkm)|m(Dφkmx0 |F )|[Y kmi(km), Y kmj(km)]x0|
Proof. Notice first that by the definition of Yˆkm we have
|η(Dφkm [Y kmi(km), Y kmj(km)])| = |Dφkm [Y kmi(km), Y kmj(km)]||η(Yˆkm)|
Then, using the fact that [Y kmi(km), Y
km
j(km)
]x0 ∈ F (x0) we get
|Dφkm [Y kmi(km), Y kmj(km)]| ≥ m(Dφkm|F )|[Y kmi(km), Y kmj(km)]|
Substituting this bound into the previous inequality we get the result. 
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Returning to the proof of Lemma 3.3, combining Lemmas 3.4 and 3.5 we get
|dη|skmn−1skmn ≥ |η(Yˆkm)|m(Dφkm|F )|[Y kmi(km), Y kmj(km)]|.
Using the fact that |dη| is bounded and |η(Yˆkm)| > c > 0 for all m large enough
there exists a constant K > 0 such that
|[Y kmi(km), Y kmj(km)]| < K
skmn s
km
n−1
m(Dφkm|F ) .
This completes the proof. 
3.1.5. Lyapunov Regular Case. In this Section we prove Theorem 1.6 by
showing that the assumptions of the Theorem are equivalent to the assumptions
of [37, Theorem 1.2], which has the same conclusions. To state this equivalence
recall that by definition of regular point, every x ∈ A admits an Oseledets splitting
E = E1 ⊕ E2 ⊕ ... ⊕ En for some n ≤ m, with associated Lyapunov exponents
λ1 < λ2 < ... < λn. Let d0 = 0, dn = m and, for each i = 1, .., n − 1, let
di =
∑i
j=1 dim(Ej).
Proposition 3.6. For every i = 1, ..., n and every di−1 < ` ≤ di we have
lim
k→±∞
1
k
ln sk` = λ`
Proposition 3.6 says that the rates of growth of the singular values are exactly the
Lyapunov exponents. This implies that conditions (??) is equivalent to
(3.1.5.1) lim
k→∞
1
k
ln
ski (x)s
k
j (x)
rkm(x)
6= 0.
Letting
µi(x) = lim
k→∞
1
k
ln ski (x) µj(x) = lim
k→∞
1
k
ln skj (x) λm(x) = lim
k→∞
1
k
ln rkm(x)
equation (3.1.5.1) holds true if and only if µi(x) + µj(x) 6= λm(x) for all indices
i, j,m which is exactly the condition given in [37, Theorem 1.2].
The proof of Proposition 3.6 is based on the following two statements. The first
is the so-called Courant-Fischer Min-Max Theorem.
Theorem 3.7 ([30]). Let φ : X → Y be a linear operator between n dimensional
spaces. Let s1 ≤ s2 ≤ ... ≤ sn be its singular values. Then
(3.1.5.2) s` = sup
dim(V )=n−`+1
m(φ|V ) = inf
dim(W )=`
|φ|V |
where sup/inf above are taken over all subspaces V,W of the given dimensions.
We refer the reader to [30] for the proof. The second statement we need is
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Lemma 3.8. Let E`m(x) = E`(x) ⊕ ... ⊕ Em(x) where ` < m and the associated
Lyapunov exponents are ordered as λ`(x) < λ`+1(x) < ... < λm(x). Then
lim
k→∞
1
k
log(||Dφkx|E`m||) = λm(x) and lim
k→∞
1
k
log(m(Dφkx|E`m)) = λ`(x)
Lemma 3.8 is part of the Multiplicative Ergodic Theorem of Oseledets, and is
stated in the notes [8] and is also stated and proved, though with a somewhat
different notation than that used here, in [5, Theorem 3.3.10].
Proof of Proposition 3.6. For every 1 ≤ i ≤ d and any subspaces V ′,W ′ ⊂
Ei with dim(W
′) = `−di−1 and dim(V ′) = di− `+1 we write W = E1⊕E2⊕ ...⊕
Ei−1⊕W ′ and V = V ′⊕Ei+1⊕ ...⊕En Then, by (3.1.5.2) we have |Dφk|W | ≥ sk` ≥
m(Dφk|V ). Denote E1` = E1 ⊕ ... ⊕ E` and E`n = E` ⊕ ... ⊕ En. Since E1` ⊃ W
and E`n ⊃ V one has that ||Dφk|E1`|| ≥ ||Dφk|W || and m(Dφk|V ) ≥ m(Dφk|E`n).
Therefore ||Dφk|E1` || ≥ sk` ≥ m(Dφk|E`n) and the result follows by Lemma 3.8. 
The rest of this section is dedicated to the proof of Lemma 3.8.
Proof. (3.8) Denote E ′ = E`(x)⊕E`+1(x)...⊕Em(x) which is invariant, that
is Dφk(E ′(x)) = E ′(φk(x)). Let | · |x denote the restriction of the ambient norm
on TxM to E
′(x).
Lemma 3.9. limn→∞ 1n log(||Dφn|Ei||) = limn→∞ 1n log(m(Dφn|Ei)) = λi
Proof. Let Sni (x) be the unit sphere in Ei(x). Define the sequence of functions
fn : S
n
i → R given by
fn(v) =
1
n
log(|Dφnxv|)
Then fn → λi(x) point-wise but since Sni is compact it converges uniformly. That
is for all  there exists an n0 s.t for all n > n0 and for all v ∈ Sni (x)
(3.1.5.3) | 1
n
log(|Dφnxv|)− λi(x)| ≤ 
Now one has that ||Dφn|Ei || = |Dφnvn|, m(Dφn|Ei) = |Dφnwn| for a sequence of
vectors vn, wn in S
n
i (x). By uniform convergence for all n large enough
| 1
n
log(||Dφn|Ei ||)− λi(x)| = |
1
n
log(|Dφnvn|)− λi(x)| ≤ 
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| 1
n
log(m(Dφn|Ei))− λi(x)| = |
1
n
log(|Dφnwn|)− λi(x)| ≤ 
which gives the result.

Corollary 3.10. For n large enough and for all i
m(Dφn|E`) ≤ ||Dφn|E` || < m(Dφn|E`+1) ≤ ||Dφn|E`+1 || <
... < m(Dφn|Em) ≤ ||Dφn|Em||
Proof. Fix an  > 0 s.t λ` +  < λ`+1 −  < ... < λm − . Now by equation
3.1.5.3 there exists n0 s.t for all n > n0 for all i and for all v ∈ Sni
en(λi−) < |Dφnxv| < en(λi+)
⇒ en(λi−) < m(Dφnx|Ei) ≤ ||Dφnx|Ei || < en(λi+)
and the result follows.

Lemma 3.11. Let Πni : E
′(xn) = E`(xn)⊕ ...⊕Em(xn)→ Ei(xn) be the projection
to Ei(x
n) with respect to this direct sum. For any v ∈ E ′(xn) let vni = Πni (v) (we
denote v0i = vi). Let | · |n be the norm defined on E ′(xn) by
|v|n =
√√√√ m∑
j=`
|vnj |2
which ”orthonormalizes” E`(x
n)⊕...⊕Em(xn).Then for all n large enough ||Dφnx|E′||n =
||Dφnx|Em|| and mn(Dφnx|E′) = m(Dφnx|E`)
Proof. Let n be large enough such that the condition in corollary 3.10 is
satisfied. Now for v ∈ E ′(xn), by invariance of the splitting, one has (Dφnv)ni =
Dφnvi therefore
|Dφnv|2n =
m∑
l=`
|Dφnvi|2
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But by corollary 3.10 |Dφnv`| < ... < |Dφnvm| for all v and large enough n.
Therefore the maximum is achieved when v ∈ Em(xn) and minimum is achieved
when v ∈ E`(xn). Taking the supremum and infimum of |Dφnv|2 for v ∈ Em(xn)
and for v ∈ E`(xn) one obtains
||Dφnx|E′ ||2n = ||Dφnx|Em||2
mn(Dφ
n
x|E′)2 = m(Dφnx|E`)2

Now we will conclude the proof of the lemma, that is, limn→∞ 1n ||Dφn|E′ || = λm(x)
and limn→∞ 1nm(Dφ
n|E′) = λ`(x).
Note that there exists constants c(n), d(n), e(n), f(n) > 0 s.t
c(n)|| · ||n < || · || < d(n)|| · ||n
e(n)mn(·) < m(·) < f(n)mn(·)
so that
c(n)||DφnE′ ||n < ||DφnE′ || < d(n)||DφnE′ ||n
e(n)mn(Dφ
n
E′) < m(Dφ
n
E′) < f(n)mn(Dφ
n
E′)
But by lemma 3.11 one has
||DφnE′||n = ||Dφn|Em||
and
mn(Dφ
n
E′) = m(Dφ
n|E`)
Now since the angles between the splitting can go to zero at most sub-exponentially
one has that the constants c(n), d(n), e(n), f(n) > 0 are sub-exponential with
respect to n therefore by lemma 3.9
lim
n→∞
1
n
log(c(n)||Dφn|Em ||) = lim
n→∞
1
n
log(d(n)||Dφn|Em ||) = λm(x)
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lim
n→∞
1
n
log(e(n)m(Dφn|E`)) = limn→∞
1
n
log(f(n)m(Dφn|E`)) = λ`(x)
The result for s−kl similarly follows considering Dφ
−k
x and Lyapunov exponents
−λn ≤ ... ≤ −λ1.

3.2. Lipschitz Case
3.2.1. Strategy and overview of the proof. We will first show that Theo-
rem 1.7 is a special case of Theorem 1.10. We will consider the volume preserving
setting and the transitive setting separately. We then discuss the proof of Theorem
1.10.
3.2.1.1. Volume preserving implies volume domination. We show that when
ϕ is volume preserving, dynamical domination implies volume domination. In-
deed, notice that |det(Dϕx|Fx)| = ‖Dϕx|Fx‖ since F is one-dimensional, so the
difference between dynamical domination and volume domination consists of the
difference between ‖Dϕx|Ex‖ and |det(Dϕx|Ex)|. These two quantities are in
general essentially independent of each other; indeed considering the singular
value decomposition of Dϕx|Ex and letting s1 ≤ s2 denote the two singular val-
ues (since we assume E is 2-dimensional), we have that ‖Dϕx|Ex‖ = s2 and
|det(Dϕx|Ex)| = s1s2. If ‖Dϕx|Ex‖ = s2 < 1 then we have a straightforward in-
equality |det(Dϕx|Ex)| = s1s2 < s2 = ‖Dϕx|Ex‖ but this is of course not necessarily
the case in general. However there is a relation in the volume preserving setting as
this implies |detDϕx|E|·|detDϕx|F | = 1 and so (1.1.1.1) implies |detDϕx|F | > 1 (ar-
guing by contradiction, |detDϕx|F | = ‖Dϕx|F‖ ≤ 1 would imply |detDϕx|E| ≥ 1
by the volume preservation, and this would imply ‖Dϕx|E‖/‖Dϕx|F‖ ≥ 1 which
would contradict (1.1.1.1)). Dividing the equation |detDϕx|E| · |detDϕx|F | = 1
through by (|detDϕx|F )2| we get (1.1.1.2).
3.2.1.2. Transitivity implies volume domination. We show that when ϕ is tran-
sitive (or, as mentioned in Remark 1.9 when ϕ is chain-recurrent or just ϕ has no
sources), dynamical domination implies volume domination. We are grateful to
the referee for pointing out this fact and explaining the proof. The argument is
based on the following Lemma whose proof we sketch below and which follows
closely arguments in [9, 31].
Lemma 3.12. Let Λ be a compact invariant set with a continuous splitting E ⊕ F
with dimE = 2 and dimF = 1. Then the splitting is volume dominated if and
only if the Lyapunov exponents λ1 ≤ λ2 ≤ λ3 of any invariant ergodic measure µ
satisfy λ1 + λ2 ≤ λ3 − a for some uniform value of a (depending on the constants
of domination).
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Sketch of proof. One direction is trivial: if the splitting is volume domi-
nated clearly the condition on the Lyapunov exponents satisfies the stated bounds.
The other direction is non-trivial and we argue by contradiction. Suppose that Λ
is not volume dominated, this means that there exists a sequence of points xn and
a sequence kn →∞ such that for every 0 ≤ j ≤ kn one has
(3.2.1.1) |det(Dϕj|E(xn))| ≥ 1
2
‖Dϕj|F (xn)‖.
Now consider the sequence of probability measures
µn =
1
kn
kn−1∑
i=0
δϕi(xn).
Up to passing to a subsequence if necessary, we can assume that µn is convergent
to an invariant probability measure µ. Since the splitting is continuous we have∫
log(det(Dϕ|E)dµn →
∫
log(det(Dϕ|E))dµ
and, ∫
log(‖Dϕ|F‖)dµn →
∫
log(‖Dϕ|F‖)dµ.
Since the determinant is multiplicative and F is one dimensional, the integrals
with respect to µn are Birkhoff sums and therefore converge exactly to the sum of
Lyapunov exponents (in the E case) and the Lyapunov exponent (in the F case).
Using the ergodic decomposition and (3.2.1.1) it follows that there is an ergodic
invariant measure with λ1 + λ2 ≥ λ3. This contradicts the assumption and does
proves that Λ is volume dominated. 
To complete the proof of volume domination, notice that dynamical domination
implies λ2 < λ3 − a for all invariant ergodic probability measures for some a
independent of µ. Assume by contradiction that ϕ is transitive and dynamically
dominated but not volume dominated. Then, by Lemma 3.12, it admits a measure
µ such that λ1 +λ2 ≥ λ3−a. But dynamical domination implies λ2 < λ3−a and so
we get λ1 > 0. Thus all Lyapunov exponents of µ are strictly positive and therefore
µ is supported on a source, contradicting transitivity (or chain-recurrence, or that
f does not have sources).
3.2.1.3. Volume domination implies integrability. From now on we concentrate
on Theorem 1.10 and reduce it to a key technical Proposition. Therefore the
assumptions are that E⊕F is Lipschitz and volume dominated. We don’t require
or use dynamical domination for any of the propositions that we prove here. We
fix an arbitrary point x0 ∈ M and a local chart (U , x1, x2, x3) centered at x0. We
can assume (up to change of coordinates) that ∂/∂xi, i = 1, 2, 3 are transverse to
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E and thus we can define linearly independent vector fields X and Y , which span
E and are of the form
X =
∂
∂x1
+ a
∂
∂x3
Y =
∂
∂x2
+ b
∂
∂x3
.
where a and b are Lipschitz functions. Notice that it follows from the form of the
vector fields X, Y that at every point of differentiability the Lie bracket is well
defined and lies in the x3 direction, i.e.
[X, Y ] = c
∂
∂x3
for some L∞ function c. In Section 3.2.1.4 we will prove the following
Proposition 3.13. There exists C > 0 such that for every k > 1 and x ∈ U , if
the distribution E is differentiable at x then we have
‖[X, Y ]x‖ ≤ C |det(Dϕ
k
x|Ex)|
|det(Dϕkx|Fx)|
.
Substituting the volume domination condition (1.1.1.2) into the estimate in Propo-
sition 3.13, we get that the right hand side converges to 0 as k →∞, and therefore
‖[X, Y ]x‖ = 0 and so the distribution E is involutive at every point x at which it
is differentiable. Theorem 1.10 is then an immediate consequence of the following
general result of Simic´ [69] which holds in arbitrary dimension and a generaliza-
tion of a well-known classical result of Frobenius proving unique integrability for
involutive C1 distributions.
Theorem 3.14 ([69]). Let E be an m dimensional Lipschitz distribution on a
smooth manifold M . If for every point x0 ∈M , there exists a local neighbourhood
U and a local Lipschitz frame {Xi}mi=1 of E in U such that for almost every point
x ∈ U , [Xi, Xj]x ∈ Ex, then E is uniquely integrable.
Remark 3.15. We mention that there are some versions of Proposition 3.13 in
the literature for C1 distributions and giving an estimate of the ‖[X, Y ]x‖ ≤
|Dϕkx|Ex|2/m(Dϕx|Fx), , see e.g. [45, 64]. For this quantity to go to zero, one
needs the center bunching assumption (1.1.3.1). In our proposition, through more
careful analysis, we relax the condition of center bunching (1.1.3.1) to volume
domination (1.1.1.2).
3.2.1.4. Lie bracket bounds. This section is devoted to the proof of Proposition
3.13, which is now the only missing component in the proof of Theorems 1.7 and
1.10. As a first step in the proof, we reduce the problem to that of estimating
the norm of a certain projection of the bracket of an orthonormal frame. More
specifically, let pi denote the orthogonal projection (with respect to the Lyapunov
metric which orthogonalizes the bundles E and F ) onto F .
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Lemma 3.16. There exists a constant C1 > 0 such that if {Z,W} is an orthonormal
Lipschitz frame for E and differentiable at x ∈ U then we have
‖[X, Y ]x‖ ≤ C1‖pi[Z,W ]x‖.
Proof. Notice that since F and ∂
∂x3
are transverse to E, then one has that
K1 ≤ ||pi ∂∂x3 || ≤ K2 for some constants K1, K2 > 0. Moreover since ‖pi[X, Y ]‖ =
|c|.‖pi∂/∂x3‖ and ‖[X, Y ]‖ = |c| then it is sufficient to get an upper bound for
‖pi[X, Y ]‖. Writing X, Y in the local orthonormal frame {Z,W} we have
X = α1Z + α2W and Y = β1Z + β2W.
By bilinearity of the Lie bracket and the fact that pi(Z) = pi(W ) = 0 since pi is a
projection along E, straightforward calculation gives
‖pi[X, Y ]‖ = |α1β2 − α2β1|.‖pi[Z,W ]‖
By orthonormality of {Z,W}, we have |αi| ≤ ‖X‖, |βi| ≤ ‖Y ‖ and since these are
uniformly bounded, the same is true for |α1β2−α2β1| and so we get the result. 
By Lemma 3.16 it is sufficient to obtain an upper bound for the quantity ‖pi[Z,W ]‖
for some Lipschitz orthonormal frame. In particular we can (and do) choose Lips-
chitz orthonormal frames {Z,W} of E such that for every x ∈ U and every k ≥ 1
we have
‖DϕkxZ‖‖DϕkxW‖ = |det(Dϕk|E)|.
For these frames will we prove the following.
Lemma 3.17. There exists C2 > 0 such that for every k ≥ 1 and x ∈ U , if the
distribution E is differentiable at x we have
‖pi[Z,W ]x‖ ≤ C2 |det(Dϕ
k|Ex)|
||Dϕk|Fx||
.
Combining Lemma 3.17 and Lemma 3.16 and letting C = C1C2 we get:
‖[X, Y ]x‖ ≤ C1‖pi[Z,W ]x‖ ≤ C1C2 |det(Dϕ
k
x|Ex)|
‖Dϕkx|Fx‖
= C
|det(Dϕkx|Ex)|
|det(Dϕkx|Fx)|
which is the desired bound in Proposition 3.13 and therefore completes its proof.
To prove Lemma 3.17, observe first that for every y ∈M there exist 2 orthonormal
Lipschitz vector fields Ay, By that span E in a neighborhood of y and by compact-
ness we can suppose that we have finitely many pairs, say (A1, B1), ..., (A`, B`) of
such vector fields which together cover the whole manifold. We denote by Ui the
domain where the vector fields Ai, Bi are defined and let
C2 := sup{|pi[Ai, Bi](x)| : 1 ≤ i ≤ l and almost every x ∈ Ui}.
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Note this constant C2 is finite. In fact, by the standard fact that Lipschitz functions
have weak differential which is essentially bounded ( or L∞ ), then for every i ∈
{1, ..., l} the function |[Ai, Bi]| is bounded. To complete the proof we will use the
following observation.
Lemma 3.18. For any Lipschitz orthonormal local frame {Z,W} for E which is
differentiable at x ∈M , we have
|pi[Z,W ]| ≤ C2
Proof. Write Z = α1Ai + α2Bi and W = β1Ai + β2Bi for some 1 ≤ i ≤ `.
Using the bilinearity of the Lie bracket and the fact that pi(Ai) = pi(Bi) = 0
we get |pi[Z,W ]| = |α1β2 − α2β1||pi[Ai, Bi]|. Since {Ai, Bi} and {Z,W} are both
orthonormal frames, we have |α1β2 − α2β1| = 1, and so we get result. 
Proof of lemma 3.17. For k > k0 and x ∈ U such that E is differentiable
at x, Let
Z˜(ϕkx) =
DϕkxZ
‖DϕkxZ‖
and W˜ (ϕkx) =
DϕkxW
‖DϕkxW‖
Recall that Dϕkx(Ex) = Eϕk(x). Therefore, since Z,W span E in a neighborhood
of x, then Z˜, W˜ span E in a neighbourhood of ϕk(x) and in particular pi(Z˜) =
pi(W˜ ) = 0. Therefore we get
(3.2.1.2) ‖pi[DϕkZ,DϕkW ]‖ = |det(Dϕk|E(k))|‖pi[Z˜, W˜ ]‖
Note that ‖pi[DϕkZ,DϕkW ]‖ = ‖piDϕk[Z,W ]‖. Then by the invariance of the
bundles we have
(3.2.1.3) ‖piDϕk[Z,W ]‖ = ‖Dϕkpi[Z,W ]‖.
Since F is one dimensional,
(3.2.1.4) ‖Dϕkpi[Z,W ]‖ = ‖Dϕk|F‖‖pi[Z,W ]‖
Combining (3.2.1.3) and (3.2.1.4) we get
‖Dϕk|F‖‖pi[Z,W ]‖ = ‖piDϕk[Z,W ]‖.
Putting this into equation (3.2.1.2) and using the fact that ‖pi[Z˜, W˜ ]‖ is uniformly
bounded by lemma 3.18 one gets
‖pi[Z,W ]‖ ≤ C2 |det(Dϕ
k|E)|
‖Dϕk|F‖
This concludes the proof of Lemma 3.17. 
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3.3. Sequentially Transversally Lipschitz Case
3.3.1. General philosophy and strategy of proof. Since our distribution
is no longer Lipschitz we are not able to apply any existing general involutiv-
ity/integrability result, such as that of Simic´ quoted above2. Instead we will have
to essentially construct the required integral manifolds more or less explicitly “by
hand”.
The standard approach for this kind of construction is the so-called graph transform
method, see [50], which takes full advantage of certain hyperbolicity conditions and
consists of ”pulling back” a sequence of manifolds and showing that the sequence
of pull-backs converges to a geometric object which can be shown to be a unique
integral manifold of the distribution. This method goes back to Hadamard and
has been used in many different settings but, generally, cannot be applied in the
partially hyperbolic or dominated decomposition setting where the dynamics is
allowed to have a wide range of dynamical behaviour and it is therefore impossible
to apply any graph transform arguments to Esc under our assumptions. This is
perhaps one of the main reasons why this setting has proved so difficult to deal
with.
The strategy we use here can be seen as a combination of the Frobenius/Simic´
involutivity approach and the Hadamard graph transform method. Rather than
approximating the desired integral manifold by a sequence of manifolds we ap-
proximate the continuous distribution E by a sequence {E(k)} of C1 distributions
obtained dynamically by ”pulling back” a suitably chosen initial distribution. Since
these approximate distributions are C1, the Lie brackets of C1 vector fields in E(k)
can be defined. If the E(k) were involutive, then each one would admit an inte-
gral manifold E (k) and it is fairly easy to see that these converge to an integral
manifold of the original distribution E. However this is generally not the case and
we need a more sophisticated argument to show that the distributions E(k) are
”asymptotically involutive” in a particular sense which will be defined formally
below. For each k we will construct an ”approximate” local center-stable manifold
W(k) which is not an integral manifold of E(k) (because the E(k) are not necessarily
involutive) but is ”close” to being integral manifolds. Further estimates, using also
the asymptotic involutivity of the distributions E(k), then allow us to show that
these manifolds converge to an integral manifold of the distribution E. We will
then use a separate argument to obtain uniqueness, taking advantage of a result
of Hartman.
2Some notion of Lie bracket can be formulated in lower regularity, see for example [19,
Proposition 3.1], but it is not clear to us how to obtain a full unique integrability result using
these ideas.
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3.3.2. Almost involutive approximations. In this section we state and
prove a generalization of Proposition 3.13 which formalizes the meaning of “al-
most” involutive. We consider the sequence of C1 distributions {E(k)}k>1 as in the
definition of sequential transverse regularity in (1.1.4.1). We fix a coordinate sys-
tem (x1, x2, x3,U) so that ∂/∂xi are all transverse to E and therefore to E(k) for k
large enough since E(k) → E uniformly in angle. Then thanks to this transversality
assumption we can find vector fields defined on U of the form
(3.3.2.1) X(k) =
∂
∂x1
+ a(k)
∂
∂x3
and Y (k) =
∂
∂x2
+ b(k)
∂
∂x3
.
that span E(k) and converge to vector fields of the form
(3.3.2.2) X =
∂
∂x1
+ a
∂
∂x3
and Y =
∂
∂x2
+ b
∂
∂x3
.
that span E for a(k), a, b(k), b everywhere non-vanishing functions. Moreover we
can choose ∂/∂x3 to be the direction where sequential transversal Lipschitzness
holds true (since it is already transversal to E) so we have the property that there
exists C > 0
(3.3.2.3)
∣∣∣∣∂a(k)∂x3
∣∣∣∣ < C and ∣∣∣∣∂b(k)∂x3
∣∣∣∣ < C
for all k. It is easy to check that [X(k), Y (k)] lies in the ∂/∂x3 direction. As before
we will have some estimates about how fast the Lie brackets of these vector fields
decay to 0. For the following let F (k) be the continuous bundle which is orthogonal
to E(k) with respect to Lyapunov metric on E so that F (k) goes to F in angle (since
F is orthogonal to E with respect to the Lyapunov metric). We have the following
analogue of Proposition 3.13
Proposition 3.19. There exists C > 0 such that for every k > 1 and x ∈ U , we
have
‖[X(k), Y (k)](x)‖ ≤ C
|det(Dϕkx|E(k)x )|
‖Dϕkx|F (k)x ‖
.
Sketch of proof. The proof of Proposition 3.19 is very similar to that of
Proposition 3.13 and it is not hard to get the result with the difference that E and
F in the right hand side of the estimate in Proposition 3.13 are replaced by E(k) and
F (k). In this case we choose our collection of C1 orthonormal collection of frames
{Z(k),W (k)} of E(k) so that ||DϕkZ(k)||||DϕkW (k)|| = det(Dϕk|E(k)) Then exactly
as in lemma 3.18, to get an upper bound on |[X(k), Y (k)]|, it is enough to bound
[Z(k),W (k)]. The proof of the inequality ‖[Z(k),W (k)]‖ ≤ det(Dϕk|E(k))/‖Dϕk|F (k)‖
follows quite closely the proof of lemma 3.17 where the projection pi is replaced by
pi(k) which the projection to F (k) along E(k) at relevant places. 
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The next, fairly intuitive but in fact quite technical, step is to replace the estimates
on the approximations with estimates on the limit bundle.
Proposition 3.20. There exists C > 0 such that for every k > 1 and x ∈ U , we
have
(3.3.2.4) |det(Dϕkx|E(k)x )| ≤ C|det(Dϕ
k
x|Ex)|
and
(3.3.2.5) ‖Dϕkx|F (k)x ‖ ≥ C‖Dϕ
k
x|Fx‖
Sketch of proof. (3.3.2.5) is fairly easy since for any vector v /∈ E, |Dϕkv| ≥
CDϕkx|Fx|v| (since F has dimension 1). The real technical estimate is (3.3.2.4).
One first needs to make the observation that there exists a cone C(α) of angle α
around E such that DϕkE(k) ⊂ C(α). This is the main observation that allows
to relate two determinants independent of k. Indeed given a basis vk1 , u
k
1 of E
(k),
then K|det(Dϕkx|E(k)x )| = |Dϕkxvk1 ∧ Dϕkxuk1| = |Λ(Dϕkx)vk1 ∧ uk1| where Λ(Dϕkx) is
the induced action of Dϕkx on TM ∧ TM . But then Λ(Dϕkx) allows a dominated
splitting of TM ∧ TM whose invariant spaces are E1 = E ∧E, E2 = E ∧F where
E1 is dominated by E2. We have that for all k, E
(k)
1 = span(v
k
1 ∧ uk1) is a space
which is inside a cone C(α) around E1. Therefore usual dominated splitting esti-
mates give that |Λ(Dϕkx)|E(k)1 (x)| ≤ K|Λ(Dϕ
k
x)|E1(x)| which proves the claim about
determinants since |Λ(Dϕkx)|E1(x)| = |det(Dϕkx|Ex)|. 
3.3.3. Almost Integral Manifolds. We will use the local frames {X(k), Y (k)}
to define a family of local manifolds which we will then show converge to the re-
quired integral manifold of E. We emphasize that these are not in general integral
manifolds of the approximating distribution E(k). We will use the relatively stan-
dard notation etX
(k)
to denote the flow at time t ∈ R of the vector field X(k). Then
we let
W(k)x0 (t, s) := etX
(k) ◦ esY (k)(x0).
This map is well defined for all sufficiently small s, t so that the composition of
the corresponding flows remains in the local chart U in which the vector fields
X(k), Y (k) are defined. Since the vector fields X(k), Y (k) are uniformly bounded in
norm, choosing  sufficiently small the functions W(k)x0 can be defined in a fixed
domain U = (−, ) × (−, ) independent of k such that W(k)x0 (U) ⊂ U . By a
direct application of the chain rule and the definition of W(k)x0 , for every (t, s) ∈ U
we have
X˜(k)(t, s) =
∂W(k)x0
∂t
(t, s) = X(k)(W(k)x0 (t, s))
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and
Y˜ (k)(t, s) =
∂W(k)x0
∂s
(t, s) = (etX
(k)
)∗Y (k)(W(k)x0 (t, s)).
where for two vector fields V, Z and t ∈ R, (etV )∗Z denotes that pushforward of Z
by the flow of V defined by
[(etV )∗Z]p = DetVe−tV (p)Ze−tV (p).
The following lemma gives a condition for this family of maps to have a convergent
subsequence whose limits becomes a surface tangent to E:
Lemma 3.21. If X˜(k) → X and Y˜ (k) → Y then the images of W(k)x0 are embedded
submanifolds and this sequence of submanifolds has a convergent subsequence whose
limit is an integral manifold of E.
Proof. Since X and Y are linearly independent by assumption of conver-
gence, the differential of the map W(k)x0 is invertible at every point (t, s) ∈ U, i.e.
the partial derivatives ∂W(k)x0 /∂s and ∂W(k)x0 /∂t are linearly independent for every
(t, s) ∈ U. Thus the maps W(k)x0 are embeddings and define submanifolds through
x0 (which are not in general integral manifolds of E
(k)). Moreover, since X(k), Y (k)
have uniformly bounded norms, it follows by Proposition 3.22 that DW(k)x0 has
bounded norm uniformly in k and therefore the family {W(k)x0 } is a compact family
in the C1 topology. By the Arzela-Ascoli Theorem this family has a subsequence
converging to some limit
(3.3.3.1) Wx0 : U → U .
We claim that Wx0(U) is an integral manifold of E. Indeed, as k → ∞, X(k) →
X, Y (k) → Y and {X, Y } is a local frame of continuous vector fields for E, in
particular X, Y are linearly independent and span the distribution E. Moreover,
by Proposition 3.22, the partial derivatives ∂W(k)x0 /∂t and ∂W(k)x0 /∂s are converging
uniformly to X and Y and therefore
∂Wx0
∂t
= X and
∂Wx0
∂s
= Y.
This shows thatWx0(U) is a C1 submanifold and its tangent space coincides with
E and thus Wx0(U) is an integral manifold of E, thus proving integrability of E
under these assumptions. 
It therefore just remains to verify the assumptions of Lemma 3.21, i.e. to show
that the vectors X(k) and (etX
(k)
)∗Y (k) converge to X and Y . The first convergence
is obviously true. Thus it remains to show the latter which we show in the next
result, thus completing the proof of the existence of integral manifolds.
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Proposition 3.22. For all t ∈ (−, ) we have
lim
k→∞
‖(etX(k))∗Y (k) − Y (k)‖ = 0.
Proof. To obtain this proposition one uses the following standard property
of the pushforward (see proof of Proposition 2.6 in [1] for instance):
(3.3.3.2)
d
dt
[(etX
(k)
)∗Y (k) − Y (k)] = (etX(k))∗[X(k), Y (k)]
together with the following proposition:
Proposition 3.23. There exists C > 0 such that for every k ≥ 1, x ∈ U and
|t| ≤ , we have
||(etX(k))∗ ∂
∂x3
|x‖ = exp
∫ t
0
∂a(k)
∂x3
◦ e−τX(k)(x)dτ
This latter proposition follows by integrating the equality
d
dt
((etX
(k)
)∗
∂
∂x3
|x) =
(
etX
(k)
)
∗
[X(k),
∂
∂x3
]|x
Once this is established since we know that ∂a(k)/∂x3 is uniformly bounded (3.3.2.3),
we obtain that the effect of (etX
(k)
)∗ on ∂/∂x3 is bounded. Since [X(k), Y (k)] is a
vector in this direction whose norm goes to 0 we directly obtain by equation
(3.3.3.2) that d
dt
[(etX
(k)
)∗Y (k)−Y (k)] goes to 0 uniformly and hence by mean value
theorem that |(etX(k))∗Y (k) − Y (k)| goes to 0 which is the proposition. 
Remark 3.24. From the proof, it is seen that the most crucial ingredient is for
the approximations to satisfy the pushforward bound in Proposition 3.22. One
can generalize this observation to get geometric theorems about integrability of
continuous sub-bundles, not just those arising in dynamical systems, with some
additional assumptions such as the Lie brackets going to 0. This idea, which
originated in this paper, is employed in forthcoming works [59, 76].
3.3.4. Uniqueness. To get uniqueness of the integral manifolds we will take
advantage of a general result of Hartman which we state in a simplified version
which is sufficient for our purposes.
Theorem 3.25 ([42], Chapter 5, Theorem 8.1). Let X =
∑n
i=1 X
i(t, p) ∂
∂xi
be a
continuous vector field defined on I × U where U ⊂ Rn and I ⊂ R. Let ηi =
X i(t, p)dt − dxi. If there exists a sequence of C1 differential forms ηki such that
|ηki − ηi|∞ → 0 and dηki are uniformly bounded then X is uniquely integrable on
I × U . Moreover on compact subset of U × I the integral curves are uniformly
Lipschitz continuous with respect to the initial conditions.
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We recall that a two form being uniformly bounded is equivalent to each of its
component is being uniformly bounded.
Corollary 3.26. Vector fields X and Y defined in (3.3.2.2) are uniquely inte-
grable.
Proof. We will give the proof for X, that for Y is exactly the same. Since X
has the form
X =
∂
∂x1
+ a
∂
∂x3
,
its solutions always lie in the ∂
∂x1
, ∂
∂x3
plane. Therefore given a point (x10, x
2
0, x
3
0),
it is sufficient to consider the restriction to such a plane. Then the C1 differential
1-forms defined in Theorem 3.25 are
η1 = dt− dx1 η2 = a(x)dt− dx3
where x = (x1, x20, x
3), and for the approximations we can write
ηk1 = dt− dx1 ηk2 = a(k)(x)dt− dx3
where a(k)(x) are functions given in equation (3.3.2.1), again for some fixed x20.
But then by sequential transversal Lipschitz assumption and choice of coordinates
we have that |∂a(k)
∂x3
| < C for all k and
dηk1 = 0 dη
k
2 =
∂a(k)
∂x3
dx3 ∧ dt
(since we restrict to x2 = const planes) and the requirements of Theorem 3.25 are
satisfied which proves that X is uniquely integrable. 
Now we have that X and Y are uniquely integrable at every point. Assume
there exist a point p ∈ U such that through p there exist two integral surfaces
W1,W2. This means both surfaces are integral manifolds of E and in particular
the restriction of X and Y to their tangent space are uniquely integrable vector
fields. Therefore there exists 1 such that the integral curve e
tX(p) for |t| ≤ 1
belongs to both surfaces. Now consider an integral curve of Y starting at the
points of etX(p), that is esY ◦ etX(p). For 1 small enough, there exists 2 small
enough such that for every |t| < 1 and |s| < 2 this set is inside both surfaces
since Y is also uniquely integrable (i only depend on norms |X|, |Y | and size of
Wi and therefore can be chosen uniformly independent of point). This set is a
C1 disk and therefore W1 and W2 coincide on an open domain. Applying this to
every point p ∈ U we obtain that through every point in U there passes a single
local integral manifold. This concludes the proof of the uniqueness.
CHAPTER 4
A Continuous Frobenius Theorem in Three Dimensions
4.1. Proof of the Theorem
4.1.1. Strategy and main technical steps. Our approach is quite geomet-
rical and implements the simple idea that if ∆ is a distribution which is “almost
involutive”, it should be possible to apply a small perturbation to obtain a new
distribution ∆˜ which is involutive. It turns out that finding some perturbation
to make the distribution involutive is easy, but making sure this perturbation is
small is non-trivial and essentially constitutes the key estimate in our argument.
We will obtain an estimate on the size of the perturbation which allows us o con-
clude that the asymptotic involutivity on average condition implies that ∆ can
be approximated by involutive distributions. This can then be shown to imply
(not necessarily unique) integrability of ∆. Finally, we will use an additional ar-
gument to show that we have unique integrability with the additional assumption
of uniform asymptotic involutivity on average.
In this section we reduce the proof of Theorem 1.18 to the proof of some more tech-
nical statements, albeit also of independent interest. Before we proceed, however,
we remark that we can assume without loss of generality that the forms ηk ap-
proximating η in the definition of asymptotic involutivity are actually C2. Indeed,
by a standard ”mollification” procedure we can replace the original sequence with
smoother ones which still satisfy the (uniform) asymptotic involutivity on average
conditions. Thus, from now on and for the rest of the paper we assume that the
approximating forms ηk are C
2.
We will prove the following general perturbation result which does not require any
involutivity or asymptotic involutivity assumptions. For two distributions ∆,∆′
defined in some local chart U , we will use the notation ](∆,∆′) to denote the
maximum angle between subspaces of ∆ and ∆′ at all points of U .
Theorem 4.1. Let ∆ be a continuous 2-dimensional distribution on a 3-dimensional
manifold M . Then, for every x0 ∈M , there exist neighborhoods U ′ ⊂ U of x0 and
 > 0 such that if ∆ is a C
2 distribution with ](∆,∆) ≤  then there exists a
local frame {X, Y } of ∆ and a C1 vector field W such that the distribution
∆˜ = span{X +W,Y }
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is involutive. Moreover, X, Y and W can be chosen so that for every C2 form η
with ∆ = ker(η) and ‖η‖x ≥ 1 for every x ∈ U , we have
‖W‖ ≤ sup
x∈U ,|t|≤t0
{‖η‖x‖η ∧ dη‖xed˜η(x,t))}.
Theorem 4.1 will be proved in Sections 4.1.2-4.1.5. We remark that the condition
‖η‖x ≥ 1 is not a restriction since the condition ∆ = ker(η) is preserved under
multiplication of η by a scalar and therefore we can always assume without loss
of generality that this lower bound holds. Its purpose is just to simplify the form
of the upper bound on ‖W‖ (where, as mentioned in the introduction, the norm
‖ · ‖ refers to the C0 topology). Notice that this bound is perfectly adapted to
work with the asymptotic involutivity assumption of our main theorem. Indeed,
by this assumption, for sufficiently large k we have that ∆(k) is close to ∆ and we
can apply Theorem 4.1 to get a corresponding involutive distribution ∆˜(k) after
a perturbation whose norm is bounded by ‖η‖‖η ∧ dη‖ed˜η(x,t)). Since ηk → η we
have that ‖ηk‖ is uniformly bounded, hence ‖η‖‖η ∧ dη‖ed˜η(x,t)) → 0 and therefore
the sequence of perturbed involutive distributions ∆˜(k) approximates the original
distribution ∆. In Section 4.1.6 we will show that this implies that ∆ is (weakly)
integrable in the sense that it admits (not necessarily unique) local integral surfaces
through every point. We formalize this statement in the following
Proposition 4.2. Suppose there exists a sequence of involutive distributions ∆˜(k)
which converges to a continuous distribution ∆ uniformly on some open set U .
Then there exists an open subset V ⊂ U such that ∆ is (not necessarily uniquely)
integrable at every x ∈ V.
We note that the (local) convergence of a family of hyperplanes and line bundles
is to be understood here in terms of the maximal angle going to zero uniformly
in a given neighbourhood. To get uniqueness of these integral manifolds we will
prove the following statement.
Proposition 4.3. Let ∆ be a continuous 2-dimensional distribution on a 3-
dimensional manifold M . Suppose that ∆ is uniformly asymptotically involutive on
average. Then ∆ is locally spanned by two uniquely integrable vector fields X, Y .
The unique integrability of ∆ follows from Proposition 4.3 by a simple contradic-
tion argument: if there are two integral manifolds of ∆ through a point then at
least one of the vector fields X and Y does not satisfy uniqueness of solutions,
thus contradicting the statement of Proposition 4.3.
We have thus reduced the proof of Theorem 1.18 to the proofs of Theorem 4.1
which will be given in Sections 4.1.2-4.1.5, Proposition 4.2 which will be given in
Section 4.1.6, and Proposition 4.3, which will be given in Section 4.1.7.
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4.1.2. The perturbation. We now fix once and for all an arbitrary point
x0 ∈ M . Our aim in this section is to define a neighbourhood U of x0 and a
perturbation of a C2 distribution ∆ sufficiently close to our original distribution
∆ which yields a new C1 distribution ∆˜. In the following sections we will show
that ∆˜ satisfies the required properties for the conclusions of Theorem 1.18, in
particular that it is involutive and that it is a small perturbation of ∆.
First of all we fix a local chart (x1, x2, x3,U0) centered at x0. Notice that we can
(and do) assume without loss of generality that ∆ is everywhere transversal to the
coordinate axes in U0 and that therefore this transversality also holds for ∆ if 
is sufficiently small. In particular this implies that we can define a local frame
{X, Y } for ∆ in U0 where X, Y are C2 vector fields of the form
(4.1.2.1) X =
∂
∂x1
+ a
∂
∂x3
and Y =
∂
∂x2
+ b
∂
∂x3
.
for suitable C2 functions a(x), b(x). Notice that the transversality condition implies
that the C0 norms of a and b are uniformly bounded below for all ∆ with 
sufficiently small.
Remark 4.4. The vector fields X, Y are C2 and thus define local flows, which
we will denote by etX , etY respectively, and admit unique integral curves through
every point x ∈ U0, which we denote by Xx,Yx respectively. These integral curves
will play an important role in the following construction and it will be sometimes
convenient to mix the notation a little bit. For example we will refer to the
“natural” parametrization of an integral curve Yx to intend parametrization by
the flow so that once we specify some point y = Yx(0) (which may be different
from the point x which we use to specify the curve) we then have Yx(t) := etY (y).
We are now ready to fix the neighbourhood U in which we define the perturbation.
At this stage we make certain choices motivated by the fact that the involutive
distribution we are constructing is given by the span of two vector fields of the
form {X + W,Y }. We could similarly obtain a pair of vector fields of the form
{X, Y + Z} since the situation is completely symmetric. We let S denote the
integral manifold through x0 of the coordinate planes given by < ∂/∂x
1, ∂/∂x3 >
in the local chart U0. Then the vector field Y and its unique integral curves are
everywhere transversal to S and indeed, by the uniform bounds on |b(x)|, this
transversality is uniform in ∆ as long as  is sufficiently small. In particular this
means that we can choose a smaller neighbourhood U ⊂ U0 which is “saturated”
by the integral curves of Y in the sense that every point x ∈ U lies on an integral
curve of Y through some point of S ∩ U . Moreover, this saturation condition can
be guaranteed for a fixed neighbourhood U for any ∆ sufficiently close to ∆. For
every x ∈ U we let Yx denote the integral curve through x of the vector field Y . We
consider the natural parametrization of each integral curve Yx by fixing the initial
condition Yx(0) ∈ S and then let tx be the time such that Yx(tx) = x. Notice that
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by choosing our neighbourhood U sufficiently small, we can also assume that the
integration time tx is bounded by any a priori given arbitrarily small constant. To
simplify the final expression it will be convenient to have
(4.1.2.2) |tx| ≤ 1‖X‖ · ‖Y ‖ =
1√
(1 + a2)(1 + b2)
≤ 1.
This upper bound is uniform for all distributions ∆ is  if sufficiently small.
We are now ready to define our perturbation. Notice first that the explicit forms
of the vector fields X and Y implies that the Lie bracket [X, Y ] always lies in the
∂/∂x3 direction. Indeed, we can compute explicitly the Lie bracket and use it to
define a function h : U → R by
(4.1.2.3) [X, Y ] =
(
∂b
∂x1
− ∂a
∂x2
+ a
∂b
∂x3
− b ∂a
∂x3
)
∂
∂x3
=: h
∂
∂x3
.
Thus h is the (signed) magnitude of the Lie bracket [X, Y ] (which happens to be
always in the ∂/∂x3 direction). We define the function α : U → R by
(4.1.2.4) α(x) :=
∫ tx
0
h(Yx(τ)) exp
(∫ tx
τ
∂b
∂x3
(Yx(s))ds
)
dτ.
At the moment the function α is just defined “out of the blue” with no immediately
obvious motivation, but we will show below that it is exactly the right form for
the perturbation we seek. Using this function we define the perturbed distribution
by
(4.1.2.5) ∆˜ := span
{
X + α
∂
∂x3
, Y
}
In Section 4.1.3 we will show that ∆˜ is C
1, in Section 4.1.4 that it is involutive,
and in Section 4.1.5 we will show that the perturbation α satisfies the required
upper bounds.
4.1.3. Differentiability. In this section we prove the following
Proposition 4.5. The function α is C1.
Since X and Y are C2, it follows immediately from Proposition 4.5 and (4.1.2.5)
that ∆˜ is C
1 as required.
To prove Proposition 4.5, notice first that from the definition of α in (4.1.2.4) it
follows immediately that α is C1 in the direction of Y . It is therefore sufficient to
prove that α is also C1 along two other vector fields that together with Y form
a coordinate system in U . The existence of such a coordinate system in U is
guaranteed by classical results on the representation of vector fields near a regular
point, see e.g. [54], however we will need here a particular choice of coordinate
4.1. PROOF OF THE THEOREM 69
system, in particular one defined by Y and two additional vector fields Z, V which
span the tangent space of S. Therefore we give a self contained proof.
Proposition 4.6. There are two C1 vector fields Z and V that span the tangent
space of S, such that the system {Y, V, Z} is a trivialization of the tangent bundle
TM by commuting vector fields in the neighborhood U , which is to say that
[Y, Z] = [Y,W ] = [Z,W ] = 0.
Proof. We first recall that the neighborhood U is parameterized in such a
way that any point can be joined to a point of S by an integral curve of Y , and
so we can choose  > 0, and modify U slightly, such that the map
φ(t1, t2, t3) = e
t1Y ◦ et2 ∂∂x1 ◦ et3 ∂∂x3 (x0)
is a diffeomorphism from (−, )3 to U . We define
Z := φ∗
∂
∂t2
and V := φ∗
∂
∂t3
where the subscript ∗, here and below, denotes the standard push-forward of vector
fields. Observe that by the chain rule, for every t¯ = (t1, t2, t3) ∈ (−, )3 we have
φ∗
∂
∂t2
(φ(t¯)) =
∂φ
∂t2
(t¯) = et1Y∗
∂
∂x1
(φ(t¯))
and
φ∗
∂
∂t3
(φ(t¯)) =
∂φ
∂t3
(t¯) = et1Y∗
∂
∂x3
(φ(t¯)).
Since the vector field Y is C2 it follows that etY∗ is C
1 which implies that the vector
fields Z and V are C1. By the naturality of the Lie bracket and observing that
Y = φ∗ ∂∂t1 we have
[V, Y ] =
[
φ∗
∂
∂t3
, φ∗
∂
∂t1
]
= φ∗
[
∂
∂t3
,
∂
∂t1
]
= 0
and similarly [Z, Y ] = [Z, V ] = 0. This shows that the vector fields commute. Now
we are only left to prove that S is spanned by V and Z. Since S is by definition the
integral surface of the local coordinates ∂/∂x1 and ∂/∂x3, it is sufficient to show
that V and Z span this plane. We will show this by computing explicit formulas
for the vector fields. By standard calculus for vector fields on manifolds [1, 36],
for any x ∈ U , we have that
d
dt
(
etY∗
∂
∂x3
|x
)
= etY∗
[
∂
∂x3
, Y
]
|x = ∂b
∂x3
◦ e−tY (x) · etY∗
∂
∂x3
|x.
Integrating both side gives
etY∗
∂
∂x3
|x = exp
(∫ t
0
∂b
∂x3
◦ e−τY (x)dτ
)
∂
∂x3
|x
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which shows that V always lies in the direction ∂/∂x3. By the same calculations
we also get
etY∗
∂
∂x1
|x = ∂
∂x1
|x +
∫ t
0
∂b
∂x1
◦ e−sY (x) exp
(∫ t
s
∂b
∂x3
◦ e−τY (x)dτ
)
ds
∂
∂x3
|x
which shows that Z always lies in the span of ∂/∂x1 and ∂/∂x3. Therefore we
have that V and Z span the tangent space of S. 
To complete the proof of Proposition 4.5 it is sufficient to show that α is C1 along
the vector fields Z and V defined above. We will need the following simple fact
which constitutes the main motivation for our specific choice of the coordinate
system.
Lemma 4.7. If x and y belong to the same integral curve of V or to the same
integral curve of Z, then we have
tx = ty.
Proof. Let x and y be in the same integral curve of V . Then, since [Y, V ] = 0,
it follows that etxY (x) and etxY (y) are in the same integral curve of V . Since
etxY (x) ∈ S and V ∈ TS then etxY (y) ∈ S and it follows that tx = ty. The proof
for Z is exactly the same. 
Proof of Proposition 4.5. To show that α is differentiable along the vec-
tor fields Z and V we will show directly from first principle that for every x ∈ U ,
the limits
lim
δ→0
α(x)− α(eδV (x))
δ
and lim
δ→0
α(x)− α(eδZ(x))
δ
exist. We will prove the statement for the first limit, the second follows by exactly
the same arguments. We fix some x ∈ U and for δ 6= 0, by Lemma 4.7 we have
tx = teδV (x) =: t. To simplify the notation in the calculations below, we shall write
B(δ, τ) := exp
(∫ t
τ
∂b
∂x3
(YeδV (x)(s))ds
)
.
Notice that for δ = 0 we have eδV (x) = x and so we have
α(x) =
∫ t
0
h(Yx(τ))B(0, τ)dτ.
Then
α(x)− α(eδV (x)) =
∫ t
0
h(Yx(τ))B(0, τ)dτ −
∫ t
0
h(YeδV (x)(τ))B(δ, τ)dτ.
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By adding and subtracting the term∫ t
0
h(Yx(τ))B(δ, τ)dτ
to the right hand side we get
α(x)− α(eδV (x)) =
∫ t
0
h(Yx(τ))B(0, τ)dτ −
∫ t
0
h(Yx(τ))B(δ, τ)dτ
+
∫ t
0
h(Yx(τ))B(δ, τ)dτ −
∫ t
0
h(YeδV (x)(τ))B(δ, τ)dτ
=
∫ t
0
h(Yx(τ))[B(0, τ)− B(δ, τ)]dτ
+
∫ t
0
[h(Yx(τ))− h(YeδV (x)(τ))]B(δ, τ)dτ.
Dividing both sides by δ it is therefore sufficient to show that the limit exists for
each integral on the last two lines above. For the first integral notice that h(Yx(τ))
does not depend on δ and therefore it is sufficient to show that
lim
δ→0
B(0, τ)− B(δ, τ)
δ
exists. To see this, notice first that it is equal to
lim
δ→0
1
δ
[
exp
(∫ t
τ
∂b
∂x3
(Yx(s))ds
)
− exp
(∫ t
τ
∂b
∂x3
(YeδV (x)(s))ds
)]
,
This is by definition the directional derivative of the function
(4.1.3.1) exp
∫ t
τ
∂b
∂x3
(Yx(s))ds
in the direction of V . Since ∂b/∂x3 is C1 it follows that (4.1.3.1) is also C1 and
therefore this directional derivative exists. Similarly, for the second integral above,
the limit of B(δ, τ) as δ → 0 is just B(0, τ) (and thus exists), and so it is sufficient
to show that the limit
lim
δ→0
h(Yx(τ))− h(YeδV (x)(τ))
δ
.
exists. Again, this is exactly the directional derivative of h in the direction of V .
Since h is C1 this derivative exists. This proves that α is C1. 
4.1.4. Involutivity. In this Section we prove[
X + α
∂
∂x3
, Y
]
= 0.
This implies involutivity as required, since the vanishing of the Lie bracket for a C1
local frame of a C1 distribution is well known to be equivalent to the involutivity
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condition η ∧ dη = 0 given above; this follows for example from Cartan’s formula
given in (4.1.5.4) below, or see any standard reference such as [54]. By the linearity
of the Lie bracket we have[
X + α
∂
∂x3
, Y
]
= [X, Y ] +
[
α
∂
∂x3
, Y
]
and, applying the general formula [ϕX,ψY ] = ϕX(ψ)Y −ψY (ϕ)X+ϕψ[X, Y ] for
C1 functions ϕ, ψ, where X(ψ), Y (ϕ) denote the “directional derivatives” of the
functions ψ, ϕ in the directions of the vector fields X, Y respectively, we get[
α
∂
∂x3
, Y
]
= −Y (α) ∂
∂x3
+ α
∂b
∂x3
∂
∂x3
Notice that this bracket lies in the x3 direction. Substituting above and using the
fact that [X, Y ] = h∂/∂x3 also lies in the x3 direction we get
(4.1.4.1)
[
X + α
∂
∂x3
, Y
]
=
(
h+ α
∂b
∂x3
− Y (α)
)
∂
∂x3
.
Thus the involutivity of ∆ is equivalent to the condition that the bracket on the
left hand side of (4.1.4.1) is equal to 0, or equivalently that Y (α) = h+ α∂b/∂x3,
i.e. that α is a solution to the partial differential equation
(4.1.4.2) Y (u) = h+ u
∂b
∂x3
.
To see that α is a solution of (4.1.4.2) note that by the definition of α in (4.1.2.4),
for any integral curve Y of Y in U parameterized so that Y(0) ∈ S and for any
|t| ≤ t0 we have
α(Y(t)) =
∫ t
0
h(Y(τ)) exp
(∫ t
τ
∂b
∂x3
(Y(s))ds
)
dτ.
Differentiating α along Y we get
Y (α)(Y(t)) = d
dt
α(Y (t))
= h(Y(t)) exp
(∫ t
t
∂b
∂x3
(Y(s))ds
)
+
∂b
∂x3
(Y(t))
∫ t
0
h(Y(τ)) exp
(∫ t
τ
∂b
∂x3
(Y(s))ds
)
dτ
= h(Y(t)) + ∂b
∂x3
(Y(t))α(Y(t))
which proves that α is the required solution of (4.1.4.2).
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4.1.5. Perturbation bounds. In this Section we prove the upper bound on
the norm of α which gives the upper bound required in the statement of Theorem
4.1. Notice first of all that by the definition of the function h in (4.1.2.3) we
have
(4.1.5.1)
α(x) =
∫ tx
0
h(Yx(τ)) exp
(∫ tx
τ
∂b
∂x3
(Yx(s))ds
)
dτ
≤
∫ tx
0
‖[X, Y ](Yx(τ))‖ exp
(∫ tx
τ
∂b
∂x3
(Yx(s))ds
)
dτ
We will estimate the two terms in two Lemmas.
Lemma 4.8. ‖[X, Y ](Yx(τ))‖ ≤ {‖X‖Yx(τ)‖Y ‖Yx(τ)‖η ∧ dη‖Yx(τ)}
Lemma 4.9. exp
(∫ tx
τ
∂b
∂x3
(Yx(s))ds
)
≤ ‖η‖Yx(τ) exp(d˜η(Yx(τ), tx − τ)
Combining these two estimates, substituting into (4.1.5.1), and using the bound
on t given by (4.1.2.2), we obtain
|α(x)| ≤ t sup
x∈U
{‖η‖x exp(d˜η(t, x))‖X‖x‖Y ‖x‖η ∧ dη‖x}
≤ sup
x∈U
{‖η‖x‖η ∧ dη‖x exp(d˜η(t, x))}
which is the required bound and thus completes the proof of Theorem 4.1 modulo
the proof of the two Lemmas. For the proof of both Lemmas, notice first that,
since the vector fields X, Y defined in (4.1.2.1) lie in ker(η), any C1 form η such
that ∆ = ker(η) is of the form
(4.1.5.2) η = c(dx3 − adx1 − bdx2)
for some non-vanishing C1 function c(x) defined in U . Notice that η(∂/∂x3) = c
and therefore c ≤ ‖η‖ everywhere and we can even assume, up to multiplying η
by a (possibly negative) scalar if necessary, that
(4.1.5.3) 1 ≤ c ≤ ‖η‖
We can now prove the two Lemmas.
Proof of Lemma 4.8. All the estimates below are made for a given fixed
point in U and so for simplicity we omit this from the notation. By the definition
of h in (4.1.2.3) we have η([X, Y ]) = hη(∂/∂x3) = ch and therefore h = η([X, Y ])/c
and in particular
‖[X, Y ]‖ = |η([X, Y ])|
c
Since X, Y ∈ ker(η), we have η(X) = η(Y ) = 0 and the “Cartan formula” gives
(4.1.5.4) dη(X, Y ) = X(η(Y ))− Y (η(X))− η([X, Y ]) = −η([X, Y ]).
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On the other hand, we have
η ∧ dη
(
∂
∂x3
, X, Y
)
= η
(
∂
∂x3
)
dη(X, Y ) = cdη(X, Y ).
Substituting into the equations above we then get
‖[X, Y ]‖ = |η([X, Y ])|
c
=
|dη(X, Y )|
c
=
1
c2
∣∣∣∣η ∧ dη( ∂∂x3 , X, Y
)∣∣∣∣
Using that c > 1 and the multilinearity of η ∧ dη this gives the bound ‖[X, Y ]‖ ≤
‖X‖‖Y ‖‖η ∧ dη‖ as required. 
Proof of Lemma 4.9. By direct calculation we have
dη = (
∂c
∂x1
+ a
∂c
∂x3
+ c
∂a
∂x3
)dx1 ∧ dx3 + ( ∂c
∂x2
+ b
∂c
∂x3
+ c
∂b
∂x3
)dx2 ∧ dx3
+ (a
∂c
∂x2
− b ∂c
∂x1
+ c
∂a
∂x2
− c ∂b
∂x1
)dx1 ∧ dx2
= (X(c) + c
∂a
∂x3
)dx1 ∧ dx3 + (Y (c) + c ∂b
∂x3
)dx2 ∧ dx3
+ (a
∂c
∂x2
− b ∂c
∂x1
+ c
∂a
∂x2
− c ∂b
∂x1
)dx1 ∧ dx2
On the other hand we can write
dη = dη1dx
1 ∧ dx3 + dη2dx2 ∧ dx3 + dη3dx1 ∧ dx2
and so, by comparing the terms of the two formulae for dη, we have
Y (c) = −c ∂b
∂x3
+ dη2.
Dividing both sides by c gives
Y (c)
c
= − ∂b
∂x3
+
dη2
c
.
Since Y (c) is exactly the derivative of c along integral curves of Y , integrating
along these integral curves we get
log
∣∣∣∣c(Yx(tx))c(Yx(τ))
∣∣∣∣ = −∫ tx
τ
∂b
∂x3
(Yx(s))ds+
∫ tx
τ
dη2(Yx(s))
c(Yx(s)) ds
which implies∫ tx
τ
∂b
∂x3
(Yx(s))ds =
∫ tx
τ
dη2(Yx(s))
c(Yx(s)) ds− log
∣∣∣∣c(Yx(tx))c(Yx(τ))
∣∣∣∣
hence we have
exp
(∫ tx
τ
∂b
∂x3
(Yx(s))dτ
)
=
∣∣∣∣ c(Yx(τ))c(Yx(tx))
∣∣∣∣ exp(∫ tx
τ
dη2(Yx(s))
c(Yx(s)) ds
)
.
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Using that 1 ≤ c ≤ ‖η‖ by (4.1.5.3) we then get
exp
(∫ tx
τ
∂b
∂x3
(Yx(s))dτ
)
≤ ‖η‖Yx(τ) exp
(∫ tx
τ
dη2(Yx(s))ds
)
.
Notice that the integral on the right hand side is not exactly in the form used in
the definition of d˜η2 in Section 1.2.2, where the limits in the integral go from 0 to
tx. Recalling that Yx(s) = e(s−tx)Y (x), we have∫ tx
τ
dη2(Yx(s))ds =
∫ tx
τ
dη2 ◦ e(s−tx)Y (x)ds =
∫ tx−τ
0
dη2 ◦ e(s−tx)Y (eτY (x)))ds
This last integral is by definition equal to d˜η2(Yx(τ), tx − τ) and so substituting
into the expression above this completes the proof. 
4.1.6. Convergence. In this section we prove Proposition 4.2. We suppose
throughout that we have a sequence ∆˜(k) of C1 involutive distributions converging
uniformly to a continuous distribution ∆ in some open set U . The involutivity
of the distributions ∆˜(k) implies that they are uniquely integrable by the classi-
cal Frobenius Theorem, but to prove the required convergence we will need to
construct these integral manifolds rather explicitly.
We assume without loss of generality that the open set U is contained inside some
local chart and that ∆ is everywhere transversal to the coordinate axes in this
local chart. By the convergence of the sequence of distributions ∆˜(k) to ∆, the
same transversality property holds for ∆˜(k) for all sufficiently large k. This implies
that each ∆˜(k) admits a local frame {Xk, Yk} formed by C1 vector fields of the
form
(4.1.6.1) Xk =
∂
∂x1
+ ak
∂
∂x3
and Yk =
∂
∂x2
+ bk
∂
∂x3
.
for C1 functions ak, bk. By the convergence of the sequence of distributions ∆˜
(k) to
∆ it follows that the sequences of vector fields Xk, Yk converge to continuous vector
fields X, Y which form a continuous local frame of ∆ and have the form
(4.1.6.2) X =
∂
∂x1
+ a
∂
∂x3
and Y =
∂
∂x2
+ b
∂
∂x3
.
for continuous functions a, b (cf. (4.1.2.1)). Since the approximating vector fields
Xk, Yk are C
1, their Lie bracket is well defined and their specific form implies it
lies in the ∂/∂x3 direction, see (4.1.2.3), and in particular is transversal to ∆˜(k).
Therefore by the involutivity of ∆˜(k) it follows that the vector fields commute,
i.e.
(4.1.6.3) [Xk, Yk] = 0.
Notice that of course we cannot draw the same conclusion for the vector fields
X, Y since they are only continuous and the Lie bracket is not defined.
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We now fix an open subset V ⊂ U and some sufficiently small  > 0 such that for
any x ∈ V , any |s1|, |s2| ≤  and all sufficiently large k, we have
W (k)x (s1, s2) := e
s1Xk ◦ es2Yk(x) ∈ U .
Notice that by (4.1.6.3) we have that
(4.1.6.4)
∂W
(k)
x
∂s1
(s1, s2) = Xk(W
(k)
x (s1, s2))
∂W
(k)
x
∂s2
(s1, s2) = Yk(W
(k)
x (s1, s2)).
In particular the Jacobian of W
(k)
x is non-zero everywhere on [−, ]2 and therefore
we have a sequence of embeddings
W (k)x : [−, ]2 → U .
By (4.1.6.4), the tangent spaces of W
(k)
x are exactly the hyperplanes of the dis-
tributions ∆˜(k) and therefore the images of the maps W
(k)
x are exactly the local
integral manifolds of the distributions through the point x.
Lemma 4.10. For every x ∈ V, sequence {W (k)x } is equicontinuous and equibounded
Proof. We have that W
(k)
x (0) = x so W
(k)
x (s1, s2) ∈ U and therefore equi-
boundedness is easy. For equicontinuity note that DW (k)(s1, s2) is a matrix whose
columns are Xk(W
(k)(s1, s2) and Yk(W
(k)(s1, s2). Therefore the differential is equi-
bounded and so W
(k)
x (s1, s2) is equicontinuous. 
By the Arzela-Ascoli Theorem there exists a continuous function
Wx : [−, ]2 → U .
which is the uniform limit of some subsequence of {W (k)x }∞k=1(which we assume,
without loss of generality, to be the full sequence from now on). To complete
the proof of Proposition 4.2 it is therefore sufficient to show that Wx([−, ]2)
is an integral manifold of the limiting distribution ∆, i.e. that Wx is actually
differentiable and that its tangent spaces coincide with the hyperplanes of ∆. Thus,
letting DWx = DWx(s1, s2) denote the matrix whose columns are X(Wx(s1, s2))
and Y (Wx(s1, s2)) it is sufficient to prove the following
Lemma 4.11. Wx is a differentiable function whose derivative is DW
Proof. Notice first of all that from (4.1.6.4) and the fact that Xk → X,
Yk → Y and W (k)x (s1, s2) → Wx(s1, s2) it follows that the partial derivatives
∂W
(k)
x /∂si(s1, s2) converge to X(Wx(s1, s2)) and Y (Wx(s1, s2)) respectively, and
therefore, the derivative DW
(k)
x converges uniformly to DWx. Now, for any two
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points p, q ∈ Wx([−, ]2) and a smooth curve γ = γ(t) connecting p to q with
γ(0) = p, γ(τ) = q, the fundamental theorem of calculus implies that
W (k)x (q) = W
(k)
x (p) +
∫ τ
0
DW kx (γ(t)) ◦
dγ(t)
dt
dt
Thus, taking limits and exchanging the limit and the integral (which can be done
due to uniform convergence) we get
Wx(q) = Wx(p) +
∫ τ
0
DWx(γ(t)) ◦ dγ(t)
dt
dt
This implies that DWx is the derivative of Wx and thus proves in particular that
Wx is differentiable as required. 
4.1.7. Uniqueness. In this section we will prove Proposition 4.3 and thus
complete the proof of our main result, Theorem 1.18. We will first state a general
uniqueness result for continuous vector fields on surfaces, Proposition 4.12 below,
and then show that there exist vector fields X, Y which span ∆ and satisfy the
assumptions of Proposition 4.12 and are therefore uniquely integrable. The condi-
tions for uniqueness are given here in the same spirit as the uniqueness conditions
of Theorem 1.18 but for completeness and clarity we give the full details in this
simpler setting.
We consider a Riemannian surface S and a vector field X on S which we can
suppose to be given as X = ker(w) for some continuous 1-form w defined on S.
We can restrict our attention to a local chart U with local coordinates (z1, z2,U)
and suppose without loss of generality that X is everywhere transversal to both
coordinate axes ∂/∂z1, ∂/∂z2 in U and that therefore in particular it can be written
in the form
X =
∂
∂z1
+ a
∂
∂z2
for some non-zero continuous function a(z). If wk is a sequence of C
1 1-forms
on U with wk → w then, for all sufficiently large k, the corresponding vector
fields Xk will also be transversal to both axes and the corresponding vector fields
Xk = ker(wk) can also be written in the form
Xk =
∂
∂z1
+ ak
∂
∂z2
for C1 functions ak. Choosing some smaller domain U ′ ⊂ U there exists some
t0 > 0 such that the flow e
τXk is well defined for all x ∈ U ′ and |τ | ≤ t0 and
eτXk(x) ∈ U . Notice that in this case the external derivatives dwk of the 1-forms
wk have only one component and so, by some slight abuse of notation we can
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simply write dwk = dwkdz
1 ∧ dz2. Then, for every z ∈ U ′ and every |t| ≤ t0
define
d˜wk(z, t) :=
∫ t
0
dwk ◦ eτXk(z)dτ.
With this notation we then have the analogue of Theorem 1.18 as follows.
Proposition 4.12. Let X = ker(w) be a continuous vector field defined on a
surface S. Suppose that for every point there is a local chart U and a sequence of
C1 differential 1-forms wk on U such that wk → w, the corresponding C1 vector
fields Xk, and a neighbourhood U ′ ⊂ U such that for every z ∈ U ′ and every |t| ≤ t0
(4.1.7.1) ‖wk − w‖zed˜wk(z,t) → 0
as k →∞. Then X is uniquely integrable.
It might be interesting to know if this result also admits an analogue for vector
fields on R giving conditions for uniqueness in this most simple setting, and thus
allowing comparison with existing results such as [14]. The argument for the
proof that we give below does not admit an immediate “restriction” to the one-
dimensional setting. We first show how it implies Proposition 4.3.
Proof of Proposition 4.3 assuming Proposition 4.12. Let ∆ = ker(η)
be a uniformly asymptotically involutive on average continuous distributions as per
the hypotheses of Proposition 4.3. Then, by definition, for every x0 ∈ M there
exists local coordinates (x1, x2, x3) in some local chart U in which we have vector
fields Xk, Yk, X, Y as in (4.1.6.1) and (4.1.6.2). We just need to show that X and Y
are uniquely integrable. We will prove unique integrability for X using Proposition
4.12, the argument for Y is completely analogous.
Notice first of all that X is contained in the surface tangent to the coordinate axes
< ∂/∂x1, ∂/∂x3 >. Moreover, as in (4.1.5.2) above, the explicit form of the vector
fields Xk and X mean that the forms ηk and η can be written as
ηk = ck(dx
3 − akdx1 − bkdx2) and η = c(dx3 − adx1 − bdx2)
for some non-vanishing C1 function ck(x) and continuous function c(x) respectively,
and that their restriction to the surface S locally tangent to < ∂/∂x1, ∂/∂x3 >
yields the forms
wk = ck(dx
3 − akdx1) and w = c(dx3 − adx1)
with the property that Xk = ker(wk) and X = ker(w). We therefore just need
to show that the forms wk, w satisfy the assumptions of Proposition 4.12 to get
unique integrability of the vector field X. The convergence is immediate since the
assumption that ηk → η implies that ak → a, bk → b and ck → c and therefore in
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particular that wk → w as k →∞. To show that ‖wk −w‖xed˜wk(x,t) → 0 we have,
by direct calculation,
dηk =
(
Xk(ck) + ck
∂ak
∂x3
)
dx1 ∧ dx3 +
(
Yk(ck) + ck
∂bk
∂x3
)
dx2 ∧ dx3
+
(
a
∂ck
∂x2
− bk ∂ck
∂x1
+ ck
∂ak
∂x2
− c ∂bk
∂x1
)
dx1 ∧ dx2
and
dwk =
(
Xk(ck) + ck
∂ak
∂x3
)
dx1 ∧ dx3.
Therefore dwk = dηk,1 and thus (4.1.7.1) follows immediately from the assumption
that η is uniformly asymptotically involutive on average. 
The rest of this section is devoted to the proof Proposition 4.12 which is a sort of
one-dimensional version of Theorem 4.1. Indeed, in Theorem 4.1 we showed that
each distribution could be perturbed to yield an involutive distribution and that
the size of this perturbation could be controlled. Here we show that any 1-form η
defining a vector field on a surface can be “rescaled” to a closed 1-form defining
the same vector field and that this rescaling has controlled norm.
Lemma 4.13. Let w be C2 differential 1-form on a surface S and (z1, z2,U) be a
coordinate systems whose axes are transverse to ker(w) and let L be an integral
curve of ∂/∂z2. Then there is a C1 differential 1-form wˆ with ker(wˆ) = ker(w)
and wˆ(∂/∂z2) = 1 along L such that for every z ∈ U we have
dwˆ = 0 and ‖wˆ‖z ≤ sup
|t|≤t0
{ed˜w(z,t))}‖w‖z.
Proof. The proof also proceeds along quite similar lines to the proof of The-
orem 4.1, though the situation here is considerably simpler. By the transversality
of ker(w) to the axes we have that w = c(dz2 − bdz1) for some C2 functions b, c
and, without loss of generality, we assume that 1 ≤ |c| ≤ ‖η‖. We assume that
the neighborhood U is parameterized such that every point z ∈ U corresponds
to a time tz such that the integral curve X of X := ∂/∂x1 + b∂/∂x2 is so that
e−tzX(z) ∈ L. For every z ∈ U let
β(z) := exp
(
−
∫ tz
0
∂b
∂x2
(e(τ−tz)X(z))dτ
)
.
We can now define the form
wˆ := β(dz2 − bdz1).
Then, by definition of wˆ we have ker(wˆ) = ker(w) and for z ∈ L we have tz = 0
which implies that the integral above vanishes and so β(z) = 1 and so wˆ(∂/∂z2) =
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1. Therefore we just need to show that wˆ is C1 and satisfies the required bounds.
From the form of w and wˆ we have
(4.1.7.2) ‖wˆ‖z ≤ |β(z)|‖dz2 − bdz1‖z = |β(z)|‖w‖z
c(z)
=
β(z)
c(z)
‖w‖z.
It is enough therefore to bound β(z)/c(z). Notice first that, as can be verified in a
straightforward way, the function β is the unique solution of the partial differential
equation
X(u) = −u ∂b
∂z2
with boundary conditions u = 1 on L. By the same arguments as in the proof of
Proposition 4.5, we have that β is C1 and, by direct calculation,
dwˆ =
(
X(β) + β
∂b
∂z2
)
dz1 ∧ dz2 = 0.
Thus wˆ is closed. Finally, to estimate the norm of wˆ, again by direct calculation,
we have
dw =
(
X(c) + c
∂b
∂z2
)
dz1 ∧ dz2.
By a slight abuse of notation again we write dw = X(c) + c∂b/∂z2. Then, dividing
through by c, we have
X(c)
c
+
∂b
∂z2
=
dw
c
.
Hence for every z ∈ U and τ ∈ [0, tz] we have
X(c)
c
◦ e(τ−tz)X(z) + ∂b
∂z2
◦ e(τ−tz)X(z) = dw
c
◦ ◦e(τ−tz)X(z).
Integrating this equality along an integral curve of X we get
log
∣∣∣∣ c(z)c ◦ e−tzX(z))
∣∣∣∣− ∫ tz
0
dw
c
◦ e(τ−tz)X(z)dτ = −
∫ tz
0
∂b
∂x2
◦ e(τ−tz)X(z)dτ
and hence, taking exponentials,
exp
(
−
∫ tz
0
∂b
∂x2
◦ e(τ−tz)X(z)dτ
)
=
∣∣∣∣ c(z)c ◦ e−tzX(z))
∣∣∣∣ exp(−∫ tz
0
dw
c
◦ e(τ−tz)X(z)dτ
)
=
∣∣∣∣ c(z)c ◦ e−tzX(z))
∣∣∣∣ exp(∫ −tz
0
dw
c
◦ eτX(z)dτ
)
Finally, using that 1 ≤ |c| ≤ ‖η‖ , this gives
β(z) ≤ c(z) exp
(
−
∫ tz
0
dw
c
◦ e(τ−tz)X(z)dτ
)
≤ c(z) exp(d˜w(z,−tz)).
Substituting into (4.1.7.2) gives the result. 
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Proof of Proposition 4.12. We suppose by contradiction that the vector
field X admits two integral curves X 1 and X 2 through a given point z0 ∈ S
parameterized so that X 1(0) = X 2(0) = z0. Now let (z1, z2,U) be the local coor-
dinate system around z0 given by the assumptions of the Theorem. In particular
X is transverse to both coordinate axes, and in particular to ∂/∂z2 and therefore
there exists an integral curve L of ∂/∂x2 which joins two points z1 = X 1(s1) and
z2 = X 2(s2) for some s1, s2. We can suppose that L is parameterized such that
L(0) = z1 and L(t2) = z2. Let Γ be the closed curve given by union of L and the
two integral curves of X through z0, let D be the region bounded by Γ, and let wˆk
be the sequence of 1-forms given by Lemma 4.13. By Stokes’ formula we have
(4.1.7.3)
∫
Γ
wˆk =
∫
D
dwˆk = 0
and therefore ∫
Γ
wˆk =
∫
X 1
wˆk +
∫
X 2
wˆk +
∫
L
wˆk = 0
and so
(4.1.7.4)
∣∣∣∣∫X 1 wˆk +
∫
X 2
wˆk
∣∣∣∣ = ∣∣∣∣∫L wˆk
∣∣∣∣ .
By Lemma 4.13 we have wˆk(∂/∂z
2) = 1 along L and therefore the right hand side
of (4.1.7.4) is equal to |t2| where t2 is the “distance” between z1 and z2 along L.
By assumption t2 6= 0 (and is independent of k) but we will show that the left
hand side of (4.1.7.4) tends to 0 as k →∞, thus giving rise to a contradiction as
required.
To estimate the left hand side of (4.1.7.4), notice that since the curves X i are
tangent to X we have ∫
X i
wˆk =
∫ si
0
wˆk(X)(X i(t))dt
Also since wˆk(Xk) = 0 (since Xk = ker(wˆk)) we can write∫
X i
wˆk =
∫ si
0
wˆk(X −Xk)(X i(t))dt
Now let |ti| ≤ si be such that∫ si
0
wˆk(X −Xk)(X i(t))dt = siwˆk(X −Xk)(X i(ti)).
Then, letting y = X i(ti) we have
(4.1.7.5)
∫
X i
wˆk =
∫ si
0
wˆk(X −Xk)(X i(t))dt
≤ si‖wˆk‖y‖X −Xk‖y ≤ si‖wˆk‖y‖w − wk‖y
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By Lemma 4.13 we have
‖wˆk‖y ≤ sup
|t|≤t0
{ed˜w(y,t))}‖w‖y
Substituting this into (4.1.7.5) and applying the assumptions of the Theorem we
get that
∫
X i wˆk → 0 for i = 1, 2 and, as explained above, this leads to a contradic-
tion and thus completes the proof. 
4.2. Applications
In this section we prove Theorem 1.20 on the uniqueness of solutions for ODE’s,
and Theorem 1.22 on the existence and uniqueness of solutions for a class of Pfaff
PDE’s.
4.2.1. Uniqueness of solutions for continuous ODE’s. To prove The-
orem 1.20 we fix once and for all some reference point x0 ∈ U and choose a
sufficiently small ball B(x0, r) ⊂ U . We will show that the vector field X is
uniquely integrable at each point x ∈ B(x0, r). Notice first of all that, since
f(x) = (f1(x), f2(x)) is non-vanishing in U , we can assume, without loss of gener-
ality and passing to a smaller radius r if necessary, that there exist local coordinates
where f1(x) > 0 for all x ∈ B(x0, r). Then we can rescale the vector field X by
dividing through by f1 and define
Y :=
∂
∂x1
+ g(x)
∂
∂x2
where g(x) =
f2
f1
(x)
Note that g has the same modulus of continuity ω(t) as f and unique integrability
of Y is equivalent to that of X since the two vector fields are just rescalings one of
the other (and thus define the same one-dimensional distributions). It is therefore
sufficient to show that Y is uniquely integrable. To do this we first show that
we can approximate the function g be a family of smooth functions g satisfying
certain approximation bounds, and thus approximate the continuous vector field
Y by corresponding smooth vector fields Y . We then apply Proposition 4.14 to
get unique integrability of Y .
For any small  > 0 let Vx0, denote the Riemannian volume of the ball B(x0, ).
Then, letting w(t) denote the modulus of continuity of the function g above, we
have the following result.
Proposition 4.14. There exists a family of smooth functions {g}>0 defined on
B(x0, r) and a constant K > 0 such that for every  > 0 we have
|g − g|∞ ≤ K

∫ 
0
ω(t)dt and
∣∣∣∣∂g∂x
∣∣∣∣ ≤ K2
∫ 
0
ω(t)dt
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Proof of Theorem 1.20 assuming Proposition 4.14. Notice first of all
that Y = ker(w), where w is the continuous 1-form w := dx − g(x)dt. Then
there exists a family of approximating vector fields Y  given by the smooth 1-
forms w := dx− g(x)dt where the smooth functions g are given by Proposition
4.14. Notice that since w are smooth they admit exterior derivatives dw and
|dw|∞ = |∂g/∂x|∞. Then from Proposition 4.14 we get
|w − w|∞e|dw|∞ ≤ K

∫ 
0
ω(t)dt exp
(
K

∫ 
0
ω(t)dt
)
and therefore, from the assumptions of Theorem 1.20 we have that
|w − w|∞e|dw|∞ → 0
as  → 0. Thus the assumptions of Proposition 4.12 are satisfied (note that in
Proposition 4.12, for generality the bound is stated in terms of d˜wk(z, t), but since
|d˜wk(z, t)| ≤ t|dwk|∞ the above condition is sufficient) and we get the unique
integrability of Y . 
Proof of Proposition 4.14. We will use some fairly standard approxima-
tions by mollifiers. In particular the calculations below follow closely the ones in
[70] but are formulated in terms of modulus of continuity rather than the Ho¨lder
norm. Let r ∈ (0, 1) and φ be at the standard mollifier supported on B(x0, r/2)
and, for every  ∈ (0, 1), let
φ :=
1
Vx0,r/2
φ
(x

)
. and g(x) :=
∫
B(x0,)
φ(y)g(x− y)dy.
By the well-known properties of mollifiers we have that φ is supported on B(x0, ),∫
φ = 1, |φ|∞ ≤ 1/Vx0,r/2,∫
B(x0,)
∂φ
∂x
= 0, and
∂φ
∂x
(x) =
1
Vx0,r/2
∂φ
∂x
(
x

).
Therefore, using these properties
|g(x)− g(x)| ≤
∫
B(0,)
|φ(y)||g(x− y)− g(x)|dy ≤ |φ|∞
∫
B(x0,)
ω(|y|)dy.
Passing to polar coordinates (r, θ) and noting that |y| = r and that the volume
form in polar coordinates has the form dV = rdrdθ, we get
|g(x)− g(x)| ≤ |φ|∞
∫
B(x0,)
ω(|y|)dy ≤ 2pi
Vx0,r/2
∫ 
0
tω(t)dt
. 1
2
∫ 
0
tω(t)dt ≤ 1

∫ 
0
ω(t)dt
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which proves the first claim. Similarly∣∣∣∣∂g∂x (x)
∣∣∣∣ = ∣∣∣∣∫
B(x0,)
∂φ
∂x
(y)g(x− y)dy
∣∣∣∣
= |
∫
B(x0,)
∂φ
∂x
(y)(g(x− y)− g(x))dy|
≤
∫
B(x0,)
∣∣∣∣∂φ∂x (y)
∣∣∣∣ω(|y|)dy
= |dφ|∞
∫
B(x0,)
|ω(|y|)dy
= |dφ|∞ 2pi
Vx0,r/2
∫ 
0
tω(t)dt
. 1
3
∫ 
0
tω(t)dt ≤ 1
2
∫ 
0
ω(t)dt
where last line is again achieved by passing to polar coordinates This completes
the proof of the proposition. 
4.2.2. Pfaff’s Problem. The proof of Theorem 1.22 is based on the observa-
tion that notion of integrability for the PDE (P) is closely related to the geometric
integrability of distributions in the following way. Let ∆ be the two-dimensional
distribution in U spanned by the local frame {X, Y } with
(4.2.2.1) X :=
∂
∂x
+ a
∂
∂z
and Y :=
∂
∂y
+ b
∂
∂z
where a(x, y, z), b(x, y, z) are the functions in (P).
Proposition 4.15. (P) is (uniquely) integrable iff ∆ is (uniquely) integrable.
Proof. Suppose first that (P) is integrable. Let (x0, y0) ∈ V and let f be a
solution of (P) with initial condition f(x0, y0) = z0. Then the graph
Γ(f) = {(x, y, f(x, y)), (x, y) ∈ V}
is an embedded surface in R3 and the tangent space at a point (x, y, f(x, y)) is
spanned by
(4.2.2.2)
∂
∂x
+
∂f
∂x
∂
∂z
and
∂
∂y
+
∂f
∂y
∂
∂z
.
Since f is a solution of (P), then (4.2.2.2) is exactly of the form (4.2.2.1) and
so the graph Γ(f) is a (unique) integral manifold of ∆. Conversely, suppose that
the distribution ∆ with local frame (4.2.2.1) is (uniquely) integrable. Then the
integral manifold of ∆ through a point (x0, y0, z0) ∈ U can be realized as a graph of
a (unique) function f = f(x, y). The tangent spaces of this graph are by definition
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given by the span of (4.2.2.1) but also of (4.2.2.2) and thus f is a solution of (P)
which is therefore (uniquely) integrable. 
Proof of Theorem 1.22. We translate the problem into the geometric prob-
lem of the integrability of the corresponding distribution ∆ spanned by vector fields
of the form (4.2.2.1). Then ∆ can be written as the kernel ∆ = ker(η) of the 1-form
η = dz − adx− bdy.
We will construct a sequence ηk of C
1 with the property that ηk → η, ‖dηk‖
uniformly bounded in k, and ‖ηk ∧ dηk‖ → 0. This implies that ∆ is uniformly
asymptotically involute and is thus uniquely integrable by Theorem 1.16. Let
F (k)(z) be a sequence of C1 functions such that F (k) → F in the C0 topology and
such that the derivative F
(k)
z is uniformly bounded in k (this is possible because
F is Lipschitz continuous). Now let
ηk := dz − A(k)F (k)dx−B(k)F (k)dy.
Then η is a C1 form and clearly ηk → η. Moreover, by direct calculation, we have
dηk = −d(A(k)F (k)) ∧ dx− d(B(k)F (k)) ∧ dy
= −A(k)y F (k)dy ∧ dx− A(k)F (k)z dz ∧ dx−B(k)x F (k)dx ∧ dy −B(k)F (k)z dz ∧ dy
= (A(k)y −B(k)x )F (k)dx ∧ dy + A(k)F (k)z dx ∧ dz +B(k)F (k)z dy ∧ dz.
The functions A(k), B(k), F (k) are converging to the corresponding functions A,B, F
and are therefore uniformly bounded, the functions F
(k)
z are uniformly bounded
by construction, and A
(k)
y − B(k)x → 0 by assumption. It follows that ‖dηk‖ is
uniformly bounded in k. Finally, again by direct calculation we have
ηk ∧ dηk =[(A(k)y −B(k)x )F (k) − A(k)F (k)B(k)F (k)z +B(k)F (k)A(k)F (k)z ]dx ∧ dy ∧ dz
=(A(k)y −B(k)x )F (k)dx ∧ dy ∧ dz.
Therefore ‖ηk ∧ dηk‖ → 0 and this completes the proof. 

CHAPTER 5
Future Directions
In this chapter we state two partial results of still ongoing work. The first one is an
extension of results in chapter 4 to any dimension and codimension. The second
one is related to interactions between sub-Riemannian geometry and integrability.
It encompasses a generalization of the integrability theorem found in [22] in an
attempt to answer a question of continuous sub-Riemannian geometry found in
[71]. The third one is an attempt to give a geometric sufficient condition that
implies the sufficient but analytic conditions given in the continuous Frobenius
theorem 5.2 stated in previous chapters. In particular we show a connection to
existence of contact structures whose Reeb vector-fields satisfy certain properties.
The final part is about some relations between sub-Riemannian geometry and
Hartman’s continuous exterior differentiability.
The first part about the generalization of the Frobenius theorem is almost complete
so we present it in full detail. For the remaining we prefer to present everything
here without proofs as they are ongoing work at the moment of writing the thesis.
The interested reader can consult the authors for details.
5.1. A Continuous Frobenius Theorem in Higher Dimensions
The work in this section is a work in progress and is a generalization of the main
theorem in chapter 4. Where as the methods employed in chapter 4 were analytic
and required PDE analysis, the methods employed here are much more geometric
and the conditions derived are simpler to state. As in the previous chapter, we
will present the formulation in two steps: We’ll first formulate a more natural
and easier to understand version of the theorem in section 5.1.2 and then a more
technical version in section 5.1.3 for which it is much more straight forward to
apply in dynamical systems.
5.1.1. The Setting. Unique integrability of E on M is equivalent to unique
integrability of E on every local chart. Therefore from now on we replace M
with a coordinate neighbourhood U ⊂ Rn+m, equipped with the usual Euclidean
inner product and metric which we respectively denote as (·, ·), | · |. We use the
same notation for the inner product and norm induced on differential k-forms and
tangent vectors. Given a continuous scalar valued function fp defined on U , we
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will denote by f∞ the supremum over p ∈ U and by finf infimum over p ∈ U (main
example for this is the norm | · |p of objects defined on U). For product of two
such functions we then will have (f.g)∞ = supp∈U f(p)g(p).
Let η(z) =
∑n+m
i=1 ai(z)dz
i be a continuous differential 1-form on U which is a
continuous map from U to T ∗U . Then a sequence of differential 1-forms ηk are
said to converge to η uniformly if |ηk − η|∞ → 0 as k → ∞ . If η is a C1
differential form, then the exterior derivative dη is the 2-form which in components
is dη =
∑n+m
i,j=1
1
2
( ∂ai
∂zj
− ∂aj
∂zi
)dzi∧dzj. We denote the normalized differential 1-forms
as ηˆ = η|η| .
The kernel of a differential 1-form η, denoted as ker(η), is defined to be the collec-
tion of all vectors v ∈ TxU for all x ∈ U such that η(v) = 0. By a common kernel
E of a collection of differential 1-forms {ηi}ni=1 we mean E = ∩ni=1ker(ηi). Such a
collection is said to be linearly independent if at each point p, these 1-forms span
a n dimensional space over reals (which in particular means they are everywhere
non-vanishing). Note that if these differential 1-forms are linearly independent at
each point, then their common kernel is a m dimensional bundle inside TU which
has the same regularity as the differential forms themselves. We call a collection
of differential 1-forms {ηi}ni=1 weakly involutive if E = ∩ni=1ker(ηi) is integrable
and involutive if it is uniquely integrable.
As mentioned before, we will state two main theorems. The theorem (5.2) has the
advantage that it is much simpler and the analogy to the classical Frobenius theo-
rem is very clear. Therefore for the first time reader it is much more convenient to
focus on this theorem. The second theorem (5.5), which is the one we will actually
prove and which implies the first theorem, is more technical yet is much convenient
for applications in such areas as integrability of invariant splittings in dynamical
systems. Theorem 5.5 will be stated in a subsection following some discussions
about theorem 5.2. The proof that follows will be the proof of theorem 5.5 and
after the proof we will comment on some applications to integrability of continuous
sub-bundles that arise in dynamical systems, to PDE’s and to ODE’s (which are
basically straightforward generalizations of the ones presented in chapter 4).
5.1.2. Type I Asymptotic Involutivity.
Definition 5.1. Let {ηi}ni=1 be a collection of linearly independent differential
1-forms. Let ηki be a sequence of approximations such that maxi |ηki − ηi|∞ → 0 as
k →∞. Then {ηi}ni=1 is said to be type I asymptotically involutive if there exists
a constant 0 such that
e0 maxi |dη
k
i |∞ max
j
|ηk1 ∧ ...ηkn ∧ dηkj |∞ → 0 as k →∞
and is said to be a type I exterior regular if there exists an 0 such that
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e0 maxi |dη
k
i |∞ max
j
|ηkj − ηj|∞ → 0 as k →∞
Then the main result is:
Theorem 5.2. Let {ηi}ni=1 be a collection of linearly independent differential 1-
forms. If this collection is type I asymptotically involutive then it is integrable. If
it is also type I exterior regular then it is uniquely integrable.
One might wonder how the ”exterior regularity” condition is related to being
Lipschitz or differentiable. An easy example which shows that they are not directly
related is given by setting η = df where f is a function who is only differentiable
once. Then as shown in [42] the mollifications η all satisfy dη = 0 where as η can
be as ”bad” as required in terms of regularity. For less trivial examples of non-
regular but integrable distributions see the section 5.1.6 about applications.
For comparison, we recall that the classical Frobenius Theorem [35] dating back
to 1877 yields unique integrability for C1 distributions under the assumption that
E is involutive, i.e.
(5.1.2.1) η1 ∧ ... ∧ ηn ∧ dηi = 0 for all i
This can be seen as a special case of our main Theorem by choosing ηki ≡ ηi.
One interesting generalization of this theorem is theorem of Hartman [42]. This
theorem gives a necessary and sufficient condition for existence of solutions with
certain regularity properties (i.e the integral manifolds locally form a C1 family
of C1 submanifolds) . More precisely Hartman introduces a notion of continuous
exterior differential. Then he assumes that the differential system {ηi}ni=1 possesses
(up to taking linear combinations with continuous coefficients) continuous exterior
derivatives 1 dηi for which again condition (5.1.2.1) is required to hold. However
the regularity condition obtained on the solutions is restrictive in situations such
as continuous bundles that arise in dynamical systems that are known to exhibit
pathological behaviour in terms of regularity (see for instance [43]). Therefore in
this perspective, our theorem not only introduces conditions which are in principle
much more easier to check but also has increased range of applicability.
5.1.3. Type II Asymptotic Involutivity. To state the more generalized
version of theorem 5.2, we need some more definitions and shorthand conventions.
1More precisely we say that η admits a continuous exterior derivative if there exists a dif-
ferential 2-form dη that satisfies Stokes’ Formula:
∫
J
η =
∫
S
dη for every piece of C1 surface S
bounded by a C1 piecewise Jordan curve J . Hartman shows that such a continuous exterior
derivative exists if and only if there exists a sequence of differential 1-forms ηk such that ηk
converges to η uniformly and dηk converges to some continuous differential 2-form.
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As above let {ηki }∞k=1, i = 1, ..., n, be a sequence of collection of everywhere non-
vanishing linearly independent differential 1-forms, Ek be their common kernel.
We remind that ηˆki indicates the normalized version of η
k
i .
Definition 5.3. For p ∈ U we denote
(5.1.3.1) |ηˆk ∧ dηˆk|p = max
i
|ηˆk1 ∧ ... ∧ ηˆkn ∧ dηˆki |p
(5.1.3.2) |ηˆk − η|p = max
i
|ηˆki − ηi|p
(5.1.3.3) |ηk|p = max
i
|ηki |p , m(ηk)p = min
i
|ηki |p
(5.1.3.4) |dηki (Ek, ·)|p = max
X∈Ekp ,Y ∈TpM,|X|=1,|Y |=1
|dηki (X, Y )|p
(5.1.3.5) dη
k
= max
i,p∈M
|dηki (Ek, ·)|p
m(ηk)p
Definition 5.4. Let {ηi}ni=1 be a collection of everywhere linearly independent
differential 1-forms defined on U ⊂ Rn+m. Let ηki be a sequence of families of
differential 1-forms such that for all i one has |ηˆki − ηi|∞ → 0 for all i as k → ∞.
Then {ηi}ni=1 is said to be type II asymptotically involutive if there exists a constant
0 such that
(|ηˆk ∧ dηˆk| |ηk|)∞
m(ηk)inf
e0dη
k → 0 as k →∞
and is said to be a type II exterior regular if there exists an 0 such that
(|ηˆk − η| |ηk|)∞
m(ηk)inf
e0dη
k → 0 as k →∞
Then the general version of our theorem is
Theorem 5.5. Let {ηi}ni=1 be a collection of linearly independent differential forms.
If this collection is type II asymptotically involutive then it is integrable. If it is
also type II exterior regular then it is uniquely integrable.
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It is easy to check that respectively type I asymptotic involutivity and exterior
regularity implies their type II versions. Since from now on we are going to con-
centrate on the latter case, we drop type II in the naming.
Remark 5.6. The main differences between conditions of theorem 5.2 and 5.5
are that in the former one the approximations ηki converge as differential 1-forms
while in the latter ηki converge only in angle and in the latter one does not require
a bound on |dηk|p but rather on some of its components. We will see later that
this distinction is important to be able to apply this theorem in a straightforward
manner for dynamical systems.
5.1.4. Proof of the Theorem. The proof of the theorem can be divided, as
usual, into two parts: 1- The existence of integral manifolds of E through every
point x and then 2- the uniqueness property of the integral manifolds through every
point. The proof of existence already carries much of the flavor of the approach
and is complete. The proof of the second part is also complete however not written
in a reader friendly way, yet. So in this partial presentation we will only show the
existence part.
It can be shortly summarized as follows: The condition of asymptotic involutivity
in definition 5.4 will be used in subsection 5.1.5 to prove the existence of integral
manifolds (for distributions which have dimension greater than 1, since 1 dimen-
sional distributions are always integrable) while condition of exterior regularity
can be used to prove uniqueness.
The existence proof in section 5.1.5 is carried out by constructing certain con-
venient basis {Xki } of Ek = ∩ni=1ker(ηki ), and then integrating them in order to
get certain surfaces W k. Asymptotic involutivity guarantees that these surfaces
have a convergent subsequence which becomes increasingly more tangent to E as
k →∞.
The uniqueness proof can be carried out by showing that E is spanned by vector
fields Xi which are uniquely integrable. To obtain this exterior regularity is used
to create a contradiction to existence of two distinct solution curves of any Xi that
passes through the same point. This will then easily imply the uniqueness of local
integral manifolds for E.
5.1.5. Existence of Integral Manifolds. Through out this section we as-
sume that the dimension of the distribution is greater than 1 since 1 dimensional
distributions can always be integrated due to Peano’s theorem. Given a vector
field X on U we denote by etX(p) its flow starting at p and DetXp denotes the
differential of the flow with respect to coordinates evaluated at the point p, which
is a map from TpU to TetX(p)U . The main proposition of this section, which implies
the existence of the integral manifolds, is the following:
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Proposition 5.7. There exist some V ⊂ U ,  > 0 and a basis {Xki }mi=1 of Ek
such that defining W kx : (−, )m → U ,
W kx (t1, ..., tm) = e
tmXkm ◦ ... ◦ et1Xk1 (x)
the images Wkx of W kx for all x ∈ V and |ti| ≤  are embedded, m dimensional, C1
submanifolds which converge (up to subsequence) to an embedded, C1 submanifold
Wx which is an m dimensional integral manifold of E.
This proposition depends on two other important propositions. The first one is a
general proposition that does not depend on the choice the basis {Xki }mi=1. Given
such a basis we denote
Lkp = spani,j{[Xi, Xj]p}
where [·, ·] denotes lie brackets of vector fields.
Proposition 5.8. Let {Xki }mi=1 be basis of sections for Ek. Let  > 0 and V ⊂ U
be an open neighbourhood such that the maps
W kp (t) = e
tmXkm ◦ ... ◦ et1Xk1 (p)
(which we shortly denote as p(t)) are defined and differentiable for all |ti| ≤  and
p ∈ V (where t = (t1, ..., tm)). Then defining
X˜ki (t) =
∂W kx
∂pi
(t) ∈ Tp(t)U
there exists a constant K1 such that
(5.1.5.1)
|X˜ki (t)−Xki (p(t))|p(t) ≤
K1 sup
q∈V, |tj |≤
{ maxi,j|[Xki , Xkj ]|q ‖DetmXm ◦ ... ◦Det1X1q |Lkq‖q(t) }
Then the next proposition says that one is able to choose the basis {Xki }mi=1 so
that the quantity on the right hand side of the equation (5.1.5.1) goes to 0 and
Xki converge to a basis of sections for E:
Proposition 5.9. There exists constants ,K1, K2 > 0, a neighbourhood V ⊂
U and a sequence of linearly independent family of vector fields {Xki }k for i =
1, 2, ...,m defined on V such that span{Xki } = Ek and Xki converge uniformly to
a linearly independent basis Xi of E with the additional properties that for all
t1, ..., tm such that |tj| ≤ , for all i, for all p ∈ V and for all Y ∈ LXp of unit
norm:
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(5.1.5.2)
‖DetmXkm ◦ ...◦Det1Xk1p Y ‖p(t)
≤ 1 +K1 |η
k
i |p
m(ηk)p(t)
emK2dη
k
and that
(5.1.5.3) max
i,j
|[Xki , Xkj ]|p (1 +K1
|ηk|p
m(ηk)p(t)
emK2dη
k
)→ 0
as k →∞.
We can now prove the main proposition assuming these two last ones:
Proof. (of proposition 5.7 assuming propositions 5.8 and 5.9 )
By proposition 5.9 we have a local section {Xki }mi=1 of Ek such that Xki → Xi where
{Xi}mi=1 is a basis of E. Moreover the estimates in equations (5.1.5.2), (5.1.5.3) of
proposition 5.9 imply that the right hand side of equation (5.1.5.1) in proposition
5.8 goes to 0. This means that |X˜ki (t) − Xki (p(t))|p(t) goes to zero at every p(t).
Since Xki → Xi, we get that X˜ki (t) → Xi(p(t)). Therefore if one computes the
derivative of the mappings DW kx (t) then as a matrix (whose columns are X˜
k
i ),
it converges to a matrix M whose columns are Xi. This means that for k large
enough DW kx (t) is invertible for every x and t which in particular means that
Wkx are m dimensional manifolds (as an application of inverse function theorem).
Since derivatives of W kx (t) are uniformly bounded, {W kx }k form an equi-bounded
and equi-Lipschitz family of functions. Therefore they possess a subsequence which
converge to some function Wx(t). Since derivatives DW
k
x (t) also converge to M ,
we get that Wx(t) is differentiable with derivative M which means that it is a m
dimensional manifold whose tangent space at every point q coincides with Eq. 
Now it remains to prove propositions 5.8 and 5.9. In the first subsection 5.1.5.1 we
construct the basis {Xki }mi=1 and prove proposition 5.9. In the second subsection
5.1.5.2 we prove proposition 5.8.
5.1.5.1. Construction of the Vector Fields Xki and Proof of Proposition 5.9.
The main proposition that we are going to prove in this section is proposition 5.9.
Although we need this proposition to prove theorem 5.5, if one settles for proving
only the less general theorem 5.2, then one can work with the easier version of this
proposition where the exponential terms in the inequalities are replaced by terms
of the form K1e
0K2|dηk|∞ . We will spread the proof of this proposition over the
remaining of this subsection. To define the vector fields Xki , we will first bring ηˆ
k
i
to a convenient form ηˆ0,ki by taking linear combinations.
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Lemma 5.10. There exists coordinates (x1, ..., xm, y1, ..., yn), a continuous family
of invertible matrices M(x, y) and a sequence of C1 family of invertible matrices
(for k large enough) Mk(x, y) such that
η0i =
∑
j
Mijηj = dy
i − a1i dx1 − ...− ami dxm
ηˆ0,ki =
∑
j
Mkij ηˆ
k
j = dy
i − ak1i dx1 − ...− akmi dxm
ηˆ0,ki → η0i ask →∞(5.1.5.4)
for some continuous functions ai(x, y) and sequence of C1 functions akij (x, y)
Proof. This is a not so hard consequence of the fact that the families ηi and
ηˆki are linearly independent and that ηˆ
k
i → ηi. Indeed writing the components ηi as
a n× (n+m), the linear independence of ηi means there will be an invertible n×n
minor of this matrix (the coordinates corresponding to this minor will be the dyi
coordinates). The inverse of this matrix will be M . To find Mk one then repeats
the same argument for ηki and since ηˆ
k
i → ηi, same minors will be invertible for k
large enough which will give Mk. The fact that ηˆ0,ki → η0i follows easily from the
fact that ηˆki → ηi, since the entries of the matrices M and Mk are some fractional
polynomials of components of ηi and ηˆ
k
i . 
Now we can define the vector fields as
(5.1.5.5) Xki =
∂
∂xi
+
m∑
j=1
akij
∂
∂yj
These vector fields are linearly independent and satisfy Xki → E since
(5.1.5.6) lim
k→∞
Xki = Xi =
∂
∂xi
+
m∑
j=1
aij
∂
∂yj
so that X is in the common kernel of ηi’s and therefore in E. Now we want to have
some uniform bound on |DetXkip Y |. Given a vector field X the usual well known
theorems from theory of ODE state that
|DetXp |∞ < K1etK2|X|C1
for some constants K1, K2 which depends on |X| and where | · |C1 denotes the
C1 sup norm. But this estimate can be sharpened by use of differential forms,
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which is the main content of proposition 5.9. This proposition can be found in
[42] in a different way. The proof given there however is very analytic in nature
and depends heavily on ODE analysis. We will give a very geometric proof of this
theorem using Stoke’s theorem which will end up being more efficient for use in
applications.
Proof. (of equation (5.1.5.2)) To start with, fix some  and V ⊂ U such that
for all |tj| ≤  and p ∈ V , etmXkm ◦ ... ◦ et1Xk1 (p) ∈ U . V and  depend only on
maxi |Xki |∞ which are uniformly bounded above, so  and V can be chosen so as
not to depend on k. Note that by the form of the vector fields Xki , one has that
[Xki , X
k
j ]p ∈ spani{ ∂∂yi} for all p ∈ V and k, i, j, therefore Lkp ⊂ spani{ ∂∂yi}. To
estimate the effect of the differential DetiX
k
i ◦ ... ◦Det1Xk1p on Y ∈ span{ ∂∂yi}|p, we
will also first consider the case where there is the differential of only a single vector
field, that is when the differential is DetjX
k
j . Then we will obtain the general case
as successive applications of this.
Pick p ∈ V and |tj| < . Let γ ⊂ V be a curve defined on [0, t˜] for some t˜ > 0 such
that γ(0) = p, γ′(0) = Y and etjX
k
j (γ) ⊂ U . We choose t˜ small enough so that Xkj
is always transverse to γ. Denote q = γ(t˜). Define the parameterized surface with
corners Γ by
r(s1, s2) = e
s2Xkj ◦ γ(s1) Γ = im(r)
for 0 < s1 ≤ t˜ and 0 < s2 ≤ tj. Then ∂Γ, the boundary, is composed of the curve
γ and the following piecewise smooth curves:
ξ1(s) = e
sXkj (p) ξ2(s) = e
sXkj (q) β(s) = etjX
k
j ◦ γ(s)
Since ηki (X
k
j ) = 0 for all i, j we get using Stoke’s theorem that for all i∫
β
ηki −
∫
γ
ηki =
∫
Γ
dηki
which gives
(5.1.5.7)
∫ t˜
0
ds1η
k
i (β
′(s1)) =
∫ t˜
0
ds1η
k
i (γ
′(s1))+∫ t˜
0
ds1
∫ tj
0
ds2dη
k
i (
∂r
∂s1
,
∂r
∂s2
)(s1, s2)
Differentiating this equality with respect to t˜ at t˜ = 0 one gets:
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ηki (β
′(0)) = ηki (γ
′(0)) +
∫ tj
0
ds2dη
k
i (
∂r
∂s1
,
∂r
∂s2
)(0, s2)
Using chain rule one gets
β′(0) = De
tXkj
p Y γ
′(0) = Y (p)
and
∂r
∂s1
(0, s2) = De
s2Xkj
p Y
∂r
∂s2
(0, s2) = X
k
j (e
s2Xkj (p))
one can write the equality (5.1.5.7) as
ηki (De
tXkj
p Y ) = η
k
i (Yp) +
∫ tj
0
ds2dη
k
i (De
s2Xkj
p Y,X
k
j )(0, s2)
To obtain the proposition we will use Gro¨nwall lemma but we need some prelimi-
nary estimates.
Let αki = dx
i for i ≤ m and αkm+i = ηki for i ≤ n. Then αi spans T ∗V at every point
and the angles between αi(p) are uniformly bounded away from 0 with respect to k
and p. In particular if αˆki are their normalized forms then |αˆk1∧ ...∧ αˆkm+n|p ≥ c > 0
for all k and p ∈ V . Now there exists a constant C1 (independent of k) so that
for any vector v ∈ TyV , there exists an ` such that |α`(v)| ≥ C1|v||α`|. Therefore
there exists a ` such that |α`(DetX
k
j
p Y )| ≥ C1|DetX
k
j
p Y |p(t)|α`|p(t). In our particular
case, it is easy to check that since Y ∈ span{ ∂
∂yi
}i and Xki have the particular form
given in equation (5.1.5.5) one has that De
tXkj
p Y ∈ span{ ∂∂yi}i therefore in fact α`
is ηk` for some `. Also |ηki (Y )| ≤ |ηki |p|Y |. Then
(|DetX
k
j
p Y |min
i
|ηki |)p(t) ≤
1
C1
|ηki |p|Y |p +
1
C1
∫ tj
0
ds2|dηki (De
s2Xkj
p Y,X
k
j )|p(s2)
To complete the proof note that
|dηki (De
s2Xkj
p Y,X
k
j )|p(s2) ≤ |dηki (Ek, ·)|p(s2)|De
s2Xkj
p |p(s2)
mini |ηki |p(s2)
mini |ηki |p(s2)
Therefore using Gro¨nwall lemma one obtains that there exists some constants
K1, K2 such that for all i,
(|DetX
k
j
p Y |min
i
|ηki |)p(t) ≤ K1|Y |p|ηki |peK2dη
k
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Then one obtains the following upper bound for Y ∈ span{ ∂
∂yi
}|p and for all i
(5.1.5.8) |DetX
k
j
p Y |p(t) ≤ K1 |η
k
i |p|Y |p
m(ηk)p(t)
e|tj |K2dη
k
Now to get the theorem for successive applications first of all write pm = e
tmXkm ◦
... ◦ et1Xk1 (p). Note that for all m, DetmXkm ◦ ... ◦Det1Xk1 Y is always in the span of
span{ ∂
∂yi
}|p(tm). Then applying the previous theorem repeatedly we get that for
all choices of indices im, ..., i1.
|DetmXkm ◦ ... ◦Det1Xk1 Y |pm ≤
|ηkim|pm−1 ...|ηki1|p
m(ηk)pmm(η
k)pm−1 ...m(η
k)p1
emK2dη
k
In particular now choose i` for ` > 1 so that |ηki` |p`−1 = m(ηk)p`−1 which results in
cancellations in the above estimate and we get
|DetmXkm ◦ ... ◦Det1Xk1 Y |pm ≤
|ηki1|p
m(ηk)pm
emK2dη
k
which gives the estimate for Y in span of span{ ∂
∂yi
}|p

Now it only remains to prove the claim about the Lie brackets (equation (5.1.5.3)).
Proof. (of equation (5.1.5.3)) To prove this the following lemma will be suf-
ficient (see equation (5.1.3.1) for the notations used below)
Lemma 5.11. There exists a constant K3 > 0 such that,
max
i,j
|[Xki , Xkj ]|p ≤ K3|ηˆ ∧ dηˆk|p
Proof. Note that ηˆki (X
k
j ) = 0 for all i, j so dηˆ
k
` (X
k
i , X
k
j ) = ηˆ
k
` ([X
k
i , X
k
j ]). By
the form of the vector fields Xki in equation (5.1.5.5) one has that [X
k
i , X
k
j ] ∈
span{ ∂
∂yi
}i. Since ηˆki converge to ηˆi which are transverse to dx1, ..., dxm one has
that there exists a constant K and ` such that |ηˆk` ([Xki , Xkj ])|p ≥ |[Xki , Xkj ]|p. Then
|[Xki , Xkj ]|p ≤ |dηˆk` (Xki , Xkj )|p
Let Y ki be such that ηˆ
k
i (Y
k
j ) = δij so that
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|dηˆk` (Xki , Xkj )|p = |ηˆk1 ∧ ... ∧ ηˆkn ∧ dηˆk` (Y k1 , ..., Y kn , Xki , Xkj )|p
≤ K3|ηˆk1 ∧ ... ∧ ηˆkn ∧ dηˆk` |p
where K3 does not depend on k since all the vector fields have uniformly bounded
norm. Therefore
max
i,j
|[Xki , Xkj ]|p ≤ K3 max
`
|ηˆk1 ∧ ... ∧ ηˆkn ∧ dηˆk` |p
= |ηˆk ∧ dηˆk|p

Combining this lemma with the weak asymptotic involutivity condition given in
5.1 one gets that
K1 max
i,j
|[Xki , Xkj ]|p
|ηk|p
m(ηk)p(t)
emc
k∞K2dη
k ≤
K1 max
i
|ηˆ ∧ dηˆk|p |η
k|p
m(ηk)p(t)
emc
k∞K2dη
k
goes to zero if  is chosen so that mK2 < 0. 
This finishes the proof of proposition 5.9.
5.1.5.2. Construction of the Approximating Surfaces W k and Proof of 5.8. Now
our aim will be to first construct through every point x ∈ U(x0) an integral
manifold W (x) of E (not necessarily unique). To build these integral manifolds,
we will use a certain sequence of approximations using the flows of vector fields in
proposition 5.9. Note that since Xkm are uniformly bounded they have a uniform
integration domain and time. Therefore there exists U ⊂ Rn+m and  such that
the following map is well defined for all |ti| ≤  and x ∈ U :
W k(t1, ..., tm, x) = e
tmXkm ◦ ... ◦ et1Xk1 (x)
The main proposition of this subsection is:
Proposition 5.12. There exists an  such that for all x ∈ U , images of W k(t1, ..., tm, x)
are C1 surfaces and this sequence of surfaces has a convergent subsequence whose
limit is a surface tangent to E.
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Writing
∂W k
∂ti
|t = X˜ki
we need to show then that X˜ki converge to linearly independent vector fields in E.
The next proposition which is the second main proposition of this section, proves
this.
Proposition 5.13. There exists a constant C > 0 and  small enough, such that
for all t ∈ [−, ]m and y = W k(t), one has
|X˜ki −Xi|y → 0
Proof. To prove this it is sufficient to show
|X˜ki −Xki |y → 0
since Xki converge to Xi. We have that
(5.1.5.9) X˜ki = (De
tmXkm ◦ ... ◦Deti+1Xki+1)Xki (eti−1X
k
i−1 ◦ ... ◦ et1Xk1 (x))
Therefore in view of the Lie bracket and pushforward estimates given in proposition
5.9 and assumptions given in iv of definition 5.1, we only need to prove the following
proposition:
Proposition 5.14. Let Xi and X
k
j be some C
1 vector fields. Then for all ti < 
|(DetmXm) ◦ ... ◦ (Detj+1Xj+1)Xkj −Xkj |∞ ≤
K1
(maxi,j |[Xki , Xkj ]||ηk|)∞
m(ηk)inf
emc
k∞K2dη
k
which in particular goes to 0 if  is small enough so that mK2 ≤ 0 where 0 is as
in definition 5.4.
Proof. This proposition will be a result of successive application of the fol-
lowing lemma:
Lemma 5.15. Let X, Y be vector fields. Then
|DetXY − Y |p ≤ |t||DetX [X, Y ]|p
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Proof. Note that
(5.1.5.10) (
d
dt
(DetXY ))p = (De
tX [X, Y ])p
Then the lemma follows directly from mean value inequality. 
For simplicity of notation we will only consider tm = t3 and the general case
directly follows with the same calculations. We will denote p(t2) = e
t2Xk2 (p), p(t3) =
et3X
k
3 (p(t2)). Using equation (5.1.5.10) in lemma 5.15 one has that
Det2X
k
2Xk1 = X
k
1 + Z
for Zq =
∫ t2
0
(DesX
k
2 [Xk2 , X
k
1 ])(q)ds ∈ P since [Xk2 , Xk1 ] is and DetiXki preserves P .
Therefore
|(Det3Xk3 ◦Det2Xk2 )pXk1 (p)−Xk1 (p)|p(t3)
< |(Det3Xk3p(t2)Xk1 (pt2))p(t3) −Xk1 (p(t3))|p(t3)
+|
∫ t2
0
(Det3X3p(t2))De
sXk2 [Xk2 , X
k
1 ])(p(t2))ds|∞
< |t3||Det3X3 [Xk3 , Xk1 ]|p + |
∫ t2
0
(Det3X3DesX
k
2 [Xk2 , X
k
1 ])(p)ds|∞
Then using equation (5.1.5.8) of proposition 5.9 specific to Y ∈ span ∂
∂yj
one has
|(Det3Xk3 ◦Det2Xk2 )Xk1 −Xk1 |p ≤
4K1
(maxi,j |[Xki , Xkj ]||ηk|)∞
m(ηk)inf
emc
k∞K2dη
k
which goes to zero using proposition 5.9 and definition 5.4. This was the claim to
be proven.


5.1.6. Applications. All the applications presented in chapter 4 trivially gen-
eralize by simply changing the dimensions and assuming codimension 1 systems.
In particular with this theorem one can show that any dominated splitting E ⊕F
where dim(F ) = 1 and E is at most linearly growing and F is expanding is uniquely
integrable.
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5.2. Sub-Riemannian Geometry and Integrability
The aim of this section is two-folds. We first show that the question of integrability
for center-stable and center-unstable bundles of a partially hyperbolic systems is
related to a question about ”continuous sub-Riemannian geometry” posed by Simic
[71]. Second we use this relation and a recent pathological example of a partially
hyperbolic system due to Hertz,Hertz and Ures in [47] with non-integrable center-
unstable bundle to give a partial answer to this question.
5.2.1. Introduction. Given a differentiable dynamical system φ : M → M
on a compact Riemannian manifold M , it is quite common to encounter a situa-
tion where there exists a tangent subbundle (or distribution in short) E ⊂ TM ,
which is ”dynamically defined” by the condition Dφx(E(x)) = E(φ(x)) for all
x ∈ M . Study of geometric properties of these ”dynamical distributions” suffer
from one serious drawback; the lack of differentiability. With this deficiency it
becomes quite hard to understand how to use the tools offered by branches of
geometry like sub-Riemannian geometry and Foliation theory. The former area
studies properties of non-integrable distributions and virtually all of the result
only hold for distributions which are at least C1. One of the most indispensable
tool here is the classical theory of ODE for which the most fundamental theorems
are usually only stated for atleast Lipschitz vectorfields. The latter one studies
the properties of integrable distributions and some of the fundamental theorems
in this area allows generalizations to C0 setting and these generalizations have
been very useful in studying integrability properties of dynamical distributions
(see for instance [38]). Thus it is evidently of interest to try to understand up
to what extend sub-Riemannian geometry can be generalized to apply to Ho¨lder
continuous distributions so as to use these generalizations to answer questions in
dynamical systems. Conversely to understand which are the right questions to ask
about continuous sub-Riemannian geometry it is of importance to setup a bridge
between possible questions of this area and dynamical systems. With such a con-
nection one can harness the knowledge and constructions of dynamical systems
to give insight into whether if it is meaningful to ask a certain question about
sub-Riemannian geometry. Here we aim for this goal. As far as we are aware we
setup the first bridge between two fundamental questions one of which is the inte-
grability of certain dynamical distributions and the other one the sub-Riemannian
distance estimates for accessible distributions. This is achieved by generalizing a
previous integrability result in [22] about C1 dynamical systems to the C0 case
by observing that sub-Riemannian distance estimates play a critical role in the
proof given in [22]. We then harness this connection to give a partial answer and
some insight into a question of ”continuous sub-Riemannian geometry” posed by
Simic in [71]. In giving this answer we rely on a very interesting example of a
non-integrable dynamical distribution constructed in [47]
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5.3. The Connection Between Dynamical Systems and
Sub-Riemannian Geometry
Let M be a smooth, compact, Riemannian manifold of dimension m and Hx ⊂
TxM for all x ∈ M a distribution of dimension n. A piecewise smooth path γ
such that γ˙(t) ∈ Hγ(t) Lebesgue almost everywhere is called an H-admissible path.
We denote the length of such a curve by `(γ). The sub-Riemannian distance with
respect to this subbundle is defined as
(5.3.0.1) dH(x, y) = inf{`(γ), γ is H admissible, γ(0) = x, γ(t) = y}
where in the case no such curves exists, one sets dH(x, y) =∞. Let Oη(x) be the
set of points connectable to x by H admissible curves of length less than η.
Definition 5.16. If for each η, Oη(x) contains an open neighbourhood of x then
we say that E is locally accessible at x. If for each η, Oη(x) contains an open disk
of dimension strictly greater than n, it is called non-integrable at x and integrable
if the converse holds true. A distribution is called integrable if it is integrable at
every point x.
Remark 5.17. A remark is in order here. In the case a distribution is C1, the
classical definition of non-integrable means that there does not exists an integral
foliation. This is also equivalent to existence of a point x and a pair of vector fields
X, Y inside this distribution so that [X, Y ] lies out of the distribution. This implies
the existence of a disk inside some Oη(x) with dimension greater than n. Thus
the converse of the integrability definition above implies integrability in the usual
sense when the distribution is C1. However the relation is much less clear in the
case of continuous distributions. It is for sure true that if a C0 foliation is uniquely
integrable in the classical sense of existence of a unique integral foliation then the
definition of integrability above holds true. If one has the situation that Oη(x) is
a differentiable manifold (which is true in the case of C1 distributions again) then
the above definition would be again equivalent to classical integrability (since it is
easy to show that if Oη(x) is a manifold then it must have dimension atleast n ).
Yet the converse is probably not true without further assumptions. Yet still due
to the analogy to C1 case we prefer to set the above definition as the definition of
integrability that we use. The reader should keep this difference in mind however.
In this paper we first show that if one is able to compare the sub-Riemannian
distance of a non-integrable θ-Ho¨lder continuous codimension 1 distribution to the
Riemannian distance as follows:
(5.3.0.2) C1d(x, y)
r(θ) ≤ dH(x, y) ≤ C2d(x, y)r(θ) ∀y ∈ γ ⊂ D
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where D is a n + 1 ball and C1, C2 > 0 are constants (which possibly depend on
the distribution, the point x and the manifold but not on the points y) then one
gets the following theorem of integrability:
Theorem 5.18. Let φ : M → M be a C2 diffeomorphism of a compact smooth
Riemannian manifold (M, g) and Es⊕Ec⊕Eu be a point-wise partially hyperbolic
splitting as in definition 2.17 with θ Ho¨lder distributions Eσ for σ ∈ {s, c, u}.
Assume that the upper bound given in equation (5.3.0.2) holds true and that there
exist a constant 0 < 1 and x ∈M s.t for all k > k0 large enough,
µc(x
k)
λu(xk)r(θ)
< 1− 0 µs(x
k)r(θ)
λc(xk)
< 1− 0
where xk = φk(x). Then Ecs and Ecu are integrable in the sense of definition 5.16.
This theorem is a generalization of a theorem due to Wilkinson and Burns [22] in
which they that C1 partially hyperbolic splittings which satisfy
supx∈M µc(x)
infx∈M λu(x)
1
2
< 1
supx∈M µs(x)
1
2
infx∈M λc(x)
< 1
are Esc and Ecu are shown to be integrable.
Our theorem is a generalization of this since it can be shown by the standard
techniques in sub-Riemannian geometry that in the case a codimension 1 C1 dis-
tribution is non-integrable at a point x, there exists a n + 1 dimensional ball
around x for which the condition in (5.3.0.2) is satisfied for r(θ) = 1
2
(see for in-
stance [2],[36],[61]). This fact is also employed in the proof given in [22] although
the authors of the paper do not point the connection of their proof to this impor-
tant aspect of sub-Riemannian geometry. It is also interesting to note that the
condition given in equation (5.3.0.2) can be seen as a non-integrable analogue of
the quasi-isometry condition for foliations given in [15]. It does not seem likely
however that there are connections between the two as quasi-isometry is a global
property while sub-Riemannian length estimates are local. We also remark that
the lower bound in 5.3.0.2 has been shown to hold true in [71] with r(θ) = 1
1+θ
.
Therefore the upper bound still remains as an open question. In this direction,
using theorem 5.18 and a famous example due to Hertz,Hertz,Ures in [47] we show
that
Theorem 5.19. If r(θ) exists, it must satisfy r(θ) ≤ 1− θ.
Therefore unlike the lower bound 1
1+θ
, the upper bound cannot satisfy f(1) 6= 1
2
which seems like a natural property in the case such a bound should exists (due to
the fact that θ = 1 corresponds to C1 distributions for which both the upper and
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lower bound holds true with r = 1
2
). Not only that but as the regularity increases
the estimate has to become less tight, that is it must change in an inversely corre-
lated way. Even more one has that f(1) = 0 which says that the information one
can obtain about the sub-Riemannian geometry of Ho¨lder continuous distributions
does not always necessarily improve as the regularity increases. These and several
other reasons motivate us in the next section to conjecture actually that such a
function can not exist.
5.3.1. Detailed Discussion and Motivation. Sub-Riemannian geometry
is the study of metric properties of distributions on a Riemannian manifold M .
Given a distribution (a subbundle inside the tangent bundle) H ⊂ TM , it is of
natural interest to study the piecewise smooth paths γ(t) in M that a.e satisfy
γ˙(t) ∈ Hγ(t), which are called H admissible paths. Indeed in physical situations
and control problems admissible curves describe the possible paths along which a
system might evolve where the distribution represents the infinitesimal direction
constraints [1] while in dynamical systems admissible paths along certain invariant
distributions play a prominent role in studying the ergodic properties of the system
[23],[50]. It is called sub-Riemannian because one can define a notion of distance
between points x, y with respect to this distribution as in (5.3.0.1)
In the case where accessibility is satisfied around a point x, one might be interested
in comparing the sub-Riemannian distance to the Riemannian distance. From an
optimal control problem point of view, the sub-Riemannian distance might be re-
lated to the cost for a system to follow certain admissible paths[1]. From dynamical
systems point of view, such comparisons gives an idea about the relationship be-
tween length of admissible invariant curves connecting two points and their actual
distance from each other [47]. A wealth of literature on this comparison exists
and a special version of this comparison for codimension 1 distributions are given
in (5.3.0.2).However as far as we know the only result for distributions which are
Ho¨lder is given in [71], which is the equation (5.3.0.2). But non-smooth distribu-
tions are abundant in dynamical systems [43], [47] and such distance comparisons
play important roles in studying these systems (in fact our theorem 5.18 precisely
shows that they do). So one would like to know whether if such estimates somehow
generalize to class of Ho¨lder continuous distributions.
After this work Simic has raised the question whether if analogous upper bound
holds true. To state it more precisely (in the way the lower bound is stated in
[71])
Question 5.20. Does there exist a function defined in (0, 1] s.t for all H ∈
H(M, θ) (which is locally accessible at some p ∈M) and for any C1 path γ trans-
verse to H starting at p and for every point q on γ with d(p, q) < ρ(M), one
has
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dH(p, q) ≤ C2(H,M, γ)d(p, q)r(θ)
where ρ(M) is a constant which depends on the manifold and 0 < C2(H,M, γ) is
a constant which only depends on the manifold, on the Ho¨lder sup-norm of the
distribution H and on the minimal angle between γ˙ and H?
Remark 5.21. To make the nature of the expected constant C2 clear, we put here
the exact formula for of the constant C1 calculated in [71] for the lower bound. In
there it is shown that the lower bound holds as
C1(H,M, γ)d(p, q)
1
1+θ ≤ dH(p, q) for all q ∈ γ
where
C1 = {2c
θ
1+θ
M d
1
1+θ
M sin(θ0)
− 1
1+θ |α|
1
1+θ
Cθ
}−1
Here cm and dm are constants depending on the manifold, θ0 is the minimal angle
between H and γ, α is a 1-form defining H as H = ker(α) and | · |Cθ is the Ho¨lder
sup-norm.
The proof in [71] is obtained by cleverly modifying a proof of this inequality for
the smooth case given by Gromov [36]. The geometric nature of the Gromov’s
proof in the smooth case is quite important for the generalization. Unfortunately
every proof of the upper bound in the smooth case depends heavily on notions
such as existence and uniqueness of solutions to ODE making a modification of
these proofs for the Ho¨lder case very hard. As far as we are aware, this is still an
open question.
Note that since every smooth distribution is Ho¨lder for any θ, if one tries to
use r(θ) = 1
1+θ
as the exponent, then there is a problem. Indeed when applied to
smooth distributions, this would require the fulfilment of both the lower bound and
the upper bound in (5.3.0.2) for any θ which when combined together requires
C1d
1
2 (x, y) ≤ C2d 11+θ (x, y)
for all y arbitrarily close to x in transversal direction where 1+θ < 2. This however
can not be satisfied for small distances. Thus if the upper bound is to be satisfied
for some function f then itself must satisfy r(θ) ≤ 1
2
. By the same reasoning it
must also satisfy r(θ) ≥ 1
1+θ
. Note moreover that when the exponent in (5.3.0.2)
is evaluated at θ = 1, that is the case of C1 distributions, one recovers the original
exponent for C1 distributions given in (5.3.0.2). This somehow signifies that the
exponent for the lower bound ”behaves well” with respect to the Ho¨lder exponent
of the distribution. Therefore one might try to see what other properties the
exponent for the upper bound satisfies. For instance is it true that as in the lower
bound case in [71] one has that r(θ) is a continuous function such that f(1) = 1
2
.
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Functions that satisfy all the properties above do exist, for instance r(θ) = θ
2
or
r(θ) = θ
1+θ
and many variations of these. However as we show in theorem 5.19,
unfortunately r(θ) can not satisfy some of the expected properties above.
To obtain this result, we use a recent example due to Hertz, Hertz, Ures of a family
of pathological partially hyperbolic systems where the center-unstable bundle fails
to be integrable and non-accessible. In particular we show that if r(θ) exists and
satisfies r(θ) > 1 − θ then this class of a partially hyperbolic systems can not be
non-accessible which leads to a contradiction. In proving 5.19 the example due to
[47] is used without modification and therefore has only limited applicability. The
author strongly believes that with the right modifications one can actually arrive
at a much stronger conclusion:
Conjecture 5.22. r(θ) does not exist.
5.4. Contact Geometry and The Continuous Frobenius Theorem
In principle the conditions given in theorem 5.2 are much more easier to check then
some of its predecessors such as those given in [42]. Although this has allowed us
to state a variety of applications, it still leaves a lot to be desired. Therefore in this
section we sketch a first attempt geometrize the conditions given in the previous
chapter, mainly the conditions given in definition 5.1. We restrict to codimension
1 subbundle E given as the kernel of some 1-form η. As we are sketching an idea
here, we will leave orientability issues aside. Note that the conditions there are
satisfied if there exists a constant C such that for all k:
||dηk||∞ < C
||ηk ∧ dηk||∞ → 0
The second condition given above is naturally expected of the approximation dif-
ferential forms as it is like an asymptotic involutivity condition. And as the pre-
vious sections have demonstrated that condition is quite abundantly satisfied in
many dynamical systems. It is therefore important to make more sense of the first
condition. First of all note that the second condition implies that
||dηk|Ek ||∞ → 0 as k goes to ∞
That is the norm of dηk goes to 0 in the direction Ek. Thus one only needs
transversal control to achieve the rest. A seemingly possible way to obtain this is
to use a sequence of contact 1-forms for ηk. The reason is that each contact 1-form
possesses what is called a Reeb vector field Rk such that Rk is transverse to Ek
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and dηk(Rk, ·) = 0. For this to give enough control over the norm |dηk| however
we need Rk to not to converge to E too fast so that Ek, Rk forms a reasonable
basis of the tangent space to estimate the norm of |dηk|. More precise condition
on the norm is the following:
Lemma 5.23. Assume η is a contact 1-form and R is its Reeb vector field. Let θ
be the angle between R and ker(η). Then there exists constant K1, K2 (depending
only on |η|) such that
||dη||∞ ≤ K1e
K2||η∧dη||∞
θ
Coupled with theorem 5.2, this gives that if
|ηk ∧ dηk|∞e
K2|ηk∧dηk|∞
θk → 0
|ηk − η|∞e
K2|ηk∧dηk|∞
θk → 0
then the limit subbundle E is integrable. In the context of dynamical systems
with a partially hyperbolic splitting Es⊕Ec⊕Eu with E = Es⊕Ec and F = Eu
on a three manifold, it is just enough to have a single contact structure η0 whose
kernel E0 is transverse to F with a Reeb vector field R0. Then one can build a
sequence of contact structures by
Ek = Dφ−kE0
with contact 1-forms ηk = (φk)∗η and Reeb vector fields Rk = Dφ−kR0. Both Ek
and Rk converge to E. A condition for which lemma 5.23 is satisfied is the case
where R ∈ Ec⊕Eu. Note that contact 1-forms are defined up to multiplying by a
function and upon such a rescaling, the Reeb vector field might change completely.
This gives us some freedom and hope to achieve this. Here is the lemma:
Lemma 5.24. Let E = ker(η) be a contact structure and P a plane distribution.
Given a non-vanishing function f we denote ηf = fη and its Reeb vector field Rf .
Then there exists a function f such that Rf ∈ P iff
dηf |P = 0
It turns out that when P is differentiable, the condition above can be turned
into a first order non-homogenous linear partial differential equation in terms of
ln(f) which locally admits solutions. However we need global solutions and at the
moment it is not clear to us if it is possible to achieve this since theory of global
solutions to PDE are quite under developed. In any case the full theorem is the
following:
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Theorem 5.25. Let φ : M →M admit a partially hyperbolic splitting Es⊕Ec⊕Eu.
Assume there exists a contact structure E0 = ker(η) transverse to Eu and a non-
vanishing function f such that
dηf |Ecu = 0
Then Ecs is uniquely integrable.
Since the non-existence of global solutions to first order linear PDE given by a
vector field X, are quite related to existence of closed integral curves of X, we
hope that this might lead to some connections between topology of E and its
integrability.
5.5. Continuous Exterior Differentiability and Sub-Riemannian
Geometry
We remind the reader that a continuous 1-form η is said to admit a continuous
exterior differential if there exists a non-vanishing function f and a continuous
2-form β such that
∫
D
β =
∫
J
fη
for every piecewise smooth Jordan curve J and surface S bounded by J . This
condition is equivalent to existence of a sequence of C1 differential 1-forms ηk
which converge to η in C0 norm and dηk converge to β in C0 norm. Lets define
H = ker(η) and Hk = ker(ηk). Then one can prove the following:
Proposition 5.26. There exists a local basis {Xki }di=1 of Hk and {Xi}di=1 of H
such that
• Xki converge to Xi in C0 topology
• Xi are uniquely integrable with C1 family of flows
• DetXkip converge in C0 topology to DetXp
• If H is integrable then it is uniquely integrable with a C1 family of integral
manifolds. Moreover in this case Hk can also be chosen integrable.
This theorem basically means that the C1 behaviour of the solutions of Xki can be
transferred to solutions of Xi. In particular much of the techniques used in the C
1
case for sub-Riemannian estimates are valid. Thus we conjecture:
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Theorem 5.27. Assume that H = ker(η) where η admits a continuous exterior
derivative. Moreover assume that H is non-integrable. Then the sub-Riemannian
distance estimate
(5.5.0.1) C1d(x, y)
1
2 ≤ dH(x, y) ≤ C2d(x, y) 12 ∀y ∈ γ ⊂ D
is valid for H.
If this conjecture is true then by virtue of theorem 5.18 we get
Theorem 5.28. Assume Es⊕Ec⊕Eu is a point-wise partially hyperbolic splitting.
Assume Esc is codimension 1 whose local defining 1-forms have continuous exterior
differentials. Then if
µc(x)
2
λc(x)
< 1
for all x, Esc is uniquely integrable in the classical sense. Similar statement holds
true for Ecu under the assumption
µs(x)
λc(x)2
< 1
for all x.
We remark that the center-stable foliation thus obtained will actually posses C1
family of leaves and therefore this condition might be too stringent. We are not
sure if the ideas here can be generalized to a less stringent setting such as in chapter
4. We actually also hope to show that theorem 5.27 holds true in the case E is
transversally Lipschitz. If this is true then we will have answered the question 1.14
with the help of theorem 5.18.
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