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Abstract
This thesis describes the growth and characterisation of gallium nitride, in-
dium nitride and indium gallium nitride semiconductors primarily carried out
using a novel growth technique called Anion Modulation Epitaxy (AME)
and also plasma-assisted MBE (PA-MBE). Characterisation was typically
performed by x-ray diffraction, scanning electron microscopy and optical re-
flectance studies.
All of the work in this thesis was carried out in the hope to improve layer
structure and quality which in turn would create higher efficiency solar cells.
Nanorods were grown using PA-MBE as these are known to form entirely
defect-free material and this would be an attractive quality when trying to
increase the efficiency. InN rods were grown at temperatures between 350◦C
and 450◦C on SiC substrates of both Si- and C-polar faces at various indium
fluxes to establish optimal growth conditions. It was found that a BEP flux
of ∼ 2.0 × 10−7 Torr and a growth temperature ∼ 400◦C provided a large
array of rods. Samples produced tall, thin nanorods as well as short, fat ones.
CBED analysis revealed that the tall nanorods were growing In-polar which
mimics the behaviour seen for GaN. Photoluminscence (PL) data for the rods
agrees with the bulk PL measurement of InN in the literature confirming that
reasonable quality films have been produced. Coalescence of the rods was
achieved by increasing the flux to ∼ 2.0×10−6 Torr. Also, p-n junctions were
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grown on both faces of SiC and preliminary tests have shown a response to
light.
A new growth method was developed from conventional PA-MBE known
as Anion Modulation Epitaxy (AME) and gives rise to improved growth
compared with equivalent samples by PA-MBE as the growth temperature
is decreased. It also allows p-doping for GaN to be carried out at lower
temperatures and more consistently. Direct comparison of GaN samples
grown at equivalent temperatures by PA-MBE and AME show improved
structural, electrical and optical properties for the samples grown using AME.
It has also proven to be a useful tool for studying temperature changes at
the substrate surface when using any pulsed growth technique. Substrate
temperature was shown to vary by approximately 15◦C each time the flow
was interrupted. Slower, long-term trends were also monitored depending
on the average nitrogen to metal ratio. An increase in overall temperature
is derived from increasing metal rich growth, whereas the opposite effect is
true for increased nitrogen rich growth.
AME was also used for the growth of intermediate band solar cells (IBSC).
The entire growth is easily monitored and altered using AME without altering
the growth parameters drastically. Pulsing the nitrogen allows for variations
in the metal cell fluxes to be kept under control at the surface. The discovery
of ‘hidden’ metal in the layer would have taken a lot longer to discover, and
would have ruined the sample without utilising AME.
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Chapter 1
Literature Review
1.1 Introduction to Nitrides
The III-V nitrides have been viewed for a long time as a promising materials
system due to their wide range of potential applications in both electronic and
optoelectronic devices. If the wurtzite polytypes of GaN, AlN and InN are
considered, then it is easy to imagine fabrication of optical devices ranging
from the infrared, well into the UV given the direct bandgap range for these
materials(0.67 eV for InN [1], 3.4 eV for GaN [2], and 6.2 eV for AlN [3]).
Another important band occurs at the 240-280 nm range (≈ 4.75 eV)
where absorption by the ozone makes the earths atmosphere almost opaque
[4]. Imaging array detectors operating in this band would make sensitive
surveillance equipment for objects coming up out of the atmosphere if posi-
tioned in an area that is shielded from the sun’s radiation.
A lot of research has gone into the development of high efficiency blue and
UV laser diodes (LDs) and light emitting diodes (LEDs) that can function
at room temperature. These nitride devices are favoured over their GaAs
equivalents due to AlGaN/GaN diodes having a large band band disconti-
1
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nuity at the well walls which leads to stronger recombination overlap and a
larger output power density. Nitride based devices are also capable of oper-
ating at higher temperatures. GaN based devices are also suitable for use in
high power applications. Experiments were carried out on GaN p-n diodes
and the breakdown field of GaN was found to be 3.27 MV/cm [5].
Recently there has been a considerable amount of progress in improving
the short wavelength LEDs. InGaN/GaN blue LEDs with external quantum
efficiencies of approximately 64% [6] have been produced, whereas twenty
years ago the highest efficiencies were approximately 7% [7]. Typically, de-
vices have been grown on substrates such as sapphire or SiC, but there are
great advantages of using GaN substrates such as a reduced dislocation den-
sity and thus improved performance at high injection currents [8]. AlGaN
laser diodes have also been fabricated that emit at UV wavelengths as low
as 336 nm with an output power of approximately 3mW [9].
One of the last remaining challenges for improving GaN-based LEDs is
to reduce their optical losses[10]. These losses are caused by the relatively
high refractive index of GaN (approximately 2.5 [11]). To overcome this dif-
ficulty, the low optical reflection from low effective refractive index nanorod
arrays could be exploited [12]. GaN nanocolumn arrays have been shown to
have the same physical and thermal properties as the bulk GaN crystal[12],
making them equally suitable and durable for high-power, GaN-based opto-
electronic applications. By analyzing reflectivity interference fringes, it has
been quantitatively determined that GaN nanocolumn arrays behave as low
effective refractive index transparent media in the entire visible spectra re-
gion [10]. Also, the polarized properties of single GaN nanocolumns have
been demonstrated and studied in detail [13].
In order to realise general solid state lighting or full colour displays using
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high efficiency GaN based LEDs, the efficiency of the light extraction from
these devices needs to be enhanced and this is limited by losses due to total
internal reflection. At a GaN/air planar interface, the critical angle for total
internal reflection to occur is approximately 24◦ and only 4% of the emitted
light can escape from the GaN layer [13]. There has been a lot of ongoing
research effort into improving the light extraction efficiency of these GaN
based LEDs, for example surface subwavelength texturing [14], and the in-
corporation of photonic crystals within the LED structures [15, 16, 17]. The
main drawback of these methods is the use of lithographic processes that are
both costly and complicated, therefore not lending themselves to large-scale
applications. Further work is needed in this area to avoid the use of such
expensive processes.
1.1.1 Solid State Lighting
The generation of electricity is the main source of energy-related greenhouse
gas emissions, and lighting uses approximately a fifth of this output [18].
Incandescent light bulbs may not seem to be the obvious choice for energy
savings, but given that the average American house has 45 light bulbs; Cana-
dian houses have 30; and British houses have 25. Let us consider a house
with 30 incandescent light bulbs rated at 100 W, then 3000 W is used to light
the house. The average light bulb is switched on for 4 hours a day, therefore
lighting this house uses 12 kilowatt-hours (kWh) of electricity per day. If all
residential, commercial and industrial buildings are considered, then lighting
is the second largest user of energy in buildings [19].
Incandescent light bulbs are extremely inefficient and only convert ap-
proximately 5% of electricity into visible light. By comparison, energy-saving
fluorescent lamps are only approximately 20% efficient so there is a great deal
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of room for improvement of lighting efficiency and thus a large amount of
energy savings.
Given that lighting is one of the largest causes of greenhouse gas emis-
sions, and the energy used to supply lighting throughout the world results in
1900 megatonnes of CO2 being emitted per year (assuming the same energy
mix based on the 2012 world electricity generation values of 40% coal, 23%
natural gas, 16% hydropower, 11% nuclear, 5% oil and 5% from renewables
other than hydro, ie geothermal, solar, wind etc.) [20]. This level of CO2
is equivalent to 70% of the emissions from the worlds cars, and over three
times the amount of emission from aircraft [21].
1.1.2 Development of LEDs
Modern commercial LEDs are semiconductor structures that emit light from
a quantum well structure that is usually around 2 nm thick. In this case,
let us consider an InGaN quantum well (Figure 1.1 [18], this will always
be placed between p-type and n-type doped layers (GaN for this example).
Figure 1.1 also shows the number of threading dislocations that are present
in these structures and these will be discussed in section 1.1.4.
The first reported LED emitted red light and was made from GaAsP in
1962 by Nick Holonyak [22]. The LED shone extremely dimly and was only
visible in the dark and had an efficiency of 0.1 lm/W. Ten years later, the
efficiency had doubled to 0.2 lm/W but was still only visible in the dark. By
1980, the efficiency was up to 2 lm/W by using an AlGaAs/GaAs quantum
well LED and was increased to 10 lm/W by 1990 by using a quaternary semi-
conductor (AlInGaP/GaAs). By 2000, the quantum well LED was changed
to AlInGaP/GaP which increases the efficiency to 100 lm/W.
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Figure 1.1: Schematic of GaN/InGaN quantum well LED and transmission elec-
tron microscope (TEM) images in cross-sectional and plan view, showing the high
threading dislocation density which occurs when growing GaN on sapphire. The
lattice mismatch between GaN and sapphire is approximately 16 %.
1.1.3 Importance of Gallium Nitride
GaN is arguably the most important semiconductor material next to silicon.
The main materials that were used for light emitting devices are shown in
Figure 1.2. As can be seen from Figure 1.2(b), many different materials
were needed to go from infrared through to blue (InAs to ZnSe) using more
than one materials system. Also, despite much research into ZnSe blue light
emitting devices, no devices have ever worked. One of the major problems
with ZnSe is the defected material quenches the light emission. Green LEDs
are also a problem; even though GaP and AlAs both emit at the green
wavelength, they have an indirect bandgap which results in a weak emission.
Thus, before GaN, bright LEDs could be made from infrared through to
yellow, but no green, blue or white were available.
GaN, InN and AlN changed the landscape of LED production dramati-
cally. Figure 1.2(a) shows that the bandgaps of these nitride materials range
form 0.67 eV to 6.2 eV for AlN. By using InN, through to GaN, and any
InGaN alloys in between, any colour in the visible spectrum can in principle
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Figure 1.2: (a)Bandgap energies ranging from InN, through GaN and up to AlN.
The laser energies for compact discs, DVDs and Blurays are also shown with the
visible spectrum. (b) The main materials that were known to emit light prior to
the discovery of GaN, solid circles are direct bandgap materials whilst open circles
are indirect bandgap materials [18].
be produced as well as IR and UV. This gives us one materials system that
can span the whole visible spectrum, which would be advantageous for solar
cell production as well as light emission. Solar cells will be considered in
chapter 6.
In practice, the intensity of light emission from high indium content In-
GaN is weak and this still isn’t fully understood. Despite emission from
InGaN at blue wavelengths being strong, emission at green wavelengths is
less intense and emission in the red very weak.
If GaN is mixed with AlN, then the resulting AlGaN alloy can emit
light from the near-UV to deep-UV. Deep-UV has important applications
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including water purification [23, 24, 25], air purification [26, 27, 28, 29] and
the detection of biological agents [30, 31, 32, 33, 34, 35, 36, 37].
1.1.4 Why does Highly defective GaN still emit light?
Many nitride-based researchers believed they knew why these highly defective
InGaN structures still emitted light: nanometer scale indium-rich nanoclus-
ters within the InGaN quantum wells that localised the carriers and therefore
could not diffuse to the dislocations with many basing their beliefs on images
from electron microscopes and thermodynamic calculations.
As Figure 1.1 shows in section 1.1.2, the density of threading disloca-
tions is high, largely due to the high substrate and layer lattice mismatch
(approximately 16%). Dislocations in GaN are known to be nonradiative
recombination centres and will destroy any light emission. Thermodynamic
calculations have been carried out and show that InGaN is unstable and
will decompose into high-indium and low-indium content regions between
approximately 30% and 80% [38]. More importantly, TEM images of the
InGaN quantum wells show strained regions on a nanometer scale [39] and
electron energy loss spectroscopy (EELS) have determined these regions to
be indium-rich [40]. As the InN bandgap is below that of GaN, In-rich regions
in the InGaN would confine electrons and holes, and significantly suppress
any diffusion to the dislocations. In 2003, it was discovered that these In-
rich clusters do not exist, and are just an imaging artefact from using a high
electron dose within the TEM [41]. Thermodynamic calculations were also
carried out that included the strain that the InGaN wells were under, and
these calculations suggested that the strain should suppress InGaN decom-
position and the InGaN should remain a homogeneous alloy up until at least
40% In content [42]. Therefore, the emission cannot be due to the In-rich
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clusters.
The emerging consensus in the scientific community is that the emission is
due to interface effects between the InGaN quantum well and the GaN over-
layer, more specifically, monolayer height interface steps on the InGaN (see
[43] and references therein). It is also now believed that InGaN is stable as a
random alloy with at least 30% indium content and this has been confirmed
with three-dimensional atom probe studies that do not utilise electrons for
imaging [44]. However, TEM images suggest that the quantum wells con-
tain monolayer height interface steps [45] and has also been confirmed by
atom probe studies. As the quantum wells are strained, and there is a high
piezoelectric effect in GaN, the interface step produces an additional carrier
confinement energy of approximately 3kT at room temperature, where k is
the Boltzmann constant and T is the temperature, and this is enough to
localise the carriers [46].
1.1.5 How to produce solid-state white light
There are 4 main ways to produce white light LEDs:
1. A blue InGaN/GaN LED with a yellow phosphor. The blue LED chip
is covered with a phosphor that is excited by the blue light from the
LED and emits yellow light and the combination of the blue and yellow
produces a white light.
2. Red, green and blue LEDs. Mixing red, green and blue LEDs will
produce white light but there are some problems with this method.
The efficiency of green LEDs is so small compared to red and blue that
the efficiency of this whit LED will be reduced. Also, the efficiencies of
the individual coloured LEDs changes over time and at different rates,
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so the quality of the white light originally produced will degrade.
3. Red, green and blue quantum dots in a single LED. A single LED
could be produced with InGaN quantum dots of different sizes and
compositions in order to emit white light.
4. Near-UV or blue LED with red, green and blue phosphors. Blue LEDs
with a yellow phosphor are good enough for bicycle lights or interior
vehicle lights, but not good enough for home or office lighting. This
can be achieved by using a blue LED with yellow and red phosphors
to create a warmer light.
1.2 How Nitrides are Grown
There are several different techniques that can be employed for the growth
of III-Nitride semiconductors. The most common are metal-organic vapour
phase epitaxy (MOVPE), and molecular beam epitaxy (MBE), which can
be broken down into Ammonia-MBE (NH3-MBE) and plasma assisted-MBE
(PA-MBE). MOVPE and NH3-MBE will be discussed here whilst PA-MBE
will be described in chapter 2 as it is the main technique in this thesis.
1.2.1 Metal-Organic Vapour Phase Epitaxy
Metal-organic vapour phase epitaxy (MOVPE) is a type of chemical vapour
deposition method that that is used to produce semiconductors. Unlike
growth by MBE, the growth of crystals by MOVPE is chemical reaction,
rather than physical deposition for MBE. MOVPE will take place under
pressures of 10 Torr to 760 Torr, and this is caused by the gaseous precursors
used. Conversely MBE will be carried out under vacuum.
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In MOVPE, reactant gases are combined inside the reactor at elevated
temperatures, this provokes a chemical interaction that results in deposition
on the substrate surface. The reactor must be able to withstand the chemicals
being used and the high temperatures. Typically the chamber walls will
be made of stainless steel and sometimes the inside is lined with ceramic
or quartz. The chamber is also water cooled to prevent overheating. The
substrate sits on a ‘susceptor’ which is at controlled temperature set by the
user. The susceptor is often made from graphite as this is resistant to the
metalorganic compounds being injected.
There is also a gas inlet switching system that introduces the gases using
‘bubblers’. The carrier gases are bubbled through the metalorganic liquid
which picks up the vapour and transports it to the reactor. The amount of
vapour transported is dependant on the flow of carrier gas and the bubbler
temperature. There is also a pressure maintenance system and a gas exhaust
cleaning system that converts the waste products for recycling or disposal.
1.2.2 Ammonia-Molecular beam Epitaxy
Ammonia-MBE (NH3-MBE) is a type of gas source MBE (also known as
chemical beam epitaxy) that uses ammonia as the precursor gas solid el-
emental sources from effusion cells for the group III’s. Ammonia-MBE is
often favoured over plasma-assisted-MBE as the growth rate is much higher
and closer to the rates used during MOVPE growth [48]. Higher growth rates
tend to be favoured as this reduces the number of impurities incorporated
into the layer, and therefore there should be less defects within the structure
[49, 50].
Typically, pressures during ammonia-MBE growth are approximately 10−4
Torr. The NH3 molecule needs to be ‘cracked’ in order to release the nitro-
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Figure 1.3: Schematic diagram of an MOVPE reactor Manasevit and Simpson to
grow epitaxial GaAs and GaP. The group V’s are supplied as hydrides and gallium
as trimethyl gallium [47].
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gen from the ammonia molecule. Temperatures of approximately 500◦C are
needed to split the molecule so no low-temperature semiconductor growth
can be achieved, making indium nitride impossible to grow.
1.3 Growth of Nanocolumns
Semiconductor nanocolumns are fast becoming a key part of the development
of future devices as they offer reduced dimensionality, superior material prop-
erties, and bottom-up assembly. Over the past decade, research interest has
peaked around semiconductor nanocolumns and a wide range of nanocol-
umn based electronic and photonic devices have been developed including
nanocolumn solar cells [51, 52, 53, 54], photodetectors [55, 56, 57], lasers
[58, 59, 60, 61, 62, 63], LEDs [64, 65], resonant tunnelling diodes [66], waveg-
uides [67], single photon sources [68], single-electron transistors and memory
devices [69, 70, 71, 72, 73], field-emission electron sources [74], field-effect
transistors for ultrahigh density logic and memory devices [75, 76, 77, 78],
integrated photonic circuits [79, 80], and highly sensitive biological and chem-
ical sensors [81, 82].
The unique geometry of nanocolumns offers large advantages over con-
ventional planar structures; if the nanocolumn diameter is sufficiently small,
these structures can then exhibit quantum confinement in two dimensions.
The high surface-to-volume ratio of nanocolumns makes them especially suit-
able for sensing applications, but the nanocolumns can also function as inter-
connects as well as active device elements. Device architectures of vertical-
standing nanowires will also allow ultrahigh density device integration onto
a single chip [75, 78].
Additionally, nanocolumns can be tailored into unique radial and axial
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heterostructures which increases the range of device capabilities [83, 84, 85,
86]. In axial heterostructures, the narrow nanocolumn diameter will allow
the lattice of nanocolumns to expand or contract radially. This mechanism
for relaxation within the lattice can relieve strain without encouraging misfit
dislocations, but also allows high quality coherent heterointerfaces even be-
tween highly mismatched materials [87, 88, 89]. Therefore, nanocolumns are
advantageous over planar or bulk materials where lattice-mismatched het-
erostructures can only be grown if the strained layer is thin and below the
critical layer thickness. A wide range of nanocolumn heterostructures have
been grown using a range of binary and ternary III-V materials, as well as
IV materials such as Si and Ge [90, 91, 92, 93, 94, 95]. Although there are
large thermal, chemical and structural mismatches between the materials,
high quality crystallographic and optical properties have been demonstrated
[90, 92, 93, 96].
A full description of the growth mechanisms involved in III-nitride nanocol-
umn growth will be presented in chapter 4.
1.4 Conclusions
A brief review of the literature so far with regards to nitride material has
been presented here. The importance of the wurtzite polytypes of GaN, AlN
and InN have been highlighted and the potential to fabricate optical devices
from infrared, all the way through to deep-UV. Solid state lighting has also
been reviewed and the importance of the development of LEDs through the
visible range. Electricity generation is the main source of energy-related
carbon emissions, thus the introduction of LED lighting could potentially
save millions per year and also slow down any damage to the ozone.
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Gallium nitride is an important discovery as it gives us the potential to
produce devices using one materials system. The alloys of GaN, InN and
AlN can be used for many applications such as LEDs, solar cells, water
purification, air purification and the detection of biological agents.
The debate over how and why defective GaN has also been explored.
It was believed that emission was due to In-rich clusters within the InGaN
layers but it is now widely believed that the emission is due to interface
effects between the InGaN quantum well and the GaN over-layer.
Other growth techniques such as MOVPE and NH3-MBE have also been
outlined as alternatives to MBE. Also, the importance of altering growth pa-
rameters to produce nanocolumns has been considered. Nanocolumns have
the advantage that they can be tailored into unique radial and axial het-
erostructures, and this increases the range of devices that can be produced.
Chapter 2
Experimental Techniques
2.1 Molecular Beam Epitaxy
Molecular beam epitaxy (MBE) is an ultra high vacuum (UHV) technique
that grows single crystals via the interaction of molecular beams on the
surface of a crystalline substrate. It offers the control to ‘grow’ with mono-
layer precision, as well as giving a good uniformity across a surface and high
purity structures. It also gives the user the ability to dope films n and p-type,
and also produce heterostructures with precise control of thickness [97], [98].
2.1.1 Description of Equipment
A typical MBE machine is shown in Figure 2.1 [99]. It consists of a growth
chamber with a nitrogen cooled cryopanel surrounding the substrate and
heater and several effusion cells pointing towards the substrate. All of the
cells have a shutter associated with them so that they can be opened or closed
depending on the layer that is being grown. The shutter opening or closing
time is short compared to the time to deposit a single mono/bilayer, hence
the precise thickness control. A reflection high energy electron diffraction
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(RHEED) gun and screen are positioned so that the RHEED beam can reflect
from the surface at a shallow angle (≈1◦) and diffraction can be obtained
throughout the growth. This will be described in more detail later in this
chapter. There is also a Bayert Alpert ion gauge that can be placed in the
path of the beam to measure the beam equivalent pressures (BEPs) of a
given atomic/molecular beam. A beam is produced by heating the cell up to
a given temperature where the material will evaporate/sublimate. The flux
of material produced from each cell is then controlled by adjusting the cell
temperature.
Figure 2.1: Schematic of an MBE machine taken from Franchi 2003 [99].
During growth, the shutters of the required element(s) are opened, al-
lowing the atomic/molecular beam to land on the heated substrate. These
beams of atoms/molecules are collision free as the distance to the substrate
is less than the mean free path of the particles. At approximately 10−7 torr
(background pressure), the mean free path of a molecule is approximately
CHAPTER 2. EXPERIMENTAL TECHNIQUES 17
500 metres. The pressure rises to ≈ 5.0 × 10−5 torr during the growth of
nitrides. The mean free path is now reduced to be approximately the same
as the distance the beam travels to the substrate. So there are some collisions
with atoms before the beam reaches the surface.
When the atoms/molecules arrive at the substrate they can adsorb on the
surface, migrate across the surface, be incorporated into the growing crystal
or desorb from the surface. If the right conditions are employed within the
system, then the film will grow and build up monolayer by monolayer. This
is known as Frank van der Merwe [100] growth which is a two-dimensional
layer by layer growth mode. Volmer-Weber [101] and Stranski-Krastanov
[102] growth modes can be employed for 3-dimensional layers. These will be
discussed in more detail later in this chapter.
The substrate will act as a seed crystal for the deposited layer. Generally
the layer takes on the crystal structure and orientation of the substrate.
If the layer is the same composition as the substrate, and has the same
crystal structure, then the growth is known as homoepitaxy, otherwise it is
heteroepitaxy. Homoepitaxy is the preferred growth method as the crystal
quality is often higher. Unfortunately, this is not always possible as for some
materials, substrates are not commercially available or are very expensive.
When choosing a substrate, several factors need to be considered; the
lattice parameters of the substrate and of the grown material, orientation, the
cost of the substrate, preparation, and doping. Generally it is a compromise
between achieving good crystal quality (a high lattice mismatch results in
strain and eventually defects) and the cost of the material.
The substrate is mounted onto a holder which is heated to the growth
temperature and usually rotated throughout the growth. Rotation helps the
materials from the cells to be deposited more evenly across the surface. Ide-
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ally at least one rotation per monolayer incident upon the surface is needed.
High purity films are often required, which is why the ultra high vacuum
is needed. This requires everything within the system to be outgassed and
for there to be no leaks. To illustrate this point, the partial pressures of an
impurity such as oxygen can be considered. If an incorporation rate of 100%
is assumed, the partial pressure is 10−10 torr for the impurity and 10−7 torr
for Gallium:
Impuritymoleoffraction =
10−10
10−7
= 0.1% (2.1)
In GaAs there are 2.2 × 10−22 Ga atoms in a cubic centimetre, 0.1% of
this is 2.2 × 10−19 oxygen atoms per cubic centimetre. Typically, a highly
doped GaAs layer will contain only 2.0×10−18 of the dopant atom in a cubic
centimetre and an unintentionally doped crystal will have a doping level of
≈ 10−15cm−3.
Typically there are preliminary chambers where substrates are loaded
and can be prepared in situ before being put in the main growth chamber.
Preparation usually involves out-gassing of the substrate so that a minimal
amount of impurities are introduced into the main chamber. This is impor-
tant when high purity films are being grown as a clean vacuum chamber is
paramount. It is now common for chambers to be added for post-growth
analysis so there is no need for a substrate to be exposed to the atmosphere.
The liquid-nitrogen-filled cryopanels ensure UHV conditions before the
growth, remove excess heat radiating from the cells, and isolate each one.
As the panel is cold, any re-evaporation of material from the growth surface
or heater will stick to the cryopanels during growth, keeping the background
vacuum pressure low.
The UHV environment allows the use of equipment such as a quadrupole
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mass spectrometer [103] which, monitors the vacuum chemical environment
and a RHEED gun. These have become the standard on MBE machines.
2.1.2 Machine set-ups
Two different MBE machines were used to carry out the work described in
this thesis. One is a small ‘mini’-MBE system that was built at the University
of Nottingham and the other is a commercial Veeco Gen III system.
The main bulk of all of the research reported in this thesis was carried out
on the ‘mini’-system. Once all the key parameters for the research were es-
tablished, the technology was then transferred over to the Gen-III to produce
higher quality samples.
‘Mini’-MBE System
This system has a base pressure of approximately 10−10 mbar. It has five
ports, two of which permanently house a Ga cell and an Oxford Applied
Research RF plasma source to provide active nitrogen. The other three
are generally filled with indium, magnesium (for p-doping of GaN) and alu-
minium. One of the ports has the facility to house a high temperature cell
to allow the use of very low vapour pressure elements eg. scandium for ScN.
Samples are mounted on a disc of tantalum with a cut-out just less than
the wafer size and held in place by small wires as shown in Figure 2.2. This
means that the back of the substrate faces the substrate heater.
The work described in chapters 4 and 5 was performed before any modi-
fications had been made to the mini-system. This means that these growths
were carried out without the sample being rotated continuously throughout.
The sample, however, could be rotated manually during the growth to look
at the different azimuths via RHEED.
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Figure 2.2: Schematic of the holder used within the ‘mini’-system.
Modifications
The ‘mini’-system underwent maintenance and upgrading during the course
of this PhD to install a rotating stage. It was also decided to adapt the
mounting plates to be compatible with both the Veeco Gen-II and Gen-III
machines. First, the substrate holder within the machine was modified to
allow the new plates to be used. Second, the mounting to the transfer arm
was also redesigned. An extra arm has been added to the machine to act as a
stabiliser for the transfer arm and the whole transfer method has been made
electronic. This involved gearing up and down the handles originally used
for transfer in order for the new electronics system to cope with the torque.
This has resulted in a much more user friendly system.
Veeco Gen-III
Commercial systems tend to have a base pressure around 10−11 Torr. This
system has 14 ports in all, two below the source flange that are used for
dopants, with the remaining 12 ports around the source flange are used for
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effusion cells, a Veeco plasma source and an arsenic cracker. There are two Ga
cells permanently housed in these ports along with one each for aluminium,
indium, magnesium and manganese. The other cells are changed depending
on the selected growth objectives of a campaign.
In this Veeco system the sample can be mounted with the method used for
the ‘mini’-system (hollow backing plate) but often a pyrolytic boron nitride
(PBN) backing plate is used. At growth temperatures of approximately 200-
300◦C, the PBN plate appears to improve the radiative coupling mechanism
so that more heat is coupled to the substrate than when it is not used. There
appears to be little difference whilst growing at higher temperatures.
Both machines are equipped with a mass spectrometer, a RHEED gun
and screen, and a k-space BandiT temperature monitoring system. RHEED
and substrate temperature measurement will be discussed in detail later in
this chapter.
Machine differences
Along with being a much smaller MBE system, the other key difference
between the ‘mini’-system and the commercial systems is the lack of buffer
chamber between the load lock and the main growth chamber.
One important thing to point out is that both systems are equipped with
a plasma source. Ammonia gas can be used as a source of Nitrogen within
MBE but at high temperatures it causes some metals, including aluminium
to creep out of the K-cells. During all studies in this thesis, nitrogen gas has
been used as a source. There is however one problem with using a plasma
source; it is not known exactly what species are produced and which of these
are active. Some experimental evidence suggests that the active species could
be excited molecular nitrogen, but there are also strong arguments for it
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being atomic nitrogen [104]. It seems that there is not yet any conclusive
evidence that either theory is wrong and it is still a topic for debate. Indeed,
the active nitrogen species may vary depending on the source design and
operating parameters. The kinetics energy of the species impinging on the
growing surface can also have an effect; if the energy is too high then damage
will be caused to the surface [105] [106] [107], and if the energy is too low
then there will not be a vigorous enough chemical reaction to allow the layer
to grow [108] [109].
2.2 RHEED
The vacuum environment allows the RHEED technique to be used through-
out growth to study the surface. This reveals information about the sample
that cannot be seen just by looking through a view port.
The geometry of the system is shown in Figure 2.3 [110]. The electron
gun and screen are placed on opposite ports of the chamber so that a grazing
incidence of the electron beam on the sample surface can be achieved. The
diffracted electrons from the substrate surface provide information about the
top layer and produces a real-time picture of the growth of the crystal. The
low angle of incidence (5◦ or less) results in a small penetration depth of only
a few atomic layers before total external reflection occurs and the electron
is diffracted out of the crystal. Thus, RHEED is an analysis method that is
both real-time and non-destructive. In the ‘mini’-system, the electron beam
is given 12 keV of energy.
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Figure 2.3: Schematic view of the RHEED geometry.
2.2.1 Theory of RHEED
The RHEED pattern that is used so often during MBE growth is essentially
an image of the reciprocal lattice of the surface along an axis. If the RHEED
beam is directed along the [111] axis, the electrons are diffracted from the
1¯11 axis. The possible reflections that can be observed are determined by the
condition that the reflected wavevector kf is equal to the sum of the incident
wavevector ki and the reciprocal lattice vector Ghkl.
The sample can be considered to be a two-dimensional layer, so the lattice
can be reduced to a set of one-dimensional rods in reciprocal space aligned
perpendicular to the sample surface. A reflection occurs in the diffraction
pattern when these rods intersect with the Ewald sphere. It has a radius of
length 2π/λ which is equivalent to the length of the incident plane wave’s
wave vector (ki). The diffraction process is assumed to be elastic so the
scattering vector (kf ) will also have a wave vector of 2π/λ. The Ewald sphere
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is superimposed onto the map of reciprocal lattice vectors to determine which
conditions will lead to diffraction as shown in figure 2.4.
Figure 2.4: A 2D representation of the Ewald sphere.
At 10 keV, λ=0.037 nm and ki=170nm
−1, which makes the radius of
the Ewald sphere large in comparison to the wavelength of the electron.
This requires changing the diffraction geometry in order to explore all of the
reciprocal lattice rods. As the sample is rotated, the azimuth angle changes
and simple diffraction patterns can be viewed when the incident beam is
along a direction of high crystal symmetry.
If the electron beam only interacted with the top atomic layer of the
surface, and this was perfectly flat and ordered, the three-dimensional recip-
rocal lattice points would transform into into parallel, infinitely thin rods. In
reality, the reciprocal lattice rods have a finite thickness because of thermal
vibrations and lattice imperfections. A near flat surface results in a RHEED
image consisting of a series of streaks as illustrated in Figure 2.5
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Figure 2.5: RHEED images taken during different surface reconstructions of GaAs.
If the surface is not flat, the electrons will be scattered in different direc-
tions. This leads to a RHEED pattern with many spotty features. Therefore,
the first thing that is determined from a RHEED pattern is how smooth or
flat the surface is.
Another point to note is that new substrates often have an amorphous
oxide on the surface. This gives rise to no diffraction pattern, just a grey
diffuse scatter. However, as the substrate is heated ready for growth, the
oxide is removed and the underlying pattern from the crystal surface becomes
visible. This allows us to know when the surface is clean and ready for growth.
2.2.2 Surface Crystallography
The RHEED image can also provide details of the surface structure as well
as basic topographical information. When discussing the surface, the top
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few atomic layers (monolayers) are what are being referred to. These surface
atoms are able to move with respect to the bulk structure and tend to not
be in the positions expected from a simple termination of the bulk. Atoms
at or near the surface can either move normal to the surface or both per-
pendicular and parallel to the surface. A movement perpendicular to the
surface is a relaxation of the lattice, whilst movement both perpendicular
and parallel to the surface results in a reconstruction of the bulk structure.
This is demonstrated in Figure 2.6.
Figure 2.6: Schematic of how atoms at the surface can exhibit a different structure
to the bulk, (a) showing a relaxed and (b) showing a reconstructed surface.
In relaxation, the top layer of atoms relax inwards or outwards from the
surface. This means that the layer spacing on the surface will be different
from the layer spacing within the bulk. This effect is not observed routinely
on densely packed structures, but is found on more open channelled surfaces.
Relaxation is common in metals because of the overflow of electrons into the
vacuum.
Reconstructed surfaces are formed by the atoms moving both parallel and
perpendicular to the bulk in order to gain the lowest energy configuration
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possible. Bonds that would otherwise be used to join to atoms in the missing
layers above are now used to bond atoms together along a row. This causes
the atoms to move out of their bulk crystal positions. Reconstruction is more
common in semiconductors where atoms are generally bonded together using
covalent bonds. It also occurs in metals that have highly directional electrons
such as gold which possess d and f electrons. The surface reconstruction
observed depends on the material, the surface orientation and the surface
termination, which can all depend on the temperature of the sample and
whether there are any ambient gases within the chamber.
To describe the arrangement of atoms at the surface of the semiconductor
sample, a b and c nets are used, and all of these are Bravais lattices. The a
net in this case describes the Bravais net that is associated with the surface
and has a unit mesh that can be described by vectors a1 and a2 as shown
in Figure 2.7. If atoms, molecules or adatoms are adsorbed onto a surface
and are viewed on their own, they can sometimes for a regular structure that
is called the b net. When the adsorbed adatoms and substrate atoms are
considered together, this forms the c net.


	













 
Figure 2.7: 2D structures are described using Bravais nets. (a) a nets are used
in order to describe unreconstructed surfaces. (b) a and c nets are used in order
to describe the overall surface structure, where atom arrangements on the surface
differ to those in the bulk structure.
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When trying to describe reconstructed surfaces, ‘out of position’ atoms
at the surface are often described as foreign atoms that have been adsorbed
to the surface. This then allows the bulk material to be described by the
a net and the surface reconstruction by the c net. Wood notation is then
used to describe the relationship between the a net and the c net and can
be expressed as:
Substrate(Millerindex)− w[(b1.a1)x(b2/a2)]Rθ −Nadsorbate (2.2)
where w is the type of unit cell (p is used if primitive or c if a centred unit cell
as shown in Figure 2.7). The angle of rotation between the c net and the a
net is described by Rθ an N describes the number of adsorbate molecules in
the unit cell followed by the chemical symbol of the adsorbate. If describing
a reconstructed surface, then the N adsorbate can be omitted, Rθ will be
omitted if there is zero rotation between the c and a nets, and w is often
omitted if the unit cell is primitive. Examples of reconstructions and their
Wood notation can be found in Figure 2.8.
Figure 2.8: Surface reconstructions and their Wood notations [111].
As discussed earlier in section 2.2, RHEED gives the user a diffraction
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pattern that is a picture of the surface in reciprocal space, so in order to
relate the diffraction image to a real structure, the relationship between a
Bravais net in reciprocal space and real space needs to be understood. Let
us describe the a net as a* in reciprocal space with translation vectors a1∗
and a2∗. The translational vectors of the real and reciprocal space nets are
related by:
a1∗xa1 = 1 a2∗ xa2 = 1 a1∗ .a2 = 0 a2∗ .a1 = 1 (2.3)
This means that while ax∗ is perpendicular to ay∗, ax∗ and ax will have
a reciprocal relationship as demonstrated in Figure 2.9. These equations are
true of all Bravais nets and allows us to easily swap between reciprocal and
real space. In reciprocal space, the larger repeating pattern relates to the a
net and the smaller repeating pattern relates to the c net as shown in Figure
2.9.
  
Figure 2.9: Translation between real and reciprocal space. (a) Schematic of the
relationship between real vectors describing a unit mesh (a1 and a2) and their
equivalents in reciprocal space, (b) a unit mesh in real space, and (c) the relation
between a unit mesh in real space and reciprocal space [111].
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2.2.3 Growth Rate Determination
The RHEED pattern can often be used to determine the growth rate of the
sample. When a growth is initiated, the intensity of the features within
the RHEED pattern begins to oscillate. As the the growth progresses the
oscillations are damped and then once the growth has stopped, the intensity
of the RHEED returns back to almost the same level of brightness as before
growth. Harris et al. first reported these RHEED oscillations in 1981 [112]
and they reported two important findings. First, that the period of the
oscillations corresponds to the amount of time taken for a monolayer to
be deposited, and second that the period does not depend on the growth
temperature.
Figure 2.10: Different stages of the layer-by-layer growth by nucleation of 2D
islands and the corresponding intensity of the diffracted RHEED beam [113].
With reference to figure 2.10, when the growth has commenced (a), the
number of 2D islands on the surface and therefore the number of step edges
increases (b) until it reaches a maximum (c) which is a minima in the inten-
sity of the RHEED. As growth continues the islands start to coalesce which
reduces the step density (d) and increases the spot intensity of the RHEED,
until the surface is completely covered (e) and a maximum RHEED inten-
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sity is reached. This results in the diffracted beam intensity increasing to its
maximum value where the process is repeated over. RHEED oscillations are
used to determine the growth rate on a daily basis in the Gen III.
2.3 Temperature Monitoring during Growth
The mini-MBE system as well as the Gen-III are fitted with a k-Space As-
sociates (kSA) BandiT. This comprises of a lamp and a sensor that can be
fitted to the machine on top of two window ports. It provides the user with a
real-time measurement of the substrate temperature, without physical con-
tact with the surface as is explained later in this section. Traditionally, a
thermocouple in the substrate heater or a pyrometer was used to acquire the
temperature, however the thermocouple only reports what is happening to
the heater because of the placement of the thermocouple.
The heater configurations currently used in the machines for sample
growth are shown in Figure 2.11 a) and b). The Gen-III has a thermocouple
that is isolated from the heater by a heat shield. The heat shield extends be-
yond the heater towards the substrate with the aim that only radiated heat
from the back of the substrate should reach it. In reality, the thermocouple
undergoes significant heating directly from the heater. This has been tested
by heating up the system without a substrate present. The thermocouple still
measures a temperature rise even though there is no substrate for radiated
heat to come from.
The ‘mini’-system has an entirely different set up. The thermocouple is
placed the same distance behind the heater that the substrate is placed in
front of the heater. This seems a more feasible arrangement as they should see
equal heat fluxes on either side of the heater. However, the thermocouple is
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Figure 2.11: Schematic of the heater configurations in a) the gen III and b) the
‘mini’-system.
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only exposed to the loading mechanism in the machine, whereas the substrate
is exposed to heated k-cells. Also, in both cases, the thermocouples will not
have the same emissivity as the substrates. This will change how much the
substrate is heated compared with the thermocouple even though the same
amount of power is input to each.

	
Figure 2.12: Schematic of the heat transfer with in the system. Arrows indicate
heat flow.
Figure 2.12 is a schematic of the heat flow within the system with the
arrows indicating the direction of any heat flow. Heat is given out from the
heater and absorbed by the substrate. The substrate then emits heat back
towards the heater but also through the other side and into the system. A
heat flow equation can be constructed and for simplicity, the emissivity of
the heater and the substrate have not been considered.
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σT 4H − σT
4
S = σT
4
S (2.4)
TS
TH
=
4
√
1
2
(2.5)
≈ 0.8 (2.6)
where σ is the Stefan-Boltzmann constant, TH is the temperature of the
heater and TS is the temperature of the substrate.
This equation has led to the conclusion that the highest temperature the
substrate will reach is 80% of the heater temperature, but in reality it will
be much lower when the emissivity of the materials have been considered.
Pyrometry is a reliable method when the growth temperature is greater
than 500◦C. However the emissivity of the material has to be known in order
to derive the temperature and this can be problematic when growing new
materials where many parameters are unknown. Indeed, emissivity will often
change during growth for example due to doping.
2.3.1 BandiT
The BandiT determines the temperature of the substrate by monitoring the
bandgap of the substrate material. This dependence can be described by
Varshni’s equation [114]:
Eg(T ) = Eg(0)−
αT 2
T + β
(2.7)
where Eg(0), α and β are parameters that are material dependent.
As the temperature of a material is increased, there is an increase in am-
plitude of the atomic vibrations. This leads to an increase in the interatomic
spacing of the crystal, thus reducing the electric potential that is experienced
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by the electrons. So as the temperature increases, the bandgap energy must
decrease.
The BandiT measures the wavelength of the material’s absorption edge
from the fact that semiconductors are transparent when hν < Eg and opaque
when hν > Eg. From this the bandgap energy of the semiconductor can be
determined and in turn the substrate temperature.
Measurement of the absorption edge is carried out using diffusely scat-
tered light from the sample. This can either come from the substrate heater
directly (transmission mode), or light can be shone onto the surface using
a kSA light source mounted on a second port (reflection mode). The de-
tector collects the spectrum of data which undergoes a fitting procedure in
order to determine the cut-off wavelength or energy and so the temperature.
A real-time temperature display is available which can be constantly moni-
tored throughout growth. Generally, the materials grown by MBE are thin,
so we assume that the temperature of the grown layer is the same as the
substrate. Figure 2.13 is a schematic of the BandiT setup.
The BandiT system is only dependent on the bandgap of the substrate
which is advantageous over other methods such as pyrometry. It also means
it can be used during growth and etching of the material, as well as allowing
for standardisation of measurements between MBE machines. Deposition
of material on the viewport does not produce an inaccurate temperature
reading as attenuation of the signal can be compensated for over a wide
range of signal loss. Also, calibration data can be collected for a given type
of substrate outside of the vacuum eg. in a black body oven configuration.
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Figure 2.13: Schematic of the kSA BandiT product setup taken from www.k-
space.com.
2.3.2 Pyrometry
A pyrometer is a non-contact way of acquiring the temperature just like the
BandiT (explained in the next section). It measures the thermal radiation
from the substrate and uses this to produce a temperature reading. The py-
rometer uses an optical system to focus the thermal radiation onto a detector,
the temperature T can then be determined using the Stefan-Boltzmann law:
I = εσT 4 (2.8)
where I is the irradiance, ε is the emissivity and σ is the Stefan-Boltzmann
constant.
Pyrometry is a reliable method but there is an error associated with each
temperature measurement due to readings being taken through a window
of the vacuum system. This window can become coated over long periods
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of time which alters the effective emissivity and makes it difficult to put a
numerical value on the uncertainty of the measurement.
2.4 Growth Mechanisms
The growth mechanisms for MBE samples are shown in Figure 2.14. These
are described in more detail in the following sections (2.4.1 and 2.4.2).
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Figure 2.14: Schematic of (a) Frank van der Merwe (FVDM or layer by layer
growth), (b) Volmer-Weber (VM or island formation growth), and (c) Stranski-
Krastanow (SK or layer plus island growth) growth modes that can be utilised
during MBE growth.
2.4.1 2D Growth
There are two types of 2D growth mode; layer-by-layer and step-flow. The
former mode means that one layer of atoms is completed before any material
is deposited in the next layer to be formed on top. This occurs when the
surface migration length λ of the adsorbate is shorter than the mean distance
between islands. During this type of growth, some incoming atoms will reach
step edges and be incorporated within the island, whilst others will form
islands on top of the already existing ones. This regime gives rise to RHEED
oscillations that are readily used to determine the growth rate.
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The latter mode occurs when λ is much larger than the mean distance
between islands. This means that the metal atoms can easily reach a step
edge and thus the existing islands expand. The number of step edges remains
constant throughout this regime and so oscillations in intensity do not occur
in the RHEED measurements. These layer-by-layer modes are also known
as Frank van de Merwe growth [100].
2.4.2 3D Growth
This mode is known as island growth or Volmer-Weber (VW) growth and it
occurs when islands of material are formed on the surface [101].
3D growth generally occurs under two different conditions:
1. There is a lattice mismatch between the substrate and the layer.
2. The temperature is low enough that migration on the surface is inhib-
ited.
When there is a lattice mismatch, initially the layer will grow via a 2D
mechanism, and will be under strain. Once a critical layer thickness has
been reached, 3D islands will form, and this change in surface morphology
manifests itself as spots in the RHEED pattern rather than the streaks seen
for 2D growth. The RHEED pattern can also develop ‘arrow head’ shapes
at the spot positions which appear when the islands develop facets. This
intermediate layer-plus-island growth mode is known as Stranski-Krastanov
(SK) 3D growth. The 2D-to-3D growth transition is a result of the relaxation
of the elastic energy which builds up as the thickness of the mismatched layer
is increased [99].
At very low temperatures, the surface will be flat and 3D growth does not
occur. This is because the surface atoms have zero mobility so can not move
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across the surface. The smoothness of the surface depends on the arrival rate
which is constant across the sample.
An important difference to note between SK and VW growth is that in the
VW regime the surface migration lengths of the adatoms are reduced. This
leads to a high nucleation rate and low lateral spreading. In the SK regime,
the nucleation rate is initially slow and lateral spreading of the monolayer
islands diminishes, but the nucleation rate subsequently increases [115].
2.5 Conclusions
This chapter has described the set up of both MBE chambers used for the
work in this thesis. The differences between the Gen-III and the ‘mini’-MBE
system have been outlined, along with the improvements that have been
implemented to the ‘mini’-system during this PhD.
There are various in-situ techniques that have been outlined in this chap-
ter, that are utilised during the growth of semiconductors. These are all used
to reveal details about the crystallographic structure (RHEED), and the sub-
strate temperature (pyrometer and BandiT). Without these, semiconductor
growth of devices would be almost impossible.
MBE can be used to grow materials via 2D (Frank van der Merwe and
Stranski-Krastanow) or 3D (Volmer-Weber)growth modes and the differences
have been outlined in this chapter.
Chapter 3
Characterisation Techniques
3.1 X-Ray Diffraction (XRD)
X-rays are part of the electromagnetic spectrum with a wavelength between
1 and 10 A˚. This is comparable with the atomic separation within crystals
and makes them ideal for probing crystallographic structure. X-rays are
produced when an electrically charged particle with a high enough kinetic
energy is rapidly decelerated, normally by a collision, causing an x’ray to be
emitted. These charged particles are usually electrons, and are accelerated
using a high potential difference, and decelerate when they hit a target.
All of the diffraction experiments have been carried out using a Philips
X’pert high resolution X-ray diffractometer. The x-ray tube has a tungsten
filament and a copper anode. The filament is heated, which generates free
electrons. These are then accelerated towards the copper anode where they
can eject electrons from the inner shells of the target atom. These vacancies
are quickly filled by electrons dropping down from higher levels and emitting
an x-ray in the process. In this machine, the copper Kα transition is used to
examine the sample.
40
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Figure 3.1: Schematic of the atomic transitions within the copper atom.
As shown in figure 3.1, theKα transition is derived from an electron being
excited to the n=2 shell and returning to the n=1 shell.
3.1.1 Theory
In a crystal, the atoms are arranged periodically in a lattice. When radiation
strikes a material, it will be both scattered and absorbed. In most scattering
directions, destructive interference occurs resulting in almost zero intensity.
However, in a few directions, the scattered radiation wavefronts will be com-
pletely in phase resulting in constructive interference and a diffracted beam
from the crystal.
When a diffracted beam is present, this will be along a direction such that
Bragg’s law is obeyed. Bragg’s law considers each plane to be a scattering
centre, rather than each atom individually. Strong diffraction occurs when
the angle of incidence is equal to the angle of reflection. Bragg’s law can be
summarised by:
CHAPTER 3. CHARACTERISATION TECHNIQUES 42

 




Figure 3.2: Schematic to show geometry of Bragg’s law.
nλ = 2dhklsinθ (3.1)
where n is an integer that represents the order of diffraction, λ is the
wavelength, d is the crystals interplanar spacing and θ is the angle of inci-
dence and the angle of diffraction relative to the reflecting plane. This is
represented schematically in figure 3.2.
Bragg’s law represents the conditions for diffraction from a set of parallel
planes. The amount of radiation reflected when the Bragg condition is met
depends on the structure factor (Fhkl) of the material. This is a mathe-
matical representation of how the crystal scatters radiation. It essentially
determines the scattering at any given angle by multiplying the scattering
strength of:
1. an electron or nucleus
2. an atom
3. a unit cell
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4. the total number of unit cells
all with regards to the direction of scattering and the relative phase of the
scattered waves. These phases will then either add up or cancel out, thus
explaining why some reflections are not seen.
The intensity in the diffracted beam from the planes (hkl) is proportional
to the modulus squared of the structure factor:
Ihkl = | ~Fhkl|
2 (3.2)
3.1.2 High Resolution XRD
High resolution X-ray diffractometry or (double-axis diffractometry) allows
measurement of the rocking curve of the sample. The detector is fixed at
the centre of the expected Bragg reflection while the sample is independently
‘rocked’. This measurement is incredibly sensitive to strain and strain gra-
dients within the sample. Thus it can provide a lot of information about
the crystal structure of the material. It is also possible to model rocking
curves for a given crystal structure to a high level of accuracy. This uses
dynamical x-ray scattering theory to simulate a curve which is then refined
and smoothed to compare with the real data taken.
The basic set-up is shown in Figure 3.3 and this is widely used for mea-
surements of epilayer strain, composition, thickness and crystal structure.
In an ideal world, the incident radiation should be a perfectly parallel
monochromatic beam. The reality, however, is that radiation will always have
a small amount of spread in energy, direction, and divergence associated with
it. This problem is usually solved by placing a beam conditioner between the
x-ray source and the sample. This collimates and monochromates the beam
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Figure 3.3: Schematic diagram of a high resolution double-axis X-ray diffractome-
ter.
using a combination of diffraction and angular-limiting apertures. These
apertures can also control the spatial width of the beam. The sample is then
placed on a holder that can be tilted and rotated with a precision of around
1 arc second.
3.1.3 Triple Axis Diffractometry
Double-axis diffractometry is normally used because it is a relatively quick
method of gaining crystallographic information. Unfortunately, it loses im-
portant data about mosaic spread or the extent to which the crystal is bent.
Thickness fringes or narrow peaks are often blurred or even completely lost.
Triple axis diffractometry places an analyser crystal between the sample and
the detector and restricts the angular acceptance. This separates the ef-
fects of strain and tilt and allows a 2D Reciprocal Space Map (RSM) to be
produced.
During the measurement of an RSM, both the specimen and the analyser
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are rotated, and the scattering measured to produce a map. The map en-
ables the diffraction from different sources to be distinguished, for example,
scattering from the ‘perfect’ crystal occurs in a different direction in space
to the scattering from defects. In addition, mismatch or strain can be dis-
tinguished from tilt or mosaic spread. RSMs have axes of Qx and Qy which
are measure in reciprocal lattice units (rlu) and are proportional to 1/d. Qx
and Qy are related to ω and 2θ via the following equations:
Qx = R[cosω − cos(2θ/ω)]Qy = R[sinω + sin(2θ/ω)] (3.3)
where R is the radius of Ewald sphere.
3.1.4 PANalytic X’Pert Materials Research Diffractome-
ter
The diffractometer used for the work discussed here is a PANalytical (Philips)
X’Pert Materials Research Diffractometer (MRD). It is equipped with a cop-
per tube X-ray source along with primary optics (beam conditioner) consist-
ing of an X-ray mirror, 0.02 radian soller slits, in order to reduce divergence
of the beam in the y-direction and finally a four bounce Ge(220) monochro-
mator. This is used to create a parallel Kα1 beam of wavelength 0.154056
nm with an equitorial x divergence of < 12”.
The X’Pert system contains both a high resolution and a triple-axis detec-
tor, known as the upper and lower detectors respectively. The high resolution
detector is an open detector with no slit whilst the triple-axis detector has a
triple bounce Ge(220) analyser with a 12” acceptance. The high resolution
detector can also be used with a slit placed in front of it to give a pseudo
RSM. The system is capable of achieving the following resolutions: 0.01◦
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for φ (tilt - rotation about an axis lying in the plane of the sample) and
ψ (twist - rotation about an axis perpendicular to the plane of the sample)
and 0.0001◦ for ω (angle between the incident beam and the sample surface)
and 2θ (angle between the incident and diffracted beam). In practice, these
resolutions are limited by the step size used and the sample being measured.
In reality, the highest resolution should be 0.0003◦ for ω and 2θ.
PANalytical X’Pert Epitaxy fitting software is also available to simulate
rocking curves. A detailed explanation of the theory of fitting X-rays can be
found in ref (25 jacs thesis).
3.2 Scanning Electron Microscopy (SEM)
The SEM system in Nottingham is a converted Jeol JSM-7000f SEM with
an in-lens Schottky field emission source capable of acceleration voltages be-
tween 0.5 kV and 30 kV. This offers resolution of up to 3nm, maximum
magnification of x500,000, and detectors for secondary, backscattered (com-
position, topography) and forward scattering electron imaging.
The SEM allows images of a sample to be taken by scanning the sur-
face with a beam of high energy electrons. The electron beam is emitted
thermionically from an electron gun fitted at the top of the column and is
focussed by two sets of condenser lenses to a spot. The final condenser lens
contains a set of scanning coils which deflects the beam in the x and y axes
in order to raster scan the surface.
When the electron beam hits the surface, the electrons lose their energy as
a result of repeated random scattering and absorption within the specimen.
The incident electrons can either scatter elastically resulting in the reflec-
tion of high energy electrons (back scattered electrons); inelastically scatter,
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causing emission of secondary electrons; or electromagnetic radiation can be
emitted. Each of these can be collected and analysed with specialised detec-
tors fitted to the SEM. Images discussed in this thesis are generally taken by
studying the secondary electrons as these are more sensitive to topography.
This is because the electrons only travel a short distance within the sam-
ple, so it is easy to gain an image from the number of secondary electrons
detected.
3.3 Photoluminscence
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Figure 3.4: Schematic of photoluminscence.
Photoluminscence is a non-contact and non-destructive method of prob-
ing a material to reveal details about its electronic structure. When a semi-
conductor is illuminated by an external light source with an energy greater
than the band gap energy, the light is absorbed in the semiconductor and
electron-hole pairs are generated. These photo-induced electrons and holes
recombine either radiatively or non-radiatively.
If light is shone upon the sample, it can absorb the photons and excite an
electron in the valence band into the conduction band. The excited electron
will then relax and fall back down to the original state, emitting a photon.
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It takes only a few nanoseconds for an electron the be excited and then to
re-emit a photon. This is known as radiative recombination. During non-
radiative recombination, a phonon is released instead.
The energy of the emitted photon relates to the difference in energy levels
between the state in the valence band and the conduction band. The intensity
of the emitted photons also tells us about the contribution towards radiative
and non-radiative processes from the initial incident photon.
In this report, photoluminscence measurements are used to reveal the
bandgap of the sample. They can however be used to analyse the defect
density within the sample and thus to a degree it can be a measure of material
quality.
Measurements within this thesis was carried out using excitation from a
Nd-Yag laser operating at 266 nm.
3.4 Optical Reflectance for Thickness Mea-
surements
The optical reflectance apparatus consists of a white light source which is
directed on to a sample, the reflected light is captured by a solid state spec-
trometer and analysed. The reflected data from the sample is normalised
using reflected data from a mirror to produce a reflectance or absorption
spectrum as shown in figure 3.5. Changes within the reflectance spectrum
allow the material’s bandgap to be estimated and, using the period of the
Fabry-Pe´rot oscillations, the materials thickness to be determined.
Samples which consist of layers of different materials and therefore dif-
fering refractive indicies normally exhibit Fabry-Pe´rot oscillations. Incident
light waves reflect from each interface which can lead to beams that have
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Figure 3.5: Optical reflectance spectrum from a 450nm layer grown on a substrate
of GaAs.
undergone multiple reflections. This allows constructive and destructive in-
terference to occur. If the transmitted beams are out of phase then destruc-
tive interference will occur. Constructive interference conditions are satisfied
when 2n(λ)d = m+0.5λ whilst the minima occurs when 2n(λ)d = mλ where
n(λ) is the refractive index of the first layer, d is the thickness of the layer,
m is an integer and λ is the wavelength of the light.
3.5 Transmission Electron Microscopy (TEM)
Transmission electron microscopy operates using the same principles as a
light microscope but utilises electrons rather than light. Electrons have a
much shorter wavelength than light, which yields a resolution approximately
a thousand times better than light.
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Figure 3.6: Schematic diagram of multiple Fabry-Pe´rot oscillations in a thin film
of thickness d.
In TEM, an electron beam, generated by an electron gun, illuminates the
specimen via a system of lenses. The electrons interact with the sample and
are scattered. This scattered radiation is collected and focussed to form the
image. Electrons interact strongly with matter, so the samples are thinned
to a thickness of the order of tens of nanometres for high resolution TEM
measurements. Ion beam milling is used to achieve this. A lot of effort goes
in to the sample preparation ready for TEM analysis. Electrons need to be
able to pass through the specimen that will be imaged, thus it needs to be
thin (10-200 nm). The specimen also needs to be of a uniform thickness.
The TEM consists of a large column under vacuum. The electron gun is
placed at the top and points downwards. The beam is then emitted down
the column where it is focussed by a number of electromagnetic lenses and
apertures.
Images formed by TEM can show features such as threading dislocations,
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interface changes, domains of different crystal polytypes and surface mor-
phology.
TEM samples in this thesis were prepared by firstly creating a thin wedge
by ion thinning at an angle of 7◦ and -7◦. Further ion thinning is carried out
at 3 kV (rather than typically 10 or 20 kV) to reduce the ion damage to the
sample.
All TEM analysis carried out in this thesis was undertaken at the Uni-
versity of Bristol.
3.5.1 Convergent Beam Electron Diffraction (CBED)
In contrast to conventional electron diffraction techniques where a parallel
beam of incident radiation is used, CBED uses a convergent beam of electrons
in order to limit the area of the specimen that contributes to the diffraction
pattern. Each spot shows variations in intensity. These patterns can be used
to interpret information about the thickness of the specimen, changes in
lattice parameter due to composition or strain, and symmetry of the crystal.
The convergent beam of electrons creates a Fresnel (near field) diffraction
pattern which can be simulated to then obtain the polarity of the growth of
the crystal being examined.
Simulations are carried out using JEMS diffraction software where the
crystal information can be input along with the imaging conditions used for
the TEM. This produces a simulated image of what the user should see which
can then be compared with the CBED pattern and thus the polarity of the
layer or nanorod determined.
CBED was carried out at the University of Bristol.
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3.6 Seebeck effect
Samples that have been doped during growth were tested using the Seebeck
effect. The positive probe of a multimeter was heated whilst the negative
probe remained at room temperature. The probes were then pressed on to
the surface of the sample. If the layer is p-type, then holes should move away
from the positive hot probe and a negative voltage produced on the meter.
If the layer is n-type then the opposite should occur. Holes should move
away from the negative probe towards the hot positive probe and a positive
voltage should be seen on the meter.
3.7 Conclusions
The characterisation techniques used for the semiconductor samples have
been described in this chapter. The theory of x-ray diffraction has been
outlined along with the specific diffractometer setup used for the samples
in this thesis. SEM and TEM techniques have also been presented here as
well as the CBED simulation procedure used to identify the polarity of the
semiconductor material. OARS and the Seebeck effect have been introduced
as the routine immediate checks carried out once samples have been unloaded
from the system. Finally the theory of PL has been outlined.
Chapter 4
Growth of Indium Nitride
Nanocolumns
4.1 Motivation
Indium Gallium Nitride has become a well researched material over the years
because of its versatility. It has been utilised for Light Emitting Diodes
(LED’s) [2], laser diodes [116] and photovoltaic cells [117]. Over recent years,
harvesting the sun’s energy has become an increasingly intriguing prospect
and research has grown worldwide in solar cell development. InGaN alloys
have a direct band gap from 0.7 to 3.4 eV, which covers the visible spectrum
and in principle presents us with the ability to be able to ‘tune’ the bandgap.
Bulk InGaN contains a high density of defects due to the lack of lattice
matched substrates. This can lead to non-radiative recombination centres so
reducing the defect density would be desirable.
Nanorods promise a possible improvement in the quality of the InGaN
material as they tend to grow defect free. Therefore, over recent years there
has been increasing interest in InGaN nanorod research for LEDs and solar
53
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energy conversion [118] [119] [120].
A substrate needs to be chosen carefully in order to reduce the lattice
mismatch, and thus the potential strain induced within the layer. GaN, InN
and InGaN have been successfully grown on different substrates including Si
and Sapphire by Plasma-Assisted Molecular Beam Epitaxy (PA-MBE), and
Metal Organic Chemical Vapour Deposition (MOCVD). It is already well
established that GaN and InN nanorods can be grown by PA-MBE under
strongly N-rich growth conditions [118] [119] [120].
A popular choice has been to grow GaN nanorods by PA-MBE on sapphire
(0001) [118] [119] [120]. Nanorods grown in this way were found to be mostly
free of threading dislocations. It has also been shown that by changing from
N-rich to Ga-rich MBE conditions, the growth direction can be changed
from vertical to lateral. This leads to growth of a continuous GaN overlayer
[121]. Growing on top of the nanorods reduces the number of threading
dislocations present in the layer. The coalesced GaN over-layers have been
studied and possess an average threading dislocation density of up to two
orders of magnitude lower than in continuous GaN epilayers [121].
InN nanorods have been achieved successfully using MBE and MOCVD
on Si substrates by several research groups. However, it is evident that the
band alignment is not suitable for the formation of p-n junctions between InN
and Si [122] [123]. The conduction band minimum of InN is below the valence
band maximum for Si. This makes this material combination unsuitable for
any potential device application because of the potential for recombination.
This problem of the band alignment can be overcome by growing InN on SiC
substrates [124] as there is no overlap between the valence and conduction
bands of the materials, so this material combination is the subject of the
study described in this chapter.
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4.2 Theory of Nanorod Growth by PA-MBE
Let us consider the growth of gallium nitride nanorods as this is the simplest
nitride to produce nanorods using PA-MBE. In practice, growth of GaN
nanorods needs very nitrogen-rich growth conditions which is believed to
reduce the diffusion length for gallium [125] and carried out at approximately
700◦C, typically on sapphire or silicon substrates. In all cases, there has been
no evidence of liquid droplets present [118] on the surface which suggests that
the growth mechanism for GaN by PA-MBE may differ from the vapor-liquid-
solid (VLS) growth of other III-V semiconductors [126].
The vls model will be briefly discussed in section 4.2.1 and a new com-
plementary geometric growth model [127] in section 4.2.2.
4.2.1 Vapor-Liquid-Solid mechanism of Crystal Growth
The vapor-liquid-solid method is thought to be the growth model that pro-
duces one-dimensional structures such as nanocolumns whilst using other
growth methods such as Chemical Vapour Deposition (CVD) [128] or Chem-
ical Beam Epitaxy (CBE) [129]. It was also thought to be the model for
growth by MBE until recently [127].
The VLS model was proposed in 1964 by Wagner and Ellis in order to ex-
plain the anisotropic growth of Si wires that were catalysed by gold nanopar-
ticles. A schematic of the VLS mechanism is shown in Figure 4.1 and was
adapted from [130]. The silicon precursor species are supplied in the vapour
phase, then at growth temperature, the pre-deposited gold particles on the
surface form a liquid eutectic alloy with the silicon. Silicon is continuously
supplied until the Au-Si alloy particle becomes supersaturated with silicon,
which allows precipitation of the silicon at the interface between the sub-
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Figure 4.1: Schematic of the VLS growth of Si nanocolumns using a gold catalyst.
(i) The initial stage of growth with a gold particle on the surface, (ii) Silicon
vapour causes alloying and melting of the particle, and (iii) Nucleation via a silicon
precipitate and growth.
strate and the particle alloy resulting in a solid crystalline silicon wire or col-
umn. Two possible explanations for nanocolumn growth were proposed by
by Wagner and Ellis; either the liquid particles are favourable collection sites
for vapour phase reaction species and so nanocolumn growth propagates, or
the metallic particle is a chemical catalyst which enhances the decomposition
of the gas-phase precursors by lowering the activation energy barriers [131].
The VLS growth mode was then used for III-V nanowire growth utilising
gold nanoparticles as a catalyst [132].
This vls growth model has been used for GaAs nanowire growth via MBE
with and without the use of a catalyst [133, 134] respectively. However, a
geometric growth model is thought to be more significant in the development
of III-V nitride nanowires as explained in the next section.
CHAPTER 4. GROWTH OF INDIUM NITRIDE NANOCOLUMNS 57
4.2.2 Complementary Geometric Growth Model for GaN
Let us consider a horizontal PA-MBE system such as the Veeco gen-II or
gen-III systems where the substrate is mounted vertically, the gallium cell
is mounted in an upward pointing port and the nitrogen plasma source in a
downward pointing port. This means that the gallium and nitrogen fluxes
come from different directions in the system. In these systems, the cell ports
are angled at approximately 30◦ to 40◦ to the normal of the substrate and
samples are continuously rotated throughout the growth. This would suggest
that atoms from both sources arrive on the top of the columns simultaneously
but the arrival of the atoms at the sidewalls is different. As the sample
rotates, the sidewall will be exposed to gallium for some of the time, then
as it continues to rotate, the same part of the sidewall will be exposed to
nitrogen which is similar to Migration-Enhanced Epitaxy (MEE) that was
developed for low temperature growth [135, 136]. Given the geometry, it
would be reasonable to assume that the arrival rate for the molecules at the
top of the nanocolumn will be larger that the rate for the sidewalls, which
would result in a difference in growth rate if we ignore any diffusion effects.
Let us consider the growth geometry of a cylindrical nanowire of length L,
and diameter D, as shown in Figure 4.2, and is rotated continuously through-
out sample growth. The arrival rate for Ga at the top of the nancolumn can
expressed as Jcos(α) where J is the flux of the incoming gallium, and α is
the angle between the surface normal and the flux. The vertical growth rate
will therefore be equal to Jcos(α)/ρ where ρ is the density of gallium atoms
in gallium nitride which is approximately 4× 1022cm−3.
Th growth rate on the side of the column however will be different. The
gallium arrival rate is now given by Jsin(α) × L × D, but this is spread
over the column as it rotates, so over an area of π × L × D. Thus, the
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Figure 4.2: Schematic of the suggested growth model for a cylindrical nanocolummn
in a PA-MBE system [127].
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growth in diameter of the nanocolumn is given by Jsin(α)/(ρ× π),which is
a significantly lower rate.
The ratio of the vertical growth rate to the lateral growth rate is given by
π/tan(α) where α is 30◦ to 40◦ in the MBE machine considered, and will be
approximately 5-6. This means that the growth rate of the nanocolumn is
fixed by the geometry of the MBE machine being used. Once the nanocolumn
has been formed and the rotation continues, the vertical growth rate of the
nanocolumn will always be greater than the lateral growth rate, but both
will increase linearly with time. Rotation is critical in order to form and
maintain nanocolumn growth.
4.3 Experimental Method
All of the samples discussed in this chapter were grown in the ‘mini’-MBE
system using the CARS25 RF plasma source and K-cells detailed in previous
chapters. The In and N fluxes are measured using the ion gauge and growth
was monitored with RHEED throughout. The nitrogen flux was kept con-
stant at a growth chamber pressure of ∼ 4.0 × 10−5 Torr, using a N2 flow
rate of 1.00 sccm. An applied RF power of 400W was used in all cases to
ensure working in the high brightness mode of the plasma. InN decomposes
at temperatures greater than 550◦C [1] and the pyrometer does not operate
below 550◦C where growth was attempted. The BandiT cannot be used be-
cause the substrate is a wide bandgap material and the BandiT spectrometer
attached to the system is only appropriate for GaAs. All growth tempera-
tures presented in this chapter are substrate thermocouple readings. The
InN films were grown on 10× 10 mm2 6H-SiC substrates from CREE.
Preparation for each growth begins with the same method to ensure the
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same initiation conditions for each sample are created. Substrates were trans-
ferred to the growth chamber and heated to ∼ 700◦C for 20 minutes. This
allows outgassing to occur and removes any residual surface contamination.
Substrates were then cooled to the desired growth temperature (generally
400◦C). Once the growth temperature had stabilised, the nitrogen flux was
introduced into the chamber and the nitrogen plasma initiated. The MBE
growth was started as soon as the plasma source was set to 400 W by simul-
taneously opening the In and N shutters. Strongly N-rich conditions (V:III
ratio of ∼ 10 : 1) were employed in order to enable the nanorods to grow.
The growth time was typically 5 hours in each case.
After growth, samples were analysed ex situ using Scanning Electron
Microscopy (SEM), Transmission Electron Microscopy (TEM), Convergent
Beam Electron Diffraction (CBED) and Photoluminscence (PL). The InN
nanorods on the surface and their densities were studied by SEM using a
JEOL JSM 6330F, with a 12 kV operating voltage. TEM was used to examine
the structure of the InN nanorods and InN layers using a Phillips EM430
with an accelerating voltage of 200 kV. CBED was utilised in order to look
at the polarity of the nanorods by comparing the experimental image with
a simulated image. Optical properties of the InN nanorods and layers were
studied using PL at room temperature and at 4 K.
4.4 Results
4.4.1 Growth of Nanorods
There has been no previous published work carried out on the growth of InN
nanorods on 6H-SiC substrates and so optimal growth conditions needed to
be established. A fixed In:N ratio was chosen to give N-rich MBE conditions
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that were known to give nanorods on other substrates. An In flux of 2.0×10−7
Torr was used, giving a V:III ratio of ∼ 10 : 1.
First, the growth of InN was investigated as a function of growth tem-
perature in the range 350 to 450◦C. Figure 4.3 a) is an image of the surface
of the InN layer grown at 350◦C and shows that there are practically no
nanorods present. Figure 4.3 b) shows the surface when grown at 400◦C.
At this temperature, a high density of nanorods can be seen on the surface.
Increasing the growth temperature further to 450◦C as shown in 4.3 c), leads
to a reduction in the number of nanorods present on the surface. The latter
two images show that there is an under layer that grows directly on the sur-
face of the substrate and the taller nanorods emerge from this. This could
be because of a difference in the growth rate between the flat surface and the
rods resulting in a shorter under layer with tall nanorods growing through
this. This difference in growth rate could be attributed to the layers growing
with different polarities depending on the nucleation at the substrate surface.
This is similar to the behaviour of GaN [137].
Figure 4.3 clearly shows that it is possible to grow nanorods on this
substrate. The optimum temperature where the highest density of rods was
achieved is at 400◦C.
Once the best temperature for growth was found, the In flux was varied to
determine the density of nanorods changes as a function of III:V ratio. Each
6H-SiC substrate has 2 faces - Si-face and C-face so growths were carried
out on both to investigate if one face yields a more regular and uniform
coverage of nanorods. Figure 4.4 shows the termination of both faces of the
SiC substrate. SiC is a wurtzite structure, therefore the Si-face substrate
has one dangling bond from each Si pointing out of the surface and the other
three are bonded to carbon within the substrate. The C-face has one carbon
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Figure 4.3: SEM images taken at ×60, 000 InN layers grown with In BEP of
2.0× 10−7 Torr at a) 350◦C, b) 400◦C and c) 450◦C.
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bond pointing out of the surface whilst the remaining three are bonded to
silicon within the substrate.
	
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Figure 4.4: Schematic drawing of the dangling bonds left when the SiC substrate is
terminated on the Si- or C-face. Yellow atoms represent Si while the black atoms
represent carbon.
The In:N ratio was varied from an In BEP of 1.0×10−7 Torr to 3.0×10−7
Torr whilst keeping the growth temperature at 400◦C and the N flux constant.
Figure 4.5 shows a series of SEM and RHEED images from samples grown on
Si-terminated SiC substrate. At low In:N ratios (figure 4.5a), the under layer
is made up of discrete wide nanorods with taller and thinner InN nanorods
protruding. At the higher In:N ratios (Figure 4.5c), there is more coalescence
of the InN under layer making the islands much larger. There also appear
to be fewer tall nanorods protruding. Figure 4.5b has the best coverage of
nanorods. The most favourable growth conditions for InN nanorods on Si-
face SiC are at an In flux BEP of 2.0× 10−7 Torr and a growth temperature
of ∼ 400◦C.
The RHEED images taken for this set all show very polycrystalline mate-
rial. It is unclear whether this signal is from the base layer, the nanorods, or
both. The polycrystalline pattern is not present before growth is initiated,
so it is a result of material being added to the surface. As the nitrogen flux
is increased to 3.0 × 10−7
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which are indicative of polycrystalline growth are replaced by defined spots.
This change in pattern could be attributed to the crystal alignment being
better with the higher flux, or the grain size could be bigger as the flux
has increased. Polycrystalline RHEED patterns can be an indication that
the rods are rotationally misaligned. Unfortunately, in this case, RHEED
provides no information on the change in nanorod morphology. However
the pattern develops from the diffuse scatter and faint streaks of SiC into
the polycrystalline pattern. This indicates that growth has occurred on the
surface.
As SiC substrates have two faces (Si-terminated and C-terminated), growth
over the same flux range was also carried out on C-terminated SiC. Study of
this set shows that at low In:N ratios (figure 4.6a), the under layer is made
up of discrete wide nanorods with protruding thinner taller nanorods. At
higher In:N ratios (figure 4.6c), there is improved coalescence of the under
layer which makes the islands much larger. There are also fewer tall nanorods
protruding. Figure 4.6b has the best coverage of nanorods and so we can con-
clude that the substrate orientation does not affect the choice of optimum
growth parameters. Comparing the SEM images of the layer on both faces,
fewer tall nanorods grow on C-face samples as the flux is increased compared
with the Si-face samples.
RHEED does not reveal very much detail with regards to the surface dur-
ing growth. One consistent observation between samples on the two surfaces
is that the RHEED pattern becomes better defined as the nitrogen flux is
increased to 3.0 × 10−7 Torr. RHEED also confirms that we are growing a
layer on the surface as the evolution of the pattern can be seen from SiC to
the polycrystalline rings.
There are obvious similarities between the two sample sets; as the nitrogen
CHAPTER 4. GROWTH OF INDIUM NITRIDE NANOCOLUMNS 65




Figure 4.5: SEM (left) and RHEED (right) images of the InN nanorods grown
on Si-face SiC at 400◦C across an In flux range of BEP a) 1.0 × 10−7 Torr, b)
2.0× 10−7 Torr, and c) 3.0× 10−7 Torr.
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flux is increased to 3.0 × 10−7 Torr, the total density of nanorods decreases
and coalescence of the under-layer increases. Also, in all cases we observe two
sets of rods, tall thin nanorods growing out of shorter wider nanorods (the
under layer). One difference is that the density of taller nanorods present in
the samples grown at 3.0× 10−7 Torr appears to be a function of the crystal
orientation. There are fewer tall nanorods present on the C-face sample
compared with Si-face. Whether this is related to the polarity of growth is
still under investigation.
4.4.2 Coalescence of Nanorods
In order to produce real devices, the rods need to coalesce in order to make
contacting possible. This study began by establishing the In flux required for
the growth of a continuous InN layer on SiC. An In flux of BEP ∼ 2.0×10−6
Torr (∼ 10 : 1 V:III ratio) at ∼ 400◦C yields a continuous InN layer without
any In droplets forming on the surface. This information was then used
to coalesce an InN nanorod layer. First, the nanorods were grown with an
In BEP of 2.0 × 10−7 Torr for 3 hours. The In flux was then increased to
∼ 2.0 × 10−6 Torr for 2 hours to change the growth mode from N-rich to
metal-rich conditions. It was hoped that this would achieve a coalesced top
layer. Figure 4.7 is an SEM image of a successfully coalesced nanorod layer.
The image shows the surface of the complete InN layer and confirms that
coalescence of the rods can be achieved.
TEM and CBED analysis were performed on the coalesced InN layers
grown on SiC. TEM (figure 4.8a) allows the structure of the rods to be
analysed whilst CBED (figure 4.8b) reveals the polarity when compared with
simulation from the JEMS software discussed in section 3.5.1.
It was found that InN layers grown on the Si-face of SiC substrates have
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Figure 4.6: SEM and RHEED images taken during the growth of InN nanorods
on C-face SiC at 400◦C across an In flux range of BEP a) 1.0 × 10−7 Torr, b)
2.0× 10−7 Torr, and c) 3.0× 10−7 Torr.
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Figure 4.7: SEM image of coalesced InN layer grown on top of the InN nanorods.
In-polarity, as shown in Figure 4.8. The polarity of the InN nanorods and
layers grown on the the C-face is still under investigation at the University
of Bristol.
Growth of the nanorods is initiated from small nucleation sites on the
surface of the substrate. The rods then continue to grow vertically, with
a small degree of lateral growth. They then coalesce in the final stage of
epitaxy. The bimodal growth can also be seen in the TEM image shown
in figure 4.8b). The shorter nanorods tend to be wider and make up the
under-layer whilst the tall ones appear to have a hollow core. This is a well
studied defect that occurs whilst growing GaN [138, 139]. The hollow core is
indicative of a screw dislocation being present. This means that the growth
occurs in a spiral motion around a central hollow column. This growth mode
is the principal relaxation method within GaN. The screw dislocation can be
caused by a misfit within the lattice on the surface at nucleation. This can
occur when there is a misalignment equivalent to half of the repeating unit
that forces the rod to grow spirally.
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CBED analysis was carried out (figure 4.8b) in order to analyse the po-
larity of the nanorods. The tall and thin nanorods were harvested from a
sample grown on Si-face SiC by rubbing the sample with a mesh that breaks
them off the substrate. These nanorods were then tested and found to grow
In-polar. This is similar to previous work carried out to investigate GaN
nanorods grown on sapphire [137]. In that study the taller rods grew Ga-
polar and the shorter wider rods grew N-polar. It would be reasonable to
think that InN would react in a similar manner.
Now that the polarity of the samples are known, it is worth discussing
the differences between growth on Si- and C-terminated substrates. From
the SEM images, (figures 4.5 and 4.6) growths on C-terminated have less
tall In-polar rods on the surface as the flux is increased. It is not known
why there is a difference in the number of nanorods but is something to be
investigated.
 
Figure 4.8: Data from nanorods grown on Si-polar 6H-SiC a) TEM image of
nanorods, and b)CBED data for InN sample CBED simulations for In-polar InN.
Figure 4.9 shows the low temperature (∼4K) luminescence spectrum ob-
tained from a nanorod sample that had been successfully coalesced (LG177).
A peak is observed at ∼0.7eV. This is a slightly higher energy than the best
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reported PL data for InN nanorods [140, 1]. However, this could perhaps
be attributed to several things, either a higher density of defects within the
coalesced layer compared with a pure nanorod sample, or the Moss-Burstein
effect [141]. This effect causes the apparent bandgap to be higher than the
band gap as the absorption edge is increased in energy because states close
to the conduction band edge are populated.
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Figure 4.9: Low temperature (∼4K) PL spectrum from an InN coalesced layer on
Si-face 6H-SiC.
The Moss-Burnstein effect is seen when the electron carrier concentration
exceeds the conduction band edge density of states, and this corresponds to
degenerate doping in semiconductors. Nominally doped semiconductors sees
the Fermi level existing in between the conduction band and valence band.
CHAPTER 4. GROWTH OF INDIUM NITRIDE NANOCOLUMNS 71
As the doping concentration is increased, electrons then begin to populate
states within the conduction band which increases the Fermi level energy and
can push it in to the conduction band. An electron from the valence band
can now only be excited into the conduction band above the Fermi level as
all states below the Fermi level are occupied and Pauli’s exclusion principle
forbids excitation in to occupied states. This explains the apparent increase
in the bandgap.


Figure 4.10: RHEED images taken during the growth of InN nanorods on p-type
SiC on a) Si-face (LG169), and b) C-face (LG170) with a growth flux of 1.0×10−7
Torr.
Two p-n junction heterostructures were grown on both of the available
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faces of SiC. These were fabricated using p-type SiC substrates. The InN
layer is intrinsically n-type [142] so there is no need to add dopants to create
the heterostructure. RHEED patterns were taken during the growth of these
samples and are shown in Figure 4.10. As with the previous samples, RHEED
does not reveal much information about the surface structure. It would be
reasonable to suggest that these samples have fewer crystalline phases when
compared with the previous RHEED images as this set has more defined
spots. Possibly this equates to better ordered nanorods.
Table 4.4.2 is a list of all of the InN samples that have been grown along
with the conditions used.
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Sample
Temperature
(◦C)
Flux
(×10−7Torr)
SiC Substrate
(face, type)
Growth time
(hours)
Layer type
LG155 300 2.1 unknown 5 rods
LG156 400 2.0 unknown 5 rods
LG157 450 2.0 unknown 5 rods
LG158 350 2.2 unknown 5 rods
LG159 400 2.0 unknown 5 rods
LG160 400 3.0 unknown 5 rods
LG161 400 2.1 unknown 5 rods
LG162 400 2.1 Si-face, n+ 5 rods
LG163 400 3.0 Si-face, n+ 5 rods
LG164 400 1.0 Si-face, n+ 5 rods
LG165 400 2.0 Si-face, n+ 5 rods
LG166 400 1.0 C-face, n+ 5 rods
LG167 400 3.0 C-face, n+ 5 rods
LG168 400 2.0 C-face, n+ 5 rods
LG169 400 1.3 Si-face, p+ 5 rods
LG170 400 1.0 C-face, p+ 5 rods
LG171 400 10.0 C-face, n+ 3 continuous
LG172 400 19.0 C-face, n+ 3 continuous
LG173 400 9.8 C-face, n+ 3 continuous
LG174 400 19.0 Si-face, n+ 5 continuous
LG175 400 1.0 C-face, p+ 3 rods
LG176 550 18.9 Si-face, n+ 5 continuous
LG177 400, 550 18.5, 1.0 Si-face, n+ 3, 2 rods, coalesce
LG178 400, 550 18.5, 1.1 Si-face, p+ 3, 2 rods, coalesce
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Table 4.1: Table of all InN growth carried out.
4.5 Conclusions
The growth of InN nanorods on 6H-SiC substrates has been investigated in
this chapter. Nanorods were successfully grown on both the Si- and C-faces
of the wafers, and the optimum PA-MBE growth conditions for InN nanorods
were found to be a BEP flux of ∼ 2.0× 10−7 Torr and a growth temperature
∼ 400◦C.
Coalescence of the nanorods was achieved by increasing the flux to ∼ 2.0 ×
10−6 Torr during the growth. CBED analysis has confirmed that the tall
nanorods were growing In-polar, similar to the case of GaN nanorods. It
seems likely that the thin under-layer will be growing N-polar as this is a
slower growth mode. Photoluminescence data agrees with the literature and
confirms that InN of a reasonable quality has been produced.
Chapter 5
Growth of GaN, InN, and
InGaN
5.1 Motivation
Indium Gallium Nitride (InGaN) layers with low In content are now exten-
sively used as the active region of light emitting diodes [2] and lasers oper-
ating in the blue/UV region of the spectrum. Other potential uses for this
materials system include photovoltaic cells as the band gap range varies from
0.67 eV to 3.4 eV for indium nitride (InN) [1] and gallium nitride (GaN) [2]
respectively. For this full range to be realised, InGaN with high In content
needs to be grown. This has previously proved difficult in both Metal-Organic
Vapour Phase Epitaxy (MOVPE) and Molecular Beam Epitaxy (MBE). In
MOVPE, high In content InGaN is difficult to grow due to the high vapour
pressure of nitrogen over the alloy at the growth temperatures needed, and
the tendency for phase separation which increases with increasing In con-
tent [38]. In addition to the phase separation problem, there is evidence in
Plasma-Assisted Molecular Beam Epitaxy (PA-MBE) for In segregation to
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occur at the surface when growing under metal rich conditions. This effect
is reduced under N-rich growth conditions. Another challenge whilst trying
to grow this material is the lack of re-evaporation of any excess In from the
surface. This is due to the evaporation temperature of In being higher than
the thermal decomposition temperature of InGaN.
It has been demonstrated for PA-MBE that growth with a metal rich
surface, although not one so metal rich to develop droplets, leads to opti-
mum properties with respect to surface roughness and electrical measure-
ments [143]. However for InGaN, this is unachievable due to the low growth
temperature needed (approximately 550◦C).
When growing any nitride-based material, the graph by Heying et al.
[143] needs to be considered 5.1. There are three clear regimes in the dia-
gram: metal-rich, nitrogen-rich, and an intermediate phase. Growth under
N-rich conditions yields material that has a rough surface and can contain
a high number of defects. Very nitrogen-rich growth yields columnar mate-
rial [144] with less than ideal electrical and optical properties. However, if
highly nitrogen-rich conditions are utilised, nanocolumns are produced which
typically grow defect-free.
Metal-rich conditions produce much smoother layers with fewer defects.
However, this growth regime can lead to metal droplets on the surface. The
intermediate region allows growth to occur with some metal on the surface
and any excess is evaporated by maintaining by utilising a higher growth
temperature. All of the advantages of metal-rich growth are achieved without
metal droplets being left on the surface.
GaN is generally grown at 650◦C and above, Allowing growth in the
advantageous intermediate regime. For high In content InGaN, the lower
growth temperature (550◦C and below) means growth is in the N-rich phase
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Figure 5.1: Graph illustrating the different growth regimes at different temperatures
when growing gallium nitride [143].
of the diagram, which can lead to poor quality material. If possible, growth
at these low temperatures would ideally be carried out using a stoichiometric
III:V ratio. This is extremely challenging to maintain throughout an entire
growth because of variations in the fluxes from the plasma source, the group
III sources, and temperature gradients across the substrate wafer.
There are a selection of growth methods where one or more of the source
fluxes are pulsed described in the literature [135, 145, 146], all of which have
the aim of trying to keep metal on the surface, without it building up and
forming droplets. This creates a pseudo-intermediate growth phase as metal
is allowed to remain on the surface throughout most of the growth.
One possible method is Metal Modulation Epitaxy (MME) [135] as pio-
neered by Doolittle et al. at Georgia Tech. This method periodically closes
the group III shutters to allow any excess metal on the surface to be con-
sumed. The growth is monitored throughout using RHEED to study film
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quality as the epitaxial layer develops. However, in this chapter a novel
alternative method is proposed which is called Anion Modulation Epitaxy
(AME).
5.2 Anion Modulation Epitaxy
Anion Modulation Epitaxy (AME) periodically interrupts the nitrogen flux
to achieve similar aims as MME as discussed above. AME has one main
advantage over MME in that it involves modulating only one beam within
the growth system. It also ensures a metal rich surface for most of the growth
time. RHEED monitoring throughout growth allows real-time feedback from
the surface that can be used to adjust the AME cycle. This helps to ensure
no build-up of excess metal on the surface during the growth. This will be
discussed in detail later in this chapter.
Similar methods have previously been used for low temperature growth
of As based III-Vs, known as Migration Enhanced Epitaxy (MEE) [145] and
Nucleation Enhanced Epitaxy (NEE) [147] or Phase Locked Epitaxy (PLE)
[148].
MEE alternately supplies metal and arsenic to the sample surface and is
used in order to grow high quality material but at a lower substrate temper-
ature than is normally used. MEE also encourages step-edge growth. NEE
is used with the aim of encouraging the nucleation of islands. A controlled
As pulse deposits an As monolayer on the surface, which is then turned into
GaAs by the addition of the Ga beam, Ga droplets are stopped from forming
by another pulse of As atoms to deposit. PLE utilises the oscillations visible
in the RHEED pattern to allow easier growth of abrupt layers like a super-
lattice. Figure 5.2 shows the differences between these three techniques with
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Figure 5.2: Summary of the shutter sequences used in the different types of mod-
ulated growth [149].
regard to the shutter sequences used.
In this chapter, AME is used to investigate the growth of GaN at lower
temperatures than in conventional MBE.
5.3 Experimental Method
The samples used in this chapter were grown by PA-MBE and AME using
the system constructed at the University of Nottingham as well as the Gen III
system. During growth, films were monitored in situ using RHEED. As the
temperature is an important parameter, the commercial BandiT system was
also used [150]. For this reason, initial growths were carried out on GaAs
(111)B substrates where accurate temperature measurements are possible
using the BandiT, in preference to sapphire, SiC or GaN templates. However,
the results presented should in fact be better with other substrates where the
strains between the substrates and grown layers are minimised. The native
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oxide was removed by heating to approximately 620◦C whilst monitoring
the surface using RHEED. The surface was then nitrided at 650◦C and a
GaN film grown under conventional PA-MBE growth conditions at 680◦C to
ensure a reproducible starting surface for each sample. Visual monitoring of
the surface through grazing incidence windows allows the onset of gallium or
indium droplets to be viewed for very low excess coverages. At this shallow
angle, changes in the diffuse scattering of light can be observed for a build
up of as little as two monolayers of excess group II on the growth surface.
This was calculated by knowing the deposition rate of the group III metal,
shutting the nitrogen shutter, and watching for a change on the substrate
surface (cloudy/milky appearance). Re-opening the nitrogen shutter allows
the metal on the surface to be used up and the surface can be seen to change
from cloudy to shiny again. After growth, samples were examined ex situ
using AFM and XRD. PL and optical reflectance data were also taken.
5.4 Results and Discussion
5.4.1 GaN Results by AME
The nitrogen shutter sequence for AME is shown schematically in Figure
5.3, which also shows the change in surface concentration of the group III
element as a function of time. Group III material is allowed to build up on
the surface whilst the nitrogen shutter is closed. Upon opening, the group III
concentration decreases. The conditions were established for stoichiometric
growth for GaN at high temperature and then, using a calibrated ion gauge,
the equivalent beam pressure was calculated for In. The N-flux was adjusted
to decrease the III:V ratio, resulting in a N-rich growth if carried out by
PA-MBE, but a simulated stoichiometric growth using AME. This method is
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therefore used to avoid droplet formation, but maintain a metal rich surface
throughout a large portion of the growth cycle.
During the initial period of deposition, with the nitrogen shutter closed,
only a small flux of active nitrogen reaches the substrate so the group III
metal concentration on the surface increases until approximately 2 mono-
layers (MLs) is deposited. The nitrogen shutter is then opened and growth
continues until all the excess metal is consumed. The nitrogen shutter is
then closed and the cycle is repeated throughout the growth. This strategy
enables growth to take place in a metal rich environment for the majority of
the time. This growth method is known to smooth the surface and improve
film properties. At the same time, this process avoids metal droplets from
forming on the substrate surface by ensuring a short period of N-rich growth
at the end of each cycle. RHEED and visual inspection of the sample surface
through the window during growth also ensures this.
The growth is monitored by RHEED throughout whilst the sample is
rotating (if in the Gen-III) or whilst stationary (in the ‘mini’-system). As
shown in Figure 5.4 a clear sequence of patterns develop, which repeat for
each AME cycle. At the beginning of the RHEED sequence, a streaky pattern
is observed which is indicative of metal rich growth conditions. As the metal
is consumed on the surface, the streaks shorten and change into a spotty
pattern which is evidence that nitrogen rich growth is occurring. When all of
the metal has been consumed, facets are immediately observed on the spots.
This is particularly prevalent in Figure 5.4.
The relative times for metal-rich and N-rich growth can be adjusted
precisely by determining the time in the cycle when these facets first occur.
Any variation in fluxes can be easily compensated by adjusting the RF power
to the plasma source. This is because it has previously been established to a
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Figure 5.3: This shows the shutter sequence for the nitrogen flux together with the
surface concentration of group III flux as a function of time. The growth sequence
is as follows. During the time period when the nitrogen shutter is closed the group
III surface concentration increases linearly with time; upon opening the nitrogen
shutter the surface concentration decreases linearly with time, but growth takes
place under metal-rich conditions until the free metal on the surface is ”consumed”.
Finally, growth takes place for a very brief period under N-rich conditions. Letters
a-p correspond in time to the RHEED images underneath the plot. Each column
represents a different azimuth. A larger image of the RHEED spots is shown in
Figure 5.4.
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first approximation that the concentration of active nitrogen is proportional
to the RF power for a fixed nitrogen flow rate [104]. If facets are no longer
developing at the end of each cycle, a small amount of excess metal is left on
the surface. Turning up the RF power should correct this. Alternatively, if
facets develop early in the cycle, turning down the RF power will lengthen
the time that the growth spends under metal-rich conditions.
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Figure 5.4: This is a series of RHEED images taken during the AME sequence on the Gen III, the images are taken with
rotation and so various columns are for different azimuths. Letters a-p correspond in time to the RHEED image lettering in
figure 5.3.
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Having established that the growth conditions are stable, it is also possible
to increase the mean concentration of metal on the surface. This is done by
increasing for only one cycle the time during which the N plasma source is
closed.
The aim of AME is that it will aid in the growth of InGaN samples.
An ideal growth temperature for InGaN is in the range 500-550◦C. At this
point in the Heying diagram (Figure 5.1)there are only two growth regimes.
Ideally, an entire growth run carried out under stoichiometric conditions
would provide a sample with good film quality, but to do that for an entire
growth is impossible. AME simulates growth within the intermediate regime
which occurs only at higher temperatures. This should produce a film with all
the positive attributes (low rms surface roughness, low defect concentration,
improved electrical properties etc.) that are seen with samples of this kind.
Initial tests were carried out on GaN and then InN layers deposited at
both 500 and 550◦C. Films were grown by both PA-MBE and AME using
identical growth conditions in order to determine any differences between the
methods. For all of the samples in table 4.1, growth rates were determined
from the Ga flux used, which remains constant with time. Therefore, for
the same total time, the layer thicknesses should be equivalent. The times
in brackets (t1,t2) indicate how long the nitrogen shutter is closed (t1) and
the period for which it is open (t2). Three different t2 times were tested; 30
seconds of applied nitrogen was predicted to consume all of the group III on
the surface. Times above and below 30 seconds were picked in order to obtain
a spread of results but also because there are fluctuations within the cell
fluxes and plasma. Growth times for AME samples were adjusted to obtain
the same layer thickness as the nitrogen shutter is closed for approximately
12.5% of the growth time. Hence, a growth duration of 2.25 hours for AME
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compared with 2 hours for PA- MBE. Optical interference measurements
after growth confirm that the films are of equal thickness of approximately
0.5 µm within experimental error from the thickness measurement.
For films grown using the AME technique we observe significantly im-
proved properties compared with growth by PA-MBE at the same growth
temperature. The surface morphology for GaN films grown by AME are
greatly improved compared to the equivalent structures grown by PA-MBE.
The rms roughness is decreased by an order of magnitude from 16nm for the
PA-MBE GaN grown at 550◦C to 1.5 nm for the equivalent AME sample. A
similar improvement is seen for the samples grown at 500◦C.
X-ray diffraction 2theta/omega line scans are shown in Figure 5.5 along
with the photoluminescence data for the same samples in Figure 5.6. All
of these samples are grown at 550◦C and with the same gallium and active
nitrogen fluxes. It can be seen from the X-ray data that the AME samples
have narrower line widths when compared with the PA-MBE control layer.
In addition, the intensity of the peak has decreased by almost a factor of
2 when using PA-MBE as compared with the highest AME sample. The
FWHM measurements reveal that the layers are of similar quality with the
exception of LG26 which is marginally worse. This suggests that the AME
grown samples are of similar quality to PA-MBE samples at 550◦C. However,
photoluminscence was more prominent from the PA-MBE layer with a peak
at approximately 700 counts.
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Figure 5.5: 2theta/omega line scans for GaN at 550◦C
Figure 5.6: Photoluminscence from the 550◦C GaN sample set. LG25 is the MBE
grown sample that has given out a stronger photoluminescence when compared with
the AME samples. The AME samples give off less than 100 counts compared with
700 counts for the MBE sample.
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Sample LG38 LG36 LG35 LG37
C/O times (4,28) (4,30) (4,32) PA-MBE
Temperature (◦C) 500 500 500 500
FWHM (Omega) (deg) 1.1 1.5 1.6 1.8
Sample LG24 LG26 LG27 LG25
C/O times (4,28) (4,30) (4,32) PA-MBE
Temperature (◦C) 550 550 550 550
FWHM (Omega) (deg) 1.1 1.3 1.1 1.1
Table 5.1: Table of XRD data for the samples grown by AME compared to control
samples grown by PA-MBE at both 500◦C (LG35-38) and 550◦C (LG24-27). The
times in brackets (t1, t2) are the times in seconds for which the nitrogen shutter
was closed (t1) and open (t2). The Ga shutter is open continuously. Increasing
t2, increases the time during which the growth is nitrogen rich. The MBE control
sample is grown with the same Ga and N fluxes, within experimental error.
Figure 5.8 shows diffraction data from GaN grown at 500◦C by both
AME and PA-MBE. As with the samples at 550◦C, the MBE grown sample
(LG37) has the lowest intensity. Also, there has been a shift in the peaks
between samples from around 34.5◦ for the same AME samples to 34.6◦ for
the PA-MBE sample. With the 550◦C sample set, the peaks have remained
approximately the same at 34.6◦. The layer grown by PA-MBE has a higher
FWHM at 1.8◦ compared with AME samples, the lowest being 1.1◦ for LG38
grown by AME. As t2 is increased the FWHM of the sample is increasing,
suggesting that the film quality is decreasing. Thus, the best quality material
is grown at t1,t2 = (4,28).
Figure 5.9 illustrates an photoluminescence observed from the samples.
All samples produced by AME have shown PL in this set at 500◦C, the
highest producing 280 counts. PL for sample growth at 550◦C has shown
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the opposite trend. This is an indication that material quality increases as
growth temperature decreases when using AME.
Figure 5.7 shows reciprocal space maps centred around the GaN peak
for two separate samples both grown at 500◦C, one by AME and the other
by PA-MBE. The FWHM is much narrower in the omega direction for the
AME sample when compared with the control using PA-MBE. This implies
that there is a lower mosaic spread normal to the growth direction. For the
films grown at higher temperature the differences are much smaller.
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Figure 5.7: Reciprocal space maps for samples grown at 500◦C by AME and PA-MBE, grown at the same temperature and
with the same Ga and active nitrogen flux. The FWHM (Omega) is much narrower for the AME sample (LG38) compared
to the equivalent control sample grown by MBE (LG37) indicating better structural properties.
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Whilst producing GaN via both growth methods at 500◦C and 550◦C,
opposite trends occur.
At 550◦C, the layers have an improved quality when grown by tradi-
tional PA-MBE, whereas AME shows better quality layers when a substrate
temperature of 500◦C is used. Therefore, it can be concluded that as the sub-
strate temperature decreases, AME produces improved layer quality. AME
is simulating high temperature growth by having 1-2 MLs of gallium on the
surface and the properties observed in the intermediate phase are also be-
ing exhibited here. High temperature growth is always carried out under
slightly metal rich conditions so that the sample lies in the intermediate
regime (Figure 5.1) as any excess will evaporate from the surface. This is
encouraging for the eventual growth of InGaN as properties observed when
growing at higher temperatures are being maintained at lower temperatures
than normally expected.
Figure 5.8: 2theta/omega scans for the GaN sample set at 500◦C
The ability of AME to produce p-type doping of GaN using magnes
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Figure 5.9: Photoluminescence data carried out on GaN grown at 500◦C
at lower temperatures has also been tested. Samples were tested using the
Seebeck effect as discussed in section 3.6. The positive probe was heated
whilst the negative probe remained at room temperature, then pressed on to
the surface of the sample. A negative voltage was produced on the multimeter
indicating that the layer was p-type doped. Doping has been achieved [151]
at temperatures as low as 550◦C. Previous attempts at p-type doping of GaN
have shown that it is only possible at high growth temperatures for thick films
grown under carefully controlled V:III ratios [152]. By comparison, AME has
made p-doping more reliable and reproducible.
5.4.2 InN Results by AME
InN was also grown at 500◦C in a similar study to above to determine if there
are any differences between the quality of the two layers grown by the growth
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methods within this materials system. 2theta/omega scans were carried out
on each sample. As can be seen from Figure 5.10, there is no clear trend
for InN as to which method leads to improved properties. The lowest and
highest intensity peaks are both from AME grown samples.
As a calibrated ion gauge was used, equivalent gallium fluxes are known.
Using an equivalent gallium flux of 7 x 10−8 mbar, this would produce a layer
under stoichiometric growth conditions and 8 x 10−8 mbar should be metal
rich with droplets visible on the surface.
Figure 5.11 is a plot of sample thickness against equivalent gallium flux.
For gallium nitride growth at 680◦C, the thickness of the layer increases
until the III:V ratio moves into the metal-rich regime, with the excess metal
evaporating and the growth rate tending to a constant. Metal is not seen on
the surface as any excess re-evaporates at this temperature. The same shape
graph was expected for the growth of indium nitride, but instead the layer
carried on increasing in thickness. Re-evaporation of metal on the surface is
zero at 500◦C so the metal must be existing within the growth layer, possibly
between grain boundaries.
To test this theory, a high temperature gallium nitride buffer layer was
grown before the indium nitride growth. The properties of such a layer
are well determined and should give a reproducible starting surface for each
sample.
Figure 5.12 shows two samples grown using the same fluxes for indium
and nitrogen. The left hand wafer has a high temperature gallium nitride
buffer layer and the right hand wafer does not. With the buffer layer, there
is suddenly a large amount of metal on the surface that is not visible without
the buffer layer. As re-evaporation of indium from the surface does not occur
at these low growth temperatures, the excess metal in the right hand sample
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must have been absorbed within the layer either between grain boundaries, or
because the sample is columnar. This accounts for the growth rate continuing
to increase into the indium rich regime and why there is no metal present on
the surface.
A further observations that supports the idea that metal is trapped within
the layer was made during the growth of PIN structures (detailed in chapter
6). When a layer of p-GaN was initiated on top of an InN layer, liquid metal
was drawn to the surface that was not previously visible.
Figure 5.10: X-ray data for InN with a growth temperature of 500◦C
5.5 Cyclic temperature changes during AME
As previously mentioned, growths on GaAs were monitored in situ using
the BandiT system for samples grown by both PA-MBE and AME. During
PA-MBE, once the shutters have been opened and the growth initiated, the
recorded temperature stabilises and generally remains constant. However,
when using AME as the growth method, the temperature changes during
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Figure 5.11: Growth rate data for gallium nitride at 680◦C (in black) and indium
nitride at 500◦C (in blue). It is expected that the growth reaches a saturation
point and the sample can not become any thicker as the amount of group V is
remaining the same. In this case, the indium nitride layers seem to keep increasing
in thickness.
each shutter cycle as shown in figure 5.13. When the nitrogen shutter is
closed at the beginning of each cycle the temperature at the surface starts
to increase until it is approximately 15◦C hotter. This can be attributed to
enhanced absorption of radiation from the heater because of the presence
of metal on the surface [153]. If more metal were deposited at the start of
each cycle, then the increase in temperature would be significantly greater.
Once the nitrogen shutter is opened, and excess metal starts to be consumed,
the temperature slowly decreases to its original starting value. The amount
of nitrogen rich growth at the end of each cycle can also be determined by
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Figure 5.12: Images of samples resulting from different growth conditions. The
left hand wafer is with a buffer layer whilst the right hand uses the same indium
and nitrogen fluxes but with no buffer layer present.
examining the BandiT temperature profile as a function of time. As can be
seen in Figure 5.13, for longer periods of Nitrogen rich growth, at the end of
each cycle, the gradient of the line tends towards towards zero.
There is also a delicate balance to be maintained throughout; the correct
amount of metal has to be deposited so that it can be consumed within the
cycle, whilst being sufficient to maintain metal rich growth for the majority
of the cycle. If the metal is not being used up within each cycle, then
there will be an overall increase in temperature. Thus, the base temperature
(measured at the minimum) of the substrate during each cycle will slowly
creep up. Similarly, if the amount of nitrogen-rich growth at the end of
each cycle increases, the overall base temperature will slowly decrease. It is
possible to strike a balance between the two growth regimes by optimising
the nitrogen plasma power and the power being supplied to the substrate by
the heater. This results in the same maximum and minimum temperatures
as demonstrated in the latter part of the graph of Figure 5.14.
Figure 5.15 shows a BandiT spectrum taken throughout an entire growth.
This demonstrates how dramatically the temperature can fall if there is a
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Figure 5.13: This shows the cyclic temperature changes in more detail for each
sequence, whilst growing using the AME technique. The increase in temperature is
rather fast whereas the decrease is slower.
Figure 5.14: This is a close up from figure 5.15 that shows how reproducible the
cyclic temperature changes become once the conditions have been optimised.
CHAPTER 5. GROWTH OF GAN, INN, AND INGAN 98
large amount of nitrogen-rich growth at the end of each cycle. It also shows
how stable the growth temperature can become once small adjustments have
been made.
Figure 5.15: This graph shows the change in temperature throughout an entire
growth. It can be seen that the growth can be stabilised so that only the cyclic
temperature change occurs with no temperature trend for the extrema.
It is reasonable to suggest that other pulsed methods show a larger change
in the temperature during each cycle. This is due to the change in heat load at
the substrate while shuttering a metal flux. A metal cell is likely to produce
much greater changes at the substrate surface than from interrupting the
nitrogen from the plasma source. Thus similar effects or even larger are to
be expected during growth by MME [146].
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5.6 Conclusions
A new method for the growth of group III-Nitrides has been developed from
Plasma-Assisted Molecular Beam Epitaxy (PA-MBE) known as Anion Mod-
ulation Epitaxy (AME). This technique gives rise to improved growth com-
pared to equivalent samples grown by conventional PA-MBE methods. Dur-
ing AME, the nitrogen flux is interrupted periodically to build up a group
III surface concentration of approximately two monolayers, which is then
reduced to zero at the end of each growth cycle. This leads to enhanced
mobility and significantly improved morphology compared to growth using
conventional PA-MBE. It also enables doping at lower temperatures com-
pared to PA-MBE. Direct comparison of GaN samples grown at equivalent
temperatures by PA-MBE and AME show improved structural, electrical and
optical properties for the samples grown using AME.
AME has allowed investigation in to the origin of temperature changes at
the substrate surface when using any pulsed growth technique. The substrate
temperature was found to vary by up to 15◦C each time the flow was inter-
rupted, producing a cyclic effect. It seems reasonable to infer that this would
be the minimum temperature change experienced by other pulsed methods,
such as metal modulated epitaxy (MME), where one or more metal fluxes
is modulated periodically to achieve the same overall objective. In addition,
slower long-term trends are observed depending on the average nitrogen to
metal ratio. Increased metal-rich growth leads to an increase in overall tem-
perature, whereas increased nitrogen-rich growth leads to the opposite effect.
Chapter 6
Application of AME for Solar
Cells
6.1 Motivation
Efficiently harnessing the sun’s energy has been a tantalising prospect for
years as it is a ‘free’ resource waiting to be used. It is thought that the
next generation of photovoltaics will be based on InGaN devices specifically
because the band gap covers the entire visible light range from 0.64eV for
InN [1] to 3.4eV for GaN [2]. Being able to utilise the whole spectral range in
a single materials system would mean significant cost savings in production.
Conventional single-bandgap solar cells have been investigated for many
years and the best of them are now achieving their maximum theoretical
efficiencies. This efficiency is predicted by the Shockley-Queisser limit [154].
This limit refers to the maximum theoretical efficiency of a solar cell under
concentrated sunlight, as a function of semiconductor bandgap and is ∼30%.
If the bandgap is too high, most daylight photons cannot be absorbed; if too
low, most photons have much more energy than necessary to excite electrons
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across the bandgap, and the rest is wasted. These semiconductor solar cells
have been constructed using a p-n junction, and is ∼30%.
The Shockley-Queisser limit has been exceeded experimentally by com-
bining materials with different bandgaps to make tandem solar cells. Single-
gap cells waste a considerable amount of incident energy due to a large
amount of photons not being absorbed as they don’t possess either enough
energy to cross the bandgap or too much energy that is then converted into
wasted heat.
There are three approaches that could be used to harness the energy that
is otherwise lost [155]:
1. Increase the number of energy levels available by using tandem (mul-
tijunction) cells.
2. Multiple carrier pair generation per high energy photon, or single car-
rier pair generation with mutiple low energy photons. In other words,
relying on high energy photons to form multiple carriers close to the
bandgap energy.
3. Capturing carriers before thermalisation as in hot carrier cells.
Of all of these solar cells, only the tandem cell has produced efficien-
cies that exceed the predicted Shockley-Queisser limit. More information is
available in reference [155].
Unfortunately, there is a considerable mismatch in lattice parameter be-
tween InN and GaN. This would make conventional multijunction solar cells
difficult to produce without introducing high defect densities which in turn
reduces the efficiency.
An alternative approach would be to use the Intermediate Band Solar Cell
(IBSC) approach pioneered by Luque and Mart´ı [117] in 1997 where one or
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more energy levels are added in the bandgap creating an intermediate band.
The addition of these extra levels means that lower energy photons with
energies less than the band gap can be absorbed in addition to photons with
enough energy to make it cross the bandgap (hν > Eg). Two photons with
energies less than the bandgap can be absorbed to promote an electron and
create an electron-hole pair. The intermediate band concept is illustrated in
Figure 6.1 for different absorption pathways. Photon (3) has enough energy
to to excite an electron from the valence band to the conduction band whereas
(1) and (2) are photons with enough energy to excite an electron in to the
intermediate band and then in to the conduction band. By using these
photons the efficiency of the cell is increased. This can theoretically give
up to approximately 67% efficiency [155, 156] because of the thermodynamic
limit.
To produce intermediate band solar cells, indium gallium nitride PIN
structures were grown with up to 30% In and 1% manganese as a dopant.
Up to 30% In was chosen as all previous documented working solar cells have
had less than 40% In. They have also all been deposited on high temperature
GaN buffer layers to eliminate concerns about metal existing in the grain
boundaries. The following samples were all grown using AME on n-GaAs.
GaAs was chosen as the k-space BandiT system can be used to monitor the
substrate temperature accurately.
This InGaN solar cell work was carried out as part of the IBPOWER EU
program as a collaboration with Instituto di Energ´ıa Solar, Universidad
Polite´cnica de Madrid.
CHAPTER 6. APPLICATION OF AME FOR SOLAR CELLS 103
Figure 6.1: This diagram shows electron transitions in the intermediate band [117].
(1) illustrates a lower energy photon exciting an electron into the intermediate
band, (2) demonstrates a lower energy photon exciting an electron from the inter-
mediate band up to the conduction band, and (3) shows an photon with enough
energy to excite an electron from the valence band all the way to the conduction
band in a simple step.
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6.2 Results
6.2.1 Growth on GaAs
Table 5.1 contains the samples that were processed to create solar cells and
their photovoltaic response was measured by a simple 4-point probe method.
A standard desk lamp was used to illuminate the samples in order to see if
any responded to light. X-ray diffraction and reflectivity measurements were
also taken.
Sample Number Sample Composition
Response to light
(mV)
IB91 GaN PIN cell 0%In 0%Mn 22
IB92 GaN PIN cell 0%In 1%Mn 100
IB96 InGaN PIN cell 10%In 0%Mn 6
IB97 InGaN PIN cell 10%In 1%Mn 35
IB102 InGaN PIN cell 20%In 0%Mn 8
IB105 InGaN PIN cell 20%In 1%Mn 200
Table 6.1: Table of processed samples to create solar cells all on n-GaAs substrates.
IB91 and IB92 are both GaN PIN structures, 1% manganese has been
added to IB92. Figure 6.3 shows 2θ/ω scans of the gallium nitride 002 peak.
The FWHM of the samples are 0.241◦ and 0.237◦ respectively. This is an
indication that the presence of manganese is not affecting the quality of the
layer, or adding any strain. Optical reflectance measurements are included
in the figure. The band edge can be seen at an energy corresponding to a
wavelength of approximately 375nm which is the value expected for gallium
nitride. The similarity of both X-ray and optical reflectivity spectra suggests
that the structure of both the samples is almost identical, indicating that 1%
manganese does not affect the material.
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Figure 6.2: This diagram shows the the different types of samples grown using
AME for solar cell testing. (A) is the reference PIN structure grown using GaN,
(B) includes manganese in the intermediate region. (C) is the reference sample
for InGaN PIN structures, (D) includes manganese in the intermediate region.
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Figure 6.3: This image shows an x-ray diffraction line scan through the GaN peak
for IB91 and IB92. It also includes the optical reflectance measurements for each
sample.
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X-ray diffraction spectra for IB96 and IB97 show a shoulder on the GaN
peak which is visible in Figure 6.4. A non gaussian peak, eventually separat-
ing out into two separate peaks is expected in InGaN where phase separation
occurs at high In mole fraction. Again, the FWHM measurements are similar
for each sample (0.289◦ and 0.274◦ respectively) demonstrating that the man-
ganese does not cause any significant dislocations produced by strain energy
within the layer. However manganese does modify slightly the shape of the
shoulder, which is better resolved without the manganese. The reflectance
spectrum shows that the band edge has shifted towards longer wavelength
(lower energies) slightly due to the added indium compared with the samples
shown in Figure 6.3. Also, the reflectance spectra are in phase with each
other but at energies below 500nm is reached, they start to become out of
phase.
For the 20% In samples (IB102 and IB105), it can be seen in Figure 6.5
that the diffraction peaks have resolved and there is no longer a shoulder on
the side of the gallium nitride peak. The FWHM values are almost unchanged
(0.253◦ for IB102 and 0.252◦ for IB105) but there is some reduction in layer
quality by adding manganese as the position of the peak has shifted. During
the growth of these samples, the RHEED diffraction pattern started changing
into one that was thought to indicate phase separation. The X-ray diffraction
data however does not confirm this and so now is believed that stacking faults
are to blame for the changes observed in the RHEED pattern. A reciprocal
space map should be taken to confirm this. The reflectance spectra for these
samples have remained in phase but with a reduced amplitude. This indicates
that the layers have similar refractive indicies to each other, but the reduction
in amplitude could be due to non-parallel layers, or roughness of the layers
on a scale comparable to λ.
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Figure 6.4: This image shows an x-ray diffraction line scan through the GaN peak
for IB96 and IB97. Optical reflectance measurements are also present.
CHAPTER 6. APPLICATION OF AME FOR SOLAR CELLS 109
	
	
	
 	


Figure 6.5: This image shows x-ray diffraction line scans through the gallium ni-
tride peak for IB91 and IB92.
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The External Quantum Efficiency (EQE) was measured for samples IB102
and IB105. These samples were patterned and fabricated into solar cells in
order to perform quantum efficiency measurements which were carried out
at Instituto di Energ´ıa Solar, Universidad Polite´cnica de Madrid. Quantum
Efficiency (QE) is a measure of the current the cell will produce when irradi-
ated by photons. EQE is the ratio of the number of charge carriers collected
by the solar cell to the number of incident photons of a given energy. Once
a photon has been absorbed and has generated an electron-hole pair, these
charges must be separated and collected at the junction. Charge recombina-
tion causes a drop in QE to a lower EQE value and a ‘good’ material will
avoid it. Incorporation of 1% manganese was hoped to increase the EQE.
Figure 6.6 shows the EQE data for an InGaN reference sample (IB102) and
the same growth parameters, but with 1% manganese added. The gallium
arsenide band edge is 1.5eV and a solar cell should show activity below this.
There is some absorption leading to a current below the band edge but no
significant difference between the two samples.
6.2.2 Growth on Sapphire
The invaluable lessons learnt about the growth procedure on n-GaAs (111)
were transferred to grow sample layers on sapphire. The lattice mismatch
between the substrate and the layer is reduced from 20% to around 17% by
changing from GaAs to sapphire. Mismatch is greater than 20% between
gallium nitride and gallium arsenide. This reduces the strain within the
layers which can limit the response to light.
The solubility of manganese within gallium nitride is very temperature
sensitive with only a narrow temperature window existing in which doping
can occur. Using gallium arsenide has meant the BandiT can be used for
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Figure 6.6: This image shows the external quantum efficiency for IB102 and
IB105.
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accurate temperature monitoring. There is also the large difference in in-
teratomic spacing between indium nitride and gallium nitride which results
in the miscibility gap as shown in Figure 6.7 (A). Indium gallium nitride
decomposes into high and low In% fractions. The layer can undergo two
different types of decomposition, binodal [157, 158] and spinodal [159, 160]
depending on the indium percentage. Binodal decomposition means that the
layer breaks down into two distinct phases which requires nucleation. Mi-
croscope images of a surface that has undergone binodal composition will
show islands of each phase on the surface. Spinodal decomposition is the
rapid ‘un-mixing’ of a layer. There is no thermodynamic barrier to a phase
change inside the spinodal region, the decomposition is solely determined by
diffusion.
At high growth temperatures, InGaN containing 50% In can be grown.
However, as the layer is cooled, the thermodynamic equilibrium changes and
the alloy breaks down into two compositional phases that are more energet-
ically favourable and lie outside of the spinodal curve, but still inside the
binodal. The material will then be metastable with respect to compositional
fluctuations.
There is also the relatively high vapour pressure of indium and nitrogen
in equilibrium with indium nitride compared to the vapour pressure above
gallium nitride. This can lead to low indium incorporation in the alloy.
Figure 6.7 (B) is a three dimensional representation of the InGaMnN
phase space and is an emperical diagram based on the observations made over
the whole of the IBPOWER project that funded this work. At low indium
percentages, up to 5% manganese is easily incorporated in to the layer. As
the indium percentage is increased, the maximum manganese incorporation
decreases over the whole temperature range.
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Figure 6.7: (A)Thermodynamic model showing the tendency for InGaN to decompose in to high and low In% fractions. The
horizontal dashed line shows the stable compositions at a given temperature [38]. Binodal decomposition is represented by the
solid curve and spinodal by the dashed curve. (B) A three dimensional representation of the InGaN plus Mn phase space.
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The sapphire substrates used were undoped, which requires an extra layer
of n-GaN to be grown in order to create PIN structures.
After testing the resistivities of the samples grown on gallium arsenide, it
was found that most of them were not conducting. This could be a sign that
the material is growing in a columnar manner and a possible explanation for
the previous indium nitride samples not producing metal on the surface (see
sections 5.5.
Growth on sapphire had not been attempted previously as the bandiT
system can not be used to monitor the temperature of the surface throughout
growth. Initial growths of Gallium nitride on undoped sapphire were carried
out to see if the same high quality n-GaN could be produced as with GaAs.
Figure 6.8 shows SEM images of some InGaN on GaAs (A) as well as
n-GaN on sapphire (B and C). The InGaN morphology appears to show that
numerous islands were nucleated and have grown laterally but not necessarily
coalesced together. The gaps between the uncoalesced islands are where
the excess metal is being stored within the layer. The n-GaN layers are
generally well formed but dotted all over the surface are these ‘brain-like’
structures that could be attributed to spinodal decomposition [159, 160].
One hypothesis for these are that they were originally metal droplets on the
surface and gallium nitride has formed on top.
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Figure 6.8: SEM images of (A) InGaN 10% In, 1 % Mn at x23,000, (B) n-GaN
on sapphire at x23,000 and x75,000 magnification.
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6.3 Conclusions
AME has been used to improve the growth of PIN structures for intermediate
band solar cells. This new growth technique has allowed the entire growth
to be carefully monitored and altered throughout with relative ease. It has
also allowed the narrow growth window for p-doped gallium nitride to be
broadened and become more reproducible.
AME also lead to the discovery of excess metal filling up the grain bound-
aries. The typical growth rate graph with the thckness of the layer levelling
off to stay the same even though more metal was being used each time was
not produced because of the grain boudaries being filled up with liquid metal.
The excess metal was only ‘found’ after the intermediate layer in the PIN
structures were grown. All of the metal appeared at the surface once the
p-GaN growth was initiated. AME allowed this sudden appearance of metal
to be easily controlled by sguttering off the group III fluxes for longer periods
in order for it to be used up without ruining the sample.
Chapter 7
Summary of Results and
Future Work
The main focus of this thesis was to investigate growth methods and prop-
erties principally of GaN and InN with the eventual aim of combining the
methods to grow InGaN. A dominant part of this work has centred on a new
growth technique known as Anion Modulation Epitaxy (AME). This tech-
nique has shown improved quality of growth compared with Plasma Assisted
MBE. AME is a method that periodically interrupts the nitrogen flux inci-
dent upon the sample surface to allow a build up in concentration of group
III material (normally around 2 monolayers). At the end of each growth
cycle the amount of excess group III has returned to zero and the cycle of
interrupting the nitrogen repeats. This technique can be easily monitored
during growth using RHEED as well as utilising visible light reflected from
the surface at low angles of incidence on the system to visually monitor build
up of metal on the surface.
When comparing the sets of samples grown by PA-AME and AME, AME
samples show improved structural, electrical and optical properties. AME
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samples were also shown to improve doping efficiencies at lower temperatures.
Temperature changes at the surface were also investigated whilst using the
AME growth technique. With any pulsed method, temperature variations
within a growth cycle should be expected. The substrate temperature was
found to vary in a cyclic manner by up to 15◦C each time the nitrogen flow
was interrupted. As well as this, the overall temperature drift up or down
throughout the entire growth gives an indication as to whether there is some
metal left on the surface or not as each cycle ends. Small amounts of metal
left on the surface lead to an overall increase of the temperature throughout
growth whereas a drift downwards can be attributed to nitrogen rich periods
of growth at the end of each cycle. It can be assumed that this would be
the minimum temperature change experienced by other modulated beam
methods such as Metal Modulation Epitaxy (MME) as one or metal sources
are periodically shut to create the same overall effect.
In Chapter 6, AME was also used in the growth of intermediate band
solar cells. This technique provided more control over the entire growth and
improved the success rate of p-doping of GaN. Using conventional MBE, the
growth window for p-GaN is narrow and provides varied results.
In Chapter 4, InN nanorod growth was investigated on 6H-SiC substrates.
Nanorods were grown on both Si- and C-face substrates successfully. Opti-
mum growth conditions were found to be a BEP flux of ∼ 2.0 × 10−7 Torr
and a growth temperature of 400◦ measured on the substrate thermocouple.
Nanorod coalescence was also investigated and readily achieved by increasing
the nitrogen flux to ∼ 2.0 × 10−6 Torr. CBED analysis was carried out on
the rods and the tall columns were found to grow In-polar. This suggests
that the shorter rods in the underlayer will be growing N-polar and form in
a slower growth mode. Photoluminscence was carried out on the samples
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and the spectra obtained are in good agreement with those obtained from
samples grown by other techniques. This is an indication that reasonable
quality InN has been grown. Both faces of the SiC have been used to grow
p-n junctions and have shown a reaction to light during preliminary tests.
This is encouraging for the final aim of creating a solar energy conversion
device.
Future work should include further investigation of p-doping capabilities
of GaN using AME. Consistent p-doping is still an ongoing problem in the
growth of GaN and if it can be done within a larger temperature window
then this would increase the chance of consistency through sample sets.
It would also be interesting to carry out transport measurements on
the heterostructures mentioned in chapter 4. Transport data has not been
taken during this thesis but it would be advantageous to carry this out for
comparisons with literature.
With regards to the nanorods, grading the growth throughout to produce
InGaN rods is a plausible next step. Tuning the rods by grading the growth
ensures that all of the suns energy can be made use of by the device to pro-
duce electricity. More TEM and CBED analysis should be carried out on the
samples to confirm the polarity of the under-layer in the InN nanocolumn
samples as it is only assumed to be growing N-polar. Photoluminsecence
data is also important for characterisation of the samples, however the ap-
propriate detector for InN was not available. This would potentially reveal
more about the alignment of the nanocolumns and the structural properties
of the columns.
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