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Chapter 1
Introduction and motivation of the Thesis
1.1 General scope of the Thesis
Condensed matter physics could be distinguished as one of the most prolific fields of contemporary
physics research. It is devoted to studying the physical properties of condensed phases of matter,
both at the microscopic and the macroscopic levels. Physicists pursue to understand the diverse
and unexpected phenomena that arise when matter is formed from its fundamental constituents.
Discoveries of novel phases of matter and many technological inventions present in our everyday life
have been developed as a result of the research in this branch of physics. Due to the diversity of
topics with which is related, this active field is deeply connected to other scientific disciplines such
as biology, chemistry, material science, nanotechnology and mathematics. A detailed revision of the
scope of condensed matter physics and the fertile and multitudinous phenomena found under this
name is given in the general and very complete book Introduction to Condensed Matter Physics by
F. Duan and J. Guojun [1]. For a short inspect, in the webpage of the Institute of Physics (United
Kingdom) a booklet that addresses the main challenges of this area of research and examples of
some recent scientific advances can be found [2].
Traditionally, this field is divided in soft and hard condensed matter physics, differentiating be-
tween them as a function of the energy and length scale where the interactions between constituents
happen. Hard condensed matter, usually known as solid state physics, deals with materials with
structural rigidity such as crystalline solids. Their physical properties are fundamentally governed by
atomic forces and quantum mechanics. However, soft condensed matter is centred on the study of
liquids, membranes, polymers and biological materials. The energy scale at which their physical be-
haviours occur is comparable to room temperature multiplied by the Boltzmann constant. Therefore,
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quantum effects generally do not play any role, and their properties are mainly described by classical
mechanics [1]. However, the boundary separating the two branches is becoming diffuse, and they
are framed in the new paradigm of condensed matter physics, which emphasises many-body effects
and broken symmetry [1]. This Thesis is embodied itself in the study of structures that operate in
the quantum regime. The main purpose of this work is to explore different problems that have been
faced in the past and in the present in the framework of theoretical hard condensed matter.
The building blocks of this research are settled on the foundations of quantum mechanics, which
in the early 20th century revolutionised the way we understand matter. Quantum physics was the seed
from which many other theories and models emerged and provided insights on the interaction between
particles and the effects of external potentials on microscopic systems [3]. On the other hand, during
the second half of the 20th century another important step in understanding the physical properties
of matter was gained by the advances in nanotechnology [4]. In artificial nanostructures electrons
are confined in one, two or three dimensions. When the size of the confinement is large enough to
modify the optical, transport and magnetic properties of the system compared to the ones observed
in the bulk material, the nanosize structure is subjected to quantum effects. This opens the door to
explore scales where the interaction among matter constituents becomes significant. Therefore, the
better the understanding of the physical laws present at that scale, the better the tailoring of the
physical properties and the subsequent designing of electronic devices. Theoretical studies, although
having a smaller impact on commercial applications, constitute a fundamental step for understanding
observed phenomena and predicting new ones.
Inspired by the recent developments and experiments in the nanoscale regime, in this Thesis
previous theoretical models are revised and new models are proposed to calculate, explain and augur
physical properties in diverse quantum systems. The low-dimensional systems under study include
two-dimensional (2D) systems such as graphene and quantum rings (QRs), one-dimensional (1D)
structures like quantum wires (QWs) and zero-dimensional (0D) geometries such as artificial atoms
or quantum dots (QDs). Specifically, this work is divided in three distinct areas of research related to
fundamental mechanisms that govern the behaviour of particles in the quantum regime. We study
different approaches for modelling the interaction with other particles, the effects of external fields on
detectable properties of the system and finally, the way that imperfections could modify the particles’
wave function behaviour. Each of these themes is introduced below. The reader will see that the
connection of the chapters with the main topics of this Thesis does not follow a chronological scheme
because they appear simultaneously along all the work. However, the chapters are self-contained and
a full description of their theoretical framework is given at their beginning in order to make them
more understandable.
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1.2 Modelling of interaction between particles
One of the pillars of condensed matter physics is the energy band theory. And hence, it is one
of the most fundamental lessons in the solid state physics undergraduate courses [1]. But it is
one of the conceptually more complex models. This is not only due its crude approximations or
complicated mathematical calculations, but also to all the physical properties that could be explained
from it. Most of the electronic, optical and thermal properties of solids could be understood by this
theory. Beyond the nearly-free electron or the tight-binding models, more complex methods, such
as the pseudopotential method, the k · p method or the local density approximation have been
demonstrated effective and efficient for realistic band calculations. The main challenge behind the
different approaches is how to model the real crystalline potential and the interaction among electrons
in order to find the most reliable band structure of the solid. Nevertheless, it should not be forgotten
that there are other physical phenomena that cannot be explained by band theory. It is the case
of electronic systems with correlated electrons. In this area, models such as the Hubbard model [5]
and the Anderson impurity model [6] have been proved as convenient theories for understanding the
physics of Mott insulators [7] and the Kondo effect [8], respectively. In this Thesis we are not going
to take into account many-body effects.
In the context of band theory, the Non Local Separable Potential (NLSP) was one of the proposals
for band structure calculations in valence crystals [9]. It was successfully used to determine the energy
bands of perfect crystals [9] and crystals with impurities [10]. In Chapter 2 we extend the use of
this method to the world of low-dimensional systems, but with the aim of obtaining information
about electronic and scattering states. The main advantage of the NLSP is that it allows replacing
a local potential by a separable non local potential. Then, the mathematical complexity and time
of computing are reduced. In summary, we take the opportunity to apply the NLSP theory, which
works for energy band calculations, to systems with reduced dimensionality where external fields are
present.
As a first working example, we use the NLSP for modelling the Coulomb interaction between an
electron and a hole forming an exciton in a QW based on a semiconductor material. The excitonic
problem in a three-dimensional (3D) crystal is solved in most solid state textbooks and leads to
discrete levels below the energy gap quantized in terms of an effective Rydberg energy. However,
when the system is confined to lower dimensions, the exciton states are usually obtained by means of
variational or perturbative methods [11–14]. Two competitive effects should be taken into account
simultaneously, the confinement and the Coulomb interaction. Some studies have shown that the
formation of excitons could improve the figures of merit of lasers based in QWs [15, 16]. The reduction
of the length over which charge carriers are allowed to move leads to an enhancement of the excitonic
effects. We have studied what happens as well in a 2D system. In Chapter 4 the binding energy
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of excitons in QRs is calculated. Moreover, we include the effect of a magnetic field and analyse
the combined effect of the Coulomb attraction and the magnetic potential. In this case, we do not
explicitly use the NLSP but a short-range potential. The theoretical framework behind this problem
is explained with more detail in the next section.
In the field of low-dimensional systems, other area with a growing interest is the confinement
of ultracold atomic gases. Different techniques have been developed for trapping cold atoms in
optical lattices [17]. Scattering processes govern the interaction in atomic gases [18], and a detailed
description of the interaction potential becomes necessary as the confinement length is decreased.
It is usually approximated by a zero-range potential [19]. But the validity of this approach is under
debate when the confinement is enhanced and the characteristic length of the interaction becomes
comparable to the trap size. Due to the simple analytical treatment of the two-body interaction
that the NLSP provides, in the second part of Chapter 2 we use this method for describing two-body
collisions under strong confinement conditions. We obtain the main parameters of the scattering
properties and the energy levels of the system as the scattering length is varied.
1.3 Effects of external fields
The knowledge and tailoring of the quantum states and transport properties in low-dimensional
systems is crucial to envision new optoelectronic devices [20]. One of the most effective ways to
obtain an effective and precise control of the charge transport is the application of an external
electromagnetic field, which could be time-varying. The scientific advances accomplished for building,
measuring and theoretical modelling quantum systems where new effects could be observed had
a huge boost over the past decades due to the simultaneous improvements in the experimental
techniques and in the computing resources. The presence of an external field can lead to a wide
range of phenomena. Without attempting to do a complete review of all the effects that have
been observed in the context of condensed matter physics in recent years, below are some examples
that allow the reader to get an idea of the amplitude and complexity of this study. A demonstrated
effect of an electrostatic gate is to drive a current through a semiconductor, which is the fundamental
ingredient for the operation of a transistor [21]. However, in quantum systems other surprising effects
have been observed when a constant force is applied, such as Bloch oscillations in superlattices [22]
and in ultracold atoms in optical lattices [23]. On the other hand, a static magnetic field splits the
electronic states in Landau levels, which is reflected in the longitudinal conductivity as oscillations,
known as the Shubnikov-de Haas effect [1]. Finally, we should mention the integer quantum Hall
effect, which is the clearest and most studied consequence of a strong magnetic field applied on a 2D
electron gas at low temperatures. It is a prominent signature of the quantum mechanical behaviour
of carriers, and is now used as a fundamental standard for determining e2/~ [24].
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Several theoretical approaches have been suggested for including and analysing the effects of
external fields on the physical properties of low-dimensional systems. In this Thesis we focus our
attention on three different phenomena related to the application of an external potential on quantum
systems. In the first place, it is widely known that the interaction between light and matter modifies
the physical properties of solids. For example it leads to energy shifts of the electronic states. This
is the case of the optical Stark effect when a semiconductor is irradiated with a very intense laser
pulse [25]. This inspired us to develop a detailed description of the laser interaction in low-dimensional
systems and, in particular, the way it affects the energy states when impurities or excited states are
also present. For a proper description of the interaction, a many-body treatment is needed, but
different simplified models have been suggested to account for the laser effect. In general, they are
based on the renormalization of the energy gap and effective masses [26, 27] or on a dressing of the
interaction potentials [28, 29]. In Chapter 3 the latter model is used for obtaining the binding energy
of impurity states in a QD and the optical absorption for excitonic states in a QW.
Secondly, external fields could be used to tune interference effects, which are one of the main
ingredients for engineering actual electronic devices. The quantum interference effect par excellence
when a magnetic field is present in a mesoscopic loop geometry is the Aharonov-Bohm (AB) ef-
fect [30]. It provides a beautiful evidence of the importance of the magnetic vector potential in the
physical properties of the electronic system. The most striking consequence is that electrons could
be affected by a vector potential even though they never feel the magnetic field itself. The wave
function phase factor in each arm of the circular structure is modulated by the vector potential, and
the interference pattern result depends on the magnetic flux enclosed by the ring. Therefore, at the
quantum level, the vector potential is not a simple mathematical construct but also a real entity. In
the low-dimensional world the best candidate for observing the AB effect is a QR. However, in this
system, due to the confinement to which the electronic carriers are constrained, excitonic effects are
promoted. This means that the competitive effects of the electron-hole interaction and the magnetic
field should be studied with more detail. This gave birth to the excitonic AB (XAB) effect [31, 32]
that is modelled and analysed for a 2D QR in Chapter 4.
Finally, another well suited mechanism for controlling quantum transport in low-dimensional sys-
tems is the application of time-dependent fields. They may lead to new ways of electronic transport
that, in combination with the reduced dimensionality, gives rise to unexpected phenomena. That is
the case, for example, of the dynamical localisation and absolute negative conductance observed in
semiconductor superlattices [33], super Bloch oscillations detected in Bose-Einstein condensates [34]
and the possible quantum pumping in graphene-based devices [35]. The methods employed for study-
ing these diverse systems include a wide variety of theoretical tools, such as the nonequilibrium Green’s
function technique, the Floquet formalism or the scattering approach (in [36] a complete description
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of these methods is presented). The transmission coefficient, and correspondingly the conductance
at low temperature, is one of the most used magnitudes that allow researchers to analyse the effects
of time-dependent potentials in quantum systems. Moreover, the transmission profile provides a clue
for detecting bound or resonant states of the system. Considering this, in Chapter 5 we explore the
existence of bound states in the continuum (BIC) in a QR when an AC side-gate voltage is applied.
BIC refers to a state that is embedded in the continuum part of the spectrum but is normalisable [37].
On the other hand, due to the recent interest in tailoring the properties of graphene, some studies
have focused their attention on how time-dependent potential barriers modify the Klein tunnelling
(KT) present in this material. KT is a property of the relativistic Dirac equation [38], with which the
graphene states at low energy could be described [39]. This effect explains why relativistic particles
impinging normally into a step barrier are always transmitted [40]. Aiming to give some light on this
subject, we also provide, in the second part of Chapter 5, a detailed description of the transmission
coefficients for masless Dirac particles in 1D scattered by a time-dependent potential barrier.
1.4 Presence of imperfections
Low-dimensional systems are built and characterised nowadays by a wide range of technological
methods, which are contained under the general name of nanotechnology due to the dimensions
where it operates. Some of the fabrication techniques employed are chemical vapour deposition,
molecular beam epitaxy and nanolitography [4]. Although the methods are now well known and
technical improvements are continuous, none of them can ensure that the structures will be clean
and perfectly crystalline after the full procedure of manufacturing. Geometrical imperfections and
embedded impurities can appear in the system, and their effect in the physical properties needs to
be studied. In particular, optical and transport properties of low-dimensional structures could be
modified by the presence of localised electronic states formed from the interaction of electrons with
defects.
Imperfections could be divided into two main groups [1]. On the one hand, dilute impurities,
which are addressed as an isolated impurity in the solid. In this case, the main task for evaluating
the impurity influence on the electronic states is to find a proper interaction potential for modelling
its effects. In this framework, the band theory is slightly modified and almost all states are extended,
but some localised modes could emerge. On the other hand, when defects are randomly distributed in
the whole crystal states may become localised. Under these circumstances, the structures are referred
to as disordered systems. Scattering processes are responsible for the localisation, which is classified
in weak and strong localisation depending on the relative values of the wavelength of the electronic
eigenstate and the elastic mean free path, characteristic of the disorder. In a 3D system, in the weak
regime there are still a great number of extended states. However, in strongly disordered systems
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electron waves are localised if the randomness of the disorder potential is strong enough. The seminal
theory for studying the diffusion of electrons in random potentials is the Anderson model [41]. In this
Thesis we have studied the effects of diluted impurities and disorder in low-dimensional systems.
Firstly, in Chapter 3 we deal with a single impurity in a QD. It may be caused by a substitutional
donor in the crystal lattice. Several methods have been developed for studying the scattering effects
that this impurity could produce on the Bloch states. The simplest way is to approach the problem
from the viewpoint of a static impurity embedded in a metal described as a free electron gas. This
leads to oscillations of the electron density in the neighbourhood of a localised charged impurity. They
are known as Friedel oscillations and are related to the quantum behaviour of particles and screening
effects of the sea of electrons [1]. However, assuming that the impurity is in a semiconductor, the
problem could be addressed from the effective-mass approximation. In that case the extra electron
introduced by the impurity feels a Coulomb potential screened by the dielectric constant of the
host material. It is commonly called hydrogenic impurity. Besides this Coulomb attraction is much
weaker than the Coulomb potential in the hydrogen atom. The presence of these defects has been
widely studied in the past years, both theoretically and experimentally [42–50]. They produce discrete
bound states that, in the case of nanostructure systems, are strongly affected by the reduction of
dimensionality. As mentioned before, in Chapter 2 we present an analytical method for dealing with
the Coulomb interaction, so we extend its use in combination with an external field to calculate the
energy states of hydrogenic impurities in QDs.
Secondly, in Chapter 6 we examine the Anderson localisation in graphene flakes. Graphene is a
truly 2D structure made of carbon atoms arranged in a hexagonal lattice. Its band structure was
originally obtained in the first half of the 20th century showing an extraordinary behaviour close
the Fermi energy [51]. In that region, the dispersion relation is linear, leading to zero effective mass
for electrons and holes. Then, they are described as massless relativistic particles governed by the
Dirac equation. It remained as an astonishing theoretical predicted material until the early years of
the 21st century when it was successfully synthesised [52]. For this discovery, Geim and Novoselov
were awarded by the Nobel Prize in 2010 [53]. The physical properties of graphene are even more
striking than originally assumed. This carbon material has a high carrier mobility, large mean free
path and long spin-coherence lengths, making it one of the best candidates for future technological
devices [54]. But also it has attracted much interest from the theoretical point of view because it
provides a perfect framework for examining quantum effects at the 2D scale. That is why the study
of localisation effects is so interesting in this material. Anderson model predicts a disorder-induced
localised-deslocalised states transition in 3D [41]. Beyond this model, the one parameter scaling
theory revealed that in 2D and 1D all states are localised despite the strength of the disorder, so
the transition is only possible in 3D systems [55]. However, several theoretical works suggested that
7
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graphene could undergo an Anderson transition in spite of its 2D structure. In this Thesis we develop
a method for analysing the localisation properties of the wave functions in graphene. We clarify under
which conditions this material shows Anderson-type localisation and which are the possible reasons
of the controversy about this problem.
1.5 Objectives and outline of the Thesis
As mentioned before, the work of this Thesis is divided into three main areas. Although they are
presented simultaneously in the manuscript, the chapters are self-contained being organised in the
following way. The different approaches used for modelling the interaction between particles are
contained in Chapter 2 to Chapter 4. In them, the theoretical study of electronic states in QWs,
QDs, QRs and harmonic traps are shown. The effects of external fields on the optical and transport
properties of low-dimensional systems are presented in Chapter 3 to Chapter 5. The study is
focused on the effects of an intense laser field in some nanostructures, a solenoid magnetic field in
a QR and time-dependent potentials on two different quantum systems. Finally, the influence of
imperfections on the electronic structure of low-dimensional systems is described in Chapter 3 and
Chapter 6. In these chapters the presence of hydrogenic impurities in a QD and Anderson-type
disorder in graphene flakes is studied, respectively.
In order to show at first glance the most important results that have been obtained in each of
the projects that make up this Thesis, the reader will find below a summary of the accomplished
objectives in each of them. A detailed description of the theoretical framework will be explained at
the beginning of each Chapter.
In Chapter 2 we study the energy states of two interacting particles confined in harmonic po-
tentials. On the one hand, we obtain the binding energy of excitons as a function of the lateral size
of a parabolic QW. On the other hand, we analyse the energy levels of two atoms in a harmonic trap
depending on the scattering length. Chapter 2 begins with a complete description of the theoretical
model employed, the NLSP method. We show that the mathematical and computational efforts
are reduced when using this approach instead of the common perturbative or variational methods.
Moreover, the strong confinement limitations observed with other theories could be overcome.
In Chapter 3 we examine the effects of an intense laser radiation on the electronic states and
optical properties of low-dimensional systems. Our attention is centred on how to modify the binding
energy of hydrogenic impurities in a QD and excitons in a QW. We show that the laser field could
be modelled by dressing the interaction potentials. This introduces an extra controlling parameter
of the physical properties. Thanks to it, firstly, we find an increase in the binding energy of the
hydrogenic impurity as it is moved towards the edge of the QD and secondly, how the absorption
coefficient may be used to characterise exciton transitions in QWs.
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1.5 Objectives and outline of the Thesis
In Chapter 4 we consider the XAB effect in a 2D QR. We study the effects that a transition
from a 1D QR to a 2D QR, which is a more realistic geometry, has on the amplitude of the AB
oscillations. We present a simple theoretical approach for modelling the excitonic problem when the
electron-hole interaction is short ranged. The method developed allows us to obtain the exciton
binding energy as a function of the magnetic flux enclosed in the ring geometry. We find that the
XAB effect persists in a 2D QR, in agreement with the recent experimental results.
In Chapter 5 we extend the study of BICs to time-dependent driven quantum systems. We
show that applying an AC side-gate voltage in a QR the formation of BICs could be detected in
the conductance. It displays Fano shape lines that could be interpreted as the signature of a BIC.
Moreover, their energies could be controlled by varying the driving frequency. In Chapter 5 we also
study the scattering of masless Dirac particles by oscillating barriers. We find that the transmission
coefficient is unity, which is another manifestation of the KT in time-harmonic potentials. This
problem is connected with recent studies on graphene. In order to include the time-varying potentials,
the Floquet approach is used.
In Chapter 6 we study the localisation and finite-size effects in graphene. Our calculation is
based in the Anderson model adapted to the 2D structure of graphene. The problem is solved by
means of the transfer-matrix method (TMM), which we modify for allowing the treatment of flakes
of finite size. We clarify that, in order to observe Anderson localisation at weak disorder, the sizes
of graphene flakes should be in the order of cents of nm. For smaller samples a regime of apparently
extended states is identified.
Finally, the main results and conclusions will be summarised in Chapter 7. New research lines
motivated by and derived from the present work will be commented as well. Following the rules
for obtaining the PhD degree with Mencio´n Doctorado Europeo at the Universidad Complutense
de Madrid, at the end of this manuscript a brief summary in English and Spanish with the main
objectives and the fundamental contributions of this Thesis will be given.
A list of abbreviations used within this Thesis and the list of publications published during this
work are provided at the end.
9
Chapter 2
Modelling of two interacting particles confined
in harmonic potentials
2.1 Introduction
The study of atomic and electronic interactions in 3D crystals has been one of the fundamental
problems in condensed matter physics. In the framework of adiabatic and mean-field approximations
the main obstacle for determining the energy levels of the crystal is the lack of knowledge of the
averaged potential seen by electrons. Usually this is calculated by means of numerical methods based
on first principles or by empirical approaches based on fittings to experimental results. In most of
solid state textbooks this is the starting point for calculating the band structure of crystals. In the
last years, the fast development of new experimental techniques led to the reduction of the crystal
dimensionality and the appearance of confinement of electronic carriers. So, the study of atomic and
electronic interactions in such low-dimensional systems has attracted much attention. Not only new
methods have been suggested for studying the confining potentials but also for analysing the effects
of interactions in these systems.
In this Chapter we revise and propose the use of the NLSP method to deal with the interaction of
two particles when they are confined in harmonic potentials such as those present in nanostructures
like QDs and QWs or in traps used in Bose-Einstein condensates. In order to understand the
importance of the NLSP method we will start with a summary of the key ideas behind nonlocal and
local interactions. In general, an interacting potential includes local and nonlocal characteristics, and
acting over a wave function has the integral representation
V (r)ψ(r)→
∫
d3r′ V (r, r′)ψ(r′) . (2.1)
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A local potential is represented by the form V (r, r′) = V (r)δ(r − r′). Thus, the action of the
interaction at the point r only depends on the values of ψ(r) at that point [56]. The Coulomb
potential is a clear example of this kind of interaction. But the Coulomb two-body problem cannot
be solved in a closed form in confined systems. On the other side, for example, the nucleon-nucleon
interaction is characterised by a non-local dependence and the inclusion of the general expression for
the interacting potential, eq. (2.1), leads to an integral-differential equation that should be solved
by numerical methods. To facilitate the numerical calculations some separable nonlocal potentials
haven been suggested in nuclear physics [57, 58]. However a complete model that allows us to study
accurately both local and nonlocal interactions is needed. The NLSP proposed by Knight and Sievert
in 1963 [9] presents an alternative way to solve the Schro¨dinger equation for periodic potentials when
exact solutions are not available. They developed a lattice model where the atomic potential at each
site is replaced by a NLSP operator of the form
V (r)ψ(r)→ − γ v(r)
∫
d3r′ v(r′)ψ(r′) (2.2)
where γ = ±1 in general and the strength of the potential is embodied in v(r). Mathematically,
the potential of eq. (2.2) is a projective operator, in the sense that it maps all function space ψ(r)
into the space given by the v(r). It is the simplest possible Hermitian operator, in contrast to a
local potential, whose vector-space properties are more involved. Therefore, the model not only
captures the essence of the separable potentials used in nuclear physics [57, 58] but also is suitable
for replacing local potentials arising in condensed matter physics [9].
This NLSP is the natural extension of the 1D Kroning-Penney model to the 3D case and leads to
an exactly solvable Schro¨dinger equation from which the electron energy can be easily obtained with-
out tedious calculations and little computational effort. It is important to note that the Schro¨dinger
equation after the replacement of the potential by a NLSP has precisely the same bound state so-
lutions as the starting equation. A clear and detailed explanation of this exact replacement was
presented in 1976 by Glasser [59]. We reproduce here his explanation in order to gain a better
understanding of the NLSP method.
Assuming that the local potential V (r) has the bound states: φ1(r), E1; . . . φn(r), En, the
following Hermitian matrix is defined
αij =
∫
d3r′φ†i (r
′)V (r′)φj(r′) , (2.3)
with its inverse β = α−1. Then, we define vi(r) = V (r)φi(r) and form the nonlocal potential
V ′(r)ψ(r) =
∑
i,j
βijvi(r)
∫
d3r′v†j(r
′)ψ(r′) . (2.4)
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Then, the Schro¨dinger equation with the nonlocal potential, eq. (2.4), has precisely the same bound
states solutions as V (r). Hence, it is always possible to find a NLSP (or a sum of them) of the form
V (r)ψ(r) = v(r)
∫
d3r′v†(r′)ψ(r′) , (2.5)
that supports the same bound states as the original local potential. This equation obtained by
Glasser [59] is exactly the same introduced by Knight and Sievert [9], given by eq. (2.2), for the
NLSP method with λ = −1 and assuming that v(r′) is real. Consequently, there is no theoretical
limitation to the numerical precision with which physical results may be obtained. Nevertheless,
the key problem of the NLSP procedure is to set up an appropriate potential that reproduces the
observed energy values of the physical situation being considering. As defined before, v(r) is nothing
but the local potential times the wave functions of its bound sates, which are unknown. Therefore,
the main drawback of the NLSP method is that the potential function v(r) is expressed in terms of
the solutions of the original Schro¨dinger equation with the local interaction, which obviously is not
known.
The way to overcome this problem is to choose a NLSP containing several free parameters which
can be adjusted to give the correct eigenvalues. For example, it has been shown that placing a
Gaussian potential with two free adjustable parameters at each site of a fcc lattice reproduces the
band structure of germanium with remarkable precision in a short time of computation [9]. The
two adjustable parameters of the potential, its range and strength, are chosen in order to match
a bound-state energy and the atomic radius of a specific atom. The presence of impurities in the
crystal can be also modelled by this two parameter Gaussian NLSP. Energy levels for a point impurity
and energy bands for a linear chain and a plane of impurities were obtained by Fock in 1971 [10].
Not only studies of band structures have been performed by means of the NLSP. It has been
successfully used to determine in a closed form the binding energy of an electron in the H+2 ion
within the Born-Oppenheimer approximation [60]. In that case a Yamaguchi potential [61] was
suggested because it has been tested as the most suitable for describing Coulomb bound states.
The Yamaguchi potential is nothing but a Coulomb potential times the electron ground state wave
function for this potential, so satisfies the assumptions of the exact replacement demonstrated by
Glasser [59]. However for other kind of systems different potentials were proposed with satisfactory
results. Surface δ-function potentials, which are a force field vanishing everywhere except on a
spherical shell of a certain radius, are very well suited to simulate multicentre 3D interactions on
quasi-1D polymers [60, 62, 63]. The NLSP has been also applied to the study of relativistic electrons
in 1D polyatomic crystals [64].
Hence, the NLSP method is proved as an effective technique for studying a wide range of
interacting problems in condensed matter physics. Our next step is to apply this method in low-
dimensional systems where some kind of confinement potential is present and to develop a systematic
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way for obtaining the ground state energy for the electrons or atoms confined. The external confining
potential is not known a priori in real systems and it is usually obtained by means of self-consistent
solutions of the Schro¨dinger equation, pseudopotentials or ab-initio calculations. In this sense, we
will assume harmonic confinement potentials. Both theoretical [65] and experimental [66] studies
have shown that parabolic potentials describe reasonably well actual potentials in QDs [67, 68] and
QWs [69–71] and the deepest part of the confining potential of optical lattices [72]. We will study
these three kinds of systems in this Chapter and in the next one. Moreover, the main advantage of
a harmonic potential is that the one particle Hamiltonian is exactly solvable, which is a great benefit
if we use the NLSP. Additionally, in the case of a two particle system, the centre of mass degree of
freedom can be separated and solved exactly.
2.2 Nonlocal separable potential method
In this Thesis we will demonstrate that this method is well suited for studying two-body interactions
in a variety of systems. For the sake of concreteness, we present a more detailed description of the
NLSP method that has been applied to the low-dimensional systems studied in this Thesis. Consider
a Hamiltonian written as H = H0 + V (r), where H0 is a Hamiltonian including the kinetic energy
and the confinement potential where the two particles are embedded and V (r) is the interparticle
interaction potential, assumed to be spherically symmetric. Here r = |r1 − r2|. Therefore, this
technique is in principle suitable to any kind of confinement potential. However as we have already
explained, we restrict ourselves to harmonic potentials because their eigenenergies and eigenfunctions
are well known. Likewise, the interacting potential can be originated by a variety of sources. For
instance, we will deal with Coulomb interaction between an electron and a hydrogenic impurity, or
with electron-hole interaction leading to an exciton. We will also apply this method to two atoms
trapped in a narrow harmonic trap.
Before continuing with the theoretical description, a comment about the treatment of semicon-
ductor materials is in order. In the case of low-dimensional systems based on these materials, we
assume the effective-mass approximation. It means that we will solve an effective Hamiltonian where
the periodic potential of the crystal lattice is explicitly omitted from the equation, but embedded
in the kinetic energy through an effective mass of charge carriers. Therefore, the Bloch functions
vanishes of the full wave function of the system and we just solve the effective Schro¨dinger equation
for an envelope function. This function is nothing but a slowly varying function in real space that
modulates the Bloch function. In summary, with this approach, the Scro¨dinger equation resembles
the one for free electrons except for their effective masses [20].
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As suggested by Knight and Sievert [9] the local potential is replaced by a NLSP in order to
obtain the envelope function of the new Hamiltonian:
(H0 + VNLSP) | χ 〉 = E | χ 〉 , (2.6a)
where for simplicity the NLSP potential is defined by
VNLSP ≡ −λ~
2
2m
| v 〉〈 v | . (2.6b)
We introduce two explicit adjustable parameters that model the strength and range of the interaction:
λ is the coupling constant and v will be referred to as shape function hereafter. Their exact
expressions depend on the considering system and are introduced later on. It is important to stress
again that this replacement is exact, in the sense that it is always possible to find an NLSP (or sum of
them) able to reproduce any set of given electronic states, and, consequently, there is no theoretical
limitation to the numerical accuracy with which physical results are obtained. To solve eq. (2.6a)
we consider the resolvent of the Hamiltonian H0 as follows
| χ 〉 = − (H0 − E)−1 VNLSP | χ 〉 = λ~
2
2m
∑
ν
| φν 〉〈φν |
Eν − E | v 〉〈 v | χ 〉 , (2.7)
where | φν 〉 labels the eigenstates of H0, Eν being the corresponding eigenvalues. ν is a well-defined
quantum number, which characterises each state. This approach is nothing but obtaining the Green’s
function of H0. For simplicity we assumed that the energy spectrum of H0 is discrete, although the
case of a continuous spectrum can be also easily handled. Finally, projecting onto the ket | v 〉 and
assuming that 〈 v | χ 〉 6= 0 we arrive at
λ~2
2m
∑
ν
|〈φν | v 〉|2
Eν − E = 1 . (2.8)
This transcendental equation provides a closed expression for the energy E of the electronic state
in the system under study. This equation is valid for any arbitrary shape function v and coupling
constant λ. In the case of low-dimensional systems, usually naive shape functions provide accurate
results. For example, a Yamaguchi and a δ-shell shape function were used for studying excitons
confined in a QD [73], giving similar results to the exact diagonalisation of the Hamiltonian. In other
study, electrons bounded to hydrogenic impurities in a QD where modelled by means of a Gaussian
shape function, leading to very accurate result for the ground state energy [74].
The coupling constant λ introduced in eq. (2.6b) is not an adjustable parameter of the model
and we will determine it for each system. This can be understood from the fact that when the
confining potential is switched off, we might obtain the energy level of a free particle under the
local interaction we are replacing. It should be noted that the dimensionality of the system plays an
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important role because it determines the number of degrees of freedom and then the ground state
energy without confinement.
The calculation in eq. (2.8) reduces to obtain the overlap integral between the shape function
v and the eigenfunctions φν . For a proper shape function this overlap will be a decreasing function
of Eν since the number of nodes of φν increases with energy. This implies that the numerator
of eq. (2.8) decreases with ν. Therefore the sum over eigenstates can be safely truncated after some
terms if a closed expression is not known. This is usually the case, and the numerical procedure is
implemented by means of an iterative bisection approach. We start with a certain interval of guessing
values for the energy E and we look for a root. Then a new interval is defined in the vicinity of the
crude estimated root, and the process is repeated until we find the root with the desired accuracy.
In general, the NLSP method proceed in the following steps:
1. Find the eigenvalues and eigenfunctions of the Hamiltonian H0.
2. Choose a shape function v.
3. Obtain the coupling constant λ from the ground state energy without confinement.
4. Solve the transcendental equation (2.8).
5. Compare the results with the expected values:
(a) If the results are accurate, the problem is solved.
(b) If the results are not within the desired accuracy, start again the problem from step 2.
2.3 Excitons in parabolic quantum wires
As a first example, we consider a single exciton in a parabolic QW. Due to the high crystal quality,
interface roughness is often negligible and electrons and holes are free to move along the wire
direction. Therefore, these systems are seen as quasi-1D nanostructures and thus exhibit properties
related to this dimensionality. One of the most common fingerprints of the confinement achieved in
the system is the enhancement of the excitons binding energy as the size of the QW is reduced. The
Coulomb interaction plays a crucial role for an electron and a hole to stay close to each other to form
a Wannier exciton assuming that the QW is made of semiconductors materials [12, 71, 75, 76]. The
interplay of Coulomb interaction and the lateral confinement has attracted much attention due to
remarkable properties of the exciton transitions in QWs. The most striking result is that in principle
the binding energy in a purely 1D system should diverge, so the excitonic binding energy can be
dramatically increased if the size of the QW is decreased enough. However, real QWs have a finite
lateral size and some studies have demonstrated that the binding energy is finite but can be scaled
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with the strength of the confinement in the perpendicular direction to the free wire direction [76,
77]. Moreover, it has been found an enhancement of the optical gain and low threshold current in
QW lasers having exciton transitions as compared to those having free-carrier transitions [15, 16].
There are several theoretical works on the calculation of the binding energy of electrons and holes
due to Coulomb interaction in QWs assuming a wide variety of confinement profiles. For example
a simple rectangular well was originally proposed [78] and, later, the band offset of the materials
that build the QWs were the responsible of the confinement [13, 15, 16, 75]. Detailed studies of
the real geometrical shape of the confinement were also performed. Some were deduced from real
microscopy images of V-shaped and T-shaped QWs [76, 77, 79] and others from the influence of
strain effects on the confinement for V-shaped and self-assembly QWs [80]. Harmonic potentials
have been also suggested as good candidates to describe reasonably well the QW confinement [71,
81, 82]. The binding energy is usually computed within the framework of the envelope function
approximation [83–85]. This approach holds when the diameter of the QW is much larger than
the spacing of the crystal lattice, which is not a serious restriction in QWs available nowadays.
Neglecting the coupling to far bands and many body effects, the exciton envelope function in wide
gap semiconductors obeys a Schro¨dinger-like equation. Since no analytical solutions are available in
many geometries of interest, the exciton envelope function and the binding energy are often obtained
by means of variational or numerical techniques.
Nevertheless, our proposal is to replace the Coulomb potential between the electron and the hole
by a suitable NLSP. We assume that there is no interaction with other particles. The problem has
some resemblances to the above mentioned confined excitons in QDs [73]. However, the solution to
the problem of an exciton in a QW is more complex because the mixing of perpendicular and parallel
degrees of freedom and the resulting potential for the relative motion of the electron and the hole
cannot be separated. The same shortcoming appears after replacing the Coulomb potential by the
Yamaguchi’s NLSP [61]. These difficulties can be overcome by introducing a Gaussian NLSP [74],
as shown below.
2.3.1 Model Hamiltonian
Consider an electron bound to a hole within the effective-mass approximation. The exciton is em-
bedded in a parabolic QW which, for simplicity, will be considered of infinite length along the Z axis
and relative dielectric constant  made of a wide-gap semiconductor. Within these approximations,
the two-particle Hamiltonian can be written as
H =
∑
i=e,h
[
p2i
2mi
+ Vi(xi, yi)
]
− e
2
|re − rh| , (2.9)
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where the sum index i refers to the electron (e) and the hole (h) with effective masses me and mh,
respectively. The lateral confinement potential is written as Vi(xi, yi) = (1/2)miω
2(x2i +y
2
i ), where
ω determines the lateral size of the QW.
For the parabolic potential it is convenient to separate the problem into centre of mass and
relative coordinates as r = re − rh and R = (mere + mhrh)/M , where the total and reduced
masses are M = me + mh and m = memh/M , respectively. The total Hamiltonian eq. (2.9) can
be expressed as H = HCM +Hr with
HCM = P
2
2M
+
1
2
Mω2(X2 + Y 2) , (2.10a)
Hr = p
2
2m
+
1
2
mω2ρ2 − e
2
r
≡ H0 − e
2
r
, (2.10b)
where ρ = (x, y), and P and p are the conjugate momenta of the coordinates R and r. The
centre of mass problem, eq. (2.10a), is exactly solvable since HCM corresponds to a 2D harmonic
oscillator plus the kinetic energy of the free motion along the QW. A similar statement holds for
H0 in eq. (2.10b). However, the Coulomb term in eq. (2.10b) mixes the parallel and perpendicular
degrees of freedom, and the resulting Schro¨dinger equation cannot be exactly solved. Our study is
devoted to find an accurate solution of the Schro¨dinger equation obtained from eq. (2.10b).
It has been previously shown that Coulomb forces in QDs [73] and molecular systems [60] can
be accurately replaced by a NLSP. Consequently, the Schro¨ndinger equation to obtain the envelope
function | χ 〉 from eq. (2.10b) is replaced as explained in section 2.2.
2.3.2 Free excitons
The coupling constant λ is not an adjustable parameter of the model. This can be understood from
the fact that we might obtain the energy level E0 = −Ry∗ of the free exciton from eq. (2.8) when
the confining potential is switched off (ω → 0). Here Ry∗ is the exciton effective Rydberg in 3D 1.
The calculation of the coupling constant λ is easily achieved in momentum space when ω = 0.
The Hamiltonian of the relative particle reads in this case Hr = k2~2/2m + VNL and therefore
H0 = k2~2/2m. The eigenstates of H0 are plane waves 〈 r | k 〉 = (2pi)−3/2 exp(ik · r) with energy
Ek = ~2k2/2m. Thus, the energy spectrum is continuous and the summation appearing in eq. (2.8)
is replaced by an integration in momentum space. Defining k20 = 2m|E0|/~2, we get
1
λ
=
∫
d3k
|〈k | v 〉|2
k2 + k20
. (2.11)
It becomes apparent that the coupling constant can be calculated from the Fourier transform of
the shape function 〈k | v 〉. Hereafter, we will consider the following Gaussian shape function
1Note that we should recover the ground state energy of a 3D exciton because once that the confinement is recovered
we have a 2D electronic gas on the transversal direction of the QW and free movement along the Z axis
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v(r) = (1/
√
pi a)3 exp
(−r2/a2), which also ensures a simple way to get the overlap integral with
the eigenstates of H0. Taking into account that 〈k | v 〉 = exp(−k2a2/4) and performing the
integration in eq. (2.11) we arrive at
λ = 2pi2a
[√
pi
2
− pi
2
√
δ eδ/2 erfc(
√
δ/2)
]−1
, (2.12)
where erfc(z) is the complementary error function [86]. For brevity we have defined δ = (a/a3D)
2,
where a3D is the effective Bohr radius of the exciton in 3D. This parameter should be as small as
possible in the numerical calculation so that the Gaussian function approaches the δ-function limit.
This limitation is related to the definition of the NLSP, as explained in section 2.1. The shape
function is actually the local potential times the wave function of its ground state. Therefore, in
order to reproduce accurately this condition, so the use of this method is well justified, the Gaussian
function should be as much similar as we can to a δ-function, which is a more realistic form of the
shape function.
2.3.3 Excitons in a quantum wire
After having discussed the main features of the NLSP, we now turn to its application to excitons in
QWs (ω 6= 0). In this case the normalised eigenfunctions of H0 in eq. (2.10) can be factorised in
cylindrical coordinates as follows
ϕn`kz(r) = Rn`(ρ)
ei`θ√
2pi
eikzz√
2pi
, (2.13)
with quantum numbers ` = 0,±1,±2 . . ., n = 0, 1, 2, . . . and kz. The axial function corresponding
to a 2D harmonic oscillator is given by (see e.g. Ref. [87])
Rn`(ρ) =
√
2n!
(n+ |`|)!
ρ|`|
L|`|+1 e
−ρ2/2L2L|`|n
(
ρ2/L2) , (2.14)
where L = √~/mω is the QW radius for the exciton and L|`|n denotes the generalised Laguerre
polynomial [86]. The corresponding eigenenergies of the 2D oscillator are En` = ~ω(2n + |`| + 1).
Consequently, the total energy of the eigenstate, eq. (2.13), is En`kz = En` + k
2
z~2/2m.
To proceed we calculate 〈ϕn`kz | v 〉 and use eq. (2.8), where the sum runs over the three quantum
numbers n, ` and kz. Due to axial symmetry of the shape function, 〈ϕn`kz | v 〉 is nonvanishing only
if ` = 0. From eq. (2.13) we get
〈ϕn`kz | v 〉 =
2Lβδ√
2pia2(1 + βδ)
(
1− βδ
1 + βδ
)n
exp
(
−k
2
za
2
4
)
δ`0 , (2.15)
where β ≡ a23D/2L2 defines the strength of the confinement.
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After some lengthy but straightforward algebra, inserting eq. (2.15) in eq. (2.8) gives the following
transcendental equation for the exciton energy
1 =
λ
√
βδ
2pia(1 + βδ)2
∞∑
n=0
1
ξn
(
1− βδ
1 + βδ
)2n
erfc(
√
2βδξn) exp
(
2βδξ2n
)
, (2.16)
where the coupling constant λ is given by eq. (2.12). For brevity we have defined ξn ≡
√
2n+ 1− E/~ω.
Figure 2.1: Binding energy as a function of the QW width for light- and heavy-hole excitons (upper and
lower solid lines, respectively). The binding energy of free excitons (EB = Ry
∗) is indicated by dashed
lines. Perturbative results are plotted as dotted lines for comparison.
As an illustrative example of the NLSP approach, we consider light- and heavy-hole excitons in a
QW of width L based on In0.06Ga0.94N. The effective masses of electrons, light-holes and heavy-holes
are 0.19m0, 0.17m0 and 0.78m0, respectively, in units of the free electron mass m0. The relative
dielectric constant is  = 10.24. Consequently, the effective Bohr radii for light- and heavy-hole
excitons are al3D = 6.04 nm and a
h
3D = 3.54 nm. The effective Rydberg is Ry
∗
l = 11.6 meV and
Ry∗h = 19.8 meV for light- and heavy-hole excitons, respectively. We then obtain the energy level
E of the exciton inside the QW by solving eq. (2.16) as a function of the QW width L. In the
absence of Coulomb interaction, the energy of the ground state of the electron and the hole is that
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of two independent harmonic oscillators in 2D, namely 2~ω. When the Coulomb interaction is taken
into account, the energy of the ground state is ~ω + E, the first term arising from the centre of
mass motion [see eq. (2.10)]. The binding energy EB is defined as the energy difference between
the ground state energy of these two situations and therefore EB = ~ω − E. Figure 2.1 shows the
binding energy as a function of the QW width. We have taken the adjustable parameter δ = 0.01
in eq. (2.12) to perform the calculation, although we have checked that the results remain almost
unchanged when δ = 0.005. The binding energy approaches the effective Rydberg (EB → Ry∗)
in wide QWs (L  a3D), as expected. By decreasing the QW radius the binding energy increases
due to confinement effects. This behaviour can be understood as follows. Both ~ω and E, obtained
after solving eq. (2.16), increases upon reducing the QW radius because the wave function is pushed
toward the centre of the QW. However, the shift of the energy E of the relative particle is smaller
since the corresponding wave function is already more localised around the centre of the QW due to
the presence of the Coulomb term in eq. (2.10). As a consequence, the difference ~ω − E = EB
increases, as observed in fig. 2.1.
For comparison, we have also performed a first order perturbative calculation, assuming that the
confining potential is weaker than the Coulomb interaction. This approach holds when a3D  L,
namely in the weak confinement regime. The unperturbed envelope function is written as χ0(r) =
(1/
√
pia33D) exp(−r/a33D) and the energy shift due to the parabolic confining potential is ∆E ≡
〈χ0 | (1/2)mω2ρ2 | χ0〉 = mω2a23D. Perturbative results are compared to those obtained by the
NLSP approach in fig. 2.1. Remarkably, the perturbative calculation provides a reasonable value of
the binding energy in the range L & 3a3D.
2.4 The two-body problem of ultra-cold atoms in a harmonic trap
The rapid development of experimental techniques in the field of laser cooling of atoms has led to
a renewed interest in the two-body problem. Moreover, the ability to trap cold atoms in optical
lattices opened a new perspective in the collision properties of atoms. In the first experiments
performed in this area of research, trap sizes were very large compared with the scale length of
the interaction between atoms. So, in general one can ignore that collisions take place in a trap.
However, recent experiments show that when atoms are tightly confined in optical lattices the effect
of the confinement has to be taken into account in order to understand new phenomena observed.
For example, Greiner et al. have detected a quantum phase transition from a superfluid to a Mott
insulator in a 3D optical lattice as the depth of the lattice is increased [88]. And more recently,
Sto¨ferle et al. show the creation of molecules from fermionic atoms using a magnetically induced
Feshbach resonance [72]. A Feshbach resonance is the essential tool for controlling the interaction
between atoms. A complete review of Feshbach resonances in ultracold gases could be found in [89].
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In the both mentioned studies the 3D confining potential, when the tunnelling between individual
potential wells of the lattice is suppressed, can be regarded as a 3D harmonic potential.
Scattering processes mediate the interactions in atomic gases. By means of Feshbach resonances,
the scattering properties of an atomic collision between two atoms can be tuned to arbitrary repulsive
or attractive values, allowing the access to a wide range of positive or negative values of the scattering
length. Therefore, strongly interacting quantum gases can be created [90]. Furthermore, if atoms
are subjected to a strong confinement the collision properties can be modified and a new description
of the interaction has to be considered. For trapped atoms interactions manifest themselves as a
shift in the quantised energy levels of the two atom system [91]. However, in some experiments
the particles are confined to a length scale comparable to the scattering length that characterises
low-energy atomic collisions. This happens near the Feshbach resonance [72]. Consequently, it is
needed an accurate description of the interactions that accounts the possible effects of the reduction
of atom trap to the order of the scattering length.
The first step is to determine the real atom-atom interaction, which is presumed rather compli-
cated. From recent studies, the Hamiltonian structure for two colliding atoms in the absence of a
trapping potential is well known. Commonly, alkali-metal or alkaline-earth-metal atoms are used in
optical lattices, and their interaction is described by adiabatic Born-Oppenheimer potentials, which
are often available from ab-initio or semiempirical sources [89, 91, 92]. The scattering properties are
determined by the long-range interaction among the atoms. In the case under study, the leading
term in the long-range part of the Born-Oppenheimer potentials has the same dependence as the
Van der Waals potential 1/r6. Therefore, the scale associated by the Van der Waals interaction will
govern the collision properties.
In order to avoid these difficulties, at low-energy regime the actual atom-atom interaction po-
tential is replaced by a zero-range potential [93], known as regularised Fermi pseudopotential. In the
context of cold atom physics, it was earlier considered theoretically in Ref. [19]. This replacement is
well justified because it is not necessary to account for the finer details of the interaction potential
because the de Broglie wavelength of the ultracold atoms is large enough [19]. However, as the size
of the harmonic trap decreases, it is apparent that the details of the interaction potential between
atoms become more important. Therefore, atomic collisions in narrow harmonic traps are not ex-
pected to be accurately described by a zero-range potential. The lack of accuracy will appear when
the range of the atom-atom interaction potential is comparable to the size of the harmonic trap.
The aim of our work is to develop a suitable approximation of the interaction potential to describe
two-body collisions under strong confinement conditions. This study has two main goals. In the first
place, we look for a replacement of the actual interaction potential by a NLSP, while keeping the
computational effort to a minimum. In other terms, we introduce a solvable model of the two-body
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problem that allows us to obtain the main parameters of the scattering properties, the scattering
length and the effective range, when the two particles are subjected to a finite-range interaction.
Later, we add a 3D harmonic trap in order to model a strong confinement and the energy levels
are obtained in a closed form. In the second place, the results obtained with the regularised Fermi
pseudopotential should be recovered when the size of the harmonic trap is much larger than the
range of the two-body potential.
2.4.1 The trapping potential
In the last 20 years an enormous advance in the control of ultracold atoms and molecular quantum
gases has been achieved. Ultracold gases are usually cooled by laser cooling with a subsequent
evaporative cooling performed in a magneto or optical trap. When the atomic de Broglie wavelength
exceeds the mean spacing between particles quantum degenerate states of matter are produced,
namely Bose-Einstein condensates. These studies have been awarded with two Nobel Prizes. In 1997
the developments of the techniques for cooling and trapping atoms were recognised and so happened
also with the achievement of Bose-Einstein condensates in dilute gases of alkali atoms and the early
fundamental studies of their properties in 2001 [94, 95].
Optical dipole traps allow the generation of stronger confinements than those produce by magnetic
fields [96]. In an optical trap atoms interact with the oscillating electric field of a laser generating
an oscillating dipole moment in the atom, which finally results in a trapping potential. A periodic
potential can be formed by simply overlapping different laser beams. The interference between them
produces an optical standing wave that traps the atoms [95]. The deepest part of the wells can be
approximated by a harmonic trapping potential [72] described by
Vtrap(ri) =
1
2
Mω2r2i , (2.17)
where ω is the trapping frequency, M the atomic mass and ri the position of the atom. Typical
experimental trap frequencies range from 50 kHz to 1 MHz [91]. For an isotropic harmonic trap, the
Hamiltonian for two particles is separable in the centre-of-mass and relative coordinates. Therefore,
we can restrict ourselves to the Hamiltonian for the relative motion
Hrel = − ~
2
2µ
∇2 + 1
2
µω2r2 + V (r) ≡ H0 + V (r) , (2.18)
where µ = M/2 is the reduced mass, r = r1−r2 is the relative coordinate and V (r) is the interaction
potential, assumed to be spherically symmetric hereafter. The size of the harmonic trap is defined
by L =
√
~/µω. For the experimental achievable trapping frequencies it ranges from 10 nm to
150 nm [91].
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2.4.2 The regularised Fermi pseudopotential
The simplest model for dealing with the interaction potential replaces the actual interaction potential
by a regularised Fermi pseudopotential of the form [19, 90, 91, 93]
V (r)ψ(r) −→ ~
2
2µ
4piasδ(r)
∂
∂r
[
rψ(r)
]
, (2.19)
where as is the s-wave scattering length and δ(r) is the 3D δ-function. As the atoms are ultracold
and their exact potentials are independent of relative mechanical angular momentum `, it is sufficient
to assume s-wave (` = 0) scattering between the atoms.
This pseudopotential has a single bound state with E < 0 for positive scattering lengths. The
interaction energy E of the two particles can be calculated. In [19] the Schro¨dinger equation is solved
by an expansion of the wave function into the complete set of the wave functions of the harmonic
oscillator. However, here we obtain the energy by the Green’s function for the 3D harmonic oscillator
(H0 − E)G(r, r′;E) = δ(r − r′) , (2.20)
from which the corresponding eigenfunction is obtained as follows
ψ(r) = −4pias ~
2
2µ
G(r, 0;E)
∂
∂r′
[
r′ψ(r′)
]
r′=0 . (2.21)
The consistency of eq. (2.21) leads to an implicit equation for the interaction energy
1 = −4pias ~
2
2µ
∂
∂r
[
rG(r, 0;E)
]
r=0
. (2.22)
The Green’s function associated to the 3D harmonic oscillator is well known [97]
G(r, r′;E) = − 1
~ω
(µω
pi~
)3/2
exp
(
−r
2 + r′2
2L2
)∫ 1
0
z1/2−
(
1− z2)−3/2
× exp
(
2r · r′z − (r2 + r′2)z2
L2(1− z2)
)
dz ,
(2.23)
where  = E/~ω. Inserting eq. (2.23) in eq. (2.22) and after a lengthy but straightforward algebra
one gets
L
as
= 2
Γ(3/4− /2)
Γ(1/4− /2) , (2.24)
Γ(z) being the Gamma function. This result is in agreement with the obtained earlier in Ref. [19].
Note that our definition of L is different from the one used in that previous work, and therefore
equations differs by a
√
2 factor. Figure 2.2 shows the energies, obtained from eq. (2.24), as a function
of the scattering length. For positive scattering length the energy levels are shifted upward compared
to the harmonic oscillator spectrum of energies. Note that the s-states energies of the unperturbed
harmonic oscillator are E = 3/2, 7/2, 11/2, . . . in units of ~ω. At large positive (negative) values
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of as, the energy levels are shifted upward (downward) by an amount ~ω with respect to the levels
of the non-interacting case. In conclusion, the effect of the trapping potential is translated in a
shifting on the energy levels, and for instance the single bound sate of the isolated regularised Fermi
pseudopotential is shifted upward.
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Figure 2.2: Energy levels of the two particles in a 3D harmonic trap, in units of ~ω, as a function of the
scattering length, expressed in units of L, given by eq. (2.24). The asymptotic energies at as → ±∞ are
indicated by dashed lines.
As explained before, in the long-range regime atoms interact via a van-der-Waals potential which
is not at all a δ-function like, but has a tail which drops off as 1/r6 for large distances. Consequently,
the validity of the regularised Fermi pseudopotential is questionable when the trapping confinement
is increased. It has been established that the regularised Fermi pseudopotential treatment is valid
as long as the characteristic range of the van-der-Waals interaction is small compared with L [91].
This assures that the interatomic potentials are not modified by the confinement and the atomic
physics is not altered. Moreover, the scattering length can have a magnitude larger than the trap
width L, and the pseudopotential approach fails. This is observed if the scattering length is modified
by means of a Feshbach resonance for some species of atoms [89]. For a proper description of the
experimental data two energy-dependent pseudopotentials were proposed if the scattering length is
larger than L [98] or approaches the characteristic length of the real two-body potential [92]. These
two self-consistent methods led to accurate interaction energy respect to exact two-body interaction
potential for some alkali atoms. However, both claimed that the model can be expected to break
down if the trap becomes too tight and the trap size is comparable to the Van der Waals scale length.
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2.4.3 Finite-range interactions
The aim of our work is to propose a novel solvable model for interacting atoms in a 3D harmonic
trap when the interaction is not point-like. The experience achieved in the study of interactions
in two-body systems by means of the NLSP is the starting point of our study. We rewrite the
definition of the NLSP presented at the beginning of this Chapter and given by eq. (2.2) in order
to write explicitly the dependence on the effective mass of the two-body system. It replaces V (r)
in eq. (2.18) by a projective operator of the form
V (r)ψ(r)→ − γ~
2
2µ
u(r)
∫
d3r′ u(r′)ψ(r′) (2.25)
where we set γ = ±1 hereafter without loss of generality. In contrast to the explicit form of the
NLSP introduced in section 2.2 we will keep the strength of the potential embodied in the shape
function u(r).
As we have shown the NLSP method allows all magnitudes of interest to be expressed in a closed
form. In particular, the s-wave scattering phase shift δ0(k) satisfies the equation [99]
k cot δ0(k) =
1
4piγ|u˜(k)|2
[
1 +
2γ
pi
P
∫
d3q
|u˜(q)|2
k2 − q2
]
, (2.26)
where P denotes the principal value and
u˜(k) =
1
4pi
∫
d3r eik·ru(r) (2.27)
is the Fourier transform of the shape function. From the effective range expansion at low energy, the
phase shift is related to the scattering length as and the effective range r0 by
k cot δ0(k) ' − 1
as
+
1
2
r0k
2 . (2.28)
We proposed two NLSP that could model the atom-atom interaction. Firstly, we determine the
scattering properties in the absence of a confining potential in order to see whether they support a
bounded state. Secondly, a 3D harmonic potential is included for modelling the trap of the optical
lattice, and the interacting energy of the two-atoms is obtained. Finally, we compare our results with
the regularised Fermi pseudopotential and analyse the range of validity of our model.
Yamaguchi NLSP
The Yamaguchi NLSP, u(r) = (g/r) exp(−r/a), which was introduced to describe nucleon-nucleon
interaction in nuclear physics [61] and later it was also applied to describe Wannier excitons in
QDs [73] is our first choice. The scattering length and the effective range of the potential depends
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on the parameter a, which gives us information about the finite-size range of the interacting potential.
From eq. (2.26) we get
k cot δ0(k) = − 1
2a
+
(1 + k2a2)2
ξa
, (2.29)
where ξ = 4piγg2a3. Taking into account eq. (2.28) one gets
as = a
(
1
2
− 1
ξ
)−1
, r0 =
4a
ξ
. (2.30)
When γ is positive the NLSP supports a bound state if ξ > 2, i.e. as > 0. The unnormalized
eigenfunction is
ψ0(r) =
{ 1
r
(
e−k0r − e−r/a
)
, k0 6= a−1 ,
e−r/a , k0 = a−1 ,
(2.31)
and the corresponding energy is E0 = −~2k20/2µ, where k0 is given by
k0 =
1
a
[√
ξ/2− 1
]1/2
. (2.32)
δ-shell NLSP
As a second working example of NLSP we consider the δ-shell, u(r) = gδ(r − a) [73]. In this case,
from eq. (2.26) we obtain
k cot δ0(k) = −k cot ka+ k
2a
ξ sin2 ka
, (2.33)
whose limit at low energy leads to
as = a
(
1− 1
ξ
)−1
, r0 =
2
3
a
(
1 +
1
ξ
)
. (2.34)
The δ-shell NLSP supports a bound state when γ is positive and ξ > 1 (as > 0). In this case
the unnormalized eigenfunction is
ψ0(r) =
1
r
[
e−k0|r−a| − e−k0(r+a)
]
, (2.35)
where k0 is the root of the transcendental equation
1 =
1− e−2k0a
2k0a
ξ , (2.36)
and the energy of the bound state is E0 = −~2k20/2µ.
Both NLSPs have a bound state for positive scattering length, when γ is positive. The next step
is to study how this bound state is modified by the presence of a trapping potential.
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2.4.4 Two particles in a harmonic trap
The collision properties of the two particles whose interaction is described by a NLSP are strongly
modified when they are placed in a harmonic trap. In this case, instead of considering the eigenfunc-
tions of H0, we express solution of the Schro¨dinger equation for the relative motion by means of the
Green’s function as
ψ(r) = −~
2γ
2µ
∫
d3r′G(r, r′;E)u(r′) I , (2.37)
with
I =
∫
d3r u(r)ψ(r) , (2.38)
where the Green’s function is given by eq. (2.23). After inserting eq. (2.37) into eq. (2.38) and
performing the angular integration we obtain the following equation for the energy of the relative
motion
µ
2piγ~2
= −
∫∫
dr dr′(rr′)2G0(r, r′;E)u(r)u(r′) , (2.39)
where the radial Green’s function (for ` = 0) is given by [100]
G0(r, r′;E) = Γ(3/4− /2)
Γ(3/2)L3~ω
exp
(
−r
2 + r′2
2L2
)
× M(3/4− /2, 3/2, r2</L2)U(3/4− /2, 3/2, r2>/L2) , (2.40)
M and U being the confluent hypergeometric functions [86]. Here r> and r< denotes the largest
and the smallest value of the pair (r, r′), respectively.
Yamaguchi NLSP
When u(r) is the Yamaguchi potential, the integration in eq. (2.39) cannot be expressed in a closed
form. However, it can be obtained easily by numerical methods since both the Green’s function
and the Yamaguchi potential fall off rapidly with the distance. In addition, using the asymptotic
limits [86]
M(α, 3/2, z) ' 1 , U(α, 3/2, z) '
√
pi/z
Γ(α)
− 2
√
pi
Γ(α− 1/2) , (2.41)
when z → 0+ we recover the result obtained with the regularised Fermi pseudopotential, eq. (2.24),
for a = 0. Thus, we come to the conclusion that the low-energy scattering properties of the
regularised Fermi pseudopotential, eq. (2.24), and those of the Yamaguchi NLSP when a → 0 are
the same.
Figure 2.3 (a) depicts the dependence of the lowest energy level on the positive scattering length
as > 0 for different values of the parameter a, in the case of the Yamaguchi NSLP. Energy is
measured in units of ~ω and length is expressed in units of L. We observe that the curves shift to
the high scattering length side of the plot on increasing the value of a/L. A more detailed inspection
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of the numerical solution of eq. (2.39) reveals that the lowest energy level increases smoothly as a
function of the parameter a when as →∞ (weakly interacting particles) and approaches the limiting
value E = (3/2)~ω. This is shown in fig. 2.3 (b), where we have taken as/L = 60 to solve eq. (2.39)
numerically, but we have checked that the results remain unchanged within the numerical uncertainty
when as/L = 70.
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Figure 2.3: (a) Lowest energy level in the case of the Yamaguchi NLSP, in units of ~ω, as a function of
the scattering length, expressed in units of L, for different values of the parameter a. (b) Lowest energy
level as a function of a/L for as/L = 60.
δ-shell NLSP
In the case of the δ-shell, we arrive at the following equation for the interaction energy from eq. (2.39)
using the definitions given by in eq. (2.34)
L
as
=
L
a
− Γ(3/4− /2)√
pi
exp
(
− a
2
L2
)
×M(3/4− /2, 3/2, a2/L2)U(3/4− /2, 3/2, a2/L2) .
(2.42)
Using the asymptotic limits given by eq. (2.41) we recover again the result obtained with the regu-
larised Fermi pseudopotential, eq. (2.24).
Figure 2.4 (a) shows the lowest energy level as a function of the positive scattering length for
different values of the parameter a, in the case of the δ-shell NSLP. The results resemble qualitatively
those obtained with the Yamaguchi NLSP, shown in figure 2.3 (a), including the energy decrease
without bound as the scattering length vanishes (strongly interacting particles). In the opposite
limit, when as →∞, the lowest energy level increases smoothly when the parameter a increases, and
approaches the limiting value E = (3/2)~ω. This behaviour is shown in figure 2.4 (b). Furthermore,
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using the asymptotic limits of the confluent hypergeometric functions [86], one can obtain the
following expression for the lowest energy state when a/L 1 and as →∞
E
~ω
≈ 3
2
− 2a√
piL
exp
(
− a
2
L2
)
. (2.43)
The solid line in the inset of figure 2.4 (b) represents the energy obtained from eq. (2.43), which is
fully consistent with the numerical results for a/L > 3.
0 2 4 6 8
a
s
 / L
-1
0
1
E 
/ h_
ω
0.0
0.5
1.0
2.0
a / L
(a)
0 1 2 3 4
a / L
0.6
0.9
1.2
1.5
E 
/ h_
ω
3 3.5 4
a / L
1,4996
1.4998
1.5000
E 
/ h_
ω
a
s
 / L
(b)
∞
Figure 2.4: (a) Lowest energy level in the case of the δ-shell NLSP, in units of ~ω, as a function of
the scattering length, expressed in units of L, for different values of the parameter a. (b) Lowest energy
level as a function of a/L when as →∞. The solid line in the inset corresponds to the energy obtained
from eq. (2.43).
Finally, fig. 2.5 compares the first few levels of a harmonic trap perturbed by a regularised Fermi
pseudopotential and NLSPs (Yamaguchi and δ-shell), for positive and negative scattering length. It
is important to stress that the results for the regularised Fermi pseudopotential (solid line of fig. 2.5)
can be recovered from the NLSP approach by taking a L. We also observe that as in the case of
the regularised Fermi pseudopotential (section 2.4.2) the trap led to a shifting of the energy levels.
And even more, if the parameter a is of the order of the size of the harmonic trap, the NLSP predicts
a remarkable increase of the energy levels (dashed and dash-dotted lines of fig. 2.5) as compared to
the regularised Fermi pseudopotential result, when the magnitude of the s-wave scattering length as
is large (irrespective of its sign). Also notice that the interaction energy obtained with the NLSPs
reaches an asymptotic limit when as is negative or as > 2L.
The main difference with the previous studies with a contact interaction [19, 90, 91, 93] is found
in the saturation values obtained for the energy levels. For positive values of as the energy levels are
shifted in 2~ω while for negatives values of as there is no apparent shifting respect to the unperturbed
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Figure 2.5: Energy levels of the relative motion of the two particles in a harmonic trap, in units of ~ω,
as a function of the scattering length, expressed in units of L, for different values of the parameter a.
Results correspond to the regularised Fermi pseudopotential and the NLSPs (Yamaguchi and δ-shell), as
indicated in the legends.
eigenstates of a harmonic oscillator. For both NLSPs the ground state diverges toward −∞ as as → 0
as does the corresponding bound state without trapping. The divergence starts at even larger values
of as when a is increased. However as as → ∞ and a > 2L the asymptotic value corresponds to
the ground state level of the non-interacting harmonic oscillator. When the scattering length is large
the interaction is weaker and the effects of the harmonic trap become more significant. However,
when using the regularised Fermi pseudopotential, the interaction dominates over the trapping and
the asymptotic states are given by the zeros of eq. (2.24). The inclusion of the parameter a allows
us to study different regimes of interaction and compare it with the trap size. When a becomes
comparable to L is the harmonic potential the one that dominates the energy states. Therefore, we
observe that the system rapidly converges to the eigenstates of the harmonic oscillator. This effect
is even greater for negative values of as and higher energies as seen in fig. 2.5, in which case the
energy does not change with respect to the harmonic oscillator states.
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2.5 Summary and conclusions
In this Chapter we introduced a solvable model to calculate the energy levels of two particles trapped
in a harmonic trap. Our procedure is based on the NLSP approach, in which the actual interacting
potential is replaced by a projective operator. It is important to realise that this technique can be
made exact, and so there are no theoretical limitations on this approach. In addition, closed solutions
can be found for any arbitrary NLSP, as we actually demonstrated [see eq. (2.8)].
In order to prove the versatility of our approach we have studied two models that represents
fundamental problems of condensed matter theory. On the one hand, we have considered exciton
states in parabolic QWs made of wide gap semiconductor within the framework of the effective-mass
approximation. In this case we have used a Gaussian NLSP, which leads to a closed solution for
the energy of the excitonic states. We have compared our predictions to the results obtained by a
perturbative approach, and found that the latter gives a reasonable value of the binding energy in
the range L & 3a3D. As a major result we observed that when the size of the QW is reduced the
binding energy for both heavy and light-excitons increases.
On the other hand, we calculated the energy levels of two atoms trapped in a harmonic trap. As a
working example, we considered the Yamaguchi and the δ-shell NLSPs, and compared the predicted
energy levels to those obtained by a regularised regularised Fermi pseudopotential. In both cases, the
low-energy scattering properties of the NLSPs approach those shown by the regularised regularised
Fermi pseudopotential when the parameter a, which model the interaction range, vanishes. Moreover,
we have been able to see how the energy states are modified when the trap size becomes comparable
to the characteristic length of the interaction.
Finally, we want to stress that the NLSP is a general procedure that can be employed in any
kind of confinement, but we restrict ourselves to harmonic potentials because the eigenstates are
well known. This is the major requirement in order to apply this method, as explained in section 2.2,
with little computational effort. Therefore, it could be used in other low-dimensional systems by a
suitable choice NLSP and if the electronic states without confinement potential are known.
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Chapter 3
Effects of intense laser radiation on the
electronic structure of low dimensional systems
3.1 Introduction
The existence of bound states of two interacting particles has a significant influence on the optical
properties of semiconductor nanostructures, like QDs and QWs. In the past several years, much
experimental and theoretical work has been done on the binding energy of hydrogenic impurities
located in 0D semiconductor nanostructures, like QDs and QRs [42–50, 74, 101]. At the same
time, as we discussed earlier (section 2.3), excitonic states in 1D nanostructures, such as QWs,
have attracted much attention from the theoretical point of view [12, 13, 71, 75, 76, 82]. The
spatial confinement of carriers leads to a strong enhancement of the binding energy and an increase
of the oscillator strength in these nanostructures, as compared to bulk semiconductors or even
quantum wells [83, 84]. Quantum confinement effects arise when the size of the nanostructure is
of the order of the effective Bohr radius in the bulk semiconductor. As a consequence, optical
absorption lines in semiconductor nanostructures are blue-shifted and carry information about the
confinement of carriers. For example, it has been proved that spectroscopy tools are very useful
to characterise electron states bound to hydrogenic impurities and exciton recombination in 0D
and 1D nanostructures [102]. Most important, changes in the electronic and optical properties of
nanostructures may be properly controlled by an appropriate selection of the sample geometry and
material parameters, opening new potential applications in optoelectronics.
In order to understand their dependence on material and geometry parameters, exciton states
and electron states bounded to hydrogenic impurities and their corresponding binding energy have
32
3.1 Introduction
been calculated in a large number of different semiconductor nanostructures. Moreover, the use of
optical techniques prompts the question on the influence of a laser field in the binding energy of
carriers bound to hydrogenic impurities in QDs [27, 29, 103], QWs [27, 28] and quantum wells [26,
27]. Simultaneously, given the growing interest on the optical properties associated with excitons in
1D systems, some studies have suggested that an intense laser field can be used to tune and enhance
the linear optical absorption and the excitonic binding energy [104, 105]. Usually, the effective-mass
approximation is taken as starting point to construct the Hamiltonian for the interacting electron-
hole pair. In the case of a high-frequency laser irradiation, its contribution to the system dynamics
is introduce by a renormalization of the energy gap and effective masses [26, 27] or by a dressing
effect on both the Coulomb and confinement potential [106–110]. Nevertheless, since no analytical
solutions are available in many geometries of interest within this framework, the electronic states
and the binding energy are often obtained by means of variational or numerical techniques.
We present an alternative approach based on the NLSP method, in which the actual Coulomb
potential is replaced by a projective operator [9, 59]. The NLSP method has already been successfully
used to determine in a closed form the binding energy of confined excitons [73] and hydrogenic
impurities [74] in parabolic QDs. In the previous Chapter we have shown that it is an appropriate
theory for studying excitons in QWs. This method yields an exactly solvable envelope function
equation from which the electron states can be readily obtained with the desired accuracy. Our aim
in this Chapter is to generalise this method to the case of an applied laser field on the low-dimensional
system and give two working examples that are under current interest in the scientific community,
namely hydrogenic impurities in QDs and excitons in QWs. For this purpose we will firstly present
the theoretical bases that allow us to study theoretically these examples and we will continue with
a detailed description of the physical quantities that can be obtained and how they depend on the
nanostructure shape and size and laser intensity.
3.1.1 Intense high-frequency laser field
Assume that the system is subjected to the action of an intense high-frequency laser field, represented
by a linearly polarised plane wave of frequency Ω. Under the dipole approximation the corresponding
vector potential is A(t) = A0û cos Ωt, where A0 is the amplitude of the incident beam and û is a
unit vector that indicates the polarisation. In order to obtain the electron-laser interaction potential,
we follow the nonperturbative theory previously developed to describe the atomic states under intense
high-frequency laser fields [106–110]. We summarise the main ideas of the method that allows us
to obtain a time-independent Schro¨dinger equation that embeds the effect of the laser field in the
interaction potentials present in the system.
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The first step is to apply a time-dependent translation transformation r → r + α(t) in the
potential V (r) [106, 107]. Thus the Schro¨dinger equation is written as
i~
∂ψ(r, t)
∂t
=
[
− ~
2
2m
∇2 + V
(
r +α(t)
)]
ψ(r, t) , (3.1)
where m is the electron effective mass and
α(t) = − e
mc
∫ t
0
A(t)dt = α0 sin Ωt , (3.2)
with α0 = −eA0/mĉu and represents the quiver motion of a classical electron in the field. In
Gaussian units, α0 ≡ |α0| is related to the time-averaged irradiance, referred for simplicity as
intensity, of the laser beam as follows [111]
α0 =
√
8piI
c
e
mΩ2
. (3.3)
The Schro¨dinger equation eq. (3.1) can be cast in a set of coupled time-dependent differential
equations for the Floquet components of the wave function. It could be solved by an iteration scheme
but to the lowest order of the iteration, namely in the high-frequency limit, the system reduces to
the time-independent Schro¨dinger equation [108, 109][
p2
2m
+ V0(r,α0)
]
ψ0(r) = Eψ0(r) , (3.4)
where ψ0 is the zeroth Floquet component of the wave function and E is the energy. V0(r,α0)
is defined as dressed potential which depends on Ω and I only through α0. This approach holds
as long as ~Ω  |E0(α0)| where E0(α0) is the ground state energy of eq. (3.4). Then, it means
that in the high-frequency regime the electron only feels the static distorted potential V0(r,α0),
the dressed potential associated with the original interaction potential V (r). Actually this dressed
potential is the time averaged over a period of the oscillating potential V
(
r,α(t)
)
, which is given
by the integral [108]
V0(r,α0) =
1
pi
∫ 1
−1
V (r +α0u)(1− u2)−1/2du . (3.5)
It could be interpreted as a potential created by a linear charge distribution of density (1−u2)−1/2/pi
extending from −α0 (u = 1) to α0, (u = −1), being V (r) the original potential created by a unit
charge [108]. In our study, electronic carriers are confined in harmonic potentials and interacts trough
a Coulomb potential. Therefore, following the procedure introduced above, both potentials have to
be dressed by the parameter α0 which carries the information about the laser irradiation. It has been
shown [110] that the Coulomb potential screened by the dielectric constant of the nanostructure,
V (r) = −e2/|r|, can be reasonably well described by approximating eq. (3.5) to
VC(r,α0) = −e
2
2
[
1
|r −α0| +
1
|r +α0|
]
, (3.6)
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and in the same way for a harmonic potential with frequency ω
VHP(r, α0) =
1
4
mω2
[
(r +α0)
2 + (r −α0)2
]
. (3.7)
These dressed potentials have been used as well in other studies of hydrogen impurities in
QWs [28] and QDs [29]. Finally, the Hamiltonian for a single particle confined in a parabolic low-
dimensional system interacting by means of a Coulomb field and under a high-frequency laser beam
becomes
H = p
2
2m
+
1
2
mω2r2 +
1
2
mω2α20 −
e2
2
[
1
|r −α0| +
1
|r +α0|
]
. (3.8)
Some considerations about the range of intensity values within which this approach is valid are in
order. The first assumption of the present approach is that the laser field can be properly described
under the dipole approximation. Therefore, the dressing parameter α0 should remain much smaller
than the laser wavelength in order to satisfy this condition. This imposes an upper limit on the
intensity values applicable to this study. In general, it is greater than the ones used in experimental
setups, so it is not a real limit to our calculations. Nevertheless, the real condition for the intensity
values comes from comparing α0 with the size of the bound system in the absence of the laser field,
namely the effective Bohr radius. We impose as limiting values for the intensity those that make
α0 ∼ a2D, which is the effective Bohr radius in 2D. Therefore, from eq. (3.3) one obtains that the
maximum intensity scales as Imax ∼ a22DΩ4 [28, 112]. As an example, for a typical semiconductor
such as GaAs and a laser of practical interest, such as CO2 (Ω = 2 × 1014 s−1), the model is
applicable when the intensity I is in the range 107 − 1012 W/cm2, which is available in practice.
3.1.2 Nonlocal separable potential for a two-centre field
The solutions of the previous Hamiltonian eq. (3.8) cannot be expressed in terms of elementary
functions. From eq. (3.6) it becomes apparent that under the laser field the system is equivalent
to a single electron in a two-centre Coulomb field. This analogy allows us to replace the effective
Coulomb potentials in eq. (3.6) by a pair of NLSPs to obtain the envelope function | χ 〉 from the
effective-mass equation
H | χ 〉 −→
(
H0 + VNL
)
| χ 〉 = E | χ 〉 , (3.9)
with H0 = p2/2m+ VHP(r, α0). Comparing with the standard procedure introduced in section 2.2
we should consider two different shape functions because now we are dealing with a two-centre
Coulomb field. Therefore, the NLSP is projective operator defined as
VNL ≡ −λ~
2
4m
[
| v+ 〉〈 v+ | + | v− 〉〈 v− |
]
. (3.10)
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Equation (3.9) can be solved exactly for any arbitrary NLSP, provided the eigenstates of the H0
are known. To compute the envelope function | χ 〉, we consider the resolvent of the Hamiltonian
H0 as follows
| χ 〉 = −
(
H0 − E
)−1
VNL | χ 〉 = λ~
2
4m
∑
ν
∑
s=±
| ϕν 〉〈ϕν |
Eν − E | vs 〉〈 vs | χ 〉 , (3.11)
where | ϕν 〉 denotes the eigenstates of H0 with eigenvalue Eν . Projecting onto the kets | v± 〉 and
setting the determinant of the resulting matrix to vanish we arrive at[
S+(E)− 1
][
S−(E)− 1
]
= |C(E)|2 , (3.12)
where for brevity we have introduced the following definitions
S±(E) =
λ~2
4m
∑
ν
1
Eν − E |〈 v± | ϕν 〉|
2 ,
C(E) =
λ~2
4m
∑
ν
1
Eν − E 〈 v+ | ϕν〉 〈ϕν | v− 〉 . (3.13)
The transcendental equation (3.12) provides the electron energy E in the nanostructure in the
presence of the laser field, for any arbitrary shape functions v± and coupling constant λ. The
problem reduces to evaluate the sums S±(E) and C(E), which should be truncated if there is no
analytical expression for them. In the following sections we will apply this method to two different
low-dimensional systems and sources of Coulomb interaction: a hydrogenic impurity in a QD and an
exciton in a QW.
3.2 Hydrogenic impurities in quantum dots under intense laser radi-
ation
As mentioned above, the use of optical techniques generated an increasing interest in the effects of
the laser field in the binding energy of carriers bound to hydrogenic impurities. In this regard, Fanyao
et al. calculated the binding energy of an on-centre donor hydrogenic impurity in a quantum well [28]
and in a spherical QD [29] placed in an intense high-frequency laser. The confinement of carriers in
the QD was modelled by a spherical quantum well with finite or infinite barrier. The authors followed
the same theory presented in section 3.1.1, and considered that the laser field dresses the Coulomb
potential. A variational approach was then used to calculate the binding energy of the on-centre
donor hydrogenic impurity. They predicted a fast decrease of the binding energy with increasing
field intensity. Recently, Yesilgul et al. obtained similar behaviour for impurities in QD when the
confining potential is also dressed by the laser radiation [103]. They analysed the effect of shifting
the impurity from the centre to the middle of the QD, keeping the laser polarisation parallel to the
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growth direction. Furthermore, in these works only the weak confinement regime was considered
because the sizes of the QDs were larger than the effective Bohr radius. Therefore, a detailed study
of the strong confinement regime and the effects of varying the laser polarisation is needed.
We present a new approach where the NLSP method is applied to this system. On the one
hand, previous results have shown that a closed expression can be obtained for the binding energy of
hydrogenic impurities in QDs [74]. And on the other hand, as explained before, the NLSP method can
be generalised to describe a dressed Coulomb potential when a low-dimensional system is subjected
to an intense high-frequency laser field. In this section we will show that closed expressions for the
binding energy of hydrogenic impurities can be obtained even if the system is subjected to an intense
laser field. To this end we consider the laser effects on both Coulomb potential (replaced by a NLSP)
and QD confinement potential. In addition, our approach is more general than the one presented by
Fanyao et al. [29] and Yesilgul et al. [103] since it is valid for both on-centre and off-centre impurities
and different laser polarisations.
3.2.1 Theoretical model
We consider a 2D noninteracting electron gas confined in a 0D nanostructure. In the framework of the
effective-mass approximation, the single-electron Hamiltonian in the presence of a donor hydrogenic
impurity can be written as H = p2/2m+VQD(r)+Vd(r). The pair p and r are the usual momentum
and coordinate in the plane of the 2D electron gas, respectively. The effective mass of the electron
is denoted by m. Here VQD(r) is the QD potential assumed to be harmonic. The Coulomb potential
due to a hydrogenic impurity located at position rd from the origin and screened by the background
dielectric constant  is Vd(r) = −e2/|r−rd|. The effect of the intense laser field is introduced in the
Hamiltonian of the system through a dressing parameter α0 related with the intensity and frequency
of the incident laser field. Actually this means that the Coulomb and the confining potential are
shifted by ±α0. Using the equations (3.6) and (3.7) the single-electron Hamiltonian in the presence
of an hydrogenic donor is written as
H = p
2
2m
+
1
2
mω2r2 +
1
2
mω2α20 −
e2
2
[
1
|r − rd −α0| +
1
|r − rd +α0|
]
. (3.14)
The Hamiltonian without Coulomb interaction is then H0 = p2/2m + mω2r2/2 + mω2α20/2 and
following the procedure of section 3.1.2 we arrive to the transcendental equation (3.12). We should
stress again that the coupling constant λ is not an adjustable parameter of the model. This can be
understood from the fact that we might obtain the energy level of an electron bound to the donor
impurity in an infinite 2D semiconductor E2D = −4Ry∗ when the confining potential is switched off
(ω → 0) and no laser radiation is applied to the nanostructure (α0 → 0). Note that because we are
dealing with a 2D system, the ground state energy is four times the one in a 3D semiconductor, which
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is the effective Rydberg Ry∗. Therefore, the resulting value of the coupling constant depends on
the shape function chosen and the dimensionality of the system under study. We focus on Gaussian
shape functions which were formerly used for studying hydrogenic impurities located at position rd
in QD [74, 101]. The dressing effect of the laser radiation on the Coulomb potential is included in
the shape functions through a displacement ±α0 as follows
v±(r) =
1
pi a2
exp
(
−(r − rd ±α0)
2
a2
)
, (3.15)
where a is a free parameter that must be set properly to account for the ground state of the hydrogenic
impurity in a 2D semiconductor.
The calculation of the coupling constant λ is easily achieved in momentum space when ω = 0
and α0 = 0. Due to the translational invariance of H0 in this case, we can set rd = 0 without loss of
generality. The Hamiltonian reduces to H0 = p2/2m and its eigenstates are plane waves with energy
Ep = p
2/2m. Thus, the energy spectrum is continuous and the summations appearing in eq. (3.12)
are replaced by an integration in momentum space. The shape function eq. (3.15) is simplified to
the one proposed in [74] and finally eq. (3.12) reduces to a much simpler transcendental equation.
The coupling constant can be calculated easily from the Fourier transform of the shape function.
Performing the same derivation as in [74], the coupling constant is found to be
λ = 4pi
e−δ/2
Γ(0, δ/2)
, (3.16)
where Γ(b, z) is the incomplete Gamma function [86] and δ = (a/a2D)
2 is and adjustable parameter.
As in the previous Chapter, this parameter should be as small as possible in the numerical calculation
so that the Gaussian function approaches the δ-function limit.
3.2.2 Donor bound electron in a parabolic quantum dot
After having obtained the coupling constant, we now turn to the normalized eigenfunctions of H0,
which are required to obtain the energy from eq. (3.12) when the laser field is switched on and the
impurity is located at an arbitrary position rd. From eq. (3.14) we notice that the eigenfunctions of
H0 are the ones of an electron in a parabolic potential with an offset energy mω2α20/2
ϕn`(r, θ) = Rn`(r)
ei`θ√
2pi
, (3.17)
with quantum numbers ` = 0,±1,±2 . . . and n = 0, 1, 2, . . .. The radial function is given by [87]
Rn`(r) =
√
2n!
(n+ |`|)!
r|`|
L|`|+1 e
−r2/2L2L|`|n
(
r2/L2) , (3.18)
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where L = √~/mω is the QD size and L|`|n denotes the generalized Laguerre polynomial [86]. The
eigenenergies are En` = ~ω(2n+ |`|+ 1) +mω2α20/2.
We set the X axis along the direction rd without loss of generality. The overlap between v±
defined by eq. (3.15) and ϕn` is given by
〈 v± | ϕn` 〉 =
√
2pi
pia2
exp
[
∓ i`λ± − 1
a2
(
r2d + α
2
0 ∓ 2rdα0 cosφ
) ]
×
∫ ∞
0
drrer
2/a2Rn`(r)I|`|
[√
1 + η2±
(
2rrd ∓ 2rα0 cosφ
a2
)]
, (3.19)
where φ is the angle between α0 and the X axis, namely the polarisation angle of the laser field.
The following parameters are defined in order to simplify the notation η± = α0 sinφ/(rd∓α0 cosφ)
and λ± = arctan η±. I|`| is the modified Bessel function [86]. After some algebra we obtain
〈 v± | ϕn` 〉 =
√
2pi
pia2
κn` exp
(
∓i`λ± − z
2
d
2µβ
− γ
2
µ
± 2zdγ cosφ
µ
√
2β
)
× exp
(
µβρ2±(1 + δ2±)
2(1 + µβ)
)
L|`|n
(
µ2β2ρ2±(1 + η2±)
1− µ2β2
)
, (3.20)
with
ρ± =
zd
µβ
∓ 2γ cosφ
µ
√
2β
,
κn` =
√
n!
(n+ |`|)!
(
1− µβ
1 + µβ
)n(
1 +
1
µβ
)−|`|−1
ρ
|`|
± (1 + η
2
±)
|`|/2 . (3.21)
For brevity we introduce the confining parameter β ≡ a22D/2L2. This parameter determines the
magnitude of the donor-bound electron confinement in the QD since the larger β, the higher the
confinement. The parameter γ ≡ α0/a2D gives the ratio between the laser and the Coulomb
interactions parameterized by α0 and a2D, respectively. In this study we will restrict ourselves to
the range 0 ≤ γ ≤ 1. The position of the impurity will be measured in units of the size of the QD,
zd = rd/L.
Inserting eq. (3.18) in eq. (3.12) we obtain a transcendental equation that it is solved numerically
with little computational effort for any chosen set of parameters. In order to compare the results for
different confinement strength, impurity position and laser intensity, we focus on the binding energy
of the ground state EB = mω
2α20/2 + ~ω − E.
3.2.3 Binding energy of hydrogenic impurities in quantum dots
We present our results for different values of the confining parameter β = a22D/2L2 and the parameter
γ = α0/a2D. Energy will be measured in units of the 2D effective Rydberg 4Ry
∗. In Ref. [74] it has
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Figure 3.1: Binding energy in units of the 2D effective Rydberg as a function of the parameter γ =
α0/a2D for three values of the QD size, indicated on each plot, and different impurity positions rd. The
polarisation angle is φ = 0. The inset shows the linear dependence of the value of γ at the crossing on
the QD size.
been shown that good accuracy is achieved with δ = 0.01 in the coupling constant, eq. (3.16), and
hereafter we take this value.
Figure 3.1 shows the binding energy of the ground state as a function of the parameter γ =
α0/a2D for polarisation angle φ = 0 and for three sizes L. From top to bottom L = 2a2D, L = a2D
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and L = a2D/2, which allows us to study the full range from weak (L > a2D) to strong (L < a2D)
confinement regimes. The curves correspond to different values of the impurity position, which is
continuously shifted from the centre to the edge of the QD. Different trends in the dependence of
the binding energy on the laser intensity and the QD size are observed and discussed below.
Binding energy when the laser is switched off
We introduce a much simpler 1D approach to explain qualitatively the decrease of the binding energy
when the impurity is slightly shifted from the origin and γ = 0, observed in fig. 3.1. It should be
mentioned that a similar behaviour was reported previously in Refs. [29, 103] for different confinement
potentials and theoretical approaches. The simplified model considers an electron moving in one
dimension and replaces the Coulomb potential by a δ-function. The Hamiltonian reads H = H0 −
(e2/)δ(x − xd), where H0 = p2/2m + (1/2)mω2x2 is the Hamiltonian of a harmonic oscillator.
Introducing the Green’s function of the harmonic oscillator, it is a matter of simple algebra to arrive
at the following equation for the energy levels G0(xd, xd;E) = /e
2, namely
G0(xd, xd;E) =
∞∑
n=0
|ψn(xd)|2
En − E =

e2
, E < En , (3.22)
where the sum runs over the eigenstates of the harmonic oscillator. The largest contribution to the
sum in eq. (3.22) comes from the ground state of the unperturbed oscillator n = 0. Taking into
account that E0 − E = EB, equation eq. (3.22) can be approximated as |ψ0(xd)|2/EB = /e2.
When the impurity is slightly shifted from the origin the probability density |ψ0(xd)|2 decreases and
consequently EB must decrease too, as observed in fig. 3.1.
Binding energy when the laser is switched on
Figure 3.1 shows that EB decreases when γ is not large (namely α0 < L), no matter the impurity
position. However, when the confinement is enhanced and the size of the QD is of the order of the
Bohr radius or even smaller, the curves show a well defined crossing in the range 0 ≤ γ ≤ 1. As the
impurity approaches the edge of the QD, the binding energy around the crossing point even increases
with increasing γ. The crossing of the curves appears when the magnitude of the laser intensity
is such that α0 is of the order of the QD size L. Using the condition α0 = L we can obtain an
estimation of the value of the parameter γ at the crossing γcrossing = 1/
√
2β = L/a2D. The inset of
fig. 3.1 shows this magnitude calculated from the crossing point of the curves for rd = 0.001L and
rd = 1.0L for different L/a2D. As expected, a linear dependence of the crossing on the QD size is
observed.
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In order to explain this result we can proceed in the same line as before. Now the 1D Hamiltonian
readsH = H0−(e2/2) [δ(x− xd − α0) + δ(x− xd + α0)] withH0 = p2/2m+(1/2)mω2
(
x2 + α20
)
.
The resulting eigenvalue equation is(
G++(xd, xd;E)− 2
e2
)(
G−−(xd, xd;E)− 2
e2
)
= G+−(xd, xd;E)G−+(xd, xd;E) , (3.23)
where
G±±(xd, xd;E) =
∞∑
n=0
ψn(xd ± α0)ψ∗n(xd ± α0)
En − E , E < En . (3.24)
Considering only the contribution of the ground state to the sum, eq. (3.24), the binding energy is
found to be EB = E0 − E ∼ |ψ0(xd + α0)|2 + |ψ0(xd − α0)|2, namely
EB ∼ exp
(
−(xd + α0)
2
L2
)
+ exp
(
−(xd − α0)
2
L2
)
. (3.25)
As explained before, from this simplified 1D model a decrease in the binding energy when the
laser is switched off (α0 = 0) is predicted. It can be also observed that when the impurity is located
at the origin (xd = 0) a decrease of EB is also expected, in agreement to what is observed in fig. 3.1.
Nevertheless, when the laser intensity and the impurity position are modified simultaneously, two clear
regimes are observed. At low laser irradiation α0 < L, equation eq. (3.25) predicts that the binding
energy decreases after shifting the impurity from the origin or increasing the laser irradiation. This
prediction is in perfect agreement to the results shown in fig. 3.1 (see the curves of the lower panel
at the left of the crossing point). On the other side, when α0 > L, an increase of the binding energy
after increasing xd is deduced from eq. (3.25), in agreement to the results shown in fig. 3.1 (see the
curves of the lower panel at the right of the crossing point). Then, we are led to the conclusion that
the 1D model renders the behaviour observed in fig. 3.1 even in the presence of the laser irradiation.
The binding energy also depends on the angle between the polarisation direction and the impurity
position rd. Figure 3.2 shows the binding energy as a function of the parameter γ in the strong
confinement regime (L = a2D/2) and two different angles, φ = pi/4 and φ = pi/2. Results should
be compared to those shown in the bottom panel of fig. 3.1, corresponding to φ = 0. When the
impurity is close to the centre of the QD (rd  L), the binding energy is almost independent of the
polarisation angle, as expected. However, the binding energy is strongly influenced by the polarisation
angle when the impurity is located close to the edge of the QD (rd ' L). As a result, the crossing
appears at higher values of the parameter γ. This shift can be easily understood by noting that the
projection of the vector α0 on the X axis is α0 cosφ. Therefore, the laser intensity must be increased
by a factor 1/ cosφ to compensate it. In other words, the crossing scales as γcrossing(φ) ∼ 1/ cosφ,
as seen in the inset of fig. 3.2.
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Figure 3.2: Binding energy in units of the 2D effective Rydberg as a function of the parameter γ =
α0/a2D for two values of the polarisation angle, indicated on each plot, and different impurity positions
rd. The QD size is L = a2D/2. The inset compares the value of γ at the crossing (open circles) with
the theoretical prediction γcrossing(φ) = γcrossing(0)/ cosφ (solid line).
3.3 Effects of an intense laser field on excitons in quantum wires
Since the operation of optoelectronic devices relies on the interaction of carriers with electromagnetic
radiation, and following the previous results we presented in section 2.3, we also take into account
the effects of an intense laser field on the exciton states. Other studies have suggested that the laser
field amplitude provides an important effect on the electronic and optical properties in QWs [104]. In
this work the authors employ the same procedure we have explained at the beginning of this Chapter,
dressing the interaction potentials due to the laser irradiation, but they solved the problem by means
of variational techniques.
We address the study by introducing a solvable model in which the Coulomb potential between
the electron and the hole is replaced by a NLSP [9, 59]. Our aim in this section is to show that
analytical solutions can be obtained even if the QW is subjected to an intense laser field. With this
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goal in mind we consider the laser effects on both Coulomb potential (replaced by a NLSP) and QW
confinement potential. Also we evaluate the linear absorption coefficient for searching a signal of the
exciton and high-frequency laser irradiation effects.
3.3.1 Theoretical model
We consider an electron-hole pair in a QW, oriented along the Z axis, subjected to a laser field of
frequency Ω, whose vector potential is given by A(t) = A0ûx cos Ωt. Here ûx is the unit vector
along the X axis. Following the method explained in section 3.1.1, in the high frequency limit, the
Hamiltonian of the interacting electron-hole pair is given by
H =
∑
i=e,h
[
p2i
2mi
+ V iQW(ri,α0)
]
+ VC(re − rh,α0) , (3.26)
with α0 = α0ûx. We assume a lateral parabolic confinement along the X-Y plane, so V
i
QW =
miωi(xi+yi)
2/2 for electrons and holes. mi denotes the effective mass for i = e electrons and i = h
holes. For instance, we suppose that the confinement frequencies are the same, namely ωe = ωh = ω.
The dressed parabolic confinement potential is given by eq. (3.7) for both electron and hole. The
Coulomb potential is
VC(re − rh,α0) = − e
2
2
[
1
|re − rh −α0| +
1
|re − rh +α0|
]
. (3.27)
As in section 2.3, it is convenient to separate the problem into centre of mass and relative
coordinates, r = re − rh and R = (mere + mhrh)/M , with the total and reduced masses M =
me +mh and m = memh/M , respectively. The total Hamiltonian, eq. (3.26), can be expressed as
H = HCM +Hr with
HCM = P
2
2M
+
1
2
Mω2(X2 + Y 2 + α20) , (3.28a)
Hr = p
2
2m
+
1
2
mω2ρ2 − e
2
2
[
1
|r +α0| +
1
|r −α0|
]
. (3.28b)
where ρ = (x, y), and P and p are the conjugate momenta of the coordinates R and r. Equa-
tions (3.28a) and (3.28b) are, respectively, the counterparts of eqs. (2.10a) and (2.10b) when the
high-intensity laser is taken into account. From eq. (3.28b) it becomes apparent that the relative
dynamics is equivalent to a single particle in a two-centre Coulomb field. The separation between
the two centres is 2α0, being proportional to
√
I.
Notice that the centre-of-mass problem is exactly solvable since HCM corresponds to a 2D
oscillator Hamiltonian. Thus, we will focus on the relative Hamiltonian Hr in what follows. The
corresponding eigenfunctions of Hr cannot be expressed in terms of elementary functions. Aiming
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to introduce a solvable model, we replace the Coulomb potentials in eq. (3.28b) by a sum of NLPs,
as explained in section 3.1.2.
As in the case of the QD, before we proceed further we show how the value of the coupling
constant can be determined. To calculate λ we consider the free-exciton case, when there is no
confinement due to the QW (ω → 0) and the laser field is switched off (Ω → 0 and α0 → 0). In
this limiting case the exciton energy E becomes −Ry∗. The resulting value of the coupling constant
depends on the shape function chosen. As we have demonstrated previously, Gaussian NLSPs give
accurate results for QW. We use and adapt this shape function to the presence of the dressing
parameter α0
v±(r) =
(
1√
pia
)3
exp
(
−(r ±α0)
2
a2
)
. (3.29)
Following the procedure discussed in section 2.3 and taking into account that we set α0 = 0 for
obtaining the coupling constant, λ is found to be exactly the same for the case of just an exciton in a
QW [eq. (2.12)]. Note that in that definition the parameter δ = (a/a3D)
2, being a3D the Bohr radius
in 3D should be as small as possible in order to reproduce the δ-shape of the Coulomb interaction.
3.3.2 Excitons in a quantum wire under laser irradiation
After having obtained the coupling constant, the normalised eigenfunctions of H0 are required to
obtain the exciton energy in the QW when the laser field is switched on. The required wave functions
have been obtained previously in section 2.3.3 and the reader is referred to eq. (2.13) for all the details.
The next step is to search for a closed expression for the energy of the exciton, E, under the action
of the laser field. From the definitions of the shape functions, eq. (3.29), and the eigenfunctions
of the non-interacting Hamiltonian, eq. (2.13), one finds that S+(E) = S−(E) ≡ S(E) and C(E)
becomes real. Using eq. (3.12) the ground state energy of the exciton is obtained by solving the
equation S(E) + C(E) = 1, which leads to
2pi
λ
=
1
(1 + η)2L exp
(
− 2γ
2β
1 + η
)∑
n`
2n!
[
1 + (−1)|`|]
(n+ |`|)!
(
γ
√
2β
1 + η
)2|`|
×
(
1− µ
1 + η
)2n exp (ηεn`)√
εn`
erfc(
√
ηεn`)
[
L|`|n
(
2γ2β
1− η2
)]2
, (3.30)
where λ is given by eq. (2.12). For brevity we have introduced the notation η = a2/2L2, γ = α0/a3D,
β = a23D/2L2 and εn` = 2(2n+ |`|+ 1− E/~ω).
Figure 3.3 shows the exciton energy, in units of the effective Rydberg, as a function of the
parameter γ, for several values of the QW radius, parameterised by β. We have taken the adjustable
parameter δ = 0.01 [see eq. (2.12)] but we have checked that the results remain almost unchanged
when δ = 0.005, as in the results of section 2.3.3. The inset shows that the exciton energy approaches
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the value in a bulk semiconductor (E → −Ry∗) in wide QWs (L  a3D), as expected when the laser
field is absent. Note that we are plotting the energy of the ground state, and not the binding energy
as it is done in fig. 2.1. The inset also shows that the energy increases when the radius of the QW
decreases, indicating strong confinements effects. The effects of the intense laser field are similar, in
the sense that the increase of the intensity is accompanied by a remarkable increase of the exciton
energy. This effect is more pronounced for smaller QWs. Nevertheless, the exciton energy seems
to reach a saturation value beyond a threshold laser intensity. The threshold intensity increases on
decreasing the QW radius, as seen from fig. 3.3.
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Figure 3.3: Exciton energy as a function of the parameter γ = α0/a3D. Several values of the QW radius
are considered, the radius being parameterised by β = a23D/2L2. The inset shows the exciton energy
when the laser field is switched off.
3.3.3 Optical absorption
The most clear signature of excitonic effects is the appearance of sharp peaks in the interband
absorption spectra. When in the nanostructure an electron is optically promoted from the full
valence band to the empty conduction band of the semiconductor, and no interaction is considered
between electron and hole, the absorption edge will occur at exactly the energy difference between the
states on the conduction and valence band. However, the formation of excitons is revealed by narrow
peaks at energies below the electronic bandgap. This effect has been widely studied in different
QWs shapes [15, 75, 113]. Therefore, once the exciton energy has been calculated from eq. (3.30),
we focus on estimating the linear absorption coefficient due to excitonic transitions to analyse the
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effect of the intense laser irradiation on the optical properties. Note that the exciton energies plotted
in fig. 2.1 are exactly the localised energies for the exciton states within the gap of the semiconductor.
Commonly the excitonic transition HH1 → E1 is studied. This nomenclature means that originally
we have N electrons occupying the HH1 valence subband and an empty E1 conduction subband.
In the presence of an electromagnetic wave and within the one-particle effective-mass and dipole
approximation, the probability that any transition occurs between two eigenstates φi and φf of
eq. (3.28b), with eigenergies Ei and Ef respectively, is obtained from the Fermi Golden rule as [114,
115]
Pif =
2pi
~
|〈φi|V |φf 〉|2δ(Ef − Ei − ~ωP ) , (3.31)
where we have assumed that the optical excitation is governed by an electromagnetic wave char-
acterised by an angular frequency ωP , linear polarisation defined by  polarisation vector and an
amplitude F . Then, V is written as
V =
ieF
2mωP
 · p , (3.32)
p being the electron momentum. The absorption coefficient is proportional to the transition proba-
bility given by eq. (3.31). One of the assumptions of this rule is that the initial and final states for
the optical transition are completely uncorrelated. However, in the presence of Coulomb interaction,
an excited state of the system could be created. It consists in a wave packet of electron-hole pairs,
which is the exciton. Then, in eq. (3.31) the exciton states should be taking into account. It means
that the final state in eq. (3.31) is nothing but the excitonic state we have obtained previously. It
has been demonstrated that the selection rules are the same as the standard interband transitions
without electron-hole interaction, which can be found elsewhere [114]. Among them, one is quite
important because restricts the excitons that could be created. It should be satisfied that the total
momentum in the plane of confinement for the electron-hole pair must be a good quantum number
and equal to the momentum of the absorbed photon, which is very small.
Coming back to the transition probability, it can be rewritten as [114]
Pif =
2pi
~
|〈ΨhV |V |ΨeC〉|2|Φη(0)|2δ(Eη − ~ωP ) , (3.33)
where ΨhV and Ψ
e
C are the wave functions of the hole and the electron in the valence and conduction
band, respectively. They are constructed from the product of the envelope and Bloch functions.
In absence of electron-hole interaction, their overlap with V determines the optical absorption.
The exciton contribution comes from the new term Φη, which is its wave function and Eη its
eigenergy [114, 115]. The term |Φη(0)|2 is known as the Sommerfeld factor [115] and represents the
probability of finding the electron and the hole in the ηth excitonic state at zero distance from each
other. Only excitons with non-zero amplitude at r = 0 can absorb light. It happens only for s-states.
Thus, only excitons with orbital quantum number L = 0 can be optically created. Therefore, the
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Coulomb interaction has a double effect. Not only it modifies the energy spectrum of the system
but also renormalises the transition probability. Consequently, the optical absorption is modified.
Our interest is focused on the effects of the laser irradiation on the excitonic absorption spectra.
From eq. (3.33) is clear that the difference between an excitonic and a purely electronic transition is
introduced via Φη. Therefore, we study the linear absorption coefficient that can be cast in the form
A(~ωP ) ∝
∑
η
|Φη(0)|2δ(Eη − ~ωP ) . (3.34)
Figure 3.4: Normalized absorption coefficient in GaAs QWs (with L = a3D) as a function of the photon
energy and γ = α0/a3D.
We have to obtain the wave function for the exciton from the NLSP method, which is defined
in eq. (3.11). Taking into account that 〈ϕν | v+ 〉 = (−1)`〈ϕν | v− 〉 and S(E) +C(E) = 1, after a
lengthy but straightforward calculation the unnormalised ground state exciton wave function is given
by
〈r | χ 〉 = λ~
2
2m
∑
ν
〈r | ϕν 〉〈ϕν | v−〉
Eν − E , (3.35)
where the sum runs over the quantum numbers n, l being even numbers and kz a continuous variable,
E is the solution of eq. (3.30). Keeping only the lowest exciton state and replacing the δ-function
by a Lorentzian of width Γ to account any possible broadening effect we obtain
A(~ωP ) ∝ 1
(Eg + 2~ω +Mω2α20/2 + E − ~ωP )2 + Γ2
, (3.36)
where we have used that Eη = E
e
h+E, with E
e
h = Eg+2~ω+Mω2α20/2 being the effective gap in the
QW due to the dressed parabolic confinement potential. Figure 3.4 shows the normalised absorption
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coefficient in GaAs QWs with L = a3D, as a function of the photon energy and γ = α0/a3D.
The values of the physical parameters used in our calculations are Eg = 1.424 eV, Γ = 2 meV,
me = 0.067m0, mh = 0.45m0, where m0 is the free electron mass. At low laser intensity (i.e. small
γ) the absorption peak is strongly blue-shifted. Nevertheless, this shift is less pronounced at large γ,
in agreement with the saturation effects discussed above (see Fig. 3.3).
3.4 Summary and conclusions
In summary, we have introduced an exactly solvable model from which the binding energy of on-
centre and off-centre hydrogenic impurities in a QD and excitons in a QW under high-frequency laser
irradiation can be obtained. In the framework of the effective-mass approximation, the confining
potential arising from the QD and the QW are assumed to be parabolic with confining frequency ω.
This model is based on the NLSP approach, in which the dressed Coulomb interaction between the
electron and the hole is replaced by a projective operator. We have taken Gaussian NLSP, which was
found to be suitable for describing off-centre hydrogenic impurities in QDs [74, 101] and excitons in
the absence of laser field on QW (section 2.3).
Regarding hydrogenic impurities in QD we have shown that the binding energy is found to
decrease as the impurity moves apart from the centre under low irradiation conditions. However,
the opposite trend is observed under strong irradiation. The threshold between these two regimes
occurs when the laser-dressing parameter equals the size of the QD. Finally, we have introduced a
simplified 1D model that captures the relevant regimes observed in our calculations.
On the other hand, when the laser field irradiates the QW, we found an increase of the exciton
energy on increasing the laser intensity. The exciton energy reaches a saturation regime at very high
laser intensity, the saturation value being larger for small QW radius. We also proved that this effect
can be really detected in the linear optical spectrum of the QW.
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Chapter 4
Excitonic Aharonov-Bohm effect in a
two-dimensional quantum ring
4.1 Introduction
One of the phenomena that arises from the quantum mechanical revolution and the fabrication of
low-dimensional materials is the AB effect [30]. Moreover, it has no classical counterpart. It can be
explained in a simple but also deep sentence: charged particles are affected by an electromagnetic field
even though the particles never felt the field directly. In classical electromagnetism, all physical effects
were described by means of electric and magnetic fields. Electric charges, magnets and currents are
the sources of the fields and their force field acts locally on other entities. Therefore, their influence
can be only produced by direct contact with the fields. Additionally, the electromagnetic potential was
seen as a mathematical construct that lacks physical meaning. Nevertheless, in quantum mechanics
the electromagnetic potential modifies the description of charged particles by shifting their phase.
Although a single phase does not lead to any change in the measurable properties, a phase difference
may provide very relevant information. This is the underlying idea in the AB effect. In an astonishing
fashion for the scientific community, the AB effect [30] established a link between the electromagnetic
potential and a measurable physical result, revolutionising the way we understand the significance
of potentials in quantum theory. For a brief introduction to this topic, readers would find in [116]
a complete and easy-reading article about the foundations of the AB effect. However, in the next
paragraphs, the theoretical basis of the effect and its experimental observation are explained in more
detail, in a similar way as in [117].
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Figure 4.1: Schematic view of the experiment suggested by Aharanov and Bohm [30]. Electrons move
in a free field region since the magnetic field is confined in a solenoid.
This effect was firstly predicted by Ehrenberg and Siday in 1949 [118] but remained unnoticed
until 1959 when Aharonov and Bohm [30] properly described the physics behind the effect that bears
their name. The experiment they proposed consists of a single coherent electron beam split into two
parts, in such a way that electrons travel on opposite paths of a region which contains a magnetic
field, but avoiding it, at shown in fig. 4.1. The fundamental ingredient of the experiment is that the
magnetic field is confined in a certain region (dark region in fig. 4.1) while electrons move in others
where the magnetic field is negligible. This could be achieved by using a current flowing through a
very closely wound cylindrical solenoid placed at the centre of the experiment setup. Therefore, the
two electron paths are in a free field region. However the electromagnetic potential cannot be zero
everywhere because the flux should be constant in any path enclosing the solenoid. The beams are
brought together to interfere after passing the solenoid.
The magnetic field B is only non zero inside the solenoid, and hence electrons experienced a
zero Lorentz force. Therefore, from the classical point of view their physical properties would not
be affected. But in contrast, they are subjected to a finite vector potential, A, which satisfies the
condition ∇×A = B inside the solenoid. The magnetic flux satisfies∮
dr ·A =
∫
ds ·B = Φ , (4.1)
where Φ is the total magnetic flux. Therefore, in the presence of a solenoid, the Hamiltonian for an
electron is
H = (P − (qe/c)A)
2
2me
, (4.2)
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where qe = −e is the charge of the electron and me its mass. The solution of eq. (4.2) in one
of the paths, where ∇ × A = B = 0, could be obtained by taking ψ = ψ0eiϕ, where ψ0 is the
solution in the absence of the solenoid with an energy E, and ∇ϕ = (−e/~c)A. It can be shown
that Hψ = Eψ. Then, the presence of the solenoid implies that the wave function acquires a phase
shift ϕ. In order to see this effect on the whole system shown in fig. 4.1, we focus our attention on
the interfering beams at the left lead. Assuming that ψ1 is the wave function for the electron beam
on one side of the solenoid and ψ2 for the opposite, the intensity of the total beam is related to
ψ1 + ψ2. Each of the wave functions in these beams has a phase that depends on the taken path.
The phase difference is, thus, given by
∆ϕ =
e
~c
∮
dr ·A = e
~c
Φ = 2pi
Φ
Φ0
, (4.3)
where Φ0 = hc/e is the universal flux quantum. Therefore, the intensity of the recombined beam
would depend on the flux Φ even though there are not magnetic forces acting on the electrons.
Then, any physical measurement of the interference pattern will highlight the fundamental role of
the potentials in quantum mechanics. This genuine result led Aharonov and Bohm to conclude that
the potentials must be considered as physically effective, even where there are no fields acting on
the charged particles [30]. They expanded this idea in another paper [119].
Since the publication of this result [30] several theoretical papers tried to show that the calcu-
lations were either wrong or that the physical connection of the electromagnetic potential with a
realisable measurement was incorrect. Nevertheless, some experimental papers aimed to prove the
AB effect [120, 121]. The main criticism of those experiments was that the magnetic field was not
strictly zero at the region were electrons move. Finally, Tonomura et al. [122–124] confirmed the
AB effect in an experiment in which the magnetic field was completely shielded by a superconductor
surrounding a toroidal magnet. Then, the electron beam travel in a truly free field region. The
interference pattern showed the predicted relative shift in terms of the magnetic flux Φ.
The AB effect has been detected in various experiments that used a wide range of techniques for
confining the magnetic field and different materials. There exists a voluminous body of theoretical
and experimental work in non-simply connected geometries, such as metal rings and superconducting
cylinders, where a magnetic flux pierced its centre. The manifestation of the AB effect is presented
in the periodic dependence of the equilibrium properties with the magnetic flux Φ [125–127]. In
particular, oscillations in the conductance [128], magnetoresistance [129] and persistent current [130]
of metal rings with period Φ0 have been observed. On the other hand, in superconductor rings the
threading flux is quantised in units of Φ0/2 [131], where the factor 2 is due to the formation of Cooper
pairs of electrons. Oscillations with period Φ0/2 in the critical temperature of superconducting
cylinders have been seen [132, 133].
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The experimental realisation of nanostructures such as QRs opened a new scenario for the study
of the AB effect at the nanoscale, where the confinement potential plays a crucial role in the electronic
properties of charged particles. One of the first experiments showed that self-assembled nanoscopic
QRs display a magnetic-field-induced transition from ground state angular momentum ` = 0 to
` = 1 that can be explained by means of the periodic AB oscillation of the ground state energy
as a function of the magnetic flux [134, 135]. In these studies, experimental results were compared
to those obtained assuming that the QR confinement potential is a displaced parabola [136]. Since
then, there have been numerous studies on the effects of the confinement potential, the presence of
impurities, interactions and external fields on the AB effect in a QR threaded by a magnetic flux.
In order to present a brief but comprehensive overview of the variety of theoretical studies, below
is a summary of the most relevant papers in this area. Free electron states in a toroidal QR subjected
to an axial magnetic field oscillates with period Φ0 contributing to an oscillatory magnetisation
and subsequent oscillatory persistent current [137]. Additionally, it has been shown that the chosen
confinement geometry has a significant importance on the electronic spectrum as a function of Φ,
and then optical experimental measurements could be used for determining the geometrical shape of
QRs [138]. An improved theoretical model that explains the experimental results of [134, 135] was
suggested in Ref. [139]. They proposed a confinement potential with a repulsive central barrier. As
its height is varied, the ring properties are modified and better adjusted to the experimental results.
Moreover, the k · p method with rectangular band offset potentials in 3D is proposed for describing
the experimental results [140, 141]. Finally, more realistic 3D confinement potentials agree with the
experimental results [142].
The effect of an electric field on the AB oscillations in QRs threaded by a magnetic field was
also studied. One study suggested that the oscillations of the ground state energy as a function of
the magnetic field can be suppressed by an in-plane electric field. However, the excited states still
oscillates and their energy can be tuned by the electric field strength [143]. The case of a noncircular
ring was studied also when an electric field is as well applied to the ring. The results show that the
AB oscillations may be suppressed at low energy [144]. Two interacting electrons were also studied
in a QR with a perpendicular magnetic field. The interaction changes the energy levels and also
influences the absorption spectra, opening up a wider range of electronic structures [136, 145, 146].
4.1.1 Excitonic Aharonov-Bohm effect
Recent advances in nanofabrication of QRs and QDs by self-assembling, [134, 135, 147–151] litho-
graphic [152, 153] or etching techniques [154] have shown that electrons and holes can propagate
coherently all throughout the nanostructure. The coupling of electrons and holes with the vector
potential has the opposite sign due to its different charge. Moreover, in such systems electrons and
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holes are confined in a small region and consequently the Coulomb interaction is enhanced. This
raises the question whether an exciton, a bound state of an electron and hole and thus a neutral
entity, is sensitive to the vector potential. The possibility of observing a coherent interference pattern
such as AB effect for interacting electrons and holes in a circular geometry under a magnetic field
opened a new and fascinating area of research both theoretical and experimental.
As a first approach to the problem, one may think that since the exciton charge is zero, the effect
would not be observable due to the necessary coupling to the vector potential through the charge.
However, two theoretical papers demonstrated that a XAB effect is actually possible in a QR due to
the finite size of the exciton inside the QR [31, 32]. In experiments, this sensitivity would show as an
oscillatory dependence of both the optical transition energy as well as the oscillator strength upon
the magnetic flux [148–151, 153, 154].
Since the publication of the first studies that predicted the XAB effect [31, 32] numerous papers
have been devoted to analyse the influence of the QR geometry and the interacting potential on the
effect. Initially, a short-range interaction between the electron and the hole was proposed for 1D
rings [31, 32, 155–157], where later the effect of an external electric field was included [158]. The
model is analytically solvable and AB oscillations were found in the excitonic ground state and in the
corresponding oscillator strength. Ro¨mer and Raikh explained that the XAB effect is originated from
the finite probability for the optically created electron and hole to tunnel in the opposite directions
and meet each other on the opposite side of the ring [32, 155]. They also suggested that the AB
oscillations would be suppressed if the width of the ring is much bigger than the radius of the exciton.
Therefore, most of the research in this area has focused on the proposal of new models for QRs in
2D that reproduce the real confinement in order to analyse the effect of the finite ring width.
Intermediate models assume 2D rings with narrow width under harmonic confinement and Coulomb-
like interaction potentials between the electron and the hole. Under these circumstances, the XAB
effect is not observed for the ground excitonic state due to the destruction of the non-simply-
connected geometry as the width is increased [159, 160]. However, in a 2D attractive annular Hub-
bard model [161], AB oscillations for the ground state survive for finite ring widths. The XAB effect
in strictly 2D QRs has been studied in models with harmonic [162] and geometric [163–165] confining
potential. In all cases, the XAB effect has been argued to be suppressed in 2D as the width of the
ring is increased. Nevertheless, their results suggest different approaches for experimentally detecting
the AB oscillations. For example, on the one hand, smaller and narrower rings are better candidates
for experiments because they lead to one-dimensional-like excitons [162]. On the other hand, an
alternative is the choice of appropriate materials [164] or noncircular geometries, which enhance the
observation of the effect [165].
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Other proposals suggest that by radially polarising the excitons the amplitude of the AB oscilla-
tions would be greater and then experimentally observable. This can be achieved by either applying
a lateral [166] or strong perpendicular electric field [167] to separate at different radii the trajectories
of the electron and the hole, or due to a radial asymmetry in the confinement originated from the
valence and conduction band alignments, leading to different effective ring radii for electron and hole
and thus a distinct magnetic flux for each [168–171]. This happens naturally in certain semiconductor
materials such as self-assembled InAs nanorings on a substrate of GaAs [135].
Not only the effects of the confinement geometry have been studied but also the influence
of impurities [169, 170, 172] and disorder [173] on the AB oscillations. The scattering potential
introduced by an isolated impurity breaks the rotational symmetry and thus, excitonic states with
different angular momentum are coupled. This could produce anticrossings in the energy levels, which
generate a modulation on the absorption coefficient due to the new optically active states [169, 170].
The presence of disorder on the onsite potentials of the ring may lead also to shifts on the linear optical
absorption coefficient. It has been demonstrated that when an ensemble of disorder configurations
is averaged over, the magnetic field effect may survive the inhomogenegous broadening due to the
impurities. However, for certain disorder configurations the XAB effect would be suppressed because
the disorder is strong enough to localise the exciton in a certain portion of the ring [173].
From the experimental point of view, the XAB effect has been observed for neutral and charge
excitons in QRs and type-II QDs. In photoluminiscence experiments of QRs made from lithographic
techniques, the emission energy of negatively charged excitons oscillates with increasing magnetic
field [153]. Later, magnetophotoluminiscence studies of self-assembled type-II QDs reveal AB oscil-
lations for neutral excitons. In this structure, one of the carriers is confined inside the QD and the
other carrier in the barrier, creating a ring-like structure [149, 150]. The spatial charge separation
produces a polarisation of the exciton and hence, the AB oscillations are actually observed for the sin-
gle particle that moves in the ring around the QD. However, recently two independent experimental
researches report on oscillations in the binding energy of neutral excitons in truly 2D QRs which may
be accounted for by the XAB effect [151, 154]. In Ref. [151] self-assembled InAs/GaAs QRs where
optically characterised, showing that the photoluminiscence energy peak oscillates as a function of
the magnetic field. In Ref. [154] a molecular-beam epitaxy grown nanoring made by AsBr3 etching
displays AB oscillations on both photolomuniscence energy and intensity.
As could be seen there are a wide range of theoretical and experimental studies on the XAB
effect. But the controversy still remains as to whether the effect would be observable for rings with
finite width, as shown by recent experimental results [151, 154]. The aim of this Chapter is to see
how the AB signatures change when we pass from a 1D to 2D QR. To this end we consider the
XAB effect in a confining potential that can be continuously tuned from strictly 1D to truly 2D with
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finite radius-to-width ratio while preserving the central structure of a ring, namely, its non-simply
connectedness due to an infinitely strong repulsion at the origin [174]. We present a simple analytic
approach to the excitonic problem when the electron-hole attraction is short-ranged [31, 32]. We then
study how the amplitude of the AB oscillations in the oscillator strength changes upon increasing
the width of the ring. We find that the AB oscillations of the exciton ground state energy decrease
with increasing the width of the QR, but nevertheless the effect remains noticeable down to regimes
with radius-to-width ratios smaller than unity. This shows the robustness of the XAB effect in 2D.
4.2 Theoretical model
4.2.1 Single particle states in the quantum ring
In the absence of Coulomb interaction, the Hamiltonian of a single particle (electron or hole) subjected
to a magnetic flux in a 2D QR is given by (we set c = 1)
Hi = 1
2mi
(pi − qiA)2 + V (ri) , (4.4)
where mi, pi andA are the effective mass, the momentum in the plane and magnetic vector potential,
respectively. Here the subscript i = e, h refers to the electron and the hole, respectively. Electric
charges are qe = −e and qh = e. The QR is modelled by an anharmonic, axially symmetric potential
with a centrifugal core [174, 175]
V (ri) =
V0
2
[
R2
r2i
+
r2i
R2
]
− V0 . (4.5)
The confining potential has the minimum at |ri| = R (see fig. 4.2) and, for this reason, R will
be used as a convenient measure of the effective ring radius. Close to the minimum the potential
reduces to the well-known displaced parabola, V (ri) = 2V0(ri/R− 1)2 ≡ (1/2)miω2(ri−R)2, used
in other theoretical studies of electrons and excitons in 2D QRs [135, 136, 162, 176]. As ri → 0, we
see from eq. (4.5) that the centrifugal core assures the survival of the essential feature of a ring: its
repulsive barrier in the centre. The effective width W of the QR can be estimated from the single-
particle ground state in the harmonic potential, namely W = (E0/2V0)
1/4R, where E0 = ~2/2mR2
is the ring-size quantisation energy [174]. Notice that we assume that W is the same for electrons
and holes, namely me = mh ≡ m. For the purpose of this work, all energies will be measured
in units of E0 and we parametrise the strength of the confining potential by the radius-to-width
ratio γ ≡ R/W = (2V0/E0)1/4. When γ → ∞, we approach the limit of a 1D ring, whereas
γ → 0 corresponds to an anti-dot geometry [174]. Figure 4.2 shows the radial confining potential for
different values of γ.
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Figure 4.2: Plot of the radial dependence of the confining potential for γ = 1 (short-dashed), 2 (dashed),
5 (long-dashed) and 10 (solid). The strongly repulsive core at the origin remains very prominent even if
γ is small.
This potential is commonly known as volcano potential due to the centrifugal core at the origin.
Some studies have shown the differences on the single particle electronic spectra between the potential
of eq. (4.5) and the displaced parabola, claiming that the latter provides a more suitable theoretical
description of self-assembled QRs [177]. Nevertheless, experimental images and data of QRs [178]
show that the ring profile is quite similar to that of fig. 4.2. And other theoretical studies claim that
the repulsive core is a fundamental ingredient for increasing the oscillator strength for a radiative
excitonic ground state transition [179]. In this Thesis we show that the potential of eq. (4.5) provides
an accurate model for describing excitons in QRs and are in good agreement with the experimental
results [151].
In order to study the XAB effect in the QR, we choose A ≡ (Ar, Aθ) = (0,Φh/e2pir), corre-
sponding to an infinitely thin magnetic flux piercing the plane of the ring perpendicularly. Here Φ is
the dimensionless flux through the ring and h/e the universal flux quantum. The vector potential is
defined as usual such that
∮
Adr = Φh/e. We note that due to the axial symmetry around the ring
axis, all our results for energies have to be periodic in Φ with period 1 and we hence restrict our-
selves to the sector Φ ∈ [0, 1]. Then the effective-mass equation for the electron in polar coordinates
re =(re,θe) is written in dimensionless form
HeψMe(re) = λMeψMe(re)
=
[
− ∂
2
∂ρ2e
− 1
ρe
∂
∂ρe
1
ρ2e
∂2
∂θ2e
+−2iΦ
ρ2e
∂
∂θe
+
Φ2
ρ2e
+
Ve
E0
]
ψMe(re) , (4.6)
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where Me = (ne, `e) represents the set of quantum numbers for the electron, which are ne =
0, 1, 2, . . . and `e = 0,±1 ± 2, . . . For brevity we define the dimensionless energy λMe = EMe/E0
and radial coordinate ρe = re/R. The effective-mass equation for the hole is the same aside from a
change in sign in the linear term on Φ, and with a set of quantum numbers Mh = (nh, `h).
The normalised eigenfunctions of eq. (4.6) are given by [174]
ψMe(re) =
e−i`eθe√
2pi
RMe(re) , (4.7a)
RMe(re) =
1
R
[
Γ(ne + 1)
2keΓ(ne + ke + 1)
]1/2
(ρeγ)
kee−ρ
2
eγ
2/4Lkene
(
ρ2eγ
2
2
)
, (4.7b)
where ke =
√
f2e + γ
4/4 with fe = `e − Φ defining an effective angular quantum number due to
the confinement and the magnetic flux. Lkn stands for the generalised Laguerre polynomials. The
corresponding dimensionless energies are λMe = γ
2(2ne + 1 + ke) − γ4/2. The eigenfunctions and
energies for the hole are the same as for the electron, with an effective angular quantum number
fh = `h + Φ. The dimensionless zero point energy (ne = `e = Φ = 0) for the electron is λ
0
e = γ
2.
Figure 4.3 shows the electron energy as a function of the parameter γ. We note that levels at
higher values of the quantum number ne become increasingly uncoupled for γ > 5 and hence we
expect to see nearly 1D behaviour for γ values beyond this regime [32]. From the inset is clearly
observed that in this 2D confinement regime, in the absence of interaction, the ground state energy
for the electron (once subtracted the zero point energy) describes an oscillation with the magnetic
flux. For γ > 5, the 2D oscillation is indistinguishable from the 1D case.
4.2.2 Solution of the excitonic case
Within the effective-mass approximation, the Hamiltonian of the interacting electron-hole pair is
given by H = He + Hh + He−h, where He−h is the interaction term. We model the excitonic
interaction between the electron and the hole as a short-range potential of the form
1
E0
He−h(re, rh) = (2pi)3/2v0RWδ(re − rh) , (4.8)
where v0 < 0 parameterizes the attractive interaction strength in units of E0. This contact interaction
is the same used in Refs. [32, 155, 158] extended to a 2D case, where the area of the ring is 2piRW .
In this definition we have carefully chosen the prefactors such that in the 1D limit, γ → ∞, the
values of v0 become identical to the corresponding 1D parameter and facilitate comparison with the
results of Refs. [32, 155, 158]. Thus, we express v0 as −α/pi2 where α denotes the ratio of the ring
circumference to the 1D excitonic Bohr radius [32, 155]. As explained in Refs. [32, 155], this factor
α is related to the amplitude for a bound electron and hole to tunnel in opposite directions, respect
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Figure 4.3: Dimensionless electron energy λMe as function of the radius-to-width ratio γ. Solid, dashed,
dotted, dotted-dashed and double-dotted-dashed lines corresponds to ne = 0, 1, 2, 3, 4 and le = 0. For
ne = 0 we also show le = 5, 10, 15, 20. The flux is Φ = 0 in all cases. The inset shows the flux dependence
of the energy of the ground state for different γ. The black lines corresponds to 1D results.
to where it was created, and meet each other on the opposite side of the ring. Then, the phase
acquired of the exciton is given by eq. (4.3) and the XAB effect is observable.
Before continuing with the detailed study of the model, let us discuss some of the assumptions
made and the limitations which we will encounter. Let us first emphasise that the restriction to
equal electron and hole masses is simply a presentational convenience; all calculations shown here
can easily be generalised to the case of unequal masses [158] but with a certain loss of clarity in
the mathematical expressions. Nevertheless, we shall present some results for unequal masses later.
The assumption of an infinitely thin current-carrying solenoid generating the magnetic flux Φ is
a theoretical construct. The experiments cited in the introduction all use a magnetic field B to
generate the required Φ. This results in an additional, diamagnetic term proportional to B2, which
we ignore here similarly to the experimental papers [148, 149, 153, 154, 163, 180]. Certainly the
most drastic assumption seems to be the δ-function potential for the two-particle interaction. Its
use is of course motivated by our resulting ability to reduce the computational difficulties as we will
show below. Nevertheless, we wish to emphasise that there are also certain conceptual advantages
associated with it: (i) in 1D, the δ-function interacting many-particle problem has been solved exactly
and hence the expression for the exciton binding energy on a line is known in terms of v0 [181]. (ii)
In Ref. [32], it was shown how the Bohr radius of the exciton similarly depends on v0. Both these
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parameters will of course vary when another form of interaction is considered. However, as also shown
in Ref. [32], it is the ratio α introduced above which governs the strength of the AB oscillations. The
effect of other two-particle interaction potentials along the ring, when expressed in terms of α, will
lead to similar AB oscillations and we expect at least qualitative agreement. Even for a long-range
potential such as the Coulomb interaction, we expect this to hold as long as the overlap of wave
packets on opposite sides of the ring, i.e. across the origin at r = 0, can be neglected. For the
confining potential considered here, with its strong centrifugal core, this should be a rather good
approximation.
We construct the exciton eigenfunction as a linear combination of the electron and hole single-
particle eigenfunctions
Ψ(re, rh) =
∑
MeMh
AMeMhψMe(re)ψMh(rh) . (4.9)
The effective-mass equation for the electron-hole pair may now be cast in equivalent form∑
MeMh
AMeMh(λMe + λMh −∆)ψMe(re)ψMh(rh)
+(2pi)3/2v0RWδ(re − rh)Ψ(re, rh) = 0 ,
(4.10)
where ∆ is the excitonic energy in units of E0. Following an analogous procedure as in Ref. [158]
the coefficients AMeMh are obtained multiplying eq. (4.10) by ψ
†
Me
(re)ψ
†
Mh
(rh) and integrating over
the coordinates
AMeMh = −
(2pi)3/2v0RW
λMe + λMh −∆
GMeMh , (4.11)
where we have defined
GMeMh =
∫
d2rΨ(r, r)ψ†Me(r)ψ
†
Mh
(r) . (4.12)
Setting re = rh = r in the expansion of eq. (4.9), multiplying by ψ
†
M ′e
(r)ψ†
M ′h
(r) and integrating
over the coordinates we finally obtain
GM ′eM ′h =
∑
MeMh
GMeMhPMeMhM ′eM ′h(∆) , (4.13)
with
PMeMhM ′eM ′h = −
(2pi)3/2v0RW
λMe + λMh −∆
×
∫
d2r ψMe(r)ψMh(r)ψ
†
M ′e
(r)ψ†
M ′h
(r) . (4.14)
To proceed we define the total angular momentum of the electron-hole pair in units of ~ as
L = `e + `h. Because the system is axially symmetric, only states with L = L
′ can contribute to the
excitonic system. This condition is even more restrictive under the dipole approximation, i.e. only
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excitons with total angular momentum L = 0 can absorb light polarised perpendicular to the ring.
Therefore eq. (4.14) reduces to
PMeMhM ′eM ′h = −
√
2piv0RW
λMe + λMh −∆
×
∫ ∞
0
dr rRMe(r)RMh(r)RM ′e(r)RM ′h(r) . (4.15)
We note that in the limit γ → ∞, the integrals in eq. (4.15) reduce to 1/√2piRW for ne = nh =
n′e = n′h = 0 and le + lh = l
′
e + l
′
h. For other combinations of ne, nh, n
′
e, and n
′
h, the corresponding
PMeMhM ′eM ′h are less important due to the energy denominator in eq. (4.15).
Similarly as for 1D QRs, [32, 155, 158] there is no analytical solution of eq. (4.13) for finite values
of v0. In order to find approximate solutions, we hence need to cut off the sums at some maximally
allowed values for Me and Mh. Figure 4.3 shows that for smaller values of γ, i.e. increasing ring width
W , the level separation between the quantum states of the single particles is decreased. Therefore
we use different `max and nmax values depending on our choice of γ. We have tested that our results
do not change appreciably for the range of Φ and v0 considered here. As in Ref. [158], eq. (4.13) is
reformulated as a standard left-eigenvalue equation
GK′ =
∑
K
GKPKK′(∆) , (4.16)
after mapping the quantum numbers Me,Mh → K and M ′e,M ′h → K ′ according to K = (` +
`max)(nmax + 1)
2 +ne(nmax + 1) +nh + 1 such that K,K
′ = 1, 2, . . . , (1 + 2`max)(1 +nmax)2. The
excitonic energies are obtained numerically by determining the values of ∆ which result in the matrix
P TKK′ having an eigenvalue equal to 1. Note that it is the transpose of PKK′ the one that have to be
diagonalised because eq. (4.16) is an eigenequation from the left. For a given ∆, all eigenstates can
be found using eq. (4.13), eq. (4.11) and eq. (4.9). An advantage of our approach is that it allows
us to target the ground state directly by choosing a suitable starting value for ∆. From previous
studies the excitonic energies are known for a 1D ring [32], which would be the starting point for
us. The numerical procedure is similar to the one described in [117]. We set a range of values of ∆
and we solve eq. (4.16) until we find a certain value for which the eigenvalue of P TKK′ is less than
1 and other for which is greater than 1. Then, by linearly interpolating between these values, we
find a crude approximation for the excitonic ground energy. The process is repeated again but with
decreasing the separation step between two subsequent values of ∆ and closer to the approximated
value. We numerically find a function that interpolates the pair of values which are below and above
1. Finally, we obtain the excitonic ground state energy by setting the function equal to 1 and solving
for the corresponding ∆.
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4.3 Numerical results
In fig. 4.4 we plot the ground state energy ∆ defined by eq. (4.13) with `max = 40 for γ > 0.5 and
nmax = 5 (Kmax = 2916) for γ < 5 or nmax = 2 (Kmax = 729) for γ > 5 and as a function of v0 for
different values of γ. For γ = 0.5 we have used `max = 30 and nmax = 6 (Kmax = 2989). Here and
in all following figures, when plotting the excitonic energies ∆, we have subtracted the zero-point
energy 2γ2 of the non-interacting electron-hole system.
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Figure 4.4: Exciton energy ∆ at magnetic flux Φ = 0 (solid lines) and 1/2 (dashed lines) plotted as a
function of the interaction strength v0. For clarity, symbols are shown for Φ = 0 only and the results
for γ = 0.5 at Φ = 1/2 have been suppressed. The thin dotted horizontal line denotes the onset of the
single-particle continuum at Φ = 0. The two thin black lines denote the 1D limit for Φ = 0, 1/2. The
inset shows the amplitude of the AB oscillations as a function of the ratio me/mh at interaction strength
v0 = −2/pi2.
We see that for all γ and Φ values, the increase of the interaction strength v0 leads to the
formation of a state with decreasing energy values below the onset of the free-particle continuum.
We also compare in fig. 4.4 the 2D exciton results with the 1D ring studied in Refs. [32, 158].
When the radius of the ring is 10 times its width (γ = 10) the 2D excitonic behaviour is essentially
indistinguishable from the 1D results in the range of v0 values studied. In particular, the differences
between energies at different flux values at large γ decrease. Nevertheless, for small γ . 3 different
magnetic flux values lead to quite distinct ∆ values — even in a 2D QR the exciton is sensitive to
the magnetic flux. It is also interesting to note that for large γ, the bound state energies are more
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negative for larger values of v0 [32] whereas for γ . 1 we find evidence that smaller γ values lead to
smaller differences between different values of Φ.
The above results have been obtained assuming the same effective mass for the electron and the
hole. To address the question of the robustness of the XAB effect in a more realistic situation with
different effective electron and hole masses, we have calculated the exciton energy as a function of
the ratio me/mh. Let us define the amplitude of the excitonic AB oscillations as the difference of
the exciton energy at Φ = 1/2 and Φ = 0, namely ∆(1/2) − ∆(0). The inset of fig. 4.4 shows
this amplitude as a function of the ratio me/mh for different values of γ at interaction strength
v0 = −2/pi2. In 2D rings (γ = 0.5) the energy difference is almost constant and the assumption
of equal masses is well justified. Upon approaching the 1D limit, i.e. increasing γ, the amplitude of
AB oscillations increases less for small me/mh ratios but the effect is still revealed. As an example,
in common III-V compound semiconductors the ratio of the electron and light hole masses typically
ranges from 0.6 to 0.9, and it can be seen in the inset of fig. 4.4 that the reduction of the amplitude
is small.
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Figure 4.5: Exciton energy ∆ as function of the magnetic flux Φ for different values of interaction strength
v0 and radius-to-width ratio γ. The thin dotted horizontal line denotes the onset of the single-particle
continuum at Φ = 0. Only every second data point is shown for clarity in each curve.
Figure 4.5 shows the AB oscillations of the exciton energy as a function of the magnetic flux
Φ within one flux period at different values of γ and v0. In agreement with fig. 4.4, we find that
the AB oscillations are retained for radius-to-width ratios ranging from γ = 0.5 to 10. This shows
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that the XAB effect remains robust even in a ring of finite width. Upon increasing the γ values for
different Φ values, we find mostly a moderate increase of the exciton energy, except in the vicinity
of Φ = 0.5 where even the reverse tendency can be observed.
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Figure 4.6: Amplitude of the AB oscillations ∆(1/2)−∆(0) as a function of radius-to-width ratio γ for
different interaction strength v0. The dashed horizontal lines correspond to the 1D limit [32], the vertical
line denotes the γ = 0.5 values.
In fig. 4.6 we plot the amplitude of the excitonic AB oscillations for different interaction strength
v0 = −1/pi2,−2/pi2,−3/pi2 as γ is varied. We see that upon decreasing γ from the nearly 1D
behaviour at γ = 10 towards γ ≈ 1.5, there is only a slight decrease in the amplitude of the AB
oscillations. Upon further decreasing γ, the oscillations weaken more rapidly, but even at γ = 0.5,
they retain about 30–40% of their original value. Results for other values of v0 are similar. This
again shows that even for rather wide rings, the excitonic AB oscillations persist in this 2D case.
In fig. 4.7 we show the exciton probability density |Ψ(re, rh)|2 for different values of γ. We inte-
grate |Ψ|2 over the radial coordinates ρe, ρh and hence retain the angular dependence in figs. 4.7(a)
and 4.7(c), whereas in figs. 4.7(b) and 4.7(d) we integrate out the angular degrees of freedom and
retain the ρe, ρh dependence. From these figures we conclude that the exciton fills the available
width of the ring. Figures 4.7(a) and 4.7(c) show that the exciton is indeed bound, i.e. the majority
of the weight of |Ψ|2 resides along the diagonal θe = θh. Analogous results are obtained for different
Φ and v0. This is similar to the 1D behaviour described in Refs. [32, 158].
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Figure 4.7: Dependence of the local wave function probability |Ψ|2 on (a,c) angular coordinates θe, θh
and (b,d) radial coordinates ρe = re/R, ρh = rh/R for γ = 1 (a,b), and 10 (c,d) for v0 = −2/pi2 and
Φ = 0. The values of |Ψ(θe, θh)|2 and |Ψ(ρe, ρh)|2 have been normalised to lie in [0, 1]. The colours go
from |Ψ|2 ∈ [0.9, 1] (red) to |Ψ|2 ∈ [0, 0.1] (blue) in steps of 0.05 for (a,c), 0.2 for (b) and 0.1 for (d).
The thick black lines indicate in (b) and (d) the width W of the ring in each case.
The oscillator strength, defined as
F =
∣∣∣∣∫ d2rΨ(r, r)∣∣∣∣2∫
d2re
∫
d2rh|Ψ(re, rh)|2
, (4.17)
is plotted in fig. 4.8. Large values of F corresponds to a large transition matrix element from the
exciton ground state into the vacuum via photoemission. We find from fig. 4.8 that the results for
large γ are in good agreement with the 1D results [32]. And when decreasing the radius-to-width
ratio γ, the value of F does not suddenly drop to zero, again emphasising the robustness of the XAB
effect in ring of finite width.
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4.4 Summary and conclusions
We have shown a solvable model for studying the XAB effect in a truly 2D QR. Our results suggest
that this effect originally predicted for a 1D model [31, 32, 155] remains essentially unchanged when
allowing for rings of finite widths as given by eq. (4.5). We find that when we enlarge the ring width
by one order of magnitude from 1/γ = 1/10 to 1, the magnitude of the AB oscillations drops by
about 15% only. In addition, we show that the qualitative behaviour of the oscillations both for
the spectral position as well as the oscillator strengths of the exciton luminescence lines are again
governed by the relative strength of attractive Coulomb interaction to ring radius. Our results are
in good agreement with recent experimental observations where the magnitude of the excitonic AB
oscillations was observed to be about 0.5 meV at binding energies of 4.35 meV for rings of about
11–22 nm radius and γ ≈ 1 [151].
We also note that our confining potential [eq. (4.5)] has been chosen to retain its non-simply
connectedness due to the infinitely repulsive centrifugal core at the centre. Hence even for very
wide rings, there is an essential difference with respect to the previously considered 2D confining
potentials [159, 160, 162–164, 182]. This demonstrates that it is not so much the width or the exact
shape of the confining potential, but rather the avoidance of the ring centre which is the important
ingredient needed for the experimental observation of the XAB effect. Moreover, after the publication
66
4.4 Summary and conclusions
of the results presented in this Chapter [183], an experimental and theoretical paper [178] shows that
the profile of the confinement potential we use agrees quite well with the real profile of InAs QRs due
to the InAs/GaAs gap energy values associated to In-content changes in the ring sample. Therefore,
we are confident that XAB effect can actually be observed in experimentally achievable 2D QRs as we
demonstrated in this Thesis. In addition, our result show that it is not strictly necessary to polarise
the exciton in order to observe AB oscillations. This opens the possibility of seeing the XAB effect
in semiconductor materials for which the band alignment does not naturally confine the electron and
hole at different effective radii.
Last, regarding external factors in the XAB effect, we expect that the effects of electric fields [158,
166, 167] and the formation of charged excitons remain similarly robust in 2D, whereas impurity [169,
170, 172] and disorder effects [173] should be less important than in the 1D case.
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Chapter 5
Quantum systems driven by time-dependent
fields
5.1 Introduction
The fundamental properties of low-dimensional systems are highly influenced by the application of
time-dependent fields. For this reason, time-oscillating potentials, such as those produced by an
AC field, have been studied for several years in connection with photon-assisted tunnelling [36, 184,
185], electronic transmission [186–189], electron pumping and quantum ratches [190, 191], and finally
with the formation and detection of quasi-bound states [186, 188]. From the experimental point of
view, photon-assisted tunnelling has been observed in coupled QDs, resonant tunnelling diodes and
superlattices [36]. The idea underlying this phenomenon is that the oscillating potential can lead
to inelastic tunnelling, with finite probability, of an incident particle with energy E to sidebands
states of energy E ± n~ω by absorbing or emitting n photons while traversing the space where the
field is applied. Therefore, from a fundamental point of view, it is important to study the effect
of time-dependent external fields on the transmission properties. A simple model was proposed by
Tien and Gordon [184] and more complete models are based on the Floquet theorem [192] and
non-equilibrium Green’s functions [193]. The latter is more suitable for systems under strong driven
fields and for describing time-dependent response. One of the most used forms for studying the
scattering properties of driven systems assumes that the time-modulated potential could be replaced
by an oscillating single barrier [187, 188].
On the other hand, the time-dependent potential can induce the formation of quasi-bound states
that could be observed in the transmission profile. Transmission resonances arise when a particle
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impinges with an energy near the energy of the quasi-bound states. This could be interpreted as
the oscillating potential acts as dynamical trap for electrons with energies below the continuum.
The binding energy and lifetime of these states can be derived from the poles of the transmission
amplitude [186]. Time-periodic potentials could be used as well as a perturbing mechanism of the
bound states and help to reveal them as resonances in the transmission spectrum. This phenomenon
is based in the dynamical interaction that appears between states of different energy that could
couple bound states with the continuum, leading to sharp peaks in the transmission profile. From it
one can obtain their binding energies [194].
Given the different physical phenomena that can be observed from the application of a time-
dependent potential, in this Chapter we study how two fundamental quantum mechanical effects are
affected by harmonic potentials. In the first place, we report on the formation of bound states in the
continuum driven by AC fields. The considered system consists of a QR connected to two leads. An
AC side-gate voltage controls the interference of electrons passing through the system. We obtain
the transmission probability and the local density of states (LDOS) at the ring sites and show that
transmission probability displays a Fano profile when the energy of the incoming electron approaches
the driving frequency. Correspondingly, the LDOS presents a narrow peak that approaches a δ-
function in the weak coupling limit. We attribute these features to the presence of bound states in
the continuum. In the second place, we study the scattering of massless Dirac particles by oscillating
barriers in one dimension. Using the Floquet theory, we find the exact scattering amplitudes for
time-harmonic barriers of arbitrary shape. In all cases the scattering amplitudes are found to be
independent of the energy of the incoming particle and the transmission coefficient is unity. This is
a manifestation of the Klein tunnelling in time-harmonic potentials.
5.2 Bound states in the continuum driven by AC fields
At the dawn of quantum mechanics, in 1929, von Neumann and Wigner constructed a spatially
oscillating attractive potential with amplitude decreasing with distance that supported a bound
state above the potential barrier [37]. This truly localised (square integrable) solution of the time-
independent Schro¨dinger equation is referred to as a BIC. Diffractive interference was suggested
as the reason such states could exist. As explained in Ref. [195] the single-particle wave function
amplitude is modulated in such a way that the destructive interference with the reflected waves
can cause the amplitude to vanish at large distances. Thereby the state is normalisable. The local
potential that supports these states is constructed once the wave function and its positive energy
are known. However, this method cannot provide the complete spectrum of energies and their wave
functions for states other than the BIC [37, 196]. Because of these limitations and the unusual
oscillating central potentials needed for producing BICs, those have seen as a mathematical curiosity
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more than a feasible physical state. Figure 5.1 shows an example of the BIC wave function and von
Neumman and Wigner potential derived in Ref. [195].
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Figure 5.1: von Neumann-Wigner potential V (r) and von Neumann-Wigner bound wave function state,
ψ(r). The energy of the BIC is k2 (dotted line). Result adapted from [195].
Almost fifty years later, Stillinger and Herrick reexamined and extended these ideas [196]. They
presented few examples of spherical symmetric attractive potentials which support BICs and they
analysed how to produce them in case of higher angular momentum, variable dimensionality and
Coulomb interactions. Finally, they studied a double excited atom model, where BICs were formed
and had infinite lifetime despite the interaction between electrons. Their method could be extended
to the case of separable nonlocal potentials if needed [197]. They arrived at the conclusion that
BICs may be a physically realisable phenomenon in real atomic and molecular systems. In this
context, Friedrich and Wintgen discussed a system of coupled Coluombic channels and, in particular,
a hydrogen atom in a uniform magnetic field [198]. These authors interpreted the formation of BICs
as the result of the interference between resonances of different channels and demonstrated their
assumptions by means of Feshbach’s theory of resonances [199].
The advent of nanotechnology has made possible to devise and fabricate quantum devices whose
electronic properties are similar to those of atoms and molecules. The similarity to atomic systems
paved the way to experimentally validate the existence of BICs in artificial nanostructures. In 1977
Herrick [200] and Stillinger [201] proposed that GaAs/AlxGaAs1−x superlattices could be used to
build potentials supporting one or more BICs. However, it was in 1994 when the first evidence of an
electric bound state above the barrier height was observed experimentally. Capasso et al. measured
the absorption spectrum at low temperature of a GaInAs quantum well with Bragg reflector barriers
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produced by a AlInAs/GaInAs superlattice [202]. A well defined line at 360 meV in the spectrum was
attributed to electron excitations from the ground state of the quantum well to a localised level well
above the AlInAs band edge. This narrow absorption peak has been widely recognised as the first
manifestation of BIC occurrence in physical systems. Nevertheless, this state cannot be regarded as
a true BIC but a bound state above the barrier since it is a defect mode residing in the minigap of
the superlattice, as pointed out by Plotnik et al. [203]. More recently, Albo et al. used intersubband
photocurrent spectroscopy to demonstrate that a BIC exists above (Ga,In)(As,N)/(Al,Ga)As quantum
wells [204]. These BICs arise from the hybridisation of nitrogen-related defect states and the extended
states of the conduction band.
Furthermore, it is worth mentioning that the analogy between photonic systems in the paraxial
regime and electronic systems has facilitated the theoretical study of BICs in photonics [205–210]
and subsequent experimental observation of BICs in optical waveguides [203]. In this last experiment
authors demonstrate that the presence of an optical BIC is mediated solely by breaking the symmetry
of the system and not by interfering resonances states with infinite lifetimes as suggested in other
studies [205–208, 210].
The influence of impurities or adatoms in the BIC formation has been widely analysed in different
physical systems. A single-level Fano-Anderson model coupled to the continuum through a colored
interaction that admits BICs was suggested as a proper description of the charge dynamics of adatoms
in semi-infinite 1D lattice [211]. Quasibound states (resonant states with very long lifetimes) in the
continuum of a QW with an adatom were proposed as a better and more realistic implementation
for experiments that look for BICs due to their wider range of reachable parameters [212]. Moreover,
the observation of a BIC induced by the interaction between a two-particle Hubbard model in close
proximity to an impurity has been recently reported by Zhang et al. [213].
The presence of BICs has been also studied in 2D systems. Robnik [214] shows the occurrence
of BICs for a point particle in a plane region (V = 0) between two infinite parallel hard walls
(V = ∞) and with a rectangular finite potential well (V = −V0). These states disappear with
any small perturbation that breaks the separability of the original Hamiltonian. Sadreev et al. [215]
demonstrate that BICs in 2D quantum billiards coupled to single-channel leads may be observed
varying the shape or energy of the billiard. Other studies have connected BICs with surface states.
On the one hand, Sprung et al. [216] show that BICs in superlattices, as the ones used in the
experiment of Capasso et al. [202], are related to surface states because both arise as a result of
perturbing an infinite periodic system. On the other hand, very recently, it was demonstrated that
surface bound states in the continuum of a semi-infinite discrete lattice could exist and their energy
can be tuned by weak nonlinearity [217].
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Electronic transport in mesoscopic and nanoscopic systems can be also influenced by the presence
of BICs. No¨ckel investigated theoretically the ballistic transport across a QD in a weak magnetic
field [218]. Resonances in the transmission were found to grow narrower with decreasing the magnetic
field, and eventually they become BICs as the magnetic field vanishes. Fabry-Pe´rot interference of
quasibound states of two open QDs connected by a long wire cause the occurrence of BICs [219].
The resulting state is nonlocal, in the sense that the electron is trapped in both QDs at the same
time. Interestingly, controlling the size of one of the QD makes the electron to flow or get trapped
inside the dots. Moreover, it has been proved that the presence of Coulomb interaction in open
QDs does not affect the single-electron BICs [220] and that they are robust if the number of dots
is increased [221]. BICs were also observed in parallel double QD systems [222] and they were
found to be sturdy even if electron-electron interaction is taken into account [223]. Other suggested
mechanism for observing BICs in QDs is based on controlling the gate voltage between the QD and
the electron waveguide [224]. Recently, Gonza´lez et al. have demonstrated that not only QDs based
on semiconductor materials but also on graphene can support BICs [225]. Furthermore, Dutta and
Roy have shown that BICs may arise in heterogeneous nanostructures by engineering the spatial
dependence of the effective mass of carriers [226]. All these features stimulate the interest of BICs
to develop new applications in nanoelectronics.
In this Thesis we extend the notion of BIC to the domain of time-dependent potentials. Our aim
is twofold. First, we explore the possibility of the occurrence of BICs when the electronic system is
driven by a time-harmonic potential. Second, we introduce a physical realisable system which opens
a novel possibility to reveal the existence of these exotic states in transport experiments. As a major
result, we show that the transmission, and correspondingly the conductance at low temperature,
shows signatures of the occurrence of BICs. When the system is driven by an AC field the BICs
survive and their existence is revealed as dynamic Fano resonances in the transmission probability.
Remarkably, it turns out that their energy can be tuned by changing the frequency of the field.
Therefore, the conductance at low temperature presents a minimum when the BIC crosses the Fermi
level by varying the driving frequency. Furthermore, we find that the LDOS displays presence of
sharp peaks at certain energies that we demonstrate to be BICs.
5.2.1 Quantum ring under an AC side-gate voltage
The system under consideration is a 2D gas of noninteracting electrons in a QR, shown schematically
in fig. 5.2 a). The ring is connected to two leads (source and drain). A side-gate voltage V±(t)
breaks the symmetry of the upper and lower arms of the ring and acts as an additional parameter
for controlling the electric current, as recently suggested for graphene-based nanorings [227, 228].
We assume that the side-gate voltage can be modulated harmonically in time with frequency ω. We
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are not considering capacitance effects as those described in Ref. [229] within the context of QRs
threaded by an oscillating AB flux.
Figure 5.2: a) Schematic diagram of the QR with a side-gate voltage V±(t) connected to source (S)
and drain (D). b) Equivalent lattice model with two time-dependent site energies ε±(t) at sites labeled
0± and two other sites with index ±1 attached to semi-infinite chains.
In order to study electron transport across the QR, we mapped it onto a much simpler yet
nontrivial lattice model, depicted in fig. 5.2 b). We replace the actual QR by four sites of a lattice
within the tight-binding approximation. This simple tight-binding model has been widely used for
studying embedded QDs in closed loop geometries such has AB rings [230, 231]. As pointed out
before, it is out of the scope of our study to include the effects of a magnetic flux although the
model geometry has some resemblances with those used for that purpose. There are two fundamental
reasons for using such a model. On the one hand, it has been able to provide an accurate description of
the real physical results despite the simplicity of the geometry. On the other hand, recent advances in
nanotechnology open the possibility of building low dimensional systems as the one shown in fig. 5.2.
We are confident that our model is versatile enough to meet our objectives in a theoretical study and
to present a feasible experimental proposal. Specifically, two sites (0±) have time-dependent energies
ε±(t) and the other two sites, labelled ±1, are connected to semi-infinite chains. Time-dependent
site energies are given by ε±(t) = ±2∆ cosωt. To avoid the profusion of free parameters, we assume
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a uniform transfer integral and vanishing site energies except at sites 0±, without losing generality.
The common value of the transfer integral will be set as the unit of energy and we take ~ = 1
throughout the calculations.
Time-independent side-gate voltage
To gain insight into the possible occurrence of BICs in the system, we consider the time-independent
case by setting ω = 0 for the moment. An incoming plane wave ψinj (t) = exp[i(kj − Et)], with
energy E = −2 cos k within the bands of the leads, will be partially transmitted in the form ψtrj (t) =
t0 exp[i(kj − Et)]. The lattice period is set as the length unit. It is a matter of simple algebra to
obtain the transmission amplitude in this case
t0 =
4 sin k
4 sin k + i (E + 4∆2/E)
. (5.1)
The transmission probability T (E) = |t0|2 presents a dip around the band center and vanishes at
E = 0.
In the weak coupling limit, namely ∆→ 0, the transmission probability shows a Fano profile [232]
close to the band centre, T (E) = E2/
(
E2 + ∆4
)
. The width of the dip scales as ∼ ∆2. Poles of
the transmission amplitude have a simple physical interpretation as the natural eigenstates of the
scattering potential [186]. The poles occur at a complex energy whose real part gives the energy of
the state and the imaginary part is related to its decay rate. There are four poles in the case under
study. Two poles correspond to defect modes in the gap and, consequently, they cannot be identified
with BICs. However, the other two poles reside at the band centre with an imaginary part equal to
±i∆2 when ∆ 1. In the limit ∆→ 0 the poles correspond to truly bound states. Therefore, the
Fano resonance of the transmission amplitude eq. (5.1) signals the occurrence of BICs at the band
centre. A similar connection between features of the transmission probability and the energies of the
electronic states of the closed ring was pointed out by Bu¨tikker et al. when the ring is threaded by
a static AB flux [233, 234].
To get a better understanding of the nature of the BICs at the band centre we also calculate the
LDOS at sites 0±
ρ0(E) =
∑
α
1
2pi
∫ pi
−pi
|ψα(k)|2δ(E − Eα)dk , (5.2)
where α = ± labels the sites and ψ± is the wave function amplitude at those sites. Close to the
band centre, the LDOS is proportional to |ψ+|2 + |ψ−|2 and is given approximately as
ρ0(E) ∼ E
2
E2 + ∆4
+
4∆2
E2 + ∆4
. (5.3)
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The first term is nothing but the transmission probability, vanishing at the band centre. However,
the second term approaches 4piδ(E) in the limit ∆ → 0, indicating the existence of a truly bound
state with energy E = 0 located at sites 0±.
It is important to stress again that the Fano profile in the transmission at the weak coupling limit
of eq. (5.1) is the clue that gives us information about the existence of BICs. Fano resonances are
the interfering result of a discrete (localised) state with a continuum [232]. This resonant state has
a certain width that tends to zero when the state is bound, which has been related to BICs in other
studies [235]. However, we have shown that including a small asymmetry in the system through the
on-site energies at 0± allows us to detect the BICs, which actually exist in the symmetric case (∆
infinitely small) although they are not observable in its corresponding transmission profile. Therefore,
the system supports BICs but they are not a consequence of the Fano resonance with an infinite
lifetime as could be wrongly interpreted from the presence of a Fano profile. On the contrary, BICs
are produced by the hybridisation between localised states coupled to a common continuum. Our
result suggests the existence of these BICs and that they could be accessible by varying the value of
∆, leading to a physical fingerprint in the transmission amplitude in the form of a Fano line shape.
The symmetry breaking turns the BICs into a sort of resonant quasibound states in the continuum
with infinitesimal widths that could be detected. The width of these quasi-BICs can be controlled
by tuning the asymmetry of the system.
Time-dependent side-gate voltage
We now turn to our main goal, the occurrence of BICs when the side-gate voltage depends harmon-
ically on time. The time-dependent Schro¨dinger equation for the amplitudes ψj(t) reads
iψ˙j = ε±(t)δj,0±ψj −
∑
i(j)
ψi(j) , (5.4)
where the index i(j) runs over the nearest-neighbour sites of j and the dot indicates the derivative
with respect to time. Using the Floquet formalism, the solution can be expressed in the form
ψj(t) =
∞∑
n=−∞
An,je
−iEnt , (5.5a)
where En = E+nω and n is the sideband channel index. Since we are interested in electron transmis-
sion across the ring, we take the following ansatz for the coefficients An,j in the expansion eq. (5.5a)
An,j =

δn0e
iknj + rne
−iknj , j ≤ −1 ,
f±n , j = 0± ,
tne
iknj , j ≥ 1 .
(5.5b)
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Inserting this ansatz in eq. (5.4) leads to the dispersion relation En = −2 cos kn where kn is real
if En lies within the band, i.e. |E + nω| ≤ 2. In addition, we obtain tn = f+n + f−n = rn + δn0,
ensuring current conservation. Finally, one also gets
αntn − ∆
2
En−1
tn−2 − ∆
2
En+1
tn+2 = 4iδn0 sin k0 , (5.6a)
where for brevity we define
αn = 4i sin kn − En −∆2
(
1
En+1
+
1
En−1
)
. (5.6b)
The continued fraction approach developed in Ref. [189] allows us to obtain numerically the
contribution of all channels to the transmission. But if the coupling of the ring to the AC side-gate
voltage is weak (∆ 1), only the lowest order sidebands are significant. Then we keep five channels
and assume that tn vanishes if |n| ≥ 3. Equation (5.6a) implies that t±1 = 0 in this approximation
and
t±2 =
∆2
α±2E±1
t0 . (5.7a)
The transmission amplitude in the elastic channel is
t0 = 4i sin k0
[
α0 −∆4
(
1
α2E21
+
1
α−2E2−1
)]−1
. (5.7b)
Once the transmission amplitudes have been calculated, we can obtain the transmission proba-
bility from the general expression
Tω(E) =
∑
n
sin kn
sin k0
|tn|2 , (5.8)
where the sum runs over the propagating channels, namely those channels for which En = E + nω
lies within the band of the leads. The factor sin kn/ sin k0 comes from the discretization of the
system through a tight-binding model. Assuming that the sidebands n = ±2 are open, i.e. k±2 are
real, the transmission probability reads
Tω(E) = |t0|2
(
1 +
∆4
|α2|2E21
sin k2
sin k0
+
∆4
|α−2|2E2−1
sin k−2
sin k0
)
. (5.9)
5.2.2 Results
The five channels approximation discussed above provides a closed analytical expression for the
transmission probability eq. (5.9). Admittedly the resulting expression is still involved and must be
evaluated numerically for the chosen parameters. We will present simpler expressions latter, valid
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in the weak coupling limit, but for the moment we are interested in the closed expression eq. (5.9).
We assume that the coupling ∆ is smaller or on the order of the frequency ω hereafter. Figure 5.3
shows the results for ω = 0.5 and ∆ = 0.1. The pronounced dip observed at the band centre in the
static case (ω = 0), commented above and shown in the figure, is absent if ω 6= 0. Similar results
can be obtained for other sets of ∆ and ω parameters. In fact, transmission at E = 0 is unity and
the QR becomes transparent at this energy. But the most salient feature of the transmission when
the side-gate voltage oscillates is the occurrence of two symmetric and narrow dips, at energies close
to ±ω. Remarkably, the transmission never vanishes in the range of energy plotted in fig. 5.3 and
at the dips only drops at about 0.5. Actually, the transmission probability vanishes but only at the
band edges, as occurs in the static case too. The inset shows an enlarged view of one of the dips
for two different values of the coupling ∆. It is quite apparent that the minimum transmission is
slightly smaller than 0.5 and it is reached at an energy close but not exactly equal to ω. In fact,
transmission at E = ω is exactly equal to 0.5 for any value of ∆.
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Figure 5.3: Transmission probability as a function of energy at ω = 0 (red dashed line) and ω = 0.5
(blue solid line) for ∆ = 0.1. The inset shows an enlarged view of the transmission probability when
E ' ω at ∆ = 0.01 (green dashed line) and ∆ = 0.1 (blue solid line) for ω = 0.5.
It is important to mention that we also solved numerically the general equation (5.6) to obtain
the transmission probability from eq. (5.8), increasing the number of the sideband channels. The
plots were indistinguishable from those obtained within the five channels approximation, when ∆ is
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smaller than ω. Thus, we can confidently use this approximation in our analysis.
The transmission probability is an even function of energy. Therefore, for concreteness we now
focus in the energy region close +ω, when ∆ is small. If ω is not large, we can take sin k±2 '
sin k0 ' 1 in eq. (5.9). In addition, the term containing α2 in eq. (5.7b) and eq. (5.9) is negligible
under these assumptions. After lengthy but straightforward algebra, the transmission probability
reduces to
Tω(E) ' 8(E − ω)
2 − ω(E − ω)∆2 + ∆4
8(E − ω)2 + 2∆4 . (5.10a)
Since ω and E − ω are not large, this expression can be further approximated by the following Fano
profile
Tω(E) ' 1
2
+
1
2
(x− ω/4)2
1 + x2
, x =
E − ω
∆2eff
. (5.10b)
To facilitate the comparison with the static case, we have introduced an effective coupling ∆eff in
such a way that ∆2eff = ∆
2/2. From eq. (5.10b) the Fano factor [232] is q = −ω/4 and it becomes
independent of the coupling ∆. This parameter represents the ratio to the transition probabilities of
the resonant state and to the continuum. When q 6= 0 the Fano profile is asymmetric and has a local
maximum as is showed in fig. 5.3. Figure 5.4 compares the exact results obtained from eq. (5.9),
for two different values of the coupling ∆ and ω = 0.5, and the Fano profile eq. (5.10b). In spite
of the simplicity of the Fano profile and the assumptions we made, the agreement is remarkable in
both cases.
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Figure 5.4: Transmission probability as a function of the parameter x defined in eq. (5.10b), for two
values of ∆ and ω = 0.5. The Fano profile is a good approximation to both curves.
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In contrast to the static case, transmission at the dips remains finite when the side-gate voltage
is harmonically modulated in time (see fig. 5.3). Therefore, it is not clear at this stage whether the
dips are due to the occurrence of BICs in the system. To answer this question we consider again the
LDOS at sites 0±. After time-averaging over one time period, one gets
ρ0ω(E) ∼
∑
n
(|f+n |2 + |f−n |2) = 12 ∑
n
(
|tn|2 + ∆
2
E2n
|tn+1 + tn−1|2
)
. (5.11)
Using the five channels approximation, the LDOS close to right dip (E ∼ ω) becomes
ρ0ω(E) ∼ 1
2
Tω(E) +
∆2eff
(E − ω)2 + ∆4eff
, (5.12)
and a similar expression is obtained for the left dip (E ∼ −ω), replacing ω by −ω in eq. (5.12).
Therefore, in the weak coupling limit ∆→ 0, the LDOS reduces to ρ0ω(E) ∼ δ(E+ω) + δ(E−ω).
In analogy with the static case, we claim that the two singular peaks in the LDOS at energies ±ω are
due to a new type of BICs arising by the interaction with the AC field. These peaks correspond with
the dips on the transmission. Therefore, BICs play an important role in the transmission properties
of the system when an AC field is applied.
We come to the important conclusion that the BICs supported by the QR in the static case
survive under harmonic modulation of the side-gate voltage. The two BICs driven by the AC field have
energies ±ω and they reveal themselves in the transmission, and consequently in the low-temperature
conductance, as dynamic Fano resonances. It is worth to mention again that the Fano resonances
are the fingerprints of the BICs driven by AC fields. The BICs already exist in the symmetric QR
and they are not produced from the resonance of a localised state and the continuum as could be
deduced from the appearance of a Fano profile. The symmetry breaking of the system leads BICs to
become resonant states with infinitesimal widths that could be detected, in the form of a Fano line
shape. Due to the asymmetry side-gate potential, it is possible to observe the appearance of new
dips around ±ω. Furthermore, the position of the BICs inside the spectral band can be continuously
tuned by varying the driving frequency and eventually they could be expelled out of the continuum
when ω is larger than 2 in units of the transfer integral, i.e. when they approaches the band edge.
Therefore, for this phenomenon to be observed, a system like that plotted in fig. 5.2 in combination
with a controlling AC field could be built. This is the first proposal of the existence of BICs driven
by time-dependent potentials and opens the possibility of detecting them in a solid-state system.
5.3 Scattering of massless Dirac particles by oscillating barriers in
one dimension
Shortly after Dirac formulated his celebrated equation for relativistic electrons [38, 236], Klein discov-
ered that Dirac particles undergo anomalous tunnelling at high potential barriers [40]. The classical
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example used to discuss the KT is the potential step. When the potential exceeds the rest mass
energy, low-energy electrons falling onto the potential step are always transmitted. As a consequence,
a strong electrostatic barrier is not able to confine electrons to one side of it. As pointed out by
Sauter, this effect is quite independent of the potential profile and eventually depends only on its
strength. Sauter studied a potential step with finite slope, representing the effect of an electric field
in a certain region of space. He concludes that KT would be observable as long as the potential
step is so sharp to occur at distances of the order of the Compton wavelength [237]. This yields
extremely large electric fields (E > 1016 Vcm−1) so KT was regarded as a curiosity in the field of
relativistic quantum mechanics. This phenomenon was considered as paradoxical because relativis-
tic fermions can pass through large repulsive potentials in contrast with the intuitive exponential
damping expected in non-relativistic quantum tunnelling processes. Some theories tried to explain
this effect by means of spontaneous charged particle production when the potential is sufficiently
strong [238]. However, it is now known that KT is characteristic of relativistic wave equations and it
is not necessarily connected to particle emission [239]. The effect arises from the existence of positive
and negative energy solutions of the Dirac equation (electrons and positrons) which are intimately
linked and described by different components of the same spinor wave function. This property is
known as charge-conjugation symmetry [39, 240].
Due to the required high potentials KT was never experimentally observed. Nevertheless, with the
development of experimental methods to isolate graphene [52] came a renewed interest in KT [241–
243]. The reason for this interest is that electrons close to the Fermi energy can be described by
the Dirac Hamiltonian for massless particles [51] and the electric fields needed for building a well-
defined barrier in graphene are around eleven orders of magnitude lower than the fields suggested by
Sauter [237]. In this material KT manifests itself as the occurrence of perfect transparency of barriers
at normal incidence, as predicted by Katsnelson et al. [39, 240] and later observed in experiments [244,
245]. Graphene provides a clearer and deeper understanding of the nature of the Dirac equation. The
perfect tunnelling can be explained in terms of the conservation of the pseudospin, defined from the
contributions of the two sublattices that build this carbon allotrope. Electrons and holes that belong
to the same branch of the energy bands have pseudospin pointing in the same direction, which is
parallel to the momentum for electrons and antiparallel for holes. Charged carriers can be scattered
only into states of the same branch so the matching of pseudospin directions for quasiparticles inside
and outside the barrier leads to perfect tunnelling. However, in this process the quasiparticle flips
from electron-like to hole-like behaviour. Besides, at normal incidence there is no backscattering [39,
240].
Continuing our interest in analysing the effects of time-dependent potentials on different quantum
systems, in this part of the Chapter we also consider a massless Dirac particle moving in 1 + 1
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dimensions scattered by a time-dependent potential barrier V (x, t). Using the Floquet theory we
find the exact transmission amplitudes when the barrier is an arbitrary sharply-peaked function at
the origin x = 0, approaching the δ-function limit. The δ-function potential is a good approximation
to more complex barriers whose width is smaller than any other relevant length scale of the problem.
We also study the transmission properties of massless Dirac electrons impinging on time-harmonic
barriers of finite width and arbitrary shape, and the exact scattering amplitudes will be compared
to those corresponding to a sharply-peaked function. The comparison will allow us to establish the
conditions under which a finite-width barrier can be replaced by its δ-function limit. In all cases the
scattering amplitudes are found to be independent of the energy of the incoming particle and the
transmission coefficient is unity. This is a manifestation of KT in time-harmonic potentials.
Time-periodic potentials have been also studied in the case of 2D graphene, where particles are
described by massless 2D Dirac equation [246–249]. Concerning the KT effect, perfect transmission
has been predicted at normal incidence upon the time-dependent barrier [247, 249], in complete
agreement with our results. The 1 + 1 dimensional Dirac equation is a simplified version of the 2D
Dirac equation used in those studies assuming normal incidence and then, it provides a much simpler
analytical tool for obtaining the transmission amplitudes, as it will be shown below.
5.3.1 Time-harmonic sharply peaked barrier
In this section we study the scattering of massless Dirac particles by a time-dependent potential
barrier of the form V (x, t) = g(t)F (x). The spatial part of the potential F (x) is assumed to be
sharply peaked at the origin x = 0, approaching the δ-function limit. This kind of potential barrier
has been employed in the study of the transmission properties of non-relativistic particle subjected
to a time-dependent potential [186, 189], leading to a better understanding of the meaning of the
transmission resonances and poles. However, extra care must be taken when dealing with δ-function
potentials in the Dirac equation [250–252]. The resulting equation is ambiguous if one takes the limit
F (x)→ δ(x) from the outset. The origin of the ambiguity is the following. Since the Dirac equation
is linear in momentum, the wave function itself must be discontinuous at x = 0 to account for the
singular δ-function potential. However, the product of a discontinuous function and the δ-function
is mathematically ill defined. This ambiguity can be overcome by solving the corresponding Dirac
equation for any arbitrary sharply peaked function and then taking the δ-function limit with the
constraint
∫ 0+
0− F (x) dx = 1 [250].
To obtain the proper boundary condition at the origin, we start with the 1 + 1 massless Dirac
equation
iψ˙(x, t) =
[
−iσx∂
∂x
+ V (x, t)
]
ψ(x, t) , (5.13)
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where the dot indicates the derivative with respect to time and the Pauli matrix σx acts on the
two-component wave function ψ(x, t). We take units where the speed of light and ~ are equal to
unity. Following the approach introduced in Ref. [250], the boundary condition at the origin is found
to be
ψ(0−, t) = exp
[
ig(t)σx
]
ψ(0+, t) . (5.14)
In the absence of the potential term (V (x, t) = 0), solutions of the massless Dirac equa-
tion eq. (5.13) can be written as
ψ±(x, t) = φ±eiE(±x−t) , φ± =
1√
2
(
1
±1
)
. (5.15)
Notice that φ± are eigenvectors of σx since σxφ± = ±φ±. Free solutions are then found to be
plane waves travelling to the left or to the right, as deduced from the corresponding current density
j± = ψ
†
±σxψ± = ±1.
We now turn to our main goal, the study of the effects of the oscillating barrier on the particle
tunnelling. The time dependence of the potential will be taken as g(t) = g0 + g1 cosωt. Using the
Floquet formalism, the solution can be written as
ψ(x, t) =
∞∑
n=−∞
An(x)e
−iEnt , x 6= 0 , (5.16a)
where En = E + nω, E is the energy of the incoming particle and n is the sideband channel index.
Since we are interested in electron transmission across the barrier, we take the following ansatz for
the spinors An(x) in the expansion eq. (5.16a), in terms of the travelling waves given in eq. (5.15)
An(x) = i
n ×
{
δn0e
iEnxφ+ + rne
−iEnxφ− , x < 0 ,
tne
iEnx−ig0φ+ , x > 0 .
(5.16b)
The first phase factor in is introduced for later convenience. Furthermore, the second phase factor
exp(−ig0) will cancel the term exp(iσxg0) after applying the boundary condition eq. (5.14) since
exp(iσxg0)φ+ = exp(ig0)φ+.
It is straightforward to calculate the time-averaged current density of the wave function eq. (5.16b)
〈j〉 = ω
2pi
∫ 2pi/ω
0
ψ(x, t)†σxψ(x, t) dt =
{
1−R , x < 0 ,
T , x > 0 .
(5.17a)
where
R =
∞∑
n=−∞
|rn|2 , T =
∞∑
n=−∞
|tn|2 , (5.17b)
are the reflection and transmission probabilities, respectively.
82
5.3 Scattering of massless Dirac particles by oscillating barriers in one dimension
Inserting the ansatz eq. (5.16b) in eq. (5.14), multiplying by exp(iEmt), m being an arbitrary
integer, and time-averaging over one period we get
δm0φ+ + rmφ− =
∞∑
n=−∞
Jm−n(g1)tnφ+ , m = 0,±1 · · · (5.18)
where J`(z) denotes the Bessel function of the first kind. After multiplying from the left by φ
T− we
conclude that rm = 0. Consequently, the reflection probability R vanishes. From eq. (5.18) with
rm = 0 one gets
δm0 =
∞∑
n=−∞
Jm−n(g1)tn . (5.19a)
Recalling the orthonormality condition of Bessel functions, we finally arrive at
tn = J−n(g1) , n = 0,±1 · · · (5.19b)
which satisfies T =
∑∞
n=−∞ |tn|2 = 1, as expected from the previous result R = 0.
Several important conclusions can be drawn from the above results. First, the transmission
probability is always unity, indicating that KT persists even if the barrier is harmonically modulated
(g1 6= 0). Nevertheless, the transmission probability through the elastic channel T0 = |t0|2 =
J20 (g1) < 1 is reduced as compared to the static barrier, for which T0 = 1. Second, the transmission
amplitudes given by eq. (5.19b) are independent of the incoming energy E and the driving frequency
ω. We will see in the next section that the latter is a consequence of the peculiarities of having an
infinitely narrow barrier.
5.3.2 Time-harmonic square barrier
Having discussed the transmission properties of massless Dirac particles through time-harmonic
sharply-peaked barriers, we now consider the scattering from a square barrier of finite width a.
In this situation, the potential appearing in the massless Dirac equation eq. (5.13) is
V (x, t) =
{
V0 + V1 cosωt , −a/2 < x < a/2 ,
0 , otherwise .
(5.20)
Solutions of the Dirac equation (eq. (5.13)) with the time-harmonic of potential eq. (5.20) can
be again written down as in eq. (5.16a), now also including the origin of coordinates x = 0 since the
potential is nonsingular everywhere. Outside the barrier region (|x| > a/2) the spinors An(x) are
expressed as combination of travelling waves
An(x) = i
n ×
{
δn0e
i(Enx+V0a/2)φ+ + rne
−i(Enx+V0a/2)φ− , x < −a/2 ,
tne
i(Enx−V0a/2)φ+ , x > a/2 .
(5.21a)
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where the phase factors in and exp(±iV0a/2) are introduced for later convenience. Inside the barrier
region, solutions are of the form
An(x) =
∞∑
p=−∞
[
Ape
i(Ep−V0)xφ+ +Bpe−i(Ep−V0)xφ−
]
Jn−p(V1/ω) , x < |a/2| . (5.21b)
The Bessel function term J`(z) is obtained from the factorisation of the solution of the Dirac
equation in the region where the space-homogeneous time-dependent potential is applied. Never-
theless, is not only a mathematical result but it also has physical relevance. Although it could be
derived from the full treatment in terms of Floquet theory of the scattering properties under time-
periodic finite-range potentials [187, 188], it could be simply explained from the rather heuristic
Tien-Gordon theory [184]. These authors proposed a model for explaining the effect of microwave
fields on superconductor-insulator-superconductor tunnelling. Their approach was based on the idea
that the time-dependent potential does not change the spatial distribution of the wave function,
so it can be safely factorised on position and time contributions. Then, they demonstrated that
the wave function under the applied field contains time-dependent components which have energies
En = E + nω, meaning that tunnelling can happen from states of incident energy E to these new
sidebands. Thus, the effective density of states (DOS) has a probability given by J2n(V1/ω). Despite
its simplicity, this model has been widely used for describing transport in AC-driven nanostructures
(for a complete review see [36, 190]) and in the previous cited studies on oscillating barriers on
graphene samples [246–248]. The same interpretation could be given in our case because the Tien-
Gordon formalism holds for tunnel barriers and uniform gate voltages [253], as the ones used in this
Thesis.
Since the potential is nonsingular, the wave function ψ±(x, t) is continuous at x = ±a/2 and we
are led to two equations which we do not write down for brevity. Multiplying them by exp(iEmt),
m being an arbitrary integer, and time-averaging over one period we get
δm0 =
∞∑
p=−∞
Ape
i(m−p)ωa/2Jm−p(V1/ω) , (5.22a)
tm = i
−m
∞∑
p=−∞
Ape
−i(m−p)ωa/2Jm−p(V1/ω) , (5.22b)
rm = i
−m
∞∑
p=−∞
Bpe
−i(m−p)ωa/2Jm−p(V1/ω) , (5.22c)
0 =
∞∑
p=−∞
Bpe
i(m−p)ωa/2Jm−p(V1/ω) . (5.22d)
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Using the orthonormality properties of the Bessel functions it is not difficult to show from
eq. (5.22d) that Bp = 0. This implies that backscattering at the discontinuity x = a/2 is suppressed.
From eq. (5.22c) we conclude that rm = 0 and the reflection coefficient vanishes (backscattering at
x = −a/2 is also suppressed). Taking into account again the orthonormality properties of the Bessel
functions, one gets Ap = exp(ipωa/2)J−p(V1/ω) from eq. (5.22a). Therefore
tm = i
−m
∞∑
p=−∞
e−i((m/2)−p)ωaJm−p(V1/ω)J−p(V1/ω) = J−m
(
2
V1
ω
∣∣∣sin(ωa
2
)∣∣∣ ) , (5.23)
where m = 0,±1, . . . The sum can be performed by means of the Graf’s addition theorem of Bessel
functions (see, e.g., Ref. [254]). In accordance with the previous result R = 0 for the square barrier,
the transmission probability eq. (5.17b) becomes unity in this case (
∑
` J
2
` (z) = 1). Similarly to what
we found for the sharply-peaked barrier in eq. (5.19b), the transmission amplitudes are independent
of the incoming energy. However, in this case they depend on the driving frequency as well as on the
shape of the oscillating barrier, namely its width a and its strength V1. Another manifestation of KT
in the 1+1 Dirac equation with a time-dependent barrier is that, despite the sidebands transmission
amplitudes depend on the barrier properties, the full transmission remains unity. This result is in
agreement with the independence of the effect of the potential profile as mentioned by Sauter [237].
A quite similar result was obtained for the transmission probability for monolayer graphene subjected
to oscillating barriers when the incidence is normal [247]. Nonetheless, our approach is more general
because we analytically demonstrate that the transmission including all sidebands is unity, while
in [247] only a qualitative statement was given.
The comparison of the result eq. (5.23) with the transmission amplitudes for the sharply-peaked
barrier given in eq. (5.19b) allows us to define an effective harmonic coupling for the square barrier
g1,eff(ωa) = 2
g1
ωa
∣∣∣sin(ωa
2
)∣∣∣ , (5.24)
where now g1 = V1a. Therefore, we come the important conclusion that the scattering properties
of harmonic-modulated barriers can be successfully described by a sharply-peaked barrier with a
renormalised coupling constant given by eq. (5.24). The renormalised coupling constant approaches
the bare coupling constant g1 when ωa  1. Figure 5.5 shows the transmission probabilities for
the central band, T0 = |t0|2, and the first side bands, T±1, where Tn = |tn|2 = J2−n(g1,eff), as a
function of the bare coupling constant g1 and different values of ωa. The oscillatory dependence
of the transmission amplitudes is due to the Bessel functions. It is quite apparent that the result
obtained for the sharply-peaked potential eq. (5.19b), corresponding to ωa = 0 in the plots, is a very
good approximation to the square barrier even if ωa is not too small.
All the studies concerning the scattering properties through time-periodic potentials show that
they are intimately connected to the Bessel functions J`(z) and the values of its argument z [36,
85
5.3 Scattering of massless Dirac particles by oscillating barriers in one dimension
0 1 2 3 4
g1
0.0
0.5
1.0
T 0
ωa = 0
ωa = 1
ωa = 2
ωa = 3
Elastic channel
0 1 2 3 4
g1
0.0
0.2
0.4
T
First side bands
(a) (b)
1
Figure 5.5: Transmission probabilities for (a) the central band, T0, and (b) the two nearest side bands,
T±1, as a bare coupling constant g1 = V1a and different values of the parameter ωa.
190, 255]. The former determines the number of coupled modes and then the number of sidebands
needed to find accurate results for the transmission coefficient [187, 188]. The exact expression for
z depends on the system under study, but in general, for a potential barrier it is z = V1/ω. On the
other hand, for example, the zeros of J`(z) are related to vanishing DOS and thus it could lead to
a quenching of the transmission probabilities [256]. Our results are in perfect agreement with the
general behaviour also found for non-relativistic particles but show two advantageous differences.
The transmission amplitudes can be found analytically for all the sidebands and the argument of the
Bessel functions is modulated by sin(ωa/2). Therefore, by varying ωa the zeros of the transmission
probabilities for the central band and the sidebands can be modified as shown in fig. 5.5. This means
that the transmission through a particular sideband could be varied. For instance when ωa = 2Npi
with N ∈ Z, only the central band contributes and its amplitude is exactly unity because J`(0) = δ`0.
5.3.3 Barriers of arbitrary shape
The analysis of the scattering solutions for the time-harmonic square barrier pointed out that
backscattering is suppressed at the edges x = ±a/2. In addition, the transmission amplitudes eq. (5.23)
become independent of the static component of the potential, V0. All this suggests that the trans-
mission amplitudes for a time-harmonic barrier of arbitrary shape
V (x, t) =
{
V0(x) + V1 cosωt , −a/2 < x < a/2 ,
0 , otherwise ,
(5.25)
should be exactly the same as those obtained in the previous section. The idea behind this conjecture
is that any static barrier can be regarded as a superposition of narrow square barriers and heights
given by V0(xi), xi being the center of each narrow barrier. But there are not multiple reflections
inside the barrier region since backscattering is suppressed, then transmission should be independent
of the exact shape of the static component of the potential. To validate this conjecture, we look
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for a solution of the form eq. (5.16a). It is a matter of simple algebra to check that the wave
function eq. (5.16a) with spinors
An(x) =
∞∑
p=−∞
Ape
i[Epx−G0(x)]Jn−p(V1/ω)φ+ , x < |a/2| , (5.26)
satisfies the massless Dirac equation eq. (5.13) for the potential eq. (5.25). Here the function G0(x)
is defined from the relation V0(x) = dG0(x)/dx. Outside the barrier region the spinors take the form
An(x) = i
n ×
{
δn0e
i[Enx−G0(−a/2)]φ+ , x < −a/2 ,
tne
i[Enx−G0(a/2)]φ+ , x > a/2 .
(5.27)
Finally, imposing the continuity of the wave function at x = ±a/2 and proceeding as in the previous
section we arrive at eq. (5.23). The conclusion from this analysis is that the static part of the
potential V (x, t) plays the role of a phase factor in the transmission amplitudes and consequently it
does not affect the transmission probabilities Tn = |tn|2.
5.4 Summary and conclusions
In summary, we have studied the effects of time-dependent potentials in two systems that are in-
timately connected with the basis of quantum mechanics. Although they are very different, the
physical phenomena driven by harmonic potentials can be explained from the fundamental idea be-
hind the scattering properties of time-periodic fields. The oscillating potential leads to a dynamic
interaction of the incident energy with the sidebands channels making the transmission amplitudes
through these scattering states fundamental for the transport properties of the system. As we have
shown, this produces two different effects. Firstly, an existing bound state of the system could be
revealed as resonances in the transmission profile as the driving frequency is varied. And secondly,
the transmission probability of the sidebands depends on the parameters of the oscillating barrier but
this does not affect the perfect transmission of relativistic particles.
Specifically, we have introduced and studied a novel type of BICs in systems whose energy levels
are modulated harmonically in time. We have considered a QR subjected to a side-gate voltage
oscillating in time with frequency ω and studied its transport properties in a fully coherent regime.
We come to the conclusion that the BICs supported by the QR in the static case survive under
harmonic modulation of the side-gate voltage. The two BICs driven by the AC field have energies
±ω and they reveal themselves in the transmission profile as Fano resonances. The position of the
BICs inside the spectral band can be continuously tuned by varying the driving frequency. Similar
control of the energy of static BICs have been recently demonstrated by adding weak nonlinearity
to semi-infinite systems [217] or by varying the interaction between particles [213]. However, besides
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the different origin of the BICs, our proposal seems to be more advantageous for the experimental
validation of these exotic states. In this regard, it is still an open question to what extend electron-
electron interactions would mask the effect in a real experiment. Zˇtiko et al. have shown that the
so-called dark states in parallel double QD systems are robust against interactions within a Hubbard
model, at least in the Kondo regime [223]. These states correspond to the BICs shown in the present
work when ω = 0, which makes us confident to expect that BICs driven by AC fields are robust even
if interactions are taken into account.
Moreover, we have found exactly the scattering solutions of massless Dirac electrons subjected to
time-harmonic barriers of arbitrary shape. The Floquet theory allows us to express the corresponding
transmission amplitudes in terms of Bessel functions. In all cases the amplitudes are found to be
independent of the incoming energy and, in the case of the sharply-peaked barrier, also of the
driving frequency. Most important, we proved that the approximation of a finite-width barrier by
a sharply-peaked one leads to very accurate results when ωa is not large. We have demonstrated
that KT persists in time-harmonic potentials and that our results are in agreement with previous
studies of KT on time-modulate barriers on 2D graphene, where carriers could be described in the
low energy regime by the Dirac equation [247]. In order to extend properly our model to 2D masless
Dirac particles an extra degree of freedom should be included, namely the momentum parallel to the
barrier. Then another free parameter is needed, the incident angle for electrons upon the barrier.
This is commonly considered in graphene with the result that transmission is not perfect except at
normal incidence [39, 247]. It would be a natural extension of the problem presented here.
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Chapter 6
Localisation and finite-size effects in graphene
flakes
6.1 Introduction
Since the experimental discovery of graphene [52], a large number of researchers have put all their ef-
forts in the study of the physical properties of this material. The numerous articles published, devoted
to both experimental and theoretical aspects, have meant tremendous progress in the understanding
of graphene only in the last ten years. A complete review of its electronic properties was published
just four years ago [54], and the vast graphene literature increase every week. In this Chapter we
will focus on the effects of disorder on its electronic properties, namely on the character of its states
and how they could contribute to transport. We are interested in the existence of disorder-induced
localised states. The source of disorder could be intrinsic or extrinsic. In the first group we can
find for example topological defects and surface ripples. But in the second one, disorder can be
introduced in the lattice in the form of adatoms or vacancies. We will deal with this latter form
of disorder, which is usually short-ranged. On the other hand, in order to have a complete picture
of disordered graphene, we study both types of edged graphene samples, namely zigzag (ZZ) and
armchair (AC) [54].
In the first part of the Chapter we will review the fundamental concepts of localisation as well
as recent studies about a localised-delocalised transition in graphene. Next, the main numerical
techniques that we have used will be summarised. And finally, we discuss our most striking results.
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6.1.1 Background on Anderson localisation and scaling theory
The standard model used for describing the disorder-induced localised-delocalised transition was intro-
duced by Anderson in 1958 [41] (see for example an article that commemorates the 50th anniversary
of its prediction [257]). He studied the electronic diffusion in random potentials. The Anderson
model neglects many-body effects and interactions. It is based on a tight-binding approach for an
electron in a disordered lattice. At each lattice site the electron feels a random potential and the
transfer integrals are non zero only for nearest neighbour sites. It is described by the following
Hamiltonian [41]
H =
∑
i
i|i〉〈i|+
∑
i 6=j
tij |i〉〈j| , (6.1)
where |i〉 is the state at lattice i, i is the energy level of an electron at site i and tij is the
hopping parameter between site i and j. The disorder is introduced on the onsite energies, which
are commonly chosen as a uniform box distribution with width W . Hence i ∈ [−W/2,W/2]. The
hopping parameters are assumed to be constant tij = t because the separation between neighbour
sites is almost the same. This is known as diagonal disorder model, since the disorder only appears
in the diagonal matrix elements. Two competing effects determine the dynamics of the model. The
random potential tends to retain the electron in the energy minima, leading to localising effects.
However, the kinetic contribution promotes delocalisation because it allows hopping from site to site
of the lattice.
With this model, Anderson showed that in 3D systems there is a critical disorder at which the
electron states pass from being extended to exponentially localised. In the absence of disorder, the
potential is the same at each site and the states are Bloch states that extend over the crystal. Hence,
the electron is free to move and contribute to transport. The conductivity is finite at zero absolute
temperature and the system is metallic. Nevertheless, whilst the disorder is increased the character of
the wave function changes, becoming eventually localised if the strength of the randomness potential
is sufficiently strong. If the Fermi energy lies in a region of localised states, the system is insulating
and the conductivity will vanish at absolute zero temperature. This change of behaviour is referred
as metal-insulator transition (MIT) or Anderson transition (AT), which involves nowadays a wider
range of transitions from extended to localised states besides the electronic one [258, 259].
This effect is more clearly explained through the concept of mobility edge introduced by Mott in
1968 [260]. The mobility edge is a critical energy value Ec that separates the localised states from
the extended ones. It is schematically depicted in fig. 6.1 (a). Its fundamental role for understanding
AT comes from the DOS. In those energy regions where the DOS is sufficiently small, states could
be localised. In the band energy framework these regions are associated with the band tails. In
the rest of the band, states are extended. While the disorder is below the critical disorder, localised
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Figure 6.1: (a) Schematic plot of the DOS at a disorder below the critical disorder. Localised states are
separated from the extended states by the mobility edges at ±Ec. (b) Evolution of the mobility edges
as the disorder is increased, showing the transition from a whole band of extended states to another
consistent of localised states. Figures adapted from [1]
and extended states coexist in different regions, as showed on fig. 6.1 (a). The separating lines are
referred to as mobility edges. Therefore, there exists a localised-delocalised transition as a function
of energy. Depending on the position of the Fermi energy, the system will behave as a metal or as
an insulator. But also, the transition could be induced by disorder at a fixed Fermi energy. With
increasing disorder, more states become localised, and the mobility edges move inwards into the
band centre. At the critical disorder, they coalesce at the centre and all states are localised. So, if
the Fermi energy is kept constant but the disorder is increased, the system undergoes a metallic to
insulating transition at the critical disorder. An schematic view of this process is given in fig. 6.1 (b).
The mechanism responsible of the localisation is the quantum interference of the electronic wave
function. Due to the random potential, the wave function is scattered and may interfere with itself.
This coherent quantum mechanical backscattering is the precursor of the exponential localisation.
Eventually, the interference is so strong that electrons are restricted to stay in localised states and
the electronic transport is forbidden [258]. In order to characterise these localised states different
magnitudes have been used. A commonly used one is the localisation length, λ. It is defined from the
asymptotic exponential decay of the envelope of the wave function, so ψ(r) ∼ exp(−r/λ) [258, 261].
For the case of an extended state, λ→∞ and it is not a well defined quantity for characterisation.
The TMM, which will be introduced later, is a convenient method for obtaining λ. Other numerical
approaches include the direct diagonalisation of the Hamiltonian and the evaluation of the inverse
participation ratio. It measures the sites where the amplitude of the wave function differs markedly
from zero [258].
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Figure 6.2: Qualitative plot of the scaling function β(g) for different dimensions. The regions of extended
and localised behaviour are indicated. The point where the MIT happens is indicated by a circle.
After the Anderson model was postulated, the scientific efforts moved towards a description of
the phenomena in terms of phase transitions and a proper definition of the localisation criteria. In
a series of papers the problem was reformulated in terms of the renormalisation group [262] and in
terms of the non-linear σ model [263, 264]. They showed that AT can be described as a second-
order phase transition. Other approaches were devoted to relate the conductivity with the boundary
conditions of the system [265]. These studies were culminated in 1979 with the development of the
one-parameter scaling theory [55].
The essential hypothesis of the scaling theory is that there is only one relevant scaling variable for
describing the critical behaviour close to the transition. In [55] the conductance, g, was taken as the
scaling variable, which provides an explicit description of the dependence of the conduction on the size
of the disordered system and the role of the dimensionality. From the β-function β(g) = dlng/dlnL
the behaviour of the conductance g in a hypercube of volume Ld with the system size L was described.
The main idea behind is that this function only depends on the conductance itself and not on the
energy, disorder or L. In fig. 6.2 the qualitative dependence of β on the g is sketched for different
dimensions. The curves are obtained by interpolating from the asymptotic behaviour at large and
small conductance assuming that β(g) is continuous. If β(g) > 0 the conductance increases with
the size of the sample, characteristic of a metallic regime. Therefore, for a normal ohmic conductor
g ∼ Ld−2 and thus β(g) = d−2. For β(g) < 0 the conductance decreases with increasing the sample
size and the system is driven towards the localised regime. Then, the conductance is approximated
by g ∼ exp(−L/λ), where λ is the localisation length and hence β(g) ∼ lng. The fixed point where
β(g) = 0, and the conductance is independent of the system size, defines the disorder induced MIT
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as shown in fig. 6.2. The main and fundamental result is that AT is only a critical phenomenon in
3D. In 1D and 2D β is always smaller than zero and g always decreases with L. Therefore, in the
thermodynamic limit, all states are localised and there is no MIT for d ≤ 2. In short, states in a 2D
system are marginally localised even for small disorder and d = 2 is the lower critical dimension of
the AT [258, 261].
Another important result from the one-parameter scaling theory is the expected behaviour of the
observables at the transition [258]. Depending on which region where are approaching the MIT, two
magnitudes are used for its critical characterisation. The conductivity and the localisation length are
self-averaged quantities and then their means are used as the expected values at the thermodynamic
limit. In the vicinity of the critical transition they behave as
ξ ∼ (x− xc)−ν , σ ∼ (xc − x)s , (6.2)
where ξ is the correlation length for the infinity system and ν and s are the critical exponents. x
is the parameter varied along the transition, which could be either the magnitude of disorder or
the energy. The value of the critical parameter xc is not universal and, for example, depends on
the disorder distribution. The critical exponents are related by the relation s = (d − 2)ν, so in 3D
s = ν [55, 262]. Their values are determined from numerical techniques, in the case of ν, or by
experimental measurements for s. The accurate calculation of the critical parameters has led to an
active numerical [266–268] and experimental research [258], but there is no general agreement on
their values. There are many experimental systems where MIT have been observed [257]. Most of the
studies in solids have been performed on heavily doped semiconductors, where scaling curves have
been constructed for the conductivity [269–272]. There are also experimental evidences of light [273],
ultrasound waves [274] and atomic matter waves [275, 276] Anderson localisation.
6.1.2 On the possible Anderson transition in 2D
In the mid-90s a series of papers claimed that MIT is possible in 2D system. The first evidence
was found in a silicon metal oxide semiconductor field effect transistor (MOSFET), where at low
temperatures and zero magnetic field a strong enhancement of the conductivity was observed [277].
Moreover, the resistivity data were scaled, as a function of both the temperature and electric field,
to a two-branch curve, which is the fingerprint of a MIT. The critical exponents at the transition
were as well found [278, 279]. These results were in clearly contradiction with the one-parameter
scaling theory. Nevertheless, the transition was reported in other 2D electronic gases. Systems based
on doped Si/Ge quantum wells revealed a similar MIT [280, 281]. 2D hole gases in GaAs systems
displayed as well critical phenomena [282–284]. The origin of a 2D MIT opened an active debate in
the scientific community. It should be noted that in the aforementioned electronic systems the density
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of carriers is low and the Coulomb interaction is strong. However, electron-electron interactions are
neglected in the original Anderson model. So, all the efforts focused on the role of this interaction
on localisation [285, 286]. The explanation of the apparent 2D MIT is still an open question and
arguments supporting different theories are published from time to time [287, 288]. Nonetheless, the
most extended idea is that the metallic behaviour is caused by the delocalising effect associated by
strong electron-electron interaction which dominates over the quantum localisation [285, 286].
Even without the additional factors introduced by interactions, the 2D situation remains chal-
lenging since the extent of the localised states for weak disorder very quickly becomes much larger
than the available system sizes and this might lead to results of a feigned extended behaviour. Here
is where graphene, as prototypical 2D material [52, 289] enters in the problem. One naturally expects
disorder to lead to localisation. However, due to its linear dispersion relation around the Dirac point
at energy E = 0 and due to the resulting absence of backscattering in clean samples [290], one might
expect somewhat unusual behaviour. Some theoretical approaches have directly dealt with the Dirac
equation and determined the corresponding scaling β function. It was claimed that disorder weak
enough not to lead to inter-valley mixing does not produce localisation [291, 292]. In [291] is shown
that the existence of one-parameter scaling holds in graphene and that, for instance, the scaling flow
has no fixed point, so in the absence of intervalley scattering the conductivity at Dirac point increases
logarithmically with the sample size. However, other contradictory results for long-range disorder,
under which the single valley Dirac approximation is valid, have been found. One study [293] claimed
that with strong long-range impurities, namely impurities with an exponentially decaying potential
with randomly distributed strength, states near the Dirac points are localised for sufficiently strong
disorder. They related the localisation to intervalley scattering and characterised the transition from
localised to delocalised states as a Kosterlitz-Thouless type [293].
Therefore, the presence of intervalley scattering between two inequivalent Dirac cones deserves a
deeper analysis. It becomes possible when the disorder is short-ranged. Consequently, the description
of the disordered honeycomb lattice by an Anderson tight-binding Hamiltonian is appropriated. By
means of it, the localisation properties of graphene in the vicinity of the Dirac point have been
intensively studied, leading to a wide variety of results. It was found early on that strong disorder
leads to localisation at E = 0 [294, 295]. And that states at the Dirac point are more easily
localised than states at other energies [295]. On the other hand, many, mainly numerical, results
have indicated the existence of unusually weak localisation at E = 0 [296–300] or close to E =
0 [301], and results supporting mobility edges [296, 298], critical states [297, 299, 300] and/or a
fully developed localisation-delocalisation transition [301] have been put forward. These results led to
recent discussions that indicate graphene as an ordinary 2D system which shows Anderson localisation
and the absence of mobility edges around the Dirac point [302, 303]. Recently, another study shows
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that at strong disorder for E & 0 [304] complete localisation is found for disorder with inter-valley
mixing, in agreement with earlier studies [291, 292, 295]. To complete the varied repertoire of results,
it is worth to mention that true MIT has only been observed in hydrogenated graphene [305, 306].
The main reasons of the disagreement among these studies may be found in the wide number of
numerical techniques employed and the used criteria for distinguishing between localised and extended
states. In detail, some of the methods include the TMM [294, 295], energy-level statistics [297, 300],
evaluation of the inverse participation ratios [298, 299] and the analysis of the LDOS [296, 302, 303].
The existence of critical states at weak disorder is characterised by scaling the inverse participation
ratio to a line, indicating a power-law decay of the wave functions [299], and by the difficulties
to set the energy level-spacing to chaotic or localised distribution [297, 300]. Mobility edges were
determined by the zeros of the typical DOS [296], but later argued as numerical deficiencies [302].
Moreover, the localised-delocalised transition is observed at the changing behaviour of the reduced
localisation length, λ divided by the system size, with the size [301]. The variety of results and
arguments prompts for a more detailed study of the problem taking into account that, explicitly
recognised or not in all studies we have referred to, the system size is crucial for properly determine
whether the states are localised or not.
On the other hand, some studies have been focused in localisation problems on graphene nanorib-
bons, which are quasi-1D samples of graphene with finite number of atoms in one direction and
infinite in the other. Results indicate that the predominant type of edge along graphene nanoribbons
modifies the quantitative strengths of the localisation effects, though Anderson localisation takes
place for any disorder strength [307, 308]. However, again the size is an important factor to account
for, because the localisation lengths may be greater than the sample size at weak disorder. Thus,
metallic behaviour could be expected.
Previous studies still leave the regime of small energies E ∈]0, 1], i.e. close to but away from
E = 0, for weak but inter-valley mixing onsite disorder unresolved, where Ref. [301] found evidences
for a transition-like behaviour (see Fig. 2 of this reference). In fig. 6.3 we show this behaviour for
2D ZZ graphene flakes with 7002 lattice sites. Clearly, around E ≈ 0.25, increasing the size M2 of
the graphene samples leads to increasing localisation lengths while around E = 0.9 the trend seems
to have reversed. In this Chapter, we will show that fig. 6.3 does not indicate the existence of the
transition to delocalised states. Rather, we find that the finite-size trend reverses towards localised
behaviour upon increasing the system size. However, we must go to very large system sizes of the
order of 2.25 × 106 to show this. For smaller system sizes, from about 360, 000 to ≈ 106, scaling
results indicate roughly a system size independence of ΛM = λM/M . Hence our results explain why
there is such a diversity of results for the localisation properties of graphene at and close to E = 0,
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Figure 6.3: Reduced localisation length ΛM = λM/M as a function of energy E for the ZZ graphene
lattice at disorder W = 1.5 and sizes ranging from M × L = 50× 50 to M × L = 700× 700. The error
bars indicate the error of the mean from averaging over 500 samples, except for M × L = 700 × 700
where the average is over 100 samples. The lines are guide to the eye only.
i.e. we find that very large system sizes, larger than 2 × 106 lattice sites, are required to reach the
asymptotic regime.
6.2 Numerical method
Our calculation is based on the standard 2D single-particle Hamiltonian
H =
L∑
l=1
c†l lcl −
L−1∑
l=1
(c†l tlcl+1 + c
†
l+1tlcl) , (6.3)
on a lattice with L × M sites. Here, l denotes the M × M Hamiltonian matrix acting in the
(transverse) m direction for each vertical arm at (longitudinal) position l such that
l ≡

l,1 γl,1 0 · · · · · · 0
γl,1 l,2 γl,2 0
...
0 γl,2 l,3 γl,3 0
...
... 0
. . .
. . .
. . . 0
... 0 γl,M−2 l,M−1 γl,M−1
0 · · · · · · 0 γl,M−1 l,M

, (6.4)
and c†l ≡
(
c†l,1, c
†
l,2, . . . , c
†
l,M
)
, with cl,m (c
†
l,m) the usual annihilation (creation) operators of a tight-
binding orbital at the site {l,m}. The diagonal elements for each l correspond to random onsite
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Figure 6.4: Graphene lattice for (a) AC and (b) ZZ graphene. The first four M lines are shown with
numbers for guidance, as an example of the implementation of the TMM used. The layers that build a
unit cell are labelled as A, B, C and D for (a) AC and A and B for (b) ZZ graphene. The direction of
the transfer-matrix multiplication is indicated as well.
potentials l,m ∈ [−W/2,W/2], m = 1, . . . ,M , and are uniformly distributed. Depending on the
selected lattice connectivity in the m direction, the hopping term γl,m between sites (l,m) and
(l,m+ 1) can be either t or 0. Also, tl ≡ tCl is the hopping along the l direction with Cl denoting
the connectivity matrix between layers l and l+ 1 [294, 304, 309]. All energies are measured in units
of the hopping energy, t (t = 2.7 eV in graphene).
A pictorial representation of the lattice is shown in fig. 6.4 for the cases of graphene with AC and
ZZ edges, detailing the chosen indexing scheme. We note that it can of course be used for the case of a
square lattice, in which case γl,m ≡ t and tl ≡ t1M with 1M the M ×M unit matrix. We emphasise
that the choice of layers l in fig. 6.4 (b) leads to equal spacing for ZZ graphene with inter-layer
distance cos(pi/6) × 0.142 nm= 0.123 nm, while for AC graphene the inter-layer spacing alternates
between 0.142 nm (from B to C and D to A in fig. 6.4 (a)) and sin(pi/6) × 0.142 nm= 0.071 nm
(from A to B and C to D in fig. 6.4 (a)). Similar considerations apply in the m (transverse) direction.
We will not attempt to rescale these length scales here.
6.2.1 A modified transfer-matrix approach
One of the preferred methods for computing localisation lengths in quantum disordered systems is the
TMM [268, 310–312]. It is based on a recursive formulation of the Schro¨dinger equation Hψ = Eψ
for the Hamiltonian (6.3). Assuming that the wave function describing the electron state can be
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expanded in a lattice site basis for each layer, the Schro¨dinger equation is reformulated into a matrix
equation as (
ψl+1
ψl
)
= Tl
(
ψl
ψl−1
)
, (6.5)
with the symplectic transfer matrix
Tl =
(
C−1l (l − E1) −C−1l Cl−1
1 0
)
, (6.6)
where ψl = (ψl,1, . . . , ψl,M )
T denotes the wave function at all sites of the lth slice. l is the
Hamiltonian matrix acting in the (transverse) m direction and Tl is referred to as transfer matrix of
the lth slice, because it connects the amplitudes ψl, ψl−1 and ψl+1, ψl. 1 and 0 denote the unit and
zero matrices. Cl and Cl−1 are the connectivity matrices describing the connections of the lth slice
to slices l+ 1 and l− 1 on this non-square lattice [294, 309]. Element cjk of the connectivity matrix
equals 1 if the site j in one layer is connected to the site k in the other, and cjk = 0 otherwise. The
evolution of the wave function is determined by iterating eq. (6.5) for a given E and initial conditions
for the wave functions ψ0, ψ1. Assuming that we have a system with cross-section M and length
N M , the amplitudes ψN+1, ψN are given by(
ψN+1
ψN
)
= TNTN−1 · · ·T1
(
ψ1
ψ0
)
= τN
(
ψ1
ψ0
)
. (6.7)
τN is a product of random matrices that satisfies the Oseledec’s theorem [313]. It states that
the limiting matrix Γ = limN→∞(τ
†
NτN )
1/2N exists and its eigenvalues have the form exp(±γi).
γi denotes the Lyapunov exponents of τN , which determine the exponential increase or decrease of
the wave function at long distances. The smallest of these, γmin > 0, eventually determines the
localisation length λ = 1/γmin. From the Oseledec’s theorem, the Lyapunov exponents are given by
γi = limN→∞(1/N) ln||(τNui)||, where ui are the eigenvectors of Γ. Nevertheless, the numerical
procedure that we use for obtaining the Lyapunov exponents does not actually need to diagonalise Γ.
It is a complex but well-known technique, which could be found in detail in [117, 314, 315]. However,
we summarise below the main steps. We start the iteration with a set of orthonormal vectors for ui.
After several multiplications, the vectors loose their orthogonality and they are reorthonormalised by
the Gram-Schmidt method. The idea is that the obtained ui vectors will converge to the eigenvectors
which correspond to the complete set of Lyapunov exponents. Reorthonormalisation is a fundamental
step because it prevents numerical overflow due to the exponential increase of vectors size. After
each of these reorthonormalisation steps an approximated value for γi is calculated from the norm of
the vectors. A relative error between two subsequent values of γi is as well evaluated. The relative
error of λ is equal to the relative error of γmin. It gives us information about the convergence of
the procedure and sets the accuracy of our calculations. In general, in order to achieve a reasonable
accuracy (< 1%) for λ, N is typically of the order of few millions.
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For the aim of our research, however, we want to study a 2D system with area M ×M . It-
erating eq. (6.5) only M  N times will not usually lead to convergence. Therefore, we define
the usual forward calculation with the global transfer matrix TM = TMTM−1 · · ·T2T1, after which
we add a backward calculation with transfer matrix T †M , with † meaning transpose matrix. This
forward-backward-multiplication procedure is repeated K times. The effective number of TMM
multiplications is 2KM and the global transfer-matrix is
τM = (T
†
1 · · ·T †l · · ·T †MTM · · ·Tl · · ·T1)K = (T †MTM )K . (6.8)
As usual, we construct the matrix
ΓM = lim
K→∞
(τ †MτM )
1/4KM → diag(e±γi) , (6.9)
and as before, the localisation length is defined as the inverse of the smallest Lyapunov exponent,
λM = 1/γmin. For a reliable convergence check, only the accumulated changes of λM after each
complete forward-backward loop need to be taken into account. This is quite different from the
aforementioned standard TMM convergence check using self-averaging arguments [258]. Here, the
disorder in each M × M system is fixed during the forward-backward TMM and convergence is
straightforwardly achieved when the value of λM changes less than 10
−5 after a complete forward-
backward loop. Usually, we find that convergence can be achieved after just a few K multiplications.
Then, the method yields the localisation length, but only for a single M ×M graphene sample.
Afterwards, the localisation length should be sample-averaged for many different such M×M disorder
realisations with same M , E and W parameters. With at least 100 samples for each parameter set,
we typically find a relative error of 5% or less for the energies, disorders and system sizes studied in
this Chapter. This procedure has been applied previously for studying the pair localisation length of
two interaction electrons in 1D disordered systems [316] and the 3D Anderson MIT in the presence
of scale-free disorder [317].
It should be noted that in a square M ×M sample as the ones shown in fig. 6.4 for, e.g. ZZ
graphene physically corresponds to a rectangle of size (3M/2 − 1) × √3M/2a0, being a0 = 0.142
nm the carbon-carbon distance, i.e. a length to width ratio of
√
3M/(3M −2) ∼ 0.58 for the system
sizes used in our study. For AC graphene, the ratio is (3M − 2)/√3M .
6.2.2 Incorporating the lattice structure
In order to apply the above procedure, the honeycomb lattice topology should be properly incorpo-
rated, because it determines the connectivity matrices. We explain in detail the way we have faced
the problem. In the ZZ graphene shown in fig. 6.4 (b) the width M of our sample is given by the
number of ZZ lines, and the length L by the number of layers in the horizontal direction. As an
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example the first four ZZ lines along the transfer matrix direction are indicated with numbers. Each
site within the ZZ line has only one connection to the preceding and succeeding layer. Hence all
matrices Cl are simply unit matrices and the transfer matrix Tl for ZZ graphene of ”square” size
M = L reduces to the standard TMM form,
Tl =
(
l − E1 −1
1 0
)
, (6.10)
where Tl is a 2M×2M matrix. 1 and 0 denote the unit and zero matrices of size M×M . However,
the exact form of l and the γl,m will depend on whether the layer index l is even or odd since the
position of connected and unconnected sites in each layer alternates as shown in fig. 6.4 (b). Let
us classify the layers as A or B according to these connections. In each A (odd) layer, every odd
site [counting from the top as indicated in fig. 6.4 (b)] is connected to its following even site, but
even sites are not connected to following odd sites. Conversely, in each B (even) layer, even sites are
connected to the following odd sites, but these odd sites are not connected to their following even
sites. For just the first four lines that appear in fig. 6.4 (b), the Hamiltonian matrices are, e.g.
A1 =

1 1 0 0
1 2 0 0
0 0 3 1
0 0 1 4
 , B2 =

1 0 0 0
0 2 1 0
0 1 3 0
0 0 0 4
 . (6.11)
Hence, in order to compute the transfer matrix for a complete unit cell in ZZ graphene, we shall
use TBl+1T
A
l . In 
B
1 we highlight two corner zero’s to indicate where the boundary conditions for ZZ
graphene are important. The present choice reflects hard wall boundaries. For periodic boundary
conditions, MZZ will have to be chosen an even number. There is no such restriction for hard wall
boundaries.
For transfer multiplication along a direction with AC boundaries, we have the additional com-
plication that a simple application of standard TMM [294] will not work due to missing horizontal
connections from every second site. The problem can be overcome by using four different transfer
matrices as shown in fig. 6.4 (a). Therefore, for computing the transfer matrix for a complete unit
cell in AC graphene, we shall use TDl+3T
C
l+2T
B
l+1T
A
l , defined by the general form of eq. (6.6). For all
the matrices, l is just a diagonal matrix, its elements being the onsite energies of the M lattice sites
within each layer. However, the connectivity matrices Cl are more complicated than before, but still
invertible for each transverse width M within hard wall boundaries in the transverse direction. Under
periodic boundary conditions, odd values of M should be taken. As an example, the connectivity
matrices for AC graphene for the four lines showed in fig. 6.4 (a) are given here. Recall that Cl and
Cl−1 are the connectivity matrices describing the connections of the lth slice to slices l+ 1 and l− 1
on this non-square lattice. Element cjk of the connectivity matrix equals 1 if the site j in one layer is
connected to the site k in the other, otherwise cjk = 0. The boundary terms are indicated in italics
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Figure 6.5: Brick-type lattice adaptation of the graphene lattice for (a) AC and (b) ZZ edges. The
layers that build a unit cell are labelled as A, B, C and D for (a) AC and A and B for (b) ZZ graphene.
(0 for hard wall and 1 for periodic boundary conditions). For A-layer we get Cl = C and Cl−1 = 1,
for B-layer Cl = 1 and Cl−1 = C†, for C-layer Cl = C† and Cl−1 = 1 and finally for D-layer Cl = 1
and Cl−1 = C with
C =

1 1 0 0
0 1 1 0
0 1 1 0
0 0 1 1
 . (6.12)
It is easily demonstrated that the matrix C is invertible for all the possible sizes M ×M when hard
wall boundary conditions are considered. The disorder is introduced via the onsite energies, so these
connectivity matrices are constant and their inverse need to be calculated just once.
The honeycomb lattice can be represented in a brick-type lattice without losing its topology.
In fig. 6.5 these equivalent lattices for both AC and ZZ graphene are plotted. They have been a
fundamental tool for adapting the code to this particular lattice. Moreover, from fig. 6.5 could be
seen that in order to have the same number of atoms (M ×L) for both ZZ and AC edges, the width
of the AC sample should be chosen as MAC = LZZ/2 and the length as LAC = 2MZZ. In this way we
ensure that we are studying the same sample but in both directions of transfer matrix multiplication.
6.2.3 Finite-size scaling
As mentioned before, the one-parameter scaling theory predicts that a certain scaling variable exists
and it could be used for explaining the critical behaviour close to the transition. For applying it to
our computed λM we need to extrapolate its values with respect to M , because the required quantity
is the correlation length for the infinite system [see eq. (6.2)]. However, only finite M values are
numerically accessible. Nevertheless, the problem could be addressed from the scaling hypothesis for
finite-sized systems, which implies the following scaling law
ΛM (E,W ) ≡ λM (E,W )
M
= f(ξ(E,W )/M) , (6.13)
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for a suitably chosen scaling parameter ξ(E,W ) [261, 311]. The scaling parameter is the localisation
length for infinitely large systems [311]. This finite-size scaling (FSS) is equivalent to the scaling
theory of localisation because it involves collapsing the data to a single scaling function f . The λM
data can be rescaled numerically by a least-squares fitting procedure to produce f [258, 311]. For
strong disorders, λM ∝ ξ. In the case of the 2D Anderson model on a square lattice, this function
has a single FSS branch with decreasing ΛM for increasing M — indicating the localised regime.
For the 3D Anderson model, the same procedure leads to two branches, the first one denoting the
localised regime and the second one indicating the extended regime with increasing ΛM values as M
increases. This two-branch behaviour is the signature of the transition from localised to extended
states [258]. The critical parameters are obtained from fitting the values of ξ to the expressions (6.2).
In most of the studies this FSS procedure has been successfully obtained within the accuracy of the
data.
Alternatively, we can assume an analytical form for f and test whether this form fits the data
with the required accuracy [318, 319]. Assuming e.g. the power-law behaviour f ∝ |1− E/Ec|L1/v
of the 3D Anderson transition, the approach allows us not only to find f , but also it gives values of
the critical exponent ν and the energy Ec (or disorder Wc) at which the transition occurs [318, 320].
In detail, this method [318] includes two kinds of corrections to scaling: an irrelevant scaling variable
and nonlinearities of the disorder dependence of the scaling variables. Then, a family of fit functions
is constructed taking into account these contributions to the scaling. The data are fitted by means
of a nonlinear fit based on built-in functions of Mathematica. Readers are referred to references [117,
267, 318] for further details of the theoretical model and the implementation. For the purpose of
our research this FSS approach will serve as a double check of the absence of a localised-delocalised
transition in graphene. This procedure assumes the critical behaviour of ξ, which holds in 3D but
not in 2D system. In the next section, we will see the differences of both FSS approaches.
6.3 Calculations and results
6.3.1 Localisation lengths as a function of energy
In fig. 6.6 we show the variation of the disorder-averaged localisation lengths λM (E) for different
disorders W 1. The lattices correspond to square lattices, AC and ZZ graphene. The system sizes
where chosen such that M × L = 104 lattice sites in each case, corresponding to M = 100 and
L = 100 for the square lattice and the ZZ graphene, but M = 50 and L = 200 for the AC graphene
lattice. The λM values have a relative error smaller than 2.5%, obtained by averaging over at least
1The results presented in this Chapter have been computed thank to the resources of the Red Espan˜ola de Super-
computacio´n - Barcelona Supercomputing Center, the Centre for Scientific Computing, University of Warwick and the
high capacity cluster for physics of the Campus of International Excellence of Moncloa.
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Figure 6.6: Average localisation length λM as a function of energy E for a square lattice (top panel),
AC (left bottom panel) and ZZ (right bottom panel) graphene lattices for systems with 104 lattices sites
and different disorders W = 1, 2, . . . , 10. Lines connecting the data values are guides to the eyes only.
For clarity, we only indicate the labels for W = 1 and W = 10 (open symbols). The error bars are within
the symbol sizes. The M and L values are indicated by horizontal dashed lines. The vertical lines at
E = ±1 for AC and ZZ graphene mark the position of the van-Hove singularities in the DOS of clean
graphene.
500 disorder configurations. We first note that at weak disorder (W ∼ 1) the energy band width
reflects the number of nearest neighbours and hence tends to 4 for the square lattice and to 3 for
AC and ZZ graphene [321]. Furthermore, there is the usual approximate symmetry between positive
and negative energies. When the strength of the disorder is increased, the λM values decrease for
all lattices as the wave functions become more localised. For very strong disorder, the localisation
lengths are much smaller than the system sizes M and L and the states are exponentially localised
with λM representing the decay length. On the other hand, for weaker disorders, the localisation
lengths are comparable or larger than the system sizes, and we can no longer assume that the
exponential decay implicit in the use of λM is still justified. Then λM is simply a convenient measure
of the spatial extent of the wave functions, but not necessarily linearly related to a localisation length.
Still, a larger spatial extend will imply larger λM values. With this in mind, we see in fig. 6.6 that, for
W . 4, the localisation lengths increase rapidly as we decrease W for the square lattice. However,
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for the case of AC and ZZ graphene lattices, we observe that in the vicinity of E = 0, the λM values
again decrease, leading to values of λM (E ≈ 0) which seem very similar for W = 1 and 2. Clearly,
the drop in λM in the graphene lattices at E = 0 is a signature of the Dirac point with reduced
DOS [51, 322].
6.3.2 Localisation lengths at and near the Dirac point
In standard quasi-1D TMM, an increasing value of ΛM for weak disorders as M → ∞ signals the
beginning of the extended regime. Even with ΛM > 1, λM can still be interpreted as a localisation
length since we have LM and localisation in the l direction is well-defined. As discussed before,
the situation might be different for our modified TMM. Nevertheless, we see already from fig. 6.6 that
for energies |E| & 1, the λM values for square lattice and AC/ZZ graphene behave fairly similar.
If any new, graphene-specific, finite-size behaviour can be expected, it should be around E ≈ 0.
We have therefore studied in fig. 6.3 the finite size behaviour of ΛM in ZZ graphene for energies
0 ≤ E ≤ 1 at weak disorder W = 1.5 when ΛM ≥ 1. As one can see from the figure, for energies
larger than E = 0.9, increasing M (and L) leads to a decrease of ΛM , the traditional signature
of localisation. However, for energies E . 0.6, increasing M gives increasing ΛM values. Such a
behaviour for M → ∞ would indicate extended states. Quite similar findings have been reported
previously in the same energy range for smaller systems up to M = 252 [301].
Clearly, the existence of extended states in the vicinity of the Dirac point in weakly disordered
(but inter-valley mixing) graphene would be surprising. However, let us note several suspicious
observations, namely, (i) there is no clear crossing point, rather a series of not well-defined crossing
points in the region E ∈ [0.7, 0.9]. Furthermore, (ii) increasing the system size does not lead to a
clearer crossing, and we can also not identify a simple, monotonic in M (irrelevant) shift of such a
crossing point. Let us also emphasise that system widths of M = 700 as used in fig. 6.3 are already
reasonably large for TMM [318]. If there truly was a MIT in the indicated energy range, then we
would expect to see good quality FSS. On the other hand, if the behaviour of fig. 6.3 was simply
due to not large enough system sizes, then we should of course see if the increase in ΛM vanishes for
large enough M . Since the increase seems largest at energy E = 0.25, we shall study this energy in
detail for square as well as AC/ZZ graphene. This energy value has been also debated in Refs. [302,
303]. In addition, we will use the Dirac point energy E = 0 as a further test case.
6.3.3 FSS results
In fig. 6.7, fig. 6.8 and fig. 6.9 we show computed ΛM and FSS results in square lattices and
ZZ/AC graphene at E = 0 and E = 0.25, respectively. We choose M and L values such that
the number of sites M × L ranges from 1002 to 7002. In the case of AC graphene recall that we
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Figure 6.7: Reduced localisation length ΛM for a square lattice at energies (a) E = 0 and (b) E = 0.25.
The left panels show ΛM as a function of 1/M and. They correspond to the raw data with 1% accuracy
computed for at most 500 random configurations of the same M , E and W . The error bars are within the
symbols size. The disorder values used are W ∈ [1, 10] as indicated in the legends. The dotted lines are
guides to the eye. In the right panels ΛM is scaled by ξ. This means that the data on the left is relocated
in the horizontal direction such a way that the deviations of the data from the common scaling curve
become minimal [311]. The dashed line in each plot indicates the expected relation λM (W ) ∝ ξ(W )
for large W . The error bars are only shown when larger than symbol sizes and have been generated
by resampling the FSS according to the accuracy of each ΛM value. The insets show ξ(W ) scaled to
coincide with λM values for large W . The solid line in the inset corresponds to ξ(W ) obtained after
FSS of standard TMM localisation lengths in quasi-1D square lattices [323]. Other lines in the insets are
guides to the eye only.
choose MAC = LZZ/2 and LAC = 2MZZ. The λM values are obtained from the modified TMM
method outlined in section 6.2.1. The chosen disorders for each lattice and energy are indicated in
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Figure 6.8: Same results as in fig. 6.7 but for ZZ graphene.
the legends of the figures. The relative error of the λM values is ∼ 1% and is computed from the
error of the mean after averaging over at most 500 different disorder configurations for each M and
E. In the case of AC graphene some results are obtained for 200 configurations, but the relative error
remains in the same order of magnitude. In the left panels of the figures the reduced localisation
length, ΛM , is plotted as a function of 1/M . While the disorder is strong ΛM increases with 1/M
as expected from a localised behaviour. At the strongest disorders, three dotted lines are included in
the figures for showing explicitly this size dependence. However, when the disorder is decreased, ΛM
starts to become independent of M and almost horizontal lines are observed. This effect is indicated
by using red symbols. Eventually, at weaker disorders ΛM seems to decrease with 1/M , which could
be interpreted as a fingerprint of the presence of extended states. This behaviour is more prominent
for E = 0.25, has we have pointed out from fig. 6.3.
In order to find a scaling curve of our data, we have used the first of the FSS procedures described
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Figure 6.9: Same results as in fig. 6.7 but for AC graphene.
in section 6.2.3 and introduced in [311]. This FSS approach does not make any assumptions in the
form of the scaling function. It is based on a least-squares fitting procedure. The underlying idea is
to scale all the data by minimising the deviations of the data from a common scaling curve. It means
that we take the raw data from the left panels and we collapse them by a horizontal relocation
achieved from displacing the data with the scaling parameter ξ(W ), which depends only of the
disorder. From this procedure the values of ξ(W ) are obtained. We calculate an error estimation
of ξ(W ) taking into account the accuracy of our original data. Namely, we repeat the FSS several
hundred times changing randomly the values of ΛM within its 1% accuracy. The values are chosen
from a Gaussian distribution. Afterwards, we calculate the standard deviation of the obtained values
of the scaling parameter.
For strong disorders, we have ΛM ∝ 1/M as expected since states are highly localised and λM
is constant for M  λM as indicated. Decreasing the disorder — or, equivalently, decreasing M
— leads to deviations from the simple 1/M behaviour and indicates that ξ(W ) starts to increase.
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In the standard quasi-1D square lattice TMM, this leads to an evermore flat behaviour for ΛM (W )
as W → 0. We indeed observe this behaviour for E = 0 in both square lattices, ZZ and AC
graphene [see panels (a) of fig. 6.7, fig. 6.8 and fig. 6.9]. For smaller disorders, W . 2, we find the
reconstruction of a well-defined FSS curve becomes numerically difficult. This is the reason why we
could not scale the data for the square lattice up to W = 1. Nevertheless, the estimated scaling
parameter ξ(W ) agrees very well with a previous high-precision FSS from a quasi-1D TMM [323].
Furthermore, the scaled data for squares and ZZ/AC graphene shows a single branch only, consistent
with complete localisation. A special mention of the results for AC should be made. Previous studies
have demonstrated that the finite width of AC flakes determines its metallic or insulating behaviour
at E = 0 besides the disorder [324]. In the case that 2MAC = 3n − 1 with n ∈ Z, the system
is metallic. At weak disorders, we observe this effect in our calculation through a large increase
of λM for such MAC that satisfies the above condition. Although the width of our systems are
supposed large enough for not observing these size effects, the existence of a finite length promotes
this phenomenon. In order to overcome the different behaviour of the AC lattice with M , we chose
system sizes such as AC is in the insulating regime (2MAC 6= 3n − 1). Despite this assumption, at
weak disorders traces of supposed metallic states, or at least states where ΛM does not depend on
1/M , are found as seen in the construction of the scaling at W . 2 in fig. 6.9 (a). Nonetheless,
note that the scaling curves for the different lattices are qualitatively the same up to disorder W = 4,
so it would be possible to overlap all in a single curve. This shows the universality of the scaling
hypothesis. However, when the disorder becomes weaker, the topology of the lattice dominates,
and the quantitative form of the curves changes. Data should be rescaled taking into account the
different spacing between to neighbour sites on the square and ZZ/AC lattice.
The situation is rather different for E = 0.25 as shown in panel (b) of fig. 6.7, fig. 6.8 and fig. 6.9.
We see that FSS gives rise to localised branches as well as the beginnings of what look like extended
branches. Here it is intriguing to see that even for a square lattice, for the range of available system
sizes and disorders — determined by the longest TMM runs available to us — we find an apparent
transition-like behaviour. Obviously, this would be in disagreement with the scaling theory and of
course also to the body of numerical results based, among others, on quasi-1D TMM [258, 259].
Similarly, we observe transition-like behaviour also for ZZ graphene at E = 0.25 with a better defined
extended branch [see fig. 6.8 (b)]. As in the square lattice case, the onset of this branch is around
W . 2. We have found similar results also for AC graphene as shown in fig. 6.9. However, the
formation of the extended branch needs further inspection, and cannot be assumed directly as a
MIT in graphene. In the next section we relate the existence of this two branch scaling curve with a
finite-size effect.
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On the other hand, the insets of the figures show that at strong disorders ξ(W ) coincide with
the values of λM (W ), reinforcing our conclusion that all states are well localised. Therefore, as long
as disorder is strong, with system sizes of around 7002, we are able to obtain convergence of the
thermodynamic limit. The discrepancies start around W ∼ 4 for square lattice and W ∼ 3 for ZZ/AC
graphene. These values coincide with the point where ΛM (W ) ∼ 1, namely when the localisation
length becomes of the order of the system size. As pointed out before, under that circumstances λM
should be seen as the spatial extent of the wave function and in the finite system and not linearly
related to the localisation length.
We have also tried to apply FSS assuming the expansions of the power-law behaviour [318, 320].
However, we never found an acceptable fit to the data, although we vary not only the expansion
coefficients, but also the initial values used in the non-linear fits for Wc, ν, etc. Upon closer
inspection, we find that most of such attempts to fit the data lead to Wc ∼ 0 and large values of
ν > 5. But even with these large ν values, the ΛM values rise much faster for small disorders. This
suggests that the true behaviour is not power-law but rather exponential as in the well-known square
lattice [325]. Therefore, although the analysis of the results of fig. 6.8 (b) could be interpreted as
some kind of MIT in graphene, the FSS with a well-contrasted method for determining the critical
exponents fails. Thus, the least-squares fitting procedure works satisfactorily to collapse the data to
a single curve, but its two branch form should be not taken as the unique evidence of AT in graphene.
In the next section we study with more detail the extended branch.
6.3.4 The behaviour for very large system sizes
The FSS results of fig. 6.7, fig. 6.8 and fig. 6.9 for E = 0.25 and W . 2 do not show a very clear
formation of extended branches, particularly for the square case. In order to test the stability of these
branches in FSS, we would need even larger system sizes for all disorders W . 2. This is, however,
numerically prohibitive. The calculation of a single M ×L = 700× 700 sample for ZZ graphene can
take more than 6 hours at small W . 2 one a single processor core. This increases to about a week
for some 1500× 1500 samples. We have therefore restricted ourselves to two disorders, W = 1 and
1.25 for E = 0.25. Even with this restriction, a considerable number of runs for M > 900 do not
finish within our chosen maximum time limit of ≈ 1 week. Such λM values have therefore a relative
error n, with n denoting the sample, larger than the target of 0 = 5 × 10−5. Hence we weigh
such results less when computing an average. With (i) wn = 1/
2
n or (ii) wn = max(1, 0/n), we
define averaged Lyapunov exponents as γM =
∑
nwnγn/
∑
nwn with weighted standard-deviations√∑
nwn(γn − γM )2/
∑
nwn. In case (ii), we weigh those samples less that have converged better
than the target in order to test the robustness of our results.
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Figure 6.10: Reduced localization length ΛM as a function of M for ZZ grapheme at E = 0.25 with
W = 1.0 and 1.25. The error bars indicate the error of mean. The mean itself has been computed using
the standard arithmetic average
∑
samples λ
−1
M (solid symbols) as well as two weighted means (open/greyed
symbols) as explained in the text. The data lines are guides to the eye only. The vertical lines indicate
regions of different size dependence for ΛM .
We show the resulting system size dependence of ΛM values up to M = 1500 in fig. 6.10. We
see that up to M = 700, the ΛM values increase with increasing M , as for extended states. From
M = 800 onwards, there is a regime in which we see little or no dependence on M within the
fluctuations of the data. Such behaviour, if it were to continue for M → ∞, would be indicative
of critical states. Finally, at M = 1500, we find a drop in ΛM . The drop is present both in the
unweighted mean as well as, and even stronger, in the weighted means. This indicates that the
observed increase in ΛM with increasing M up to M = 1400 is simply a finite-size effect. Going
to larger system sizes recovers the expected behaviour for localised states with decreasing ΛM for
increasing M . The “extended” FSS curves in fig. 6.7, fig. 6.8 and fig. 6.9 should simply be interpreted
as an intermediate regime in which localisation lengths become very large. Indeed, with ΛM ≈ 10,
this is much beyond what has been observed in most previous TMM studies.
6.3.5 Wave functions
Once the modified TMM has reached convergence, the wave functions (ψl, ψl−1) are true eigenfunc-
tions of the global 2M × 2M forward-backward transfer matrix T †LTL for a given sample. Hence
110
6.3 Calculations and results
(a) (b)
(c) (d)
Figure 6.11: Disorder-averaged |ψl,m|2 values for 500 ZZ graphene samples with 104 lattice sites at
E = 0 and (a) W = 0.5, (b) W = 1, (c) W = 5 and (d) W = 10. Each wave function has been
normalised prior to averaging. The colours go from |ψ|2 ∈ [0.9, 1] (red) to |ψ|2 ∈ [0, 0.1] (blue).
ψl,m for l,m = 1, . . . ,M , is the eigenfunction of H. In fig. 6.11 we show results for ZZ graphene
at four different disorder values at E = 0. For weak disorders W = 0.5 and 1, one can clearly
see the enduring presence of edge states previously predicted for clean ZZ samples [324, 326]. For
stronger disorder values, the spatial disorder distribution itself becomes dominant. At E = 0.25
there is no evidence of edge states, as expected. Results for AC graphene are similarly consistent
with the literature, i.e. we find an absence of edge states for the chosen number of AC graphene
lattice sizes [324, 326]. For square lattices, we do of course not observe those strong edge states.
In fig. 6.12 are plotted two examples of these results for a square and AC lattice at W = 0.5.
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(a) (b)
Figure 6.12: Disorder-averaged |ψl,m|2 values for 500 samples with 104 lattice sites at E = 0 and
W = 0.5 for (a) square lattice and (b) AC graphene. Each wave function has been normalised prior to
averaging. The colours go from |ψ|2 ∈ [0.9, 1] (red) to |ψ|2 ∈ [0, 0.1] (blue).
6.4 Summary and conclusions
In this Chapter we have studied the Anderson localisation effects in graphene. Our approach is
based on a modified TMM which allows studying ”square” flakes of graphene. We have applied the
method to both AC and ZZ edged graphene as well as square lattice. This TMM can convincingly
reproduce the infinite-size estimates of localisation lengths obtained from standard TMM and we
expect the method to be useful in other contexts as well. We have performed a FSS analysis of the
calculated data in order to see the formation of a single scaling curve and derive the value of the
scaling parameter, which is the localisation length for infinitely large systems. A complete analysis
of the FSS results have been explained with special attention to the origin of the apparent extended
states observed.
Our results show that up to lengths scales of 1500 times the carbon-carbon distance in graphene,
i.e. up to 213 nm, diagonal disordered graphene, even with inter-valley scattering, exhibits surprisingly
delocalised states in the vicinity of the Dirac point. This explains consistently the trend towards
similar such delocalisation-like behaviour found previously [296–301], while also reaffirming that the
true infinite system limit obeys the localisation predictions [291, 292, 295, 307, 308, 327]. In fact,
the tendency for large localisation lengths is so strong that even FSS can be misled to construct
seemingly extended branches, although a very large system size analysis shows that only the localised
behaviour corresponds to the true thermodynamic behaviour [291, 292]. We emphasise that our
results also explain graphene’s robustness against defects in similarly experimentally fabricated sized
ribbons [328, 329], billiards [330] and QDs [331].
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Chapter 7
Overall conclusions and future perspectives
This Thesis is focused on three relevant aspects related to the physical properties of low-dimensional
systems. Interactions, external fields and disorder are basic phenomena that govern the behaviour
of quantum systems. Commonly, they appear simultaneously, but we deal with them independently.
However, in some cases an explicit reference to how they could be modified by the presence of
the others is added. Our proposals are based on a double effort. First, we develop an analytical
framework broad enough to include different systems. And secondly, we aim that the numerical
solution is as simple as possible. However, the use of high performance computing systems has been
needed in several problems. In this Chapter the main conclusions of this Thesis are put together and
summarised. A critical analysis is made, exploring the limitations of our approaches. Finally, some
possible prospects are commented as well .
7.1 Modelling of interaction between particles
In Chapter 2 and 3 we explain and adapt the NLSP method to examining electronic states of
excitons in QWs, hydrogenic impurities in QDs and energy levels of cold atoms in harmonic traps.
The technique is based on the replacement of a local potential by a separable non-local potential [9].
This approach has demonstrated to be a useful tool for the study of the physical properties of low-
dimensional systems. There are no theoretical limitations to the application of this approach, because
it can be made exact once that the eigenstates are known. However, when putting it into practice,
a certain shape function has to be chosen. We have proved that accurate results are obtained with
Gaussian, Yamaguchi and δ-shell functions. The criteria for using one or another depend on the
symmetry of the system and the actual local potential that we are modelling. With the examples
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addressed in this Thesis, we have settled a complete theoretical framework, so we expect that the
NLSP method could be used in the other scenarios. For instance, low-dimensional systems with
harmonic potentials are good candidates for this method because the eigenstates are well known.
Most of the confinement potentials can be approximated by a parabolic shape at low energies, so this
reinforces our main conclusion that this approach may be interesting for the scientific community. The
analytical procedure does not require very complicate mathematical tasks and the final calculation
is based on little computational efforts, so the NLSP method could be implemented straightforward.
Regarding the physical systems that we have studied, the following main results have been
achieved. The binding energy of excitons in QWs increases with the reduction of the lateral size of
the QWs. Our results are in good agreement with perturbative calculations as long as the confinement
is weak. In the strong confinement regime the use of the NLSP method seems to be more accurate.
We choose as a working example a QW based on In0.06Ga0.94N, but results could be easily generalised
to other materials provided the effective masses and the relative dielectric constant are known. Other
theoretical approaches led to a similar quantum confinement effects for excitons in QWs [12, 71, 75,
76]. For the case of two atoms in a harmonic trap, we firstly examine the problem without trapping,
in order to obtain the main scattering parameters, and later we confine the atoms in a trap to see
how the energy levels are modified. We use two possible NLSP and our results are in agreement
with those obtained from the standard Fermi pseudopotential when the size of the trap is not very
small [19]. The inclusion of a new parameter, which determines the range of the interaction respect
to the size of the trap, shows that the energy level shifts are even more dramatic at smaller trap
sizes. Our model is a good alternative to other self-consistent methods [92, 98].
The NLSP method is also a useful mathematical approach when external fields are applied to
the system. Their actual effects on the physical properties will be summarised later in this Chapter.
Nevertheless, the application in other problems supports our main reasoning about the versatility of
the NLSP method. It is not only suitable for modelling two-particle interaction but also for analysing
more complex problems in low-dimensional systems. In Chapter 3 we show that the exciton energy in
QWs and the hydrogenic impurity states in QDs could be tuned by an intense laser field. Its dressing
effect is incorporated in the NLSP as two displaced centres of interaction. Consequently the method
is more complicated than before. But the analytical and computational efforts remain manageable.
Thus the method could be extended to systems where two simultaneous local interactions have
to be taken into account. However, it would require a better refinement of the resolvent of the
Hamiltonian because many-body effects will be present. On the other hand, we demonstrate that
the NLSP technique is, indeed, appropriated for analysing hydrogenic energy states when the impurity
is continuously displaced from the centre of the QD. We are able to study the full range of impurity
positions, which is an advantage compared with other theoretical methods.
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Despite the good results presented in this Thesis, some presumed approximations pose limitations
to the applicability of the method if a direct comparison with experimental results is required. At least
in the way it is presented now. We assume semiconductor-based nanostructures, so the effective-
mass approximation holds. A single exciton or hydrogenic impurity is also presupposed. This is not a
realistic situation in experiments under intense excitation conditions, because many exciton could be
created and the concentration of dilute impurities is finite. Moreover, this approach does not capture
at the moment electron-electron correlations. Despite these drawbacks, we are confident that the
NLSP method is a fantastic starting point for the study of low-dimensional systems.
7.2 Effects of external fields
From Chapter 3 to 5 we studied the effects of three possible external fields. They are one of the
principal tools for controlling the performance of optoelectronic devices. We are not focused on the
design of new devices, but in the physical properties that could arise when an external potential
is applied to the system. The first phenomenon that attracts our attention is the light-matter
interaction. It is a quite broad area, so we focus on the modification of the energy states when a
high intense laser field is applied. The effect of the laser is introduced by a dressing of the interaction
potentials, developed from a nonperturbative theory previously used for describing atomic states [106–
110]. We obtain a closed analytical expression for the magnitudes of interest. In detail, we examine
the electronic structure of hydrogenic impurities in parabolic QDs. Two regimes are distinguished
when the confinement is strong, namely when the QD size is in the order of the effective Bohr radius.
At low irradiation conditions, the binding energy decrease as the impurity moves apart from the QD
centre. On the other hand, under strong interaction the opposite behaviour is found. This defines a
crossing point that scales with the size of the QD. In addition, the effect of the laser polarisation is
taken into account, leading to a shift of the crossing point as a function of the polarisation angle.
With a simplified 1D model we are able to explain qualitatively the observed behaviours and to
give some reasons to this change of tendency as the impurity is moved. An InSb/GaAs QD could
be used as a test for our predictions because its effective Bohr radius is quite large. Compared to
previous works [28, 29], we study the strong confinement situation, where this new phenomenon is
observed. An exciton in a parabolic QW under intense laser radiation is also examined. We show
that the exciton energy could be varied by the laser parameters and that this could be detected in the
linear absorption coefficient. Therefore, our theoretical approach suggests new quantum confinement
effects that could be of interest in some electronic applications.
Obviously, our approach has several limitations. We have focused our attention on the case of
an intense laser field, which reduces the complexity of the problem. But, as well, it leads to some
approximations that may be or may be not fulfilled in experiments. On the other hand, we only regard
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the laser effects on the electronic properties, but it could as well influence the thermal properties
of the low-dimensional system. Then, other excited states could be formed. However, only single
excitons or hydrogenic impurities are considered.
The AB effect is one of the most striking phenomena predicted on the second half of the 20th
century [30]. It provides a beautiful demonstration that the magnetic vector potential has actually
physical relevance and it is not only a mathematical construction. The effect can only be examined
from quantum mechanics and is produced from the phase factor introduced by the vector potential.
The theoretical implications of this discovery are deeply related to the concept of locality and thus
are a fundamental knowledge for understanding the world around us. The experimental evidences of
its existence paved the way for more elaborate theories of quantum interference under other kinds
of interaction. In Chapter 4 we study the XAB in a 2D QR. Our work mixes three fundamental
ingredients present nowadays in theoretical calculations, a thin magnetic flux, an excited bound
particle and a low-dimensional system. We analyse all in a simple 2D model with a short-range
interaction for the electron-hole pair. The method developed allows us to extract the exciton state
from a matrix eigenequation. Although the system is 2D we observe XAB oscillations even if the
radius-to-width ratio is quite small. We demonstrate that the main condition for observing the
XAB effect in finite-width rings is to have a truly non-simply connectedness geometry. This only
requirement contrasts with other studies that suggest that the XAB oscillations could not be observed
or, at least only for polarised excitons. Recent experimental results indicate that the used confinement
potential is not far from QRs already fabricated [151, 178].
The theoretical model for the XAB is based on previous studies of this effect on 1D rings [32, 155].
Therefore, our approach has some drawbacks. Although our extension to 2D is quite satisfactory,
the short-range interaction may be too naive under some circumstances. Extra terms that represent
the competitive effects of the exciton size and the finite width of the ring could be included. Most
studies in this field use a displaced parabola for modelling the confinement potential. Therefore, it
would be interesting to extend our model to that situation in order to determine the range of validity
of both confinements.
Another way of tuning the physical properties of quantum systems is the application of a time-
dependent field. We explore this way in Chapter 5. We assume harmonic time-dependent potentials,
in one case for modelling an AC-side gate voltage and in another an oscillating barrier. From the
Floquet theory the time dependence is translated in the appearance of sidebands at ±n~ω that
determine the number of open channels for transport. The transmission is used as the reference
magnitude for observing new phenomena. Our main results in this topic are the formation of BICs [37]
in QRs subjected to an AC voltage and the complete description of the scattering amplitudes for a
1D Dirac equation under a time-dependent potential. Further inspect in each of them shows that
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time-varying fields are not only a useful tool for controlling electroptical devices but also a very
versatile theoretical framework for testing fundamental physical laws. BICs are strange mathematical
constructs that reveal themselves as a very powerful test of the quantum behaviour of systems.
We propose for the first time a configuration where BICs could be detected by varying the driven
frequency of the field. They are displayed as Fano resonances in the transmission profile. The
symmetry breaking produced by the two AC side-gate voltages in the upper and lower arms of the
ring is the possible mechanism responsible of the BICs manifestation. Compared with other theoretical
approaches, ours seems advantageous because it has a better experimental feasibility. On the other
hand, a deeper understanding of the KT [40] for masless Dirac particles could be achieved by means
of an oscillating barrier. This relativistic quantum effect persists despite the time dependence of
the barrier. The analytical scattering amplitudes obtained show that, if only certain sidebands are
considered, the KT can be modulated by the strength of the oscillating field. However, from the
whole transport picture this is difficult to observe and perfect transmission is dominant. Our results
could be of interest giving the huge boost that graphene has experimented in recent years [54]. At
low energies its Hamiltonian is described by a Dirac-type equation and KT for normal incidence could
not be avoided [39, 240].
As in the previous cases, our approach suffers from limitations. The approximation of a QR by a
ring with four sites is usually employed, but is quite crude. A full discretisation of the QR is needed
to accurately describe real QRs. In this regard, a finite width of the ring would be more realistic.
Nevertheless, despite its simplicity, the model captures the essence of a connected geometry where
BICs could be seen. Although we use only few sidebands, the transmission profile agrees well with
a Fano line shape. In the case of the 1D masless Dirac equation, only normal incidence is studied.
Different angles of incidence are relevant to experiments, so our model should be modified in the
future to account this extra degree of freedom.
7.3 Presence of imperfections
Geometrical imperfections, dilute impurities and disorder are some of the fundamental modifications
of the crystalline lattice that could enhance or reduce certain physical properties of low-dimensional
systems. The case of a hydrogenic impurity has been already mentioned. On the other hand,
Anderson-type disorder is the seminal model for examining disorder-induced localisation effects [41].
The theoretical framework that supports this model and the ones derived from it, such as the one-
scaling parameter theory [55], conclude that states in 2D should be localised and no MIT should
be observed. Graphene is the best material for checking this assertion due to its 2D nature, but
very shocking results have been obtained in the last years. Some studies have claimed that graphene
undergoes a MIT and some critical values have been estimated. However, in Chapter 6 we study how
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finite-size effects could wrongly lead to the conclusion that weakly disordered graphene has extended
states. We implement the TMM in AC and ZZ graphene flakes of finite sizes in both spatial
directions. In addition, we perform two types of FSS analysis with our data. The computational
part have been challenging and high performance computers have been used. Finally, after a huge
number of calculations we have been able to demonstrate that all states are localised and graphene
does not undergo an AT. At certain energies two branch scaling curves are obtained, but we relate
it to finite-size effects. A proper FSS does not work for our results and a decrease of the reduced
localisation length with the system size is observed at large system sizes, as expected. Our results are
part of the series of theoretical papers that debate about a possible AT in 2D, which left it up to the
advances in graphene. However, the controversy is quite old and still today is an open question. We
are confident that our study sheds some light on the subject and settle clear ideas of the necessary
system sizes to see complete localisation.
It is clear that our approach has some limitations. The system sizes are constrained to resources
and computation time available. We have done a big effort to adapt our method to finite sizes and to
the computational limitations. In this regard, when dealing with large system sizes some calculations
have not reached the desired convergence. However, we include these results in our final calculations
with a proper weighting. Ideally, larger system sizes and the full spectrum of disorders and energies
should be examined. Moreover, with the Anderson model short-range disorder is introduced in the
system, so in order to widen the localisation study in graphene, other models of disorders should be
considered and studied.
7.4 Future perspectives
During the work of this Thesis a number of questions remained open and they could be the main
subject of future research. In this section we present some of the envisioned projects.
As an extension of the NLSP method developed on Chapters 2 and 3, non-linear optical effects
due to excitonic transitions in QDs could be studied [332]. In most of the optical activate systems
several excitonic states could be formed, and a full description of their influence on the absorption
spectrum is needed. To this end, the entire range of exciton states is required. In our current
approach we obtain the ground state, but the following states could be straightforwardly obtained.
This could be achieved including extra potential term in the definition of the NLSP, representing
excited states.
The confinement potential for the QR studied in Chapter 4 was chosen because its geometry
prevents the ring to be connected through the centre. In real QR more complicated potentials are
present [135]. Therefore, it would be interesting to apply our model to other confinements. And, for
instance, analyse how the oscillations are affected by the continuous transition from a non-connected
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to a connected geometry. Other studies have included also the effect of an external field, which
produces an inversion of the oscillation pattern [158]. A proper inclusion of the electric field in our
2D model is also another challenging area of research.
A widely studied phenomenon in driven transport is the ratchet effect. It consists in the conversion
of fluctuation forces without any net bias into directed motion (see [190] for a review). An AC
potential in combination with an asymmetric and periodic potential is the standard working example
of a ratchet. However, the effect could be also observed in spatial symmetric systems subjected to a
driving field that includes higher harmonics. The suggested geometry in Chapter 5 for the detection
of BICs could be extended to the study of ratchet phenomena. For example, another QR could be
added to the system and time-harmonic potentials with certain phase shift could be applied to the
rings (in a similar way as the system of [333]). The transmission through the device will show the
possible ratchet effect. On the other hand, electron-electron and electron-phonon interactions could
be added to our original problem and studied by means of the Keldysh formalism [334].
Lastly, the TMM method developed for studying Anderson disorder in graphene flakes could be
extended to other kinds of imperfections. In the experimental fabrication of graphene, adatoms or
localised impurities could emerge. Our method could account for this effect with a proper choice of
the onsite energies in the honeycomb lattice. In this area, hydrogenated graphene is running as a
candidate for exploring new phenomena [335]. On the other hand, if the randomness of the disorder
is introduced in the hopping terms we could model the roughness of monolayer graphene, which is
experimentally observed in the form of ripples. This is an area of growing interest [336].
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Brief summary of the Thesis
Introduction and objectives
Condensed matter physics is one of the most prolific branches of contemporary physics. In the latest
50 years over 20 Nobel Prizes have been awarded to research in the context of condensed matter
physics. In 1956, the discovery of the transistor was awarded [21], which is the traditional example of
a solid state device with a decisive influence on the progress of our everyday world and of course, our
professional career. Since then, every few years either the development of essential scientific instru-
ments for the study of matter or the discovery of new phases of matter or the proposal of new theories
that explain observed physical phenomena are recognised. Thus, a new scientific paradigm is put for-
ward, the field of condensed matter physics, including a large number of current physics research [1].
It is constantly expanding and increasing its links with other scientific disciplines such as biology and
chemistry. An area related to condensed matter physics with growing interest is nanoscience [4].
Due mainly to both technological advances and theory developments for controlling and predicting
physical phenomena in reduced dimensions. Most studies examine low-dimensional systems in which
the charge carriers are confined to 0D, 1D or 2D dimensions. Quantum mechanics, a great scientific
revolution in the 20th century [3], is the fundamental ingredient of the condensed matter theoretical
models. Therefore, new theories and models that capture the diversity of phenomena observed in
low-dimensional systems are needed.
This Thesis is focused on the study of the behaviour of the fundamental constituents of matter
in low-dimensional systems. This depends on three fundamental aspects: interaction with other
particles, the effects of external fields and contributions of disorder in their wave functions. Specifi-
cally, the study was centred in four systems such as QDs, QWs, QRs and graphene. The interaction
between particles has been explored in excitons in QWs and QRs, hydrogenic impurities in QDs and
atoms confined in harmonic traps. Three possible external fields are considered: an intense laser
beam acting on the nanostructures, a magnetic field in a QR and time-varying fields in QRs and 1D
relativistic systems. The effects of the disorder on the localisation of the electronic wave function
in graphene have been as well analysed. Our main objective has been to develop theoretical models
and numerical procedures to be applied to the aforementioned systems, with the goal of proposing
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new physical properties. We have made use of well-established theories in the scientific community
and computational resources available in the workplace where this Thesis has been developed. With
this work we have understood and introduced the arising of phenomena such as the AB effect [30]
for excitons in 2D QRs, BICs [37] in time-dependent systems, KT [40] in time-varying barriers and
Anderson localisation [41] in graphene.
Main contributions of the Thesis
The main results of this Thesis are presented in more detail below. The three main areas of work,
presented above, are simultaneously examined throughout the manuscript. For the purpose of pre-
senting in a orderly way the fundamental contributions of this work, this section has been divided
into subsections corresponding to each Chapter of the Thesis.
Two interacting particles confined in harmonic potentials
In order to develop an efficient and effective method for analysing the energy states in low-dimensional
systems with a two-particle interaction we have implemented the NLSP method [9, 59]. The specific
details of this procedure can be found in sections 2.1 and 2.2 of the Thesis. However, we stress a
couple of characteristics that make this technique relevant to the scientific community. First, the
NLSP method is based on replacing a local potential such as the Coulomb interaction between the
electron and hole, by a projective operator. This substitution is exact and therefore, there is no
theoretical limitation to the accuracy with which results are obtained. However, it is necessary to
know the wave functions of the original problem, which are unknown in advance. This drawback can
be overcome, in practice, with the choice of a number of free parameters, the shape function and
the coupling constant. Taking into account the dimensionality of the system and the confinement
potential, it has been shown that some shape functions such as Gaussian or Yamaguchi-type are
suitable for the study of QDs [73, 74]. Finally, we obtain a closed expression for the energy levels,
which can be solved with reduced computational effort. This is the second advantage in using this
technique in comparison with other numerical methods. Therefore, we state that the NLSP method
allow us to study in a systematic and simple way the effect that interparticle interaction has on the
physical properties of low-dimensional systems.
Regarding the physical systems we have studied, the following results can be highlighted, which are
deeply explained in Chapter 2. We have obtained the exciton binding energy in a QW, demonstrating
that it increases with the reduction of the lateral size of the wire. Our results are in agreement with
those obtained by perturbative methods, and can be adapted to different semiconductor materials
provided that the dielectric constant and the effective mass of the charge carriers are known. In
the case of two atoms confined in a harmonic trap, we calculated the scattering properties in the
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absence of confinement and studied the effects of the trapping in the energy levels. We tested
two possible NLSP, getting very similar results to those that have been achieved by the regularised
Fermi pseudopotential in wide traps [19]. Nonetheless, our method allows us to include an additional
parameter to control the trap size respect to the interaction strength. Thus, we can analyse the
strong confinement regime, thereby we provide an alternative to other self-consistent methods [92,
98].
Effects of intense laser radiation on low-dimensional systems
In this Thesis we have extended the use of the NLSP method to the presence of external fields such
as an intense laser beam. We have demonstrated that the above explained technique is not only valid
for the study of the interaction between particles but also for situations in which an external field
can modify the physical properties. The intense laser irradiation is introduced through a dressing
of the interaction potentials. This approach is based on a perturbation theory previously used in
the study of atomic states [106–110]. In our method this results in two Coulomb centres shifted
in an amount related to the laser intensity. To cope with this new scenario we have adapted the
NLSP method as described in section 3.1.2. At first glance, this seems more complex, but closed
expressions are obtained for the magnitudes of interest and computational requirements remain
minimal. Consequently, the NLSP technique is suitable for studying the effects of external fields.
The reader is referred to Chapter 3 for a comprehensive explanation of the specific results in
this theme. In summary, we distinguished two regimes for the energy states of hydrogenic impurities
in QDs under the action of an intense laser beam. On the one hand, when the intensity is low, the
binding energy decreases as the impurity moves from the centre to the edge of the QD. However,
when the laser intensity is high, the opposite behaviour is observed for the binding energy. Thus,
we find a crossing point in the energy that scales with the size of the QD. Additionally, we analysed
the effect of the polarisation of the laser, resulting into a shift of this crossing point. We propose
a 1D model that captures the underlying physics of this effect and helps to better understand the
results. To complete the study we suggest a semiconductor material in which this phenomenon
could be observed. Our model complements a number of previous studies where similar behaviours
were detected [27, 29, 103]. Moreover, we have also studied the optical absorption in parabolic QWs
under laser irradiation. We have seen that the ground state energy of the exciton reaches a saturation
regime as the laser intensity increases, being the saturation value higher for QWs with smaller size.
This effect can be detected in the optical spectrum due to a shift to higher energies of the absorption
peak.
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Excitonic Aharanov-Bohm effect in a two-dimensional quantum ring
The AB effect [30] is one of the most amazing phenomena proposed in the second half of the
20th century in the context of condensed matter physics. It is a purely quantum phenomenon that
has not analogue in classical physics. The AB effect explains why charged particles are affected
by an electromagnetic field even when the field is not acting directly on them. This is due to the
fundamental role of the vector potential. Although initially it has be considered as a mathematical
artifact, actually it has physical relevance because it introduces a phase factor due to the path
followed by an electron beam. In the circular geometry proposed for observing the AB effect this
leads to a phase difference between the two possible paths that can traverse the electron beam.
This phase difference can be detected in the physical properties of the system as oscillations with
the magnetic flux enclosed within the ring. A detailed description of the effect and its experimental
observation can be found in section 4.1. Low-dimensional systems are one of the main scenarios
where this phenomenon has been studied. QRs are the best candidates due to their geometry. In
these systems the Coulomb interaction plays a very important role because electrons and holes are
restricted to move in lower dimensions. Previous studies have shown that excitons are also sensitive
to the vector potential, and thus the AB effect is also observed. This is known as the excitonic AB
effect (XAB) [31, 32].
In Chapter 4 we study the existence of the XAB effect in 2D QRs. Other studies have claimed
that this effect will be difficult to observe in 2D and certain conditions on the type of confinement
must be met in order to be measurable [159, 160, 162–165]. However, we have shown that the effect
is robust in 2D and oscillations in the exciton binding energy and in the oscillator strength may be
detected. The XAB effect will be observable even in QRs with radius-to-width ratio larger than
one. We have proposed the use of a confinement potential with a repulsive barrier at the centre,
so a non-simply connected geometry is ensured. This is the essential ingredient for the effect to
persist in 2D. Recent experimental studies show that our confinement potential describes properly
fabricated QRs [178]. We assumed that the electron-hole interaction is short-ranged, allowing us to
obtain the energy of the exciton from a matrix equation. Then, the numerical requirements are not
very demanding. We expect the model to be suitable for the study of more realistic geometries of
QRs and to allow a better understanding of recent results of XAB effect in QRs.
Quantum systems driven by time-dependent fields
In order to control the energy states of low-dimensional systems time-dependent external fields can
be used [36]. Moreover, the scattering properties of a system are usually studied under time-varying
potential barriers [187, 188]. The transmission coefficient provides information of the bound states
of the system and about the open channels for electronic conduction. In this Thesis we have studied
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two low-dimensional systems where different physical phenomena can be controlled and characterised
by an oscillating potential. We employed the Floquet theorem to obtain relevant quantities for our
study. Other methods that have been commonly used are the non-equilibrium Green’s functions and
the formalism of the scattering matrix [36].
The main results obtained in this study are detailed in Chapter 5. Firstly, we saw the formation
of BICs in QRs subjected to a time-varying gate voltage. A BIC is a state whose energy lies
in the continuum spectra but is normalisable. They were originally proposed by von Neumann
and Wigner [37], but for a long time were seen as a mathematical strangeness rather than an
experimentally realisable physical state. However, the advances in nanotechnology led to similar
states in low-dimensional systems such as superlattices [200, 201]. In section 5.2 more details of the
nature of these states can be found. In this Thesis we propose a physical system where the energy of
the BICs can be controlled by the driving frequency of an external field. We observe the appearance
of two BICs by the application of asymmetrical gate potentials in the two arms of the QR. The BICs
are shown in the transmission profile as Fano resonances [232]. Varying the frequency of the AC gate
voltage we can tune the energy of these exotic states. We have developed all the necessary theoretical
formalism to obtain an analytical expression of the transmission coefficient, which is an important
advantage to understand the formation of BICs. Secondly, we studied the KT [40] in the presence of
a time-dependent potential. This phenomenon is a property of the relativistic Dirac equation [38],
and it is named tunnelling because relativistic electrons impinging normally onto a barrier are fully
transmitted. In this Thesis, we obtained the transmission amplitudes for 1D relativistic electrons
when the barrier varies with time. In particular we have analysed the cases of δ-like, square and
finite width barrier. We found that the KT holds for barriers modulated in time. Our results are of
particular interest to recent studies on KT in graphene [39, 240], because graphene charge carriers
can be described by a relativistic Dirac equation close to the Fermi energy.
Localisation and finite-size effects in graphene flakes
Graphene is a material that has received huge attention in recent years due to its extraordinary
physical properties [54]. It is a purely 2D system, making itself an outstanding candidate for the
study of those physical phenomena that manifest only at that scale. The localisation of the wave
functions of the charge carriers due to the presence of disorder is well known since Anderson proposed
a model for the study of electronic diffusion in random potentials [41]. From this model and the
one-parameter scaling theory [55], developed a few years later, it has been explained that in 3D a
disorder-induced MIT arises. However, in 1D and 2D systems all states are localised despite the
disorder. In section 6.1.1 reader can find a full explanation of the Anderson model and the one-
parameter scaling theory. Graphene has recently been employed as a probe to test the hypothesis
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of the scaling theory [291, 292, 295–300, 304]. The research has yielded quite different results, and
an exciting debate has been opened in the scientific community about the peculiarities of graphene
in terms of the localisation of states. A wide number of numerical techniques have been employed,
including the TMM, energy-levels statics and the analysis of the LDOS. Some studies have noted
the presence of mobility edges [296, 298], critical states [297, 299, 300] and a localised-delocalised
transition [301]. Nevertheless, others have found that all states are localised and thus graphene
behaves like a prototypical 2D material [294, 295].
In this Thesis we studied the localisation and finite size effects in graphene. This analysis is
deeply explained in Chapter 6. First, we have proposed a modification of the TMM for computing
localisation lengths of finite sized systems in both spatial directions. This has allowed us to study
of “square” graphene samples. The numerical calculation has involved the use of high performance
computers because the results have been averaged over a large number of configurations to achieve
the desired accuracy. Subsequently, we have conducted a FSS study in order to determine the
behaviour of the localisation length in the thermodynamic limit. We found that at certain energies
the system apparently undergoes a localised-delocalised transition as function of disorder. However,
when looking for the characteristics of the possible transition no satisfactory results are obtained.
This indicates that the system is not really driven through a MIT. Moreover, we have studied larger
system sizes and the localisation length reverts its behaviour compared with smaller sizes. This
indicates that the apparent delocalised states are due to the finite sizes we are using. If we had been
able to deal with larger systems, we would see that graphene shows the expected 2D behaviour.
This work allows us to understand the diversity of results obtained by other researchers and we are
confident that the employed method can be suitable for studying other disordered systems.
Conclusions
This Thesis successfully developed various theoretical models that have been implemented for the
study of the physical properties of low-dimensional systems. In view of the contributions raised
throughout the work, it is expected that the results of this Thesis will be of relevance to the scientific
community, as shown by the achieved publications listed at the end of the manuscript. In addition,
once that the objectives of this Thesis have been accomplished, we expect that the elaborated
theoretical models and numerical techniques can be applied to other problems in condensed matter
physics. Specifically, we could study non-linear effects in the optical properties of QDs [332], other
confinement potentials for QRs and their effects on the observation of the XAB effect, study the
ratchet phenomenon related to QRs [190] and other types of disorder in graphene [335, 336].
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Breve resumen en espan˜ol
Introduccio´n y objetivos
La f´ısica de la materia condensada es uno de los campos ma´s prol´ıficos de la f´ısica contempora´nea.
En los u´ltimos 50 an˜os ma´s de 20 Premios Nobel han sido concedidos a investigaciones que se pueden
enmarcar dentro de la f´ısica de la materia condensada. En 1956 se galardono´ el descubrimiento del
transistor [21], ejemplo tradicional de un dispositivo de estado so´lido con una influencia decisiva para
el avance de nuestro mundo cotidiano y por supuesto, de nuestra carrera profesional. Desde entonces
hasta ahora, cada ciertos an˜os se reconoce bien el desarrollo de instrumental cient´ıfico fundamental
para el estudio de la materia o el descubrimiento de nuevas fases de la materia o la propuesta
de nuevas teor´ıas que permitan entender los feno´menos f´ısicos observados. Se ha establecido un
nuevo paradigma cient´ıfico, el campo de la f´ısica de la materia condensada, que incluye un amplio
nu´mero de las investigaciones actuales en f´ısica [1]. Este campo esta´ en constante expansio´n y sus
conexiones con otras disciplinas cient´ıficas, tales como la biolog´ıa y la qu´ımica, son cada vez mayores.
Un a´rea relacionada con la materia condesada con creciente intere´s es el de la nanociencia [4]. Esto
se debe tanto a los avances tecnolo´gicos a escala nanome´trica como a la formulacio´n de teor´ıas
que permiten controlar y predecir los feno´menos f´ısicos en dimensiones reducidas. Habitulamente se
estudian sistemas de baja dimensionalidad en los que los portadores de carga esta´n confinados en cero
(0D), una (1D) o dos (2D) dimensiones. La meca´nica cua´ntica, gran revolucio´n cient´ıfica del siglo
XX [3], es el ingrediente fundamental de los modelos teo´ricos de la f´ısica de la materia condensada. Por
tanto, se hace necesario plantear nuevas teor´ıas y modelos que capturen la diversidad de feno´menos
observados en sistemas de baja dimensionalidad.
Esta Tesis esta´ centrada en el estudio del comportamiento de los constituyentes fundamentales
de la materia en sistemas de baja dimensionalidad. E´ste depende de tres aspectos fundamentales:
la interaccio´n con otras particulas, los efectos de campos externos y las contribuciones del desorden
en sus funciones de onda. En concreto, el estudio se ha enfocado a cuatro sistemas tales como
puntos (QDs), hilos (QWs), anillos (QRs) cua´nticos y grafeno. La interaccio´n entre particulas se
ha explorado en excitones en QWs y QRs, impurezas hidrogenoides en QDs y a´tomos confinados en
trampas armo´nicas. Se han considerado tres posibles campos externos: un haz la´ser intenso incidiendo
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sobre las nanoestructuras, un campo magne´tico en un QR y campos oscilantes en el tiempo en QRs y
sistemas 1D relativistas. Los efectos del desorden y su consecuencias sobre la localizacio´n de la funcio´n
de onda electro´nica se han analizado en grafeno. El objetivo fundamental ha sido desarrollar modelos
teo´ricos y procedimientos nume´ricos para aplicarlos a los sistemas anteriormente mencionados, y
as´ı comprender y proponer nuevas propiedades f´ısicas de los mismos. Para ello hemos hecho uso
tanto de teor´ıas bien establecidas entre la comunidad cient´ıfica como de los recursos computacionales
disponibles en los centro de trabajo donde esta Tesis se ha desarrollado. Con este trabajo hemos
entendido la aparicio´n de feno´menos tales como el efecto Aharonov-Bohm (AB) [30] de excitones en
QRs bidimensionales, estados ligados al continuo (BIC) [37] en sistemas dependientes del tiempo, el
tu´nel de Klein (KT) [40] en barreras variables con el tiempo y la localizacio´n de Anderson [41] en
grafeno.
Contribuciones fundamentales de la Tesis
A continuacio´n describimos con ma´s detalle los resultados obtenidos en los diversos estudios que
componen esta Tesis. Los tres principales ejes del trabajo, presentados anteriormente, aparecen si-
multa´neamente a lo largo de todo el manuscrito. Para presentar de forma ma´s ordenada las con-
tribuciones fundamentales derivadas de este trabajo, se ha estructurado este apartado en ep´ıgrafes
correspondientes a cada uno de los cap´ıtulos de la Tesis.
Modelizacio´n de la interaccio´n entre part´ıculas confinadas en potenciales armo´nicos
Con el fin de desarrollar un me´todo eficiente y eficaz para analizar los estados energe´ticos en siste-
mas de baja dimensionalidad cuando existe una interaccio´n entre dos part´ıculas hemos empleado el
me´todo del potencial no local separable (NLSP) [9, 59]. Los detalles concretos de este procedimiento
pueden encontrarse en las secciones 2.1 y 2.2 de la Tesis. Sin embargo, pueden destacarse un par
de caracter´ısticas que hacen esta te´cnica relevante para la comunidad cient´ıfica. En primer lugar, el
me´todo NLSP se basa en reemplazar el potencial local, como puede ser la interaccio´n de Coulomb
entre electro´n y hueco, por un operador proyectivo. Esta sustitucio´n es exacta y no hay, por tanto,
limitaciones teo´ricas a la precisio´n con la que se pueden obtener los resultados. No obstante, para
ello es necesario conocer las funciones de onda del problema original, que son desconocidas. Este in-
conveniente puede salvarse en la pra´ctica con la eleccio´n de una serie de para´metros libres, la funcio´n
de forma y la constante de acoplamiento. Teniendo en cuenta la dimensionalidad del sistema y el
potencial de confinamiento se ha demostrado que algunas funciones de forma, tales como funciones
Gaussianas o de tipo Yamaguchi, son muy convenientes para el estudio de QDs [73, 74]. Finalmente
se obtiene una expresio´n cerrada para los niveles energe´ticos, que puede resolverse con un esfuerzo
computacional reducido. Esta es la segunda ventaja en el uso de esta te´cnica en comparacio´n con
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otros me´todos nume´ricos. Por todo ello consideramos que el uso del me´todo NLSP permite estudiar
de una forma sistema´tica y sencilla los efectos de la interaccio´n entre part´ıculas en las propiedades
f´ısicas de sistemas de baja dimensionalidad.
Respecto a los sistemas f´ısicos que hemos estudiado, pueden destacarse los siguientes resulta-
dos, que esta´n explicados en profundiad en el Cap´ıtulo 2. Hemos obtenido la energ´ıa de ligadura
de excitones en un QW, comprobando que e´sta se incrementa con la reduccio´n del taman˜o lateral
del hilo. Nuestros resultados esta´n en consonancia con los obtenidos por me´todos perturbativos, y
pueden extenderse a diferentes materiales semiconductores siempre que la constante diele´ctrica y las
masas efectivas de los portadores de carga sean conocidos. En el caso de dos a´tomos confinados
en una trampa armo´nica, hemos obtenido tanto las propiedades de dispersio´n en ausencia de con-
finamiento como los efectos de la trampa en los niveles energe´ticos. Probamos dos posibles NLSP,
obteniendo resultados muy similares a los que se han obtenido por medio del pseudopotencial de
Fermi en trampas anchas [19]. Sin embargo, nuestro me´todo permite incluir un para´metro extra para
el control del taman˜o de la trampa con respecto al rango de la interaccio´n. De esta forma, pode-
mos analizar re´gimenes de alto confinamiento, proporcionando as´ı una alternativa a otros me´todos
autoconsistentes [92, 98].
Efectos de un la´ser intenso en sistemas de baja dimensionalidad
En esta Tesis hemos ampliado el uso del me´todo NLSP cuando el sistema se encuentra bajo radiacio´n
la´ser intensa. Con ello hemos demostrado que la te´cnica anteriormente descrita no es so´lo va´lida para
el estudio de la interaccio´n entre part´ıculas sino, tambie´n, para aquellas situaciones en las que un
campo externo pueda modificar las propiedades f´ısicas. El haz la´ser intenso aparece en las ecuaciones
como un revestimiento de los potenciales de interaccio´n. Esta te´cnica esta´ basada en una teor´ıa
perturbativa empleada previamente en el estudio de estados ato´micos [106-110]. En nuestro caso
se traduce en dos centros de interaccio´n Coulombiana desplazados en una cantidad relacionada con
la intensidad del la´ser. Para poder hacer frente a este nuevo escenario hemos adaptado el me´todo
NLSP, tal y como se describe en la seccio´n 3.1.2. Aunque en primera instancia parece ma´s complejo,
se obtienen expresiones compactas para las magnitudes de intere´s y los requisitos computacionales
siguen siendo m´ınimos. Por todo ello la te´cnica del NLSP es muy adecuada para el estudio de los
efectos de campos externos.
El lector puede acudir al Cap´ıtulo 3 para una amplia explicacio´n de los resultados. En resumen,
hemos visto que en un QD con impurezas hidrogenoides y bajo la accio´n de un haz la´ser intenso dos
reg´ımenes para los estados energe´ticos pueden distinguirse. Por una parte, cuando la intensidad es
baja, la energ´ıa de ligadura disminuye conforme la impureza es desplazada desde el centro hasta el
borde del QD. Por otra parte, cuando la intensidad la´ser es alta, se observa el comportamiento opuesto
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para la energ´ıa de ligadura. As´ı encontramos un punto de cruce en la energ´ıa que hemos demostrado
que escala con el taman˜o del QD. Adema´s, hemos analizado el efecto de la polarizacio´n del la´ser, que
implica un desplazamiento de este punto de cruce. Para entender mejor estos resultados proponemos
un modelo 1D, que captura la f´ısica subyacente en este efecto. Para completar el estudio sugerimos un
material semiconductor en el que este feno´meno podr´ıa ser observado. Nuestro modelo complementa
una serie de estudios previos donde se hab´ıan detectado comportamientos similares [27, 29, 103]. Por
otra parte, tambie´n hemos estudiado la absorcio´n o´ptica en QW parabo´licos bajo irradiacio´n la´ser.
Hemos visto que la energ´ıa del estado fundamental del excito´n alcanza un re´gimen de saturacio´n a
medida que la intensidad la´ser aumenta, siendo el valor de saturacio´n mayor para QWs con menor
taman˜o lateral. Este efecto puede detectarse en el espectro o´ptico debido al desplazamiento hacia
mayores energ´ıas del pico de absorcio´n.
Efecto Aharonov-Bohm en excitones confinados en un anillo cua´ntico bidimensional
El efecto AB [30] es uno de los feno´menos ma´s sorprendentes propuestos en la segunda mitad del
siglo XX en el contexto de la f´ısica de la materia condensada. Es un feno´meno puramente cua´ntico
que no tiene ana´logo en la f´ısica cla´sica. El efecto AB explica por que las part´ıculas cargadas se ven
afectadas por un campo electromage´ntico incluso cuando e´ste no actu´a directamente sobre ellas. Esto
se debe al papel fundamental del potencial vector. Aunque inicialmente se considero´ simplemente
como un artefacto matema´tico, en realidad tiene relevancia f´ısica puesto que introduce una fase en la
funcio´n de onda de los electrones. En la geometr´ıa circular propuesta para la observacio´n del efecto
AB esto conduce a una diferencia de fase entre los dos posibles caminos que puede recorrer el haz
de electrones. Esta diferencia de fase puede detectarse en las propiedades f´ısicas del sistema como
oscilaciones con el flujo magne´tico encerrado en el anillo. Una descripcio´n detallada del efecto y de
su observacio´n experimental se puede encontrar en la seccio´n 4.1. Este feno´meno se ha estudiado
ampliamente en los sistemas de baja dimensionalidad. Los QRs son los mejores candidatos dada su
geometr´ıa anular. En estos sistemas la interaccio´n Coulombiana tiene un papel muy relevante dado
que los electrones y huecos esta´n restringidos a moverse en menores dimensiones espaciales. Estudios
previos han demostrado que los excitones tambie´n son sensibles al potencial vector y que, por tanto,
pueden observarse oscilaciones AB. Esto se conoce como el efecto AB para excitones (XAB) [31,
32].
En el Cap´ıtulo 4 estudiamos la existencia del efecto XAB en QRs bidimensionales. Otros estudios
han afirmado que el efecto XAB es dificil de observar en 2D y determinadas condiciones sobre el tipo
de confinamiento deben cumplirse para que sea posible [159, 160, 162-165]. Sin embargo, nosotros
hemos mostrado que el efecto es robusto en 2D y que pueden detectarse oscilaciones en la energ´ıa
de ligadura de los excitones y en la fuerza de oscilador en funcio´n del flujo magne´tico. El efecto ser´ıa
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observable incluso para anillos en los que su anchura sea similar a su radio. Hemos propuesto el uso
de un potencial de confinamiento con una barrera repulsiva en el origen, de forma que contamos
con una geometr´ıa no simplemente conexa. Este es el ingrediente fundamental para que el efecto
persista en 2D. Estudios experimentales recientes muestran que este potencial de confinamiento
describe adecuadamente los QRs fabricados [178]. En este trabajo consideramos que la interaccio´n
electro´n-hueco es de corto alcance, lo que nos permite obtener la energ´ıa del excito´n a partir de una
ecuacio´n matricial. Por tanto, los requisitos computacionales no son muy altos. Esperamos que el
modelo que proponemos sea adecuado para el estudio de geometr´ıas ma´s realistas de QRs y permita
entender los resultados recientes del efecto XAB en QRs.
Sistemas cua´nticos en presencia de campos dependientes del tiempo
Para controlar los estados energe´ticos de los sistemas de baja dimensionalidad puede aplicarse un
campo externo dependiente del tiempo [36]. Adema´s, para el estudio de las propiedades de dispersio´n
de un sistema se emplea habitualmente un potencial variable en el tiempo [187, 188]. El coeficiente
de transmisio´n proporciona informacio´n sobre los estados ligados presentes en el sistema y sobre los
canales abiertos a la conduccio´n electro´nica. En esta Tesis se han estudiado dos sistemas de baja
dimensionalidad donde diversos feno´menos f´ısicos pueden ser controlados y caracterizados por medio
de un potencial oscilante en el tiempo. Hemos empleado el teorema de Floquet para obtener las
magnitudes relevantes para nuestro estudio. Otros me´todos que se han empleado habitualmente son
las funciones de Green fuera del equilibrio o el formalismo de la matriz de dispersio´n [36].
Los principales resultados obtenidos en este estudio se encuentran explicados en detalle en el
Cap´ıtulo 5. En primer lugar hemos visto la formacio´n de BICs en QRs sometidos a un voltaje de
puerta variable en el tiempo. Un BIC es un estado cuya energ´ıa se encuentra en el continuo pero
que es normalizable. Fueron originalmente propuestos por von Neumman y Wigner [37], pero du-
rante largo tiempo se consideraron una extran˜eza matema´tica ma´s que un estado f´ısico realizable
experimentalmente. Sin embargo, con los avances de la nanotecnolog´ıa se vio que se pod´ıan obtener
estados similares en sistemas de baja dimensionalidad tales como superredes [200, 201]. En la sec-
cio´n 5.2 se presentan ma´s detalles sobre las caracter´ısticas de estos estados y los diversos estudios
que se han realizado sobre ellos. En esta Tesis proponemos un sistema f´ısico donde la energ´ıa de los
BICs puede controlarse por la frecuencia del campo externo aplicado. Gracias a dos potenciales de
puerta asime´tricos aplicados en los dos brazos del QR observamos la aparicio´n de dos BICs. Estos se
muestran en el perfil de transmisio´n como resonancias Fano [232]. Variando la frecuencia de la puerta
AC podemos controlar la energ´ıa de estos exo´ticos estados. Hemos desarrollado todo el formalismo
teo´rico necesario para obtener una expresio´n anal´ıtica del coeficiente de transmisio´n, lo cual es una
importante ventaja para poder entender la formacio´n de los BICs. En segundo lugar hemos estudiado
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el KT [40] en presencia de un potencial oscilante en tiempo. Este feno´meno es una propiedad de
la ecuacio´n relativista de Dirac [38], y se conoce como tu´nel porque los electrones relativistas que
inciden normalmente contra una barrera son totalmente transmitidos. En esta Tesis hemos obtenido
las amplitudes de transmisio´n para electrones relativistas en 1D cuando la barrera var´ıa con el tiempo.
Se han analizado, en concreto, los casos de una barrera tipo δ, cuadrada y de anchura finita. Hemos
comprobado que el KT se mantiene para barreras moduladas en el tiempo. Nuestros resultados son
de especial intere´s para los recientes estudios realizados sobre el KT en grafeno [39, 240], ya que en
este material y a baja energ´ıa los portadores de carga pueden describirse por la ecuacio´n relativistica
de Dirac.
Localizacio´n y efectos de taman˜o finito en grafeno
El grafeno es un material que ha recibido un amplio intere´s en los u´ltimos an˜os dadas sus extraordi-
narias propiedades f´ısicas [54]. Es un sistema puramente 2D por lo que es un candidato excepcional
para el estudio de aquellos feno´menos f´ısicos que so´lo se manifiesten en sistemas bidimensionales.
La localizacio´n de las funciones de onda debido a la presencia de desorden es bien conocido desde
que Anderson propuso un modelo para el estudio de la difusio´n electro´nica en potenciales aleato-
rios [41]. El grado de localizacio´n esta´ relacionado con el cara´cter meta´lico o aislante del material.
A partir del modelo de Anderson y de la teor´ıa de escala [55], desarrollada unos an˜os despue´s, se ha
podido explicar que en tres dimensiones (3D) se puede producir una transicio´n metal-aislante (MIT)
inducida por el desorden. En cambio, en sistemas 1D y 2D todos los estados esta´n localizados en
presencia de desorden, y el material ser´ıa aislante. En la seccio´n 6.1.1 se puede encontrar un amplia
explicacio´n del modelo de Anderson y de la teor´ıa de escala. El grafeno ha sido empleado reciente-
mente como marco para comprobar las hipo´tesis de la teor´ıa de escala [291, 292, 295-300, 304]. Las
investigaciones han arrojado resultados muy diversos, y se ha abierto un apasionante debate en la
comunidad cient´ıfica acerca de las peculariedades del grafeno en cuanto a la localizacio´n de estados y
una posible MIT. Las te´cnicas nume´ricas empleadas han sido muy variadas, incluyendo el me´todo de
la matriz de transferencia (TMM), estad´ısitica de los niveles energe´ticos y el ana´lisis de la densidad
de estados local. Algunos estudios han observado la presencia de bordes de movilidad [296, 298],
estados cr´ıticos [297, 299, 300] y una transicio´n entre estados localizados y extendidos [301]. Sin
embargo, otros han encontrado que todos los estados esta´n localizados y que el grafeno se comporta
como un material 2D protot´ıpico [294, 295].
En esta Tesis hemos realizado un estudio profundo sobre el feno´meno de localizacio´n en grafeno.
Este ana´lisis puede encontrarse en el Cap´ıtulo 6. En primer lugar, hemos propuesto una modificacio´n
del TMM para obtener las longitudes de localizacio´n en sistemas de taman˜o finito en ambas direccio-
nes espaciales. Esto ha permitido el estudio de muestras de grafeno cuadradas. El ca´lculo nume´rico
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ha implicado el uso de ordenadores de alta capacidad dado que los resultados deb´ıan promediarse a un
gran nu´mero de configuraciones para alcanzar la precisio´n deseada. Posteriormente se ha realizado un
estudio de escala de taman˜os finitos (FSS) con el fin de determinar el comportamiento de la longitud
de localizacio´n en el l´ımite termodina´mico. A ciertas energ´ıas el sistema parece sufrir, aparentemente,
una transicio´n de estados localizados a extendidos en funcio´n del desorden. Sin embargo, cuando se
evalu´an las posibles caracer´ısiticas de la transicio´n no se obtienen resultados satisfactorios. Esto nos
indica que el sistema no experimenta realmente un MIT. Es ma´s, se han realizado estudios en ta-
man˜os mayores y se ha encontrado que el comportamiento observado para la longitud de localizacio´n
se revierte comparado con taman˜os menores. Los feno´menos de localizacio´n observados son causados
por los taman˜os finitos que empleamos. Si acudie´semos a sistemas mayores ver´ıamos que el grafeno
muestra los resultados esperados para un sistema 2D. Nuestro trabajo permite entender la diversidad
de resultados obtenidos por otros investigadores. Esperamos que el me´todo empleado sea adecuado
para el estudio de la localizacio´n por desorden en sitemas f´ısicos similares.
Conclusiones
En esta Tesis se han desarrollado satisfactoriamente diversos modelos teo´ricos que se han implemen-
tado para el estudio de las propiedades f´ısicas de sistemas de baja dimensionalidad. A la vista de las
contribuciones obtenidas a lo largo del trabajo, se espera que los resultados de esta Tesis sean de
relevancia para la comunidad cient´ıfica, tal y como muestran las publicaciones que se enumeran al
final del manuscrito. Adema´s, una vez que se han alcanzado adecuadamente los objetivos de esta
Tesis, esperamos que las teor´ıas y te´cnicas nume´ricas elaboradas pueden ser aplicadas en otros pro-
blemas de la f´ısica de la materia condensada. En concreto, se podr´ıan estudiar efectos no lineales en
las propiedades o´pticas de QDs [332], otros potenciales de confinamiento en QRs para ver sus efectos
en la observacio´n del efecto XAB, el fe´nomeno trinquete en QRs [190] y otros tipos de desorden en
grafeno [335, 336].
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1D One-dimensional
2D Two-dimensional
3D Three-dimensional
AB Aharonov-Bohm
AC Armchair
AT Anderson transition
BIC Bound states in the continuum
DOS Density of states
KT Klein tunnelling
LDOS Local density of states
MIT Metal-insulator transition
NLSP Non Local Separable Potential
QD Quantum dot
QR Quantum ring
QW Quantum wire
TMM Transfer-matrix method
XAB Excitonic Aharonov-Bohm
ZZ Zigzag
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