This paper is concerned with the asymptotic properties of solutions to a third-order nonlinear neutral delay differential equation with distributed deviating arguments. Several new theorems are obtained which ensure that every solution to this equation either is oscillatory or tends to zero. Two illustrative examples are included.
Introduction
In this paper, we consider the asymptotic properties of solutions to a class of differential equations of the form 
where > 0 is a ratio of odd integers, < , and < . Throughout, the following hypotheses are tacitly supposed to hold: During the last few decades, many researches have been done concerning the study of oscillation and asymptotic behavior of various classes of neutral differential equations, we refer the reader to the monograph [1] , the papers [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] , and the references cited there. The investigation of asymptotic behavior of (1) is important for practical reasons and the development of asymptotic theory; see Wang [10] . Tian et al. [9] explored asymptotic properties of (1) assuming that conditions ≥ 1, (ℎ 1 ), and (ℎ 2 ) hold. Very recently, applying the Riccati transformation and Lebesgue's monotone convergence theorem, Candan [5] established several oscillation criteria for a class of second-order neutral delay differential equations with distributed deviating arguments. Motivated by the method reported in the paper by Candan [5] , the aim of this paper is to derive some new results on the oscillation and asymptotic behavior of solutions to (1) which can be applied in the case where 0 < < 1 as well. These criteria provide answers to a question posed in [9, Remark 4.4] .
We use the notation ( ) = ( ) + ∫ ( , ) ( ( , )) . By a solution to (1) we mean a nontrivial function ( ) ∈ ([ , ∞), R) satisfying (1) which possesses the properties
The focus of this paper is restricted to those solutions of (1) 
Auxiliary Lemmas
In order to establish our main results, we need the following auxiliary lemmas which are extracted from the paper by Agarwal et al. [2] and the paper by Tian et al. [9] . 
Lemma 2 (see [2, Lemma 2.3]). If ( ) satisfies case (I), then
( ) ≥ ( ) eventually.
Lemma 3 (see [9, Lemma 2.2]). Suppose that ( ) is an eventually positive solution of (1). If ( ) satisfies case (II), then
lim →∞ ( ) = 0 provided that ∫ ∞ 0 ∫ ∞ V ( 1 ( ) ∫ ∞ ∫ ( , ) ) 1/ V = ∞. (2)
Main Results
For a compact presentation of our results, we use the following notation:
wherẽ( ) is well defined.
Theorem 4. Let hypotheses (ℎ 1 ), (ℎ 2 ), and (2) be satisfied. Then all solutions of (1) either are oscillatory or converge to zero asymptotically if
Proof. Suppose to the contrary that ( ) is a nonoscillatory solution to (1) . Without loss of generality, it may be assumed that ( ) is an eventually positive solution of (1). Then there is a 1 ≥ 0 such that, for ≥ 1 , ( ) > 0, ( ( , )) > 0, and ( ( , )) > 0, for ∈ [ , ] and ∈ [ , ], respectively. In view of (1), we have
On the basis of Lemma 1, we observe that ( ) satisfies either case (I) or case (II) for ≥ 1 .
Let ( ) satisfy case (I). It follows from the definition of ( ) that
which yields
and so
Substitution of (8) into (5) and the definition of ( ) imply that
Integrating (9) from 1 to , we arrive at
Taking into account that ( ) > 0 and ( ) > 0, there exists a constant 1 > 0 such that ( ) ≥ 1 . Therefore, we deduce that
and hence
which is a contradiction with (4). Let ( ) satisfy case (II). Then lim →∞ ( ) = 0 when using Lemma 3. The proof is complete. Now, we establish some oscillation criteria for (1) by utilizing the Riccati transformation and Lebesgue's monotone convergence theorem. To this end, we give the following lemmas.
Lemma 5. Let ( ) be an eventually positive solution of (1) and let ( ) satisfy case (I). Define the Riccati transformation by
( 1 ( )) .
Then
Proof. By [ ( )( ( )) ] ≤ 0, we conclude that
It follows from (13) and case (I) that ( ) > 0. Differentiation of (13) and applications of (9), (13), (16), and Lemma 2 imply that
which completes the proof.
Define a sequence of functions {̃( )} ∞ =0 bỹ0( ) =̃( ) and
wherẽ( ) are well defined. By induction,̃( ) ≤̃+ 1 ( ) for ≥ 0 and = 1, 2, . . .. 
Lemma 6. Let ( ) be an eventually positive solution of (1) and suppose that ( ) satisfies case (I). Theñ( ) ≤ ( ) for
where ( ) and̃( ) are as in (13) and (18), respectively.
Proof. Integrating (14) from to , we deduce that
For every fixed ≥ , we claim that
If (21) does not hold, then, for every fixed ≥ ,
which is a contradiction to ( ) > 0. 
By induction,̃( ) ≤ ( ) for ≥ 0 and = 1, 2, . . .. Hence, lim →∞̃( ) =̃( ) when using the fact that the sequence {̃( )} ∞ =0 is nondecreasing and bounded above. Passing to the limit as → ∞ in (18) and applying Lebesgue's monotone convergence theorem, one arrives at (19). The proof is complete.
Theorem 7. Let hypotheses (ℎ 1 ), (ℎ 2 ), and (2) be satisfied. If
then every solution ( ) of (1) either is oscillatory or satisfies lim →∞ ( ) = 0.
Proof. Without loss of generality, suppose that ( ) is an eventually positive solution of (1) . By virtue of Lemma 1, ( ) satisfies either case (I) or case (II) eventually. Assume first that ( ) satisfies case (I). Proceeding as in the proof of Lemma 6, we obtain (23) and so
Let = inf ≥ ( )/̃( ). Then ≥ 1. Combining (24) and (25), we deduce that
However, an application of the inequality (see [3] )
yields
and so a contradiction is presented. Assume now that ( ) satisfies case (II). It follows from Lemma 3 that lim →∞ ( ) = 0. This completes the proof.
Theorem 8. Let hypotheses (ℎ 1 ), (ℎ 2 ), and (2) be satisfied and suppose that̃( ) is as in (18). If for somẽ(
then all solutions of (1) either are oscillatory or tend to zero asymptotically.
Proof. Assume the opposite. Let ( ) be an eventually positive solution of (1) . By virtue of Lemma 1, ( ) satisfies either case (I) or case (II) eventually. Suppose first that ( ) satisfies case (I). Define ( ) by (13). Using Lemma 2 and the monotonicity of 1/ ( ) ( ), we conclude that, for ≥ ≥ 0 ,
= (∫
Hence, we deduce that lim sup
On the other hand, by Lemma 6,̃( ) ≤ ( ) for = 0, 1, . . ., and so lim sup
which contradicts (29). Assume now that ( ) satisfies case (II). By virtue of Lemma 3, lim →∞ ( ) = 0. The proof is complete.
Remark 9.
Our results complement and improve those obtained by Tian et al. [9] since these results can be applied to (1) in the case where 0 < < 1.
Examples
The following examples are included to show applications of the results obtained in this work.
Example 1. For ≥ 1 and 0 > 0, consider the nonlinear differential equation
where > 0 is the quotient of odd integers. Let = −1, = 0, = 0, = 1, ( ) = 1, ( , ) = = 1/2, ( , ) = 0 / , ( ) = , ( , ) = + /2, and ( , ) = ( + )/3. It follows from Theorem 4 that every solution ( ) of (34) either is oscillatory or converges to zero asymptotically. Observe that results obtained in [9] cannot be applied to (34) in the case when 0 < < 1. 
An application of Theorem 7 implies that all solutions ( ) of (35) either are oscillatory or satisfy lim →∞ ( ) = 0.
