Wireless self-organizing networks have received extensive attention and research because they do not require fixed infrastructure support. Due to the complexity of data transmission in edge computing, the core cloud data center is very far away from the user, resulting in a very large delay in obtaining data from the mobile terminal. In view of this, this paper provides a nearby computing and processing service for user services by deploying multiple mobile edge computing servers on the base station side near the user's mobile core network edge. Firstly, this paper establishes an accurate DCF (Distributed Coordination Function) analysis model under unsaturated conditions. An analytical model for the statistical characteristics of service time is constructed. This model distinguishes the different effects of successfully transmitted packets and discarded packets. Secondly, this paper uses the maximum centrality theory of data aggregation transmission algorithm to determine the degree of influence of nodes by degree centrality theory to generate a fixed unbalanced spanning tree. On the basis of the spanning tree, a relatively large set of parallel nodes can be obtained, thereby reducing the delay time in the entire data transmission process. Finally, this paper studies two resource joint scheduling strategies of mobile terminals and MEC (Mobile Edge Computing) servers in mobile cellular networks based on MEC system. The performance of two collaborative scheduling strategies is verified by simulation. The simulation results show that the collaborative scheduling strategy proposed in this paper can effectively reduce the service cost of the system under the condition of ensuring the user service experience.
I. INTRODUCTION
With the continuous development of information technology, people are increasingly demanding wireless communication. In recent years, the development of wireless communication networks has been very rapid, new technologies have emerged, and the demand for mobile services has increased greatly in terms of scope, types, and quality requirements [1] , [2] . Wireless communication networks have become the direction of personal communication and
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Internet development because they can support user mobility, flexibly and conveniently [3] . Mobile edge computing provides IT and cloud computing capabilities within the wireless access network near mobile users. For application developers and content providers, MEC (Mobile Edge Computing) provides a very low latency and high bandwidth service environment at the edge of the wireless access network, and they can directly access the wireless network through the MEC system [4] - [6] . It can be seen that mobile edge computing can speed up the distribution of content and improve the responsiveness of services and applications by providing auxiliary computing resources to enhance and enrich the user VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ experience. Operators can also open third-party partners to MEC servers deployed at the edge of the wireless network, enabling them to rapidly deploy innovative applications and services to mobile users, enterprises and other vertical areas [7] , [8] . At present, the MEC server has not been officially deployed in the cellular network, so the research on MEC is carried out from a theoretical point of view [9] . However, some of the more researched concepts are closely related to MEC, such as mobile micro-cloud systems, and MEC is also considered to be the natural evolution of previous mobile cloud services (such as micro-cloud) technology [10] - [12] . As a supplementary resource of the mobile terminal device, when the terminal device performs task unloading, the mobile micro cloud may choose not to assign the task to the remote core cloud system, but to allocate the nearby mobile micro cloud to the surrounding, when the user and the user Mobile micro-cloud systems have lower cost and latency when connected via Wi-Fi [13] , [14] . In this way, when users use computing resources in the mobile micro-cloud for computing, there is often only one hop, so the mobile micro-cloud system can seamlessly process computation-intensive applications, such as computing vision, machine learning, policy decisions [15] - [17] . Although there are many researches on mobile micro-clouds, the allocation of storage and computing resources in the micro-cloud system makes the user experience best and the lowest cost micro-cloud system management strategy and the security of micro-cloud resources still have not been fundamentally solved [18] . Relevant scholars have conducted research on mobile micro-clouds and introduced the types of applications that can be applied to mobile micro-clouds [19] - [21] . As an example of computing using a micro cloud-assisted terminal device, Satyanarayanan et al. discussed the concept of micro-clouds, and they pointed out in the article that computing using micro-clouds is trustworthy [22] . The micro-cloud computing resources are abundant, and most micro-cloud servers can quickly and stably access the Internet and provide computing, bandwidth and storage resources for nearby mobile users [23] , [24] . Unlike MEC servers, MEC servers are operated by mobile infrastructure providers, while mobile micro-clouds are managed by mobile users of the terminals. The mobile user of the terminal instantiates the service via a local area network (such as Wi-Fi) [25] . Since the micro cloud is not connected to the mobile network, the micro cloud cannot share information about the network operator [26] . Therefore, the micro cloud is suitable for offloading resource intensive tasks from mobile end user devices in order to increase execution speed or increase terminal battery life [27] . So far, research on MEC has been mainly discussed from a non-technical perspective [28] . For example, IBM discussed the economics of MEC systems in enterprises and M2M (Machine to Machine, M2M). The first real MEC platform was introduced by Nokia Networks. In this concept, the MEC server is a standard IT device deployed on the mobile network base station side, with much higher computing power and a certain storage capacity than the mobile terminal. At the same time, the MEC server is located at the edge of the mobile network and can collect real-time data such as network congestion, user location and direction of movement. In addition, certain applications run on these MEC servers deployed on the edge of the mobile network.
This paper analyzes and studies the task collaborative scheduling problem from mobile terminal to MEC server and cloud data center. It is hoped that the computing resources of the mobile terminal, the MEC server and the cloud data center can be fully utilized through a reasonable task unloading strategy, and the computing overhead is minimized under the premise of ensuring the user service experience. Specifically, the main contributions of this paper can be summarized as follows:
First, this paper analyzes and models the causes of the coherent coupling phenomenon in unsaturated state and its impact, thus establishing a more comprehensive DCF model and service time analysis model. The model implements modeling analysis of service time statistical characteristics. Second, this paper presents a new data aggregation transmission algorithm. The algorithm discards the implementation of the largest independent set and the shortest path of the tree structure. Third, considering system performance and system overhead, this paper proposes two strategies for collaborative scheduling of mobile and MEC server tasks.
The rest of this article is organized as follows. Section 2 discusses the wireless LAN non-saturation analysis model. In Section 3, a real-time self-organizing push algorithm for data based on degree-centricity theory is studied. Section 4 analyzes the task collaborative scheduling model in edge computing under WLAN environment. Section 5 summarizes the research work of this paper and points out the next research direction.
II. WIRELESS LAN UNSATURATED ANALYSIS MODEL
In the existing wireless network modeling research, the expansion of the saturated state to the unsaturated state is mainly realized by two methods. The first is to extend the Markov chain established by Bianchi to add a state indicating that the queue is idle. Then, by solving such an improved model, the probability of transmitting the node in any time slot under non-saturated conditions can be directly obtained. The other method first obtains the transmission probability of the node when it saturates through the Bianchi model or Kumar model, and then uses the queue utilization of the node to adjust the transmission probability, so as to obtain the transmission probability when it is not saturated. However, all of these methods imply a similar assumption that the queue is free whether the message to be sent arrives in the queue. These messages face the same network conditions when participating in channel competition, that is, the probability that a competing node has a message is the same. However, the assumption that the queues of nodes in the network are ''coupled'' makes the non-saturated state not true. The joint architecture of edge computing and data caching in wireless network modeling is shown in Figure 1 .
A. DCF MODEL IN UNSATURATED STATE
When the packets arriving in the queue idle time participate in channel competition, the queue utilization of the competing node is smaller than the queue utilization of the competing node when the packets arriving in the queue busy period. The analysis can be converted into analyzing the queue utilization of the queue header message participating in the channel competition in the marked node in the busy period of the queue to which it belongs and the previous idle period. So for the sake of analysis, we define the following four types of messages: E-type message: a message arriving during the queue idle period;
N-type message: the message arriving in the queue during the busy period; QE type message: a message that causes the queue to enter a idle period after leaving the team; QNE type message: a message that the queue is still busy after leaving the team.
The moment when the QNE-type message leaves the team is the time when the next N-type message participates in the channel competition. Therefore, the N-type message and E can be obtained by analyzing the queue utilization rate of the marked node when the QNE-type message and the QE-type message are dequeued.
Based on the assumptions of the infinite captain and the Poisson business source, we use the M/G/1 queuing model to describe the queue. According to the length of the queue busy period, it can be divided into two categories: the busy period with length 1 (in number of packets) is called short busy period; the busy period with length greater than 1 is called long busy period. The short-live period consists of a single QE type message. The last message in the long busy period is a QE type message, and the remaining messages are QNE type messages. Let L s and L l denote the average length of the two, respectively, obviously L s = 1.
According to whether the queue is idle after the message leaves the queue, the discrete time embedded Markov chain describing the M/G/1 queue can be simplified into two states, which respectively correspond to the queue service QE and QNE.
Let Pr(i |j )(i, j = QE, QNE) be the transition probability of the Markov chain from state j to state i. It is not difficult to see that the probability that a busy period is a short busy period or a long busy period is Pr(QE |QE ) and Pr(QNE |QE ), respectively, so there are:
Among them, L busy is the average length of the busy period, according to the M/G/1 queue theory.
where ρ is the queue utilization rate when sending arbitrary packets. Let E[T st ] represent the average service time of any message. Under the assumption that the message arrival process obeys the Poisson distribution with parameter λ, the queue utilization can be expressed as:
The average length of a long busy period is:
Since the Poisson service source has no memory characteristics, the queue idle period obeys a negative exponential distribution with a parameter of λ, and the average length is:
Let L QNE be the average length of QNE-type messages during long busy periods, obviously, L QNE = L 1 − 1. Then, when the QNE type packet is sent, the queue utilization rate of the marked node is:
For the QE type packet, it is noted that only the QE type packet belonging to the short busy period has a queue idle period. Therefore, when the QE type message is sent, the queue utilization rate ρ QE of the marked node can be expressed as:
Since the queue utilization rate is ρ when sending arbitrary messages, according to the M/G/1 queuing theory, ρ also represents the probability that the node queue is not empty at any time. Therefore, when the arbitrary message is sent, the node queue is not empty, that is, the probability that the transmitted message is a QNE type message is ρ.
Since the moment when the QNE type message leaves the team is the time when the next N type message participates in the channel competition, when the N type and E type message participate in the channel competition, the queue utilization rate of the competing node is:
For N-type messages, the marked nodes are synchronized with the back-off slots of other competing nodes during the transmission process, and the remaining competing nodes may also end the retreat at the end of the back-off process, so the collision probability is equal to the aggregated transmission of the competing nodes in any slot. Therefore, the collision probability of the first type of N message with the subsequent transmission attempt is:
The synchronization relationship of the backoff slots existing between the nodes is shown in Figure 2 . For the analysis of the collision probability of the first transmission attempt of the E-type message, it is necessary to separately perform the channel according to whether the channel is idle when the message arrives in the queue. If the channel is idle when the E-type message arrives in the queue, since the message may arrive at any time and start to retreat, the back-off process is not synchronized with other nodes. If no freeze occurs before the backoff slot is decremented to 0, the transmission must succeed, such as the E-type message of node C in Figure 2 . Otherwise, after the freeze occurs, since the interrupted time slot needs to be re-backed after the channel is restored to idle, the backoff time slots of all nodes are restored to synchronization (the E-type message of node A), so that the collision probability is equal to the remaining back-off time slot.
B. SERVICE TIME AND QUEUING MODEL
For a successfully transmitted message, it may experience multiple collisions during its transmission. When the message arrives at the head of the team, if the channel is busy, it will be frozen for a period of time until the channel is restored to idle before starting to retreat, so its service time can be expressed as:
The TA represents the backoff time of the marking node before the packet is successfully sent and the random variable of the time consumed by the collision. The TS is the random variable of the time when the node successfully transmits the channel occupied by the packet, and the T CHB indicates that the packet arrives at the beginning of the queue. After that, the random variable of the time when the node is frozen before starting to back off due to the busy channel. Obviously, the service time of a successfully transmitted message is the MAC delay experienced by the message. Since the TA relies on the number of collisions experienced before the message is sent, and the number of retransmissions is finite, the TA obeys the finite geometric distribution, so we have:
TA (i) represents the conditional distribution term of TA. Since it includes i +1 consecutive backoff processes and i collisions, it can be expressed as:
Under the assumption of an equal length message, the duration TC (i) j of each collision is a constant. TB (i) j represents the time spent in the jth backoff phase. Obviously, this is a random variable that is independent of each other and has the same distribution for a given backoff phase j. According to the IEEE 802.11 protocol, if a node detects that the channel is busy during the backoff procedure, the current backoff slot will be frozen until the channel resumes idle and the idle time reaches DIFS or EIFS (depending on whether the transmission occurring on the channel is successful), re-evacuing the time slot. Let ξ represent the random variable that the node actually spends time in each backoff slot, then the duration of the jth backoff phase is:
For packets discarded due to the maximum number of retransmissions, they have experienced M backoffs and M collisions, so the service time expression is: (15) Under the criterion of the M/G/1 queue model, the standard discrete time queuing theory can be used to obtain the average queuing time of the message in the queue:
Among them,
is the square coefficient of variation of service time. The average delay experienced by the message is the sum of the average queue time and the average MAC delay, namely:
For a single node, the throughput is equal to the number of packets successfully transmitted to the destination node in all packets that have been serviced and dequeued in a unit time. When the node is in an unsaturated state, the average arrival rate of packets in the steady state is less than the average service rate. Therefore, all packets are accepted by the MAC layer, so the throughput depends on the size of the load. When the node reaches saturation, the queue grows. To infinity, the size of the throughput is limited by the service time. Therefore, we use the following formula to calculate the throughput in both cases:
In order to verify the accuracy of the analytical model established in this chapter, we compare the numerical analysis results with the NS2 simulation results. The main parameter settings for numerical analysis and simulation are shown in Table 1 . The message length is fixed at 1200 bytes. To reflect the changes in the analytical model results and simulation results as the load grows, we define the global normalized load as:
where R data is the channel data rate. when the E-type packets participate in channel competition. The matching between the numerical calculation and the simulation results in the figure proves the accuracy of the analytical model. At the same time, we notice that the establishment of the analytical model adopts a hypothesis, that is, the queue utilization and marking nodes of all competing nodes under steady state conditions. Therefore, the matching of numerical calculations and simulation results also proves that this assumption holds. As can be seen from the figure, when the N-type message participates in the channel competition, the queue utilization rate of the competing node is smaller than the queue utilization rate of the competing node when the E-type packet participates in the channel competition. As the load increases, the difference between these two probabilities gradually decreases and drops to zero at the instant of saturation. This is because as the load increases, the probability of a queue's idle period and the average length of the queue's idle period become smaller and smaller until it approaches zero at saturation. In addition, we noticed that this difference is especially noticeable when the network is under moderate load. This is also the best state that the actual network should be in, because even a small extra load will make the network saturated when heavy load; and the network resources are very wasteful under light load. The fact that the effects of queue coupling is most pronounced at moderate loads also reflects the significance of the analytical model we have established in this paper.
1) INFLUENCE OF QUEUE COUPLING
2) COLLISION PROBABILITY Figure 4 shows the relationship between the collision probability and the load when the number of nodes in the network is 10 and 20 respectively. It can be found that the simulation results are in good agreement with the theoretical analysis results, which proves the accuracy of our DCF model. It can be clearly seen from the figure that when the load is less than 0.68, the collision probability of the first transmission attempt of the message is smaller than the collision probability of the subsequent transmission attempt. When the load increases until saturation, the difference between the two probabilities gradually decreases until it reaches zero. This is because as the load increases, the probability of the queue appearing idle becomes smaller, and thus the probability of occurrence of the E-type message is also smaller, so the impact on the collision probability on the first attempt is also smaller; when the saturation is reached, only the N-type message exists in the network, and the two probabilities become the same. In addition, it can be observed that the collision probability becomes larger as the number of nodes increases as the load is the same.
3) ACCURACY OF SERVICE TIME MODEL AND DELAY ANALYSIS Figure 5 (a) and Figure 5(b) show the mean value of service time and the variation of mean square error with load for different node numbers. The agreement between simulation experiment and theoretical analysis proves the accuracy of service time modeling analysis. We noticed that when the load is light, the average service time and the mean square error of service time does not change much, and when the load increases to quasi-saturation, the mean and mean square error increase sharply until a constant value in the saturated state. At the same time, when the load is constant, the mean and mean square error of the service time become larger as the number of nodes increases.
As can be seen from Figure 6 , the node experiences less delay when the load is lighter. The delay at this time is mainly MAC delay. This is because the average and the mean square error of the service time are small at light load, so the queuing time is also small. As the load increases, on the one hand, the MAC delay gradually increases, and on the other hand, the increase in the service time makes the queuing time become larger, which causes the total delay to rise rapidly. When the saturation state is reached, although the MAC delay becomes a constant value with the service time, the increasing load causes the queue to become longer and longer, causing the delay to become sharper. Under the assumption of an infinitely long queue, this delay eventually tends to infinity. From this we can see that network managers should try to avoid making the network work in saturation or quasisaturation to avoid excessive delays.
4) ADAPTABILITY OF THE MODEL
Finally, we verify the adaptability of the analysis model established in this paper to different message lengths. Since the short message is mainly used in the multimedia service, we set the message length to 32 bytes. Figure 7 (a) and Figure 7 (b) are plots of average delay and throughput as a function of load, respectively. As can be seen from the figure, the analysis model still has high accuracy in different message lengths.
III. RESEARCH ON REAL-TIME DATA SELF-ORGANIZING PUSH ALGORITHM BASED ON DEGREE CENTRALITY THEORY A. REAL-TIME DATA AGGREGATION TRANSMISSION ALGORITHM
Existing spanning trees are based on a general BFS tree, breadth-first search to divide all node layers. Then the dominator is layered, and after adding some connector nodes, a tree is formed; the remaining nodes are connected to the dominating nodes to form leaf nodes. In the scheduling phase, the parallel body is a set of edges. When joining, it ensures that all nodes can transmit without interference. Repeating the parallel selection process can find nodes that can be paralleled in the next time slot.
The original breadth-first search spanning tree depends on the order of the input nodes. The order of the nodes greatly affects the generation of the largest independent set. Therefore, the generation rules of the spanning tree are first adjusted in this paper. The algorithm constructs a fixed tree, which does not affect the structure of the tree because of the different order of the breadth-first search graph input, thus affecting the selection of independent sets. And the composition of the spanning tree is also to be able to find the largest parallel set, so the choice of the dominating node and the connected node becomes a constraint rule of the final spanning tree. Therefore, the algorithm does not use the concept of controlling the connection node, but directly uses the centrality theory to directly find the nodes with greater influence according to the degree of node and construct the spanning tree.
In an undirected graph, a node is connected to all other nodes in the network. For an undirected graph with g nodes, the degree of centrality of node i is the total number of direct contacts between i and other g-1 nodes, expressed as a matrix:
Among them, C D (N i ) represents the degree of degree of node i, and g j=1 X ij is used to calculate the number of direct connections between node i and other g-1 j-nodes (i = j, excluding i's connection with itself). The calculation of C D (N i ) is simply to sum the cell values of the corresponding row or column of node i in the network matrix (because the undirected relationship constitutes a symmetry data matrix, so the row and column have the same value of the same cell). The standardized measurement formula is:
In this standardization degree centrality measurement formula, the degree of the centrality of the node i is divided by the maximum possible number of connections of the other g-1 nodes, and the proportion of the network nodes directly connected to the node i is obtained. This ratio ranges from 0.0 to 1.0, with 0.0 indicating no connection to any node (for example, a lone point) and 1.0 for direct contact with each node. In social networks, the degree of behavior of a standardized agent measures the extent to which actors are involved in many relationships. The actors who scored high scores were the most visible participants in the network.
If the standardization degree centrality value is closer to 1.00, the agent's participation in the relational network is higher.
The above is the interpretation and analysis of the theory of degree centrality. This theory has a guiding and decisive role for node sorting and algorithm selection in this paper. For limited selection of nodes with large influence, it is easier to produce an imbalance tree.
The algorithm constructs an unbalanced tree according to the degree of centrality theory. Because the node selection constructs an unbalanced tree, the set of concurrent nodes is larger, and the generation of the tree conforms to the consistency due to the way of node selection, that is, the result is fixed. Due to the preference for nodes with large degrees, the spanning tree is unbalanced.
In general, the importance of a node is related to the number of neighbors of that node. The greater the degree of a node, the more important it is. Therefore, for a node with a large degree, the influence is greater, and they are sequentially discharged to the left of the spanning tree. Such a spanning tree basically ensures that the right child of each layer is sparse, and the tree with uneven distribution is more conducive to parallel nodes. It selects and ensures that the spanning tree is fixed so that the solution of the resulting spanning tree is unique.
The scheduling generation algorithm selects the largest independent set that can be concurrently. It is the key point for verifying the generation of the spanning tree, and is also the ultimate goal of the spanning tree. The selection of the set is used to calculate the time slot of the data aggregation delay. If node A->B is selected to send data, the node that A can reach cannot be used as the receiving node, that is, B can not receive data; the node that B can reach cannot be used as the receiving node, that is, B receives the data of A node. If the C node satisfies the above two, it cannot be the sibling of the B node when it is selected as the sending node.
B. SIMULATION EXPERIMENT AND ALGORITHM PERFORMANCE ANALYSIS 1) INFLUENCE OF NODE DENSITY
In this set of experiments, we select nodes with different average node degrees as test data, that is, a network with relatively fixed number of nodes and varying number of edges. The node density here is measured using the average node degree because the average of the nodes largely determines the complexity of the graph. These test data are generated by simple test data codes, and the intermediate nodes are designated as the central node, so the graph is random and can make the test results more objective. Of course, the randomness of the test data does not represent the true distribution of the sensor nodes to a certain extent, but it is difficult to find a sensor network that is identical to the scenario assumption because of the pure basic theory research, so it is called simulation experiment.
In the test data, a network with a node number N of 20, 40, 60, 80, 100 is selected, and the sink node is in the network center. In the following, three sets of data with a node number and a node ratio of about 3, 4, and 6 are selected. The data distribution is shown in Figure 8 . The specific test data selection is shown in Table 2 , which specifically gives the number of nodes in the test data, the number of edges and the maximum node degree, and the average node degree. The selection of the maximum node degree explains the density distribution of the node to some extent, and the edge of the graph generated by the test data is not concentrated on some nodes because the maximum node degree is too large, resulting in network imbalance. In this test, the same number of nodes was used, and the graphs with different numbers of sides were tested. Figures 9(a) , 9(b) , and 9(c) are the calculation results of the GGT, PDA, SDA, and STDCA algorithms for the data. It can be seen that when the average node degree is 3, the time slot of the PDA algorithm is higher than the other three algorithms; when the average node degree is 4, the time slot of the SDA algorithm is the highest, followed by the PDA algorithm; when the average node degree is 6, the time slot of the PDA is significantly higher than the GGT algorithm and the STDCA algorithm.
In order to test the impact of large networks on data delay calculation, more network nodes are designed in the following experiments. As the literature has been proved [29] , the clustering algorithm is more beneficial to the research of large-scale sensor network data aggregation. In the algorithm considering the number of nodes, instead of using too large test data, the algorithm is tested using a graph with nodes of 50, 100, 150, 200, 250 in Figure 10 and an average node degree of 10, these test data are still derived from the random generation algorithm of the graph. The data is shown in Table 3 , and the test results are shown in Figure 10 . The test results show that the greater the degree of node, the closer the results of the four algorithms.
The test results show that STDCA algorithm is better than the existing algorithm to a certain extent, but the advantage of the STDCA algorithm is not particularly obvious when the number of nodes is large. The difference between the results of the four algorithms is not particularly large. Therefore, in practical applications, selecting the optimal solution after several algorithms are running should be a better solution.
2) INFLUENCE OF NODE SIZE
In this set of experiments, a larger number of nodes were considered for testing the algorithm capabilities. According to the number of nodes, we select a relatively fixed graph with an average node degree of 6. The sink nodes in the network are used in the graph, as shown in Figure 11 . The specific data is shown in Table 4 . The test data in this section is generated by the code of the randomly generated graph, and the comparison result is shown in Figure 12 .
IV. ANALYSIS OF TASK COLLABORATIVE SCHEDULING MODEL IN EDGE COMPUTING UNDER WIRELESS LAN ENVIRONMENT A. SINGLE TASK MODE ANALYSIS
In the single-task mode of the coordinated scheduling, the mobile terminal in the cell transmits the unloading request of the streaming media task to the SDN controller, and the SDN controller schedules the task through the STM policy according to the order of arrival of the unloading request. Under the STM policy, the SDN controller can only schedule one offload request in the order in which the unload requests arrive, and the arrival and scheduling of each offload request are independent of each other. The SDN controller determines, according to the STM policy, that the streaming media task currently requested to be uninstalled performs better on the mobile terminal or the MEC server. When the judgment result is that the mobile terminal performs the task better, the SDN controller refuses to uninstall the uninstall request, and the mobile terminal performs the task; when it is determined that the MEC server performs better, the mobile terminal uploads the service data through the access station. The schematic diagram of single-task transmission delay and queuing delay is shown in Figure 13 . In this paper, the task assignment problem is divided into the current optimal MEC server and the task is unloaded to the MEC server to perform two sub-problems. With the minimum cost as the criterion, the algorithm based on greedy strategy in single-task mode is designed.
The SDN controller firstly selects the MEC server with the shortest queue length according to the length of the cache queue of the MEC server, and selects the MEC server with the shortest queue length. When there are multiple MEC servers with the same queue length, it randomly selects one of the MEC servers with the same remaining resources. When all MEC servers have insufficient cache resources, the task is directly delivered to the mobile terminal for execution. The second step is to compare the overhead of the MEC server with the mobile terminal.
B. MULTITASKING MODE ANALYSIS
The uninstallation process of the mobile terminal and the MEC server multitasking mode is shown in Figure 14 .
We assume that there are currently MEC servers in the cell, and the computing power of all MEC servers is the same. The SDN controller targets the MTM policy to minimize the multi-task service overhead in a period of time, and offloads different tasks to the MEC server.
As shown in Figure 14 , the mobile terminal first sends a task offload request to the local SDN controller uplink buffer queue. The local SDN controller schedules the offload request in the uplink buffer queue for a period of time according to the MTM policy. Assigned to the mobile terminal or uninstalled to the MEC server: the task that needs to be offloaded to the MEC server is uploaded by the corresponding mobile terminal to the corresponding cache queue of the corresponding MEC server through the access station, waiting for the MEC server to execute; the streaming task returns to the mobile terminal to perform the task.
C. SIMULATION RESULTS AND ANALYSIS
In this section, we simulated and compared the performance of the two task scheduling schemes. We assume that there are up to 500 types of image processing tasks that are requested to be unloaded. The amount of data for each streaming media task is proportional to the computing resources that need to be consumed. It is assumed that the data volume of 500 services is 100 to 500 units, respectively, at all mobile terminals. Under the premise that the computing power is the same, the amount of data per unit needs to be consumed by the mobile terminal in one unit of time. Since the research on MEC servers is almost always based on theoretical architecture, in this paper we believe that the computing power of MEC servers and the caching ability of tasks are the same as those of ordinary home micro-clouds. Since the average home micro cloud is 100∼10K times of the computing resources of the mobile terminal, the computing power of the task MEC server is 100∼10K times of the computing resource of the mobile terminal. When the MEC server calculates that the resource is 5000 times of the mobile resource, the MEC server only needs 1/5000 unit time to complete the task of 1 unit. Since the home micro cloud cache resource is 100 times that of the mobile terminal, we also assume that the cache resource in the MEC server is 100 times that of the mobile terminal, assuming that the cache of the mobile terminal is the largest amount of data. This paper assumes that the peak uplink transmission rate of the system is 50 Mbps, and the minimum rate required by the task is uniformly distributed in the interval [0.5 Mbps, 1.5 Mbps]. This rate is mainly used to judge whether the task unloading will cause queuing delay due to insufficient resources.
Similar to the MEC server, the delay of transmitting a 420k B image file to the AWS data center is 2s∼18s, and the time passed to the local micro cloud is roughly 0.02s∼0.18s. The micro cloud needs 0.001s to complete the task. The time involved in this article is relative time, so the delay of transmitting the mobile terminal to the MEC server can be set to 10 times that of the MEC server to complete the task according to the difference between the transmission delay and the MEC server execution task time. In addition, when there is no special explanation, the calculation power of the MEC server in the simulation is 5000 times that of the mobile terminal, and the overhead of using the MEC server resource unit time is 100 times the unit time consumption of the mobile terminal. There are 10 MEC servers and 500 mobile terminals in the system, and the arrival rate per unit time is 100.
For the simulation of the scheduling problem of the mobile terminal and the MEC server, STM represents a single task scheduling policy, MTM represents a multi-task scheduling policy, OMC means that only the MEC server performs tasks, and OMT means that only the mobile terminal performs tasks.
The impact of the number of mobile terminals on system overhead is shown in Figure 15 . As the number of mobile terminals increases from 1 to 500, the number of tasks increases, and the overhead of multitasking mode is gradually lower than that of single-task mode. Multi-task mode is more advantageous than single-task mode. When the number of mobile terminals is small and the resources of the MEC server are sufficient, since all tasks are offloaded to the MEC server, the overhead of cooperative scheduling is not much different from that when only the MEC server is executed. As the number of mobile terminals increases, the MEC server resources are gradually reduced. Since the collaborative scheduling uses the computing resources of the mobile terminal, the overhead of the STM and MTM policies is gradually lower than that of the MEC server only. Since the mobile terminal has less computing resources and it takes longer to complete the same task, the total overhead of the mobile terminal only is always the largest.
The effect of the number of MEC servers on system overhead is shown in Figure 16 . When the number of MEC servers increases from 1 to 100, as the number of MEC servers increases, the queuing time of the MEC server decreases, the overhead of STM and MTM decreases, and the overhead of MTM is smaller than that of STM, and the number of MEC servers increases. When the resources of the MEC server are sufficient, all tasks are forwarded to the MEC server. When the number of MEC servers is sufficient, the overhead of the entire system remains unchanged. This means that if the number of MEC servers is increased, the total cost of the system cannot be increased. Since not all task offloading is beneficial, too many MEC servers can also waste system resources. As the number of MEC servers increases, the queuing delay decreases. The overhead of the MEC server execution only decreases as the number of MEC servers increases. When the MEC server is sufficient, the overhead remains constant.
The effect of the amount of resources consumed by the MEC server per unit time on the overhead is shown in Figure 17 . When the MEC server consumes the resource amount p<40 per unit time, the single task mode and the multitasking mode have the same overhead as the MEC server only. As the MEC server consumes more resources, the cost of executing the task of the MEC server increases. The overhead performed by the MEC server alone is gradually higher than the two uninstallation strategies, and the overhead of the multitasking mode is ultimately lower than the single task mode. Since the mobile terminal has few computing resources, only the mobile terminal performs the most overhead.
In the multitasking mode, it is assumed that when the number of arriving tasks reaches a certain threshold or timeout, the local SDN controller starts scheduling tasks. The effect of threshold on overhead is shown in Figure 18 . For a system with the same number of tasks, within a certain range, the total overhead will decrease as the threshold increases, and then the excessive waiting time overhead will be introduced in the SDN controller due to the long wait, and the multitasking mode corresponds. The overhead is gradually increased. When the threshold is greater than 50, the multitasking mode has an overhead that is greater than the cost of the single task mode. Therefore, the MTM strategy is advantageous compared to the STM policy when selecting an appropriate threshold.
When there are 5 MEC servers in the system and the number of mobile terminals increases from 1 to 1200, the total time required for the two co-scheduling modes to perform the same number of tasks as the MEC server only performs is shown in Figure 19 . When the number of mobile terminals is less than 200 and the resources of the MEC server are relatively sufficient, it takes a long time for the mobile terminal to complete the task. At this time, only the total time required for the MEC server to perform the task is small. When the number of tasks increases, only the queuing delay performed by the MEC server increases gradually, and the total system consumption time is gradually higher than the time required for the two cooperation modes to complete the task. Therefore, for a large number of mobile terminal access situations, the total time consumed by the two cooperation modes to complete the task is advantageous relative to only the mobile terminal performing and only the MEC server execution.
The effect of the number of MEC servers on the total time is shown in Figure 20 . When the number of MEC servers is less than 67, the resources of the MEC server are insufficient. The single-task and multi-task modes require the mobile terminal to perform collaborative execution. Because the computing resources of the mobile terminal are small, when scheduling, the time for completing the tasks in the two modes is basically the same. As the number of MEC servers increases, the two modes pass more tasks to the MEC server for execution, and the total time to complete the tasks decreases. When the number of MEC servers is more than 67, the MEC server resources are sufficient for all tasks to be delivered to the MEC server. The total time for completing tasks on the MEC server side, single task, and multitasking mode is the same.
V. CONCLUSION
This paper establishes an accurate DCF analysis model under unsaturated conditions. The modeling and analysis of the node queue coupling phenomenon and the backoff slot unsynchronization phenomenon in the unsaturated state are carried out, which significantly improves the accuracy of the DCF analysis model. An analysis model for the service time statistical characteristics is further established. The model distinguishes the impact of successfully transmitted packets and discarded packets, and eliminates the error caused by misusing the MAC delay as the service time. This model can be used not only to analyze low-order statistics such as mean and variance of service time under non-saturated conditions, but also to calculate the statistical characteristics of service time by PGF and CCDF, which lays a theoretical foundation for establishing a queuing model under complex conditions. A new data aggregation algorithm based on tree structure is presented. According to the node centrality theory, the method of generating the data aggregation algorithm spanning tree is simplified, and the existing methods such as the largest independent set or the shortest path are not used. The importance of generating a stable imbalance tree is analyzed. Based on the spanning tree, the rules of parallel node set selection are given. According to the characteristics of node selection, parallel node sorting is performed for the sorted leaf nodes, which greatly improves the size of the parallel node set. Under the premise of ensuring the user service experience and reducing the service cost of the system, the model of scheduling tasks between the mobile terminal and the MEC server is established. The simulation verifies that the two task co-scheduling strategies can reduce the service cost of the system under the condition of ensuring the user service experience. However, the spanning tree method in this paper only adopts the method of degree centrality, and modifies the way of centrality use, so that the spanning tree may not develop toward the unbalanced tree. Therefore, in the subsequent research, more important node selection methods should be considered, that is, some methods of social network computing can be considered to perform the sorting selection of nodes in the spanning tree.
