Abstract. An integral identity which generalizes the q-binomial theorem is presented. This identity is used to determine the exponential expansion of the solution of an integro-differential equation.
Introduction
One of the most important summation formulas for basic hypergeometric series is given by the q-binomial theorem 1 φ 0 (a; −; q, z) = ∞ n=0 (a; q) n (q; q) n z n = (az; q) ∞ (z; q) ∞ , |z| < 1, |q| < 1, (1) which was derived by Cauchy (1843), Heine (1847) and by other mathematicians (see, e.g., Gasper and Rahman [1] ). Motivated by our investigation of the so-called pantograph integro-differential equation [3] , we formulate the following integral identity
where a is a complex number and µ(q) a complex function of bounded variation over [−1, 1] . For simplicity, all integrals considered in this paper are of Riemann-Stieltjes type. To guarantee convergence of the series and products in (2) we assume that µ satisfies
It is easy to see that (2) implies (1) by letting µ(q) = 0 for q ∈ [−1, q 0 ] and µ(q) = z for q ∈ [q 0 , 1], where |z| < 1, |q 0 | < 1.
Denote the left-hand side of (2) by Φ(a; µ(·)). One consequence of (2) is the product formula Φ(a; µ(·))Φ(b; aµ(·)) = Φ(ab; µ(·)), where b is a complex constant. If we replace µ by −a −1 µ in (2) and then let a → ∞ we obtain the integral identity
where µ is a complex function of bounded variation over [−1, 1] that obeys (4).
The proof of (2)
It is straightforward to verify formally for any constant n ≥ 0 the identity
From the preceding identity we derive by induction that
holds for any integer N ≥ 0. Noting that lim N →∞ Φ(a; µ N +1 (·)) = 1, we obtain (2) by letting N → ∞ in the preceding identity. The preceding argument can be made rigorous by exploiting our assumptions (3) and (4). For instance, the series on the left-hand side of (2) converges absolutely if lim sup
To see that (3) and (4) imply (6), we choose a constant p ∈ (0, 1) such that
By separating the integral domain
which implies (6).
3. An application of (2) and (5) Consider the pantograph integro-differential equation
where a, b and c are complex constants, a = 0, and µ is a complex function of bounded variation over [0, 1] that obeys
Under the last assumption it is proved in [3] that the first one is both necessary and sufficient for the existence and uniqueness of a smooth solution of (7). In order to study the asymptotic behaviour of the solution of (7), we seek a solution of the form
where α is a constant to be determined. It is trivial to verify that the preceding series satisfies (7) if and only if α obeys
One obvious consequence of (8) and (9) is that when a > 0 the solution y(t) of (7) increases (in modulus) exponentially. More specifically,
which partly proved a conjecture posed in [3] . Another consequence is that when a = 0 the solution y(t) of (7) is uniformly bounded on [0, ∞). We can also use (8) to discuss the asymptotic behaviour of the solution in the case of a < 0. However, this case has already been studied in [3] under a slightly weaker assumption and for the more general equation y (t) = ay(t) + 
where µ 1 and µ 2 are complex functions of bounded variation over [0, 1] .
Remark. An exponential expansion that is much more complicated than (8) does exist for the solution of (10). However, the corresponding integral identity is less elegant and the proof is too lengthy to be presented in this article.
