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Abstract
In this paper we study the structure of an abelian Hessian algebra. First we show that it can be decomposed
into unital abelian Hessian algebras and a complete abelian Hessian algebra (abbreviated by CAHA). Then
we show that a unital one is in fact a hyperbolic extension of a CAHA. Next we investigate the structure
of CAHA by studying double filtration obtained canonically from lower and upper annihilator series. This
double filtration together with j-invariant of ternary cubic form give a complete classification of CAHA up
to dimension 6.
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1. Introduction
A left symmetric algebra (abbreviated by LSA) G = (g, ·) on a Lie algebra g is defined by a
product satisfying the following equations:
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xy − yz = [x, y], (xy)z − x(yz) = (yx)z − y(xz) for x, y, z ∈ g,
which corresponds to a torsion free and flat left invariant affine structure ∇, by writing ∇xy = xy,
on a Lie group G whose Lie algebra is g. A Hessian algebra G is an LSA with a nondegenerate
symmetric bilinear form 〈, 〉 satisfying the following Hessian type condition:
〈xy, z〉 − 〈x, yz〉 = 〈yx, z〉 − 〈y, xz〉, for x, y, z ∈ G. (1)
In this paper all the algebras are defined over the complex field C and the symmetric bilinear
form 〈, 〉 will simply be called an inner product. The Hessian algebra arises naturally in a simply
transitive Lie group action on a Hessian manifold, a flat affine manifold with a Hessian metric.
Hence the Hessian algebra represents a left invariant Hessian structure on a Lie group. In this
context, many authors studied Hessian algebras corresponding to certain Hessian structures on a
Lie group [14,16,19,21]. Moreover Hessian algebra also play an important role in the study of
the improper affine hypersurface which is homogeneous [2,3].
The case when the underlying LSA structure of a Hessian algebra is commutative forms to a
very interesting special class in the affine differential geometry. In this case the corresponding
LSAA becomes a commutative associative algebra and the Hessian condition (1) on the inner
product reduces to the following simpler form:
〈ab, c〉 = 〈a, bc〉 a, b, c ∈A. (2)
After all this reminds us the commutative Frobenius algebra which arises in the 2D topological
quantum field theory (see for instance [1,12]). The finite dimensional commutative Frobenius
algebra is simply the abelian Hessian algebra with identity. Geometrically the structures of both
the abelian Hessian algebra with or without identity are interesting but the study of the unital case
can be reduced to the nonunital case anyway. When we view an abelian LSA as a left invariant
flat affine structure on a Lie group, it is geometrically complete if and only if it is nilpotent as an
algebra. Hence the term “complete abelian Hessian algebra” is exactly same as the term “nilpotent
commutative associative algebra with an invariant inner product”, namely satisfying (2), and we
will shortly call it a CAHA in this paper.
Vasquez conjectured that there are infinitely many abelian LSA in dimension 6 (cf. [11]).
In [4,5], Dekimpe and Ongenae precisely classified complete abelian LSA over the real field R
in dimension 5 and showed that there is a 1-parameter family of nonisomorphic 6-dimensional
complete abelian LSA’s. A similar result is given in [20] in terms of the nilpotent commutative
associative algebra over C. Naturally, it is interesting to ask whether there exists infinitely many
CAHA’s in dimension 6 being a smaller class. In fact the answer is yes and we give a complete
classification of CAHA’s up to dimension 6. One of the main tool for the classification is the
double filtration obtained from the lower and upper annihilator series. The notion of the double
filtration seems to be very useful and shed a new light in understanding the structure of CAHA,
and it also provides a convenient tool for the classification.
2. Preliminary
LetA be a complete abelian LSA, that is,A is a nilpotent commutative associative algebra.
LetAi’s be the ideals ofA given by
A1 =A, Ai+1 =A ·Ai for i = 1, 2, 3, . . .
Then there exists m such thatAm+1 = {0} since multiplications λa are nilpotent for all a ∈A.
In fact they make a lower annihilator series (cf. [19]) as follows:
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A =A1 ⊃A2 ⊃ · · · ⊃Am ⊃Am+1 = {0}.
If a ∈Am, then b · a ∈Am+1 = {0} for any b ∈A. This says that Am is contained in the
annihilator of A, Ann(A) = {a ∈A|ab = 0 = ba, for all b ∈A}. Notice that on a complete
abelian LSAA, Ann(A) is a nontrivial ideal.
Definition 2.1. LetA be a complete abelian LSA.A is said to be of nilpotency class m + 1 if
Am /= {0} andAm+1 = {0}.
Definition 2.2 [6]. Let A be a complete abelian LSA of nilpotency class m + 1. A basis of A
{d11, . . . , d1k1 , d21, . . . , d2k2 , . . . , dm1, . . . , dmkm} is called adequate if for all i, dil belongs to
Ai and ki + ki+1 + · · · + km = dimAi .
Let Ci’s (i = 1, 2, . . .) be ideals defined by
C1 = Ann(A), Ci+1 = {x ∈A|yx ∈ Ci for any y ∈A}.
Then they make an upper annihilator series (cf. [19]), i.e.,
C0 = {0} ⊂ C1 ⊂ C2 ⊂ · · · ⊂A.
On the lower and upper annihilator series, the following Lemma is well-known:
Lemma 2.3 [19]. LetA be a complete abelian LSA of nilpotency class m + 1. Then we have the
followings:
(a) A/Ci is a complete abelian LSA for all i = 1, 2, . . .
(b) Ann(A/Ci ) = Ci+1/Ci for all i = 1, 2, . . .
(c) Ci = {x ∈A|x ·Ai = {0}} for all i = 1, 2, . . .
(d) Am−i ⊂ Ci+1 for i ∈ {0, . . . , m − 1}.
(e) Cm =A and Cm−1 /=A.
Definition 2.4. Let V be a vector space over C with an inner product 〈, 〉.
(a) For a subset W (resp. an element 0 /= v ∈ V ), the perpendicular subspace of W (resp. v))
is defined as the following:
W⊥ = {x ∈ V |〈x, y〉 = 0, for all y ∈ W } (resp. v⊥ = {x ∈ V |〈x, v〉 = 0}).
(b) A subspace W will be called nondegenerate if 〈, 〉|W is nondegenerate.
(c) A subspace W will be called totally isotropic if 〈, 〉|W = 0, and an element w ∈ W will be
called also isotropic if Cw is totally isotropic.
(d) A 2-dimensional subspace W will be called hyperbolic (plane) if W is nondegenerate and
contains an isotropic nonzero element (cf. [9]).
For two subspaces W1,W2 of an inner product space V , it is easy to see that if W1 ⊂ W2, then
W⊥2 ⊂ W⊥1 .
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Definition 2.5. A Hessian algebra (G, ·, 〈, 〉) will be called indecomposable if it is not the direct
sum of two Hessian algebras.
For a Hessian algebra (G, ·, 〈, 〉) and a subalgebraB ⊂ G,B⊥ need not be a subalgebra of G.
But in the abelian case, we have the following Lemma which can be easily checked:
Lemma 2.6. Let (A, ·, 〈, 〉) be an abelian Hessian algebra. Then, for a subalgebra B ofA, we
have the followings:
(a) If B is an ideal ofA,B⊥ is also ideal.
(b) If B is a nondegenerate ideal, thenA is decomposable, that is,A = B⊕B⊥.
Proposition 2.7 [3]. Let (A, ·, 〈, 〉) be a CAHA of nilpotency class m + 1. Then, for i = 1, 2,
. . . , m, we have Ci = (Ai+1)⊥.
For a Hessian algebra (G, ·, 〈, 〉), let us consider an another Hessian inner product 〈, 〉′ on G.
Then there exists a linear isomorphism ϕ : G→ G such that
〈x, y〉′ = 〈ϕ(x), y〉, x, y ∈ G. (3)
Since the inner products are symmetric, φ is adjoint with respect to 〈, 〉. From the property of
Hessian type and the nondegeneracy of the inner products, it is easy to check that ϕ is a module
map, that is, ϕ(xy) = xϕ(y) for all x, y ∈ G. Conversely, if ϕ is a module isomorphism of a
Hessian algebra (G, ·, 〈, 〉) which is also adjoint with respect to 〈, 〉, then it is easy to show that the
bilinear map 〈, 〉′ defined by (3) is a Hessian inner product onG. Therefore we have the following:
Proposition 2.8. On a Hessian algebra (G, ·, 〈, 〉), the set of Hessian inner product is in 1-1
correspondence with the set of module isomorphism of G which is also adjoint with respect to the
Hessian inner product 〈, 〉.
3. Unital abelian Hessian algebra
The following proposition should be well known, but we include a proof for the sake of
convenience.
Proposition 3.1. Let (A, ·, 〈, 〉) be an incomplete abelian Hessian algebra over C. ThenA is an
orthogonal direct sum, that is,
A =A0 ⊕
k⊕
i=1
Ai ,
where
(a) A0 is a CAHA,
(b) Ai = R(Ai ) + Cei is an indecomposable unital abelian Hessian algebra where ei is the
identity and R(Ai ) is the radical ofAi for i = 1, . . . , k,
(c) Ai ·Aj = 0 if i /= j for i, j = 0, 1, . . . , k.
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Proof. From the Wedderburn principal theorem (or from [18]), A = R+∑Cei where R =
R(A) is the radical of A and ei’s are idempotents such that ei · ej = 0 if i /= j . Let R =
R0 +∑ki=1Ri be the weight space decomposition corresponding to the left multiplications {λei }.
Notice that
R0 = {a ∈ R|aei = 0 for all i = 1, . . . , k},
Ri = {a ∈ R|aej = δij a for all j = 1, . . . , k}, i = 1, 2, . . . , k.
Hence, for i /= j (i, j = 0, 1, . . . , k), we have
〈ei, ej 〉 = 〈ei, ej · ej 〉 = 〈ei · ej , ej 〉 = 0,
〈Ri , ej 〉 = 〈Ri , ej · ej 〉 = 〈Ri · ej , ej 〉 = 0,
〈Ri ,Rj 〉 = 〈Ri ,Rj · ej 〉 = 〈Ri · ej ,Rj 〉 = 0,
and Ri ·Rj ⊂ R0 because (Ri ·Rj ) · er = 0 for all r = 1, 2, . . . , k. Thus R0 is an ideal of
A and Ai :=Ri + Cei ⊂ R⊥0 for all i = 1, 2, . . . , k. Then by the dimension argument, R0 is
nondegenerate andR⊥0 =
k∑
i=1
Ai becomes a nondegenerate ideal from Lemma 2.6. Therefore we
have thatRi ·Rj ⊂ R0 ∩R⊥0 = {0} for i /= j , and eachAi is an indecomposable nondegenerate
ideal for i = 1, . . . , k. 
From Proposition 3.1 we notice that an incomplete abelian Hessian algebra decomposes into
a complete abelian Hessian algebra and indecomposable unital abelian Hessian algebras. Here,
each indecomposable unital abelian Hessian algebra has a unique idempotent which is of course
the identity. In the following we will investigate the structure of these indecomposable unital
abelian Hessian algebras.
Lemma 3.2. Let (A, ·, 〈, 〉, e) be an indecomposable unital abelian Hessian algebra over C, that
is, letA = R+ Ce where e is the identity and R is the radical ofA. Then
(a) Ann(R) = R⊥ inA and hence dim Ann(R) = 1,
(b) (R/Ann(R), ∗, 〈, 〉q) is a CAHA where
(i) x¯ ∗ y¯ = x · y for x, y ∈ R and x¯, y¯ ∈ R/Ann(R),
(ii) 〈, 〉q is an induced inner product, that is, 〈x¯, y¯〉q = 〈x, y〉.
Proof. (a) Since the radical R is a complete abelian LSA, the annihilator Ann(R) is nontriv-
ial. Because 〈Ann(R),R〉 = 〈Ann(R),R · e〉 = 〈Ann(R) ·R, e〉 = 0, we have Ann(R) ⊂ R⊥.
Then by using the dimension argument, we conclude that Ann(R) = R⊥, and hence the annihi-
lator of R is of 1-dimension.
(b) The induced inner product 〈, 〉q is nondegenerate sinceR⊥ = Ann(R). Then from Lemma
2.3 (a), (R/Ann(R), ∗, 〈, 〉q) becomes a CAHA. 
From the above Lemma, we could choose an element c ∈ Ann(R) such that Ann(R) = Cc and
〈c, e〉 = 1. Note that the element c is isotropic but the identity e may be isotropic or anisotropic. Let
us denote byH = 〈e, c〉 the hyperbolic subalgebra ofA generated by {e, a} and put B =H⊥.
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Consider a linear map p : R→ B, x → x − 〈x, e〉c. Because ker p = Ann(R), we obtain an
isomorphism of the vector spaces R/Ann(R) and B:
p¯ : R/Ann(R) ∼=−→B.
Then by pushing forward the structure ofR/Ann(R), (B, ∗, 〈, 〉) becomes a CAHA. Notice that
the induced inner product on B by p¯ is equal to the restriction of the inner product 〈, 〉 on B.
Conversely, let (B, ∗, 〈, 〉) be a CAHA and let H = 〈e, c|e2 = e, ec = c, c2 = 0〉 be a 2-
dimensional abelian Hessian algebra with a Hessian inner product satisfying 〈e, c〉 = 1 and
〈c, c〉 = 0. If we define a multiplication on the vector space orthogonal direct sumA = B+H
by
(i) e is the identity of A,
(ii) c · x = 0 for all x ∈ B,
(iii) x · y = x ∗ y + 〈x, y〉c for x, y ∈ B, (4)
and extend the inner products on B and H orthogonally to A, then it is easy to show that
(A, ·, 〈, 〉, e) is an indecomposable unital abelian Hessian algebra. Therefore we have the follow-
ing:
Theorem 3.3. (a) Let (A, ·, 〈, 〉, e) be an indecomposable unital abelian Hessian algebra. As-
sume that dimA  2, thenA is a vector space orthogonal direct sum:
A = B+H,
where (B, ∗, 〈, 〉) is an induced CAHA such thatB+ Cc =: R is a radical ofA andH = 〈e, c〉 is
a hyperbolic subalgebra ofA for c ∈ Ann(R). In this case, x · y = x ∗ y + 〈x, y〉c for x, y ∈ B.
(b)Conversely, from a CAHA (B, ∗, 〈, 〉)and a hyperbolic 2-dimensional abelian Hessian alge-
braH,we can obtain an indecomposable unital abelian Hessian algebra (A = B+H, ·, 〈, 〉, e)
where the multiplication is defined in (4) and the inner product 〈, 〉 is orthogonally extended from
those of B andH.
From Proposition 3.1 and Theorem 3.3 we conclude that the structure of an abelian Hessian
algebra determined by that of CAHA. In the following section, we will concentrate on the CAHA.
4. Double filtration
Throughout this section A is a CAHA which is of nilpotency class m + 1, and V is an
A-module, that is,
a(bv) = (ab)v, for all a, b ∈A, v ∈ V.
Denote V 1 = V and V i+1 =AV i(=AiV ) for all natural number i. We note that V i’s are
submodules of V and Vm+2 =Am+1V = {0}. In the following, we will assume that the nilpo-
tency class of V is k + 1  m + 2, that is, V k /= {0} and V k+1 = {0}. Then these submodules
give us the descending filtration of V of length k + 1:
V = V 1 ⊃ V 2 ⊃ · · · ⊃ V k ⊃ V k+1 = {0}. (5)
On the other hand, we also consider the ith annihilator defined by
C1 = {v ∈ V |av = 0 for all a ∈A}, and (6)
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Ci = {v ∈ V |av ∈ Ci−1 for all a ∈A} for i  2. (7)
Then it is easy to check the following:
Lemma 4.1.(a) Ci = {v ∈ V |Aiv = {0}} for i = 1, 2, . . .
(b) V i ⊂ Ck−i+1 for i = 1, 2, . . . , k, and hence Ck = V.
From the above lemma, the length of the following ascending filtration of V is k + 1:
V = Ck ⊃ Ck−1 ⊃ · · · ⊃ C2 ⊃ C1 ⊃ {0}. (8)
We note that if Ck = Ck−1, then from Lemma 4.1(a),Ak−1v = {0} for any v ∈ V . This says
that V k = {0} which contradict to the assumption about the nilpotency class of V . Therefore we
have Ck /= Ck−1.
Remark 4.2 [15]. The ascending filtration satisfies thatACi ⊂ Ci−1 from (7). In this case, (8) is
said to be anA-filtration. The descending filtration of V (5) is also anA-filtration. Furthermore,
(5) satisfies that AV i = V i+1 for all i, thus we say that the descending filtration is A-stable.
Note that the ascending filtration of V , (8) is notA-stable, generally.
Let W be anA-submodule of V and let p : V → V/W be the canonical projection, then we
can induce the descending and ascending filtration of the factor module V/W by
V/W = p(V 1) ⊃ p(V 2) ⊃ · · · ⊃ p(V k−1) ⊃ p(V k) ⊃ {0},
V/W = p(Ck) ⊃ p(Ck−1) ⊃ · · · ⊃ p(C2) ⊃ p(C1) ⊃ {0}.
Let us put V ij = V i ∩ Cj for i, j = 1, 2, . . . , k. Then we have the following filtration of V
V = V 1k ⊃ V 1k−1 ⊃ · · · ⊃ V 12 ⊃ V 11∪ ∪ ∪
V 2k−1 ⊃ · · · ⊃ V 22 ⊃ V 21∪ ∪
.
.
.
...
...
∪ ∪
V k−12 ⊃ V k−11∪
V k1
(9)
We will call the filtration (9) double filtration of V . In (9), the indices (i, j)’s of V ij ’s appear
only for i + j  k + 1. In fact, if i + j > k + 1, then V ij = V i ∩ Cj = V i = V ik−i+1 by using
Lemma 4.1(b). We note that, from the Remark 4.2, the double filtration is anA-filtration, that is,
AV ij ⊂ V i+1j−1 for all i, j = 1, 2, . . . , k.
Let us denote by Wij the double factor module which is defined by
Wij = V ij /(V ij−1 + V i+1j ). (10)
Since the double filtration of V isA-filtration, theA-module structure of Wij is trivial, that is,
aWij = {0} for all a ∈A. In what follows, we will use the notation wij := dim Wij .
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Definition 4.3. A basis of V , {eij,l |i + j  k + 1, l = 1, 2, . . . , wij }, is called a double adequate
basis if for each index (i, j) the subset {eij,l |l = 1, 2, . . . , wij } gives a basis of Wij .
With a double adequate basis, we will abuse the notation Wij as a subspace of V , that is,
Wij = 〈eij,1, eij,2, . . . , eij,wij 〉. Then we have the following table of subspaces of V which describe
theA-module structure of V :
Thus theA-module V is a direct sum of Wij ’s as a vector space. The above table will be called
a double decomposition of V . In what follows, the terminology “double decomposition” will be
often used as the table of dimensions of Wij ’s given by
Definition 4.4. An inner product 〈, 〉 on aA-module V is said to be Hessian type, if it is nonde-
generate and satisfies the following
〈au, v〉 = 〈u, av〉, for all a ∈A, u, v ∈ V.
In this case, we will call V a HessianA-module.
A subspace W of a Hessian A-module V will be called nondegenerate if the restriction of
Hessian inner product, 〈, 〉|W is nondegenerate. Similarly to the case of Hessian algebra (cf. [3]),
the following Lemma can be easily checked.
Lemma 4.5. Let V be a HessianA-module which is of nilpotency class k + 1, that is, V k /= {0}
and V k+1 = {0}. Then we have the followings:
(a) Let W be a subspace of V, then (W⊥)⊥ = W.
(b) Let V1 and V2 be subspaces of V such that V1 ⊂ V2. Then we have V ⊥1 ⊃ V ⊥2 .
(c) Let V1 and V2 be subspaces of V. Then we have
(V1 + V2)⊥ = V ⊥1 ∩ V ⊥2 and (V1 ∩ V2)⊥ = V ⊥1 + V ⊥2 .
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(d) C⊥i = V i+1 and hence dim Ci + dim V i+1 = dim V for i = 1, 2, . . . , k.
(e) dim Ci/Ci−1 = dim V i/V i+1 for i = 1, 2, . . . , k.
(f) Let W be a nondegenerate A-submodule of V. Then W⊥ is also a nondegenerate A-
submodule. In this case, V is a direct sum of W and W⊥, that is, V = W ⊕ W⊥.
Applying above Lemma 4.5 on the double filtration of V , we have
(V ij )
⊥ = (V i ∩ Cj )⊥ = Ci−1 + V j+1. (11)
Theorem 4.6. Let V be a HessianA-module and let Wij ’s be double factor modules for i, j =
1, 2, . . . , k and i + j  k + 1. Then dim Wij = dim Wji .
Proof. Let us assume that dim V = n ( k). By using (11), we have dim V ij = n − dim(V ij )⊥ =
n − dim Ci−1 − dim V j+1 + dim V j+1i−1 . Since V ij−1 ∩ V i+1j = (V i ∩ Cj−1) ∩ (V i+1 ∩ Cj ) =
V i+1 ∩ Cj−1 = V i+1j−1 , we have dim(V ij−1 + V i+1j ) = dim V ij−1 + dim V i+1j − dim V i+1j−1 . Then,
from (10),
dim Wij = dim V ij − dim(V ij−1 + V i+1j )
= dim V ij − dim V ij−1 − dim V i+1j + dim V i+1j−1
= n − dim Ci−1 − dim V j+1 + dim V j+1i−1
− n + dim Ci−1 + dim V j − dim V ji−1
− n + dim Ci + dim V j+1 − dim V j+1i
+ n − dim Ci − dim V j + dim V ji
= dim V ji − dim V ji−1 − dim V j+1i + dim V j+1i−1
= dim V ji − dim(V ji−1 + V j+1i ) = dim Wji . 
Let us denote F iV the factor module which is defined by
F iV = V i/V ii−1 for i = 1, 2, . . . ,
⌊
k + 1
2
⌋
,
where ,  is the floor function. Since (V i)⊥ ∩ V i = Ci−1 ∩ V i = V ii−1 in V i , the induced inner
product on F iV is nondegenerate. Thus F iV is also a HessianA-module. Let us consider a short
exact sequence
0 → V ii−1 → V i
p→F iV → 0.
where the map p : V i → F iV is the projection. The descending and ascending filtrations of F iV
are induced from those filtrations of V i through the projection p as follows. We use the same
index of the filtrations as those of V in order to compare the filtrations of F iV and V later:
F iV = V˜ i ⊃ V˜ i+1 ⊃ · · · ⊃ V˜ k−i ⊃ V˜ k−i+1 ⊃ {0},
F iV = C˜k−i+1 ⊃ C˜k−i ⊃ · · · ⊃ C˜i+1 ⊃ C˜i ⊃ {0},
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where V˜ j := (F iV )j−i+1 = p(V j ) and C˜j :=Cj−i (F iV ) = p(V i ∩ Cj ) = p(V ij ). Therefore
the double filtration of F iV is given as follows:
F iV = V˜ ik−i+1 ⊃ V˜ ik−i ⊃ · · · ⊃ V˜ ii+1 ⊃ V˜ ii∪ ∪ ∪
V˜ i+1k ⊃ · · · ⊃ V˜ i+1i+1 ⊃ V˜ i+1i∪ ∪
.
.
.
...
...
∪ ∪
V˜ k−ii+1 ⊃ V˜ k−ii∪
V˜ k−i+1i
(12)
where V˜ jl := V˜ j ∩ C˜l = p(V j ) ∩ p(V il ). Note that the double filtration (12) of F iV is similar to
that which is obtained by getting rid of the upper (i − 1) lines and the right (i − 1) lines on the
double filtration (9) of V . Since p is a linear map, we have, for i  j, l  k − i + 1,
p(V
j
l ) = p(V j ∩ V il ) = p(V j ) ∩ p(V il ) = V˜ jl . (13)
Lemma 4.7. For the double factor module W˜ jl of F iV, dim W˜ jl = dim Wjl .
Proof. From (10), we have W˜ jl = V˜ jl /(V˜ jl−1 + V˜ j+1l ). Then by using (13),
dim W˜ jl = dim V˜ jl − dim(V˜ jl−1 + V˜ j+1l )
= dim V˜ jl − dim V˜ jl−1 − dim V˜ j+1l + dim V˜ j+1l−1
= dim V jl − dim V ji−1 − dim V jl−1 + dim V ji−1
− dim V j+1l + dim V j+1i−1 + dim V j+1l−1 − dim V j+1i−1
= dim V jl − dim V jl−1 − dim V j+1l + dim V j+1l−1
= dim Wjl
Therefore we have that W˜ jl ∼=Wjl as trivialA-modules. 
Theorem 4.8. Let V be a HessianA-module whose nilpotency class is k + 1, and let Wij be the
double factor module of V. Then dim Wij /= 0 for all (i, j) such that i + j = k + 1.
Proof. By the assumption about nilpotency class, dim Wk1 = dim V k /= 0. Suppose that Wk−12 =
{0}, then V k−1 = Wk−11 ⊕ Wk1 ⊂ C1. From this, V k = {0}. This contradicts to the assump-
tion and hence we have dim Wk−12 /= 0. Let us consider the factor module F 2V and its dou-
ble filtration. From Lemma 4.7, dim W˜ k−12 /= 0. With the similar argument as above, we have
dim W˜ k−32 /= 0, hence dim Wk−32 /= 0 from Lemma 4.7. In this way, we have dim Wik−i+1 /= 0
for i = 1, 2, . . . ,  k+12 , and by Theorem 4.6, for all i. 
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Let us consider a CAHAA as HessianA-module. For the double filtration ofA, we use the
same indexAij as in V .
Theorem 4.9. Let A be a CAHA whose nilpotency class is m + 1, and let Wij be the dou-
ble factor module obtained from the double filtration of A. If dim Wm1 = dimAm = 1, then
dim Wim−i+1 = 1 for all i = 1, 2, . . . , m.
Proof. Let dim Wm1 = 1 and put Wm1 =Am = Cx. Then from Theorem 4.6, dim W 1m = 1, so
we may put W 1m = Ce. In this case we may assume that e is an element of A. Note that for
any x ∈ Cm−1, y ∈Am−1, we have x · y = 0. Hence we haveA ·Am−1 = Ce ·Am−1. Since
λe| :Am−1 →Am = Cx must be of rank 1, dim Wm−12 = dimAm−1/Am−11 = 1. Thus, for any
a ∈Am−1/Am−11 , we have ea ∈ Cx. This says that the double factor module Wm−12 is spanned
by one element, that is, dim Wm−12 = 1. Now consider the factor module F 2A =A2/A21 and
its double filtration. TheA-module structure of F 2A is similar to that ofA, that is,AA˜m−2 =
eA˜
m−2
. Then by similar argument as above, we have dim W˜m−23 = 1 and hence dim Wm−23 = 1
by Lemma 4.7. Inductively, we have dim Wm−i+1i = 1 for i = 1, 2, . . . , m+12 . Therefore, from
Theorem 4.6, dim Wim−i+1 = 1 for all i = 1, 2, . . . , m. 
5. CAHA of nilpotency class 3
In low dimensional classification of CAHA, the classification is more difficult if the module
structure of the algebra is more simpler. The module structure of the algebra of nilpotency class
3 is most simplest after the trivial algebra Ck0, especially it does not seem to give any more
information for the classification of the indecomposable CAHA’s which is of nilpotency class 3.
Thus we need to consider another technique for this case: one of those is the theory of central
extension. With the theory of central extension, we will show that classification of homogeneous
cubic polynomials is closely connected with the classification of CAHA of nilpotency class 3.
Lemma 5.1. LetA be a 2n-dimensional CAHA which is of nilpotency class 3.Then the followings
are equivalent:
(a) A does not contain any nondegenerate ideal Ck0.
(b) A2 = C1 = Ann(A).
(c) dimA2 = n.
Proof. Let us consider A as a Hessian A-module, then its double decomposition is given as
follows:
We note that W 11 is a nondegenerate ideal with trivial(null) algebra structure, that is, which is Ck0
for some k if it is not a zero set. Hence (a) is equivalent to that W 11 = {0}. Using Theorem 4.6,
we have that dim W 12 = dim W 21 . Then, sinceA2 = W 21 andC1 = W 11 + W 21 , (b) and (c) are also
equivalent to that W 11 = {0}. 
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We note that in general a CAHA which is of nilpotency class 3 is decomposed to (W 12 + W 21 ) ⊕
W 11 . In the following, we concentrate on the CAHA which is nilpotency class 3 and satisfying
one of the condition in Lemma 5.1.
Lemma 5.2. LetA be a 2n-dimensional CAHA which is of nilpotency class 3 and whose anni-
hilator is of n-dimensional. Then there exists an adequate basis {e1, . . . , en, c1, . . . , cn} of A
where C1 = 〈c1, . . . , cn〉 such that the Hessian inner product is given by the following matrix
with respect to the adequate basis:
H =
(
0 I
I 0
)
, I : n × n identity matrix.
Proof. Let {c1, . . . , cn} be a basis of C1. Since C1 is totally isotropic and it is of half dimension,
we can choose elements ei(i = 1, . . . , n), such that {e1, . . . , en, c1, . . . , cn} is an adequate basis
ofA with 〈ei, cj 〉 = δij and 〈ei, ej 〉 = 0 for all i, j . 
LetA be a 2n-dimensional complete abelian LSA which is of nilpotency class 3 and whose
annihilator is of n-dimensional. Let C :=C1 be the annihilator of A, that is, C = 〈c1, . . . , cn〉
and letK = 〈e1, . . . , en〉 whereK is a section of the following central extension (cf. [10])
0 → C→A→K→ 0.
We note that C∼=Cn0 and K =A/C∼=Cn0 are trivial algebra. In general, from [10], congruence
classes of the central extensions are in 1-1 correspondence with H 2(K,C), which is equal to
S(K,C), the set of symmetric bilinear map fromK to C in our case. Given C∼=Cn0 andK∼=Cn0,
we will denote by Aω a central extension with ω ∈ S(K,C). Then it is easy to check that
C = Ann(Aω) if and only if ω is nondegenerate, i.e. if ω(x, y) = 0 for all y ∈K, then x = 0.
Let us denote
S0(K,C) = {ω :K×K→ C|ω is bilinear, symmetric and nondegenerate}.
Then we have the following:
Proposition 5.3 [10]. The set S0(K,C) is in 1-1 correspondence with the set of congruence
classes of 2n-dimensional complete abelian LSA (i.e. nilpotent commutative algebra) which is of
nilpotency class 3 and whose n-dimensional annihilator is equal to C.
Let (A, ·, 〈, 〉) be a 2n-dimensional CAHA which is of nilpotency class 3 and whose annihilator
is of n-dimensional. Note that the annihilator C is totally isotropic. From Lemma 5.2 there
exists a totally isotropic section K of K, and from Proposition 5.3 we can choose an element
ω ∈ S0(K,C) such that
(a, x¯) · (b, y¯) = ω(x, y), 〈(a, x¯), (b, y¯)〉 = 〈a, y¯〉 + 〈x¯, b〉
for any (a, x¯), (b, y¯) ∈A = C+K where x, y ∈K. Then from the Hessian condition, ω must
satisfy the following:
〈ω(x, y), z¯〉 = 〈ω(y, z), x¯〉 = 〈ω(z, x), y¯〉, x, y, z ∈K. (14)
Since the Hessian inner product is nondegenerate, it gives a linear isomorphism σ : C ∼=→K∗ by
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(σ (c))(x) = 〈c, x¯〉, c ∈ C, x ∈K, (15)
whereK∗ is a dual space ofK. We note that in the Hessian case, ω is nondegenerate if and only
if ω is onto, which readily follows from (14). From (15) we obtain a symmetric, nondegenerate
and bilinear form u :=σ ◦ ω :K×K→K∗. Let S1(K,K∗) denote the set of all symmetric,
nondegenerate and bilinear form u which satisfies the following:
u(x, y)(z) = u(y, z)(x) = u(z, x)(y), x, y, z ∈K. (16)
Then we have the following:
Corollary 5.4. The set S1(K,K∗) is in 1-1 correspondence with the set of congruence classes
of 2n-dimensional CAHA which is of nilpotency class 3 and whose n-dimensional annihilator is
equal toK∗.
For an element u ∈ S1(K,K∗), we will denote by Au := (Au, ·, 〈, 〉) a CAHA on a vector
spaceK∗ +K defined by
(a, x) · (b, y) = u(x, y), 〈(a, x), (b, y)〉 = a(y) + b(x), (17)
where (a, x), (b, y) ∈Au =K∗ +K. On the other hand, from (16) we obtain a symmetric
trilinear form F onK defined by
F(x, y, z) := (u(x, y))(z), x, y, z ∈K. (18)
Sinceu is a nondegenerate, the symmetric trilinear formF satisfies the following: ifF(x, y, z) = 0
for all x, y ∈K then z = 0. For this reason we will say that the symmetric trilinear form F is
nondegenerate.
Conversely from a nondegenerate symmetric trilinear form F onK∼=Cn0, letA =K∗ +K
be a 2n-dimensional vector space. Then we have a natural nondegenerate inner product 〈, 〉 onA
and a bilinear form u :K×K→K∗ defined by (18). The nondegeneracy of F implies that
the bilinear form u is nondegenerate. Moreover the symmetric property of F makes u symmetric
bilinear form satisfying (16). Thus u is an element of S1(K,K∗). Here u gives a multiplication on
A as the first equation of (17). We note that Ann(A) =K∗ and 〈, 〉 is of Hessian type. Therefore
A =Au is a 2n-dimensional CAHA which is of nilpotency class 3 and whose annihilator is of
n-dimensional. Let T be a set of nondegenerate symmetric trilinear forms onK, that is,
T = {F :K×K×K→ C|F is nondegenerate symmetric trilinear}.
Then we have the following:
Proposition 5.5. The set T is in 1-1 correspondence with the set of congruence classes of 2n-
dimensional CAHA which is of nilpotency class 3 and whose annihilator is of n-dimensional.
As we can obtain a quadratic form from a symmetric bilinear form, the symmetric trilinear
form F on K gives a cubic form f :K→ C by f (x) = F(x, x, x), which is a homogeneous
polynomial of degree 3. From a quadratic form we also can get a symmetric bilinear form by
polarization. Similarly, we can get a symmetric trilinear form F from a cubic form f as follows:
for x, y, z ∈K,
F(x, y, z) = 1
3! {f (x + y + z) − f (x + y) − f (y + z) − f (z + x)
+f (x) + f (y) + f (z)}.
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Lemma 5.6. The symmetric trilinear form F is nondegenerate if and only if the Hessian of
the cubic form f, Hf (x) does not vanish for any x /= 0. In this case, f will be said to be
nondegenerate.
Proof. Let {e1, . . . , en} be a basis ofK and xi(i = 1, . . . , n) be the coordinate function. Then
we note that
f
xi
(x) = F(ei, x, x) + F(x, ei, x) + F(x, x, ei) = 3F(ei, x, x), x ∈K.
Similarly, we have the following:
2f
xixj
(x) = 6F(ei, ej , x), x ∈K.
This shows that Hf (x) = 0 if and only if F(y, z, x) = 0 for any y, z ∈K. 
Let us denote Pc the set of nondegenerate cubic form onK, that is,
Pc = {f :K→ R|f is a cubic form, Hf (x) /= 0 if x /= 0}.
Then from Proposition 5.5 we have the following:
Corollary 5.7. The set Pc is in 1-1 correspondence with the set of congruence classes of 2n-
dimensional CAHA which is of nilpotency class 3 and whose annihilator is of n-dimensional.
Suppose that two CAHA’s Au and Au˜ are isomorphic, that is, there exists an isomorphism
ψ :Au →Au˜. Then ψ can be represented by the matrix:
ψ =
(
α β
0 η
)
,
where α :K∗ →K∗ and η :K→K are linear isomorphisms and β :K→K∗ is a linear
map. Here we used the fact that the annihilator is preserved by an isomorphism. Some matrix
calculations on the isomorphic condition give us the following:
αu(x, y) = u˜(ηx, ηy), for all x, y ∈K. (19)
We note that the map β does not appear in (19), this says that β is redundant in the isomorphism
ψ . Thus we may assume that β = 0. Moreover applying (16) on u˜, we have α = (η−1)′, the
transpose of η−1. Then from the isomorphic condition (19) becomes the following:
u˜ = ((η−1)′)∗(η−1)∗u. (20)
We note that Eq. (20) can be also obtained from the action of the Lie group GL(K∗) × GL(K) on
S1(K,K
∗) given in [10]. In what follows, we will say that two element u, u˜ ∈ S1(K,K∗) are
equivalent if there exists a linear isomorphism η ∈ GL(K) satisfying the isomorphic condition
(20). It is clear that if u and u˜ are equivalent, then the matrix
(
(η−1)′ 0
0 η
)
gives an isomorphism
betweenAu andAu˜. Thus GL(K) acts on S1(K,K∗) and its orbits are corresponding to the
isomorphism class of 2n-dimensional CAHA which is of nilpotency class 3 and whose annihilator
is of n-dimensional. From the action on S1(K,K∗) we can induce an action of GL(K) on T as
follows:
(ηF )(x, y, z) = 〈(((η−1)′)∗(η−1)∗u)(x, y), z〉 = 〈u(η−1x, η−1y), η−1z〉
= F(η−1x, η−1x, η−1x),
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where x, y, z ∈K. This also induces an action of GL(K) on Pc by
(ηf )(x) = (ηF )(x, x, x) = f (η−1x), x ∈K. (21)
Therefore we have the following:
Theorem 5.8. There is an 1-1 correspondence between Pnc /GL(K) and the set of isomorphism
classes of 2n-dimensional CAHA which is of nilpotency class 3 and whose annihilator is of
n-dimensional.
If we suppose that ψ =
(
α β
0 η
)
is an isometric isomorphism between Au and Au˜, then β
must be a zero map because the subspaceK is totally isotropic. And the isometric condition gives
us the followings:
a(x) = (αa)(ηx), for all a ∈K∗, x ∈K.
This says that α = (η−1)′ as in the case isomorphic condition. Hence we conclude that the iso-
morphic condition (20) is, in fact, the isometric isomorphism condition. Therefore we have the
following:
Theorem 5.9. The set Pnc /GL(K) corresponds to the isometric isomorphism classification of
2n-dimensional CAHA which is of nilpotency class 3 and whose annihilator is of n-dimensional.
Remark 5.10. From Proposition 2.8, an another Hessian inner product 〈,〉ϕ on a CAHA (Au,·,〈,〉)
is given by
〈(a, x), (b, y)〉ϕ = 〈ϕ(a, x), (b, y)〉 a, b ∈K∗, x, y ∈K,
where ϕ is a self-adjoint module isomorphism ofAu. Since the annihilatorK∗ must be invariant,
the module isomorphism ϕ is represented by ϕ =
(
α β
0 ξ
)
where α :K∗ →K∗, ξ :K→K
are linear isomorphism and β :K→K∗ is a linear map. Since 〈, 〉ϕ is symmetric, equivalently
ϕ is self-adjoint with respect to 〈, 〉, we have
(αa)(x) = a(ξx), (βx)(y) = (βy)(x) (22)
for any a ∈K∗, x, y ∈K. The first equation of (22) says that α = ξ ′ is the transpose of ξ and
the other says that β is symmetric. Then using the Hessian condition of 〈, 〉ϕ , the transformation
ξ ∈ GL(K) must satisfy the following:
u(ξx, y)(z) = u(x, ξy)(z) = u(x, y)(ξz), x, y, z ∈K. (23)
Let G(u) be the subset of GL(K) whose elements are satisfying (23). Then from the properties
of u, it is easy to check that the subset G(u) is an abelian subgroup of GL(K). We note that by
using the exponential map which is onto on the abelian Lie algebra, we can obtain a cubic root
ξ
1
3 of ξ in G(u). If we put η = ξ 13 ∈ G(u), then we have the following:
u(x, y)(ξz) = u(ηx, ηy)(ηz) = (η′u(ηx, ηy))(z) = (η′∗η∗u)(x, y)(z), (24)
where x, y, z ∈K. Using (22) and (24), it is easy to show that the matrix
(
(η2)′ 12 (η−1)′β
0 η
)
gives
an isometric isomorphism from (Au, ·, 〈, 〉ϕ) to (Au, ·, 〈, 〉). Therefore we conclude that the
CAHAAu has an unique Hessian inner product up to isometric isomorphism. This also gives an
another proof of Theorem 5.9.
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Example 5.11. LetK = 〈e1, e2〉 be a 2-dimensional vector space over C and letK∗ = 〈c1, c2〉
be the dual space ofK. Then the element u ∈ S1(K,K∗) can be represented as follows:
u =
(
γ111c1 + γ112c2 γ121c1 + γ122c2
γ211c1 + γ212c2 γ221c1 + γ222c2
)
.
Here the index of the coefficients γijk’s are totally symmetric because of (16). In addition, the
coefficients must satisfy the condition that u is nondegenerate and onto. The associated symmetric
trilinear form F is given by
F(x, y, z) = u(x, y)(z)
= γ111x1y1z1 + γ121x1y2z1 + γ211x2y1z1 + γ221x2y2z1
+ γ112x1y1z2 + γ122x1y2z2 + γ222x2y1z2 + γ222x2y2z2,
where x = x1e1 + x2e2, y = y1e1 + y2e2 and z = z1e1 + z2e2. Thus the binary cubic form f is
given by
f (x) = γ111x31 + 3γ112x21x2 + 3γ122x1x22 + γ222x32 . (25)
The gradient and the Hessian of f are given by the followings:
dfx = 3(γ111x21 + 2γ112x1x2 + γ122x22 , γ112x21 + 2γ122x1x2 + γ222x22 ),
Hfx = 6
(
γ111x1 + γ112x2 γ121x1 + γ122x2
γ211x1 + γ212x2 γ221x1 + γ222x2
)
.
We note that Hfx = 0 is equal to⎛
⎜⎜⎝
γ111x1 + γ112x2
γ121x1 + γ122x2
γ211x1 + γ212x2
γ221x1 + γ222x2
⎞
⎟⎟⎠ =
⎛
⎜⎜⎝
γ111 γ112
γ121 γ122
γ211 γ212
γ221 γ222
⎞
⎟⎟⎠
(
x1
x2
)
= 0.
Thus f is nondegenerate if and only if rank = 2 where  =
(
γ111 γ112
γ121 γ122
γ211 γ212
γ221 γ222
)
. If the rank  = 1,
then we have the followings: for some t ∈ C
γ112 = tγ111, γ122 = t2γ111, γ222 = t3γ111,
since the indices are totally symmetric. Therefore f (x) becomes as follows:
f (x) = 1
6
γ111(x1 + tx2)3.
This says that the binary cubic form f (x) is degenerate, that is, the number of variables could
be reduced to 1 by basis change. For the nondegenerate case, with the action of GL(2,C) on the
binary cubic forms given in (25), we see that they are equivalent to the following two polynomials:
f1 = x31 + x32 , f2 = x21x2. (26)
Indeed at first we can factorize a nondegenerate cubic form f in (25) into a product of linear
forms(two of them are linearly independent at least). Thus f is equivalent to
f˜1 = ax21x2 + bx1x22 (ab /= 0) or f˜2 = ax21x2(a /= 0).
Then each cubic form f˜i can be transformed to fi respectively. We note that f1 is irreducible
and f2 is not. Using Theorem 5.8, from the binary cubic form classification (26) we have the
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isomorphic classification of 4-dimensional CAHA’s which are of nilpotency class 3 and whose
annihilators are of 2-dimensional as follows:
Au1 =F2 ⊕F2, Au2 =A4,
whereF2 is a 2-dimensional abelian filiform LSA andA4 will appear in Proposition 6.7.
6. Low dimensional classification
The classification of complete abelian LSA’s over R of dimension 5 is given in [4] up to
isomorphism. As giving an affirmative answer to Vasquez’s conjecture, in [5] Dekimpe and On-
genae showed that there are infinitely many complete abelian LSA’s by constructing 1-parameter
family of 6-dimension which are nonisomorphic (see also [20] for another 1-parameter family of
6-dimension). But, the 1-parameter examples in [5,20] do not admit nondegenerate Hessian type
inner product, that is, their examples are not Hessian algebras.
In this section, we will give the isomorphism classification of CAHA over C of dimension6 by
using the properties of Hessian inner product. In fact, the classical j -invariant of ternary cubic form
under the general complex linear changes of variables play the important role in the classification
of 6-dimensional CAHA. We mainly apply the double filtration to obtain classification of CAHA.
It is not clear that a CAHA has a real form, but by performing ad hoc computation we checked
whether each complete abelian LSA’s over R of the classification in [4] has an Hessian inner
product. This makes double check on our classification of dimension 5.
In what follows, we will denote Cn0 then-dimensional trivial algebra, andFn then-dimensional
abelian filiform algebra (see [3] for more detail). Note that, any nondegenerate inner product is
Hessian type on Cn0, and there is a unique Hessian inner product onFn up to isomorphism (see
Remark 6.11).
Theorem 6.1 (Frobenius [20]). For any abelian LSAA of nilpotency class m + 1, there exists a
subalgebraFm which is an m-dimensional abelian filiform LSA.
Theorem 6.2 [8]. Let A be a complete abelian LSA (commutative nilpotent algebra) whose
nilpotency class is m + 1. Suppose that the dimAi > m + 1 − i. Then there exist a subbasis of
A, {e, e2, . . . , em, a1, a2, . . . , ai} such that aj = ej−1a1, j = 2, . . . , i.
Note that the filiform subalgebraF in Theorem 6.1 is maximal, so we will call it a maximal
filiform subalgebra ofA.
Lemma 6.3. Let (A, ·, 〈, 〉) be a CAHA. Then there is a maximal filiform subalgebraF on which
the restriction of the Hessian inner product is nondegenerate.
Proof. Let A is of nilpotency class m + 1 and let F = 〈d, d2, . . . , dm〉 be a maximal filiform
subalgebra ofA. If 〈d, dm〉 /= 0, then the Hessian inner product onF must be nondegenerate.
Now assume that 〈d, dm〉 = 0, then there exists an element a ∈A−F such that 〈a, dm〉 /= 0. Let
g(s) = 〈d + sa, (d + sa)m〉 be a polynomial of s. Theng(s) is not constant sinceg′(0) = (1 + m)
〈a, dm〉 /= 0. So we can choose a number s0 such that g(s0) = 〈d + s0a, (d + s0a)m〉 /= 0. Put
d¯ = d + s0a, then F¯ = 〈d¯, d¯2, . . . , d¯m〉 becomes a nondegenerate maximal filiform subalgebra
ofA. 
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Lemma 6.4. LetA be an n-dimensional CAHA.
(a) If dimC1 = n, thenA = Cn0 .
(b) If dimC1 = n − 1, thenA∼=Cn−20 ⊕F2.
(c) If dimC1 = 1, thenA is isomorphic to the n-dimensional abelian filiform algebraFn.
(d) If dimC1 >
⌊
n
2
⌋
, thenA is decomposable. More precisely,A contains Ck0 (k > 0) as a
nondegenerate ideal.
(e) For a subalgebra B ofA, we have B ·B⊥ ⊂ B⊥.
(f) If the nilpotency class ofA is equal to n (= dimA), thenA∼=C0 ⊕Fn−1.
Proof. (a) is trivial.
(b) In this caseAmust be of nilpotency class 3. LetF = 〈e, e2〉 be a nondegenerate maximal
Frobenius subalgebra ofA from Lemma 6.3. Then by dimension argument,F⊥ ⊂ C1. ThusF⊥
is a trivial ideal, that is,F⊥∼=Cn−20 , and henceF = (F⊥)⊥ is also an ideal from Lemma 4.5.
(c) is a special case of Theorem 4.9.
(d) From Lemma 4.5, we have that dimC1 + dimA/A2 > n. This says that W 11 /= {0} is a
nondegenerate ideal, thus it is isomorphic to Ck0 for some k > 0.
(e) For any a, b ∈ B and c ∈ B⊥, 〈a · c, b〉 = 〈a · b, c〉 = 0 since a · b ∈ B. Thus we have
a · c ∈ B⊥. This says that B ·B⊥ ⊂ B⊥.
(f) By using Lemma 6.3, let F = 〈e, e2, . . . , en−1〉 be a nondegenerate maximal Frobenius
subalgebra of A. Then F⊥ is of 1-dimensional, and hence we have F ·F⊥ = {0} since λei ’s
are all nilpotent. This says thatF and henceF⊥ are ideals. Moreover we have thatF⊥ = C0 a
1-dimensional trivial ideal. 
The trivial algebra C0 is the only 1-dimensional CAHA. Following two Propositions about the
2 and 3-dimensional classifications could be obtained directly from the above Lemma 6.4.
Proposition 6.5. There are two 2-dimensional CAHA’s (up to isomorphism). They are C20 and
F2.
Proposition 6.6. There are three 3-dimensional CAHA’s(up to isomorphism). They are C30,C0 ⊕
F2 andF3.
Though in Example 5.11 we have the isomorphic classification of 4-dimensional CAHA’s
which are of nilpotency class 3 and whose annihilators are of 2-dimensional, we will try to
classify them here independently for later use of the method.
Proposition 6.7. There are six 4-dimensional CAHA’s (up to isomorphism). They are C40,C20 ⊕
F2,C0 ⊕F3,F2 ⊕F2,F4 andA4, where the presentation ofA4 is given as the following:
A4 :=〈e, e2, a, ea|a2 = 0〉.
Proof. The classification of the cases of dimC1 ∈ {4, 3, 1} follows from Lemma 6.4. They are
C40,C
2
0 ⊕F2 andF4. Now we may assume that dimC1 = 2. The decomposable ones are isomor-
phic to C0 ⊕F3 andF2 ⊕F2, because these are all possible combination of lower dimensional
Hessian algebras. If A is indecomposable, then the nilpotency class of A is 3. Moreover the
module structure ofA isW 12 ⊕ W 21 with dim W 12 = dim W 21 = 2, that is, its double decomposition
is the following:
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Since dimA2 = 2, from Theorem 6.2, there exists a basis {e, e2, a, ea} with a2 = se2 + tea
for s, t ∈ C. By perturbation, we may assume that a2 = e2 where  = 1 or 0: if we put a¯ =
− th2 e + ha for some h ∈ C, then a¯2 = t
2+4s
4 h
2e2. Suppose that  = 1. In this case, put e˜ = e + a
and a˜ = e − a, then we have e˜a˜ = 0. ThusA = 〈e˜, e˜2〉 ⊕ 〈a˜, a˜2〉 =F2 ⊕F2 is a decomposable
one which is already obtained. The algebra with  = 0 is denoted byA4. Now we want show that
A4 is not isomorphic toF2 ⊕F2. Let us consider the 2-dimensional idealB ofA4, which is not
the annihilatorC1. So we may assume thatB is generated by a nonzero element se + ta ∈A4 for
some s, t ∈ C. Then e(se + ta) = se2 + tea ∈ B and a(se + ta) = sea ∈ B. If s /= 0, then we
see that 〈ea, e2〉 = C1 ⊂ B. This says that dimB = 3, which contradict our assumption. There-
fore, we have that s = 0 andB = 〈a, ea〉. However, from 〈a, ea〉 = 〈a2, e〉 = 0 and 〈ea, ea〉 = 0,
B is degenerate with respect to the Hessian inner product on A4. Hence we conclude that A4
has no 2-dimensional nondegenerate ideal. ThereforeA4 is not isomorphic toF2 ⊕F2. 
Proposition 6.8. There are nine 5-dimensional CAHA’s (up to isomorphism). They are C50,C
3
0 ⊕
F2,C
2
0 ⊕F3,C0 ⊕A4,C0 ⊕F2 ⊕F2,C0 ⊕F4,F2 ⊕F3,F5 andA5. The presentation
ofA5 is given as follows:
A5 :=〈e, e2, e3, a, ea|a2 = e3〉.
Proof. The classification of the cases of dimC1 ∈ {5, 4, 3, 1} follows from Lemma 6.4. They are
C50,C
3
0 ⊕F2,C20 ⊕F3,C0 ⊕A4,C0 ⊕F2 ⊕F2 andF5. Now we may assume that dimC1 =
2. Note that the decomposable ones are isomorphic to C0 ⊕F4 andF2 ⊕F3. Since dimC1 = 2,
the maximal nilpotency class of A is 5. If the nilpotency class of A is 5, from Lemma 6.4,
A∼=C0 ⊕F4. The nilpotency class of A cannot be 3 by the dimension argument if A is
indecomposable. Thus we will assume that the nilpotency class ofA is 4. IfA3 = C1, then, from
Theorem 6.2, the dimension ofA must be larger than or equal to 6, which is impossible. Hence
dimA3 must be equal to 1. By using Theorem 4.6 and Theorem 4.8, the double decomposition
ofA must be given as the following:
Thus we may assume thatA = 〈e, e2, e3, a, ea|a2 = sea + te3, s, t ∈ C〉 by using Theorem 6.2.
In [8], originally a2 = ue2 + sea + te3, but, in the Hessian case the module structure says that
a2 ∈ C1, hence we can eliminate the e2 term in the presentation of A. If s = 0, we have that
a2 = e3 by scaling. This gives usA5. If s /= 0, we have that a2 = ea by the following two step
perturbation:
(1) a2 = ea + te3 : Put a¯ = 1
s
a, then a¯2 = 1
s2
a2 = 1
s
ea + t
s2
e3 = ea¯ + t2
s
e3. (This is for s >
0. If s < 0, put also e¯ = −e, then this will give same result.)
(2) a2 =ea : Put a¯=a + te2, then ea¯=ea + te3 and hence we have a¯2 =a2 =ea + te3 = ea¯.
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ThenA = 〈e, e2, e3, a, ea|a2 = ea〉. Now put e˜ = e − a, then e˜2 = e2 − a2, e˜3 = e3 and e˜a =
0. Therefore we obtain A = 〈a, a2〉 ⊕ 〈e˜, e˜2, e˜3〉∼=F2 ⊕F3. We need to prove that A5 and
F2 ⊕F3 are not isomorphic. LetB be a derivation ofA5 (resp.F2 ⊕F3 = 〈a, a2〉 ⊕ 〈e, e2, e3〉).
Since a derivation is determined by the action on the generators, we may put
B(e) = s1e + s2a + s3e2 + s4ea + s5e3(resp.s1e + s2a + s3e2 + s4a2 + s5e3),
B(a) = t1e + t2a + t3e2 + t4ea + t5e3(resp.t1e + t2a + t3e2 + t4a2 + t5e3).
From the relation ofA5,
B(a2) = 2aB(a) = 2t1ea + 2t2e3,
B(e3) = 3e2B(e) = 3s1e3,
and they must be equal. So we have t1 = 0, t2 = 32 s1. Thus the dimension of the derivation algebra
ofA5 is 8. On the other hand, because ea = 0 inF2 ⊕F3,
B(ea) = 0 = eB(a) + aB(e) = t1e2 + t3e3 + s2a2.
Hence we have t1 = t3 = s2 = 0. Thus the dimension of the derivation algebra ofF2 ⊕F3 is 7.
ThereforeA5 andF2 ⊕F3 are not isomorphic. 
From Theorem 5.8, the set of isomorphism classes of 6-dimensional CAHA’s which are of
nilpotency class 3 and whose annihilators are of 3-dimensional is in 1-1 correspondence with the
quotient of the set of nondegenerate ternary cubic forms, P 33 /GL(3). The classification of ternary
cubic forms up to linear transformations is known (see for instance [13]), the nondegenerate ones
are the followings: for convenience we will write x = x1, y = x2, z = x3,
f1 = (x)3 + txz2 + z3 − y2z, f2 = x3 + xz2 − y2z,
f3 = x3 + z3 − y2z, f4 = x3 − y2z,
f5 = x2(x + z) − y2z, f6 = z(x2 + yz),
f7 = z(x2 + y2 + z2), f8 = xyz.
(27)
Here f1, f2, f3 are regular, that is, fx ,
f
y ,
f
z vanish simultaneously only at the origin. Thus they
are related to the classical invariant theory of elliptic curve, so called j -invariant [7]. From (27),
we calculate ui ∈ S(K,K∗) whereK = 〈e1, e2, e3〉,K∗ = 〈c1, c2, c3〉 as follows:
u1 =
⎛
⎝3c1 0 tc30 −c3 −c2
tc3 −c2 tc1 + 3c3
⎞
⎠ , u2 =
⎛
⎝3c1 0 c30 −c3 −c2
c3 −c2 c1
⎞
⎠ ,
u3 =
⎛
⎝3c1 0 00 −c3 −c2
0 −c2 3c3
⎞
⎠ , u4 =
⎛
⎝3c1 0 00 −c3 −c2
0 −c2 0
⎞
⎠ ,
u5 =
⎛
⎝3c1 + c3 0 c10 −c3 −c2
c1 −c2 0
⎞
⎠ , u6 =
⎛
⎝c3 0 c10 0 c3
c1 c3 c2
⎞
⎠ ,
u7 =
⎛
⎝c3 0 c10 c3 c2
c1 c2 3c3
⎞
⎠ , u8 =
⎛
⎝ 0 c3 c2c3 0 c1
c2 c1 0
⎞
⎠ .
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This gives the classification of 6-dimensional CAHA’s which are of nilpotency class 3 and whose
annihilators are of 3-dimensional.
Lemma 6.9. There are 1-parameter and seven 6-dimensional CAHA’s which are of nilpotency
class 3 and whose annihilators are of 3-dimensional (up to isomorphism). They areF2 ⊕F2 ⊕
F2,F2 ⊕A4 andA6,1(t),A6,2, . . . ,A6,6 whose presentations are given by the following: (cf.
Section 5)
A6,i =
{
Aui for i = 1, 2,
Aui+2 for i = 3, 4, 5, 6.
RecallAui is defined in (17). We note thatAu3∼=F2 ⊕F2 ⊕F2 andAu4∼=F2 ⊕A4 which
can be easily checked. Moreover these two CAHA are all the possible decomposable ones as a
6-dimensional CAHA which is of nilpotency class 3 and whose annihilators is of 3-dimensional
(up to isomorphism), hence the othersA6,1(t),A6,2, . . . ,A6,6 must be indecomposable.
Proposition 6.10. There are infinitely many 6-dimensional CAHA’s(up to isomorphism). Pre-
cisely, there are 1-parameter 6-dimensional CAHA’sA6,1(t) and except this 1-parameter family,
there are 21 6-dimensional CAHA’s. They are C60,C
4
0 ⊕F2,C30 ⊕F3,C20 ⊕F2 ⊕F2,C20 ⊕
A4,C
2
0 ⊕F4,C0 ⊕F2 ⊕F3,C0 ⊕A5,C0 ⊕F5,F2 ⊕F2 ⊕F2,F2 ⊕A4,F3 ⊕F3,
F2 ⊕F4,F6,A6,2, . . .A6,6,A6,7 andA6,8. The presentations ofA6,7 andA6,8 are given
as follows:
A6,7 :=〈e, e2, e3, a, ea, e2a|a2 = 0〉,
A6,8 :=〈e, e2, e3, e4, a, ea|a2 = e4〉.
Proof. The classification of the cases of dimC1 ∈ {6, 5, 4, 1} could be obtained from Lemma 6.4.
They are C60,C
4
0 ⊕F2,C30 ⊕F3,C20 ⊕A4,C20 ⊕F2 ⊕F2 andF6. For dimC1 = 3, the clas-
sification of CAHA’s which are of nilpotency class 3 and whose annihilators are of 3-dimensional
follow Lemma 6.9., For the other cases, the module structure says that the CAHA must contain
Ck0(k > 0) as a nondegenerate ideal. Thus they are the followings: C
2
0 ⊕F4,C0 ⊕F2 ⊕F3 and
C0 ⊕A5. Now let dimC1 = 2, then the maximal nilpotency class of A is 6. If the nilpotency
class ofA is 6, from Lemma 6.4,A∼=C0 ⊕F5, which is decomposable. If the nilpotency class
ofA is 5, by using Theorem 4.6, Theorem 4.8 and Theorem 4.9, the double decomposition ofA
can be one of the followings:
The first and second tables contradict Theorem 6.2. By adapting Theorem 6.2 on the third, we have
A = 〈e, e2, e3, e4, a, ea|a2 = sea + te4〉. Then by similar perturbation argument in the proof of
Proposition 6.8, the presentation of A reduces to the cases that a2 = e4 or a2 = ea and these
giveA6,8 orF2 ⊕F4 respectively. Similarly it can be shown that they are not isomorphic by
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comparing the dimensions of derivation algebras. If the nilpotency class of A is 4, the double
decompositionA must be the following:
andA = 〈e, e2, e3, a, ea, e2a|a2 = s1e2 + t1ea + s2e3 + t2e2a〉 by using Theorem 6.2. By sim-
ilar argument in the proof of Proposition 6.7,A is isomorphic toA6,7 orF3 ⊕F3 and they are
not isomorphic to each other. 
As a summary, we have the following table of indecomposable CAHA’s with dimension 6:
dimC1
dimA 1 2 3
1 C0
2 F2
3 F3
4 F4 A4
5 F5 A5
6 F6 A6,7 A6,1(t),A6,2
A6,8 A6,3,A6,4
A6,5,A6,6
Remark 6.11. Our classification of low dimensional CAHA’s is up to algebra isomorphism. From
Theorem 5.9, the isometric isomorphism classification of nilpotency class 3 CAHA give the same
results. On an abelian filiform algebraFn = 〈e, e2, . . . , en〉, there exists a unique Hessian inner
product (up to scalar) [3]. Moreover, for the standard Hessian inner product 〈, 〉 onFn, the matrix⎛
⎜⎝t
1
n+1 0
.
.
.
0 t
n
n+1
⎞
⎟⎠ gives an isometric isomorphism from (Fn, ·, 〈, 〉ϕ) to (Fn, ·, 〈, 〉) where
ϕ = tI . ThusFn has a unique Hessian inner product up to isometric isomorphism. With some
calculations, we found that A5,A6,7 and A6,8 also have a unique Hessian inner product up
to isometric isomorphism. This says that our classification is in fact an isometric isomorphism
classification. It would be an interesting question to ask whether for all dimension each CAHA
has a unique Hessian inner product up to isometric isomorphism.
References
[1] Lowell Abrams, Two-dimensional topological quantum field theories and Frobenius algebras, J. Knot Theory
Ramifications, 5 (5) (1996) 569–587.
[2] Yuncherl Choi, Kyeongsoo Chang, Hessian geometry of the homogeneous graph domain, Commun. Korean Math.
Soc. 22 (3) (2007) 419–428.
[3] Yuncherl Choi, Hyuk Kim, A characterization of Cayley Hypersurface and Eastwood and Ezhov conjecture, Int. J.
Math. 16 (8) (2005) 841–861.
2258 Y. Choi et al. / Linear Algebra and its Applications 428 (2008) 2236–2258
[4] Karel Dekimpe, Paul Igodt, Veerle Ongenae, The five-dimensional complete left-symmetric algebra structures
compatible with an abelian Lie algebra structure, Linear Algebra Appl. 263 (1997) 349–375.
[5] Karel Dekimpe, Veerle Ongenae, On the number of abelian left symmetric algebras, Proc. Amer. Math. Soc. 128
(2000) 3191–3200.
[6] Karel Dekimpe, Veerle Ongenae, Filiform left-symmetric algebras, Geom. Dedicata 74 (1999) 65–199.
[7] Igor V. Dolgachev, Introduction to geometric invariant theory, Lecture Notes Series, vol. 25, Seoul National University
Research Institute of Mathematics Global Analysis Research Center, 1994.
[8] Z.M. Dyment, Commutative nilpotent algebras, Dokl. Akad. Nauk BSSR 16 (1972) 299–301.
[9] Nathan Jacobson, Basic Algebra, I W.H. Freeman and Company, 1980.
[10] Hyuk Kim, Extensions of left-symmetric algebras, Algebras Groups Geom. 4 (1) (1987) 73–117.
[11] Hyuk Kim, Complete left invariant affine structures on nilpotent Lie groups, J. Differential Geometry 24 (1986)
373–394.
[12] Joachim Kock, Frobenius algebras and 2D topological quantum field theories, London Mathematical Society Student
Texts, vol. 59, Cambridge University Press, 2004.
[13] Irina A. Kogan, Marc Moreno Maza, Computation of canonical forms for ternary cubics, in: Proceedings of the 2002
International Symposium on Symbolic and Algebraic Computation, 2002, pp. 151–160 (electronic).
[14] Jean-Louis Koszul, Domaines bornés homogènes et orbites de groupes de transformations affines, Bull. Soc. Math.
France 89 (Nom. 26) (1961) 515–533.
[15] Serge Lang, Algebra, second ed., Addison-Wesley Publishing Company Advanced Book Program, 1984.
[16] Akira Mizuhara, On left symmetric algebras with a principal idempotent, Math. Japon. 49 (1999) 39–50.
[17] Akira Mizuhara, On left symmetric algebras over a nilpotent complex Lie algebra, Tensor (N.S.) 41 (1) (1984)
59–68.
[18] Robert L. Kruse, David T. Price, Nilpotent Rings, Gordon and Breach Science Publishers, 1969.
[19] Hirohiko Shima, The Geometry of Hessian Structures, World Scientific Publishing Co., 2007.
[20] D.A. Suprunenko, R.I. Tyškevicˇ, Commutative matrix, Nauka i Tehnika, Minsk, 1966.
[21] È.B. Vinberg, The theory of homogeneous convex cones, Trudy Moskov. Mat. Obšcˇ. 12 (1963) 303–358.
