Standard EKF-based CL
In this section, we present the equations of the 2D EKF-CL formulation with general system and measurement models. 1 In particular, in the standard formulation of CL, the state vector comprises the N robot poses expressed in the global frame of reference. Thus, at time-step k the state vector is given by:
where
T denotes the ith robot pose (position and orientation). In general, EKF-CL recursively evolves in two steps: propagation and update, based on the discrete-time process and measurement models, respectively.
EKF Propagation
In the propagation step, each robot processes its odometry measurements to obtain an estimate of the pose change between two consecutive time steps, and then employed in the EKF to propagate the robot state estimate. On the other hand, since the landmark is static, its state estimate does not change with the incorporation of a new odometry measurement. The EKF propagation equations are given by 2 :
where C(·) denotes the 2 × 2 rotation matrix, and
T is the odometry-based estimate of the robot's motion between time-steps k and k + 1. This estimate is corrupted by zero-mean, white Gaussian noise w i k = k x i k+1 − kx i k+1 , with covariance matrix Q k . Clearly this process model is nonlinear, and can be described by the following generic nonlinear function:
In addition to the state propagation equations, the linearized error-state propagation equation is necessary for the EKF. This is given by:
By stacking all N robots into the state vector, we havẽ
. .
where Φ i k and G i k are obtained from the state propagation equations (2)- (3):
. It is important to point out that the form of the propagation equations presented above is general, and holds for any robot kinematic model (e.g., unicycle, bicycle, or Ackerman model). The expressions for the particular example of the unicycle model, which is often used in practice, can be found in [2] .
EKF Update
During CL, the measurement used for updates in the EKF is a function of the relative pose (i.e., relative position and relative orientation) of the observed robot (say, jth robot) with respect to the observing robot (say, ith robot):
is the pose of the observed robot with respect to the observing robot at time-step k, and v (ij) k is zeromean Gaussian measurement noise with covariance R (ij) k . In this work, we allow h to be any measurement function. For instance, z (ij) k can be a direct measurement of relative position, a pair of distance and bearing measurements, bearing-only measurements from monocular cameras, relative orientation measurements from compasses, etc. Generally, the measurement function is nonlinear, and hence it is linearized for use in the EKF. The linearized measurement error equation is given bỹ
. . .
are the Jacobians of h with respect to the ith and jth robot poses, respectively, evaluated at the state estimatex k|k−1 . Using the chain rule of differentiation, these are computed as:
where ∇h (ij) k denotes the Jacobian of h with respect to the relative pose between ith and jth robots (i.e., with respect to the vector i x j k ), evaluated at the state estimatex k|k−1 .
⋆ k|k = x k , for all k). In the following, all matrices evaluated using the true state values are denoted by the symbol "˘".
For our derivations, it will be useful to define
which is the difference between two robots' positions at time-steps, k and ℓ. Using the above definition, we note that (cf. 
Based on this identity, it is easy to show by induction that
which holds for all ℓ > 0.
In the ensuing analysis, it is assumed that every robot continuously observes all other robots in the team during the time interval [k o , k o + m], i.e., the relative measurement graph (RMG) is complete. Note that this assumption is made only to simplify the notation, and is not necessary in the analysis. We hereafter first study the case where two robots comprise the team, and then extend the analysis to the general case in which the group consists of N > 2 robots. 
where Diag(·) denotes a block diagonal matrix. On the other hand, the following identity is immediate (cf. (7) and (22)
From (23) and (25) we obtain
Thus, the observability matrix,M, can be written as (cf. (18)) Proof. The rank of the product of the matricesD andȖ is given by (cf. (4.5.1) in [6] )
, it is evident thatȗ 1 = −ȗ 4 ,ȗ 2 = −ȗ 5 , whileȗ 3 +ȗ 6 = α 1ȗ4 +α 2ȗ5 , where
. We also note that {ȗ i } 6 i=4 are linearly independent. Therefore, the range of the matrixȖ is spanned by the vectorsȗ 4 ,ȗ 5 , andȗ 6 , i.e., R(Ȗ) = span col.
[
. Thus, rank(Ȗ) = 3.
We now observe that in generalDu i ̸ = 0, for i = 4, 5, 6. Moreover, note that any vector x ∈ R(Ȗ) \ 0 can be written as x = β 1ȗ4 +β 2ȗ5 +β 3ȗ6 for some β i ∈ R, where β i , i = 1, 2, 3, are not simultaneously equal to zero. Thus, in general,Dx = β 1Dȗ4 + β 2Dȗ5 + β 3Dȗ6 ̸ = 0, which implies that x does not belong to the nullspace
The above lemma shows that three directions of the state space are unobservable. To identify these directions, we examine the nullspace of the matrixM. It can be easily verified that a basis for the right nullspace ofȖ (and thus ofM) is given by
From the structure of the vectors n 1 and n 2 we see that a change in the state by ∆x = αn 1 + βn 2 , α, β ∈ R corresponds to a "shifting" of the x − y plane by α units along x, and by β units along y. Thus, if the two robots are shifted equally, the states x and x ′ = x + ∆x will be indistinguishable given the odometry and relative measurements. To understand the physical meaning of n 3 , we consider the case where the x − y plane is rotated by a small angle δϕ. Rotating the coordinate system transforms any point
where we have employed the small angle approximations c(δϕ) ≃ 1 and s(δϕ) ≃ δϕ. Using this result, we see that if the plane containing the two robots is rotated by δϕ, the CL state vector will change to
which indicates that the vector n 3 corresponds to a rotation of the x − y plane. This result implies that any such a global rotation is unobservable, and will cause no change to the measurements. The preceding analysis for the meaning of the basis vectors of the unobservable subspace agrees with [4] as well as with intuition, which dictates that the global coordinates of the state vector (rotation and translation) are unobservable, since the relative measurements only depend on the relative robot configurations.
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N-robot case
We now examine the general case where N > 2 robots are included in the group. Similarly, with the assumption of a complete RMG, the measurement Jacobian matrix at time-step k o + ℓ, can be written as
Similarly to (24), the following identity holds:
Therefore, by using the results of (31) and (32), for ℓ = 0, 1, · · · , m, and proceeding similarly as in the two-robot case (cf. (26)), we obtain the observability matrix,M, shown in (33).
Lemma 2.2. The rank of the observability matrix,M, of the ideal EKF-CL in the general
Proof. Proceeding similarly to the proof of Lemma 2.1, by denotingȖ
, we first note that
Our next goal is to show thatȗ 3 can also be expressed as a linear combination of other columns ofȖ. We observe that the summation of every third column of the block row ofȖ corresponding to robot j measuring robot i at time
We can further decompose the first term as
Using these results, we have
. . , N . Now we obtain the desired result [ȗ
Analogously, we observe that in generalDȗ i ̸ = 0, for i = 4, . . . , 3N . Moreover, we note that any vector 
Furthermore, by inspection, a basis for the right nullspace ofM is given by
Note the similarity of this result with that of (29). Clearly, the physical interpretation of this result is analogous to that of the two-robot case: the global translation and orientation of the state vector are unobservable.
Special case: relative-orientation only measurements
We now consider the special case where only relative-orientation measurements are available. In this case the measurement Jacobians corresponding to the measurement z (12) and (13)- (14)):
with
By following the same procedures as described in Section 2.1.2, we can easily show that the observability matrix for this special case assumes the following form (cf. (38)). It is also not difficult to show that in this case, rank(M) = N − 1 and thus the unobservable subspace has dimension of 2N + 1.
Standard EKF-CL
We now study the observability properties of the standard EKF-CL, in which the Jacobians are evaluated at the estimated state (i.e., x ⋆ k|k−1 =x k|k−1 and x ⋆ k|k =x k|k , for all k). Similarly, we begin with the case of a two-robot team, and then extend to the general case where arbitrary number of robots comprise the group.
We first note that the following definitions will be useful for the ensuing derivations:
where k o is the first time instant of interest, and k, ℓ ≥ k o . In the above expressions, dp i is the correction in the ith robot position estimate due to the EKF update, while δp ij is the estimated difference between two robot positions (cf. (20)) evaluated using the estimates after the respective propagation steps, which will also be useful in the derivations of our proposed OC-EKF (cf. Section 3). 
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Two-robot case
Using the definition of ∆p ij in (40), we start by deriving an expression analogous to that of (21):
Using induction, we can show that
for ℓ > 0. As a result, the following identity is immediate:
The measurement Jacobian now is given by (cf. (23))
Multiplication of (44) and (43) yields
Thus, the observability matrix M (cf. (18)) can be written as I2 J∆p 12 (ko+m,ko+m−1) 
, we first note that the EKF update corrections in the robot position estimates, dp i (cf. (39)), are in general different at different time steps. As a consequence, ∆p ij (cf. (40)) are also different at different time steps, resulting in columns 3 and 6 of matrix U (i.e., u 3 and u 6 ) becoming general column vectors and thus not linearly dependent on any other columns. Additionally it is evident that u 1 = −u 4 , u 2 = −u 5 , and moreover u 4 and u 5 are linearly independent. Therefore, one possible basis of the range of the matrix U is its columns vectors {u i } 6 i=3 , i.e., R(U) = span col.
. Therefore, rank(U) = 4. By proceeding similarly to the proof of Lemma 2.1, we observe that in general Du i ̸ = 0, for i = 3, . . . , 6, and moreover any vector x ∈ R(U) \ 0 can be written as x = ∑ 4 i=1 β i u i+2 for some β i ∈ R, where the β i 's are not simultaneously equal to zero. As a result, in general,
∩ R(U)) = 0, and finally, based on theorem (4.5.1) in [6] ,
We thus see that the linearized error-state model employed in the standard EKF-CL has different observability properties than that of the ideal EKF-CL. In particular, by processing the measurements collected in the time interval [k o , k o + m], the EKF acquires information along the 4 directions of the state space corresponding to the observable subspace of the linearized system. However, the measurements actually provide information in only 3 directions of the state space (i.e., the robot-to-robot relative pose), and as a result, the EKF gains "spurious information" along the unobservable directions of the underlying nonlinear CL system, which leads to inconsistency.
To probe further, we note that the basis of the right nullspace of M is given by
Note that these two vectors correspond to a shifting of the x − y plane, which implies that such a shifting is unobservable. On the other hand, the direction corresponding to the rotation is "missing" from the unobservable subspace of the EKF system model (cf. (29) and (30)). Therefore, we see that the filter will gain "nonexistent" information about the robots' global orientation. This will lead to an unjustified reduction in the orientation uncertainty, which will, in turn, further reduce the uncertainty in all state variables.
N-robot case
Similar results can be derived in the general case, where N robots comprise the team. Specifically, the following lemma can be proved:
Lemma 2.4. The rank of the observability matrix, M, of the standard EKF-CL in the general
Proof. Proceeding similarly to that of the ideal EKF-CL (cf. Section 2.1.2), the observability matrix M can be obtained as shown in (48). Proceeding similarly to the proof of Lemma 2.2, by denoting
, we first note that where [ 
Thus, identical conclusions can be drawn in the case where the team consists of N > 2 robots. In particular, we see that the dimension of the nullspace of the observability matrix, M, erroneously becomes 2. Furthermore, one possible basis for the nullspace can be shown to be equal to
Thus, we see that the global orientation is erroneously observable in this case as well, which leads to inconsistent estimates.
As a final remark, preceding as presented in Section 2.1.3, we can show that in the special case of relativeorientation only measurements, the observability matrix of the standard EKF-CL is identical to that of the ideal EKF-CL (cf. (38)), i.e., M =M, and thus the unobservable subspace is also of dimension 2N + 1.
Observability Constrained (OC)-EKF CL
In the preceding section, it was shown that when the filter Jacobians are evaluated using the latest state estimates, the error-state system model employed by the EKF has an observable subspace of dimension higher than that of the actual CL system. This will always lead to unjustified reduction of the covariance estimates, and thus to inconsistency. In our previous work [2] , we have proposed an observability-based methodology for designing consistent estimators for EKF-based SLAM. The key idea of this approach is to select linearization points to ensure that the linearized error-state system model employed by the EKF has appropriate observability properties. By doing so, the influx of spurious information along the erroneously observable direction of the state space is avoided, thus improving the consistency of the estimates. It is important to note that this solution can be used for designing consistent estimators for any nonlinear system. Therefore, in this work, analogously to EKF-SLAM, we propose selecting the EKF linearization points in a way that guarantees an unobservable subspace of dimension three for the linearized error-state
where N is a 3N × 3 full-rank matrix, then the corresponding observability matrix is of rank 3N − 3.
Proof. When (50)-(51) hold, then all the block rows of the observability matrix (cf. (18)) will have the same nullspace, spanned by the columns of N.
TR-2009-0003 15
Essentially, the selection of N is a design choice, which allows us to control the unobservable subspace of the EKF system model. Ideally we would like the column vectors of N to be identical to those in (34), which define the unobservable directions of the ideal EKF's system. However, this cannot be achieved in practice, since these directions depend on the true values of the state, which are unavailable during any real-world implementation. A natural selection, which is realizable in practice, is to define the unobservable subspace of the observability matrix based on the first available state estimates, i.e., for the two-robot case to choose
When more than two robots (i.e., N > 2) are included in the state vector, N can be chosen analogously, augmented by a submatrix,
, corresponding to each robot (i = 1, 2, . . . , N ), i.e.,
Once N has been selected, the next design decision to be made is the choice of the linearization points at each time step. For the particular selection of N in (52), this amounts to choosing the linearization points for all k > k o to ensure that (51) holds (note that (50) is satisfied by construction in this case). Clearly, several options exist, each of which leads to a different algorithm within the general framework described here. In what follows, we present two algorithms, termed observability-constrained (OC)-EKF 1.0 and 2.0, to achieve this goal.
then it is guaranteed that the unobservable subspace of the resulting EKF linearized error-state model is of dimension 3.
Proof. Using the linearization points (54), the state-propagation Jacobian Φ i k (cf. (8)) is now computed as
The difference compared to (8), which is Jacobian used in the standard EKF, is that the prior estimate of robot position,p i k|k−1 , is used in place of the posterior estimate,p i k|k . In contrast, the measurement
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Jacobian, H
(ij)
k , is computed in the same way as for the standard EKF (cf. (12)). As a result, using the definition of δp ij (41), the observability matrix M ′ in the OC-EKF 1.0 algorithm for the two-robot case, assumes the following form:
I2 Jδp21(ko+m,ko) −I2 −Jδp22(ko+m,ko)
It becomes evident that compared to the observability matrix of the ideal EKF-CL (cf. (27)), the only difference arising in U ′ is that δp ij is replaced by its estimate, δp ij , for i, j = 1, 2. Moreover, by inspection, the right nullspace of M ′ is given by
Thus, matrix M ′ has rank 3, which shows that the OC-EKF 1.0 is based on an error-state system model whose unobservable subspace is of dimension 3.
Similarly, in the case where N > 2 robots comprise the team, it can be easily shown that the corresponding observability matrix M ′ follows the same structure as that of the ideal EKF-CL (cf. (58)), but where δp ij is replaced by its estimate, δp ij , for all i, j = 1, . . . , N . It is not difficult to show that the observability matrix M ′ is of rank 3N − 3, and thus the unobservable subspace is once again of dimension 3.
OC-EKF 2.0
Even though the OC-EKF 1.0 typically performs substantially better than the standard EKF (cf. Sections 4 and 5), it relies heavily on the prior state estimates, since it uses them at all time steps for computing the filter Jacobians (cf. (54)). If these estimates are far from the true state, the linearization errors incurred may be large, and could degrade the performance of the estimator. Note that there are two competing goals that should be reconciled: reduced linearization errors at each time step and correct observability properties of the linearized system model. Therefore, we propose an alternative OC-EKF, termed OC-EKF 2.0, which selects the linearization points of the EKF so as to minimize the expected squared error of the linearization points while satisfying the observability conditions (cf. (50) and (51)). This can be formulated as a constrained minimization problem where the constraints express the observability requirements. Specifically, at time-step k + 1, we aim at minimizing the linearization error of the points x ⋆ k|k and x ⋆ k+1|k , which appear in the filter Jacobians Φ k and H k+1 (cf. (7) and (12), respectively), subject to the observability 
where z 0:k denotes all the measurements available during the time interval [0, k] . In general, the constrained minimization problem (59)- (60) is intractable. However, when the two pdfs, p(x k |z 0:k ) and p(x k+1 |z 0:k ), are Gaussian distributions (which is the assumption employed in the EKF), we can solve the problem analytically and find a closed-form solution. In the following, we first show how the closed-form solution can be computed for the simple case where only two robots are included in the state vector, and then the case of N > 2 robots is presented afterwards.
where E(·) denotes expectation and tr(·) the matrix trace. Proceeding similarly, the second term of the cost function (59) can be derived as
Using (63) and (64), as well as the fact that the true P k|k and P k+1|k are independent of the linearization points, the following equivalence holds:
We now derive the following identities for the observability constraint (60) (cf. (45) and (52)):
This completes the proof.
It is important to observe from the above proof, that the pair of measurements, z
k+1 and z (21) k+1 , result in the same constraint (66). This can be easily generalized to any pair of measurements, z (ij) and z (ji) , in a general N > 2 robot case (cf. Lemma 3.4).
Using the technique of Lagrangian multipliers, the optimal solution to the problem (61)-(62) can be obtained as
We see that λ k and thus the linearization point of each robot, p
⋆ i k|k
, depend on all robots' estimates. However, this increased complexity renders the optimal linearization errors.
Using the linearization points in (67), the state-propagation Jacobians in the OC-EKF 2.0 are now computed as
while the measurement Jacobian matrices are calculated in the same way as in the standard EKF (cf. (12)).
N-robot case
We now consider the case where more than two robots (i.e., N > 2) are included in the state vector. We first note the following two properties will be useful for our ensuing derivations. 
where the Lagrangian multipliers are obtained as:
By stacking the above equations into a matrix form, we have:
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Once we obtain the linearization points in (80), we compute the state-propagation Jacobians similarly to (68)-(69), while the measurement Jacobian matrices are calculated in the same way as in the standard EKF (cf. (12)).
Remarks
It is important to point out that, compared to the standard EKF, the only change in the OC-EKFs (1.0 and 2.0) is the way in which the state-propagation Jacobians are computed (cf. (55), (68), (69) and (8)), while the state estimates and covariance matrices in the OC-EKFs are propagated and updated in the same way as in the standard EKF. For clarity, the steps of the OC-EKF CL algorithm are outlined in Algorithm 1. We also stress that even though a complete RMG (i.e., each robot can observe all others) is assumed at every time step in the preceding analysis, this is not a necessary assumption for the OC-EKF operation, as the analysis can easily be extended to the case of limited sensor range, where multiple propagation steps occur between updates. In addition, as the analysis is valid for any sensing modality, the OC-EKFs are also applicable for heterogeneous robot teams (cf. Section 5).
Algorithm 1 Observability Constrained (OC)-EKF CL
Require: Initial state estimates and covariance 1: loop
2:
Propagation: If odometry information is available, 3: propagate the state estimates via (2)- (3) 4:
if OC-EKF 1.0 then 5: compute the propagation Jacobian (cf. (55)) 6:
propagate the state covariance (cf. (7)):
else if OC-EKF 2.0 then
compute the propagation Jacobian (cf. (68)- (69)) 9:
end if
11:
Update: If robot-to-robot measurements are available,
12:
compute the measurement residual:
compute the measurement Jacobian (cf. (13)- (14)) 14:
compute the Kalman gain:
update the state estimates and covariance:
16: end loop
As a final remark, we stress that the new OC-EKF estimators are causal and realizable in practice, since they do not utilize any knowledge of the true state. Interestingly, even though the proposed filters do not use the latest available state estimates (and thus utilize Jacobians that are less accurate than those of the standard EKF), they exhibit better consistency properties than the standard EKF. This is shown through extensive simulations and real-world experiments in the next two sections.
Simulation Results
A series of Monte-Carlo comparison studies were conducted under various conditions, in order to validate the preceding theoretical analysis and to demonstrate the capability of the OC-EKF (1.0 and 2.0) estimators to improve the consistency of EKF-CL. The metrics used to evaluate filter performance are: (i) the average root mean square (RMS) error, and (ii) the average normalized (state) estimation error squared (NEES) [7] . It is known that the NEES of an M -dimensional Gaussian random variable follows a χ 2 distribution with M degrees of freedom. Therefore, if a certain filter is consistent, we expect that the average NEES for each robot pose will be close to 3 for all k. The larger the deviation of the NEES from these values, the larger the inconsistency of the filter. By studying both the RMS errors and NEES of all the filters considered here, we obtain a comprehensive picture of the estimators' performance.
Case I: Four-robot team
In the simulation tests, we consider a CL scenario in which four robots randomly move in an area of size 20 m × 20 m. Fig. 5 shows the partial trajectories of the four robots in order to preserve the clarity of the presentation. 50 Monte Carlo simulations were performed, and during each run, all filters process the same data, to ensure a fair comparison. The four estimators compared are: (i) the ideal EKF, (ii) the standard EKF, (iii) the OC-EKF 1.0, and (iv) the OC-EKF 2.0.
For the results presented in this section, four identical robots with a simple differential drive model move on a planar surface, at a constant linear velocity of v = 0.25 m/sec, while the rotational velocity is drawn from the uniform distribution over [−0.5, 0.5] rad/sec. The two drive wheels are equipped with encoders, which measure their revolutions and provide measurements of velocity (i.e., right and left wheel velocities, v r and v l , respectively), with standard deviation equal to σ = 5%v for each wheel. These measurements are used to obtain linear and rotational velocity measurements for each robot, which are given by v = assume that all measurements occur at every time step. However, this is not a necessary assumption, as the analysis can easily be extended to the case where multiple propagation steps take place between updates (e.g., limited sensing range, or different sampling frequencies between proprioceptive and exteroceptive sensors). The standard deviation of the distance measurement noise is equal to 10% of the robot-to-robot distance, while the standard deviation of the bearing measurement noise is set to σ θ = 10 deg. It should be pointed out that the sensor-noise levels selected for the simulations are larger than what is typically encountered in practice. This was done purposefully, since larger noise levels lead to higher estimation errors, which make the effects of inconsistency more apparent. Fig. 6 shows the orientation estimation errors for one of the robots, obtained from a typical simulation (the results for the other three robots are very similar and thus omitted for clarity). Clearly, the standard-EKF errors grow significantly faster than those of the ideal and the OC-EKFs, which indicates that the standard EKF tends to diverge. Note also that although the orientation errors of the ideal and the OCEKFs remain well within their corresponding 3σ bounds, those of the standard EKF exceed them. Most importantly, in contrast to those of the OC-EKFs, the 3σ bounds of the standard EKF (computed from the square-root of the corresponding element of the estimated covariance matrix) remain almost constant as if the orientation of the robot was observable. However, as discussed in Section 2, the robots have no access to absolute orientation information and thus the orientation covariance should continuously grow (as is the case for the ideal and the OC-EKFs). The results of Fig. 6 clearly demonstrate that the incorrect observability properties of the standard EKF cause an unjustified reduction of the orientation uncertainty.
Figs. 7 and 8 show the average NEES and RMS errors, respectively, for all four robots. These plots show the average errors over all Monte Carlo runs, plotted over time, while Table 1 presents the average error values over all time steps. As evident, the performance of both the OC-EKFs is almost identical to that of the ideal EKF, and substantially better than the standard EKF, both in terms of RMS errors and NEES. This occurs even though the Jacobians used in the OC-EKFs are less accurate than those used in the standard EKF, as explained in the preceding section. This fact indicates that the errors introduced by the use of inaccurate Jacobians have a less detrimental effect on consistency than the use of an error-state system model with observable subspace of dimension larger than that of the actual CL system. In addition, the performance of the OC-EKF 2.0 is superior to that of the OC-EKF 1.0 by a small margin. This is attributed to the fact that the OC-EKF 1.0 has larger linearization errors than its alternative, the OC-EKF 2.0, whose linearization errors are optimal by construction, under the observability constraints.
Case II: Ten-robot team
In this simulation, we test the performance of the proposed OC-EKFs for varying size of the robot team. In particular, exact simulation setup (including the noise characteristics) as in Case I (see Section 4.1) except now the team containing ten identical robots. Very similar results to the ones in Case I are obtained (see 
Experimental Results
A real-world experiment was performed to further validate the preceding analysis and the proposed OC-EKF algorithms. During the test, a team of four Pioneer I robots moves in a rectangular area of 2.5 m × 4.5 m, within which the positions of the robots are being tracked by an overhead camera. For this purpose, rectangular targets are mounted on top of the robots and the vision system is calibrated in order to provide ground-truth measurements of the pose of the robots in a global coordinate frame. The standard deviation of the noise in these measurements is approximately 0.5 deg for orientation and 0.01 m, along each axis, for position. The robots were commanded to move at a constant velocity of v = 0.1 m/sec while avoiding collision with the boundaries of the arena as well as with their teammates. Fig. 11(a) shows the experimental setup. The trajectories of the four robots are shown in Fig. 11(b) , where only partial trajectories are plotted in order to keep the figure clear.
Although four identical robots were used, calibration of their odometric sensors showed that the accuracy of the wheel encoder measurements is not identical for all robots. Specifically, the measurement errors are well-modeled as Gaussian zero-mean white noise processes and the standard deviation of the velocity TR-2009-0003 27 measurements ranges from σ vmin = 3.8%v for the most accurate odometer to σ vmax = 6.9%v for the robot with the highest noise levels. Similarly, the standard deviations of the rotational velocity measurements have values between σ ωmin = 0.0078 rad/sec and σ ωmax = 0.02 rad/sec for the four robots. We observe that as a result of the variability of sensor characteristics, attributed to manufacturing imperfections, the experiment involves a heterogeneous robot team, despite all robots being the same model, equipped with the same sensors. This gives us the opportunity to test the performance of the OC-EKF algorithms in a realistic scenario. We stress that the derivations of the OC-EKFs in Section 3 requires neither the homogeneity of robot teams, nor a complete RMG at every time step. Besides the previous simulations in which a homogeneous robot team was used, this experiment demonstrates the superior performance of the OC-EKFs versus the standard EKF also for heterogeneous robot teams. Relative distance-bearing measurements are produced synthetically using the differences in the positions of the robots, as these are recorded by the overhead camera, with the addition of noise. For the experimental results shown in this section, the distance-bearing measurements are corrupted by zero-mean white Gaussian noise processes, with standard deviation σ d = 0.05 m and σ θ = 2 deg, for distance and bearing measurements, respectively. Position estimation was run off-line and all measurements were downsampled to the rate of 1 Hz.
Three filters were implemented: (i) the standard EKF, (ii) the OC-EKF 1.0, and (iii) the OC-EKF 2.0. Comparative results for the three filters are presented in Figs. 12 and 13, while Table 2 shows the averaged NEES and RMS errors of the robot pose, respectively. From the experimental results it becomes clear that in this particular experiment the OC-EKFs outperforms the standard EKF, in terms of both accuracy and consistency, while both OC-EKF 1.0 and 2.0 perform almost identically. This agrees with the simulation results presented in the preceding section. These results, along with those of the simulations presented in the previous section, further support our conjecture, which states that the mismatch in the dimension of the unobservable subspace between the linearized CL system and the underlying nonlinear system is a fundamental cause of filter inconsistency. 
