Information Assisted Dictionary Learning for fMRI data analysis by Morante, Manuel et al.
Information Assisted Dictionary Learning
for fMRI data analysis
Manuel Morantea, Yannis Kopsinisb, Sergios Theodoridisc,d, Athanassios Protopapase
aComputer Technology Institutes & Press “Diophantus”, Patras (Greece)
bLIBRA MLI Ltd, Edinburgh (UK)
cKapodistrian University of Athens (Greece)
dChinese University of Hong Kong, Shenzhen, (China).
eUniversity of Oslo (Norway)
Abstract
In this paper, the task-related fMRI problem is treated in its matrix factorization formulation,
focused on the Dictionary Learning (DL) approach. The new method allows the incorporation of
a priori knowledge associated both with the experimental design as well as with available brain
Atlases. Moreover, the proposed method can efficiently cope with uncertainties related to the
HRF modeling. In addition, the proposed method bypasses one of the major drawbacks that are
associated with DL methods; that is, the selection of the sparsity-related regularization parameters.
In our formulation, an alternative sparsity promoting constraint is employed, that bears a direct
relation to the number of voxels in the spatial maps. Hence, the related parameters can be tuned
using information that is available from brain atlases. The proposed method is evaluated against
several other popular techniques, including GLM. The obtained performance gains are reported
via a novel realistic synthetic fMRI dataset as well as real data that are related to a challenging
experimental design.
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1 Introduction
In order to perform several actions/tasks, the human
brain relies on the simultaneous activation of many Func-
tional Brain Networks (FBN), which are engaged in
proper interaction to execute the tasks effectively. Such
networks, potentially distributed over the whole brain, are
defined as segregated regions exhibiting high functional
connectivity. The latter is quantified via the underlying
correlations among the associated activation/deactivation
time patterns, which are referred to as time courses [1].
Examples of brain networks are the visual, somatosensory,
neuronal default mode, dorsal attention, and executive
control networks. Functional Magnetic Resonance Imag-
ing (fMRI) is the dominant data acquisition technique
for the detection and study of FBNs [2]. fMRI mea-
sures the Blood Oxygenation Level-Dependent (BOLD)
contrast [3] that constitutes the evoked hemodynamic re-
sponse of the brain to the corresponding neuronal activity.
This process can be modeled as a convolution between the
actual neuronal activation and a person-dependent im-
pulse response function, called Hemodynamic Response
Function (HRF). The fMRI captures 3D images with a
typical resolution being 64 × 64 × 32 voxels per image,
whereas a sequence of 200 to 300 images are acquired per
session (usually, one image every one or two seconds).
The obtained fMRI measurements, associated with each
voxel, comprise a mixture of the time courses correspond-
ing to those FBNs, which are active at the specific voxel.
Moreover, beyond the brain-induced sources, additional
machine-induced interfering sources are also present that
contribute to the measured mixture. The ultimate goal
of the fMRI analysis is to detect the set activated of vox-
els, referred to as spatial map, in which each brain source
of interest manifests itself in revealing the corresponding
FBN.
In the case of block- or event-related experimental de-
signs, i.e., when the subject is presented with a fixed num-
ber of pre-selected stimuli, which are referred to as condi-
tions, the shape of the time courses that correspond to the
conditions of the experimental design are estimated as the
convolution of the conditions with the canonical Hemo-
dynamic Response Function (cHRF) [4]. Hereafter, such
time courses are referred to as task-related time courses.
A prominent approach for fMRI data analysis is via
Blind Source Separation (BSS), which is usually per-
formed via appropriate matrix factorization schemes [5].
Independent Component Analysis (ICA) [6], [7], [8], and
Dictionary Learning (DL) are the most popular paths. A
drawback of ICA is the independnce assumption, which
can be violated in fMRI, especially in high spatial over-
lap, [9], [10], [11]. Unlike the independence hypothesis,
DL relies on sparsity that is a reasonable assumption con-
cerning the brain activity [12], [13], [14].
However, DL approaches are not beyond shortcom-
ings. The tuning of the associated regularization param-
eters is not easy in practice and it is usually performed via
cross validation techniques; however, in real experiments,
this is not possible due to the lack of ground truth data,
[5, 15, 16, 17, 18]. Therefore, the only way to proceed with
the parameters’ fine-tuning is via the visual inspection of
the results, a process that requires the active judgment
of the user; this can be inconsistent and susceptible to
errors that may hamper the adoption of DL approaches
in practice.
Alternatively, another candidate family of BSS for
the fMRI data analysis is the Non-negative Matrix Fac-
torization (NMF) approach [19, 20, 21, 22]. Unlike the
previous techniques, the NMF methods impose a non-
negativity constraint over the matrix factorization. Nev-
ertheless, the non-negativity constraint may not be valid
in practice [23]. In the fMRI framework, the aim of the
non-negativity constraint conceptually consists of elimi-
nating the negative contribution of the BOLD signal re-
sponse, leaving only the positive activations [19], which
potentially weakens the performance of the NMF meth-
ods. Furthermore, NMF algorithms, often, require the
tunning of several regularization parameters, sharing the
same limitations related to standard DL techniques.
Conventional analysis of fMRI data relies on ap-
proaches focused on the General Linear Model (GLM),
which assumes the prior availability of the task-related
time courses [24]. This approach suffers from a criti-
cal limitation: It assumes that the HRF is known and
fixed, whereas the truth is that the HRF significantly
varies across subjects [25], [26]. In contrast, BSS meth-
ods do not need to make any assumption regarding the
HRF. Moreover, they inherently model interfering ar-
tifacts, such as machine-induced artifacts, uncorrected
head-motion residuals or other unmodeled physiological
signals that may obscure the brain activity of interest. In
addition, they can discover other brain-induced sources
beyond the task-related ones.
Despite their advantages, BSS methods share a major
drawback compared to GLM: when two or more task-
related sources manifest themselves in highly overlapped
brain regions, ICA, to a larger, and DL to a smaller
extent, can fail to discriminate them. This situation
is typical in most experimental designs of interest, in
which the different experimental conditions can activate
the same major functional brain network, e.g., the audi-
tory, the visual, the somatomotor, etc. In contrast, GLM-
based methods offer the option of studying the contrast
among different conditions, aiming at detecting brain ar-
eas, which are activated due to a specific task.
In an attempt to overcome the aforementioned fun-
damental drawbacks of the BSS methods against GLM,
efforts have been made to create new approaches [27, 28].
In the ICA framework, the most relevant is to impose
tast-related information. Collectively, such methods are
referred to as constrained ICA [29, 30, 31, 31, 32, 33]. Al-
though constrained ICA methods often lead to enhanced
performance, compared with their fully blind counter-
parts [34], they suffer from a critical limitation: the em-
bedded constraint, e.g., the imposed task-related time
courses, must not violate the independence assumption.
2
This requirement poses stringent constraints either on the
total number of allowable time sequences, e.g. [35], or
on the nature of the imposed time courses, which need
to be independent of each other [36, 37, 32, 33]. Both
restrictions heavily limit the application of constrained
ICA to fMRI, since the most common case is to have ex-
perimental designs that comprises more than two BOLD
sequences. Moreover, they often correspond to signifi-
cantly overlapping regions and, therefore, to highly sta-
tistically dependent sources. Furthermore, in contrast
to many unconstrained ICA algorithms, which require a
reduced number of relatively easy to tune parameters,
all the constrained ICA algorithms require extensive reg-
ularization paramenter fine-tuning [33], following cross-
validation arguments. Even the most recent constrained
ICA techique, referred as CSTICA [33], involves three
regularization parameters and, as it is pointed out by the
authors, that the algorithm still needs further improve-
ment to “enable these parameters not to be determined
by the experiments”. Beyond the constrained ICA, there
are also NMF algorithms that allow the incorporation of
external information [21, 22]; yet, they suffer from similar
drawbacks that limit their applicability in practice.
Recently, a DL method called Supervised Dictionary
Learning (SDL) [38] was introduced, which allows the in-
corporation of external information from the task-related
time courses in a rationale similar to to GLM. As a result,
SDL is greatly benefited in the case of highly overlapping
spatial maps, and leads to performance similar to that of
GLM. However, SDL inherits from GLM two major draw-
backs: a) it builds upon the cHRF, which is fixed and
inevitably different from the true one, and b) it adopts
a regularized formulation of the DL, which inherits the
difficulties associated with the tuning of the related pa-
rameter. In Section 4.4, Table II, we provide a thorough
comparison among all competitive approaches and their
characteristics, which are of interest in the fMRI case.
In this paper, a novel DL formulation, referred to
as Information Assisted Dictionary Learning (IADL) is
proposed, which, among other merits, alleviates the two
aforementioned critical disadvantages of SDL as well as
those related to constrained ICA approaches. More
specifically:
• A new semi-blind DL approach is proposed that in-
corporates HRF-related information. However, this
information is provided in a relaxed way that allows
flexibility around the cHRF and, implicitly, it can
accommodate related inaccuracies and variations.
• A new sparsity constraint is adopted, which incor-
porates sparsity in a systematic way that accepts a
physical interpretation that relates to the relative
size of the areas, which are activated by the un-
derlying FBNs. This latter information is readily
available in brain atlases and it naturally complies
with the FBNs’ segregated nature.
• The proposed sparsity constraint also offers the flex-
ibility of dealing with dense sources that is, sources
that are not sparse. Indeed, in real fMRI, some of
the sources, which are usually related to machine
artifacts, can be dense.
• A highly realistic synthetic dataset is constructed
allowing to conduct a thorough performance eval-
uation of the new method against state-of-the-art
ICA and DL-based approaches.
Notation
A lower case letter, x, denotes scalars, a bold capital let-
ter, X, denotes a matrix, and a bold lower case letter, x,
denotes a vector with its ith component denoted as xi.
The ith row and the ith column of a matrix, X ∈ RM×N ,
are represented as xi ∈ R1×N and xi ∈ RM×1, respec-
tively. Moreover, xij denotes the element “located” at
row i and column j of the matrix X.
2 Novel DL constraints tailored to
task-related fMRI
2.1 Preliminaries on DL-based fMRI
analysis
The data collected during an fMRI experiment form a
two dimensional data matrix as follows: Each one of the
acquired 3D images is unfolded and stored into a vec-
tor, x = [x1, x2, . . . , xN ] ∈ R1×N , where N is the total
number of voxels per image. Such vectors correspond to
the sequence of, say T , successively obtained images and
they are concatenated as rows to form the data matrix
X ∈ RT×N . Note that in practice, prior to the formation
of the data matrix, X, several standardized pre-processing
steps are conducted to account for many detrimental ef-
fects related to the fMRI image acquisition process, such
as slice timing correction, head motion, realignment, nor-
malization, etc.
From a mathematical point of view, the source sepa-
ration problem can be described as a matrix factorization
task of the data matrix, i.e.,
X ≈ DS, (1)
where, following the dictionary learning jargon, D ∈
RT×K is the dictionary matrix, whose columns represents
different time courses, S ∈ RK×N is the coefficient matrix,
whose rows are the spatial maps associated with the cor-
responding time courses, and K is the number of sources.
In general, such a matrix factorization can be obtained
via the solution of a constrained optimization task:
(Dˆ, Sˆ) = argmin
D,S
‖X−DS‖2F s.t.
D ∈ D
S ∈ L , (2)
where D, L, are two sets of admissible matrices, defined
by an adopted set of appropriately imposed constraints
and ‖ · ‖F denotes the Frobenious norm of a matrix.
The concept of sparsity refers to discrete signals that
involve a sufficiently large number of zero values. The
typical way to quantify sparsity is via the `0-norm: given
3
an arbitrary vector, x ∈ RN , the `0-norm (which, strictly
speaking, is not a norm its strict mathematical defini-
tion [5]) is defined as the number of non-zero components
of a vector. In DL, the coefficient matrix is constrained
to be sparse. In standard DL methods, the sparsity con-
straints are usually implemented in two ways: either each
column of S is separately constrained to be sparse, e.g.,
‖si‖0 6 γi, where γi is the maximum number of the non-
zero values of the ith column of S, or the full coefficient
matrix, S, is constrained to involve, at most, γˆ non-zeros
[16, 38, 39].
The new proposed method introduces novel con-
straints on the spatial maps (i.e., on the coefficient ma-
trix, S) and time courses (i.e., on the dictionary, D),
whose design serves the specific needs of the task-related
fMRI data analysis. These constraints are discussed next.
2.2 Information bearing sparsity con-
straints on the spatial maps
In the fMRI framework, sparsity seems a natural assump-
tion to model the segregated nature of the spatial maps
of the FBNs. In other words, each row, say si, of the
coefficient matrix, S, should have non-zeros values only
at entries that correspond to voxels activated by the cor-
responding time course di. The smaller the area, which a
specific FBN occupies in the brain, the sparser the corre-
sponding row of the coefficient matrix should be. At this
point, it is worth to recall that, so far, all the DL methods
applied in fMRI do not impose sparsity row-wise. How-
ever, imposing sparsity column-wise assumes that only a
few sources are active in each voxel. Although this is gen-
erally true, this piece of information is voxel-dependent
and it is hard to accommodate a suitable regularization
parameter that simultaneously work optimally for all the
thousands of columns. On the other hand, imposing spar-
sity in the full coefficient matrix may be easier to handle,
yet, it is a general constraint that fails to exploit relevant
information regarding the spread of each FBN.
In this paper, to the best of our knowledge, it is the
first time that the DL framework is extended in order
to allow sparsity promotion along the rows of the coeffi-
cient matrix. Looking at Eq. (2), sparsity in the rows of
the coefficient matrix can be imposed using the following
admissible set of constraint:
L0 =
{
S ∈ RK×N | ∥∥si∥∥
0
6 φi , ∀ i = 1, 2, . . . ,K
}
, (3)
where φi is a user-defined parameter, which denotes the
maximum number of non-zero elements of the ith row of
S. In the fMRI case, the parameter φi bears a clear phys-
ical interpretation and it corresponds to the total number
of voxels that are active due to the ith source. This cor-
responds to the number of voxels that the corresponding
FBN occupies, an estimate of which can be obtained from
brain atlases.
It is well known that the `0-norm constraint results in
an NP-hard optimization, and it is usually relaxed to its
closer convex relative, i.e., the `1-norm [40]. Then, the
corresponding constrained set becomes:
L1 =
{
S ∈ RK×N | ∥∥si∥∥
1
6 λi , ∀ i = 1, 2, . . . ,K
}
, (4)
where, λi, are new user-defined parameters to implicitly
control the sparsity of the rows of the coefficient matrix.
In contrast to the parameters, φi, the new parameters,
λi, are not directly related to the sparsity level, render-
ing them hard to tune in practice, unless cross-validation
is an option, where in fMRI this is not the case.
An additional novelty of IADL that allow us to bypass
the previous drawback, is the application across rows of a
weighted version of the `1-norm. In particular, given an
arbitrary vector x ∈ RN , the weighted `1-norm is defined
as:
‖x‖1,w =
N∑
i=1
wi |xi| , (5)
where w is a real positive vector given by
wi =
1
|xi|+ ε ∀i = 1, 2, . . . , N, (6)
and ε ∈ R+ is a real positive number, which is introduced
in order to avoid division by zero, providing enhanced
numerical stability, [41, 42, 5], and can be set directly to
a small value, e.g. 10−6. Accordingly, the row-sparsity
constraint now becomes:
Lw =
{
S ∈ RK×N | ∥∥si∥∥
1,wi
6 φi ∀i = 1, 2, . . . ,K
}
,
(7)
where wi is the vector of weights that correspond to the
vector si computed as in Eq. (6). The key point is that,
similarly to the `0 case, the constraint is imposed via the
sparsity level φi and, consequently, φi can now be used as
an upper bound. This is theoretically substantiated, that
the weighted `1-norm is bounded by the corresponding `0-
norm [42]. As it will be further discussed in Section 3, this
facilitates the transferring of knowledge that relates to the
brain structure and functional connectivity into the opti-
mizations task. Moreover, as it shown in Appendix F.3,
given w, Lw remains convex.
Hereafter, an equivalent but conceptually easier to
handle sparsity measure that is independent of the length
of the vector, known as sparsity percentage, will be used
interchangeably with the sparsity level. Sparsity percent-
age expresses the proportion of zeros within a vector, x
and it is given by
θ =
(
1− φ
N
)
× 100, (8)
where φ = ‖x‖0, and N is the total number of elements.
2.3 Task-related dictionary soft con-
straints
The enhanced discriminative power of the GLM over the
BSS methods comes from the fact that in GLM, the task
related time courses are explicitly provided into the GLM
modeling via the estimated BOLD sequences [2]. Such
information is left unexploited in the BSS framework.
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Hence, it seems reasonable to incorporate this informa-
tion in the BSS methods, leading naturally to a semi-blind
formulation.
As it has already been stated before in the Introduc-
tion, in contrast to ICA techniques, DL-based methods
can easily incorporate, in principle, any constraint in the
time courses, since sparsity is not affected by such as-
sumptions. This fact has been exploited in SDL by split-
ting the dictionary into two parts:
D = [∆,DF ] ∈ RT×K , (9)
where the first part, ∆ ∈ RT×M , comprises fixed
columns, which are set equal to the imposed task-related
time courses, δ1, δ2, . . . , δM . The second part, DF ∈
RT×(K−M), is left to vary and it is learned during the
DL optimization phase. Nevertheless, SDL inherits the
same drawback associated with the GLM: the constrained
atoms of the fixed dictionary (columns of the matrix ∆)
lead to improvement only if the imposed task-related time
courses are sufficiently accurate. Otherwise, the task-
related time courses will be mis-modelled and their con-
tribution can introduce detrimental effects, leading to in-
naccurate results.
In this paper, we relax the strong equality requirement
of SDL to a looser similarity-based distance-measuring
norm constraint. Then, if part of the a priori informa-
tion is inaccurate, e.g., the assumed HRF differs from the
true one, the method can efficiently adjust the constrained
atoms since they are not forced to remain fixed and equal
to the preselected time-courses. Moreover, the proposed
modeling accounts, also, for multiple factors that poten-
tially alter the functional shape of the task-related time
courses across subjects and brain regions, such as, vascu-
lar differences, partial volume imaging, brain activations,
[26], hematocrit concentrations [43], lipid ingestion [44]
and even nonlinear effects due to short interstimulus in-
tervals [45].
Mathematically, the starting point lies on splitting the
dictionary into two parts:
D = [DC ,DF ] ∈ RT×K , (10)
where, in contrast to SDL, the part, DC ∈ RT×M , has
columns which are constrained to be similar rather than
equal to the imposed task-related time courses. Then, we
can define a new convex set of admissible dictionaries:
Dδ =
{
D ∈ RT×K
∣∣∣∣ ‖di − δi‖22 6 cδ i ∈ [1,M ]‖di‖22 6 cd i ∈ [M + 1,K]
}
,
(11)
where ‖ · ‖2 denotes the Euclidean norm, di is the ith
column of the dictionary D and δi is the i
th a priori se-
lected task-related time course. The constant cδ is a user-
defined parameter, which controls the degree of similar-
ity between the constrained atoms and the imposed time
courses; essentially, this reflects our confidence on how ac-
curate is the cHRF for the subject under consideration. In
particular, as it is further explained in Appendix A.3, cδ
accounts for the natural variability that the HRFs among
subjects are expected to have giving rise to consistent
strategies for its tuning. Moreover, the free atoms have
a bounded norm controlled by cd, another user-defined
parameter to avoid ill conditioned phenomena, which can
be fixed and set equal to 1 [46].
3 The IADL algorithm
In this section, we present an implementation of IADL
that solves Eq. (2), incorporating the two proposed sets
of constraints, i.e. D = Dδ and L = Lw.
The simultaneous minimization for D and S is chal-
lenging due to both the non-convexity of task in Eq. (2),
as well as the potentially large size of the data matrix.
The size of the latter is restrictive for optimisation frame-
works, which are computationally demanding. For the
above reasons, we adopt the Block Majorized Minimiza-
tion (BMM) rationale, which provides a powerful frame-
work for the solution of such type of optimization tasks,
e.g. [47]. Essentially, the BMM scheme simplifies the op-
timization task by adopting a two-step alternating mini-
mization, under certain assumptions [48]. The proposed
DL approach is algorithmically described next and the
full mathematical derivation and convergence proof are
analytically provided in Appendix F.
Put succinctly, the proposed DL algorithm follows the
standard scheme of classical DL methods, which itera-
tively alternate between a sparse coding step and a dic-
tionary update step. Concerning the sparse cording step,
the corresponding recovery mechanism is a soft thresh-
olding operator similar to the one that corresponds to
the standard `1-norm constraint as it is explained in [42].
In the Algorithm 1, we present the pseudo-code for
solving Eq. (2), given the number of sources, K, an
arbitrary set of estimates, S[0],D[0], M estimates of
the task-related time courses, δ1, δ2, . . . , δM , grouped by
columns in the matrix ∆, the sparsity for each row,
φ = [φ1, φ2, . . . , φK ]
T , and the number of iterations, Iter.
Observe that the free parameters of the algorithm that
need to be tuned are: a) the number of sources, K, b)
the maximum sparsity per row φi, c) the radius parameter
cδ and d) the parameters cd and ε involved in equations
Eq. (11) and Eq. (6), respectively. The last two can be di-
rectly fixed to 1 and a small value, e.g. 10−6, respectively.
All the rest of the parameters can be straightforwardly
tuned based on physical arguments, which can be easily
drawn from the fMRI study at hand. The algorithm is
insensitive in overestimating K, which renders this pa-
rameter easily tunable (see discussion in Appendix A.1
and Appendix E.3. Also, the maximum sparsity per row
is readily obtained from published brain atlases (see Ap-
pendix A.2 and Appendix B) and cδ is easily tuned con-
sidering the task related time courses (see Appendix A.3);
the latter results from established HRF models and their
1IADL repository: https://github.com/MorCTI/IADL
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expected variability. Furthermore, we provide a Matlab
implementation for IADL based analysis, which is avail-
able in the IADL1 github repository. The implementation
provided comprises automatic initialization and parame-
ter selt-tuning for cδ. Accordingly, its default parameter
setup can be adopted out-of-the-box with any task-related
fMRI dataset. At the same time, a more thoughtful spec-
ification of the parameters, e.g. incorporating the ex-
pected sparsity level of the task-related FBNs at hand,
can improve results further.
Algorithm 1: Information Assisted DL
input : K, S[0], D[0], ∆, φ, Iter
1 B = D[0];
2 for t = 0 to Iter do
3 cS equal (or bigger) than
∥∥BTB∥∥;
4 A = 1cS
[
BTX +
(
cSIK −BTB
)
S[t]
]
;
5 W← wij = 1|aij |+ε with (ε>0);
6 for i = 1 to K do
7 if
∥∥ai∥∥
1,wi
> φi then
8 ai = PB`i [wi,φi](ai);
9 end
10 end
11 S[t+1] = A;
12 cD equal (or bigger) than
∥∥AAT∥∥;
13 B = 1cD
[
XAT + D[t]
(
cDIK −AAT
)]
;
14 for i = 1 to M do
15 if ‖bi − δi‖2 > cδ then
16 bi =
c
1/2
δ (bi−δi)
‖bi−δi‖ + δi;
17 end
18 end
19 for i = M + 1 to K do
20 if ‖bi‖2 > cd then
21 bi =
c
1/2
d
‖bi‖bi;
22 end
23 end
24 D[t+1] = B;
25 end
output: D = D[t+1], S = S[t+1]
26 where PB`1 [wi,φi] is the projection operator over the
weighted `1-norm ball,
B`1 [w
i, φi] = {x ∈ RN | ‖x‖1,wi 6 φi}, of weights wi and
radius φi. This projection operator onto the weighted
`1-norm ball is derived in closed form in [42].
4 Experimental Results
4.1 Performance results based on syn-
thetic data
In Appendix C, a novel synthetic data set is presented.
This set is highly realistic that emulates demanding ex-
perimental tasks, where substantial spatial map overlap
exists. This allows us to effectively evaluate the perfor-
mance of the proposed DL method in comparison with the
state-of-the-art of blind and semi-blind approaches under
a more realistic setting. The brain-like sources compris-
ing the dataset are, for convenience, depicted in Figure 7
in Appendix C.
The adopted performance measure, r, is associated
with the Pearson’s correlation coefficient among the esti-
mated and the true sources and it is described in detail
in Appendix D.
The aim of our first performance study is twofold:
first, to study the effectiveness of the proposed approach
in dealing with HRF mis-modeling and second to evaluate
the algorithm’s decomposition performance with respect
to sets of sources of interest. As benchmarks, the follow-
ing competitive algorithms are considered: a) McICA2,
which is a constrained ICA algorithm [35] that allows
to assist a source using the task-related time courses, b)
SDL, an Online DL algorithm (ODL) [15], which is in-
cluded in SPAMS toolbox3 and c) two ICA algorithms,
namely, Infomax4 [49], a widely used ICA algorithm
within the fMRI community and JADE5 [50], which we
used as initialization point for all the involved DL algo-
rithms.
In order to emulate the HRF variability, we generated
six different “subjects”, through six different, yet realistic,
synthetic HRFs. These selected HRFs correspond to the
HRFs that are depicted in the Figure 1. In particular, six
different datasets have been built, one per each subject,
with the only difference among them being the fact that
the brain-induced time courses have been generated us-
ing the HRF of the corresponding subject. Moreover, the
task-related time courses are chosen to be the sources 1,
11 and 14 (see Figure 7), since they correspond to realistic
scenarios that are often encountered in practice: Source 1
is easy to identify, since it barely spatially overlaps with
other sources and it corresponds to a block-event exper-
imental design. Sources 11 and 14 are more challenging
and exhibit notable overlap and they emulate an event-
related task (see Figure 7). Consequently, we generate the
imposed task-related time courses δ1, δ2 and δ3, convolv-
ing the experimental conditions related to these sources
with the cHRF, according to the standard procedure that
2Morphologically constrained ICA is a constrained ICA algorithm that subtract one particular signal of interest using given a priori
information In this paper we implemented the open implementation from http://dsp.ucsd.edu/~zhilin/Software.html
3The SPAMS (SPArse Modeling Software) is an open source optimization toolbox for solving various sparse estimation problems.
http://spams-devel.gforge.inria.fr
4Infomax is an algorithm for ICA using maximum likelihood. In this paper, we used an open source implementation of this algorithm
from the DTU Toolbox: http://cogsys.imm.dtu.dk/toolbox/menu.html
5The the Joint Approximate Diagonalization of Eigenmatrices (JADE) is an algorithm for ICA that separates observed mixed signals
into latent source signals by exploiting fourth order moments. In this paper, we used the open source implementation from J.F. Cardoso:
http://mikexcohen.com/lecturelets/eigen/jader.m
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Table 1: Sparsity parameters for IADL
(a)
True Sparsity
N◦ Sparsity (%)
1 95.28
11 91.60
14 94.57
6 97.04
3 95.53
2 95.33
13 94.51
5 93.30
10 92.67
8 91.82
12 91.53
4 88.25
7 88.07
19 86.14
9 85.51
15 71.95
20 71.84
18 1.99
16 1.00
17 1.00
(b)
Sparsity (%)
θ1 θ2 θ3
95 95 85
90 90 85
94 90 85
95 95 95
94 90 90
93 90 90
92 90 90
91 90 90
90 90 90
89 85 85
88 85 85
87 85 85
86 85 85
85 85 85
80 80 80
80 80 80
75 75 75
75 75 75
70 70 70
60 70 70
10 10 10
5 5 5
0 0 0
0 0 0
0 0 0
(c)
Sp. (%)
θr
90
95
95
95
95
95
95
95
90
90
90
85
80
70
50
30
20
10
0
0
Table (a) and (b) depict a comparison between three different choices of sparsity θ1, θ2 and θ3 used in the synthetic experiments (b), and
the sorted sparsity percentage values of the implemented realistic synthetic data set (a). The first three values in both cases correspond
to the assisted sources of interest. Table (c) shows the values used for the real fMRI analysis.
is followed in GLM/SPM-based analysis.
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Figure 1: Graphic representation of 100 HRFs (gray)
randomly generated from the two gamma distributions
model. The red curve represents the canonical HRF
(cHRF) and the rest of the colored HFRs stands for the
five selected alternatives.
Concerning the parametrisation of the algorithms, K
was overestimated by 20%, i.e., K = 25 rather than 20.
This is typical in realistic scenarios since it is not possible
to know the exact number of sources. All the benchmark
methods require an estimate of the number of sources.
Thus, the same value was provided to all the algorithms.
Moreover, as it has been discussed in Section 3, IADL
requires to set up three extra quantities: a) the max-
imum sparsity for each task-related sources, b) the set
of maximum sparsity values that the rest of the sources
can take and c) the parameter cδ. For (a), the imposed
sparsity percentage per task-related sources 1, 11 and 14
are 95%, 90% and 94% respectively, which correspond
to a slight overestimation compared to the true sparsity
values. Sparsity set-up information related to this exper-
iment is also listed in Table 1. In particular, the true
sparsities of the task-related time courses are shown in
the first three rows of Table 1.a and the corresponding
imposed sparsities are shown in the corresponding rows
of the first column of Table 1.b (sparsity set up scheme
θ1). For the point (b) above, the sparsity values, which
are provided to the algorithm, are shown in the rest of
the rows of θ1. Moreover, to better grasp the relation
among the imposed values and the true sparsity of non
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Figure 2: Performance comparison with respect to the full source (I) and the time courses only performance (II).
The sub-figures correspond to a) the sources of interest [1, 11, 14], b) the brain-like sources only, and c) all sources
(including artifacts)
task-related sources, both the true and the imposed ones
are sorted with decreasing sparsity percentage. In Sec-
tion 4.2, it will be shown that the proposed scheme is
largely insensitive to the provided sparsity values. Fi-
nally, for the point (c) above, we set cδ = 0.2, which is
big enough to accommodate the variations among HRFs
between the different synthetic datasets. This value has
been calculated following the algorithmic procedure de-
scribed in the Appendix A.3.
SDL and ODL tune the sparsity constraint via a sin-
gle regularisation parameter, λ. In contrast to IADL,
λ is not directly related to a certain sparsity level and
its optimum value is case-specific. Moreover, it does not
bear a concise physical interpretation that could serve as
a guide for its tuning. Also, the range of values of the
optimum λ can vary significantly from case to case. It
can take a very small value, e.g., 0.01 or a value that
can be relatively large, e.g., 10. In the synthetic dataset
case, since the ground truth, i.e., the correct decomposi-
tion, is fully known, λ can get optimized through cross
validation. However, such a luxury is never available in
practice, where real fMRI datasets need to be analysed.
In this study, we evaluate SDL using λ values that lead
to the best performance according to certain criteria: the
first criterion was to optimize SDL with respect to the
mean performance of the time courses of all the sources,
leading to a λ1 = 0.02. The second criterion was to opti-
mize with respect the mean value of the full source perfor-
mance for the assisted sources only, leading to a λ2 = 2.8.
In both cases, we conducted the λ value optimization for
the subject that corresponds to the cHRF. Observe the
large variation between the obtained λ values, which is
indicative of the sensitivity of the SDL approach to λ tun-
ing. On the other hand, the optimum value for the fully
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blind ODL algorithm was found to be λ = 1.6. More-
over, SDL and ODL are initialized from ICA, similarly
to IADL. Such an initialization leads to a better perfor-
mance compared to the original version presented in [38].
These observations agree with the results reported in [51],
where the authors use ICA as initialization point for their
proposed DL algorithm to enhance its performance.
McICA requires to fine-tune a set of 4 regularization
parameters. We also observed that the optimal selection
of these parameters heavily depends on the particular syn-
thetic subject, similarly to the SDL algorithm. Accord-
ingly, we manually optimized these parameters via cross-
validation aiming to achieve the best average performance
over all the subjects.
Figure 2.I and Figure 2.II show the performance re-
sults with respect to the full sources and the time courses,
respectively. The horizontal axis indicates the six syn-
thetic subjects that correspond to different HRFs. Both
figures comprise three sub-graphs, where each one of them
considers the performance with respect to three different
sets of sources: (a) the task-related sources 1, 11 and
14, (b) the brain-like sources (1, 2, . . . , 15), and (c) the
whole dataset (1, 2, . . . , 20) which includes both brain-like
sources and artifacts. For completeness,
Figure 9 in Appendix E shows the individual perfor-
mance of the studied methods for each assisted source
and depicts some of the obtained time courses and its
corresponding spatial maps.
Let us first focus on the two information-assisted DL
algorithms, SDL and IADL, whose performance is indi-
cated with green and dark blue curves, respectively. They
are both assisted with the task-related time courses that
correspond to the cHRF. In the SDL case, the solid and
the dashed curves correspond to regularization parameter
tuning equal to λ1 and λ2 respectively. Recall that these
two cases lead to the best performance for the canonical
subject in Figure 2.II.a and Figure 2.I.c respectively. In
sub-figures Figure 2.I.a and Figure 2.II.a, it is already ob-
served that IADL manages to cope well with the subject
variability even in cases where the discrepancy between
the canonical and the subject HRF is large, e.g., subject
E (see Figure 1). On the contrary, in Figure 2.I.a, SDL
copes well only in the canonical case, for which the al-
gorithm has been explicitly optimized. In Figure 2.II.a,
SDL succeeds a superior performance only in the canoni-
cal case –where the exact task-related time courses have
been used– as well as in subject A who, as it can be seen
in the Figure 1, has an HRF similar to the canonical one.
Focusing on the SDL performance for subject B to E, it is
apparent that the strategy to fix the assisted time courses
can lead to a high deterioration according to both perfor-
mance measures.
In the cases where only brain-line and all the sources
are considered (mid and right-most sub-figures), the pro-
posed approach still outperforms SDL. Note that, the
time courses estimated by IADL are overall better than
that of SDL even in the case of the canonical subject, in
which SDL is fully optimized exploiting the knowledge of
the ground truth. In comparison to the fully blind meth-
ods, i.e., ODL, JADE and Infomax, task-related course
assisting approaches perform clearly better. In this case,
the ODL works better than ICA-based approaches in the
cost; however, in practice, it is very hard, if possible at
all, to optimize its λ parameter as it is done here with the
synthetic dataset.
The yellow curves in Figure 2 depict the performance
of McICA. This particular constrained ICA algorithm
provides estimates only of the assisted sources [35]; hence,
the relates results correspond only to the assisted brain-
like sources. First, we can observe that the McICA algo-
rithm performs better than JADE and Infomax. On the
other hand, our proposed IADL algorithm outperforms
McICA for all the studied synthetic subjects.
4.2 IADL robustness against sparsity pa-
rameter mistuning.
In this section, the tolerance of the proposed approach
to the choice of the maximum sparsity parameters, φi, is
investigated. As it was apparent in the previous experi-
ment with synthetic data, it is convenient to separately
consider the sparsity constraints of the task-related time
courses, which need to be explicitly set on an one-to-one
basis. The sparsity constraints of the rest of the sources,
only need a rough estimation of the sparsity percentage,
as it is described in Appendix A.2. This convention is
followed in Table 1.b, where three such setups, denoted
as θ1, θ2 and θ2 are listed. The first one is the closest,
overall, to the true sparsities. In θ2, the sparsities of the
non task-related sources, i.e., the 4th up to the 25th, have
been grossly assigned in a simplified way; 5 sources with
sparsity percentage 90%, 5 sources with 80%, etc. In θ3,
the sparsity percentage of the task-related time sources
have been largely relaxed by fixing the sparsity percent-
age value to 85% for all three of them (i.e., the 1st up to
the 3rd). This figure roughly corresponds to the smaller
sparsity percentage that can be found in all the FBNs
and atlases that we have checked (a list of FBNs’ spar-
sity percentages corresponding to several published brain
atlas can be found in Appendix B.
Figure 3.I and Figure 3.II show the performance for
these three sparsity setups. The first figure illustrates
the performance results with respect to the full sources,
whereas the second one shows the performance results
with respect to the time courses only. Besides the spar-
sity levels, the set-up of the experiment is the same as
the previous one; also and for reference, the performance
curves of JADE and SDL are copied here. It can be read-
ily observed that the proposed approach is remarkably
robust to the sparsity specifications. Indeed, in the time-
course only measure case, there are not any detrimental
effects, whereas the full-source case, θ3, led the estimates
of the task-related sources to a minor performance degra-
dation. This result is highly welcome and ensures that
the requirement to explicitly set the sparsity for the task-
related time courses is not an obstacle, when using the
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Figure 3: IADL performance using three different choices of sparsity. The results of SDL and JADE are also included
as a reference.
proposed algorithm. In fact, if there is extra informa-
tion concerning the maximum expected sparsity level of
the task-related time courses, then this can be used since
it can only help. Otherwise, the sparsity percentage for
the task-related time courses are all set to a safely small
sparsity percentage value, e.g., 85%, and this will still be
beneficial to the algorithm leading to reliable results.
4.3 Comparison between IADL and
GLM
For completeness, we have also performed a comparison
between the proposed IADL and the standard GLM ap-
proach using the SPM126 toolbox, where the design ma-
trix comprises the three task-related time courses. For
this study, we observed that SPM and IADL recover the
assisted sources 1 and 3 correctly. However, for the as-
sisted source 2, the result of SPM is significantly inferior
to that of IADL. Full details of this experiment can be
found in Appendix E.2.
4.4 Comparison between IADL and sev-
eral alternatives for the analysis of
fMRI data
In order to clearly position IADL among all the ma-
trix factorization-based methods that have been used in
fMRI, with respect to all their features and analysis ca-
pabilities, we present a comprehensive comparison in Ta-
ble II. Among those different alternatives, observe that
IADL complies with all the studied criteria apart from
6Statistical Parametric Mapping (SPM). Welcome Trust Centre for Neuroimaging, London, UK. https://www.fil.ion.ucl.ac.uk/
spm/software/spm12/
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Table 2: Comparison between several alternatives for fMRI data analysis.
Criteria
Algorithm A B C D E F G H I
IADL 3 3 3 3 3 7 3 3 3
ICA [6], [7], [8] 7 7 3 3 3 7 7 3 3
SPM [4] 3 7 7 3 3 7 7 3 3
McICA [35] 3 3 3 7 7 7 7 3 3
CSTICA [32], [33] 3 3 3 7 7 3 7 3 7
CTICA [29], [30] 3 3 3 7 7 7 7 3 7
ADL [17] 3 3 3 7 7 7 7 7 3
CSICA [31] 7 7 3 7 7 3 7 3 7
T-NMF [22] 3 3 3 7 7 7 7 7 7
ODL [15] 7 7 3 7 7 7 7 7 3
SDL [38] 3 7 3 7 7 7 7 7 7
NMF [20] 7 7 3 7 7 7 7 7 3
S-NMF [21] 7 7 3 7 7 3 7 7 7
Sparse-SPM [28], [11] 7 7 3 7 7 7 7 7 7
Criteria:
A – Can impose task-related time information in a strict way.
B – Can impose task-related time information in a relaxed/assisted way.
C – Provides blind estimation of brain-induced sources and other unmodeled physiological noise or artifacts.
D – Cross validation nor experimental visual inspection are not needed for parameter fine tuning.
E – Free parameters are easy to tune and accept a physical interpretation within the fMRI context.
F – Allows to include spatial information from the sources of interest through user-defined masks.
G – Allows to include spatial information for all the sources in a relaxed/assisted way.
H – Can explicitly deal with dense sources.
I – An implementation of the code is freely available.
criterion F, namely to be able to explicitly specify the
place/vexels within the brain that a FBN will appear
through user-defined masks. However, note that IADL
with relatively mild modifications in the spatial map con-
straint, Lw, can also comply with this criterion. Such
development is beyond this work and it will be presented
elsewhere.
4.5 Real fMRI data analysis
To test the capabilities of the proposed method over a
realistic scenario, we study the motor task-fMRI exper-
iment from the WU-Minn Human Connectome Project
[52]. This experiment follows a standard block paradigm,
where a visual cue asks the participants to either tap their
left/right fingers, squeeze their left/right toes or move
their tongue. Each movement block lasted 12 seconds
and is preceded by a 3 second of visual cue. In addition,
there are 3 extra fixation blocks of 15 second each, as it
is detailed in the Human Connectome Project protocols7.
The reason for selecting this specific dataset is twofold:
first, the FBNs related to this experimental design are
well studied [18], [53], [54], [55], which facilitates the eval-
uation of the results by inspection. Second, this dataset
is particularly challenging: the FBNs of interest exhibit
significant asymmetries in their intensity [54], and the
spatial maps exhibit high overlap, particularly within the
cerebellar cortex [55].
For this study, we selected the first 15 participants
(10 females, range 26-35 years) that performed the stud-
ied motor task from the Q1 release Human Connectome
Project repository8, where the acquisition parameters are
summarized in the imaging protocols9. On top of the
standard preprocessing pipeline already conducted on the
original dataset, [56], [53], we also smoothed each volume
with a 4-mm FWHM Gaussian kernel.
For comparison, in addition to IADL, the analysis
of the real data is also conducted with SDL, ICA and
GLM. Thus, for this experiment we defined 6 task-related
time courses, i.e., one per condition (visual cue, right-
hand, left-hand, right-feet, left-feet and tongue), as a
prior knowledge. Each condition was modeled as a succes-
sion of blocks with duration equal to its presentation time
(see protocols7) and then convolved with cHRF. This is
the standard procedure followed in GLM-based analysis
as well [2].
For the GLM analysis, we used SPM126 and we fol-
lowed the same standard procedure as it is described in
7Task-fMRI 3T Imaging Protocol Details: http://protocols.humanconnectome.org/HCP/3T/task-fMRI-protocol-details.html
8Human Connectome Project: https://www.humanconnectome.org/
9HCP 3T Imaging Protocol Overview: http://protocols.humanconnectome.org/HCP/3T/imaging-protocols.html
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Figure 4: Significant active voxles (z > 1.97) for the group analysis. Each row shows the most representative positions
for each specific task: visual, left/right hand, left/right feet and tongue.
[53]. For each subject, we computed a linear contrast to
estimate significant activity for each movement type ver-
sus the baseline and versus all the other movements, and
an extra linear contrast for the visual cue. Then, a second
level analysis was performed to asses significant activity
among the 15 participants, for each condition.
For the matrix factorization methods, in all the cases,
the total number of sources was set equal to 20, which
is a value often used in ICA analysis (for further de-
tails see discussion in Appendix A.1). Both semi-blind
methods, IADL and SDL impose the same task-related
time courses used in the SPM analysis, that is, each
information-assisted algorithm will contain 6 different as-
sisted sources, one per condition.
For ICA, we used the software toolbox GIFT10, which
implements multiple ICA algorithms in the context of
fMRI data analysis. The algorithms Fast-ICA, Infomax,
Erica and ERBM were tested and all of them produced
qualitatively similar results. To save space, the results
of the ERBM algorithm [57] are shown only, since by vi-
sual inspection it appeared to lead to somewhat better
performance compared to the rest.
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Figure 5: Time courses obtained from the different algo-
rithms in the single subject analysis. The red line shows
the task-related time course and the blue and green cor-
respond to IADL and ERBM, respectively.
With respect to IADL, the sparsity percentage per
source is shown in Table 1.c, where the first 6 values cor-
respond to the task-related time courses. Although all
FBNs are known to be very sparse, the visual FBN is
one of the denser [58], [59] (see also Table S-I). Therefore,
the sparsity percentage that corresponds to the visual cue
was set to 90% and all the rest were set to 95%. As it
10The Group ICA of fMRI Toolbox (GIFT) is a open Matlab software suitable for independent component analysis and blind source
separation of group (and single subject) fMRI data: http://mialab.mrn.org/software/gift/.
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Figure 6: Significant active voxels (2.32 < z < 5) of the group analysis for SPM and IADL depicting all the movement
conditions together.
has been discussed in the previous section, IADL is ro-
bust to sparsity over determination, therefore not much
difference would be expected if all values were set equal
to 90%. For the rest of the sources, (7th - 20th value in
Table 1.c) values of gradually diminishing sparsity per-
centage and cδ computed to be equal to 4.6, following
the same tuning approach as in Section 4.1, which is also
described in Appendix A.3.
We have performed both single subject analysis, where
the data set of each subject is decomposed separately, and
group analysis, where the datasets of all 15 subjects are
concatenated along time [60]. In essence, group analysis
implies that all subjects share a similar common spatial
map. In the IADL and SDL cases, the task-related time
courses of all subjects are concatenated as well in order to
construct the overall task-related time courses. Moreover,
the similarity parameter cδ is recalculated to the value
68 using the same procedure described in Appendix A.3,
in order to account for longer, concatenated task-related
time courses.
At the single subject level, all the matrix factorization
methods produce similar results for all the participants.
Figure 17 in Appendix E.5 depicts the results of one ran-
domly selected subject for ICA, SDL and IADL. However,
for SPM, some of the subjects did not exhibit significant
activity within the expected area of interest, which agree
with previous analysis [53].
The spatial maps that correspond to the experimen-
tal conditions for the group analysis are depicted in Fig-
ure 4. All the spatial maps from the matrix factoriza-
tion methods were computed via the pseudo-inverse ap-
proach, namely S˜ = D−1X, following the discussion in
Appendix A.5. This approach, besides being the stan-
dard in ICA-based analysis, led to enhanced performance
for SDL. For the latter algorithm, the regularization pa-
rameter, λ, was optimized by inspection. In fact, due
to the absence of physically consistent guidance for its
tuning, we run SDL for a large set of λ values, namely
λ = {0.01, 0.02, 0.05, 0.1, 0.5, 1, 2.8, 5, 10, 50} (similarly to
the range proposed in the SDL paper [38]). It turned
out that with visual inspection λ = 10, produced spa-
tial maps, which were closer to the ones expected to be
detected in the specific experimental design. Note that
λ was optimized in the single subject case and the same
value was used in the group analysis, too. Finally, the
spatial maps from SPM are the results obtained from the
second level analysis.
From observing the spatial maps that resulted, it is
apparent that all the methods detected significant activ-
ity within the visual cortex associated to the visual cue.
However, ICA has difficulties to detect the rest of the
components since only the right foot and the left hand
appear recovered partially. Although the group results
for ICA are somewhat better than those for the single
subject analysis (see Figure 17 in Appendix E), ICA still
fails to recover the FBNs related to most of the motion ac-
tivities. These results are expected since, as we discussed
before, the sources related to the motor task are more
difficult to separate compared with the visual area, which
appear correctly recovered in all the studied methods.
In contrast to ICA/ERGM, the rest of the approaches
(SPM, IADL and SDL) are able to properly separate the
different tasks. However, it is observed that in the single
subject case, SDL exhibits more spurious activity around
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the lateral ventricles compared to the IADL, which pro-
vides a more reliable spatial map. Similarly, although
SPM present significant activity within the region of in-
terest, the obtained significant activation are smaller than
the expected activation areas of interest and the results
exhibit a large amount of spurious false positives. More-
over, in the group analysis, SDL failed to recover the right
hand. In contrast to that, IADL successfully unmix all the
expected FBNs and exhibits an enhanced performance.
Note that for IADL, the same sparsity percentage values
were used for both, the single subject and group analyses,
and they are defined in Table 1.c.
Figure 5 depicts, as an example, the estimated time
courses corresponding to the visual area and the left
hand. In particular, the red curve corresponds to the
task-related time course, which is incorporated as knowl-
edge in the case of IADL and it is fixed in the case of SPM
and SDL. The green curve is the fully blind estimation ob-
tained by ICA/ERBM. With respect to ICA, it is clear
that it produces a relatively reliable estimate of the visual
time course. This is in agreement with its performance
in revealing the corresponding spatial maps (Figure 4.a).
Still, however, there are some spurious peaks, which are
associated with fixation (dark dotted curve). Further-
more, on the left hand case, ICA fails to recover one out
of two block events and excessive volatility is also ob-
served. On the contrary, in both conditions, IADL gently
adjusts the task undershoots.
Finally, to further illustrate the potential of IADL,
we performed a closer comparison of it with the standard
SPM. Thus, Figure 6 displays the significant activation
clusters from the group analysis of the 15 subjects. For
both approaches, the group maps are displayed between
a lower threshold of z = 2.32 ( p < 0.01 uncorrected)
and a upper threshold of z = 5 (Bonferroni-corrected at
p < 0.066). We selected the same range of z-scores and
the same coordinates as Figure 7 in [53], to facilitate the
comparison of the results.
From a general perspective, as we previously men-
tioned, the significant clusters from SPM, within each
region of interest, are smaller compared with those from
Figure 7 in [53] and IADL. Specifically, SPM seems to
have problems to unmixes the areas related to the hands
and the right foot within the motor areas. Moreover,
SPM fails to recover most of the associated areas within
the cerebellum –which are particularly more challeging
[55]– for each movement type. In particular, SPM only
exhibits significant activation clusters within the cerebel-
lum for the tongue and the left foot. In contrast, the
results of IADL are more consistent; we observe that the
main activation clusters of IADL are located precisely as
suggested by previous literature [53, 54], even for the cere-
bellar areas [55] (see also Appendix E.6).
5 Conclusions
In this paper, we present a new Dictionary Learning
method that incorporates external information in a nat-
ural way via two novel convex constraints: a) a sparsity
constraint based on the weighted `1-norm, which allows to
set row-wise sparsity constraints that naturally encapsu-
lates the sparsity of the spatial maps, and b) a similarity
constraint over the dictionary, which integrates external a
priori information that is available from the experimental
task.
The proposed sparsity constraint constitutes a nat-
ural alternative to the standard `1-norm regularization,
allowing to incorporate external sparsity-related informa-
tion that is available in brain atlases, and by-passes the
problem of selecting the regularization parameters by fol-
lowing cross-validation arguments that have no practical
meaning, when real data are involved.
Furthermore, the incorporation of the task-related
time courses from the experimental task enhances the per-
formance decomposition of their corresponding sources.
Moreover, the newly proposed constraints exhibit more
tolerance and robustness against mis-modeling, compared
to alternative approaches.
Extensive simulation results, over realistic synthetic
and real fMRI datasets, have verified the advantages and
the enhanced performance obtained by the new proposed
method.
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A Parameter setup, initialization guidelines and
tips
In this section, we provide a setup guideline for running the proposed algorithm.
The free parameters that need to be tuned are: a) the number of sources, K, b)
the maximum sparsity per row, φi, and c) the radius parameter cδ. Concerning
the parameters cd and ε, both are set to values so that to satisfy straightforward
stability arguments as we described in the main text. Put succinctly, we set cd equal
to 1 to avoid ill-conditioned phenomena [46] and ε to a small value, e.g., 10−6, to
avoid division by zero and to enhacne numerical stability [5, 41, 42]. The choice of
their specific value is not critical and the algorithm is insensitive to it.
Unlike other alternative approaches, in our case, all the parameters of the pro-
posed algorithm can be tuned based on physical arguments with respect to the fMRI
study at hand. Specifically,
A.1 How to choose the number of sources K
The imposed number of sources, K, should be idealy equal to the true number of
sources, which sums up to the number of active FBNs plus the number of machine-
induced sources plus any physiological (non brain-induced) source, e.g., cardiac,
movement residuals, etc. It is certainly expected that the true number of sources
would vary in some degree from experiment to experiment and from subject to
subject. However, the proposed algorithm is insensitive to overestimating K, as
we illustrate in Appendix E.3. Therefore, it is practically easy to set K to an
approximate value, which grossly reflects the order of sources being present. Studies
concerning the number of sources present in fMRI data, e.g., [61], [62], [63], have
shown that the total number of sources sources are roughly 20 to 40. Therefore,
an according to the results in Appendix E.3, the range from 20 to 40 contitutes
a adequate and realistic interval, where the proposed algorithm produces similar
outcomes, and one can safetly set the number of sources as any value in that interval.
Note, however, that bigger number of sources will require more computation time,
since larger number of sources increases the complexity of the decomposition.
Besides, there are specialized approaches that one could use to estimates the
intrinsic dimensionality of the fMRI data [61] directly; for example, Autoregresive
models [61], Principal Component Analysis (PCA) [64] or Minimum Description
Length (MDL) [65].
A.2 How to choose the maximum sparsity per source, φi,
based on brain atlases
According to the constraint in Eq. (11) in the main text (see also Eq. (19)), the
dictionary is split into M columns, which correspond to the assisted time courses,
and K −M columns, which correspond to the rest of the sources. Accordingly, the
first M rows of S, i.e., spatial maps, correspond to the assisted sources and the rest
of the rows are related to any other source present in the data matrix. Therefore,
the sparsity specification is handled differently for the two sets of rows. For those
corresponding to the assisted sources, the maximum sparsity levels φi, i = 1, . . . ,M ,
need to be explicitly set for each one of them. To this end, we resort to information
available via existing brain atlases, from which the sparsity level of the FBNs of
interest can easily be extracted as it is described is Appendix B.
However, it should be emphasized that the algorithm does not requires the exact
sparsity value; instead, an upper bound of it suffices. In other words, one needs
to get an estimate of the maximum expected sparsity level. In addition, as we
demonstrated in the simulations section (see Section 4 of the main text), the method
is very robust to overestimates. This gives the users great flexibility: imagine the
worst scenario; that is, setting the sparsity percentage of the assisted sources while
no prior related knowledge concerning the corresponding FBNs is available. In such
cases, one can safely give to all the assisted sources a sparsity percentage around,
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say, 85%, which is close to the mean sparsity percentage of the primary anatomical
division of the brain (see Table 4) and it is roughly the denser brain-induced source
that we observed from the studied brain atlases. Of course, if one has a tighter value
than that to provide –closer to the correct one– then this can only be beneficial to
the source decomposition task.
On the other hand, the sparsity level of the rest of the sources need not be tuned
one by one. Parameters φi, i = M+1 . . .K, can be assigned a series of values, which
roughly represent the sparsity levels expected to be found in the dataset. Still the
method is exceptionally robust to this parametrization and the ordering of the values
does not have any effect on the result; the algorithm has the power to automatically
distribute the estimated sources to the rows of S that they best fit; this behavior is
guaranteed by the proper initialization, as we described latter in ??. As a rule of
thumb, we suggest to provide a gradient of ordered sparsity values having sparsity
percentage from 99% down to 80%, in order to model expected brain-like sources
and movement artifacts. Also, it is a good practice to include a few denser sparsity
levels, e.g. 70% - 0% to model machine-induced artifacts, unmodeled movement
corrections and potential noise-like residuals.
A.3 How to select the radius parameter cδ
By definition, the parameter cδ constraints the energy of the residual between the
task-related time course, δ, and the subject-specific true time course, d. In practice,
these time courses are estimated using the linear convolution with the corresponding
HRF, that is:
‖δ − d‖ = ‖u ∗ hc − u ∗ hs‖ = ‖u ∗ (hc − hs)‖ 6 c1/2δ , (12)
where u is the specific neuronal activation pattern that theoretically matches the
experimental task and hc, hs are the canonical HRF (cHRF) and the unknown
subject-specific HRF. Note that, in general, the neuronal activation pattern and
the experimental one might not be exactly the same: any miss-modeled activation
pattern will increase the difference between the real and the considered time course.
Therefore, under the convolutional model, we observe that the parameter cδ
reflects our confidence on how accurate is the cHRF for the subject under con-
sideration, as well as, how reliable is the imposed experimental condition, which
theoretically matches the corresponding activation pattern of the subject. Setting
cδ = 0, no flexibility is allowed at all and the information regarding the task-induced
time courses is equivalent to that provided in the GLM/SPM framework. Such a
strategy is also acceptable and the whole analysis can still be benefited from the
rest of the sources that will be estimated, in the same way as the SDL in [38] does.
However, there are good reasons to allow the task-related time courses to drift from
the imposed cHRF-based ones: a) subject HRF will indeed diverge from the cHRF
and b) the convolution of the HRF with the activation patterns is a linear function
that is unable to account for natural nonlinear effects, produced when short inter-
stimulus intervals are considered [45]. Therefore, the use of a cδ moderately larger
than zero can only be of benefit. Note, however, that large values of cδ will cancel
the benefit of exploiting a priori imposed information. Indeed, the extreme case that
cδ =∞ corresponds to the case where the columns of D are not constrained at all.
In order to obtain a meaningful value, assuming that the specific neuronal ac-
tivation pattern matches the experimental task, we used the results in Eq. (12) to
obtain an adequate estimate of cδ, by explicitly measuring the distance between
the task-related time courses generated by the HRF and a significantly different
HRF, yet realistic. This will ensure enough flexibility to accommodate the expected
natural variability of the HRF. In general, when two or more task-related time
courses are implemented, a different estimate of the similarity parameter per task-
related time course is obtained. All these estimates provide information about how
strict/relaxed the similarity constraint needs to be for each specific task-related
time course. Therefore, a good candidate for cδ is the mean value of all the obtained
estimates, since this value considers the expected mean variability among all the
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imposed task-related time courses. However, note that other potential alternatives
may also be used; for example, one may set the similarity parameter, cδ, equal to
the minimum (maximum) estimate among the task-related time courses for a more
conservative (relaxed) approach.
In this paper, based on the previous rationale, we estimate the similarity param-
eter, cδ, for the different studied fMRI experiments as follows: first, given all the
conditions, we determine their corresponding task-related time courses, δ, using the
cHRF and an extra task-related time course, δ∗, generated using the HRF 5 from
the Figure 1, which constitutes a significantly different, yet realistic, HRF compared
with the cHRF. Then, according to Eq. (12), the difference ‖δ − δ∗‖2 provides an
estimate of the similarity parameter for each particular task. Finally, we set cδ as
the mean value obtained among the different tasks. For completeness, we provide a
Matlab function that automatically performs this procedure given a particular set
of experimental tasks. This function is available in AIDL1 repository and is used to
set the default value of this parameter in within the main algorithm.
A.4 Dictionary Initialization
In general, the matrix factorization approaches, as described in Eq. (2), admit an
infinite number of potential solutions and also constitutes a non-convex optimization
task. Consequently, the solution that will be obtained via the proposed algorithm,
as well as by any BSS counterpart, depends on the initialization of S[0] and D[0].
As a result, a careful initialisation is more likely to lead to a better outcome rather
than initialising from a random guess of S[0] and D[0]. For this reason, a systematic
initialisation procedure comprising four steps is proposed here:
1. An initial estimate of S and D, denoted as S¯ and D¯ is obtained via any ICA
algorithm. A known issue with ICA methods is that the same FBN, from the
same independent component, might be split into several time-courses/spatial-
map vectors [66],[63]. To address this issue, the split sources are merged back
following the merging process described in [16].
2. The columns of D¯ that are most correlated with theM task-related time courses
are detected. Then, the columns of D¯ and the corresponding rows of S¯ are rear-
ranged in order to bring the M most correlated columns on the far left of D¯ and
the corresponding rows on the top of S¯. Such a rows-columns rearrangement
is allowed since the product DS is invariant to such permutations. Then, the
M first columns of D are replaced with the imposed task-related time courses.
This step brings the initial D¯ in the form described in Eq. (11).
3. The initialization is further refined using the proposed algorithm for a few
iterations but by imposing sparsity in the full coefficient matrix, i.e., using the
alternative constrained set LW described in Eq. (21), rather than imposing
sparsity row-by-row. The reason for including this extra step is twofold: first,
the ICA-based estimate is gently improved by using the imposed information
concerning both the overall sparsity and the imposed task-related time courses.
Second, the resulting coefficient matrix S¯ will become sparse and in agreement
to the imposed sparsity specifications. Indeed, this was not the case before the
execution of this step, since the coefficient matrix produced by ICA is dense.
In particular, using the pseudocode described in Algorithm 1 in the main text,
the for loop in lines 6-10 is replaced by:
if ‖A‖1,W > Φ =
∑K
i=1 φi
| A(:) = PB`1 [W(:),Φ](A(:))
end
where the notation A(:) stands for the vectorized form of the matrix A.
4. The last step is to properly fit the initialization of D¯ and S¯, computed in
the previous step, with the row-by-row sparsity constraints required by the
algorithm. In order to achieve this, the last M + 1, . . . ,K columns of D¯ and
S¯ are permuted in order for the last K −M rows of S¯ to exhibit a gradient
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of sparsity levels from the sparser to the denser. Then D[0] and S[0] in the
algorithm is set equal to the finally resulted D¯ and S¯ respectively
Although the user is advised to proceed with the initialisation method described
above, the algorithm is theoretically guaranteed to converge to a local minimum
irrespectively of the initial values of S[0] and D[0]. Note, also, that using ICA as
initialization point has also a Bayesian flavor: the imposed sparsity constraint that
acts componentwise (see Lw) works similarly as an implicit independence assumption
over a prior. Of course, independence over the prior does not necessarily mean
independence over the posterior. In this way, initializing our algorithm from ICA
constitutes an effective synergy between ICA and DL; using ICA only as initialization
allows the DL algorithm to go beyond the independence assumption, yet preserving
the contribution of ICA as a good reference point. Similarly, other approaches have
tried to combine the benefits of sparsity and independence. For example, in [30]
a hybrid method called sparse-ICA tries to integrate both approaches into a single
algorithm. However, the independence assumption as well as the lack of consistent
ways to tune the sparsity constraint limit the power of these approaches in the fMRI
case.
A.5 Detection of the FBNs in Real datasets
The standard practice when working with BSS techniques for fMRI analysis is the
detection and representation of the obtained sources/FBNs on the brain. In the fully-
blind case, the time courses of the dictionary, hopefully, produce reasonable estimates
of their corresponding hemodynamic responses, including those induced by the FBNs
of interest. Similarly, the semi-blind methods assume that the imposed task-related
time course assembles an adequate representation of the real brain activity.
An alternative way to determine the spatial distribution of each source is to use
the obtained time courses to get an estimate of the coefficient matrix directly, say S˜,
using the pseudoinverse of the dictionary, that is, S˜ = D−1X, where X is the data
matrix. In practice, this is a well-established approach particularly when working
with ICA methods, which provides directly an estimate of the pseudoinverse of the
dictionary, usually referred as “unmixing matrix”, and is later used to determine
the coefficient matrix from the data. Under this approach, each row of the obtained
coefficient matrix represents the “weights” that specify the contribution of each time
course to its corresponding spatial map. Then, the values of each spatial map can be
mapped back to the brain volume space, representing its spatial distribution on the
brain. Nevertheless, the obtained coefficient matrix, S˜, potentially turns out dense,
i.e., the most of its values are non-zero, since noise and small residuals from the
decomposition may also appear, interfering with the location of the main patterns.
Consequently, to obtain interpretable results, the spatial maps are “sparsified” using
some significant tests, such as z-scores, which provide statistical support to infer
significant activation patterns that correspond to each source [67], [19], [68], [69],
[38]. Similarly, this modus operandi is valid for DL methods, where one can use
the pseudoinverse to estimate the coefficient matrix and use statistical tests to infer
their corresponding significant activation patterns.
On the other hand, sparsity-based approaches offer an alternative way for the
representation of the spatial distribution of the brain activity. In general, sparsity-
based approaches, such as DL, simultaneously produce estimates of the dictionary
and its corresponding sparse representation over the coefficient matrix, S. Theoreti-
cally, proper sparsity constraints will naturally force to zero the values of each spatial
map, which appear unrelated to the specific source. On the contrary, the non-zero
values represent the regions with important activity. Consequently, for each spatial
map, the representation of the values si > 0 provides also meaningful information
concerning to the spatial distribution of the ith detected FBN.
In this paper, we followed the first standard procedure to represent the main
activation patterns using statistical test, since it provides a fair comparison between
the studied methods. Thus, the real fMRI results presented in the Section 4.4 of the
main text were obtained as follows: first, using the pseudoinverse of the dictionary,
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we estimate its corresponding coefficient matrix. Then, we scaled each spatial map
to z-values; voxels that exhibited values greater than z > 1.97 were considered as
significant active voxels [67]. Finally, the z-statistical scores of the detected blobs
were superimposed on its corresponding anatomical slices for visualization.
For completeness, we also explored the alternative way to display the spatial
distribution of the obtained FBNs, using the sparse coefficient matrix directly. In
this case, we only studied two sparsity-based methods: SDL and IADL. Thus, the
comparison between the obtained sparse spatial maps are presented in Appendix E.4
as additional results.
B Brain Atlas Sparsity Information
In general, brain atlases contain information regarding the anatomical structure of
the spatial distribution of some FBNs. In our context, this information can directly
lead to infer the sparsity percentage of a particular FBN; that is, to estimate the
proportion of voxels that belong to that FBN, which can be used as extra a priori
information for tuning the associated sparsity parameters.
In practice, we distinguish two types of atlases: functional connectivity atlases
and anatomical/structural atlases. The function connectivity-based atlases con-
tain information about the spatial distribution of different FBNs, regardless of their
anatomical proximity or location. Some examples of this type of atlases are [58]
and [59] , which contain some standard FBNs, such as Auditory, Default Mode Net-
work, Language, etc. On the other hand, the anatomical-based atlases use several
anatomical/structural arguments to define different brain partitions. Although a
priori, anatomical atlases may not provide information concerning the sparsity per-
centage of a specific FBN, the particular value corresponding to the FBN can be
easily estimated using the sparsity percentage of the principal regions of interest
occupied by that FBN over the anatomical atlas. For example, assume one par-
ticular FBN distributed over N distinct anatomical region of one anatomical brain
atlas, with sparsity percentages θ1, θ2, . . . , θN . Then, the sparsity percentage for
that FBN, θFBN , is given by:
θFBN = 100(1−N) +
N∑
i
θi. (13)
Note than this equation holds if and only if the anatomical areas are not overlapping,
which is the case for any anatomical brain atlas.
Consequently, we observed that both types of atlases are suitable for obtaining
estimates of the sparsity percentage of a specific FBN. To illustrate the reliability
and consistency of this procedure, we present the sparsity percentage of some com-
mon FBNs, using two different brain atlases: a) the Automatic Anatomical Labeling
(AAL) atlas11, which is a well established anatomical-based brain atlas that con-
tains a total of 116 regions of interest, and b) a Multi-Subject Dictionary Learning
(MSDL) atlas [58], which is a functional connectivity-based atlas that includes some
common FBNs obtained from a resting state-fMRI study. Table 3 shows the sparsity
percentage with respect to the brain for some FBNs for both atlases. In this case,
for the MSDL atlas, the FBNs were already defined, so the sparsity percentage was
measured directly. With respect the AAL, we measured the total sparsity of the
principal regions of interest that are occupied by the specific FBN of interest using
Eq. (13). Comparing the values of the sparsity percentage for some common FBNs
(see Table 3), observe that the obtained values are similar in both atlases, despite
that each atlas was independently defined following different approaches. Hence,
the sparsity percentage is independent of the atlas and any brain atlas potentially
contains exploitable information. For completeness, the Table 4 also illustrates the
sparsity of some of the principal anatomical structures of the human brain from the
AAL atlas.
11The Automated Anatomical Labeling atlas is a digital human brain atlas with labeled volume. Labels are indicating macroscopic
brain structures. See http://neuro.imm.dtu.dk/wiki/Automated_Anatomical_Labeling
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Table 3: Sparsity percentage of some FBNs using two brain atlases.
Functional Brain Network MSDL (%) AAL (%)
Auditory 96.00 95.57
Primary Visual Cortex 93.11 93.20
Language 94.57 94.09
Basal Area 94.83 96.18
Default Mode Network 95.26 93.21
Table 4: Sparsity percentage of the lobes of the brain and the cerebellum
Anatomical Region AAL (%)
Frontal Lobe 74.07
Temporal Lobe 88.38
Occipital Lobe 88.26
Partietal Lobe 86.23
Crebellum 89.13
C Realistic Synthetic Dataset
In this section, a new, highly realistic synthetic dataset is developed using as a base,
SimTB12, an open MATLAB toolbox for the design of fMRI-like data, which has
been widely used in several studies, such as [70], [71] and [72]. This dataset allows
to effectively evaluate the performance of the proposed DL method in comparison
with the state-of-the-art of the blind and semi-blind approaches.
The new dataset resembles demanding experimental designs, where the sources
present highly relative different energy and their corresponding brain areas that
correspond to different condition overlap. This renders them hardly detectable by
conventional BSS methods. Moreover, the new dataset is examined under realistic
noise levels and statistics and it also comprises a relatively large number of com-
ponents/sources that exhibit a large range of sparsity characteristics. In order to
succeed in the above and also to study the effect of HRF miss-modeling, certain
interventions in the SimTB data generation procedure needed to take place.
SimTB implements a simple spatiotemporal separable model characterized by
three fundamental features: a) the spatial maps are smooth (Gaussian-shaped) b)
the sources are barely overlapped and c) a fixed HRF is considered. Although these
features simplify the study of synthetic experiments, they are unrealistic; the over-
lap between the standard sources of SimTB only affects small areas with relatively
low intensity, whereas, in real fMRI, some sources may exhibit high overlap [73].
Moreover, HRF naturally varies among subjects [25], [26].
For these reasons, we modified the default mode of SimTB to accomplish a more
realistic synthetic fMRI-like dataset: first, we translated in space some of the sources
to increase their relative overlap. Second, instead of smooth Gaussian shaped spatial
maps, which show maximum activity at only one specific peak/voxel, we prefer to
have more than one neighbor voxels activated with the same intensity. We achieved
that, by starting from the standard SimTB’s spatial maps and reducing the highest
activated voxels to have the same relative energy, within a small neighborhood.
Regarding the HRF, many different parametric models have been built that cap-
ture its shape, with the most popular being two gamma distributions model [74], [4],
[26]. A certain set of parameter values produces the cHRF that represents a para-
metric approximation of the real HRFs [74]. The cHRF is the default model in many
different toolboxes such as SimTB [70], and and it is also used in the GLM/SPM
analysis for the computation, via convolution, of the task related time-courses. Since
one of the scopes of this study is to analyze the effects of HRF mismodelling, we
account for the natural variability of the HRF, emulating six different synthetic sub-
jects, with each one of them having its own specific HRF. Then, we generate one
dataset per subject since all the brain-induced sources are HRF-dependent.
12See: http://mialab.mrn.org/software
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The distinct subject-specific HRFs were generated using the two-gamma distri-
bution model and in order to ensure that they are realistic enough, we followed the
procedure described next. We fed the free parameters of the two-gamma distribu-
tion model with values drawn from a uniform distribution centered on the parameter
values that correspond to the cHRF. The support of the aforementioned distribu-
tion was experimentally tuned to a level that led to HRFs, which visually resemble
the natural variability of HRFs. For better inspection, a total of 100 HRFs was
generated (gray lines in Figure 1) and qualitatively compared with natural HRFs
estimated from real fMRI studies, e.g., Figure 3 and Figure 4 of [26]. It is clear that
the 100 simulated HRFs are remarkably similar to true ones. For the simulation
studies that we presented in the Section 4 of the main text, five randomly generated
HRFs, as well as the cHRF, were used (depicted with colored curves in Figure 1).
For simplicity, hereafter, and we define the “canonical” subject as the subject that
will use the cHRF, we introduce the letters A, B, C, D and E to refers to the subjects
that correspond to the HRFs 1, 2, 3, 4 and 5, respectively.
The subject-specific datasets comprise 15 brain-like sources. Each source is de-
fined by its spatial map, which is represented by a single brain slice of size 100×100
voxels and a time course that comprise 300-time instances with a difference of two
seconds between acquisition times (TR=2). Figure 7 shows the brain-like sources for
the canonical subject, which includes all the modifications that we discussed above.
The rest of the subjects correspond to the same spatial maps but their time courses
differ, depending on their respective HRF. Moreover, in Table 5, the anatomical
correspondence as well as the sparsity level of each source are also listed.
Besides the brain-induced sources, real fMRI data also contains sources that are
either scanner-induced or related to other biological processes unrelated to the brain
activity, such as heart-beating, breathing, movements, etc. All these phenomena
are collectively referred to as artifacts. In the new dataset, we have also included
realistic fMRI-like artifact sources, in particular the sources 3, 4, 5, 7 and 8 of
the well-known dataset [75]. Special information concerning each artifact is also
provided in Table 5. Note that the majority of the brain-like sources are sparse,
whereas most of the artifacts are dense. Finally, the subject-specific datasets are
corrupted by Rician noise of SNR = 0. Both noise distribution and energy are
realistic for the fMRI data case, [76], [77].
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Figure 7: Visual representation of the synthetic spatial maps and their corresponding time courses generated with
the canonical HRF. The intensity of the spatial maps and time courses were normalized to have maximum intensity
at 1.
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Figure 8: Visual representation of the synthetic artifacts. The first column depicts the spatial maps and their
corresponding spatial maps for the artifacts 3, 4 and 5, whereas the second column shows the artifacts 7 and 8 from
the dataset [75].
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Table 5: Summary of the main features of the spatial maps of the proposed synthetic dataset, including their
corresponding sparsity level.
Brain-like sources
Surce Anatomical Correspondence∗ Active voxels (φi) Sparsity (%) (θi)
1 Bilateral Visual 472 95.28 %
2 Medial Frontal 467 95.33 %
3 Precuneous 447 95.53 %
4 Default Mode Network 1175 88.25 %
5 Subcortical Nuclei 670 93.30 %
6 Subcortical Nuclei - Putamen 293 97.04 %
7 White Matter Tracts (anterior) 1193 88.07 %
8 Dorsal Atention Network 818 91.82 %
9 Frontoparietal (Right dominance) 1449 85.51 %
10 Subcortical Nuclei - Thalamus 733 92.67 %
11 Right Auditory 840 91.60 %
12 Left Auditory 847 91.53 %
13 Right Hipocampus 549 94.51 %
14 Left Hipocampus 543 94.57 %
15 White Matter Tracts (posterior) 2805 71.95 %
∗ see SimTB toolbox [70]
Artifacts
Source Main fatures∗∗ Active voxels (φi) Sparsity (%) (θi)
16 Sub-Gaussian 9900 1.00 %
17 Gaussian 9900 1.00 %
18 Super-Gaussian 9801 1.99 %
19 Sub-Gaussian 1386 86.14 %
20 Super-Gaussian 2816 71.84 %
∗∗ according to [75]
Mean values
Group Active voxels Sparsity (%)
Whole dataset 2355 76.45 %
Brain-like sources 887 91.13 %
Artifacts 6761 32.39 %
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D Pearson’s correlation coefficient - based Perfor-
mance measure
In this direction, we are interested in measuring the discrepancy between the true and
the estimated sources. Since each source expresses itself with a time course/spatial
map pair, (di ∈ RT×1, si ∈ R1×N ), a way to jointly evaluate the decomposition
performance with respect to both is to work with the matrix, Fi = dis
i ∈ RT×N ,
which represent the full ith source as it is expressed in all voxels along time. Ideally,
Fi should be equal to F˜j = d˜j s˜
j ∈ RT×N , where d˜j and s˜j denotes the time course
and the spatial map of the corresponding true source. Then, to measure the quality
of the performance for the jth true source, we adopted:
rj =
(
ρ(F˜j ,Fi)
)2
, (14)
where ρ(A,B) A,B ∈ RM×N , is the Pearson’s correlation coefficient for matrices
given by:
ρ (A,B) =
1
M +N − 1
M,N∑
i,j=1
(
aij − µA
σA
)(
bij − µB
σB
)
, (15)
where µA and σA are the mean and the standard deviation of A, respectively and
µB, σB are the mean and the standard deviation of B.
Observe that the measured value in Eq. (14) assumes that the ith unmixed source
corresponds to the jth true one. Nevertheless, in practice, the correspondence be-
tween the true sources and the unmixed sources is unknown (since the solution of
the matrix decomposition is usually equivalent under permutation). Therefore, to
measure the quality of the performance it is necessary to find the correspondence of
each one among the K˜ true sources with one of the K estimated sources (where in
general K˜ 6= K). The procedure followed is described next:
1. Define the matrix C ∈ RK˜×K , with cij = (ρ(F˜i,Fj))2. Observe that the larger
an entry cij is the more likely the i
th real source and the jth source to be a
match becomes.
2. Detect the assisted sources: This is straightforward, since we know that these
are the first M of the estimated sources. Denote p = [p1, . . . , pM ] the vector
with the indixes of the corresponding true sources associated to each one of
the first M assisted sources (In our specific dataset, p = [1, 11, 14]). Then, the
quality of the composition for the assisted sources, according to Eq. (14), is
given by rpi = cpi,i with i = 1, . . . ,M .
3. Remove the contribution of the assisted sources in the matrix C, setting to zero
their associated rows and columns, that is, cpi = 0 and ci = 0 for i = 1, . . . ,M .
4. Detection of the non-assisted sources: This can be efficiently done with the
aid of matrix C. First, we find the maximum entry of the matrix C, say cij .
This entry reveals the fact that the best match of the ith true source is the
jth estimated source, consequently, ri = cij . Then, in order to exclude the
detected source, we set to zero their contribution to the rest of the matrix, that
is, ci = 0 and cj = 0. This process is repeated for all the rest of the true
sources, i.e., until C = O.
After these steps, the result is a vector r, where each component, ri, reflects the
quality of the decomposition associated to the ith source. Then, this information
can be used to quantify the performance in different ways. For example, we can take
the mean of the values associated with the assisted sources only, or we can take the
mean over all the values of r to have a general overview of the performance of the
decomposition as a whole.
Apart from the full-source performance measure, the decomposition performance
with respect the time courses only, i.e., with respect the estimated dictionary D,
is also of special interest. Indeed, as we discussed in the previous Section A.5, the
spatial distribution of the FBNs are commonly estimated applying certain statistical
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Figure 9: Individual results for the assisted soursces. The right graph shows the comparisons of all the method
for each specific assisted source, which corresponds with the sources 1, 11 and 14. The left column illustrate three
examples of the spatial maps and the time courses for IADL, SDL and JADE from one specif noise realization of the
synthetic subject B. 26
analysis over the spatial maps, which are commonly estimated via the pseudoinverse
of the dictionary. Therefore, to determine the quality of the decomposition for the
time course, we adopted as an alternative performance measurement:
rˆj =
(
ρ(d˜j ,di)
)2
, (16)
where now di is the i
th obtained time course and d˜j is its true corresponding time
course. In order to compute the values for all the time courses, we followed the
same procedure as described above, but changing the definition of the matrix C as
cij = (ρ(d˜i,dj))
2 instead. Similarly, the result is a vector rˆ , where each value, rˆi,
reflects the quality of the decomposition of the time course of the ith source.
E Additional results
E.1 Individual results from the synthetic fMRI analysis
In Section 4.1 of the main text, we present the performance results based on the
synthetic dataset, where Figure 2 summarizes the comparison results of the different
studied methods. Therefore, to further investigate the synthetic results shown in
Figure 2, we depicted the individual results of the performance comparison of the
assisted sources, including the obtained time courses and spatial maps obtained by
some of the different methods. Thus, the Figure 9 shows the individual results
for each assisted source. The left graph includes the main comparison using the
introduced performance measurement among sources, whereas the right part displays
one specific noise realization of one particular subject, in this case, the subject B.
Observe that all the methods are capable of separating the assisted source 1
correctly, as we expected, since we selected this assisted source as an “easy” source
example. On the other hand, the assisted sources 2 and 3 (which represents the
sources 11 and 14 of the synthetic dataset Figure 7) explicitly require assistance to
unmix them properly. Moreover, for the SDL method, we observe the same issues
as in the Figure 3 in the main text: the SDL method only works if the HRF of the
subject is close enough to the cHRF. On the contrary, IADL successfully unmixes
all the assisted sources and exhibits a more stable performance among the synthetic
subjects.
E.2 GLM analysis for the synthetic dataset
For the study of GLM over the synthetic dataset, we performed a comparison be-
tween the proposed IADL and the standard GLM approach, using the software
toolbox SPM12. The design matrix of SPM includes the three task-related time
courses that we used for IADL and the rest of information-assisted algorithms, as it
is described in Section 4.2 of the main text. Figure 10 shows the normalized param-
eter maps for the assisted sources corresponding to (a) the canonical subject and (b)
the subject E. Furthermore, for completeness, Figure 11 depicts the corresponding
statistical parametric maps for both studied approaches with z > 1.97 (p < 0.05,
uncorrected), respectively.
In both figures, we observe that SPM and IADL recover the assisted sources 1
and 3 sucessfully, similarly to the other studied algorithms, since these two synthetic
sources are relatively easy to identify. However, for the assisted source 2, the result
of SPM is significantly inferior to that of IADL. Specifically, the result of SPM
contains considerable residual from other overlapped sources, which partially remains
as false positives in Figure 11, whereas the source of interest appears considerably
deteriorated. On the other hand, IADL does not have residual from other sources,
and the source of interest is recovered correctly.
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Figure 10: Comparison between the normalized parameter maps of SPM and IADL, for the canonical subject (A)
and the subject E (B) from the synthetic dataset.
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Figure 11: Significant active voxels for z > 1.97 (uncorrected) for SPM and IADL, for the canonical subject (A) and
the subject E (B) from the synthetic dataset.
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I. Performance with respect to the full sources
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Figure 12: Performance comparison with respect the full source (I) and the time courses (II). Each subfigure presents
the performance of one particular assisted source in function of the number of sources.
E.3 Performance evaluation in function of the number of sources
In order to evaluate the tolerance of the proposed algorithm to the choice of the
number of sources, K, we studied the performance of IADL for different number of
sources over the synthetic and the real dataset.
Synthetic Data Analysis
Concerning to the synthetic dataset, we studied the performance of IADL for differ-
ent number of sources, K = 5, 10, 15, . . . , 40, keeping the same three assisted sources
with the same parameters, as we described in Section 4.1 in the main text. For each
number of sources, we implemented a different set of sparsity percentage for the free
part of the dictionary following the principal guidelines described in Appendix A.2.
Table 6.a contains the particular values used for each number of sources. Note that
the sparsity percentage for the assisted sources is the same in all the studied cases.
Furthermore, the sparsity percentage for K = 25 corresponds to the parameter θ2
from Table II.b in the main text.
Figure 12 shows the performance comparison obtained for each specific assisted
source in function of the number of sources. Similarly, Figure 13 depicts the mean
performance of the three assisted sources, the brain-like sources and all the sources
(including artifacts) respectively. In both figures, the red line depicts the obtained
results of the canonical subject and the blue line represents the results of the subject
E from the synthetic dataset.
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Figure 13: Performance comparison with respect to the full source (I) and the time courses (II). The sub-figures
correspond to a) the assisted source, b) the brain-like sources only, and c) all sources (including artifacts) depict the
performance decomposition in function of the number of sources.
Observe that the obtained results agree with the expected behavior of the stan-
dard DL techniques: the algorithm exhibits problems to unmix the different compo-
nents if the number of sources is inferior to the correct one, whereas the performance
of IADL remains more or less stable for both subjects if the number of sources is
overestimated.
Furthermore, we observe that IADL seems particularly robust against the over-
estimation of K; comparing the results of 35 and 40 with 20 (the correct one), we
observe that all the sources are present in all the compositions and most of the
sources of the overestimated cases appears filled with random noise.
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Table 6: Sparsity percentage used for each number of components.
(a) Sparsity (%) for the Synthetic Dataset
K 5 10 15 20 25 30 35 40
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t. 95 95 95 95 95 95 95 95
90 90 90 90 90 90 90 90
90 90 90 90 90 90 90 90
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75 90 95 95 95 95 95 (×3) 95 (×5)
0 85 90 (×2) 90 (×3) 90 (×5) 90 (×5) 90 (×5) 90 (×5)
80 85 (×2) 85 (×3) 85 (×5) 85 (×5) 85 (×5) 85 (×5)
75 80 (×2) 80 (×2) 80 (×3) 80 (×4) 80 (×5) 80 (×5)
70 75 75 (×2) 75 (×2) 75 (×2) 75 (×3) 75 (×4)
10 70 70 70 70 (×2) 70 (×2) 70 (×3)
0 10 10 10 10 (×2) 10 (×3) 10 (×3)
5 5 5 5 (×2) 5 (×2) 5 (×2)
0 0 (×3) 0 (×3) 0 (×4) 0 (×4) 0 (×5)
(b) Sparsity (%) for the Real Dataset
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10 80 85 85 (×2) 85 (×3) 85 (×3) 85 (×4) 85 (×5)
0 70 80 80 (×2) 80 (×3) 80 (×3) 80 (×4) 80 (×5)
50 70 75 75 75 (×3) 75 (×3) 75 (×5)
10 50 70 70 (×2) 70 (×2) 70 (×3) 70 (×5)
0 (×2) 30 50 50 50 50 60
20 30 30 40 40 50
10 20 20 30 30 45
0 (×2) 10 10 20 20 40
0 (×3) 5 10 10 35
0 (×4) 5 (×2) 5 (×2) 30
0 (×4) 0 (×5) 25
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Figure 14: Significant active voxles (z > 1.97) for one randomly selected subject, where each column represent the
obtained results for the different studied number of sources. Each row shows the obtained statistical maps for each
specific task: visual, left/right hand, left/right feet and tongue.
Real Data Analysis
In this case, we studied the same task-related fMRI experiment used in the main
text, implementing different number of sources, K = 10, 15, 20, 25, . . . , 40 and 60.
For this analysis, we randomly selected a single subject from the studied dataset.
The rest of the parameters, including the imposed task-related time courses for the
six assisted sources were the same as they are described in Section 4.5 of the main
text. As in the synthetic experiment, we implemented a different set of sparsity
parameters for the free part of the dictionary, following the guideline described in
Appendix A.2. Table 5.b depicts the particular selection of the sparsity percentage
used in this experiment. The parameter for K = 20 corresponds to the parameter
θ from Table II.c, which was implemented for the analysis of the real data in the
main text.
The absence of ground truth in real data hinders a direct performance comparison
in contrast to the synthetic data. Therefore, for the real data, we analyzed the
consistency of the obtained results searching for common components among all the
studied number of components and visually analyzing their corresponding spatial
maps. First of all, for the results from K = 10 and K = 15, the performance of
the algorithms deteriorates compared with the results observed in the main text
(K = 20). However, for the results between K = 20 and K = 40 we observe that
all the obtained results present between 17-20 common components. Between these
common components, we observed the six different spatial maps that correspond
to the six different assisted sources, and the rest belong to extra common sources
observed within the free part of the dictionary. For the case K = 60 we only observed
14 common component and these results were slightly worse compared with the rest
of the analysis.
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Figure 15: Significant active voxles (z > 1.97) for one randomly selected subject, where each column represents the
obtained results for different studied number of sources. Each row contain three common components found in the
free part of the dictionary.
For completeness, we present some of the obtained common components in Fig-
ure 14 and Figure 15. Figure 14 depicts the results of the assisted sources for K = 20,
K = 40 and K = 60. Observe that IADL provides similar results independently of
the number of sources. Furthermore, Figure 15 shows three common components
observed in the free part of the dictionary for different number of sources. Conse-
quently, after this study we observe that the performance of the IADL algorithm is
consistently robust to overestimating the number of sources, which agrees with the
expected behavior of standard DL methods.
E.4 Spatial maps from the sparse representation
The sparsity-based BSS method simultaneously provides an estimate of the dictio-
nary and its sparse representation over the coefficient matrix. As we discussed in
Appendix A.5, an alternative way to display the spatial distribution of the detected
FBNs of interest is to use the sparse spatial maps from the coefficient matrix.
Therefore, to study the reliability of the sparse spatial maps, we decided to
depict the obtained results of the group analysis of the motor task-fMRI preformed in
Section 4 of the main text, using just the obtained coefficient matrix. Thus, Figure 16
depicts the spatial maps of the different studied conditions. The first two columns
show the sparse spatial maps of SDL and IADL from the group analysis, where we
only display the values bigger than zero (si > 0). This is because theoretically, the
sparsity constraint will push to zero values with null contribution to that source.
Then, we normalized the maximum intensity to 1 for its visualization. The third
column shows the same result as we presented in the Figure 5.b, where the spatial
maps were obtained using a z-scores. We included this extra column to facilitate a
visual comparison.
Observe that, although SDL and IADL are sparsity-based approaches, the results
obtained are entirely different: first, SDL present an overwhelming ratio of false
positives, particularly for the hands and foot tasks, which makes impossible to infer
any interpretable result. On the contrary, IADL presents more clear results, even
comparable to those obtained using z-statistical tests.
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Figure 16: Comparison between the obtained sparsity map for the group analysis. The first and the second columns
represent shows the positive values (si > 0) of the spatial maps of SDL and IADL respectively. The third columns
shows the same results depicted in Figure 5 of the main text as reference.
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Figure 17: Significant active voxles (z > 1.97) for one randomly selected subject. Each row shows the most repre-
sentative positions for each specific task: visual, left/right hand, left/right feet and tongue
E.5 Results from the single subject analysis
For completeness, Figure 17 depicts the obtained significant activation maps for
one randomly selected subject for all the studied matrix factorization method. This
Figure complements the results depicted in Figure 5 in the main text, which contains
the results of the group analysis.
E.6 Extra results from the comparison between IADL and
SPM
Figure 6 within the main text shows a comparison between IADL and SPM. That
figure is displayed between a lower and higher threshold. We specifically selected
this particular interval to help to visualize what type of activation would be present
at a specific threshold, in the same way as it is described in [53].
Therefore, to further evaluate the performance of both approaches as well as
to evaluate the presence of potential false positives, Figure 18 shows the significant
active voxel after applying Bonferroni correction, which is considered a a conservative
correction. Observe that all the majority of false positive detected in Figure 6
disappeared after the correction, as it was expected. Interestingly, SPM still display
some significant voxels within the expected region of interest after this correction,
whereas IADL still produces a good visualization of the correct region of interest.
Thus, Figure 19 displays the significant active voxels after the Bonferroni correction
rendered over the cortex. Observe that SPM still haves some small voxels within the
regions of interest, pecesiely, over the left hemisphere, whereas IADL consistently
depicts the main activation areas expected for each movement type [54, 55].
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Figure 18: Significant active voxles z > 5.00 (Bonferroni-corrected at p > 0.066) from the group parametric maps for
SPM and IADL.
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Figure 19: Rendered significant active voxles z > 5.00 (Bonferroni-corrected at p > 0.066) from the group parametric
maps for SPM and IADL.
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F Mathematical deviation of the Proposed Algo-
rithm
In this section, we analytically provide the full mathematical derivation of the pro-
pose Information Assisted Dictionary Learning (IADL).
F.1 Notation
A lower case letter, x, denotes scalars, a bold capital letter, X, denotes a matrix,
and a bold lower case letter, x, denotes a vector with its ith component denoted
as xi. The i
th row and the ith column of a matrix, X ∈ RM×N , are represented
as xi ∈ R1×N and xi ∈ RM×1, respectively. Moreover, xij denotes the element
“located” at row i and column j of the matrix X. The vector 1N denotes a column
vector of size N having all its components equal to one and IN is the identity matrix
of size N × N . The notation A = diag(x) stands for the diagonal matrix having
aii = xi. Eventually, given an arbitrary vector, x ∈ RN , the notation x > a stands
for xi > a∀i = 1, 2, . . . , N .
F.2 Optimization Task
In this paper, we are focused on the study the matrix factorization problem:
X ≈ DS, (17)
where, D ∈ RT×K , is the dictionary and, S ∈ RK×N , is the coefficient matrix as we
presented them in the main text. In general, this matrix factorization problem can
be seen as a constrained optimization task as follows:
(Dˆ, Sˆ) = argmin
D,S
‖X−DS‖2F s.t.
D ∈ D
S ∈ L , (18)
where, D, L, are two sets of admissible constraints.
According to the nature of the studied problem, we set D = Dδ and L = Lw,
where those two convex set (see convexity proofs in Appendix 1) were defined as:
Dδ =
{
D ∈ RT×K
∣∣∣∣ ‖di − δi‖22 6 cδ i = 1, . . . ,M‖di‖22 6 cd i = M + 1, . . . ,K
}
, (19)
where ‖ · ‖2 denotes the Euclidean norm, di is the ith column of the dictionary D
and δi is the i
th a priori selected task-related time course and cδ, cd are two positive
user-defined constants.
Lw =
{
S ∈ RK×N | ∥∥si∥∥
1,wi
6 φi ∀i = 1, 2, . . . ,K
}
, (20)
where ‖·‖1,w denotes the weighted `1-norm, wi is the vector of weights that corre-
sponds to the vector si and φi is the expected number of non-zeros of the i
th row of
the coefficient matrix.
As an alternative to the constrained set above, we also introduce a new convex
set (see proof in Appendix F.3), where we used the weighted `1-norm to impose
sparsity over the full coefficient matrix as:
LW =
{
S ∈ RK×N | ‖S‖1,W 6 Φ
}
, (21)
where Φ is the maximum number of non-zero elements of the full coefficient matrix,
S, and W ∈ RK×N is the matrix of the associated weights with wij = 1|sij |+ε (the
same definition that we introduced in the Eq. (6), in the main text). The notation
‖ · ‖1,W stands for a generalization of the weighted `1-norm for matrices, which is
compactly written as:
‖S‖1,W = tr
[|S|WT ] , (22)
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where |S| returns the absolute value of each element of S. At this point, observe
that if we have a good guess about the values φi, it is possible to set the sparsity
level of LW as Φ =
∑K
i=1 φi forcing both constrained sets to lead to the same overall
sparsity of S.
In general, the simultaneous optimization for D and S for Eq. (18) is challeng-
ing, due to both the non-convexity and the potential large size of the data matrix.
For the above reasons, we adopted the Block Majorized Minimization (BMM) ratio-
nale, which provides a powerful framework for the solution of such as optimization
tasks [48, 47]. The main strategy of the BMM consists of changing the actual cost
function at each step by an approximation function called surrogate function, which
majorizes the former and simultaneously facilitates the optimization process.
For example, starting from an arbitrary set of estimates D[0] and S[0] at the tth
iteration, the BMM for the studied optimization task comprises into the following
two steps:
I. S[t+1] = min
S
ψS(S,S
[t]) s.t. S ∈ Lw, (23)
II. D[t+1] = min
D
ψD(D,D
[t]) s.t. D ∈ Dδ, (24)
where, ψS is the so called surrogate function of the first step, given D fixed to its
current estimate D[t], and ψD is the corresponding surrogate function of the second
step, gives S fixed to its current estimate S[t+1].
In practice, finding an appropriate surrogate function –despite it may not be
unique– is a complicated task and also problem dependent. Furthermore, the surro-
gate function has to satisfy specific constraints [48], to guarantee that the proposed
two-step iterative minimization will converge to an optimal value of the original
optimization task, as we discuss in detail bellow in Appendix F.4.
After studying several candidates for the surrogate function [47], we finally imple-
mented the second order Taylor’s expansion for matrices of the original cost functions
to obtains their corresponding surrogate functions, motivated by two reasons: a) the
Taylor’s expansions guarantees that all the conditions of the surrogate functions are
satisfied by construction [47] and b) the Taylor’s expansion simplifies the optimiza-
tion process, avoiding computationally expensive operations, e.g., matrix inversions,
which are notably restrictive in this particular case due to the natural size of the
fMRI data.
Step I – Coefficient Update
According to the Eq. (23), the update stage at the tth iteration is formulated as:
S[t+1] = min
S
ψS(S,S
[t]) s.t. S ∈ Lw.
Regarding to the surrogate function, ψS , fixed to the current estimates the coefficient
matrix D = D[t], we use the matrix form of the second order Taylor’s expansion
(see Appendix D in [78]), to derive the following surrogate function:
ψS(S,S
[t]) = ‖X−DS‖2F −
∥∥∥DS−DS[t]∥∥∥2
F
+ cS
∥∥∥S− S[t]∥∥∥2
F
, (25)
where cS >
∥∥DTD∥∥ is a constant and ‖ · ‖ stands for the spectral norm. Observe
that this current surrogate function is convex and majorizes its corresponding loss
function by construction.
At this point, the BMM does not impose any specific optimization process. Then,
we implement a Lagrangian relaxation to solve the current minimization task. Im-
plementing the Lagrangian multipliers, the optimization becomes into:
min
S
ψS(S,S
[t]) + Pγ(S), (26)
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where Pγ is a penalty term that depends on the weighted `1-norm constraints and
it is defined as:
Pγ(S) =
K∑
i=1
γi
(∥∥si∥∥
1,wi
− φi
)
, (27)
where the introduced parameters γi > 0, for i = 1, 2, . . . ,K are the Lagrangian
multipliers, K is the number of consider spatial maps (rows of S), and φi is the
expected maximum sparsity, that is, the maximum expected number of active voxels
of the ith spatial map.
From optimization theory, Lagrangian multipliers at the optimal point satisfy
their corresponding KKT conditions, i.e.,
γi
(∥∥si∥∥
1,wi
− φi
)
= 0, (28)
with i = 1, 2, . . . ,K.
Now, observe that the optimization task in Eq. (26) involves a convex loss func-
tion. Hence, given the surrogate function at the tth iteration, a global minimum
exists.
In order to determine the global minimum, although the function is convex and
we know that such a point exists, the loss function is not differentiable. Nevertheless,
we can obtain the minimum at a point with zero subgradient. That is, a minimizer
of the function exists if and only if the zero (matrix) belong to the subdifferential
set, which is given by:
0 ∈ ∂
(
ψS(S,S
[t]) + Pγ(S)
)
. (29)
Observe that the first term is fully differentiable, and the subdifferential set becomes
a singleton given by the standard derivative:
∂
(
ψS(S,S
[t])
)
=
{
∇ψS(S,S[t])
}
=
{
−2DTX + 2cSS− 2cSS[t] − 2DDTS[t]
}
,
that is,
∂
(
ψS(S,S
[t])
)
= {2cS(S−A)} , (30)
where A is matrix defined as:
A , 1
cS
[
DTX +
(
cSIK + D
TD
)
S[t]
]
. (31)
In contrast, the second term is not differentiable, and its corresponding subdifferen-
tial set is:
∂Pγ(sij) =
{
γiwijsign(sij) if sij 6= 0
γiwijgij with gij ∈ [−1, 1] if sij = 0
. (32)
However, the imposed Lagrangian multipliers address the definition of this set.
Therefore, the task becomes to find the matrix S in the subdifferential set that
simultaneously satisfies
2cS(S−A) + ∂Pγ(S) = 0,
and its corresponding KKT conditions Eq. (28), imposed by the Lagrangian multi-
pliers.
Thus, following standard arguments and after some algebraic manipulations, it
can be demonstrated that the solution of this task is given by:
si =
{
ai if
∥∥ai∥∥
1,wi
6 φi
PB`1 [wi,φi](ai) if
∥∥ai∥∥
1,wi
> φi
, (33)
with i = 1, 2, . . . ,K, where K is the total number of sources, φi, is the expected
maximum number of active voxels of the ith source, si and ai are the ith row of the
matrix S and A respectively, the vector wi is the associated vector of weights, and
PB`1 [wi,φi] is the projection operator over the weighted `1-norm ball, B`1 [wi, φi] =
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{
x ∈ RN | ‖x‖1,wi 6 φi
}
, of weights wi and radius φi. Eventually, with respect to
the Lagrangian multipliers, γi, the values are given by:
γi = max
{
0,
2cS
‖wi‖2
(∥∥ai∥∥
1,wi
− φi
)}
, (34)
with i = 1, 2, . . . ,K.
Step II – Dictionary Update
In the second step of the alternating minimization (see Eq. (24)), the optimization
task at the tth step is given by:
D[t+1] = min
D
ψD(D,D
[t]) s.t. D ∈ Dδ.
Regarding to the surrogate function, ψD, fixed to the current estimates the co-
efficient matrix S = S[t], we again use the second order Taylor’s expansion (see
Appendix D in [78]) to derive the following surrogate function:
ψD(D,D
[t]) = ‖X−DS‖2F −
∥∥∥DS−D[t]S∥∥∥2
F
+ cD
∥∥∥D−D[t]∥∥∥2
F
, (35)
where cD >
∥∥SST∥∥ and ‖ · ‖ stands for the spectral norm. Observe that the surrogate
function is convex and majorizes its corresponding loss function by construction.
Again, the BMM gives freedom for choosing any procedure for solving the current
optimization task. For simplicity, we again implemented a Lagrangian relaxation
introducing a new penalty term into the original problem:
min
D
ψD(D,D
[t]) + Pγ(D), (36)
where Pγ is defined according to the constraints over the dictionary:
Pγ(D) =
M∑
i=1
γi
[
(di − δi)T (di − δi)− cδ
]
+
K∑
i=M+1
γi
(
dTi di − cd
)
, (37)
where γi, i = 1, 2, . . . ,K, are the respective K Lagrange multipliers, di are the
ith column of the matrix D, δi is the i
th task-related time course, and cδ and cd
are two user-defined parameters to control the norm and the similarity constraint
respectively.
From the optimization theory, Lagrangian multipliers at the optimal point satisfy
their associated KKT conditions:
γi
(
‖di − δi‖2 − cδ
)
= 0 i = 1, 2, . . . ,M, (38)
γi
(
‖di‖2 − cd
)
= 0 i = M + 1, . . . ,K. (39)
For simplicity, we can rewrite the penalty term in Eq. (37) in a more compact
form introducing the following matrix notation: Let’s define the mask matrix, M ∈
RM×K , which is a rectangular matrix (M < K) with zero elements everywhere
except for ones along its principal diagonal, i.e.,
M , (mij)ij −→
{
mij = 0 if i 6= j
mij = 1 if i = j
. (40)
Using this mask matrix and the properties of the trace, we can compact the term,
Pγ , as follows:
PΓ(D) = tr
[
Γ
(
(D−∆M)T (D−∆M)−C
)]
,
40
where Γ is a diagonal matrix Γ = diag{γ1, γ2, . . . , γK} and C is another diagonal
matrix given by C = diag{cδ1M , cd1K−M}. Therefore, the optimization problems
is given by:
D[t+1] = min
D
ψD(D,D
[t]) + PΓ(D).
Note that the current problems involves a convex loss function. Hence, fixed the
coefficient matrix to the current estimate, at the tth iteration, a global minimum
exists.
In this case, since the loss function is fully differentiable, we can find the minimum
as the point with zero (matrix) gradient, i.e.:
∇D
(
ψD(D,D
[k]) + PΓ(D)
)
= 0. (41)
The derivative of the first term is given by:
∇DψD = −2XST + 2D[k]SST + 2cDD− 2cDD[k],
and the derivative of the second term is given by:
∇DPΓ(D) = 2DΓ− 2∆MΓ,
Now, solving with respect to D, we obtain:
D =
[
B +
1
cD
∆MΓ
](
1
cD
Γ + IK
)−1
, (42)
where B is a matrix defined as:
B , 1
cD
[
XST + D[k]
(
cDIK − SST
)]
,
and the Lagrange multipliers in Γ are obtained so that to satisfy the corresponding
KKT conditions.
Thus, following standard arguments and after some algebraic manipulation, it
can be easily demonstrated that the solution of this task is given by:
di =

i 6M
bi if ‖bi − δi‖
2 6 cδ
c
1/2
δ (bi−δi)
‖bi−δi‖ + δi otherwise
i > M
bi if ‖bi‖
2 6 cd
c
1/2
d
‖bi‖bi otherwise
, (43)
with i = 1, 2, . . . ,K. Eventually, concerning to their respective Lagrangian multi-
pliers, they are given by:
γi =

i 6M max
{
0, cD
(
‖bi−δi‖
c
1/2
δ
− 1
)}
i > M max
{
0, cD
(
‖bi‖
c
1/2
d
− 1
)} . (44)
For completeness, the Algorithm 1 in the main text summarizes a pseudocode
with the main steps of the proposed algorithm. Furthermore, we provided a Matlab
implementation of the proposed algorithm, which is available in the AIDL1 github
repository.
F.3 Convexity Proofs of the constrained sets
In the following section, we present the convexity proofs of the proposed constrained
sets:
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Constrained set Dδ GivenM different imposed task-related time courses δ1, δ2, . . . , δM ,
and the specific constants cδ and cd, the proposed set is convex:
Proof 1 By definition, if Dδ is convex, then for any X,Y ∈ Dδ the matrix λX +
(1− λ) Y ∈ Dδ ∀λ ∈ [0, 1].
Then, let X,Y ∈ Dδ and the real parameter λ ∈ [0, 1]:
Z := λX + (1− λ) Y Dδ is convex ⇔ Z ∈ Dδ.
Thus, the ith column of Z is given by zi = λxi + (1− λ) yi with i = 1, 2, . . . ,K.
Question: Is Z ∈ Dδ?
Z ∈ Dδ ⇔
{
a) ‖zi − δi‖2 6 cδ i = 1, 2, . . . ,M
b) ‖zi‖2 6 cd i = M + 1, . . . ,K
.
With respect to the condition a) for i = 1, 2, . . . ,M :
‖zi − δi‖ = ‖zi − δi + λδi − λδi‖ = ‖zi − λδi − (1− λ) δi‖ =
= ‖λxi − λδi + (1− λ) yi − (1− λ) δi‖ 6 ‖λxi − λδi‖+ ‖(1− λ) (yi − δi)‖ =
= λ ‖xi − δi‖+ (1− λ) ‖yi − δi‖ 6 λc1/2δ + (1− λ) c
1/2
δ = c
1/2
δ
⇒ ‖zi − δi‖2 6 cδ.
For the condition b) with i = M + 1, . . . ,K:
‖zi‖ = ‖λxi + (1− λ) yi‖ 6 ‖λxi‖+ ‖(1− λ) yi‖ =
= λ ‖xi‖+ (1− λ) ‖yi‖ 6 λc1/2d + (1− λ) c
1/2
d = c
1/2
d
⇒ ‖zi‖2 6 cd
Finally, we obtain that Z ∈ Dδ for any value of λ ∈ [0, 1], consequently by definition
Dδ in convex.
Constrained set Lw Given a specific matrix of weights W and a vector with the
expected number of non-zero values per row φ = [φ1, φ2, . . . , φK ], this proposed set
is convex:
Proof 2 By definition, if Lw is convex, then for any X,Y ∈ Lw, the matrix λX +
(1− λ) Y ∈ Lw ∀λ ∈ [0, 1].
Let X,Y ∈ Lw and the real parameter λ ∈ [0, 1]:
Z := λX + (1− λ) Y Lw is convex ⇔ Z ∈ Lw.
Thus, the ith row of Z is given by zi = λxi + (1− λ) yi with i = 1, 2, . . . ,K.
Question: Is Z ∈ Lw?
Z ∈ Lw ⇔
∥∥zi∥∥
1,wi
6 φi.
Then, for this case:
∥∥zi∥∥
1,wi
=
N∑
j=1
wij |λxij + (1− λ) yij | 6
N∑
j=1
wij (|λxij |+ |(1− λ) yij |) =
=
N∑
j=1
λwij |xij |+
N∑
j=1
(1− λ)wij |yij | = λ
N∑
j=1
wij |xij |+ (1− λ)
N∑
j=1
wij |yij | =
= λ
∥∥xi∥∥
1,wi
+ (1− λ)∥∥yi∥∥
1,wi
6 λφi + (1− λ)φi = φi
⇒ ∥∥zi∥∥
1,wi
6 φi
We obtained that Z ∈ Lw for any value of λ ∈ [0, 1], consequently by definition Lw
is convex.
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Constrained set LW Given the matrix of weights W and the expected number
of non-zeros of the full coefficient matrix Φ, the set LW is convex:
Proof 3 By definition, if LW is convex, then for any X,Y ∈ LW the matrix λX +
(1− λ) Y ∈ LW ∀λ ∈ [0, 1].
Let X,Y ∈ LW and a real parameter λ ∈ [0, 1]:
Z := λX + (1− λ) Y LW is convex ⇔ Z ∈ Lw
Question: Is Z ∈ Lw?
Z ∈ LW ⇔ ‖Z‖1,W 6 Φ.
Then,
‖Z‖1,W = tr
[|Z|WT ] =
= tr
[|λX + (1− λ) Y|WT ] 6 tr [(λ |X|+ (1− λ) |Y|) WT ] =
= tr
[
λ |X|WT + (1− λ) |Y|WT ] = λtr [|X|WT ]+ (1− λ) tr [|Y|WT ] =
= λ ‖X‖1,W + (1− λ) ‖Y‖1,W 6 λΦ + (1− λ) Φ = Φ.
⇒ ‖Z‖1,W 6 Φ.
We then obtained that Z ∈ LW for any value of λ ∈ [0, 1], consequently by definition
LW is convex.
F.4 Convergence Analysis
According to the specification of the Block Majorized Minimization (BMM) algo-
rithm, the convergence of the proposed algorithm to a local minimum of the main
optimization task (see Eq. (18)) is guaranteed if the following conditions are satisfied
[48]:
1. The objective function of the original problem is regular.
2. Each surrogate function is quasi-convex, defined over a convex set and majorizes
its corresponding cost function.
3. Each minimization block has a unique solution.
Condition 1 By definition, the main loss function is regular, since ‖X−DS‖2F is
infinitely differentiable and single-valued.
Condition 2 For each block, we obtained the surrogate function based on a second
order Taylor’s expansion. As we described above, one of the reasons for selecting
this kind of surrogate function is because the second order Taylor’s expansion is
convex and majorize their corresponding loss functions by construction. Besides,
the imposed set of constraints for each block, Dδ, Lw (and LW ) are convex as we
proved it in the previous Section.
Condition 3 For each block, each surrogate function is convex and defined over
a convex set. Therefore, each block has a unique solution.
Consequently, the proposed algorithm satisfies the convergence conditions of the
BMM algorithm, which guarantee that the proposed optimization algorithm con-
verges monotonically to a stationary point of the main optimization problem [48],
[47].
43
References
[1] V. Perlbarg and G. Marrelec, “Contribution of ex-
ploratory methods to the investigation of extended large-
scale brain networks in functional MRI: methodolo-
gies, results, and challenges,” International Journal of
Biomedical Imaging, pp. 1–14, 2008.
[2] R. A. Poldrack, J. A. Mumford, and T. E. Nichols, Hand-
book of functional MRI data analysis. Cambridge Uni-
versity Press, 2011.
[3] S. A. Huettel, A. W. Song, and G. McCarthy, Functional
magnetic resonance imaging, 2nd ed. Sinauer Associates
Sunderland, MA, 2009, vol. 1.
[4] K. J. Friston, A. P. Holmes, and J. Ashburner, “Sta-
tistical parametric mapping (spm) (available at http:
//www.fil.ion.ucl.ac.uk/spm/),” 1999.
[5] Sergios Theodoridis, Machine learning: a Bayesian and
optimization perspective. Academic Press, 2015.
[6] V. D. Calhoun and T. Adalı, “Multisubject indepen-
dent component analysis of fMRI: A decade of intrinsic
networks, default mode, and neurodiagnostic discovery,”
IEEE Reviews in Biomedical Engineering, vol. 5, pp. 60–
73, 2012.
[7] W. Du, Y. Levin-Schwartz, G.-S. Fu, S. Ma, V. D. Cal-
houn, and T. Adalı, “The role of diversity in complex ICA
algorithms for fMRI analysis,” Journal of Neuroscience
Methods, vol. 264, pp. 129–135, 2016.
[8] Y. Levin-Schwartz, V. D. Calhoun, and T. Adalı,
“Quantifying the interaction and contribution of multi-
ple datasets in fusion: Application to the detection of
schizophrenia,” IEEE Transactions on Medical Imaging,
vol. 36, no. 7, pp. 1385–1395, 2017.
[9] V. D. Calhoun, V. K. Potluru, R. Phlypo, R. F. Silva,
B. A. Pearlmutter, A. Caprihan, S. M. Plis, and T. Adalı,
“Independent component analysis for brain fMRI does in-
deed select for maximal independence,” PloS one, vol. 8,
no. 8, p. e73309, 2013.
[10] I. Daubechies, E. Roussos, S. Takerkart, M. Benharrosh,
C. Golden, K. D’ardenne, W. Richter, J. D. Cohen, and
J. Haxby, “Independent component analysis for brain
fMRI does not select for independence,” Proceedings of
the National Academy of Sciences, vol. 106, no. 26, pp.
10 415–10 422, 2009.
[11] Y.-B. Lee, J. Lee, S. Tak, K. Lee, D. L. Na, S. W. Seo,
Y. Jeong, and J. C. Ye, “Sparse SPM: Group sparse-
dictionary learning in SPM framework for resting-state
functional connectivity MRI analysis,” NeuroImage, vol.
125, pp. 1032–1045, 2016.
[12] S. Zhao, J. Han, X. Jiang, H. Huang, H. Liu, J. Lv,
L. Guo, and T. Liu, “Decoding auditory saliency from
brain activity patterns during free listening to naturalis-
tic audio excerpts,” Neuroinformatics, vol. 16, no. 3, pp.
309–324, 2018.
[13] M. K. Carroll, G. A. Cecchi, I. Rish, R. Garg, and A. R.
Rao, “Prediction and interpretation of distributed neural
activity with sparse models,” NeuroImage, vol. 44, no. 1,
pp. 112–122, 2009.
[14] R. Jenatton, A. Gramfort, V. Michel, G. Obozinski,
E. Eger, F. Bach, and B. Thirion, “Multiscale mining of
fMRI data with hierarchical structured sparsity,” SIAM
Journal on Imaging Sciences, vol. 5, no. 3, pp. 835–856,
2012.
[15] J. Mairal, F. Bach, J. Ponce, and G. Sapiro, “On-
line learning for matrix factorization and sparse coding,”
Journal of Machine Learning Research, vol. 11, pp. 19–
60, 2010.
[16] Y. Kopsinis, H. Georgiou, and S. Theodoridis, “fMRI un-
mixing via properly adjusted dictionary learning,” in Pro-
ceedings of the 22nd European Signal Processing Confer-
ence (EUSIPCO), 2014, pp. 2075–2079.
[17] M. Morante-Moreno, Y. Kopsinis, E. Kofidis,
C. Chatzichristos, and S. Theodoridis, “Assisted
dictionary learning for fMRI data analysis,” in 2017
IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), 2017, pp. 806–810.
[18] A. Seghouane and A. Iqbal, “Basis expansion approaches
for regularized sequential dictionary learning algorithms
with enforced sparsity for fMRI data analysis,” IEEE
Transactions on Medical Imaging, vol. 36, no. 9, pp. 1796–
1807, 2017.
[19] J. Xie, P. K. Douglas, Y. N. Wu, A. L. Brody, and A. E.
Anderson, “Decoding the encoding of functional brain
networks: An fMRI classification comparison of non-
negative matrix factorization (NMF), independent com-
ponent analysis (ICA), and sparse coding algorithms,”
Journal of Neuroscience Methods, vol. 282, pp. 81–94,
2017.
[20] ——, “Decoding the encoding of functional brain net-
works: An fMRI classification comparison of non-negative
matrix factorization (NMF), independent component
analysis (ICA), and sparse coding algorithms,” Journal
of Neuroscience Methods, vol. 282, pp. 81 – 94, 2017.
[21] S. Ferdowsi, V. Abolghasemi, B. Makkiabadi, and
S. Sanei, “A new spatially constrained NMF with applica-
tion to fMRI,” in 2011 Annual International Conference
of the IEEE Engineering in Medicine and Biology Society,
2011, pp. 5052–5055.
[22] S. Ferdowsi, V. Abolghasemi, and S. Sanei, “A con-
strained NMF algorithm for bold detection in fMRI,” in
2010 IEEE International Workshop on Machine Learning
for Signal Processing, 2010, pp. 77–82.
[23] B. Feng, Z. L. Yu, Z. Gu, and Y. Li, “Analysis of fMRI
data based on sparsity of source components in signal
dictionary,” Neurocomputing, vol. 156, pp. 86–95, 2015.
[24] F. I. Karahanog˘lu, C. Caballero-Gaudes, F. Lazeyras,
and D. Van De Ville, “Total activation: fMRI deconvolu-
tion through spatio-temporal regularization,” Neuroim-
age, vol. 73, pp. 121–134, 2013.
[25] G. K. Aguirre, E. Zarahn, and M. D’esposito, “The vari-
ability of human, BOLD hemodynamic responses,” Neu-
roimage, vol. 8, no. 4, pp. 360–369, 1998.
[26] D. A. Handwerker, J. M. Ollinger, and M. D’Esposito,
“Variation of BOLD hemodynamic responses across sub-
jects and brain regions and their effects on statistical
analyses,” NeuroImage, vol. 21, no. 4, pp. 1639–1651,
2004.
[27] D. Hu, L. Yan, Y. Liu, Z. Zhou, K. J. Friston, C. Tan,
and D. Wu, “Unified SPM-ICA for fMRI analysis,” Neu-
roImage, vol. 25, no. 3, pp. 746–755, 2005.
44
[28] K. Lee, S. Tak, and J. C. Ye, “A data-driven sparse GLM
for fMRI analysis using sparse dictionary learning with
MDL criterion,” IEEE Transactions on Medical Imaging,
vol. 30, no. 5, pp. 1076–1089, 2011.
[29] W. Lu and J. C. Rajapakse, “Constrained independent
component analysis,” in Advances in Neural Information
Processing Systems, 2001, pp. 570–576.
[30] V. D. Calhoun, T. Adalı, M. C. Stevens, K. A. Kiehl,
and J. J. Pekar, “Semi-blind ICA of fMRI: A method for
utilizing hypothesis-derived time courses in a spatial ICA
analysis,” Neuroimage, vol. 25, no. 2, pp. 527–538, 2005.
[31] Q.-H. Lin, J. Liu, Y.-R. Zheng, H. Liang, and V. D. Cal-
houn, “Semiblind spatial ICA of fMRI using spatial con-
straints,” Human brain mapping, vol. 31, no. 7, pp. 1076–
1088, 2010.
[32] Z. Wang, M. Xia, Z. Jin, L. Yao, and Z. Long,
“Temporally and spatially constrained ICA of fMRI data
analysis,” PLOS ONE, vol. 9, no. 4, p. e94211, 2014.
[Online]. Available: https://journals.plos.org/plosone/
article?id=10.1371/journal.pone.0094211
[33] Y. Shi, W. Zeng, N. Wang, and L. Zhao, “A new con-
strained spatiotemporal ICA method based on multi-
objective optimization for fMRI data analysis,” IEEE
Transactions on Neural Systems and Rehabilitation En-
gineering, vol. 26, no. 9, pp. 1690–1699, 2018.
[34] W. Lu and J. C. Rajapakse, “ICA with reference,” Neu-
rocomputing, vol. 69, no. 16, pp. 2244–2257, 2006.
[35] Z.-L. Zhang, “Morphologically constrained ICA for ex-
tracting weak temporally correlated signals,” Neurocom-
puting, vol. 71, no. 7, pp. 1669–1679, 2008.
[36] Wei Lu and J. C. Rajapakse, “Approach and applications
of constrained ICA,” IEEE Transactions on Neural Net-
works, vol. 16, no. 1, pp. 203–212, 2005.
[37] T. Rasheed, Y.-K. Lee, and T.-S. Kim, “Constrained spa-
tiotemporal ICA and its application for fMRI data analy-
sis,” in 13th International Conference on Biomedical En-
gineering, ser. IFMBE Proceedings. Springer Berlin Hei-
delberg, 2009, pp. 555–558.
[38] S. Zhao, J. Han, J. Lv, X. Jiang, X. Hu, Y. Zhao, B. Ge,
L. Guo, and T. Liu, “Supervised dictionary learning for
inferring concurrent brain networks,” IEEE transactions
on medical imaging, vol. 34, no. 10, pp. 2036–2045, 2015.
[39] M. Yaghoobi, T. Blumensath, and M. E. Davies, “Dic-
tionary learning for sparse approximations with the ma-
jorization method,” IEEE Transactions on Signal Pro-
cessing, vol. 57, no. 6, pp. 2178–2191, 2009.
[40] D. L. Donoho and M. Elad, “Optimally sparse represen-
tation in general (nonorthogonal) dictionaries via `1 min-
imization,” Proceedings of the National Academy of Sci-
ences, vol. 100, no. 5, pp. 2197–2202, 2003.
[41] E. J. Candes, M. B. Wakin, and S. P. Boyd, “Enhanc-
ing sparsity by reweighted `1 minimization,” Journal of
Fourier analysis and applications, vol. 14, no. 5, pp. 877–
905, 2008.
[42] Y. Kopsinis, K. Slavakis, and S. Theodoridis, “Online
sparse system identification and signal reconstruction us-
ing projections onto weighted `1 balls,” IEEE Transac-
tions on Signal Processing, vol. 59, no. 3, pp. 936–952,
2011.
[43] J. M. Levin, B. d. Frederick, M. H. Ross, J. F. Fox, H. L.
von Rosenberg, M. J. Kaufman, N. Lange, J. H. Mendel-
son, B. M. Cohen, and P. F. Renshaw, “Influence of base-
line hematocrit and hemodilution on BOLD fMRI acti-
vation,” Magnetic Resonance Imaging, vol. 19, no. 8, pp.
1055–1062, 2001.
[44] M. D. Noseworthy, J. Alfonsi, and S. Bells, “Attenua-
tion of brain BOLD response following lipid ingestion,”
Human Brain Mapping, vol. 20, no. 2, pp. 116–121, 2003.
[45] K. J. Friston, O. Josephs, G. Rees, and R. Turner, “Non-
linear event-related responses in fMRI,” Magnetic Reso-
nance in Medicine, vol. 39, no. 1, pp. 41–52, 1998.
[46] G. I. Allen, “Sparse and functional principal components
analysis,” arXiv preprint arXiv:1309.2895, 2013.
[47] Y. Sun, P. Babu, and D. P. Palomar, “Majorization-
minimization algorithms in signal processing, communi-
cations, and machine learning,” IEEE Transactions on
Signal Processing, vol. 65, no. 3, pp. 794–816, 2017.
[48] M. Razaviyayn, M. Hong, and Z.-Q. Luo, “A unified con-
vergence analysis of block successive minimization meth-
ods for nonsmooth optimization,” SIAM Journal on Op-
timization, vol. 23, no. 2, pp. 1126–1153, 2013.
[49] A. Bell and T. J. Sejnowski, “An information-
maximization approach to blind separation and blind de-
convolution,” Neural Computation, vol. 7, pp. 1129–1159,
1995.
[50] J. F. Cardoso and A. Souloumiac, “Blind beamforming
for non-gaussian signals,” IEE Proceedings-F (Radar and
Signal Processing), vol. 140, no. 6, pp. 362–370, 1993.
[51] V. Abrol, P. Sharma, S. F. Roohi, A. K. Sao, and A. A.
Kassim, “Fast and robust fMRI unmixing using hierar-
chical dictionary learning,” in 2016 IEEE International
Conference on Image Processing (ICIP), 2016, pp. 714–
718.
[52] D. C. Van Essen, S. M. Smith, D. M. Barch, T. E. J.
Behrens, E. Yacoub, and K. Ugurbil, “The WU-minn
human connectome project: An overview,” NeuroImage,
vol. 80, pp. 62–79, 2013.
[53] D. M. Barch, G. C. Burgess, M. P. Harms, S. E. Pe-
tersen, B. L. Schlaggar, M. Corbetta, M. F. Glasser,
S. Curtiss, S. Dixit, C. Feldt, D. Nolan, E. Bryant,
T. Hartley, O. Footer, J. M. Bjork, R. Poldrack, S. Smith,
H. Johansen-Berg, A. Z. Snyder, and D. C. Van Essen,
“Function in the human connectome: Task-fMRI and in-
dividual differences in behavior,” NeuroImage, vol. 80,
pp. 169–189, 2013.
[54] B. T. Yeo, F. M. Krienen, J. Sepulcre, M. R. Sabuncu,
D. Lashkari, M. Hollinshead, J. L. Roffman, J. W.
Smoller, L. Zo¨llei, J. R. Polimeni, B. Fischl, H. Liu, and
R. L. Buckner, “The organization of the human cere-
bral cortex estimated by intrinsic functional connectiv-
ity,” Journal of Neurophysiology, vol. 106, pp. 1125–1165,
2011.
[55] R. L. Buckner, F. M. Krienen, A. Castellanos, J. C. Diaz,
and B. T. T. Yeo, “The organization of the human cere-
bellum estimated by intrinsic functional connectivity,”
Journal of Neurophysiology, vol. 106, no. 5, pp. 2322–
2345, 2011.
45
[56] M. F. Glasser, S. N. Sotiropoulos, J. A. Wilson, T. S.
Coalson, B. Fischl, J. L. Andersson, J. Xu, S. Jbabdi,
M. Webster, J. R. Polimeni, D. C. Van Essen, and
M. Jenkinson, “The minimal preprocessing pipelines for
the human connectome project,” NeuroImage, vol. 80, pp.
105–124, 2013.
[57] G. Fu, R. Phlypo, M. Anderson, X. Li, and T. Adalı,
“Blind source separation by entropy rate minimization,”
IEEE Transactions on Signal Processing, vol. 62, no. 16,
pp. 4245–4255, 2014.
[58] G. Varoquaux, A. Gramfort, F. Pedregosa, V. Michel,
and B. Thirion, “Multi-subject dictionary learning to seg-
ment an atlas of brain spontaneous activity,” Informa-
tion Processing in Medical Imaging: Proceedings of the
... Conference, vol. 22, pp. 562–573, 2011.
[59] J. Power, A. Cohen, S. Nelson, G. Wig, K. Barnes,
J. Church, A. Vogel, T. Laumann, F. Miezin, B. Schlag-
gar, and S. Petersen, “Functional network organization
of the human brain,” Neuron, vol. 72, no. 4, pp. 665–678,
2011.
[60] V. D. Calhoun, T. Adalı, G. D. Pearlson, and J. J. Pekar,
“A method for making group inferences from functional
MRI data using independent component analysis,” Hu-
man Brain Mapping, vol. 14, no. 3, pp. 140–151, 2001.
[61] D. Cordes and R. R. Nandy, “Estimation of the intrinsic
dimensionality of fMRI data,” NeuroImage, vol. 29, no. 1,
pp. 145–154, 2006.
[62] V. D. Calhoun, T. Adalı, G. D. Pearlson, and J. J. Pekar,
“A method for making group inferences from functional
MRI data using independent component analysis,” Hu-
man Brain Mapping, vol. 14, no. 3, pp. 140–151, 2001.
[63] C. F. Beckmann and S. M. Smith, “Probabilistic inde-
pendent component analysis for functional magnetic reso-
nance imaging,” IEEE Transactions on Medical Imaging,
vol. 23, no. 2, pp. 137–152, 2004.
[64] T. P. Minka, “Automatic choice of dimensionality for
pca,” in Advances in neural information processing sys-
tems, 2001, pp. 598–604.
[65] G. Schwarz et al., “Estimating the dimension of a model,”
The annals of statistics, vol. 6, no. 2, pp. 461–464, 1978.
[66] N. Correa, T. Adalı, and V. D. Calhoun, “Performance of
blind source separation algorithms for fMRI analysis us-
ing a group ICA method,” Magnetic Resonance Imaging,
vol. 25, no. 5, pp. 684–694, 2007.
[67] J. C. Rajapakse and W. Lu, “Extracting task-related
components in functional MRI,” Submitted to ICA 2001,
2001.
[68] X.-Y. Long, X.-N. Zuo, V. Kiviniemi, Y. Yang, Q.-H. Zou,
C.-Z. Zhu, T.-Z. Jiang, H. Yang, Q.-Y. Gong, L. Wang,
K.-C. Li, S. Xie, and Y.-F. Zang, “Default mode network
as revealed with multiple methods for resting-state func-
tional MRI analysis,” Journal of Neuroscience Methods,
vol. 171, no. 2, pp. 349–355, 2008.
[69] S. Zhao, J. Han, X. Jiang, H. Huang, H. Liu, J. Lv,
L. Guo, and T. Liu, “Decoding auditory saliency from
brain activity patterns during free listening to naturalis-
tic audio excerpts,” Neuroinformatics, vol. 16, no. 3, pp.
309–324, 2018.
[70] E. B. Erhardt, E. A. Allen, Y. Wei, T. Eichele, and V. D.
Calhoun, “SimTB, a simulation toolbox for fMRI data
under a model of spatiotemporal separability,” Neuroim-
age, vol. 59, pp. 4160–4167, 2012.
[71] E. A. Allen, E. B. Erhardt, Y. Wei, T. Eichele, and V. D.
Calhoun, “Capturing inter-subject variability with group
independent component analysis of fMRI data: a simu-
lation study,” Neuroimage, vol. 59, no. 4, pp. 4141–4159,
2012.
[72] E. Castro, D. Hjelm, S. Plis, L. Dinh, J. Turner, and V. D.
Calhoun, “Deep independence network analysis of struc-
tural brain imaging: A simulation study,” in Machine
Learning for Signal Processing (MLSP), 2015 IEEE 25th
International Workshop on, 2015, pp. 1–6.
[73] A. Protopapas, E. Orfanidou, J. S. H. Taylor,
E. Karavasilis, E. C. Kapnoula, G. Panagiotaropoulou,
G. Velonakis, L. S. Poulou, N. Smyrnis, and D. Kelekis,
“Evaluating cognitive models of visual word recognition
using fMRI: effects of lexical and sublexical variables,”
Neuroimage, vol. 128, pp. 328–341, 2016.
[74] W. D. Penny, K. J. Friston, J. T. Ashburner, S. J. Kiebel,
and T. E. Nichols, Statistical parametric mapping: the
analysis of functional brain images. Academic press,
2011.
[75] N. Correa, T. Adalı, Y.-O. Li, and V. D. Calhoun, “Com-
parison of blind source separation algorithms for FMRI
using a new matlab toolbox: GIFT,” in Acoustics, Speech,
and Signal Processing, 2005. Proceedings.(ICASSP’05).
IEEE International Conference on, vol. 5, 2005, pp. v–
401.
[76] H. Gudbjartsson and S. Patz, “The rician distribution
of noisy mri data,” Magnetic Resonance in Medicine,
vol. 34, no. 6, pp. 910–914, 1995.
[77] M. Welvaert and Y. Rosseel, “On the definition of signal-
to-noise ratio and contrast-to-noise ratio for fMRI data,”
PLOS ONE, vol. 8, no. 11, p. e77089, 2013.
[78] Jon Dattorro, Convex optimization & Euclidean distance
geometry. Meboo, 2010.
46
