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Let A =∑Ni, j=1 qij(s, x)Dij +∑Ni=1 bi(s, x)Di be a family of elliptic
differential operators with unbounded coeﬃcients deﬁned in RN+1.
In [M. Kunze, L. Lorenzi, A. Lunardi, Nonautonomous Kolmogorov
parabolic equations with unbounded coeﬃcients, Trans. Amer.
Math. Soc., in press], under suitable assumptions, it has been
proved that the operator G := A − Ds generates a semigroup of
positive contractions (Tp(t)) in Lp(RN+1, ν) for every 1 p < +∞,
where ν is an inﬁnitesimally invariant measure of (Tp(t)). Here,
under some additional conditions on the growth of the coeﬃcients
of A, which cover also some growths with an exponential rate
at ∞, we provide two different cores for the inﬁnitesimal generator
Gp of (Tp(t)) in Lp(RN+1, ν) for p ∈ [1,+∞), and we also give a
partial characterization of D(Gp). Finally, we extend the results so
far obtained to the case when the coeﬃcients of the operator A
are T -periodic with respect to the variable s for some T > 0.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The qualitative properties of the solution to the autonomous Kolmogorov Cauchy problem
{
Dsu(s, x) − (Lu)(s, x) = 0, s > 0, x ∈RN ,
u(0, x) = ϕ(x), x ∈RN , (1.1)
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important impact of (1.1) on stochastic processes. Here, the operator L is deﬁned on smooth functions
u :RN → R by
(Lu)(x) =
N∑
i, j=1
qij(x)Diju(x) +
N∑
j=1
b j(x)D ju(x), x ∈ RN ,
where the coeﬃcients of qij , b j (i, j = 1, . . . ,N) are smooth enough and possibly unbounded in RN ,
and the minimum eigenvalue of the matrix Q (x) = (qij(x)) is bounded from below by a positive
constant, independent of x.
Nowadays many results are known in the literature concerning the main properties of the semi-
group associated with the operator L both in spaces of bounded and continuous functions (see e.g.,
[35,40–43]) and in Lp-spaces related to particular measures, the so-called invariant measures (see
e.g., [22,36–38,44,45,47]). It is well known that the Lp-spaces related to invariant measures are the
right Lp-spaces where to study elliptic operators with unbounded coeﬃcients. In these spaces such
operators admit realizations which are generators of strongly continuous (and in some cases also an-
alytic) semigroups. In most cases when existing, the invariant measure associated with the elliptic
operator L is not explicit. Nevertheless, the main relevant properties of its density with respect to
the Lebesgue measure are known in many situations (see e.g., [11,12,22,39]). Also the domain of the
inﬁnitesimal generator Lp of the associated semigroup is not explicitly known, but there are many
results which show that C∞c (RN ) is a core for Lp (see e.g., [2–5,47]). Finally, we quote the mono-
graphs [7], containing a systematic study of Markov semigroup with analytical tools, [15,29], for a
more probabilistic viewpoint, and [49], for other interesting results on Markov semigroups.
On the contrary, less results are known in the nonautonomous case, i.e., when the Cauchy problem
(1.1) is replaced with the following
{
Dsu(s, x) = (Au)(s, x), s > r, x ∈ RN ,
u(r, x) = f (x), x ∈RN , (r ∈R), (1.2)
where now
(Au)(s, x) =
N∑
i, j=1
qij(s, x)Diju(s, x) +
N∑
i=1
bi(s, x)Diu(s, x), s ∈ R, x ∈ RN , (1.3)
on smooth functions u, although time varying coeﬃcients arise quite naturally in the related stochas-
tic problems. The counterpart to the paper [16] in the nonautonomous case are the papers [17,25,26]
all of them concerned with the nonautonomous Ornstein–Uhlenbeck operator which is given by (1.3)
when the diffusion coeﬃcients are independent of x and bi(s, x) =∑Nj=1 bij(s)x j , under the assump-
tions that the matrix-valued functions s → Q (s) = (qij(s)) and s → B(s) = (bij(s)) are continuous and
periodic in R (see [17]) or, more generally, bounded and continuous in R, Q (s) is symmetric for any
s and its minimum eigenvalue is bounded from below by a positive constant, independent of s (see
[25,26]). In both these cases explicit formulas for the evolution family (P (s, r)) solving (1.2) and for
the corresponding families {μs: s ∈ R} of invariant measures are available. Such a family of (proba-
bility) measures, which is called evolution system of invariant measures in [19] and entrance laws at −∞
in [21], are characterized by the property that
∫
RN
(
P (s, r) f
)
(y)μs (dy) =
∫
RN
f (y)μr (dy),
for any bounded and continuous function f and any r, s ∈ R with r < s. Contrarily to the autonomous
case, the measures μr and μs are different when s = r. Indeed, there are inﬁnitely many families of
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with bounded moments).
Starting from the evolution family (P (s, r)) the authors of [25] introduce the evolution semigroup
(T (t)), deﬁned by
(T (t) f )(s, x) = (P (s, s − t) f (s − t, ·))(x), (s, x) ∈RN+1, t > 0, (1.4)
in the space of all bounded and continuous functions f : RN+1 → R (say Cb(RN+1)) and, then, they
extend the restriction of (T (t)) to C∞c (RN+1) with a strongly continuous semigroup (Tp(t)) in the
space Lp(RN+1, ν), 1 p < +∞, where ν is the only positive measure such that
ν(I × B) =
∫
I
μs(B)ds, (1.5)
for all the Borel sets I ⊂ R and B ⊂ RN . Of course, ν is not a ﬁnite measure but to some extent we
can still call it invariant measure of (T (t)). In fact, for any bounded and continuous function f with
support contained in [a,b] ×RN , for some a,b ∈R with a < b, we have
∫
RN+1
T (t) f dν =
∫
RN+1
f dν, t > 0. (1.6)
The semigroup (Tp(t)) in Lp(RN+1, ν) has a generator Gp which turns out to be the closure of the re-
alization of the operator G = A − Ds deﬁned on smooth functions. A complete characterization of the
domain of Gp is available, to the best of our knowledge, only in the case when p = 2 (but the general-
ization to any p ∈ (1,+∞) is in preparation, see [27]) and such a characterization allows the authors
of [25] to prove maximal regularity results for problem (1.2) and the corresponding nonhomogeneous
equation in the L2-setting. Moreover, using spectral properties of T2(t) and G2 they provide, in [26],
a suitable splitting of the spaces L2(RN ,μs) in such a way that P (s, r)ϕ can be decomposed into
an exponentially decaying component and into the space averages with respect to μs . This splitting
implies that P (s, r)ϕ − ∫
RN
ϕ dμr decays exponentially in L2(RN ,μs) as either s → +∞ or r → −∞.
Recently, in [32] part of the results in [17,25,26] have been extended to more general nonau-
tonomous Kolmogorov operators with analytical tools. In particular, under rather general assumptions
on the smoothness of the coeﬃcients of the operator A and assuming the existence of a Lyapunov
function of A (see the forthcoming Hypothesis 1.1(iii)), it has been shown that an evolution operator
(that we still denote by P (s, r)) can be associated with the nonautonomous elliptic operator A such
that, for any bounded and continuous function ϕ , P (s, r)ϕ is the value at t of the unique classical
solution to (1.2).
Further, under an additional algebraic condition on the coeﬃcients of the operator A, the existence
of an evolution system of invariant measures (still denoted by {μt : t ∈ R}) has been proved. Such
a family has been obtained adapting to this new setting the Krylov–Bogoliubov theorem (see e.g.,
[7, Theorem 7.1.19]) based on the Prokhorov compactness theorem. Of course, the main diﬃculty
in dealing with a general nonautonomous elliptic operator is the lack of any explicit formula both
for the evolution operator P (s, r) and the family of evolution measures {μs: s ∈ R}. We mention
that the existence of an evolution system of invariant measures has been proved also in [8], under
different assumptions on the coeﬃcients of the operator A, and in [18], for a class of nonautonomous
elliptic operators, obtained by perturbing the drift coeﬃcients of an autonomous Ornstein–Uhlenbeck
operator by a function F : RN+1 → R, which is, roughly speaking, Lipschitz continuous in x uniformly
with respect to s and of dissipative type.
In [32] it has been also proved that the families of operators (T (t)) and (Tp(t)) (t > 0), deﬁned as
above, give rise to evolution semigroups, in Cb(RN+1) and in Lp(RN+1, ν) (p ∈ [1,+∞)) respectively,
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(T (t)), i.e.,
∫
RN+1
Gψ dν = 0, ψ ∈ C∞c
(
R
N+1), (1.7)
and (1.6) holds true for any bounded and continuous function f whose support is contained in
[−R, R] × RN for some R > 0. In fact, condition (1.6) is the key-stone to extend the restriction of
the semigroup (T (t)) to Cc(RN+1) (the space of continuous functions f :RN+1 → R with compact
support) with a strongly continuous semigroup (Tp(t)) in Lp(RN+1, ν) (p ∈ [1,+∞)).
It is worth stressing that no information on the domain Gp of (Tp(t)) are obtained in [32]. The
only result therein proved in this direction shows that Gp extends the realization of G in the space
of smooth and compactly supported functions f : RN+1 → R. But this is enough neither to deal with
the Cauchy problem (1.2) in Lp-spaces nor to apply the techniques in [26] to prove several interesting
results such as the Poincaré inequality, the spectral gap property and the asymptotic behaviour of the
operator (Tp(t)).
In this paper, we keep on the investigations in [32]. In Section 2 (see Theorem 2.1), under suitable
assumptions we show that, whenever a Borel probability measure ν , satisfying (1.6) and such that
ν(I ×RN ) < +∞ for any bounded interval I ⊂ R, exists, the set
Dcomp(G) =
{
ψ ∈ Cb
(
R
N+1)∩ ⋂
p<+∞
W 1,2p
(
(−R, R) × BR
)
for any R > 0: Gψ ∈ Cb
(
R
N+1),
supp(ψ) ⊂ [−M,M] ×RN , for some M > 0
}
, (1.8)
where BR denotes the open ball centered at 0 with radius R , is a core for Gp for any p ∈ [1,+∞).
This result generalizes a well-known property holding in the autonomous case (see e.g., [7, Proposi-
tion 8.1.9]).
We stress that the problem of the existence/uniqueness of nonnegative measures satisfying (1.7),
and related issues have been extensively studied in these last years by several authors (see e.g. [8,9,13,
14]). In particular, in all these papers the authors are concerned with the case when the whole space
R
N+1 is replaced by (0,1) ×RN or, more generally, by (a,b) × RN for some a,b ∈ R such that a < b
(but some of their results apply also to the case of the whole of RN+1). They consider measures ν
deﬁned by (1.5), with the family (μs)s∈(a,b) consisting of probability measures satisfying the equation
G∗ν = 0 as well as the initial condition
lim
t→a
∫
RN
ζ dμt =
∫
RN
ζ dμ,
for any ζ ∈ C∞c (RN ) and some probability measure μ.
To prove that (1.8) is a core for Gp for any p ∈ [1,+∞), we give two different characterizations
of the domain of the so-called weak generator of the semigroup (T (t)) in Cb(RN+1). We stress that
(T (t)) is neither strongly continuous nor analytic in such a space. Indeed, (T (t)) agrees with the
semigroup of the translations when restricted to the space of bounded and continuous functions
independent of x. Nevertheless, it is possible to associate a closed operator G∞ with (T (t)), the
weak generator, which to some extent plays the same role as the inﬁnitesimal generator of strongly
continuous semigroups. In Section 2.1, we ﬁrst show that D(G∞) = Dmax(G), this latter space being
the maximal domain of the realization of the operator G in Cb(RN+1), i.e.,
Dmax(G) =
{
ψ ∈ Cb
(
R
N+1)∩ ⋂
p<+∞
W 1,2p
(
(−R, R) × BR
)
for any R > 0: Gψ ∈ Cb
(
R
N+1)}. (1.9)
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functions f ∈ Cb(RN+1) such that limt→0+ t−1(T (t) f − f ) exists in the mixed topology of Cb(RN+1),
i.e., the ﬁnest topology which agrees with the topology of the uniform convergence on the bounded
sets of RN+1 (see e.g., [50]).
The results in Section 2 are proved under the following assumptions on the coeﬃcients Q = (qij)
and b = (b j) of the operator A.
Hypotheses 1.1.
(i) The coeﬃcients qi j = q ji and bi (i, j = 1, . . . ,N) belong to C
α
2 ,α
loc (R
N+1) for some α ∈ (0,1).
(ii) There exists η0 > 0 such that 〈Q (s, x)ξ, ξ〉 η0|ξ |2 for any ξ ∈ RN and any (s, x) ∈ RN+1 .
(iii) There exist a positive function ϕ ∈ C2(RN ) and a positive number λ0 such that
lim|x|→+∞ϕ(x) = +∞ and (Aϕ)(s, x) − λ0ϕ(x) 0, (s, x) ∈R
N+1.
(iv) For any R > 0 there exist a nonnegative function ϕˆ = ϕˆR ∈ C2(RN ), diverging to +∞ as |x| → +∞, and
a constant a = aR such that
(Aϕˆ)(s, x) a, s ∈ (−R, R), x ∈RN .
In Section 3, under an additional condition (see Hypothesis 3.1), we give a partial characterization
of D(Gp), showing that, for any p ∈ (1,+∞), D(Gp) is continuously embedded in W 0,1p (RN+1, ν) (i.e.,
the set of functions f such that the distributional spatial gradient ∇x f is in (Lp(RN+1, ν))N ).
In the second part of the paper, we provide a criterion to guarantee that the space of test functions
(say C∞c (RN+1)) is a core for Gp . We assume Hypotheses 1.1 but 1.1(i), which is now replaced with
the following one:
Hypothesis 1.2. The coeﬃcients qi j and bi (i, j = 1, . . . ,N) belong to C
α
2 ,2+α
loc (R
N+1) and to C
α
2 ,1+α
loc (R
N+1),
respectively, for some α ∈ (0,1).
In order to get such a result, ﬁrst in Section 4.1 we prove a regularity result for the measure ν .
Under rather minimal regularity assumptions on the coeﬃcients of the operator A, Bogachev, Krylov
and Röckner have shown in [10] that ν is absolutely continuous with respect to the Lebesgue measure
and its density 
 is locally Hölder continuous in RN+1 with respect to the parabolic distance. Here,
under Hypotheses 1.1(ii) and 1.2, we show that 
 belongs to C
1+ α2 ,2+α
loc (R
N+1) where α is the same
exponent as in Hypothesis 1.2. This, gives us the necessary tools to prove Theorem 4.1, presented in
Section 4.2. Finally, Section 4.3 is devoted to some application of Theorem 4.1. We prove that D(G2) is
continuously embedded in the set of functions u in L2(RN+1, ν) such that |Q 1/2∇xu| is in L2(RN+1, ν)
as well. In particular, this shows that D(G2) is continuously embedded into W
0,1
2 (R
N+1, ν), without
assuming Hypothesis 3.1. Moreover, the density of C∞c (RN+1) into (D(G2),‖ · ‖D(G2)) can be used to
prove both that the spectrum of G2 is invariant under translations along iR and (in view of the con-
tinuous embedding of D(G2) into W 0,1(RN+1, ν)) the spectral gap property (i.e., there exists c0 < 0
such that no elements of σ(G2) have real part in (c0,0)). These latter results will be proved in a
forthcoming paper.
Then, in Section 5 we provide a class of operators to which the result in Theorem 4.1 applies. In
particular, we can allow some situations in which the drift coeﬃcients of the operator A may grow
with an exponential rate at inﬁnity.
Finally, in Section 6 we consider the case when the coeﬃcients of the operator A are T -periodic
with respect to the variable s, for some T > 0. In this setting, the restriction of (T (t)) to the space
of all bounded and continuous functions f : RN+1 → R, which are periodic with period T > 0 with
respect to the variable s (say f ∈ C(RN+1)), gives rise to a semigroup of bounded linear operators,
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ν((a+ T ,b+ T )× BR) = ν((a,b)× BR) > 0 for any a,b, R ∈R, with a < b, we provide, as a byproduct
of the results so far obtained, two different cores for the inﬁnitesimal generator Gp of the extension
of the semigroup (T (t)) to Lp (RN+1, ν) (the space of all functions f : RN+1 → R which are T -
periodic with respect to s and such that
∫
(0,T )×RN | f |p dν < +∞, where ν = K−1ν , K > 0 being such
that ν((0, T ) × RN ) = 1) for any p ∈ [1,+∞). In the case p = 1 and with different assumptions
on the coeﬃcients of the operator A, the result in Theorem 6.9 follows from the results by Stannat
in [48]. In Remark 6.10 we compare our result with the one by Stannat.
Notations. For any m ∈ N, we denote by Cb(Rm) the set of all bounded and continuous functions
f : Rm → R. We endow it with the sup-norm ‖ · ‖∞ . Ckb(Rm) (k ∈ N) (k ∈ N ∪ {+∞}) is the set of
all functions f ∈ Cb(Rm) such that the derivatives up to the kth order are bounded and continuous
in Rm . When we use the subscript “c” instead of “b” we mean that we are considering spaces of
compactly supported functions.
If f is smooth enough we set D j f = ∂ f∂x j , Dij f =
∂2 f
∂xi∂x j
(i, j = 1, . . . ,N) and |∇ f (x)|2 =∑N
i=1 |Di f (x)|2.
Suppose that f depends on both time and spatial variables. We denote by ∇x f the gradient of the
function f (s, ·).
Let D ⊂ RN+1 be a domain or the closure of a domain. By C
α
2 ,α
loc (D) we denote the set of all func-
tions f : D → R which are Hölder continuous with exponent α, with respect to the parabolic distance,
in any compact set D0 ⊂ D . C
α
2 ,k+α
loc (D) (k = 1,2) denotes the subsets of C
α
2 ,α
loc (D) consisting of func-
tions f , such that the spatial derivatives up to the kth order are in C
α
2 ,α
loc (D). Similarly, C
1+ α2 ,2+α
loc (D)
is the subset of C
α
2 ,2+α
loc (D) of functions which admit the ﬁrst-order time derivative in C
α
2 ,α
loc (D). As
above, when we use the subscript “c” we mean that the functions we are considering are compactly
supported in D .
By Ccomp(RN+1) we denote the set of all continuous functions f :RN+1 → R with support (which
we denote by supp( f )) contained in the strip [−R, R] ×RN for some R = R( f ) > 0.
For any domain D ⊂ RN+1 and any positive measure μ, we denote by Lp(D,μ) the Lp-space
related to the measure μ. Further, by W 0,1p (D,μ) (respectively W
1,k
p (D,μ)) (p ∈ [1,+∞), k = 1,2) we
denote the set of all functions f ∈ Lp(D,μ) such that the distributional derivatives ∂ f
∂xi
(i = 1, . . . ,N)
(respectively ∂ f
∂t and
∂ f
∂xi
(i = 1, . . . ,N), if k = 1, and ∂ f
∂t ,
∂ f
∂xi
, ∂
2 f
∂xi∂x j
(i, j = 1, . . . ,N), if k = 2) belong
to Lp(D,μ). When μ is the Lebesgue measure we simply write W 0,1p (D), W
1,1
p (D) and W
1,2
p (D).
For any R > 0, we denote by BR ⊂RN the open ball centered at 0 with radius R .
Given a measurable set E , we denote by 1E the characteristic function of E , i.e., 1E(x) = 1 if x ∈ E ,
1E (x) = 0 otherwise.
Sometimes in the paper, when we need to stress the dependence of Aψ on s, instead of writing
(Aψ)(s, ·), we will rather write A(s)ψ , if ψ depends only on x and (A(s)ψ)(s, ·), if ψ depends on
both s and x.
2. A ﬁrst core for the operator Gp
The aim of this section consists in proving the following theorem.
Theorem2.1. Let Hypotheses 1.1 be satisﬁed and assume that ν is a positive Borel measure such that ν([a,b]×
R
N ) < +∞ for any a,b ∈R with a < b, and
∫
N+1
T (t) f dν =
∫
N+1
f dν, t > 0, f ∈ Cc
(
R
N+1). (2.1)
R R
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in Lp(RN+1, ν) and Dcomp(G) is a core for the operator Gp for any p ∈ [1,+∞).
As it has been proved in [32] the following Hypothesis 2.2 provides us with a suﬃcient criterion
for the existence of a Borel measure as in the statement of Theorem 2.1.
Hypothesis 2.2. For any R > 0 there exist a nonnegative function ϕˆ = ϕˆR ∈ C2(RN ), diverging to +∞ as
|x| → +∞, and two positive constants a = aR and d = dR such that
(Aϕˆ)(s, x) a − dϕˆ(x), s ∈ (−R,+∞), x ∈RN .
In order to prove Theorem 2.1, we ﬁrst show that we can associate a “weak generator” G∞ with
the semigroup (T (t)) in Cb(RN+1) and we give two equivalent characterizations of its domain. The
proof of Theorem 2.1 is then given in Section 2.3.
2.1. Deﬁnition of G∞ and ﬁrst characterization of D(G∞)
Throughout this and the forthcoming section, we assume that Hypotheses 1.1 are satisﬁed. To begin
with, we consider the following generalization of the classical maximum principle.
Proposition 2.3 (Maximum principle). The following properties are met.
(i) If u ∈ Cb(RN+1) ∩⋂p∈[1,+∞) W 1,2p ((−R, R) × BR) for any R > 0, satisﬁes
(Gu)(s, x) − λu(s, x) 0, (s, x) ∈RN+1, λ λ0 + 1,
and Gu ∈ C(RN+1), then u  0.
(ii) Fix f ∈ Cb(RN+1) and let u be a solution to the equation
(Gu)(s, x) − λu(s, x) = f (s, x), (s, x) ∈ RN+1, λ > 0, (2.2)
with the same regularity as in point (i). Then,
‖u‖∞  1
λ
‖ f ‖∞. (2.3)
Proof. (i) As a ﬁrst step, we observe that the function ϕ deﬁned by ϕ(s, x) = (1 + s2)ϕ(x) for any
(s, x) ∈RN+1, where ϕ is given by Hypothesis 1.1(iii), satisﬁes
(Gϕ)(s, x) = (1+ s2)(Aϕ)(s, x) + 2sϕ(x) (λ0 + 1)ϕ(s, x), (s, x) ∈RN+1.
Moreover, since ϕ is bounded from below by a positive constant, it is clear that ϕ blows up as
|(s, x)| → +∞.
Let u be as in the statement. For any n ∈ N, let un = u − n−1ϕ . For each λ λ0 + 1 this function
satisﬁes
Gun = Gu − 1
n
Gϕ  λu − λ
n
ϕ = λun. (2.4)
Since un diverges to −∞ as |(s, x)| → +∞, it admits a maximum point (sn, xn) ∈ RN+1. From [34,
Proposition 3.1.10], it follows that (Gun)(sn, xn)  0. Inequality (2.4) now immediately implies that
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in RN+1.
(ii) We ﬁrst assume that λ  λ0 + 1. Observe that, if u satisﬁes Eq. (2.2), then the function
un satisﬁes the differential inequality Gun  λun + f . Therefore, denoting as above by (sn, xn) the
maximum point of the function u, we have λun(sn, xn) + f (sn, xn)  0, which, in turn, implies that
λun(sn, xn) ‖ f ‖∞ . Letting n → +∞ yields λu(s, x) ‖ f ‖∞ . Replacing u by −u, we get the reverse
inequality which leads us to (2.3).
Finally, we consider the case when λ < λ0 + 1. Splitting Gu − (λ0 + 2)u = (λ − λ0 − 2)u + f and
applying the above result, we deduce that
(λ0 + 2)‖u‖∞ 
∥∥(λ − λ0 − 2)u + f ∥∥∞  (λ0 + 2− λ)‖u‖∞ + ‖ f ‖∞,
which, of course, gives us (2.3). 
Taking Proposition 2.3 into account, we can now prove the following result.
Theorem 2.4. For any f ∈ Cb(RN+1) and any λ > 0, there exists a unique function u ∈ Dmax(G) (see (1.9)),
which solves the equation
Gu − λu = f . (2.5)
Moreover,
‖u‖∞  1
λ
‖ f ‖∞. (2.6)
Finally, if we denote by R(λ) the operator that, with any f ∈ Cb(RN+1) associates the unique solution of
Eq. (2.5) in Dmax(G), then
R(λ) f − R(μ) f = (μ − λ)R(λ)R(μ) f , λ,μ > 0. (2.7)
Proof. Fix λ > 0, n ∈ N and consider the problem⎧⎨
⎩
(Gu)(s, x) − λu(s, x) = f (s, x), s ∈ (−n,n), x ∈ Bn,
u(s, x) = 0, s ∈ (−n,n), x ∈ ∂Bn,
u(−n, x) = 0, x ∈ Bn.
(2.8)
By classical results (see e.g., [33, Chapter IV, Theorem 9.1]), there exists a unique function un
which belongs to C((−n,n)× Bn)∩ W 1,2p ((−n,n)× Bn) for any p ∈ (1,+∞), solves problem (2.8) and
satisﬁes
‖un‖∞  1
λ
‖ f ‖∞. (2.9)
Fix σ < τ < n. Then, the solution un of (2.8) belongs to W
1,2
p ((−σ ,σ )× Bσ ), for any p ∈ (1,+∞),
and
‖un‖W 1,2p ((−σ ,σ )×Bσ )  C1‖un‖Lp((−τ ,τ )×Bτ )  C2‖ f ‖∞, (2.10)
for some positive constants C1 and C2, independent of n. From (2.10) and the Sobolev embedding the-
orem, it follows that the sequence (un) is eventually bounded in Cγ ((−σ ,σ )× Bσ ) for any γ ∈ (0,1)
and any σ > 0. Hence, the Ascoli–Arzelà Theorem implies that, up to a subsequence, un converges to
some function u ∈ Cγloc(RN+1), locally uniformly in RN+1.
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a subsequence) the time derivative and the ﬁrst- and second-order spatial derivatives of un weakly
converge in Lp((−σ ,σ )×Bσ ) for any σ > 0 and any p > 1. Therefore, u ∈ W 1,2p ((−σ ,σ )×Bσ ) for any
σ > 0 and it is now clear that u satisﬁes the differential equation Gu − λu = f . Hence, u ∈ Dmax(G).
Finally, estimate (2.6) follows letting n → +∞ in (2.9).
The last part of the statement of the theorem now follows immediately from the ﬁrst one. 
We now observe that the identity (2.7) implies that {R(λ): λ > 0} is the resolvent family associated
with some closed operator G∞ (i.e., R(λ) f = (λI − G∞)−1 f for any λ > 0). The uniqueness part of
the proof of Theorem 2.4 implies that, actually D(G∞) = Dmax(G) and G∞ = G on D(G∞).
2.2. An equivalent characterization of D(G∞)
The following proposition is a key-stone to prove Theorem 2.8, which is the main result of this
section.
Proposition 2.5. For any λ > 0 and any f ∈ Cb(RN+1) it holds that
(
R(λ,G∞) f
)
(s, x) =
+∞∫
0
e−λt
(T (t) f )(s, x)dt, (s, x) ∈RN+1. (2.11)
The proof of the proposition relies on the following two lemmas.
Lemma 2.6. Let ( fn) ∈ C∞c (RN+1) be a bounded sequence (with respect to the sup-norm), converging locally
uniformly in RN+1 to a bounded and continuous function f as n → +∞. Then, R(λ,G∞) fn and T (t) fn
converge to R(λ,G∞) f and T (t) f , respectively, for any λ > 0 and any t > 0, locally uniformly in RN+1 .
Lemma 2.7. For any f ∈ C∞c (RN+1) and any t > 0, the function T (t) f belongs to Dmax(G). Further, the
function t → (T (t) f )(s, x) is differentiable in [0,+∞) for any (s, x) ∈RN+1 and
d
dt
T (t) f = T (t)G f = GT (t) f , t  0. (2.12)
Finally, the function t → T (t) f is continuous in [0,+∞) with values in Cb(RN+1).
We postpone the proofs of Lemmas 2.6 and 2.7 to the end of the proof of Proposition 2.5.
Proof of Proposition 2.5. By virtue of Lemmas 2.6 and 2.7, we can limit ourselves to proving the
assertion when f ∈ C∞c (RN+1). For these f ’s, the function t → e−λtT (t) f is integrable in [0,+∞)
with values in Cb(RN+1) and we have
(
G∞
+∞∫
0
e−λt
(T (t) f )(·,·)dt
)
(s, x) =
+∞∫
0
e−λt
(GT (t) f )(s, x)dt
=
+∞∫
0
e−λt d
dt
((T (t)) f (s, x))dt
= − f (s, x) + λ
+∞∫
e−λt
(T (t) f )(s, x)dt,0
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(λI − G∞)
( +∞∫
0
e−λt
(T (t) f )(·,·)dt
)
= I,
which yields the assertion. 
Proof of Lemma 2.6. Let us ﬁx a bounded sequence ( fn) ⊂ Cb(RN+1) converging locally uniformly in
R
N+1. From (2.6) it follows that the sequence (R(λ,G∞) fn) is bounded in RN+1 with respect to the
sup-norm. Moreover, using interior Lp-estimates, as in the proof of Theorem 2.4, we can prove that
this sequence is bounded in W 1,2p ((−σ ,σ ) × Bσ ) for any σ > 0. Hence, the same compactness and
diagonal arguments used in the proof of the quoted theorem show that R(λ,G∞) fn converge (weakly
in W 1,2p ((−σ ,σ ) × Bσ ), for any σ as above, and locally uniformly in RN+1) to a solution v of the
equation Gv − λv = f , which belongs to Dmax(G). Hence, v = R(λ,G∞) f .
Let us now prove that the function T (·) fn converges to T (·) f locally uniformly in RN+2. For this
purpose, we recall that in [32, Proposition 2.4] it has been proved that
(
P (s, r) f
)
(x) =
∫
RN
f (y)ps,r(x,dy), s < r, x ∈ RN , f ∈ Cb
(
R
N), (2.13)
where, for any r, s, x as above, ps,r(x,dy) is a probability measure. Moreover, by [32, Lemma 3.5]
it follows that, for any ε > 0 and R > 0, there exists τ > 0 such that ps,s−t(x, Bτ )  1 − ε, for any
t ∈ [0, R], any s ∈ [−R, R] and any x ∈ Bτ . Since fn converges to f locally uniformly in RN , we can
ﬁnd out n0 ∈N such that ‖ fn − f ‖C([−R,2R]×Bτ )  ε, for any n n0. Therefore, for such values of n we
can write
∣∣(T (t) fn)(s, x) − (T (t) f )(s, x)∣∣=
∣∣∣∣
∫
RN
(
fn(s − t, ·) − f (s − t, ·)
)
ps,s−t(x,dy)
∣∣∣∣

∣∣∣∣
∫
Bτ
(
fn(s − t, ·) − f (s − t, ·)
)
ps,s−t(x,dy)
∣∣∣∣
+
∣∣∣∣
∫
RN\Bτ
(
fn(s − t, ·) − f (s − t, ·)
)
ps,s−t(x,dy)
∣∣∣∣
 ‖ fn − f ‖C([−2R,R]×Bτ )
∫
RN
ps,s−t(x,dy)
+ 2sup
n∈N
‖ fn‖∞
∫
RN\Bτ
ps,s−t(x,dy)

(
1+ 2sup
n∈N
‖ fn‖∞
)
ε,
for any t ∈ [0, R] and any (s, x) ∈ [−R, R] × Bτ . The assertion now follows. 
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(T (t) f )(s, x) − f (s, x)
t
= 1
t
s∫
s−t
(
P (s, r)A(r) f (s − t, ·))(x)dr − 1
t
s∫
s−t
Dt f (r, x)dr. (2.14)
From (2.14), it is immediate to check that the function t → ‖t−1(T (t) f − f )‖∞ is bounded in (0,1).
Indeed, let R > 0 be such that supp( f ) ⊂ (−R, R) × BR . Then, (T (t) f )(s, x) − f (s, x) = 0 if (s, x) /∈
[−R, R + 1] ×RN . On the other hand, if (s, x) ∈ [−R, R + 1] ×RN we can estimate
∣∣∣∣ (T (t) f )(s, x) − f (s, x)t
∣∣∣∣ sup
(s,x)∈[−R,R+1]×BR
r∈[−R−1,R]
∣∣(A(r) f (s, ·))(x)∣∣+ ‖Dt f ‖∞.
Similarly, from (2.14) we also deduce that T (t) f− ft converges to G f locally uniformly in RN+1,
as t → 0+ . Of course, we can limit ourselves to dealing with the ﬁrst term in the right-hand
side of (2.14). For this purpose, we recall that, by [32, Theorem 3.7], the function (r, s, x) →
(P (s, r)ψ)(x) is continuous in {(r, s, x) ∈ RN+2: r  s}, for any ψ ∈ Cb(RN ). Therefore, splitting, for
any (r, s, t, x), (r0, s0, t0, x0) ∈RN+2 such that r  s and r0  s0,
∣∣(P (s, r)A(r) f (t, ·))(x) − (P (s0, r0)A(r0) f (t0, ·))(x)∣∣

∣∣(P (s, r)(A(r) f (t, ·) − A(r0) f (t0, ·)))(x)∣∣
+ ∣∣(P (s, r)A(r0) f (t0, ·))(x) − (P (s0, r0)A(r0) f (t0, ·))(x)∣∣

∥∥A(r) f (t, ·) − A(r0) f (t0, ·)∥∥∞ + ∣∣(P (s, r)A(r0) f (t0, ·))(x) − (P (s0, r0)A(r0) f (t0, ·))(x)∣∣,
it is clear that (P (s, r)A(r) f (t, ·))(x) tends to (P (s0, r0)A(r0) f (t0, ·))(x) as (t, s, r) → (t0, s0, r0), locally
uniformly with respect to x. Now, it is immediate to conclude that, for any M > 0,
sup
(s,x)∈[−M,M]×BM
∣∣∣∣∣1t
s∫
s−t
(
P (s, r)A(r) f (s − t, ·))(x)dr − (A(s) f (s, ·))(x)
∣∣∣∣∣→ 0,
as t → 0+ . We have so proved that the map t → (T (t) f )(s, x) is differentiable at t = 0 for any ﬁxed
(s, x) ∈RN+1. More precisely, T (t) f− ft tends to G f as t → 0+ , locally uniformly in RN+1.
Now, using the semigroup property and taking Lemma 2.6 into account, it is easy to check that,
for any (s, x) ∈ RN+1, the function t → (T (t) f )(s, x) is differentiable from the right at any t > 0. Since
its right-derivative is the function t → (T (t)G f )(s, x), which is continuous in (0,+∞) (as it can be
checked adapting the above computations), applying [51, p. 239] we can conclude that the function
(T (·) f )(s, x) is differentiable at t and DtT (t) f = T (t)G f for any t > 0.
To conclude the proof, let us show that, for any t > 0, the function T (t) f belongs to Dmax(G) and
(2.12) holds true. From [32, Theorem 2.2] we know that the function P (s, r)ψ ∈ C2+αloc (RN ) for any
r, s ∈ R with r  s and any ψ ∈ C∞c (RN ). It follows that the derivatives D jT (t) f and DijT (t) f exist
in the classical sense in RN+1 for any i, j = 1, . . . ,N . Let us see that such derivatives are continuous
in RN+1. For this purpose, we observe that the classical interior Schauder estimates imply that, for
any M > 0, any ε > 0 and any s ∈ [−M,M], there exists a positive constant C = C(ε,M) such that
sup
s∈[−M,M−ε]
∥∥P (·, s)ψ∥∥
C1+
α
2 ,2+α([s+ε,M+2ε]×BM )  C‖ψ‖∞, ψ ∈ Cb
(
R
N). (2.15)
Estimate (2.15) yields ‖(T (t) f )(s, ·)‖C2+α(BM )  C‖ f ‖∞ for any s ∈ [−M,M] and some positive con-
stant C . Therefore, taking [34, Proposition 1.1.3] into account, we can write
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 K
∥∥(T (t) f )(s, ·) − (T (t) f )(s0, ·)∥∥ 22+αC2+α(BM )∥∥(T (t) f )(s, ·) − (T (t) f )(s0, ·)∥∥
α
2+α
C(BM )
 K1
∥∥(T (t) f )(s, ·) − (T (t) f )(s0, ·)∥∥ α2+αC(BM ),
for some positive constants K and K1, and the last side of the previous chain of inequalities van-
ishes as s → s0. Therefore, the ﬁrst- and second-order spatial derivatives of the function T (t) f are
continuous in RN+1.
To conclude the proof of (2.12), let us show that the derivative of T (t) f with respect to s exists
and is continuous in RN+1. For this purpose, it suﬃces to split
(T (t) f )(s + h, x) − (T (t) f )(s, x)
h
=
(
P (s + h, s + h − t) f (s + h − t, ·) − f (s − t, ·)
h
)
(x)
+
(
P (s + h, s + h − t) − P (s + h, s − t)
h
f (s − t, ·)
)
(x)
+
(
P (s + h, s − t) − P (s, s − t)
h
f (s − t, ·)
)
(x),
for any (s, x) ∈ RN+1 and any |h| < t , and argue as in the ﬁrst part of the proof. We have so proved
that the function T (t) f is differentiable in RN+1 with respect to s and
(
DsT (t) f
)
(s, x) = (T (t)(Ds f − A(·) f ))(s, x) + (A(s)T (t) f )(s, x)
= −(T (t)G f )(s, x) + (A(s)T (t) f )(s, x), (2.16)
for any (s, x) ∈ RN+1. It follows that DsT (t) f is continuous in RN+1. Formula (2.16) also implies that
G and T (t) commute (so that formula (2.12) is completely proved) and so T (t) f ∈ Dmax(G).
Finally, adapting the above arguments, it is easy to show that the function t → T (t) f is continuous
in [0,+∞) with values in Cb(RN+1). The proof is now complete. 
We can now prove the following characterization of D(G∞).
Theorem 2.8. A function f belongs to Dmax(G) if and only if the following properties are met:
(i) supt∈(0,1] ‖T (t) f− ft ‖∞ < +∞;
(ii) there exists a bounded and continuous function g : RN+1 → R such that
T (t) f − f
t
→ g as t → 0+,
locally uniformly in RN+1 .
Moreover, T (t) maps Dmax(G) into itself for any t > 0.
Proof. The results in Lemma 2.6 express the fact that the semigroup (T (t)) is bi-continuous for the
topology τc of locally uniform convergence (see [30,31] or [24]), or, which is essentially the same, it is
a locally-equicontinuous semigroup with respect to the mixed topology. The mixed topology is ﬁnest
locally convex topology agreeing with τc on ‖ · ‖∞-bounded sets. (See [50] or [46] for the deﬁnition
of the mixed topology and [51, Section IX.2] for locally-equicontinuous semigroups). This allows us to
associate an inﬁnitesimal generator (Gˆ, D(Gˆ)) with the semigroup (T (t)) (see [30,31]), where D(Gˆ) is
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is the pointwise limit (as t → 0+) of the ratio T (t) f− ft . Moreover, the resolvent operator of Gˆ turns
out to be the Laplace transform of the semigroup (T (t)), i.e.,
R(λ, Gˆ) f =
+∞∫
0
e−λtT (t) f dt, (2.17)
where the integral exists in the topology τc and for all positive λ. In view of (2.11) and (2.17), G∞
and Gˆ have the same resolvent operator for any λ ∈ (0,+∞). Hence, they do coincide.
The last assertion in the statement is a straightforward consequence of the ﬁrst part of the proof
and Lemma 2.6. This completes the proof. 
2.3. Proof of Theorem 2.1
Since ν((a,b) × RN ) < +∞ for any a,b ∈ R such that a < b, it is immediate to check that
Ccomp(RN+1) ⊂ Lp(RN+1, ν).
To prove that the restriction of (T (t)) to Ccomp(RN+1) extends with a strongly continuous semi-
group to Lp(RN+1, ν), it suﬃces to argue as in [32, Proposition 6.5]. Indeed, applying Jensen inequal-
ity to the representation formula (2.13), we deduce that |T (t) f |p  T (t)(| f |p) for any t > 0 and
any f ∈ Ccomp(RN+1). Hence, (2.1) implies that ‖T (t) f ‖Lp(RN+1,ν)  ‖ f ‖Lp(RN+1,ν) for any t > 0 and
any f ∈ Ccomp(RN+1). Since Ccomp(RN+1) is dense in Lp(RN+1, ν), it is now clear that the restric-
tion of (T (t)) to Ccomp(RN+1) extends with a semigroup of contractions (Tp(t)) to Lp(RN+1, ν). To
show that (Tp(t)) is strongly continuous, we observe that, by Lemma 2.7, the function T (t) f con-
verges to f uniformly in RN+1 for any f ∈ C∞c (RN ). Moreover, if supp( f ) ⊂ (−R, R) × RN , then
supp(T (t) f ) ⊂ [−R −1, R]×RN for any t ∈ (0,1). Therefore, by dominated convergence, T (t) f tends
to f as t → 0+ in Lp(RN+1, ν) and this implies that (Tp(t)) is a strongly continuous semigroup.
Let us now prove that Dcomp(G) is a core for the inﬁnitesimal generator of (Tp(t)). In view of The-
orem 2.8, we can infer that Dcomp(G) is contained in D(Gp) and Gp f = G f for any f ∈ Dcomp(G). To
check this fact, it suﬃces to apply the dominated convergence theorem, observing as above that,
if f ∈ Dcomp(G), then, there exist a,b ∈ R with a < b such that supp( f ) ⊂ (a,b) × RN , so that
supp(T (t) f ) ⊂ (a + t,b + t) × RN for any t > 0. Moreover, Theorem 2.8 also implies that T (t) maps
Dmax(G) into itself for any t > 0. Hence, Dcomp(G) is invariant for Tp(t) for any t > 0. Now, [23,
Chapter 2, Proposition 1.7] yields the assertion and concludes the proof.
3. A partial characterization of D(Gp)
In Section 2, under Hypotheses 1.1 we have shown that Dcomp(G) is a core for Gp for any
p ∈ [1,+∞). Here, under an additional assumption on the smoothness of the coeﬃcients of the oper-
ator A we prove that D(Gp) is continuously embedded in W 0,1p (RN+1, ν). For this purpose, besides
Hypotheses 1.1, we assume the following additional hypothesis.
Hypothesis 3.1. One of the following conditions is satisﬁed.
(a) There exist two constants τ > 0 and k0 ∈ R such that
∣∣∇xqi j(s, x)∣∣ τ (η(s, x)) 12 , (s, x) ∈RN+1, i, j = 1, . . . ,N,〈∇xb(s, x)ξ, ξ 〉 k0|ξ |2, (s, x) ∈ RN+1, ξ ∈ RN ,
where, for any (s, x) ∈RN+1 , η(s, x) denotes the minimum eigenvalue of the matrix Q (s, x).
L. Lorenzi, A. Zamboni / J. Differential Equations 246 (2009) 2724–2761 2737(b) There exist p0 > 1 and two functions β :R → R+ and r :RN+1 → R such that
∣∣∇xqi j(s, x)∣∣ β(s)η(s, x), (s, x) ∈ RN+1, i, j = 1, . . . ,N,〈∇xb(s, x)ξ, ξ 〉 r(s, x)|ξ |2, (s, x) ∈RN+1, ξ ∈RN ,
with
 := sup
(s,x)∈RN+1
(
r(s, x) + N
3(β(s))2η(s, x)
4min{p0 − 1,1}
)
< +∞.
To begin with, we recall that, for any f ∈ Cb(RN ) and any r ∈ R, P (·, r) f is the limit in C1,2(D)
(for any compact set D ⊂ (r,+∞) × RN ) of the sequence (Pn(·, r) f ), where, for any n ∈ N and any
s > r, Pn(s, r) f is the value at s of the unique classical solution to the Cauchy problem Dsu = Au in
(r,+∞) × Bn , with initial condition u(r, ·) = f and boundary condition u = 0 on (r,+∞) × ∂Bn (see
[32, Theorem 2.2]). Taking this property into account, we can now prove the following lemma.
Lemma 3.2. The following properties are met.
(i) Let gn, g :RN → R, n ∈ N, be continuous functions such that gn converges to g locally uniformly in RN ,
as n → +∞, and ‖gn‖∞  M for some positive constant M and any n ∈ N. Then, for any r, s ∈ R, with
r  s, Pn(s, r)gn converges to P (s, r)g, locally uniformly in RN .
(ii) Let fε, f0 ∈ Cb(RN ), ε ∈ (0,1), be such that ‖ fε‖∞  M for all ε ∈ (0,1) and limε→0+ fε = f0 , uni-
formly in Bk for all k > 0. Then, for any s > r, limε→0+ P (s, r + ε) fε = P (s, r) f0 , uniformly in Bk for all
k > 0.
Proof. (i) Let gn, g be as above. Since
(
P (s, r)ψ
)
(x) =
∫
RN
ψ(y)ps,r(x,dy), r < s, x ∈RN ,
for any ψ ∈ Cb(RN ), and ps,r(x,dy) are probability measures, using Jensen inequality yields
∣∣Pn(s, r)gn − P (s, r)g∣∣ ∣∣Pn(s, r)(gn − g)∣∣+ ∣∣(Pn(s, r) − P (s, r))g∣∣
 Pn(s, r)
(|gn − g|)+ (P (s, r) − Pn(s, r))|g|
 P (s, r)
(|gn − g|)+ M(P (s, r) − Pn(s, r))1RN , (3.1)
for any n ∈ N, where, in the second and third inequalities, we have taken advantage of the estimate
|P (s, r)g| P (s, r)|g| (which holds true for any g ∈ Cb(RN )), and the fact that the sequence (Pn(s, r)g)
is increasing whenever g is nonnegative (as it follows from applying the classical maximum principle).
Now, the remarks before the statement of the lemma and [32, Proposition 3.1] imply that both
the two terms in the last side of (3.1) converge to zero locally uniformly in RN . The ﬁrst statement
follows.
(ii) Let us estimate
∣∣P (s, r + ε) fε − P (s, r) f0∣∣ ∣∣P (s, r + ε) fε − P (s, r + ε) f0∣∣+ ∣∣P (s, r + ε) f0 − P (s, r) f0∣∣, (3.2)
for any ε ∈ (0, s− r). By [32, Proposition 3.6], the ﬁrst term in (3.2) converges to 0 as ε → 0+ , locally
uniformly in Bk for any k > 0, whereas the second one converges to zero uniformly in Bk for any
k > 0 as well, since the function P (s, ·) f0 is continuous in (−∞, s] ×RN by [32, Theorem 3.7]. 
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σp =
{
p(k0 + N3τ 24min{p−1,1} ), under Hypothesis 3.1(a),
pp, under Hypothesis 3.1(b).
(3.3)
We recall that in [32, Theorem 4.5] it has been proved that
∣∣(∇ P (s, r) f )(x)∣∣p  eσp(s−r)(P (s, r)|∇ f |p)(x), s r, x ∈ RN , (3.4)
for any f ∈ C1b (RN ) and any p ∈ I , where I = (1,+∞) if Hypothesis 3.1(a) is satisﬁed, whereas
I = [p0,+∞) if Hypothesis 3.1(b) is satisﬁed.
Proposition 3.3. The operator P (s, r) maps Lp(RN+1) into W 0,1p (RN+1, ν) for any p ∈ I and any t > 0.
Moreover, for any ε > 0 there exists a positive constant Cε such that
∥∥∇xT (t) f ∥∥Lp(RN+1,ν)  Cε eωp,εt√t ‖ f ‖Lp(RN+1,ν), t > 0, f ∈ Lp
(
R
N+1, ν
)
, (3.5)
where ωp,ε = min{σmin{p,2},0} + ε.
Proof. We can limit ourselves to proving that
∣∣(∇x P (s, r) f )(x)∣∣p  epωp,ε(s−r)
(s − r) p2
(
P (s, r)| f |p)(x), s > r, x ∈RN , (3.6)
for any f ∈ C∞c (RN ). Indeed, from (3.6) and the very deﬁnition of the operator T (t) (see (1.4)), we
can then deduce that T (t) f is differentiable with respect to the spatial variables, if f ∈ C∞c (RN+1),
and
∣∣(∇xT (t) f )(s, x)∣∣p = ∣∣(∇x P (s, s − t) f (s − t, ·))(x)∣∣p
 e
pωp,εt
√
t
(
P (s, s − t)∣∣ f (s − t, ·)∣∣p)(x)
= e
pωp,εt
√
t
(T (t)| f |p)(s, x),
for any (s, x) ∈ RN+1 and any t > 0. Therefore, (3.5) follows immediately for functions in C∞c (RN+1).
Since this space is dense in Lp(RN+1, ν), the assertion in the general case follows by density.
We ﬁrst consider the case when p ∈ (1,2]. We ﬁx δ ∈ (0,1), r, s ∈ R, with r < s, and f ∈ C∞c (RN ).
Next, we deﬁne the function gδ : [r, s] → C(Bn) by setting
gδ(τ ) = Pn(s, τ )
{(∣∣Pn(τ , r) f ∣∣2 + δ)p/2 − δp/2},
for any 0  τ  s. To simplify the notation, throughout the remaining of the proof, we set φτn :=
Pn(τ , r) f and φτ := P (τ , r) f for any τ ∈ [r, s].
Taking [1, Theorem 2.3(ix)] into account, it is immediate to check that the function gδ is differen-
tiable with respect to τ ∈ (r, s) for any ﬁxed x ∈RN and
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{−A(τ )((∣∣φτn ∣∣2 + δ) p2 − δ p2 )+ Dτ (∣∣φτn ∣∣2 + δ) p2 }
= −pPn(s, τ )
{〈
Q (τ , ·)∇xφτn ,∇xφτn
〉(∣∣φτn ∣∣2 + δ) p2 −1}
+ p(2− p)Pn(s, τ )
{∣∣φτn ∣∣2(∣∣φτn ∣∣2 + δ) p2 −2〈Q (τ , ·)∇xφτn ,∇xφτn 〉}
 p(1− p)Pn(s, τ )
{(∣∣φτn ∣∣2 + δ) p2 −1〈Q (τ , ·)∇xφτn ,∇xφτn 〉}
−cp Pn(s, τ )
{(∣∣φτn ∣∣2 + δ) p2 −1∣∣∇xφτn ∣∣2}, (3.7)
where cp = p(p− 1)η0. Integrating the ﬁrst and last sides of (3.7) in [r + ε, s− ε] (0< 2ε < s− r), we
get
(
Pn(s, s − ε)
((∣∣φs−εn ∣∣2 + δ) p2 − δ p2 ))(x) − (Pn(s, r + ε)((∣∣φr+εn ∣∣2 + δ) p2 − δ p2 ))(x)
−cp
s−ε∫
r+ε
(
Pn(τ , r)
((∣∣φτn ∣∣2 + δ) p2 −1∣∣∇xφτn ∣∣2))(x)dτ ,
so that
(
Pn(s, r + ε)
(∣∣Pn(r + ε, r) f ∣∣p))(x) cp
s−ε∫
r+ε
(
Pn(s, τ )
((∣∣φτn ∣∣2 + δ) p2 −1∣∣∇xφτn ∣∣2))(x)dτ , (3.8)
for any x ∈RN .
We now observe that by the proof of [32, Theorem 4.1] we know that the function τ → φτn is
bounded in [r, s] with values in Cb(RN ), uniformly with respect to n ∈ N. Moreover, φτn converges
to φτ for any τ ∈ [r, s], as n → +∞, in C1(K ) for any compact set K ⊂ RN , by the proof of [32,
Theorem 2.2]. Hence, Lemma 3.2(i) yields
lim
n→+∞
{
Pn(s, τ )
[(∣∣φτn ∣∣2 + δ) p2 −1∣∣∇xφτn ∣∣2]}(x) = {P (s, τ )[∣∣∇xφτ ∣∣2(∣∣φτ ∣∣2 + δ) p2 −1]}(x),
for any τ ∈ (r, s) and any x ∈RN and
∣∣{Pn(s, τ )[(∣∣φτn ∣∣2 + δ) p2 −1∣∣∇xφτn ∣∣2]}(x)∣∣ ∥∥∇xφτn ∥∥2δ p2 −1  C‖ f ‖2C1b (RN ),
for some positive constant C = C(δ), any τ ∈ (r, s) and any x ∈RN . Similarly,
lim
n→+∞
(
Pn(s, r + ε)
(∣∣Pn(r + ε, r) f ∣∣p))(x) = (P (s, r + ε)(∣∣P (r + ε, r) f ∣∣p))(x),
for any τ ∈ [r + ε, s − ε] and any x ∈RN . Then, from (3.8) we get
cp
s−ε∫ {
P (s, τ )
[(∣∣φτ ∣∣2 + δ) p2 −1∣∣∇xφτ ∣∣2]}(x)dτ  (P (s, r + ε)(∣∣P (r + ε, r) f ∣∣p))(x), (3.9)
r+ε
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cp
s∫
r
P (s, τ )
((∣∣φτ ∣∣2 + δ) p2 −1∣∣∇xφτ ∣∣2)(x)dτ  (P (s, r)(| f |p))(x), (3.10)
for any x ∈ RN .
Let us now observe that from (3.4), Young and Hölder inequalities, we deduce that, for any ε > 0,
∣∣∇x P (s, r) f ∣∣p = ∣∣∇x P (s, τ )φτ ∣∣p
 eσp(s−τ )P (s, τ )
(∣∣∇xφτ ∣∣p)
= eσp(s−τ )P (s, τ )((∣∣φτ ∣∣2 + δ)− p(2−p)4 ∣∣∇xφτ ∣∣p(∣∣φτ ∣∣2 + δ) p(2−p)4 )
 eσp(s−τ )
{
P (s, τ )
[(∣∣φτ ∣∣2 + δ) p2 −1∣∣∇xφτ ∣∣2]} p2 {P (s, τ )[(∣∣φτ ∣∣2 + δ) p2 ]}1− p2
 eσp(s−τ )
{
p
2
ε
2
p P (s, τ )
[(∣∣φτ ∣∣2 + δ) p2 −1∣∣∇xφτ ∣∣2]
+
(
1− p
2
)
ε
2
p−2 P (s, τ )
[(∣∣φτ ∣∣2 + δ) p2 ]}. (3.11)
Using Jensen inequality, we can estimate
(∣∣φτ ∣∣2 + δ) p2  ∣∣φτ ∣∣p + δ p2 = ∣∣∣∣
∫
RN
f (y)pτ ,r(x,dy)
∣∣∣∣
p
+ δ p2

∫
RN
∣∣ f (y)∣∣p pτ ,r(x,dy) + δ p2 = P (τ , r)(| f |p)+ δ p2 . (3.12)
Hence, from (3.11) and (3.12) we get
(∣∣∇x P (s, r) f ∣∣p)(x) eσp(s−τ )
{
p
2
ε
2
p
(
P (s, τ )
[(∣∣φτ ∣∣2 + δ) p2 −1∣∣∇xφτ ∣∣2])(x)
+
(
1− p
2
)
ε
2
p−2
{(
P (s, r)
(| f |p))(x) + δ p2 }}, (3.13)
for any x ∈RN . Multiplying both the sides of (3.13) by e−σp(s−τ ) , integrating with respect to τ ∈ (r, s),
and taking (3.10) into account, we get
1− e−σp(s−r)
σp
∣∣(∇x P (s, r) f )(x)∣∣p 
(
1− p
2
)
ε
2
p−2
{
(s − r)[(P (s, r)(| f |p))(x) + δ p2 ]}
+ p
2cp
ε
2
p
(
P (s, r)
(| f |p))(x). (3.14)
Letting δ → 0+ in (3.14) we obtain
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σp
∣∣(∇x P (s, r) f )(x)∣∣p min
ε>0
(
p
2cp
ε
2
p +
(
1− p
2
)
(s − r) ε 2p−2
)(
P (s, r)
(| f |p))(x)
= c−
p
2
p (s − r)1−
p
2
(
P (s, r)
(| f |p))(x),
and (3.6) follows with p ∈ (1,2] and σp < 0. In the case when σp > 0 it suﬃces to apply the previous
estimate to the function P (s − 1, r) f to conclude that |(∇x P (s, r) f )(x)|p  Kp(P (s, t)(| f |p))(x) for
s − r > 1 and some positive constant Kp . To obtain the previous estimate when p > 2 it suﬃces to
split |∇x P (s, r) f |p = (|∇x P (s, r)|2)p/2, apply (3.6) with p = 2 and then, using Hölder inequality. 
Taking advantage of Proposition 3.3 we can now prove the following partial characterization of
D(Gp) for any p ∈ I .
Theorem 3.4. For any p ∈ I , D(Gp) is continuously embedded into W 0,1p (RN+1, ν) and there exist two posi-
tive constants C = C(p) and λ0 = λ0(p) such that
∥∥|∇xu|∥∥Lp(RN+1,ν)  C‖u‖ 12Lp(RN+1,ν)‖λ0u − Gpu‖ 12Lp(RN ,ν), (3.15)
for any u ∈ D(Gp). If σp < 0 (see (3.3)), then (3.15) holds with λ0 = 0.
Proof. Let us ﬁx p ∈ I , f ∈ D(Gp) and λ0 > min{σmin{p,2},0}. Then, set g = (λ + λ0) f − Gp f for any
λ > 0. Obviously,
f = R(λ + λ0,Gp)g =
+∞∫
0
e−(λ+λ0)tT (t)g dt. (3.16)
By estimate (3.5), we can differentiate (with respect to the spatial derivatives) the integral term in
(3.16) getting
∥∥|∇x f |∥∥Lp(RN+1,ν) 
+∞∫
0
e−(λ+λ0)t
∥∥∣∣∇xT (t)g∣∣∥∥Lp(RN+1,ν) dt
 C‖g‖Lp(RN+1,ν)
+∞∫
0
e−λt√
t
dt
= C
√
π√
λ
∥∥(λ + λ0) f − Gp f ∥∥Lp(RN+1,ν)
 C
√
π
(√
λ‖ f ‖Lp(RN+1,ν) +
1√
λ
‖λ0 − Gp f ‖Lp(RN+1,ν)
)
.
Minimizing with respect to λ ∈ (0,+∞), the estimate (3.15) easily follows. From (3.15) it is now
immediate to check that D(Gp) is continuously embedded into W
0,1
p (R
N+1, ν). 
4. A second core for the operator Gp
In this section we show that C∞c (RN+1) is a core for the operator Gp for any p ∈ [1,+∞). For this
purpose we adapt the techniques in [5]. The main result of this section is the following theorem.
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assume that there exist a function V ∈ C2(RN ) with V0 := infx∈RN V (x) > 1 and lim|x|→+∞ V (x) = +∞,
and a constant c > 0 such that the functions
Ac(s, x) := e−c|s| (AV )(s, x)
V (x) log V (x)
and Qc(s, x) := e−c|s| 〈Q (s, x)∇V (x),∇V (x)〉
(V (x))2 log V (x)
belong to Lp(RN+1, ν). Then, C∞c (RN+1) is a core for the operator Gq for any 1 q p.
To prove Theorem 4.1 we need to have some insight on the measure ν .
4.1. Regularity of the invariant measures
In this section we prove some regularity results for the invariant measure ν that will be used
in the forthcoming sections. We begin with the following theorem which is a rather straightforward
consequence of [10, Theorem 3.8] which has been proved under weaker assumptions than we assume
here.
Theorem 4.2. Let νˆ be a positive measure satisfying∫
RN+1
(Gψ)(s, x)νˆ(ds,dx) = 0, ψ ∈ C∞c
(
R
N+1),
where the coeﬃcients of the operator A satisfy Hypotheses 1.1(i)–(ii). Then, νˆ is absolutely continuous with
respect to the Lebesgue measure and its density 
ˆ satisﬁes the following properties:
(i) 
ˆ is locally γ -Hölder continuous in RN+1 for any γ ∈ (0,1) and it is everywhere positive in RN+1;
(ii) the function 
ˆ belongs to W 0,1p ((−T , T ) × BR) for any 1 p < +∞ and any R, T > 0.
Note that the positivity of the density of 
ˆ follows from the Harnack inequality in [6, Theorem 3].
For global (in space) and local (in time) lower and upper pointwise estimates for the densities

 of inﬁnitesimally invariant measures ν , satisfying (1.5) in (0,1) × RN , we refer the reader to [13,
Theorems 3.2 and 3.3] and [14, Theorem 3.1].
Theorem 4.2 is not enough for our purposes; we need to reﬁne the result on the smoothness of
the function 
ˆ. This is done in the following theorem, under more restrictive assumptions.
Theorem 4.3. Under Hypotheses 1.1 and 1.2 the function 
ˆ belongs to C
1+ α2 ,2+α
loc (R
N+1).
Proof. To prove the assertion we will use a localization argument. For this purpose, we begin by
observing that, the smoothness of the coeﬃcients of the operator G implies that the function 
ˆ is a
weak solution of the adjoint equation
Ds
ˆ + A∗
ˆ = 0, (4.1)
where
A∗ζ :=
N∑
i, j=1
qij Dijζ −
N∑
i=1
bi Diζ + 2
N∑
i, j=1
Diqij D jζ −
(
divx b −
N∑
i, j=1
Dijqi j
)
ζ,
on smooth functions ζ . Here, 
ˆ is a weak solution to Eq. (4.1) in the sense that it satisﬁes the varia-
tional equation
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RN+1
(

ˆ
N∑
i, j=1
D jqij Diψ + 〈Q ∇x
ˆ,∇xψ〉 + (divx b)
ˆψ + ψ〈b,∇x
ˆ〉 + 
ˆDsψ
)
dsdx = 0,
for any ψ ∈ C∞c (RN+1) or, equivalently, for any ψ ∈ C1,2c (RN+1).
It is immediate to check that the function 
ˆ− , deﬁned by 
ˆ−(s, x) = 
ˆ(−s, x) for any (s, x) ∈ RN+1,
is as smooth as 
ˆ is and it is a weak solution to the equation Ds
ˆ− − (A−)∗
ˆ− = 0, where the
operator A− is deﬁned as the operator A with the coeﬃcients qij and b j being replaced by q−i j and
b−j (i, j = 1, . . . ,N), which are deﬁned accordingly to the deﬁnition of the function 
ˆ− . We now ﬁx
R, T > 0 and denote by θT ,R any cut-off function such that 1(−T ,T )×BR  θT ,R  1(−T−1,T+1)×BR+1 . The
function v := 
ˆ−θT ,R has the same degree of smoothness as 
ˆ− and is a weak solution of the Cauchy
problem
⎧⎨
⎩
Dsv(s, x) =
(
(A−)∗v)(s, x) + f (s, x), s ∈ (−T − 1, T + 1), x ∈ BR+1,
v(s, x) = 0, s ∈ (−T − 1, T + 1), x ∈ ∂BR+1,
v(−T − 1, x) = 0, x ∈ BR+1,
(4.2)
where
f = −2
ˆ−
N∑
i, j=1
Diq
−
i j D jθT ,R − 2〈Q −∇x
ˆ−,∇xθT ,R〉
− 
ˆ−
N∑
i, j=1
q−i j Di jθT ,R + 
ˆ−〈b−,∇xθT ,R〉 + 
ˆ−DsθT ,R ,
in (−T − 1, T + 1) × BR+1.
As it is immediately seen, the function f belongs to Lp((−T − 1, T + 1) × BR+1) for any
p ∈ [1,+∞). By [33, Chapter IV, Theorem 9.1], there exists a unique function w which belongs to
W 1,2p ((−T − 1, T + 1) × BR+1) for any p  1 and solves the Cauchy problem (4.2).
We now observe that, in fact, w = v . Indeed, by [33, Chapter III, Theorem 3.1], there exists a
unique function z ∈ V2((−T − 1, T + 1) × BR+1) (the subspace of W 0,12 ((−T , T ) × BR) consisting of
functions z such that supt∈(−T ,T ) ‖z(t, ·)‖L2(BR ) < +∞, and z vanishes on (−T − 1, T + 1)× ∂BR ) such
that
∫
(−T−1,T+1)×BR+1
(
−zDsψ + z
N∑
i, j=1
D jq
−
i j Diψ + 〈Q −∇xz,∇xψ〉
)
dsdx
+
∫
(−T−1,T+1)×BR+1
(
(divx b
−)zψ + ψ〈b−,∇xz〉
)
dsdx
=
∫
(−T−1,T+1)×BR+1
fψ dsdx, (4.3)
for any ψ ∈ W 1,12 ((−T − 1, T + 1) × BR+1) which vanishes on (−T − 1, T + 1) × ∂BR+1 and on {T +
1} × BR+1. Theorem 4.2 and the Sobolev embedding theorem imply that both the functions v and
w belong to V2((−T − 1, T + 1) × BR+1) and solve the variational equation (4.3). Hence, they do
coincide.
Let us now prove that v belongs to Cσ ,1+σ ((−T − 1, T + 1) × BR+1) for any σ ∈ (0,1). This is
a classical result, but for the reader’s convenience we go into details. As it is easily seen, v be-
longs to Lp((−T − 1, T + 1),W 2θ,p(BR+1)) ∩ W 1,p0 ((−T − 1, T + 1), Lp(BR+1)) for any θ ∈ (0,1).
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δ ∈ (0,1) \ {1/2} and any p such that 2δp > 1, and applying [20, Appendix, Lemma 9], it follows
that v ∈ W ε,p((−T − 1, T + 1),W 2θ−2ε,p(BR+1)) for any ε > 0 such that 2(θ − ε)p > p. Let us
ﬁx γ , θ ∈ (0,1) and ε ∈ (0, θ) such that 2θ − 2ε > 1 + γ . Taking p > 1/ε, from [20, Appendix,
Lemma 6], it follows that v ∈ C([−T − 1, T + 1],W 2θ−2ε,p(BR+1)). Up to replacing p with a larger
index, we can assume that 2θ − 2ε − N/p > 1 + γ . Hence, by the Sobolev embedding theorem
(see e.g., [28, Theorem 1.4.4.1]), v ∈ C([−T − 1, T + 1],C1+γ (BR+1)). Next, we observe that, since
v ∈ W 1,p((−T − 1, T + 1) × BR+1) for any p > N + 1, v belongs to Cβ((−T − 1, T + 1) × BR+1) for
any β ∈ (0,1). Now, we are almost done. Indeed, it is well known that C1(BR+1) belongs to the class
J1/(1+γ ) between C(BR+1) and C1+γ (BR+1) for any γ ∈ (0,1) (see e.g., [34, Proposition 1.1.3(iii)]).
Hence, there exists a positive constant Kγ such that
‖z‖C1(BR+1)  Kγ ‖z‖
γ
1+γ∞ ‖z‖
1
1+γ
C1+γ (BR+1)
, z ∈ C1+γ (BR+1). (4.4)
Plugging z = v(s, ·) − v(r, ·) into (4.4) (where r, s are arbitrarily ﬁxed in (−T − 1, T + 1)), gives
∥∥v(s, ·) − v(r, ·)∥∥C1(BR+1)  K∥∥v(s, ·) − v(r, ·)∥∥ γ1+γ∞ ∥∥v(s, ·) − v(r, ·)∥∥
1
1+γ
C1+γ (BR+1)
 K [v]
γ
1+γ
Cγ (BR+1)|t − s|
βγ
1+γ (2‖u‖C((−T−1,T+1),C1+γ (BR+1))) 11+γ .
Choosing the exponents β and γ in a proper way, we can show that v ∈ Cσ ,1+σ ((−T − 1, T + 1) ×
BR+1).
We can now conclude the proof. Since v = 
ˆ in (−T , T ) × BR , it follows that 
ˆ belongs to
Cα,1+α((−T , T ) × BR). Hence, f is in C α2 ,α((−T , T ) × BR). Let us consider the problem (4.2) with
θT ,R being now replaced with θT−1,R−1. From [33, Chapter IV, Theorem 5.2] it now follows that
v ∈ C1+ α2 ,2+α((−T , T )× BR ). Hence, 
ˆ ∈ C1+ α2 ,2+α((−T +1, T −1)× BR−1). Since T , R > 0 have been
arbitrarily ﬁxed, the assertion follows. 
Remark 4.4. The same results in Theorem 4.3 hold also in the case when νˆ is a ﬁnite signed measure
on (a,b) × BR (a,b ∈R, a < b and R > 0) which satisﬁes the condition
∫
(a,b)×BR
(Gψ)(s, x)νˆ(ds,dx) = 0, ψ ∈ C∞c
(
(a,b) × BR
)
,
where now G = A − Ds , A being as in (1.3) whose coeﬃcients are deﬁned in (a,b) × BR and satisfy
Hypotheses 1.1(ii) and 1.2 with RN+1 being replaced by (a,b)× BR . It suﬃces to replace Theorem 4.2
by [10, Corollary 3.9] and, then, repeating verbatim the proof of Theorem 4.3.
The following result is now a straightforward consequence of the results in Theorem 4.3.
Theorem 4.5. Suppose that Hypotheses 1.1, and 1.2 are satisﬁed. Moreover, assume that (T (t)) admits an
inﬁnitesimally invariant measure ν . Then, ν is absolutely continuous with respect to the Lebesgue measure.
Moreover, its density 
 belongs to C
1+ α2 ,2+α
loc (R
N+1), where α is the same as in Hypothesis 1.2.
4.2. Proof of Theorem 4.1
Fix p ∈ [1,+∞). By Theorem 2.1, the operator λI − Gp is bijective from D(Gp) onto Lp(RN+1, ν)
for any λ > 0. Hence, to prove that C∞c (RN+1) is a core for Gp it is enough to show that (λ −
L. Lorenzi, A. Zamboni / J. Differential Equations 246 (2009) 2724–2761 2745G)(C∞c (RN+1)) is dense in Lp(RN+1, ν) for some λ > 0. Denoting by p′ the conjugate index of p, we
need to show that, if ψ ∈ Lp′(RN+1, ν) is such that
∫
RN+1
(λζ − Gζ )ψ dν = 0, (4.5)
for some λ > 0 and all ζ ∈ C∞c (RN+1), then ψ ≡ 0 ν-a.e. By Theorem 4.5, ν has a density 
 ∈
C1(RN+1). For our purposes, we need to show that also 
ψ belongs to C1(RN+1). Observe that,
writing (4.5) with ζ being replaced by the function (s, x) → e−λsζ , it follows that
∫
RN+1
(Gζ )(s, x) e−λsζ(s, x)ψ(s, x)
(s, x)dsdx = 0,
for any ζ ∈ C∞c (RN+1). In particular, the previous equality holds for any ζ ∈ C∞c ((−R, R) × BR) and
any R > 0. Let us set ς = e−λsψ(s, x)
(s, x)dsdx. Since ψ ∈ Lp′(RN+1, ν), and ν has a density which is
locally ﬁnite, ψ belongs to L1((−R, R)×BR , ν). Therefore, ς is a signed Borel measure in (−R, R)×BR
and, from Remark 4.4, it follows that the function (s, x) → e−λs
(s, x)ψ(s, x) belongs to C1((−R, R)×
BR). The arbitrariness of R implies that this function actually belongs to C1(RN+1) and, consequently,
also the function 
ψ does. Since 
 is everywhere positive in RN+1, by Theorem 4.2, the function ψ
belongs to C1(RN+1) as well.
Now, integrating by parts the identity
λ
∫
RN+1
ζψ dν =
∫
RN+1
Gζψ dν,
we get
λ
∫
RN+1
ζψ
dsdx =
∫
RN+1
(−〈Q ∇x(ψ
),∇xζ 〉+ ψ
〈bˆ,∇xζ 〉 − ψ
Dsζ )dsdx, (4.6)
for every ζ ∈ C∞c (RN+1), where bˆi = bi −
∑N
j=1 D jqij for all i = 1, . . . ,N . By density, (4.6) holds also
for every ζ ∈ C1c (RN+1).
Let F : R → [−1,1] be an increasing C∞-function such that F (t) = 0 if |t| 1, F (t) = −1 if t −2,
F (t) = 1 if t  2, and ‖F ′‖∞  2. For every n ∈ N and (s, x) ∈ RN+1, set ψn(s, x) := F (nψ(s, x)
(s, x)).
Then, ψn ∈ C1(RN+1), |ψn| 1 and ψn tends to sgnψ as n → +∞, pointwise in RN+1. Fix a positive
function θ ∈ C∞c (RN+1). By replacing ζ with ψnϑ in (4.6), we obtain that
λ
∫
RN+1
θψnψ
dsdx =
∫
RN+1
[−ψn〈Q ∇x(ψ
),∇xθ 〉− nθ F ′(nψ
)〈Q ∇x(ψ
),∇x(ψ
)〉]dsdx
+
∫
RN+1
[
ψnψ
〈bˆ,∇xθ〉 + nθψ
F ′(nψ
)
〈
bˆ,∇x(ψ
)
〉]
dsdx
−
∫
RN+1
[
nθψ
F ′(nψ
)Ds(ψ
) + ψnψ
Dsθ
]
dsdx, (4.7)
for each n ∈ N. Let us now observe that
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RN+1
ψn
〈
Q ∇x(ψ
),∇xθ
〉
dsdx =
∫
RN+1
[〈
Q ∇x(ψnψ
),∇xθ
〉− ψ
〈Q ∇xψn,∇xθ〉]dsdx
= −
∫
RN+1
[
ψnψ
 divx(Q ∇xθ) + nψ
F ′(nψ
)
〈
Q ∇x(ψ
),∇xθ
〉]
dsdx.
(4.8)
Since nθ F ′(nψ
)〈Q ∇x(ψ
),∇x(ψ
)〉 0 in RN+1, from (4.7) and (4.8) we get
λ
∫
RN+1
θψnψ
dsdx
∫
RN+1
[
ψnψ
 divx(Q ∇xθ) + nψ
F ′(nψ
)
〈
Q ∇x(ψ
),∇xθ
〉]
dsdx
+
∫
RN+1
[
ψnψ
〈bˆ,∇xθ〉 + nθψ
F ′(nψ
)
〈
bˆ,∇x(ψ
)
〉]
dsdx
−
∫
RN+1
[
nθψ
F ′(nψ
)Ds(ψ
) + ψnψ
Dsθ
]
dsdx. (4.9)
Recalling that F ′(ny) = 0 if and only if 1  |ny|  2, it holds that |nyF ′(ny)|  4 for every n ∈ N
and y ∈ R. Moreover, as it is immediately seen, nyF ′(ny) tends to +∞ as n → +∞ for any y ∈ R.
By passing to the limit and taking into account that the supports of all the involved functions are
contained in the support of θ , from (4.9) we get
λ
∫
RN+1
θ |ψ |
dsdx
∫
RN+1
(
divx(Q ∇xθ) + 〈bˆ,∇xθ〉 − Dsθ
)|ψ |
dsdx = ∫
RN+1
(Gθ)|ψ |
dsdx. (4.10)
Let H : R → [0,1] be a decreasing C∞-function such that H(t) = 1 if t  1 and H(t) = 0 if t  2,
and let υ : R → R be a positive C∞-function such that υ(t) = 1 if |t|  1, υ(t) = e−2c|t| if |t|  2,
where c > 0 is as in the statement of the theorem, and ‖υ‖∞  1. Deﬁne the function ϑn :RN+1 → R
by setting
θn(s, x) := υ(s)H
(
(1+ s2) log V (x)
n
)
:= υ(s)H
(
Ψ (s, x)
n
)
, (s, x) ∈ RN+1.
Since V (x) tends to +∞ as |x| → +∞ and infx∈RN V (x) > 1, the function (s, x) → (1+ s2) log V (x) is
a positive function diverging to +∞ as |(s, x)| → +∞. Therefore, θn ∈ C∞c (RN+1) and it converges to
υ(s) pointwise in RN+1 as n → +∞. A straightforward computation shows that
(Gθn)(s, ·) = υ(s)H ′
(
Ψ (s, ·)
n
)
Ψ (s, ·)
n
{AV (s, ·)
V log V
− 〈Q (s, ·)∇V ,∇V 〉
V 2 log V
− 2s
1+ s2
}
+ υ(s)H ′′
(
Ψ (s, ·)
n
)
(Ψ (s, ·))2
n2
〈Q (s, ·)∇V ,∇V 〉
(V log V )2
− υ ′(s)H
(
Ψ (s, ·)
n
)
,
for any s ∈R. Hence, (Gθn)(s, x) → −υ ′(s) pointwise in RN+1. Moreover, for every n ∈ N we have
|Gθn| 2‖H ′‖∞υ |AV |
V log V
+ υ
(
2‖H ′‖∞ + 4‖H
′′‖∞
log V
) 〈Q ∇V ,∇V 〉
V 2 log V
+ 2υ‖H ′‖∞ + |υ ′|. (4.11)
0
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hand side of (4.11) belong to Lp(RN+1, ν). Then, replacing θ with θn in (4.10), passing to the limit as
n → +∞, and applying the dominated convergence theorem, we get
∫
RN+1
(
λυ(s) + υ ′(s))∣∣ψ(s, x)∣∣
(s, x)dsdx 0. (4.12)
Since υ ∈ C∞(R) and υ(s)−1|υ(s)| = 2c if |s| 2, then υ0 := sups∈R(υ(s))−1|υ(s)| is ﬁnite and then,
if λ > υ0, (4.12) implies that ψ ≡ 0 ν-a.e.
4.3. Some consequences of the result in Theorem 4.1
The result in Theorem 4.1 leads us to some interesting results and formulas which are collected in
the following corollary.
Corollary 4.6. Under the assumptions of Theorem 4.1, with p = 2, the following properties are met.
(i) D(G2) ⊂ {u ∈ L2(RN+1, ν): |Q 1/2∇xu| ∈ L2(RN+1, ν)} with a continuous embedding. In particular,
D(G2) is continuously embedded into W
0,1
2 (R
N+1, ν).
(ii) If f , g ∈ D(G2), then f g ∈ D(G1). Moreover,
G1( f g) = gG2 f + f G2g + 2〈Q ∇x f ,∇x g〉. (4.13)
In particular, it follows that
∫
RN+1
(gG2 f + f G2g)dν = −2
∫
RN+1
〈Q ∇x f ,∇x g〉dν, (4.14)
for any f , g ∈ D(G2).
Proof. (i) Since ν is an inﬁnitesimally invariant measure of G , for any f ∈ C∞c (RN+1) it holds that∫
RN+1 G( f 2)dν = 0. This means that∫
RN+1
f G f dν = −
∫
RN+1
∣∣Q 1/2∇x f ∣∣2 dν. (4.15)
Fix f ∈ D(G2) and let ( fn) ∈ C∞c (RN+1) be such that fn and G fn converge, respectively, to f
and G2 f in L2(RN+1, ν), as n → +∞. Writing (4.15) with fn − fm instead of f , we immediately
see that (Q 1/2∇x fn), and consequently (∇x fn), are Cauchy sequence in L2(RN+1, ν)N . Therefore,
f ∈ W 0,12 (RN+1, ν) and Q 1/2∇x fn converges to Q 1/2∇x f in L2(RN+1, ν)N as n → +∞. Moreover,
η
1
2
0
∥∥|∇x f |∥∥L2(RN+1,ν)  ∥∥∣∣Q 12 ∇x f ∣∣∥∥L2(RN+1,ν)  ‖ f ‖ 12L2(RN+1,ν)‖G2 f ‖ 12L2(RN+1,ν),
where η0 is the constant in Hypothesis 1.1(ii). The assertion follows.
(ii) Let us ﬁx f , g ∈ D(G2). Then, there exist two sequences ( fn) and (gn) in C∞c (RN+1) such that
( fn, G fn) and (gn, Ggn) tend, respectively, to ( f ,G2 f ) and (g,G2g) in L2(RN+1, ν)2, as n → +∞. As
it is immediately seen,
G( fn gn) = gnG fn + fnGgn + 2〈Q ∇x fn,∇x gn〉, n ∈ N. (4.16)
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L1(RN+1, ν). Similarly, fn gn tends to f g in L1(RN+1, ν). Since the operator G1 is closed, this means
that f g ∈ D(G1) and (4.13) follows. Finally, integrating formula (4.16) in RN+1 and letting n → +∞,
we get formula (4.14). 
Remark 4.7. As it has been already remarked in the introduction, property (i) in Corollary 4.6 provides
us with a stronger result than Theorem 3.4 without assuming the algebraic and growth conditions in
Hypothesis 3.1, on the gradient of the coeﬃcients.
5. A class of operators to which the results in Theorem 4.1 apply
Aim of this section is to provide the reader with a class of operators with unbounded coeﬃcients
to which the results in Theorem 4.1 apply. Throughout the section, we assume that the coeﬃcients of
the operator A in (1.3) satisfy the following assumptions:
Hypotheses 5.1.
(i) For any i, j = 1, . . . ,N, the coeﬃcients qi j = q ji and bi belong to C
α
2 ,2+α
loc (R
N+1) and to C
α
2 ,1+α
loc (R
N+1),
respectively, for some α ∈ (0,1). Moreover, there exists a positive constant η0 such that〈
Q (s, x)ξ, ξ
〉
 η0|ξ |2, ξ ∈ RN , (s, x) ∈RN+1.
(ii) There exists a positive constant k such that
(a) sup
(s,x)∈R×BM
(∣∣qij(s, x)∣∣+ e−k|s|∣∣b j(s, x)∣∣)< +∞, (b) sup
(s,x)∈R×BM
〈
b(s, x), x
〉
< +∞, (5.1)
for any M > 0 and any i, j = 1, . . . ,N.
(iii) There exist β,γ > 0 such that
lim|x|→+∞ sups∈R
(
γΛs(x)|x|β +
〈
b(s, x), x
〉)
< 0,
where Λs(x) denotes the maximum eigenvalue of the matrix Q (s, x).
Remark 5.2. In the particular case when the function b(·,0) is bounded,
〈
Db(s, x)ξ, ξ
〉
−K |x|m|ξ |2, (s, x) ∈ RN+1,
for some constants K > 0 and m 0, and there exist γ > 0 and K ′ > K such that
lim|x|→+∞
(
γ sup
s∈R
Λs(x)|x|β +
∥∥b(·,0)∥∥∞|x| − K ′m + 1 |x|m+2
)
= −∞, (5.2)
condition (5.1)(b) and Hypothesis 5.1(iii) are satisﬁed. Indeed, since
〈
b(s, x), x
〉− 〈b(s,0), x〉=
1∫
0
〈
Db(s, ξx)x, x
〉
dξ −K |x|m+2
1∫
0
ξm dξ = − K
m + 1 |x|
m+2,
for any (s, x) ∈ RN+1, it holds that
〈
b(s, x), x
〉
 sup
s∈R
∣∣b(s,0)∣∣|x| − K
m + 1 |x|
m+2, (s, x) ∈ RN+1, (5.3)
which, of course, implies (5.1)(b).
L. Lorenzi, A. Zamboni / J. Differential Equations 246 (2009) 2724–2761 2749Hypothesis 5.1(iii) now follows directly from (5.2) and (5.3), observing that for any ε > 0 there
exists Mε such that sups∈R |b(s,0)||x| εm+1 + Mε for any x ∈RN .
The main result of this section is the following theorem.
Theorem 5.3. Assume that Hypotheses 5.1 hold and ﬁx δ > 0 such that βδ < γ . Then, the following properties
are met.
(i) Suppose that
limsup
|x|→+∞
|x|β−2 sups∈R Λs(x)
exp(δ|x|β) < +∞. (5.4)
Then, C∞c (RN+1) is a core for G1 , the inﬁnitesimal generator of (T1(t)).
(ii) Assume that
limsup
|x|→+∞
sup
s∈R
|x|β−2Λs(x)
exp (δp−1|x|β)exp(k|s|) < +∞ (5.5)
and
limsup
|x|→+∞
sup
s∈R
|〈b(s, x), x〉|
|x|2+β(p′−1) exp (δ(p′ − 1)|x|β)exp(k|s|) < +∞, (5.6)
where p′ is the conjugate index of p and k is as in Hypothesis 5.1. Then, C∞c (RN+1) is a core for Gq, the
inﬁnitesimal generator of (Tq(t)), for any 1 q p.
We consider the cases β  2 and β ∈ (0,2) separately.
5.1. The case when β  2
Let V : RN → R be deﬁned by V (x) = 2exp(δ|x|β) for any x ∈ RN , where δ is as in the statement
of Theorem 5.3. With a slight abuse of notation, we set V (R) := max|x|=R V (x) for any R > 0.
Lemma 5.4. The function V satisﬁes Hypotheses 1.1(iii) and 2.2. Hence, there exists an evolution family of
invariant measures {μs: s ∈R} associated with the operator A.
Proof. To prove the ﬁrst statement we take advantage of the proof of [39, Proposition 2.4]. As a
straightforward computation shows,
(AV )(s, x) = βδ|x|β−4V (x)(Tr(Q (s, x))|x|2 + (β − 2)〈Q (s, x)x, x〉
+ 〈b(s, x), x〉|x|2 + βδ|x|β 〈Q (s, x)x, x〉)
 βδ|x|β−2V (x)[Λs(x)(βδ|x|β + Kβ,δ)+ 〈b(s, x), x〉], (5.7)
for any (s, x) ∈ RN+1, where Kβ,δ := N + (β − 2). Let us now ﬁx R > 1 such that βδ|x|β + Kβ,δ 
γ |x|β in RN \ BR . Hence, up to replacing R with a larger value if necessary, by Hypothesis 5.1(iii) we
can assume that sups∈R{Λs(x)(βδ|x|β + Kβ,δ) + 〈b(s, x), x〉}−κ0 and κ0V (R) > 1 for some positive
constant κ0 and any x ∈ RN \ BR and, consequently, from (5.7) it follows immediately that
(AV )(s, x)−βδV (x), s ∈ R, x ∈ RN \ BR . (5.8)
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(AV )(s, x) βδa := 2βδRβ−2eδRβ
{(
βδRβ + Kβ,δ
)
sup
(s,x)∈R×BR
Λs(x) +
(
sup
(s,x)∈R×BR
〈
b(s, x), x
〉)+}
, (5.9)
for any (s, x) ∈ R × BR , where (·)+ denotes the positive part of the quantity in brackets. Combining
(5.8) and (5.9), we get
(AV )(s, x) βδa′ − βδV (x), (s, x) ∈RN+1, (5.10)
where a′ = a + V (R). It is now clear that the function V satisﬁes Hypotheses 1.1(iii) and 2.2. The
second assertion of the statement follows from [32, Theorem 5.4]. 
Since the evolution family (P (s, r)) associated with the operator G admits an evolution family of
invariant measures {μs: s ∈ R}, there exists an inﬁnitesimally invariant measure ν of the semigroup
(T (t)) which, we recall, is the unique Borel measure such that ν(I × J ) = ∫I νs( J )ds for any pair of
Borel sets I ⊂ R and J ⊂ RN . Under Hypotheses 5.1, Theorem 4.3 applies and shows that ν has a
density (with respect to the Lebesgue measure) 
 ∈ C1+
α
2 ,2+α
loc (R
N+1).
We stress that, the construction of [32, Theorem 5.4] provides inﬁnitely many different evolution
families of invariant measures. In what follows we assume that {μs: s ∈ R} is any of the invariant
measures provided by the quoted theorem.
In order to apply Theorem 4.1, we have to show that both the functions Ac and Qc are in
Lp(RN+1, ν) for some c > 0. The main obstacle in this direction is the fact that in most cases the
measure ν is not explicitly known. To overcome this diﬃculty, we will provide some functions which
are integrable with respect to the measure ν and we then use them to apply a comparison argument
to show the integrability of the functions Ac and Qc . For this purpose, we need the following result.
Lemma 5.5. The following properties are met.
(i) Let f ∈ L1(R,dx). Then, the function f V belongs to L1(RN , ν).
(ii) Let f :R → R be a measurable function such that the function s → eλ|s|| f (s)| is bounded for some λ > k,
where k is as in Hypothesis 5.1(ii). Then, f AV ∈ L1(RN , ν).
Proof. (i) We claim that V ∈ L1(RN ,μs) and ‖V ‖L1(RN ,μs)  C1 for any s ∈ R and some positive con-
stant C1. Indeed, from estimate (5.10) and the proof of [32, Theorem 5.3] it follows that the function
P (s, r)V is well deﬁned for any r  s and, for any ﬁxed x ∈ RN , the function (s, r) → (P (s, r)V )(x) is
bounded in {(s, r) ∈ R2: r  s}. Keeping these facts into account and adapting the proof of [32, Theo-
rem 5.4] to our situation, the claim easily follows. Hence, the integrability of the function f V follows
observing that
∫
RN+1
∣∣ f (s)∣∣V (x)ν(ds,dx) = ∫
R
∣∣ f (s)∣∣ ∫
RN
V (x)μs(dx) C1‖ f ‖L1(R).
(ii) We adapt to our situation the idea in the proof of [32, Theorem 2.4]. We recall that,
since ν is an inﬁnitesimally invariant measure of G , by a density argument we can show that∫
RN+1 G(ψζ )dν = 0 for any ψ ∈ C1c (R) and any ζ ∈ C2c (RN ). The previous relation can be ex-
tended to any ζ ∈ C1(RN ) which is constant outside a compact set and any ψ ∈ C1(R) such that
|ψ(s)| + |ψ ′(s)|  C2e−λ|s| for any s ∈ R and some positive constant C2. We prove it in two steps.
First, we consider the case when ψ ∈ C1c (R) and ζ is constant outside a compact set and, then, we
address the general case.
So, let us ﬁx ψ ∈ C1c (R) and ζ ∈ C1(RN ) which is constant outside a compact set. Then, there
exists c ∈R such that ζ − c1RN is compactly supported. Hence
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∫
RN+1
G(ψ(ζ − c1RN ))dν =
∫
RN+1
G(ψζ )dν − c
∫
RN+1
G(ψ1RN )dν
=
∫
RN+1
G(ψζ )dν + c
∫
RN+1
ψ ′ dν =
∫
RN+1
G(ψζ )dν + c
∫
R
ψ ′ ds
=
∫
RN+1
G(ψζ )dν.
Let us now assume that sups∈R eλ|s|(|ψ(s)| + |ψ ′(s)|) := C2 < +∞. By Hypothesis 5.1(ii), for any
ζ ∈ C2(RN ) which is constant outside a compact set, we can determine a positive constant C3 such
that |(Aζ )(s, x)| C3ek|s| for any (s, x) ∈ RN+1. For any n ∈ N, let ϑn ∈ C1c (R) be any smooth function
such that 1(−n,n)  ϑn  1(−2n,2n) and ‖ϑ ′n‖∞  2n−1. Clearly, the sequence (ψn) ⊂ C1c (RN ), deﬁned by
ψn = ϑnψ , converges to ψ locally uniformly in R. Moreover, |ψn(s)| C2e−λ|s| and |ψ ′n(s)| 2C2e−λ|s|
for any s ∈ R and any n ∈ N. Since
0 =
∫
RN+1
G(ψnζ )dν =
∫
RN+1
ψnAζ dν −
∫
RN+1
ψ ′nζ dν,
the dominated convergence theorem applies and yields
∫
RN+1 G(ψζ )dν = 0.
We can now prove that, if ψ ∈ C1(R) is such that ψ(s) = e−λ|s| for any |s|  1 and some
λ > k, then the function ψAV is in L1(RN+1, ν). For this purpose, let us introduce, for any n ∈ N,
the function Vn = ζn ◦ V , where ζn ∈ C2([0,+∞)) is any function such that ζn(σ ) = σ for any
σ ∈ [0,n], ζn = n + 1 in [n + 2,+∞), −4  ζ ′′n  0  ζ ′n  1. As it is immediately seen, each
function Vn belongs to C2(RN ) and is constant outside a compact set. Moreover Vn  V for any
n ∈ N and Vn converges to V pointwise in RN as n → +∞. A straightforward computation shows
that AVn = ζ ′n(V )AV + ζ ′′n (V )〈Q ∇V ,∇V 〉. Of course, AVn converges to AV pointwise in RN+1 as
n → +∞. Moreover, estimate (5.10) implies that AVn  βδζ ′n(V )(a′ − V ), for any n ∈ N. Hence, there
exists R > 0, independent of n, such that AVn  0 in R× (RN \ BR). The identity
∫
RN+1 G(ψVn)dν = 0
yields
∫
R×(RN\BR )
G(ψVn)dν = −
∫
R×BR
G(ψVn)dν,
from which we deduce, ﬁrst, that
∫
R×(RN\BR )
|ψAVn|dν = −
∫
R×(RN\BR )
ψAVn dν
= −
∫
R×(RN\BR )
G(ψVn)dν −
∫
R×(RN\BR )
ψ ′Vn dν
=
∫
R×BR
G(ψVn)dν −
∫
R×(RN\BR )
ψ ′Vn dν
=
∫
R×B
ψAVn dν −
∫
N+1
ψ ′Vn dν
R R
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∫
RN+1
|ψAVn|dν =
∫
R×BR
ψAVn dν +
∫
R×BR
|ψAVn|dν −
∫
RN+1
ψ ′Vn dν.
Let us observe that
|AVn| =
∣∣ζ ′n(V )AV + ζ ′′n (V )〈Q ∇V ,∇V 〉∣∣ |AV | + 4〈Q ∇V ,∇V 〉, n ∈ N.
Hence, from Hypothesis 5.1(ii) and (5.7) it follows that
∣∣(AVn)(s, x)∣∣ βδ|x|β−2V (x)[Λs(x)(βδ|x|β + Kβ,δ)+ ∣∣〈b(s, x), x〉∣∣]+ 4(βδ)2Λs(x)|x|2β−2∣∣V (x)∣∣2
 βδRβ−2V (R)ek|s|
{
sup
(s,x)∈R×BR
Λs(x)
(
βδRβV (R) + 4βδRβ + Kβ,δ
)
+ sup
(s,x)∈R×BR
(
e−k|s|
∣∣〈b(s, x), x〉∣∣)} := C4ek|s|, (5.11)
for any (s, x) ∈ R× BR and any n ∈N. From this estimate and property (i), we get
∫
RN+1
|ψAVn|dν  2C4
∫
R×BR
∣∣ψ(s)∣∣ek|s| ds + ∫
RN+1
|ψ ′|V dν  C5,
for any n ∈ N and some positive constant C5, independent of n. Fatou’s lemma now yields the inte-
grability of the function ψAV . Property (ii) follows easily. 
Remark 5.6. The proof of the previous lemma shows that any system of invariant measures
{μs: s ∈ R} provided by [32, Theorem 5.4] admits ﬁnite moments of order p for any p > 0. Hence,
in view of [32, Theorem 5.6] if the coeﬃcients of operator A satisfy Hypothesis 3.1 with σp < 0 for
some p > 1 (see (3.3)), then all the evolution families of invariant measures provided in [32] actually
coincide.
We can now prove Theorem 5.3 in the case when β  2.
Proof of Theorem 5.3. In view of Theorem 4.1, to prove that C∞c (RN+1) is a core for Gp , it suﬃces to
show that the functions A2k and Q2k are in Lp(RN+1, ν). We prove statements (i) and (ii) separately.
(i) Showing that the function A2k belongs to L1(RN+1, ν) is straightforward. Indeed, since V  2,
∣∣(A2k)(s, x)∣∣ (log(4))−1e−2k|s|∣∣(AV )(s, x)∣∣, (s, x) ∈ RN+1,
and this latter function belongs to L1(RN+1, ν), due to Lemma 5.5(ii).
To prove that also the function Q2k is integrable in RN+1, we recall that
〈
Q (s, x)∇V (x),∇V (x)〉 β2δ2|x|2β−2(V (x))2Λs(x), (5.12)
for any (s, x) ∈ RN+1. Hence, from conditions (5.1) and (5.4) we deduce that
Q2k(s, x) β2δe−2k|s||x|β−2 supΛs(x) C1e−2k|s|V (x), (s, x) ∈ RN+1,
s∈R
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to L1(RN+1, ν), by virtue of Lemma 5.5(i).
(ii) We begin by showing that Ac belongs to Lp(RN+1, ν) for some positive constant c. Since
the function (s, x) → e−σ |s||(AV )(s, x)|1/p is in Lp(RN , ν) for any σ > k/p, we can limit ourselves to
proving that there exists a positive constant C2 such that
|(AV )(s, x)|
V (x) log V (x)
 C2eσ0|s|
∣∣(AV )(s, x)∣∣ 1p , (s, x) ∈ RN+1,
for some σ0 > 0 or, equivalently, that
∣∣(AV )(s, x)∣∣ C3eσ0p′|s|(V (x) log V (x))p′ , (s, x) ∈RN+1, (5.13)
where C3 = C p
′
2 . In fact, we will show (5.13) with σ0p
′ = k. Taking Hypothesis 5.1(ii) into account and
recalling that V log V  log(4), it suﬃces to prove (5.13) for any s ∈ R and any x ∈ RN \ BR for some
R > 0. Arguing as in the proof of (5.7), we get
|(AV )(s, x)|
(V (x) log V (x))p′
 βδ1−p′ |x|β(1−p′)−2(V (x))1−p′[Λs(x)(βδ|x|β + Kβ,δ)+ ∣∣〈b(s, x), x〉∣∣],
for any (s, x) ∈RN+1 such that x = 0, so that, taking R suﬃciently large and recalling that βδ < γ , we
can estimate
|(AV )(s, x)|
(V (x) log V (x))p′
 βδ1−p′ |x|β(1−p′)−2(V (x))1−p′[γΛs(x)|x|β + ∣∣〈b(s, x), x〉∣∣],
for any s ∈ R and any x ∈ RN \ BR . Hence, from conditions (5.5) and (5.6) we get
|(AV )(s, x)|
(V (x) log V (x))p′
 C4ek|s|
[(
V (x)
)1−p′+ 1p + 1], (5.14)
for any s ∈ R, any x ∈ RN \ BR and some positive constant C4. Since 1 − p′ + 1/p < 0, the function
in the right-hand side of (5.14) can be bounded from above by C5ek|s| in R × (RN \ BR), for some
positive constant C5. It follows that the function A2k is in Lp(RN+1, ν).
As far as the function Q2k is concerned, we observe that (5.5) and (5.12) imply that
Q2k(s, x) C6ek|s|
(
V (x)
)1/p
, (s, x) ∈RN+1,
and some positive constant C6. Hence, such a function is in Lp(RN+1, ν). This completes the proof. 
5.2. The case β ∈ (0,2)
Let θ ∈ C2([0,+∞),R) be such that 1[0,1]  θ  1[0,2] and θ ′(t) 0 for any t  0. Let Vˆ :RN → R
be deﬁned by
Vˆ (x) := 2θ(|x|)+ (1− θ(|x|))V (x), x ∈RN ,
where V is as above. Clearly, Vˆ ∈ C2(RN ) and it tends to +∞ as |x| → +∞. Moreover, taking (5.8)
into account (which holds true also for β < 2, with Kβ,δ being replaced with N), we get
(AVˆ )(s, x) = (AV )(s, x)−βδV (x) = −βδ Vˆ (x), (s, x) ∈ R× (RN \ B2).
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now replaced with N), Hypothesis 5.1(ii), and the fact that θ ′(t) = 0 if t  1 or t  2, show that
(AVˆ )(s, x) = (1− θ(|x|))(AV )(s, x) + 2θ ′′(|x|) 〈Q (s, x)x, x〉|x|2 + 2 θ
′(|x|)
|x| Tr
(
Q (s, x)
)
− 2 θ
′(|x|)
|x|
〈Q (s, x)x, x〉
|x|2 − θ
′′(|x|)V (x) 〈Q (s, x)x, x〉|x|2 − θ
′(|x|)
|x| Tr
(
Q (s, x)
)
V (x)
+ θ
′(|x|)
|x|
〈Q (s, x)x, x〉
|x|2 V (x) − 2βδ|x|
βθ ′
(|x|) 〈Q (s, x)x, x〉|x|3 V (x)
+ θ
′(|x|)
|x|
(
2− V (x))〈b(s, x), x〉

(
1− θ(|x|))AV (x) + 2∣∣θ ′′(|x|)∣∣Λs(x) − 2 θ ′(|x|)|x| Λs(x) +
∣∣θ ′′(|x|)∣∣Λs(x)V (x)
− N θ
′(|x|)
|x| Λs(x)V (x) − 2βδ|x|
β−1θ ′
(|x|)Λs(x)V (x) + θ ′(|x|)|x|
(
2− V (x))〈b(s, x), x〉
 βδa + {(2+ NV (2) + 2ββδV (2))‖θ ′‖∞ + (2+ V (2))‖θ ′′‖∞} sup
(s,x)∈R×B2
Λs(x)
+ M‖θ ′‖∞
(
V (2) − 2),
where M and a are positive constants. Then, Lemma 5.4 holds also for Vˆ . On the other hand, it is now
clear that Lemma 5.5(i) can be proved also when V is replaced by Vˆ . Moreover, in order to show that
also the second statement of Lemma 5.5 holds with Vˆ replacing V , it suﬃces to show that estimate
(5.11) is satisﬁed by Vˆn in R × B2. Here, Vˆn is deﬁned accordingly to the deﬁnition of Vn , with Vˆ
instead of V . Since
∣∣(AVˆn)(s, x)∣∣ ∣∣(AVˆ )(s, x)∣∣+ 2〈Q (s, x)∇ Vˆ (x),∇ Vˆ (x)〉, (s, x) ∈ R× B2,
we can limit ourselves to estimating the functions AVˆ and 〈Q ∇ Vˆ ,∇ Vˆ 〉. Observe that, by the above
computations and estimates (5.1), (5.11), we get
∣∣(AVˆ )(s, x)∣∣ ∣∣(1− θ(|x|))(AV )(s, x)∣∣+ Λs(x)‖θ ′‖∞(2N + 2+ NV (2) + V (2))
+ Λs(x)‖θ ′′‖∞
(
2+ V (2))+ ‖θ ′‖∞(V (2) − 2) sup
|x|2
∣∣b(s, x)∣∣
 sup
(s,x)∈R×(B2\B1)
∣∣(AV )(s, x)∣∣+ Cˆ1 + Cˆ2ek|s|
 Cˆ3ek|s|,
for any (s, x) ∈ R × B2, where Cˆ j ( j = 1,2,3) are suitable positive constants. On the other hand, we
have
〈
Q (s, x)∇ Vˆ (x),∇ Vˆ (x)〉 2〈Q (s, x)∇ Vˆ1(x),∇ Vˆ1(x)〉+ 2〈Q (s, x)∇ Vˆ2(x),∇ Vˆ2(x)〉,
for any (s, x) ∈R× B2, where Vˆ1(x) := 2θ(|x|) and Vˆ2(x) := (1− θ(|x|))V (x) for any x ∈RN . Therefore,
for any (s, x) ∈ R× B2 we can estimate
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Q (s, x)∇ Vˆ1(x),∇ Vˆ1(x)
〉= 4 (θ ′(|x|))2|x|2
〈
Q (s, x)x, x
〉
 4‖θ ′‖2∞ sup
(s,x)∈R×B2
∣∣Λs(x)∣∣
and
〈
Q (s, x)∇ Vˆ2(x),∇ Vˆ2(x)
〉
 2
(
V (x)
)2〈
Q (s, x)x, x
〉( (θ ′(|x|))2
|x|2 + β
2δ2
(
1− θ(|x|))2|x|2β−4)
 2
(
V (2)
)2(‖θ ′‖2∞ + β2δ2 max{4β−2,1}) sup
(s,x)∈R×B2
Λs(x),
for any (s, x) ∈ R × B2. Hence, |(AVˆn)(s, x)|  Cˆ4ek|s| for any (s, x) ∈ R × B2, and estimate (5.11) is
satisﬁed with Vn being replaced with Vˆn .
Proof of Theorem 5.3. In view of the above results, it suﬃces to repeat verbatim the proof of the
theorem given in the case when β  2. 
5.3. An example
In the particular case when the coeﬃcients of the operator A satisfy
∣∣qij(s, x)∣∣ K (1+ |x|2m), ∣∣b j(s, x)∣∣ Kek|s|(1+ |x|2m), (s, x) ∈RN+1, i, j = 1, . . . ,N,
for some positive constants k, K ,m, the conditions (5.4), (5.5) and (5.6) are trivially satisﬁed. Hence,
if qij ∈ C
α
2 ,2+α
loc (R
N+1) and b j ∈ C
α
2 ,1+α
loc (R
N+1) (i, j = 1, . . . ,N) satisfy Hypotheses 5.1(i)–(iii), then
C∞c (RN+1) is a core for Gp for any p ∈ [1,+∞).
Consider, for instance, the operator G deﬁned on smooth functions ψ :RN+1 → R by
(Gψ)(s, x) = (1+ |x|2)pxψ(s, x) − g(s)(1+ |x|2)q〈x,∇xψ(s, x)〉− Dsψ(s, x), (s, x) ∈RN+1,
for some p ∈ N∪ {0}, q ∈ N such that p < q. Here, g :R→ R is any function which belongs to Cαloc(R)
for some α ∈ (0,1) and satisﬁes L−1  g(s)  Lec|s| for any s ∈ R and some L > 0. In such a case,
Hypotheses 5.1(i)–(ii) are trivially fulﬁlled. Moreover, since Λs(x) = N(1+ |x|2)p for any (s, x) ∈ RN+1,
Hypothesis 5.1(iii) is satisﬁed with any γ > N , β  2 and any β  2(q − p).
6. The periodic case
In this section we show that the results of the previous sections hold, with slight changes, also in
the case when the coeﬃcients of the operator A in (1.3) are T -periodic in the s variable for some
T > 0. More precisely, we assume the following set of hypotheses.
Hypotheses 6.1.
(i) Hypotheses 1.1 are satisﬁed.
(ii) There exists T > 0 such that the coeﬃcients qi j and bi are T -periodic with respect to the s variable for any
i, j = 1, . . . ,N.
Let us introduce some notation.
Deﬁnition 6.2. Let T be as in Hypothesis 6.1(i). The sets C(RN+1) and D(RN+1) are deﬁned as
follows:
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(
R
N+1)= { f ∈ Cb(RN+1): f (s + T , ·) = f (s, ·) for any s ∈R},
D(G) =
{
u ∈ Dmax(G): u, Gu ∈ C
(
R
N+1)},
where Dmax(G) is deﬁned by (1.9).
Proposition 6.3. The following properties are met.
(i) For any t > 0, T (t)(C(RN+1)) ⊂ C(RN+1) and T (t)(D(G)) ⊂ D(G).
(ii) For any f ∈ C(RN+1) and any λ > 0, there exists a unique u ∈ D(G) which solves the equation
λu − Gu = f . (6.1)
The function u satisﬁes the estimate (2.3). Moreover, D(G) can be characterized as the set of all functions
f ∈ C(RN+1) such that
(a) sup
t∈(0,1]
∥∥∥∥T (t) f − ft
∥∥∥∥∞ < +∞;
(b) there exists g ∈ C(RN+1) such that
T (t) f − f
t
→ g, as t → 0+,
locally uniformly in RN+1 .
Proof. To begin with, let us prove that T (t) maps C(RN+1) into itself for any t > 0. For this purpose,
we observe that, for any s ∈ R and any ψ ∈ Cb(RN ), the function u = P (· + T , r + T )ψ solves the
Cauchy problem {
Dsu(s, x) = (Au)(s, x), s > r, x ∈ RN ,
u(r, x) = ψ(x), x ∈RN .
By [32, Theorem 2.2] the function P (·, r)ψ is the unique solution to the previous problem. Therefore,
P (s, r) = P (s + T , r + T ) for any r, s ∈ R such that r  s. Now, it is immediate to check that T (t) f is
T -periodic with respect to the variable s.
To prove that Eq. (6.1) admits a unique solution in D(G) for any f ∈ C(RN+1), it suﬃces to
observe that it admits a unique solution u in Dmax(G), and it is given by formula (2.11). Since
T (t) f ∈ C(RN+1) for any t > 0, u ∈ C(RN+1) as well. The other assertions of the proposition are
now straightforward consequences of Theorem 2.8. 
By Proposition 6.3(i), (T (t)) gives rise to a semigroup of bounded operators in C(RN+1) that we
denote by (T (t)).
We now assume the following condition.
Hypothesis 6.4. There exists a measure ν deﬁned on the Borel sets of RN+1 such that (1.6) holds true,
ν((0, T ) × RN) < +∞ and ν((a + T ,b + T ) × BR) = ν((a,b) × BR) for any a,b ∈ R such that a < b,
and any R > 0.
Under the previous assumption, the measure ν = K−1ν , where K := ν((0, T ) × RN ), is a proba-
bility measure in the family of all Borel sets of (0, T ) ×RN and
∫
(0,T )×RN
T (t) f dν =
∫
(0,T )×RN
f dν,
for any f ∈ C(RN+1).
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) denotes the set of all
functions f :RN+1 → R such that f (s + T , x) = f (s, x) for ν-a.e. (s, x) ∈ RN+1 and satisfy
∫
(0,T )×RN
| f |p dν < +∞.
Remark 6.6. It is immediate to check that the space C(RN+1) is contained in Lp (RN+1, ν) for any
p ∈ [1,+∞). Consequently D(G) is contained in Lp (RN+1, ν) as well.
Arguing as in the proof of Theorem 2.1, we can easily show the following.
Theorem 6.7. For any p ∈ [1,+∞), the semigroup (T (t)) (uniquely) extends to a strongly continuous semi-
group (T p (t)) in Lp (RN+1, ν). For such values of p, D(G) is a core for the inﬁnitesimal generator Gp of the
semigroup (T p (t)).
Remark 6.8.
(i) A situation in which a measure ν satisfying Hypothesis 6.4 exists, occurs when there exist a
function ϕ ∈ C2(RN ) and two positive constants a,d such that Aϕ  a − dϕ in (0, T ) × RN . It
suﬃces to adapt to our situation the proof of [32, Theorem 5.4]. Using the same arguments, we
can show that, for any ﬁxed x0 ∈ RN , there exists a sequence (tk), diverging to +∞ as k → +∞,
such that the sequence of measures (μtk,nT ), deﬁned by
μtk,nT (A) =
1
tk − nT
tk∫
nT
(
P (τ ,nT )1A
)
(x0)dτ , n ∈N,
for any Borel set A ⊂ RN , weakly* converges, for any n ∈ N, to a probability measure μnT , as
k → +∞. Setting μs := P∗(s,nT )μnT , where n is any integer such that nT > s and P∗(s,nT )
denotes the adjoint operator of P (s,nT ), allows us to deﬁne μs for any s ∈R.
Let us show that μs+T = μs for any s ∈ R. For this purpose, we begin by observing that for any
n ∈ N it holds that
μ(n+1)T (A) = lim
k→+∞
1
tk − (n + 1)T
tk∫
(n+1)T
(
P
(
τ , (n + 1)T )1A)(x0)dτ
= lim
k→+∞
1
tk − nT
tk+T∫
(n+1)T
(
P
(
τ , (n + 1)T )1A)(x0)dτ
= lim
k→+∞
1
tk − nT
tk∫
nT
(
P
(
τ + T , (n + 1)T )1A)(x0)dτ
= lim
k→+∞
1
tk − nT
tk∫
nT
(
P (τ ,nT )1A
)
(x0)dτ = μnT (A),
where we have used the fact that P (s + T , r + T ) = P (s, r) for any r, s ∈R with r < s. Hence,
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(
P∗(nT , s + T )μnT
)
(A) = (P∗(nT , s + T )μ(n−1)T )(A)
= (P∗((n − 1)T , s)μ(n−1)T )(A) = μs(A),
for any Borel set A ⊂ RN , where n is any integer such that (n − 1)T > s.
It is now immediate to check that the measure ν , deﬁned by
ν(I × J ) =
∫
I
μs( J )ds,
for any pair of Borel sets I ⊂R and J ⊂ RN , satisﬁes Hypothesis 6.4.
(ii) Assume that Hypotheses 1.2 and 6.1 are satisﬁed. Then, by Theorem 4.3 the measure ν is abso-
lutely continuous with respect to the Lebesgue measure and its density 
 is in C
1+ α2 ,2+α
loc (R
d+1).
Moreover, 
 is T -periodic with respect to s. Indeed, suppose that this is not the case. Then,
there exist a bounded interval (a,b) ⊂ R and R > 0 such that 
(s + T , x) − 
(s, x) = 0 for any
(s, x) ∈ (a,b) × BR . Let us suppose that 
(s + T , x) − 
(s, x) > 0 for such (s, x)’s (the other situa-
tion being completely similar). Then,
0<
∫
(a,b)×BR
(

(s + T , x) − 
(s, x))dsdx
=
∫
(a+T ,b+T )×BR

(s, x)dsdx−
∫
(a,b)×BR

(s, x)dsdx
= ν((a + T ,b + T ) × BR)− ν((a,b) × BR)= 0,
a contradiction.
The following theorem is the counterpart of Theorem 4.1, and provides suﬃcient conditions ensur-
ing that the space
C∞,c
(
R
N+1) := { f ∈ C∞(RN+1)∩ C(RN+1): supp( f ) ⊂ R× BR for some R > 0}
is a core for the inﬁnitesimal generator of (Tp(t)) for any p ∈ [1,+∞).
Theorem 6.9. Let 1  p < +∞ and assume that Hypotheses 1.2, 6.1 and 6.4 are satisﬁed. If there exists a
positive function V ∈ C2(RN ) with lim|x|→+∞ V (x) = +∞, such that
(AV )
V log V
∈ Lp
(
R
N+1, ν
)
and
〈Q ∇V ,∇V 〉
V 2 log V
∈ Lp
(
R
N+1, ν
)
,
then C∞,c(RN+1) is a core for the operator Gq for any 1 q p.
Proof. The proof is very close to that of Theorem 4.1. Hence, we limit ourselves to sketching it,
pointing out the main differences. For a ﬁxed p ∈ [1,+∞) we need to prove that, if ψ ∈ Lp′ (RN+1, ν)
(where p′ is the conjugate index of p) satisﬁes
∫
(0,T )×RN
ψ(λζ − Gζ )dν = 0,
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in the proof of Theorem 4.1 consists in showing that the function ψ
 belongs to C1,c(R
N+1). To check
this property, we observe that, since ψ , 
 and ζ are T -periodic with respect to s, then
∫
(a,a+T )×RN
ψ(λζ − Gζ )dν = 0,
for any a ∈ R. Arguing as in the very ﬁrst part of the proof of Theorem 4.1, we easily deduce that ψ

belongs to C1((a,a + T ) × RN ) for any a ∈ R. Hence, ψ
 ∈ C1(RN+1) and is T -periodic with respect
to s, since both ψ and 
 are.
Now, repeating the same arguments as in the proof of Theorem 4.1, we can easily show, ﬁrst that
λ
∫
(0,T )×RN
θ |ψ |
dsdx
∫
(0,T )×RN
(Gθ)|ψ |
dsdx,
for any θ ∈ C∞c (RN ), and, then, taking θn := H(n−1 log V ), where H is the same function as in the
proof of the quoted theorem, that ψ = 0 ν-a.e. in (0, T ) ×RN , just letting n → +∞. 
Remark 6.10. In the case when p = 1 and under a different set of assumptions, the result in Theo-
rem 6.9 can be obtained as a byproduct of the result in [48, Corollary 1.14]. Indeed, in that paper Stan-
nat has shown that C∞c ((0, T )×RN ) is a core for the realization of the operator G in L1((0, T )×RN , ν)
where ν is any inﬁnitesimally invariant measure of G . Of course, this result implies immediately that
C∞,c(RN+1) is a core for G

1. Differently from us, he assumes that the diffusion coeﬃcients of the
operator G are uniformly bounded in (0, T ) ×RN and Hölder continuous in the cylinder (0, T ) × BR ,
for any R > 0, with Hölder exponent which may depend on R . Moreover, the drift coeﬃcients are
assumed to belong to L2((0, T ) × BR , ν) for any R and either a global integrability condition on the
coeﬃcients of the operator A, with respect to ν , or the existence of a suitable Lyapunov function is
required.
Note that our result covers also some situations in which the diffusion coeﬃcients are unbounded.
For instance, this is the case when
(Gψ)(s, x) = (1+ |x|2)pxψ(s, x) − g(s)(1+ |x|2)q〈x,∇xψ(s, x)〉− Dsψ(s, x), (s, x) ∈RN+1,
g is any positive and α-Hölder continuous (for some α ∈ (0,1)) periodic function, p ∈ N ∪ {0}, q ∈ N
satisfy p < q and ν is the measure deﬁned in Remark 6.8.
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