Norton et al. [2012] point out that the risk ratio (RR), the risk difference (RD) and the odds ratio (OR) may lead to different rankings of treatment alternatives when combining trials with different baseline risks in indirect comparisons. We do not dispute this conclusion, but disagree with the way in which the authors attribute this problem to indirect comparisons. The issue can be clarified by careful consideration of the objectives of both pair-wise meta-analysis and indirect comparisons, and the assumptions made in evidence synthesis.
Assumptions underlying indirect comparisons
Indirect comparison meta-analysis [Bucher et al., 1997 , Song et al., 2003 ] is part of a family of evidence synthesis methods that includes direct pair-wise metaanalysis [Hedges and Olkin, 1985] and network meta-analysis [Caldwell et al., 2005 , Lumley, 2002 , Lu and Ades, 2004 , 2006 . The latter allows the combination of both direct and indirect evidence. The key assumption underlying all of these models is the assumption that the trials are exchangeable which, put simply, means that they all measure the same underlying relative effects, or effects drawn from a common distribution [Lu and Ades, 2009] . Exchangeability implies that direct and indirect evidence are consistent, and thus that indirect comparisons are valid [Lu and Ades, 2009] . All meta-analytic estimates, whether 'fixed effect' or 'random effects' are weighted averages of the study-specific relative effects [DerSimonian and Laird, 1986] . This is also true of the estimates from network meta-analysis [Lu et al., 2011] . This, in turn, tells us that the exchangeability assumptions can only be correct if the treatment effects are given on a specific linear additive scale. Thus, choosing between the (log) OR, (log) RR, or RD as a scale of measurement is not a matter of selecting a 'summary statistic' on the basis of ease of interpretation or convenience, but one of choosing the most appropriate statistical model for the data at hand. Note that an analysis on the (log) RR can be carried out either for the number of subjects experiencing an event or for the number of subjects not experiencing an event, and that these two models make incompatible assumptions. If the appropriate measurement scale is not the one desired for interpretation, a transformation can be applied after evidence synthesis [Caldwell et al., 2012] .
In brief, to carry out a meta-analysis on any scale assumes that the observed effects are linearly additive and that the trials are exchangeable on that scale. Obviously, this condition cannot hold for all the different scales at the same time! This is clearly illustrated by isoquant plots in Figure 1 . That is not to say that rank reversal could not happen, but that if it did happen it would be because a dataset either fails to meet the exchangeability assumptions required for meaningful synthesis on any scale, or because the wrong scale of measurement has been chosen. It is well known that in pair-wise meta-analysis there is seldom sufficient data to determine the choice of appropriate scale on purely statistical grounds [Deeks, 2002] , and it is interesting that network meta-analysis may enable such an empirical assessment [Caldwell et al., 2012] .
Indirect comparisons for decision making
In practice, one could only observe a rank reversal on different scales, if the absolute response rates for each treatment vary from trial to trial. Rank reversal is not a discrete phenomenon, since the ranking of treatments based on the results of a meta-analysis is inherently uncertain. Thus, even if the point estimate shifts from one side of the 'no effect' line to another, this need not be relevant if the confidence interval around it is wide. The degree of between-trial variation in absolute response rates has to be quite extreme for relevant rank reversal to be observed. In fact, it has been suggested such variation in the absolute response rates is, in itself, potentially a sign that the exchangeability assumption is not being met [Dias et al., 2011] . Thus, in practice, the rank reversal phenomenon is unlikely to be observed unless the dataset violates the assumptions required for sensible synthesis, or unless the dataset is so sparse that rank reversals happen due to sampling error. Setting this aside, consider the scale of measurement issue from a practical decision-making perspective. Suppose that in population 1 the response rates are 0.5% for treatment A, 10% for treatment B and 50% for treatment C. This corresponds to OR AB = 22.1, OR BC = 9, OR AC = 199, RD AB = 0.095, RD BC = 0.40, RD AC = 0.495.
Suppose now that the scale on which we obtain linearity is the log(OR), and that in population 2 the absolute response rate is 35% for treatment A. This would mean that we would expect to see 92.3% response rate on treatment B, and 99.1% on treatment C in population 2. Note that whether we choose a population with response rate 0.5% or 35% on treatment A we do not see any rank reversal. The problem arises if we choose the wrong scale, such as the RD and then compare A and B in population 2 (a 57.3% difference), but compare A and C in population 1 (a 49.5% difference). Use of the wrong scale then leads to the false conclusion that B is better than C.
The example illustrates the importance of choosing the scale on which effects are additive. However, we see the issue as applying to any attempt to draw conclusions from one set of trials and generalise them to other situations, and not especially to indirect comparisons. For example, consider the position of an investigator who had observed just the effect of A and B in population 1, and who had assumed additivity on the RD scale. If this investigator then had to predict the response on B in patients with a response rate of 35% on A, he or she would predict 44.5%, seriously under-estimating the real response rate on B of 92.3%. Especially in decisions involving trade-offs between multiple outcomes, such as benefit-risk or cost-effectiveness, this difference could be as important as a rank reversal.
Of course, before embarking on such a hazardous prediction, one would hope that investigators would first ask themselves whether it is reasonable to expect the same effect size (on whatever scale) in two populations that are clearly completely different! There must, after all, be some limits on the possibility of generalising treatment effects, which are at the same time the limits of betweenstudy exchangeability and valid synthesis. What is strange is that there appears to be very little in the process of literature identification and systematic review that is specifically designed to deliver the assumptions on which generalisability depends.
Conclusion
Indirect comparisons and network meta-analysis are being increasingly used to make coherent decisions when there are more than two alternatives , Hoaglin et al., 2011 . Norton et al.'s paper is to be welcomed: in common with a number of recent publications , Li et al., 2011 , Mills et al., 2012 it creates a greater awareness and understanding of the what these methods can and cannot do, and draws attention to the assumptions underlying the statistical models that are being fitted.
However, while the growing use of these multi-treatment comparison methods is quite appropriately raising interest and awareness in the fundamental assumptions being made, there has perhaps not been a corresponding awareness that these exact same assumptions apply to pair-wise meta-analysis, and indeed to any process for making valid generalisations based on evidence.
