Abstract-This paper presents a new lossy compression algorithm for stationary signal based on Discrete Walsh Hadamard Transform (DWHT). The principle of compression algorithm consists in framing the original speech signal into stationary frames and applying the DWHT. Then, the obtained coefficients are thresholded in order to truncate all coefficients below a given thresholds values. Compression is achieved by efficient encoding of the string values of zeros. A comparative study of performance between the algorithms based on DWHT and Discrete Wavelet Transform (DWT) is performed in terms of some objective criteria: compression ratio (CR), signal to noise ratio, peak signal to noise ratio (SNR), normalized root mean square error (NRMSE) and CPU time. The simulation results show that the algorithm based on DWHT is characterized by a very low complexity implementation and improved CR, SNR, PSNR and NRMSE compared to the DWT algorithm and this for stationary frame.
I. Introduction
Speech compression is a ripe subject of research. It is a necessity to satisfy the transfer requirements of speech signals via channel communication or storage device. The speech compression has many applications such as; multimedia applications and satellite communications.
The compression techniques can be broadly divided into two classes: lossless and lossy compression. The lossless compression which means that when speech is decompressed, the original data will be restored without any modification, however, the lossy compression does not allow the exact original data to be reconstructed for the compressed speech.
The compression methods can be classified into three functional categories [1] : the first is compression by direct method; the samples of the speech signal are directly handled provide compression. The second is compression by transformations such as; Discrete Cosine Transform (DCT), Discrete Fourier Transform (DFT) and Discrete Wavelet Transform (DWT). The third method is compression by parameters extraction; the input speech signal is analyzed to extract some parameters that are later used to reconstruct the signal.
During last decade, the DWT has emerged as a powerful mathematic tool for speech processing such as; audio/image compression [1] , [2] , [3] , [4] , [5] and denoising [6] , [7] . The performance of speech compression by the DWT is very good compared with other techniques [2] , [3] such as DCT used in MPEG (Moving Picture Experts Group) and JPEG (Joint Photographic Experts Group) and especially for nonstationary signal. However, for real-time processing the DWT present a high complexity implementation.
In above context, this paper presents a speech compression algorithm for stationary signal based on Discrete Walsh Hadamard Transform (DWHT). The proposed algorithm is characterized by a very low complexity implementation and improved compared to DWT technique.
The paper is organized as follows. Section 1 covers the Discrete Walsh Hadamard Transform theory. Section 2 presents a brief introduction for wavelet theory. Section 3 attempts to explain the methodology for speech compression using DWT and DWHT. Section 4 shows the results. Finally, section 5 gives conclusion and remarks.
II. Discrete Walsh Hadamard Transform
The Discrete Walsh-Hadamard transform (WHT) is an orthogonal transformation that decomposes a signal Figure 1 illustrates the plot of the original speech signal (sx19.wav: TIMIT database) and the Discrete Walsh Hadamard transform coefficients normalized to unit amplitude. 
0 () hk and 1 () hkare known as wavelet filters.
IV. Methodology for Speech Compression
In this research work, speech compression algorithm based on transformation is performed using three most commonly used steps: applying transformation (DWHT or DWT), truncate coefficients (thresholding) and quantization followed by entropy encoding (Figure 2 ). Step1: In this step, the input speech signal is divided into stationary frames and then transformation method (DWHT or DWT) is applied of each frame in order to extract coefficients.
Step2: After performing the transformation method of the speech frame, com41pression involves truncating the obtained coefficients below a given threshold values. Step3: Signal compression using transformation is achieved by truncated small valued coefficients and efficient encoding them. There are many way to encode coefficients; one way, is to store the thresholded coefficients with their respective positions in the DWHT vector [1] . In this work, for encoding coefficients, the consecutive zero valued coefficients are encoded with two bytes: One byte to indicate the start sequence of zeros in the coefficients vector and the other byte is used to represent the number of consecutive zeros (example: Figure 1 ) [2] . After encoding coefficients, a quantization process (Uniform, scalar or vector quantization) is performed followed by an entropy encoder (Huffman or arithmetic coding) to eliminate any redundancy caused by quantization.
V. Tests and Results
In this section, a MATLAB program has been developed for implement the speech compression codec based on DWHT described in this paper. To evaluate the efficiency of the developed algorithm a comparative performance study between the DWHT and DWT algorithms given in [1] , [2] , [3] and [4] figure 3 , illustrate the performance evaluation of the proposed algorithm for speech compression based on DWHT. In the simulation steps, the speech signal is divided into frames of size 256 and global thresholding is applied. From the table 1, it is clear that the developed algorithm based on DWHT provides an important compression ratio while keeping a good quality of the reconstructed speech signal. Figure 3 illustrates the plot of original and reconstructed speech signal ("Critical equipment needs proper maintenance") using DWHT algorithm. Table 2 illustrates the comparative performance of the proposed algorithm and the algorithm based on based on DWT. For the DWT algorithm given in [2] , [4] , [5] and [6] , the used mother wavelet is "db10", five decomposition levels and global thresholding are applied.
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I.J. Information Engineering and Electronic Business, 2013, 3, 59-65 From the above table , it is evident that the total CPU time (in seconds) used by MATLAB for running DWHT algorithm is decreased to about 65,5% compared to the DWT algorithm. In addition, it can be seen that the global performances (CR, SNR, PSNR and NRMSE) are significantly improved. Table 3 and figures, illustrate the variation of performances study of the developed based on DWHT for different values of frame size. From the figures, it can be seen that the quality of the reconstructed speech signal using the proposed algorithm is degraded for large frame size (non-stationary signal). 
VI. Conclusion
In this paper, a new speech compression algorithm for stationary signal using discrete Walsh Hadamard transform is presented. The evaluation of performance using some objective criteria such as: CR, SNR, PSNR and NRMSE show that the developed algorithm based on DWHT provides an important compression ratio while keeping a good quality of the reconstructed speech signal. A comparative study between the proposed algorithm and the DWT algorithm prove that the proposed algorithm outperforms the algorithm based on DWT in term of: CPU time and improved CR, SNR and NRMSE. It is also observed that the proposed algorithm can be effectively used for speech compression with stationary frame.
