Performing foreground / background segmentation in outdoor scene is very challenging. Starting from a stateof-the-art color-based approach [8], we propose three improvements: the use of the YCoCg c o l o r s p a c e , a spherical association volume, and a cast shadows management approach. U s i n g i m a g e s e q u e n c e s w i t h ground truth at pixel-level, we quantitatively measured the performances of the proposed algorithm and demonstrated that it leads to a reduced processing time with improved detection accuracy. We also introduce a new public dataset of outdoor videos with ground truth.
Introduction
Performing accurate and real-time automatic detection and tracking of human and vehicles in outdoor environment is very challenging, especially because of dynamic background, lighting changes and climate factors. For applications where the acquisition unit is fixed, background subtraction methods are almost always used as a first stage of foreground / background classification. In its simplest form, the background is modeled by a single Gaussian distribution, which may be satisfying for simple background. But when the scene contains dynamics areas, like oscillating trees, it is more suitable to use multiple Gaussians [18] or non parametric distributions [2] [3] [4] [5] [8] [9] [12] .
As a starting point for background modelling, we selected the state-of-the-art background subtraction technique based on non-parametric codebook model proposed by Kim et al. [8] . According to the authors, this method is about three times faster than the Gaussian mixture model of Stauffer and Grimson [18] and the non parametric kernel-based model of Elgammal et al. [4] , with similar segmentation accuracy. Since 2005, the codebook model has been the choice of numerous researchers [3] [5] [9] .
The main idea of the non-parametric codebook model is that a quantization/clustering technique is used to generate a compressed form of background model. Every pixel is represented by a variable number of codewords (CW) depending on the background variability. At every new frame, every pixel is associated to the first sufficiently similar CW. If no codeword can be matched, a new one is created and added in a cache codebook. Codewords from the cache are promoted to permanent background codebook when they are repetitively matched, and codewords from permanent background codebook not matched since a long period of time are deleted.
In this paper, we propose three improvements to the codebook model: the use of the YCoCg color space, a spherical association volume, a n d a c a s t s h a d o w s management approach. The benefits of these improvements are a reduced processing time and an increased accuracy. It is worth to emphasis the fact that algorithms developed in this work are contextindependent, which means that the methods can be used in numerous video surveillance applications.
Improved color-based segmentation
The use of the background subtraction technique proposed by Kim et al. [8] i n o u r o u t d o o r video monitoring applications allowed us to identify a few limitations. We propose in this section three generic improvements that can be applied to most background subtraction algorithms.
YCoCg color space
In outdoor environment, it has been demonstrated [6] [12] [19] that the difference between spectral power distributions of the sun and the sky often leads to a color shift toward blue when the sun is occluded. The direction of the color distortion may thus be used to discriminate cast shadow pixels.
The original codebook model [8] works in the RGB color space. In addition of being computationally expensive, its color distortion m etric (eq. 1) can only measure the amplitude of the distortion, not its direction:
We thus decided to look for a most suitable color space. Numerous studies have been published on the topic but their conclusions are quite disparate, mainly because criteria and experimental conditions are variable. An observation that seems to stand out is that mixed color space (separated luminance and chrominance components) are the most effective for shadow / foreground segmentation. Based on some of the most rigorous papers ([1] [7] ), the CIELAB color space would be the most accurate, but it entails two disadvantages: it requires a color calibration for every illumination condition and its conversion from the RGB f orm a t is computationally expensive. Among the common mixed color spaces, the YCbCr is the one offering the fastest transformation.
Relatively recently, a new mixed color space named YCoCg has been presented by Malvar and Sullivan [13] . Currently used in Dirac and H.264FRExt video codecs, this color space distinguishes itself by the simplicity of its transformation equations:
Contrarily to the YCbCr color space, aiming perceptual uniformity, t h e t r a n s f o rm a t i on e q u a t i o n of t h e YCoCg color space is closer to a principal component decomposition, which is more suitable f o r a u t o m a t e d video analytic processes. Another interesting characteristic of the YCoCg format is that the color distortion caused by cast shadows is mainly isolated into a single chrominance channel (Co), thus significantly simplifying the computation of the direction of the color distortion (eq. 8, section 2.3). As illustrated on Figure 1 , the Cg component is only affected by a slight positive distortion, while the Co component suffers a strong negative distortion (even almost 1.5 times larger in amplitude than the distortion measured on Cb and Cr components). Every point of Figure 1 represents the mean distortion measured on a square of a Macbeth ColorChecker board when submitted to a cast shadow. We measured the same relation for different outdoor illumination conditions (clear sky, light cloud cover, at dawn, dusk, noon). It should be noted that automatic white balance must be disabled to preserve the color distortion.
Surprisingly, we did not identify any studies related to video analysis using the YCoCg color space. However, we think that this unfamiliar format owns many interesting characteristics for efficient shadow segmentation. To sum up, we selected the YCoCg color space for the following arguments:
1. Mixed color space (as CIELAB and YCbCr); 2. Coefficients closer to a p r i n c i p a l c o m p o n e n t decomposition rather than perceptual uniformity; 3. Color distortion caused by cast shadows isolated in a single chrominance channel (Co); 4. No color calibration required.
Spherical association volume
The association volume determines, for every pixel, the set of observed values that can be matched to a codeword, or more generally, to a distribution. The shape of this volume depends on the color space and the background model used. In [8] , thresholds on color and intensity are defined independently. A cylindrical volume whose axes pass through the origin is thus obtained. The maximum allowable color shift determines the radius of the cylinder while the limits on brightness variation define its length. As mentioned previously, their color distortion metric is computationally expensive and only measures the amplitude of the distortion. Moreover, the technique used to determine the low intensity limit in [8] (eq. 3) does not allow the CW to adapt to long-term illumination changes:
Indeed, when scene i l l u m i n a t i o n d e c r e a s e s , t h e l o w e r limit of the cylinder will not adapt accordingly since it is determined by the maximum intensity value observed in the past. Based on the assumption that the noise of the sensor is multiplicative, it has been proposed to use a truncated cone [5] o r a h y b r i d c o n e -cylinder [3] instead of a cylindrical volume to improve the sensitivity for lowintensity pixels. A first drawback of such volumes is that more parameters need to be set. Secondly, the assumption of multiplicative n o i s e is not completely valid when analyzing a compressed video (MPEG-4). This is illustrated on Figure 2 , where we notice that noise amplitude is relatively uniform all along the range of intensity values for the sequence with compression. A colorful scene was used to cover the entire range of intensity of each color channel. Every point on the graph represents the median of standard deviations (on 50 successive frames) of all pixels with a given mean intensity.
Another phenomenon that must be considered in outdoor environment is that high intensity areas are further affected by illumination variations. As shown on Figure 3 , we see that the noise amplitude increases quasi linearly with pixel intensity. For this graph, the same colorful scene than for Figure 2 was used, but the sequence (MPEG4 compressed) was grabbed in presence of moving clouds, causing illumination variations. Note that a u t o m a t i c a d j u s t m e n t o f e x p o s u r e t i m e a n d iris aperture was disabled for the purpose of this analysis. From these observations, we can state that it is justifiable and desirable to apply more permissive detection limits for high intensity pixels. The use of a conical volume of association is a possible approach to achieve this, but like Martel and Zaccarin [12] and GMM we chose to use a spherical volume with variable radius:
The main interest in using a spherical association volume is its simplicity: only the radius needs to be determined. The coefficient b is the minimal radius allowed and must be adjusted in regards of video noise. The factor a is used to increase the radius for codewords with high luminance.
, kk YC o and k Cg are luma, chroma orange and chroma green components of the k th CW. Using a spherical volume of association means that the three components of the color space are assumed to have a similar variance. Figure 3 shows that this assumption is valid for RGB components, but not for YCoCg. Indeed, we see that the amplitude of the noise affecting the chrominance channels (orange and green dots) is significantly lower than the noise amplitude of the luma component (in yellow). An association volume more suited to this color space would be an ellipsoid because luma and chroma semi-axis lengths (via coefficients β Y and β C respectively) could be adjusted independently:
However, our experiments with an ellipsoidal association volume revealed that the application of more restrictive limits on chrominance channels leads to an increase of false detection rate. This behavior is mainly caused by compression artifacts around moving objects or close to edges. This noise increase goes unnoticed on the graph of Figure 3 since each point represents the median standard deviation of all pixels at a given intensity, thus filtering this localized behavior. For this reason, we believe that it is justifiable to use a spherical volume of association even with the YCoCg color space. To support this assertion, a comparison of performances obtained with spherical and ellipsoidal volumes is presented in section 3.
As a consequence of the choice of color space and association v o l u m e , w e r e p r e s e n t e v e r y p i x e l b y L codewords (CW) of the form:
Parameters f, p and q are respectively the number of matches, the time stamp of the first match, and the time stamp of the last match. The MNRL (Maximum Negative Run-Length) stores the length of the period (in number of frames) during which a codeword has not been matched. Note that parameters I min,k and I max,k of the original model [8] , w h i c h are minimum and maximum observed brightness of codeword k, are removed since they are useless with our spherical association volume.
Cast shadows management
False detections caused by c a s t shadows have a considerable impact on detection accuracy, especially for outdoor video monitoring systems. Although a huge amount of publications address this problem, identifying shadow pixels still remains a challenge. In most efficient solutions, spectral properties are used in combination with spatial, geometrical or texture-based constraints. We propose here a n a p p r o a c h b a s e d o n l y o n spectral properties. In addition of requiring a low computational cost, our technique may be used as a first level of foreground / background / shadow classification that could be post processed with additional constraints. In [8] , a low a value allows classifying most shadow pixels as background, but matched codewords are then erroneously updated with shadowed observations, leading to false detections behind slowly moving cast shadows. In the proposed approach, pixels affected by cast shadows are identified and not considered in the updating process. To avoid consecutively wrongly classifying some background pixels as cast shadows, new background codewords are created for cast shadows pixels belonging to a motionless track stationary for too long.
As with background codewords, an association volume for "shaded codewords" must be defined. In its simplest form, and as proposed by Cucchiara et al. [2] , this volume can take the form of a rectangular prism (or a parallelepiped depending on the color space) by specifying independent thresholds for each component. The main limitation of such volume is that they are based on the assumption that occlusion of illumination source(s) do not cause color distortion. As mentioned in section 2.1, this assumption is generally invalid in outdoor environment due to the non-uniformity of the spectral power distribution of the sun.
To date, few authors have proposed solutions to take into account the color distortion [6] [12][14] [19] and all of them use the RGB color space. The solution of Martel and Zaccarin [12] seems one of the most accurate since they statistically m o d e l t h e e x p e c t e d shadowed appearance ("ambient illuminated appearance") of each pixel w i th kernel density estimators [4] . However, since the parameters of all existing distributions should be updated for every pi x e l , an d at every frame, running s u ch an algorithm in real time would be a challenge. In addition, we observed that an association volume symmetrically centered on a distribution or k e rn e l i s s om e t im es too discriminating. As illustrated by center images of Figure  4 , it creates false detections along the boundary of dark cast shadows and on pixels slightly shaded by partial occlusion of the sky (occlusion of ambient illumination).
This behavior is mainly caused by the fact that a centered distribution does not model the progressive reduction of intensity observed at shadow borders or in areas where ambient illumination is occluded. This assertion is demonstrated by the right image of Figure 4 obtained by raising the t Y,up threshold to 1 (eq. 7). From these observations, and for real-time considerations, we chose to use the shadow association volume represented by the gray cylinder on Figure 5 . Mathematically, an observation at time t would lie in the proposed cylinder if the two following conditions are satisfied:
Our experiments and analysis showed that the Cg component provides very little additional information useful to identify shadow pixels. We can therefore simplify eq. 8 by removing the Cg term without affecting performances:
The length of the cylinder is determined by the t Y,low parameter, which should b e a d j u s t e d f o r illumination conditions. When the sky is completely clear and shadows are very dark, t Y,low must approach zero to form a longer cylinder. Conversely, when the sky is overcast and shadows are barely perceptible, t Y,low must tend towards one to form a short and discriminating cylinder. The radius of the cylinder is fixed by parameter β (same as eq. 4). Angle θ showed in Figure 5 corresponds to the negative color distortion of component Co. The greater the magnitude of the distortion, the larger will be θ. It is important to understand that it is the parameter w that determines the value of angle θ since a single w value involves different q angles depending on the position of the sphere (CW) in the YCoCg space. The expression In summary, the proposed shadow association volume has the following interesting characteristics:
1. Only two additional parameters (t Y,low and w) that can be adjusted automatically; 2. Takes into account color distortion; 3. Suitable for real-time application because t Y,low and w are scene-based (same value for all pixels).
Quantitative performance analysis
Measuring the performance of a background / foreground segmentation algorithm is not a trivial task. Several factors may limit the validity of the results: limited quantity and quality of benchmark sequences, inappropriate performance metrics, type of postprocessing applied on the detection mask, and nonoptimal adjustment of parameters of compared algorithms. In this quantitative performance analysis, a special attention has been addressed to each of these factors. We present and discuss the results obtained on eight outdoor sequences (listed in Table 1 ). Sequence H1 is from the ViSOR repository (www.openvisor.org), H3 from Université Laval (vision.gel.ulaval.ca/~CastShadows/), and CAM a n d WS are from University of Singapore (perception.i2r.a-star.edu.sg/). Sequences CR, CP, MD and GF w ere g r a b b e d a t o u r l a b a n d were made publicly available ( w i t h m a n y o t h e r s c o r e g i s t e r e d t h e r m a l -color sequences) at www.ino.ca/Video-Analytics-Dataset. Thanks to the ground truth at pixel-level, the number of true positives (TP), false positives (FP) and false negatives (FN) may be determined for every algorithm and every video. Among existing metrics, we chose the Jaccard coefficient (J) used by Rosin and Ioannidis [16] :
To present a more complete comparative study, we also report the detection rate and the false alarm rate:
To quantify the accuracy of identification of shadow pixels, we computed the shadow detection rate ( h) and shadow discrimination rate (x) as defined by Prati et al. [15] :
where subscripts S and F refer to shadow and foreground, and F TP represents the number of foreground pixels minus the number of foreground pixels wrongly classified as shadow. We also report the more intuitive weighted metric g proposed by Soh et al. [17] : S F GT GT GT GT ghx =× +× (13) where GT = GT F + GT S , GT S = TP S + FN S and GT F = TP F + FN F .
Detection thresholds of all compared algorithms have been adjusted to maximize the Jaccard coefficient. With the proposed association volumes, a total of four parameters need to be set. They are listed and described in Table 2 .
The optimization procedure used was an exhaustive search, and we performed it independently for every sequence. We choose to use a set of optimized parameter for every video instead of a unique set of parameters for all sequences because, in a system operating continuously, the detection thresholds may be automatically adjusted based on illumination conditions. As mentioned in the center column of Table 2 , every parameter of the proposed algorithm is related to a physical phenomenon. Figure 6 . To be fair in our comparison, we adapted and integrated our cast shadow management algorithm (section 2.3) into the original method of Kim et al. [8] . A pixel is classified as shadow if no color distortion is measured with their metric (eq. 1), and if our condition on luminance reduction (eq. 7) is satisfied. T h i s s h a d o w enhanced version of the original method also allows empirically measuring the impact of the choice of the YCoCg c o l o r s p a c e (with spherical or ellipsoidal association volume) i n s t e a d o f t h e RGB-based color distortion metric of Kim et al. [8] . In fact, these results combine two c o n t r i b u t i o n s ( c o l o r s p a c e + a s s o c i a t i o n volume), but they are hardly separable since an association volume designed for the RGB c ol o r s pa c e cannot be applied on a mixed color space like YCoCg. At first glance, the YCoCg ellipsoidal association volume seems the most accurate (best g for most videos). However, the difference with the spherical volume is non significant for all sequences, except H3 which illustrated a bias of the weighted metric g when few cast shadow pixels are present. Indeed, we can see that the ellipsoidal volume got the best g even though it detects (h) only 6.6% of shadow pixels. The same bias affects the results obtained with the original method of Kim et al. [8] (h = 7.4%).
Identification of cast shadow pixels
The reason why h is so low with the ellipsoidal volume is that cast shadows of video H3 present a strong distortion on Cg channel. This is som ew hat abnorm al since we didn't observe such behavior on any other video analyzed. A poor sensor quality, a dubious white-balance and the smoggy illumination conditions (giving a yellowish color to the sky) may cause the phenomenon. Since no distortion on Cg channel should be observed along our model ( Figure 5 ), most cast shadows are thus wrongly classified as foreground. However, they are correctly identified as shadow with the spherical volume because it doesn't consider the Cg channel for cast shadow detection (eq. 9).
As predicted, the accuracy of cast shadow identification with the original method is inferior for sequences H3, CR and CP because of the significant color distortion. For such illumination conditions, the proposed association volume, which models the color distortion along the Co channel (eq. 9 and Figure 5 ), leads to better results.
Based on performances reported in previous works, we compared our shadow detection and discrimination rates with 8 and 2 others algorithms on sequences HI and H3 respectively. Note that results for the GMSM method [11] comes from [10] for H1 and from [12] for H3. [12] 0.705 0.844 0.684 0.712 GMM LGf (Local + Global features) [10] 0.721 0.797 --GMSM [11] 0.633 0.713 0.585 0.444 SNP (Statistical non parametric) [15] 0.816 0.638 --SP (Statistical parametric) [15] 0.596 0.847 --DNM1 (Determ. non model-based) [15] 0.697 0.769 --DNM2 (Determ. non model-based) [15] 0.755 0.624 --GMM + texture + geometry [20] 0.672 0.902 --
Only based on results reported in Table 4 , the compared methods cannot be sorted from worst to best because different operation points (h vs x ) may have been chosen. As a proof, most of these algorithms have been implemented and compared by Z h a n g et al.
[20] a n d distinct results from those reported in original papers have been obtained. We can still draw some conclusions from Table 4 . Our YCoCg-based method performs better than the DNM2 approach because we obtain a higher shadow discrimination rate x (69.2% vs 62.4%) with a similar shadow detection rate h (76.8% vs 75.5%).
On video H1, x reported for the physical model [12] and the GMM LGf [10] are higher than what we measured with our ellipsoidal volume (84.4% and 79.7% vs 74.3%) while h a r e c om p a r a b l e . S i m i l a r l y , on video H3, the physical model outperforms our spherical volume since we got a lower x (67.4% vs 71.2%) for a comparable h.
Globally, the physical model [12] , the GMM LGf [10] and the combined method of [20] appear to be the most accurate. This observation was predictable because these approaches are significantly more computationally expensive. Indeed, in addition of pixel-based spectral information (including c o l o r d i s t o r t i o n c a u s e d b y c a s t shadows like our method), they also consider the texture in the local neighbourhood of every pixel. Comparatively to other methods, our YCoCg-based approach seems to perform slightly better, and it is faster than GMM and GMSM-based approaches.
Detection accuracy
Conditions expressed by equations 4, 7 a n d 9 g i v e a preliminary detection mask in which every pixel is classified as background, foreground or shadow. Typically, some filtering is performed on this mask to remove noise prior to the blob labeling process. The three last columns of Figure 6 illustrate the enhanced detection masks obtained at the output of these filtering and blob labeling processes (to enhance details, we only illustrated a sub-area of the whole frames). Exactly the same cascades of operations are applied for every algorithm compared in Table 5 : spatial filtering of candidate shadow pixels, morphological closure and blob labeling. We also integrated elimination of too small blobs and filling of holes (pixels printed in light gray in the three last columns of Figure 6 ) in the blob labeling process. Globally, the proposed algorithm performs better than the original approach, except for the CAM s e q u e n c e . T h e counter-performance of the spherical volume on this video is a consequence of using a unique detection threshold β on luminance and chrominance components (eq. 4). Indeed, some strong illumination variations are observed in this sequence (especially on the trunk of the tree), leading the spherical volume to use a more permissive β threshold. Consequently, a lower detection rate is obtained (73.5%).
It is interesting to note that the addition of the shadow module to the original method of Kim et al. [8] leads to a significant reduction of the false alarm rate on the sequence CAM even though there is very few shadow pixels in this video. This performance improvement is caused by the fact that many false detections are classified as shadow candidates and are subsequently labeled as background. We can also note that the addition of the shadow module to the original method contributes to significantly improve the accuracy for sequences H1 and CP, but not for H3 a n d CR w h e r e c a s t s h a d ow s a r e affected by color distortion.
Another observation is that the ellipsoidal volume performed slightly better than the spherical volume for sequences H1 and WS, which are not compressed, but it is the spherical volume that performs slightly better for sequences CR and CP, which are MPEG-4 compressed. This confirms that the ellipsoidal volume is slightly more sensitive to color distortion caused by MPEG compression artefacts located along the edges of moving objects.
Memory and processing time
For every video, we measured the mean processing time per frame (including filtering and blob labeling processes) in detection mode. In initialization mode, a shorter processing time is required. As reported in Table 6 , the spherical association volume is faster for all sequences, especially for those w i t h h i g h r e s o l u t i o n a n d m a n y background pixels. A 3 GHz Intel Core2 Duo CPU with 3.25 GB of RAM was used. The computational load mainly increases with resolution, but it is also affected by the ratio of foreground / Frame Ground truth Detection mask Enhanced mask Kim et al. [8] Kim et al. background pixels. Indeed, classifying a pixel as background is faster than as foreground or shadow because conditions related to the shadow association volume (eq. 7 and eq. 9) do not have to be tested. It is why the processing rate on sequence H1, which contains large foreground objects, is about 22% slower than on H3.
In terms of memory requirement, the proposed algorithm requires 19.4% less memory for a VGA sequence (71.3 MB against 88.4 MB). The economy is due to the elimination of variables I min,k and I max,k in every CW. For this analysis, we limited the permanent background codebook to a maximum of 5 codewords per pixel.
Conclusion
Three generic improvements that could be applied to most background subtraction algorithms in outdoor environments have been proposed: the use of the YCoCg color space, a spherical association volume and a cast shadows management approach. We quantitatively demonstrated that the three elements lead to a reduced processing time with improved accuracy.
Optimal tuning of detection thresholds is often a major determinant of performances, and too little attention is generally addressed to this aspect. To operate continuously in outdoor environment, it is essential to adjust detection parameters to observation conditions. The proposed algorithm being used in the field on a 24 hours system since more than two years by a partner integrator, we have already worked on the design and implementation of such automatic mechanism. Our intention in a close future is to quantitatively evaluate its efficiency and demonstrate that the relatively high number of parameters of the proposed association volumes ( Figure 5 ) could be easily set. It is worthwhile to mention t h a t this performance analysis consists in a s i g n i f i c a n t e f f o r t be c a u s e i t re qui re s th e acquisition and processing of very long benchmark sequences grabbed in various outdoor scenes and weather conditions.
As further development, it would also be interesting to integrate additional texture-based features into the proposed background subtraction algorithm, and to evaluate their impact on performances.
