Numerische Methoden zur Erforschung einer N = 1 Super Yang-Mills-Theorie mit SU(2)c und SU(3)c Wilson Fermionen by Ferling, A. (Alexander)
Alexander Ferling
Numerische Methoden zur
Erforschung einer N = 1 Super Yang-Mills-Theorie







Erforschung einer N = 1 Super Yang-Mills-Theorie
mit SU(2)c und SU(3)c Wilson Fermionen
Inaugural–Dissertation
zur Erlangung des Doktorgrades
der Naturwissenschaften im Fach Physik
der Mathematisch-Naturwissenschaftlichen Fakultät





Dekan: Prof. Dr. J.P. Wessels
Erster Gutachter: Prof. Dr. G. Münster
Zweiter Gutachter: Prof. Dr. O. Philipsen
Tag der mündlichen Prüfungen: 29.5.2009
Tag der Promotion: 29.5.2009
Inhaltsverzeichnis
Einleitung 1
1. Das Standardmodell und vereinheitlichende Ergänzungen 7
1.1. Die Gruppenstruktur des Standardmodells . . . . . . . . . . . . . . . 7
1.2. Spontane Symmetriebrechung und Higgs-Mechanismus . . . . . . . . 8
1.3. Fragen des Standardmodells . . . . . . . . . . . . . . . . . . . . . . . 13
1.4. Das Hierarchieproblem . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.5. Die Lösung des Hierarchieproblems . . . . . . . . . . . . . . . . . . . 17
1.6. Ein erster Blick auf die Supersymmetrie . . . . . . . . . . . . . . . . 19
1.7. Über die Supersymmetrie hinausgehende Modelle . . . . . . . . . . . 22
1.8. Stringtheorie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.9. Schleifen-Quantengravitation und Randall-Sundrum Modell . . . . . 24
2. Die Super-Yang-Mills-Theorie im Kontinuum 27
2.1. Die Poincaré Superalgebra . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2. Das Teilchenmultiplett . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3. Der Superraum-Formalismus . . . . . . . . . . . . . . . . . . . . . . . 37
2.4. Das allgemeine, reduzible Superfeld und sein Teilchengehalt . . . . . 39
2.5. Das skalare Superfeld . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.6. Das Vektor-Superfeld . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.7. Die allgemeine supersymmetrische Lagrange-Dichte . . . . . . . . . . 45
2.8. Die Lagrange-Dichte für ein Vektor-Superfeld . . . . . . . . . . . . . 46
2.9. Die Super-Yang-Mills-Wirkung . . . . . . . . . . . . . . . . . . . . . 48
2.10. Symmetriebrechung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.11. Die Veneziano-Yankielowicz Wirkung . . . . . . . . . . . . . . . . . . 51
2.12. Die Wirkung von Farrar, Gabadadze und Schwetz . . . . . . . . . . . 53
3. Die Super-Yang-Mills-Theorie auf dem Gitter 57
3.1. Die Motivation für eine Formulierung auf dem Gitter . . . . . . . . . 59
3.2. Die Gitter-Diskretisierung . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3. Die supersymmetrische Gitterwirkung . . . . . . . . . . . . . . . . . 63
3.4. Konstruktion der Gitter-Eichwirkung Sg . . . . . . . . . . . . . . . . 64
vii
Inhaltsverzeichnis
3.5. Konstruktion der naiven Gitter-Fermionwirkung Sf . . . . . . . . . 66
3.6. Die Curci-Veneziano Fermionwirkung . . . . . . . . . . . . . . . . . . 68
3.7. Behandlung von Majorana-Spinoren auf dem Gitter . . . . . . . . . . 71
3.8. Optimierte Eichwirkung . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.9. Optimierte Fermion-Wirkung . . . . . . . . . . . . . . . . . . . . . . 79
4. Der Polynomial Hybrid Monte-Carlo Algorithmus 85
4.1. Die Markov Kette . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.2. Molekular-Dynamik . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.3. Der Langevin Algorithmus . . . . . . . . . . . . . . . . . . . . . . . . 94
4.4. Hybrid Algorithmus . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.5. Der Hybrid Monte-Carlo Algorithmus . . . . . . . . . . . . . . . . . 98
4.6. Die Metropolis Methode . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.7. Ergodizität im HMC-Algorithmus . . . . . . . . . . . . . . . . . . . . 101
4.8. HMC Algorithmus mit Fermionen . . . . . . . . . . . . . . . . . . . . 103
4.9. Der polynomiale Hybrid Monte-Carlo Algorithmus . . . . . . . . . . 106
4.10. Das Tensorprodukt . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.11. Ableitung der Fermionen-Wirkung . . . . . . . . . . . . . . . . . . . 111
4.12. Polynomiale Approximation im Metropolis-Schritt . . . . . . . . . . 113
4.12.1. Das Polynom P1 im Metropolis-Schritt . . . . . . . . . . . . . 113
4.12.2. Das Polynom P2 als Korrekturpolynom . . . . . . . . . . . . 114
4.12.3. Das Polynom P3 für die Zufalls-Schätzwerte η . . . . . . . . 115
4.12.4. Diskussion zur Ordnung und Güte der Polynome . . . . . . . 117
4.13. Neugewichtung mit dem Polynom P4 . . . . . . . . . . . . . . . . . . 121
4.14. Optimierung des Integrators . . . . . . . . . . . . . . . . . . . . . . . 124
4.14.1. Die Leapfrog-Trajektorie . . . . . . . . . . . . . . . . . . . . . 125
4.14.2. Fehlerabschätzung der Leapfrog-Trajektorie . . . . . . . . . . 126
4.14.3. Die Sexton-Weingarten-Trajektorie . . . . . . . . . . . . . . . 127
4.14.4. Trajektorien auf multiplen Zeitskalen . . . . . . . . . . . . . . 128
4.15. Optimierung der Q˜-Matrix . . . . . . . . . . . . . . . . . . . . . . . . 130
4.15.1. Even-Odd-Präkonditionierung der Q˜-Matrix . . . . . . . . . . 130
4.15.2. Diskussion der kleinsten Eigenwerte der ˆ˜Q- und Q˜-Matrix . . 132
4.15.3. LU-Präkonditionierung der Q˜-Matrix bei Matrixinversionen . 133
4.16. Optimierung durch das Determinant Breakup . . . . . . . . . . . . . 135
4.17. Geschwindigkeitsanalyse . . . . . . . . . . . . . . . . . . . . . . . . . 136
5. Methoden der Analyse 141
5.1. Tuning der Simulationsparameter β und κ . . . . . . . . . . . . . . . 143
5.1.1. Tuning der nackten Eichkopplung β . . . . . . . . . . . . . . 146
5.1.2. κ-Tuning mit der Gluino-Masse mg˜,0 : Ward-Identitäten . . . 149
5.1.3. κ-Tuning mit der adjungierten Pion-Masse a-mpi . . . . . . . 154
viii
Inhaltsverzeichnis
5.2. Die physikalische Skala der Simulation . . . . . . . . . . . . . . . . . 156
5.2.1. Statisches Potenzial und String-Spannung σ . . . . . . . . . . 157
5.2.2. Die Sommer-Skala R0 . . . . . . . . . . . . . . . . . . . . . . 159
5.3. Bestimmung der String-Spannung σ und Sommer-Skala R0 . . . . . 161
5.3.1. Creutz-Ratios χ . . . . . . . . . . . . . . . . . . . . . . . . . 162
5.3.2. Potenzial-Fit . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
5.3.3. Zwei-Fit-Verfahren . . . . . . . . . . . . . . . . . . . . . . . . 165
5.4. Autokorrelationszeiten . . . . . . . . . . . . . . . . . . . . . . . . . . 167
5.5. Bestimmung des statistischen Fehlers von Observablen . . . . . . . . 169
5.5.1. Jackknife Analyse . . . . . . . . . . . . . . . . . . . . . . . . 170
5.5.2. Die Blockbildungs-Methode . . . . . . . . . . . . . . . . . . . 171
5.5.3. Methode der Linearisierung . . . . . . . . . . . . . . . . . . . 172
6. Massenbestimmung auf dem Gitter 173
6.1. Korrelatoren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
6.1.1. Irreduzible Darstellungen der kubischen Gruppe O . . . . . . 175
6.1.2. Gluebälle JPC = 0++ und JPC = 0−+ . . . . . . . . . . . . . 177
6.1.3. Gluino-Gluebälle . . . . . . . . . . . . . . . . . . . . . . . . . 179
6.1.4. Gluinobälle a-f0 und a-η′ . . . . . . . . . . . . . . . . . . . 182
6.2. Die Zeitscheiben-Korrelationsfunktion . . . . . . . . . . . . . . . . . 186
6.2.1. Signaleinflüsse . . . . . . . . . . . . . . . . . . . . . . . . . . 187
6.2.2. Massenfit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
6.3. Optimierung: Smearing . . . . . . . . . . . . . . . . . . . . . . . . . . 190
6.3.1. APE Smearing für Eichlinks . . . . . . . . . . . . . . . . . . . 192
6.3.2. Jacobi Smearing für fermionische Zustände . . . . . . . . . . 194
6.3.3. Variationsmethode . . . . . . . . . . . . . . . . . . . . . . . . 195
6.4. Matrix-Inversionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
6.4.1. Die Idee des Konjugierten Gradientenverfahren (CG) . . . . . 198
6.4.2. Das Konjugierte Gradientenverfahren im Detail . . . . . . . . 199
6.4.3. Volume Source Technik (VST) . . . . . . . . . . . . . . . . . 201
6.4.4. Stochastic Estimator Technik (SET/SEM) . . . . . . . . . . . 203
6.5. Deflation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
6.5.1. Matrix-Methode nach Orginos und Stathopoulos . . . . . . . 206
6.5.2. Gitter Methode . . . . . . . . . . . . . . . . . . . . . . . . . . 208
Zusammenfassung und Ausblick 211
A. Ergänzungen zur Theorie im Kontinuum 215
A.1. Gruppen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
A.2. Algebren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
A.3. Clifford-, Grassmann- und Lie-Algebren . . . . . . . . . . . . . . . . 217
ix
Inhaltsverzeichnis
A.4. Graduierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
A.5. Darstellungsformen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
A.6. Dirac-, Majorana- und Weyl-Spinoren . . . . . . . . . . . . . . . . . 221
A.7. Das Eichprinzip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
A.8. Gruppenstruktur der U (1), SU (2) und SU (3) . . . . . . . . . . . . 226
A.9. Chirale Symmetrie . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
A.10.Die supersymmmetrische Ward-Identität . . . . . . . . . . . . . . . . 232
A.11.Grundzüge einer allgemeinen Yang-Mills-Theorie . . . . . . . . . . . 234
A.12.Adjungierte Darstellung . . . . . . . . . . . . . . . . . . . . . . . . . 235
A.13.Grassmann-Zahlen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236
A.14.Die Pfaffsche Form . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238
A.15.Das Vorzeichen der Pfaffschen Form . . . . . . . . . . . . . . . . . . 240
A.16.Das Wess-Zumino-Modell . . . . . . . . . . . . . . . . . . . . . . . . 242
B. Ergänzungen zur Theorie auf dem Gitter 247
B.1. Die Ableitung auf dem Gitter . . . . . . . . . . . . . . . . . . . . . . 247
B.2. Die Fermionendoppler in der naiven Gitterwirkung . . . . . . . . . . 249
B.3. Überblick über die Fermionwirkungen: Wilson-Fermionen . . . . . . 253
B.4. Staggered Fermionen . . . . . . . . . . . . . . . . . . . . . . . . . . . 254
B.5. Domain Wall Fermionen . . . . . . . . . . . . . . . . . . . . . . . . . 256
B.6. Eigenschaften der Q-Matrix . . . . . . . . . . . . . . . . . . . . . . . 258
B.7. Schwinger-Dyson Kopplungsfluss . . . . . . . . . . . . . . . . . . . . 259
B.8. Der Kalkreuter-Simma-Algorithmus . . . . . . . . . . . . . . . . . . . 261
B.9. Der Algorithmus des Konjugierten Gradientenverfahrens . . . . . . . 263
B.10.Das Krylov-Unterraum-Verfahren . . . . . . . . . . . . . . . . . . . . 265
B.11.Die Galerkin-Projektion . . . . . . . . . . . . . . . . . . . . . . . . . 266
B.12.Die Erzeugung der Polynome . . . . . . . . . . . . . . . . . . . . . . 267
B.13.Reskalierung der Polynome . . . . . . . . . . . . . . . . . . . . . . . 270
C. Erläuterungen zu den Algorithmen 271
C.1. Deflating nach Orginos und Stathopoulos im Detail . . . . . . . . . . 271
C.2. Pseudocode: Conjugate Gradient mit Deflation Erweiterung . . . . . 275
C.3. Details zum Lüscher-Deflating . . . . . . . . . . . . . . . . . . . . . . 279
C.4. Der PHMC-Algorithmus im Detail . . . . . . . . . . . . . . . . . . . 282
C.4.1. Kompilieren . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282
C.4.2. Start des Programms und Ablauf der Simulation . . . . . . . 284
C.4.3. Die parallele Konzeption . . . . . . . . . . . . . . . . . . . . . 286
C.4.4. Die Verarbeitung der Daten . . . . . . . . . . . . . . . . . . . 289
C.4.5. Randbedingungen und adjungiertes Eichfeld . . . . . . . . . . 293
C.4.6. Das Update . . . . . . . . . . . . . . . . . . . . . . . . . . . . 294
C.4.7. Die Multiplikationsroutinen . . . . . . . . . . . . . . . . . . . 300
x
Inhaltsverzeichnis
C.5. Die Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303
C.5.1. Berechnung der Eichkraft . . . . . . . . . . . . . . . . . . . . 303
C.5.2. Berechnung der fermionischen Kraft . . . . . . . . . . . . . . 304
C.5.3. Test der Multiplikationsroutinen . . . . . . . . . . . . . . . . 305
C.5.4. Überprüfung von Funktionen durch Testfelder . . . . . . . . . 307
C.5.5. Reversibilitätstest . . . . . . . . . . . . . . . . . . . . . . . . 309
C.5.6. Cross-Check . . . . . . . . . . . . . . . . . . . . . . . . . . . . 310
C.5.7. Ergebnisse der Tests . . . . . . . . . . . . . . . . . . . . . . . 311








Die Menschen hegen seit jeher den Traum, zu verstehen, was die Welt im innersten
zusammenhält. Dabei helfen ihnen die Gesetze der Physik zumeist erheblich. Be-
sonders in den letzten Jahrzehnten dreht sich das Rad der Erkenntnis schneller. Es
wird getrieben durch eine sich stetig verbessernde Vernetzung der Menschen unter-
einander und erleichtert hierdurch den Gedankenaustausch deutlich. Doch obwohl
das Verständnis und die Einsicht in die Naturgesetze mittlerweile immens geworden
ist, gibt es immer noch fundamentale, zum Teil banale Fragestellungen, die sich
ihrer Erklärung erwehren. Die uns heute zur Verfügung stehenden Theorien geben
an Stellen, die ich in den folgenden Kapiteln noch näher beschreiben werde, nur
unvollständige oder gar keine Antworten.
Auf der Suche nach einem Modell, das im Stande ist, ein vollständiges oder zu-
mindest schärfer gezeichnetes Bild der Naturgesetze zu liefern, versuchte man, die
grundlegenden Rechenregeln der Quantenfeldtheorie, also ihre Algebra, abzuändern.
Man hat sich dabei von dem Erfolg leiten lassen, den Glashow, Weinberg und
Salam hatten, als sie die Theorie der schwachen Wechselwirkung mit der der elek-
tromagnetischen vereinigten. Jedoch zeigten Coleman und Mandula 1967, dass
es nicht möglich ist, die unabhängig nebeneinanderstehenden Theorien der elek-
troschwachen und der starken Kraft nicht-trivial zu vereinigen. Erst die Erkennt-
nisse von Golfand und Likhtman ebneten 1971 den Weg zur Geburtsstunde des
ersten supersymmetrischen Modells, dass 1974 von Wess und Zumino aufgestellt
wurde.
Golfand und Likhtman konnten zeigen, dass die Verwendung von Anti-Kommu-
tatoren anstatt Kommutatoren als Rechenregeln zwischen den Generatoren zu dem
gewünschten Erfolg führt. Hierbei ergibt sich die sogenannte SUSY-Algebra. Haag,
Lopuszanski und Sohnius bewiesen 1975, dass dies auch die einzige Möglichkeit
einer Algebra-Erweiterung ist. Dadurch wird aus einem zuerst willkürlich wirkendem
Ansatz ein ganz konkretes Ziel, mit klaren Vorgaben, so dass es eine lohnenswerte
Bemühung ist, den Weg dorthin näher zu erforschen.
Im einfachsten Fall erhält die SUSY-Algebra einen zusätzlichen Generator. Man
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spricht aus diesem Grunde von einer N = 1 Supersymmetrie. Die Theorie lässt sich
analytisch untersuchen, doch gerade an einer besonders interessanten Stelle, dem
Niederenergielimes, wird der Kopplungsparameter im Sektor der starken Wechsel-
wirkungen besonders groß. Die Entwicklung des Systems in eine Störungsreihe ist
hier nicht handhabbar und der zentrale Mechanismus der Theorie, die Symmetrie-
brechung, bleibt im Verborgenen.
Die Supersymmetrie postuliert eine neue Klasse Elementarteilchen, die als Part-
ner der bisher beobachteten Teilchen angesehen werden. Da bisherige Beschleuniger
noch keine Anzeichen für diese neuartigen Teilchen finden konnten, wird angenom-
men, dass sie eine größere Masse besitzen. Als Folge hiervon muss die Supersymme-
trie gebrochen sein. Man geht also davon aus, dass das Universum sich zu einer frü-
heren Zeit in einem hochsymmetrischem Zustand befand und das Teilchenspektrum
sowie die Wechselwirkungen an einem gewissen Punkt begannen, auszukristallisie-
ren.
Eine nichtperturbative Möglichkeit, den Niederenergiebereich und die dort stattfin-
dende Symmetriebrechung näher zu untersuchen, bietet der Ansatz, die Raumzeit
zu diskretisieren. Das so entstehende Raum-Zeit-Gitter wirkt wie ein natürliches
Abschneiden der Ultraviolettdivergenzen der Moden des Quantenfeldes. Dies ist die
Motivation der vorliegenden Arbeit.
Als Wilson 1974 damit begann, die Wirkung der QCD zu diskretisieren, stellte es
sich schnell als enorme Herausforderung dar, Felder auf dem Computer zu simulie-
ren, die der Dynamik dieser Wirkung gehorchen. Anfangs wurde ein Algorithmus
verwendet, der 1953 vonMetropolis et. al. entwickelt wurde. Doch schon bald be-
gann die Suche nach effizienteren Algorithmen, die durch kürzere Autokorrelations-
zeiten und größere Schritte durch den Phasenraum die Untersuchung von Fermionen
auf dem Gitter erst ermöglichten. 1987 stellten Duane et. al. den Hybrid Monte-
Carlo Algorithmus vor, der eine Kombination aus dem Langevin-Algorithmus und
der Molekular-Dynamik darstellt. Dieser Algorithmus ist der bisher effizienteste und
zudem garantiert ein Akzeptanz-Rejektions-Schritt die Freiheit von systematischen
Fehlern.
Lange Zeit konnte dieser Algorithmus nur für Theorien mit gerader Flavour-Zahl
verwendet werden, wobei die Ursache hierfür in der bosonischen Darstellung der
Fermion-Determinante zu suchen ist. 1993 zeigte Lüscher jedoch einen Weg, wie
durch eine polynomiale Approximation der inversen Fermion-Matrix auch andere,
z.B. Theorien mit gebrochen rationalen Flavour-Zahlen, von den Vorteilen profitie-
ren können, die der Hybrid Monte-Carlo Algorithmus (HMC) bietet. 1997 setzten
Roberto Frezzotti und Karl Jansen, sowie unabhängig von ihnen Philippe de
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Forcrand diese Idee zum ersten Mal in einer HMC-Simulation ein. Das war die
Geburtsstunde des polynomialen Hybrid Monte-Carlo Algorithmus (PHMC).
Ein Hauptziel meiner Doktorarbeit war es, diesen Algorithmus auf ein N = 1 super-
symmetrisches Modell zu übertragen. Um den Rechenaufwand zu beschränken und
Vergleichbarkeit mit dem zuvor verwendeten TSMB-Algorithmus herzustellen, habe
ich mich anfangs auf die Realisierung eines Programms für ein Modell mit zwei Farb-
Freiheitsgraden fokussiert. Aufbauend auf den dort gesammelten Erfahrungen habe
ich später ein Programm mit SU(3)c-Farbsymmetrie geschrieben. Der Hintergedan-
ke hierbei war, ein physikalisch realistischeres System zu konstruieren, dass darüber
hinaus Resultate liefert, die mit den Ergebnissen einer Nf = 1-QCD Simulation
vergleichbar sind. Als Vorlage für meine Arbeiten diente der von Claus Gebert
entwickelte und erprobte Two-Step Multi-Boson Algorithmus (TSMB). Ich habe
den Algorithmus so angelegt, dass sich die zur Analyse verwendeten Korrelatoren
nahtlos in das Programm einfügen lassen. Eine Weiterverarbeitung der Daten, z.B.
zur Massenbestimmung mit Zeitscheiben-Korrelationsfunktionen, zur Bestimmung
der Sommer-Skala, Stringspannung o.Ä. ist so ohne Modifikationen möglich.
Neben dem eigentlichen Algorithmus wurden im TSMB Programm weitere Optimie-
rungen realisiert, deren Ideen ich auf das PHMC-Programm übertragen und durch
weitere ergänzt habe. Ich hatte später die Möglichkeit, meine Resultate zunächst
mit einem Nf = 1 PHMC-Algorithmus zu vergleichen, den Enno Scholz geschrieben
hatte und dessen Basis das gleiche TSMB-Programm darstellt. Später stellte mir
Istvan Montvay seine eigene und unabhängige Entwicklung zur Verfügung, die es
mir ermöglichte, die Konsistenz meiner Ergebnisse nachzuweisen.
Ein weiterer Schritt war es, die Gitter-Wirkung so zu optimieren, dass Diskretisie-
rungsartefakte bei endlichen Gitterabständen stärker unterdrückt werden. Nachdem
der Algorithmus selbst eine neue Qualität erreicht hatte, bestand Handlungsbedarf
bei der Optimierung der Matrixinversionen zur Berechnung bestimmter Korrelato-
ren. Während der größte Teil des numerischen Aufwandes in früheren Fällen für die
Simulation eines statistischen Ensembles mit dem TSMB-Code veranschlagt wur-
de, können nun in gleicher Rechenzeit größere Gitter mit besserer Statistik durch
den PHMC-Code simuliert werden. Dadurch haben sich die Verhältnisse in gewis-
ser Weise umgekehrt, sodass insbesondere die Analyse des unverbundenen Anteils
der adjungierten Mesonen durch den sogenannten all-to-all Propagator ein größeres
Gewicht an der Gesamtrechenzeit bekommen hat. Um die erzeugten Konfiguratio-
nen angemessen auswerten zu können, habe ich mich deshalb mit dem Deflating-
Algorithmus beschäftigt, den Orginos und Stathopoulos 2007 vorgestellt haben.
Er bietet die Möglichkeit, ein Lösungsverfahren für lineare Gleichungssysteme zu
beschleunigen, sofern diese für viele Schätzer mit der gleichen Matrix durchgeführt
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Einleitung
werden. Dies ist bei der Stochastic Estimator Technique der Fall und deshalb ist
das Deflating Mittel der Wahl, um die Iterationsgeschwindigkeit zu erhöhen. Bisher
konnte ich allerdings keinen Iterationsvorteil durch dieses Verfahren nachweisen, so
dass weitere Forschungen in dieser Richtung notwendig sind.
Meine Arbeit ist demnach in drei Teile gegliedert:
1. Kapitel 1 und 2 beschäftigen sich mit der Supersymmetrie im Kontinuum. Ka-
pitel 1 gewährt einen Überblick über das Standardmodell, seine Grenzen und
offenen Fragestellungen, sowie mögliche Lösungsansätze und Gedankenmodel-
le, die einen Erklärungsansatz bieten. Da es mein Ziel war, eine möglichst
freistehende Arbeit zu konzipieren, habe ich ausführliche Anhänge erstellt, in
denen ich Themen aufgegriffen habe, die ich besonders interessant und er-
wähnenswert fand, und die sich z.T. mit den Spezialitäten dieses Sachgebietes
beschäftigen. Anhang A ist hierzu im wesentlichen dem ersten Teil der Arbeit
zuzuordnen.
2. Kapitel 3 und 4 bilden den Hauptteil dieser Arbeit. Sie behandeln die Super-
symmetrie auf dem Gitter. Während sich Kapitel 3 damit befasst, eine super-
symmetrische Feldtheorie zu diskretieren und die Gitterwirkung im Hinblick
auf die Unterdrückung von ungewünschten Artefakten zu optimieren, wird in
Kapitel 4 der PHMC-Algorithmus mit allen implementierten Optimierungen
beschrieben. Ergänzungen zu diesem Thema finden sich in Anhang B.
3. Kapitel 5 und 6 beschäftigen sich mit der Analyse der gegebenen Feldkonfigu-
rationen. Kapitel 5 zeigt dabei auf, wie die physikalische Größe und Auflösung
des Gitters bestimmt werden kann. Außerdem wird gezeigt, wie Fehler, die z.B.
aufgrund der endlichen Größe durch Randeffekte auftreten, abgeschätzt wer-
den können. Kapitel 6 widmet sich dem Thema der Massenbestimmung auf
dem Gitter. Hier werden die Methoden vorgestellt, die verwendet werden, um
das Teilchenspektrum zu analysieren und seine Massen zu bestimmen. An die-
ser Stelle findet auch das Deflating seinen Platz, dass zur Beschleunigung der
Berechnung adjungierter Mesonen beitragen soll. Die Arbeit mit den in diesem
dritten Teil vorgestellten Werkzeugen beschränkt sich auf qualitative Aspekte.
Meine Untersuchungen z.B. zur physikalischen Größe des Gitters, die insbeson-
dere im Fall der SU(3)c noch genauer zu erörtern sind, oder ein κ-Feintuning
wurden zu Testzwecken auf vergleichsweise kleinen Gittern durchgeführt. Die
PHMC-Simulationen wurden quantitativ auf großen Gittern von Istvan Mont-
vay administriert, wobei Kamel Demmouche die Analyse dieser vorgenommen
hat.
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Die Beschreibung des PHMC-Programmms beschränkt sich im Hauptteil auf die
prinzipiellen Konzepte. Eine detaillierte Darlegung der einzelnen Routinen kann
zwar nicht gegeben werden, da das Programm selbst mehr Zeilen besitzt, als die
vorliegende Doktorarbeit, dennoch soll in Anhang C ein kleiner Überblick über die
Struktur des Programms vermittelt werden. Dort werden auch numerische Speziali-





1. Das Standardmodell und
vereinheitlichende Ergänzungen
1.1. Die Gruppenstruktur des Standardmodells
Das Standardmodell der Elementarteilchenphysik beschreibt die bekannten Ele-
mentarteilchen und die Wechselwirkungen zwischen ihnen. Es besteht aus einem
Produkt von drei Eichgruppen SU(3)⊗ SU(2)⊗U(1) mit unterschiedlichen Kopp-
lungskonstanten in jedem Sektor. Hierbei handelt es sich um die interne SU(3)
Farb-Symmetrie der QCD und die SU(2)L⊗U(1)Y Symmetrie des elektro-schwachen
Sektors. Hinzu kommt die Symmetriegruppe der vierdimensionalen Raum-Zeit, die
Poincaré-Gruppe P, die für alle relativistischen Quantenfeldtheorien die Grundlage
bildet (siehe dazu auch Anhang A.8).
Postuliert man die Invarianz der Dirac-Gleichgung gegenüber lokalen Phasentrans-
formationen der Wellenfunktion, so ist dies nicht im feldfreien Raum möglich. Solche
Transformationen führen zu Zusatztermen, die durch Einführung eines Eichfeldes
kompensiert werden können. Dies wird letztendlich durch das Ersetzen der partiel-
len Ableitung in der Dirac-Gleichung durch eine kovariante Ableitung bewerkstelligt.
Die Quanten dieses Eichfeldes, an das die Teilchen koppeln, nennt man Eichbosonen.
In den Eichtheorien wird nun diese Eichfreiheit bestimmter Größen zum fundamen-
talen Prinzip erhoben. Aus der Forderung nach solchen eichbaren, physikalisch nicht
festgelegten Größen wird die Existenz und Struktur der Wechselwirkung festgelegt.
Die innere Struktur der Eichtransformationen wird dabei durch eine Symmetrie-
Gruppe bestimmt (siehe auch Anhang A.7).
Zur Gruppe U(1) gehört das Photon als Austauschteilchen. Zur Gruppe der reinen
SU(2) Theorie gehören drei Austauschteilchen, W+, W− und Z Bosonen, die auf-
grund der Nichtvertauschbarkeit der Generatoren selbst elektrische Ladung tragen.
Die SU(3)-Gruppe besitzt N2−1 = 8 Generatoren, die 8 Gluonen. In der Natur liegt
eine SU(2) ⊗ U(1) Symmetrie vor. Daraus folgt, dass das physikalische Z0-Boson
eine Mischung aus den neutralen SU(2) und U(1) Feldern A3 und B ist.
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1.2. Spontane Symmetriebrechung und
Higgs-Mechanismus
Die Eichbosonen müssen die Ruhemasse Null haben, weil nur für masselose Vektor-
felder die Eichinvarianz gilt. Wenn man bedenkt, dass die Reichweite der schwachen
Wechselwirkung sehr kurz ist, ergibt sich mit der Energie-Zeit-Unschärfe und der
Energie-Masse Äquivalenz eine entsprechend große Masse der Vektorbosonen. Damit
erscheint es auf den ersten Blick sinnlos, das Eichprinzip auf die schwache Wechsel-
wirkung anwenden zu wollen.
Man verwendet das Prinzip der spontanen Symmetriebrechung, um den Eichbosonen
eine Masse zu geben und gleichzeitig das Kraftgesetz zu erhalten. Die grundlegende
Idee ist, dass die schwachen Wechselwirkungen selbst eine unendliche Reichweite
haben und durch eine eichinvariante Theorie beschrieben werden können, dass es
aber ein Hintergrundfeld gibt, welches diese Wechselwirkungen abschirmt.
Peter Higgs ließ sich bei seinen Überlegungen vom Meißner-Ochsenfeld-Effekt leiten.
Das ist ein Effekt, der ursprünglich in der Festkörperphysik vorgeschlagen wurde,
um zu erklären, wie die Magnetfelder aus supraleitenden Metallen herausgedrängt
werden. Dort wird ein äußeres Magnetfeld durch einen Oberflächenstrom in einem
supraleitenden Material unterhalb einer kritischen Temperatur TC perfekt kompen-
siert. Das Feld dringt mit einer exponenziellen Abschwächung in den Supraleiter
ein. Als Konsequenz dessen muss den Photonen als Quanten des Feldes eine Masse
zugeordnet werden, sofern man den von den Cooper-Paaren getragenen Suprastrom
ignoriert. Hierbei handelt es sich aber um eine effektive Masse. Sie ist mit einem
Heliumballon vergleichbar, dem eine negative effektive Masse zugeordnet werden
muss, wenn die Existenz der ihn umgebenden Luft nicht berücksichtigt wird.
Higgs-Teilchen können als Verallgemeinerung der Cooper-Paare betrachtet werden.
Sie werden als freie skalare Teilchen der Ladung q angenommen und müssen eine
Wechselwirkung untereinander haben, um kohärent wirken zu können, und damit
einen den Cooper-Paaren ähnlichen Abschirmstrom bilden zu können. Das Higgs-





(φ1 + iφ2) .
Das Potenzial wird zu
V (φ) = −µ2 |φ|2 + λ2 |φ|4
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gewählt, damit die Feldamplitude im Zustand tiefster Energie von Null verschieden
ist (siehe auch Abb. 1.1). Es zeigt sich, dass die Theorie bei höheren Potenzen
als 4 nicht mehr renormierbar ist, weshalb das Higgs-Potenzial relativ festgelegt
ist. Es gibt auch Modelle in denen φ mehrere komplexe Komponenten hat, was sich
Abbildung 1.1.: Das Higgs-Potenzial zur Beschreibung der spontanen Symmetrieb-
rechung
allerdings nur noch bedingt veranschaulichen lässt. Der Vakuumerwartungswert von
φ liegt nun entsprechend den Potenzialminima bei





Die Orientierung dieses zweidimensionalen Grundzustandes im Isospinraum ist aber
nicht definiert. Von den unendlich vielen Werten entscheidet sich das Higgs-Feld
für einen bestimmten Wert. Die Symmetrie ist dann gebrochen, obwohl das Pro-
blem völlig symmetrisch ist. Man spricht von spontaner Symmetriebrechung, wenn
der Grundzustand eine kontinuierliche Symmetrie der Lagrange-Funktion nicht be-
sitzt.
Um zu erklären, wie dieses Feld für die Masse der anderen Teilchen verantwortlich
ist, entwickelt man eine Störungstheorie um den neuen Vakuumerwartungswert.
Durch Substitution der Ableitung durch ihre kovariante Form in der Lagrangedich-
te, kann die Kopplung der Higgsfelder an die Eichfelder erhalten werden. Aus der
kovarianten Ableitung des Higgs-Feldes ergeben sich Terme, die man als Massenter-
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führen. Die Entdeckung des Z0-Boson am CERN im Jahre 1983 bedeutete übri-
gens den entgültigen Durchbruch des Standardmodells. Der Weinbergwinkel θW
beschreibt den Zusammenhang zwischen elektrischer und schwacher Ladung. Der
Zusammenhang ergibt sich in der elektroschwachen Theorie zu
αem = αW · sin2 θW .
Die Messung des Weinbergwinkels θW , entweder aufgrund der Zerfallsmöglichkeiten
von Z0 oder aus Neutrino-Elektron- sowie Neutrino-Nukleon-Streuexperimenten er-
gab einen Wert von
sin2 θW (mZ) = 0.2315± 0.0002,
also θW ≈ 28,74◦. Ergänzende Messungen der W -Massen ergaben
mW = 80.41± 0.18 GeV, bzw. mW /mZ = 0.8813± 0.0041
und stehen damit in perfekter Übereinstimmung mit den erwarteten Werten. In-
soweit sind alle Vorhersagen des Standardmodells in nahezu unglaublicher Weise
bestätigt worden. Die genaue Messung des Weinbergwinkels erlaubt darüber hinaus
eine Eliminierung zweier freier Parameter der Theorie.
Tabelle 1.1 gibt einen Überblick über die Eichbosonen des Standardmodells und
der von ihnen vermittelten Kräfte. Der Vollständigkeit halber wurde das Graviton
hinzugefügt, als Austauschteilchen der Gravitation. Es ist nicht Teil des Standard-
modells, seine Existenz wurde bisher nicht nachgewiesen.
Die Fermionen bekommen ebenfalls ihre Masse durch Ankopplung an den Vakuum-
Erwartungswert des Higgs-Feldes. Diese nennt man Yukawa-Wechselwirkung. Die
Lagrangedichte für die Wechselwirkung eines Fermionfeldes ψ mit dem Higgs- und
dem Eichfeld lautet
LFermion(φ,A, ψ) = ψγµDµψ + gψψφψ
wobei das Eichfeld A in Dµ eingeht und gψ der Parameter der schon erwähnten
Yukawa-Kopplung mit dem Higgs-Feld darstellt.
Bei der Brechung einer globalen kontinuierlichen Symmetrie entsteht im Falle der
SU(3) ein masseloses, skalares Teilchen, ein Nambu-Goldstone-Boson. Die masselo-
sen Freiheitsgrade treten bei einer lokalen Brechung nicht in Erscheinung, da sie die
Goldstone-Moden des Higgsfeldes zu longitudinalen Polarisationsfreiheitsgraden der
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Tabelle 1.1. Die Lebensdauer von Photonen und Gluonen wird zu∞ angenommen,
da kein Zerfall beobachtbar ist. Die Gravitonen wurden bisher nicht nachgewiesen
und besitzen nur hypothetischen Charakter Quelle [145].
Die Eichbosonen
Teilchen Ladung Lebensd. Spin Masse Reichweite relative
in [s] [GeV/c2] [m] Stärke
Gluon 0 ∞ 1 0 2,5 · 10−15 1
Photon 0 ∞ 1 0 ∞ 10−2
W± ±1 3 · 10−25 1 80,2 10−18 10−13
Z0 0 3 · 10−25 1 91,1 10−18 10−13
Graviton (?) 0 ∞ 2 0 ∞ 10−38
Eichfelder werden. Die Goldstone-Bosonen werden sozusagen von den Eichbosonen
„gefressen” und verleihen ihnen dadurch gerade ihre Masse.
Der Erfolg des Standardmodells ist bislang die größte Rechtfertigung von Eich-
theorien, was natürlich eventuell noch fundamentalere Prinzipien nicht ausschließt.
So versuchen Kaluza-Klein-Theorien die Wechselwirkungen auf differenzialgeometri-
sche Prinzipien zurückzuführen, auf denen auch die Allgemeine Relativität beruht.
Hierzu sind aber höher dimensionale geometrische Räume erforderlich.
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Tabelle 1.2. Die Quarks und ihre Eigenschaften Quelle [145].
Die drei Quark-Generationen
Teilchen Ladung Isospin Spin Flavour Masse [MeV/c2] Generation
up +2/3 +1/2 1/2 Iz = +1/2 1,5 bis 3,0 1
down −1/3 −1/2 1/2 Iz = −1/2 3 bis 7 1
strange −1/3 −1/2 1/2 S = −1 95± 25 2
charme +2/3 +1/2 1/2 C = +1 1250± 90 2
bottom −1/3 −1/2 1/2 B = −1 4200± 70 3
top +2/3 +1/2 1/2 T = +1 170900± 1800 3
Tabelle 1.3. Die Leptonen und ihre Eigenschaften Quelle [145].
Die drei Lepton-Generationen
Teilchen Ladung Lebensdauer [s] Spin Masse [MeV/c2] Generation
e −1 ∞ 1/2 0,511 1
νe 0 ∞ 1/2 < 2 · 10−6 1
µ −1 2,197 · 10−6 1/2 105,66 2
νµ 0 ∞ 1/2 < 0,17 2
τ −1 3,4 · 10−13 1/2 1777 3
ντ 0 ∞ 1/2 < 15,5 3
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1.3. Fragen des Standardmodells
Das Standardmodell hat große Erfolge vorzuweisen und kann nahezu alle der bisher
gemachten teilchenphysikalischen Beobachtungen erklären. Dennoch ist es unvoll-
ständig, da es die gravitative Wechselwirkung nicht beschreibt. Darüber hinaus gibt
es sehr zentrale offene Fragen, die im Rahmen des Standardmodells nicht geklärt
werden können.
(a) Die fermionischen Probleme:
• Zuerst einmal stellt sich die Frage, warum Fermionen Dublett-Zustände be-
setzen.
• Dann zeigen Elektron-Positron Streuexperimente am LEP [143], dass es genau
drei Generationen Neutrinos gibt. Daraus wird geschlossen, dass es gerade drei
Generationen fundamentaler Fermionen gibt. Warum gibt es gerade derer drei?
• Darüber hinaus scheint es ein bisher noch unerklärtes hierarchisches Muster
zwischen den Fermionen-Massen zu geben.
• Die CP-Verletzung allein kann die beobachtete Materie-Antimaterie Asymme-
trie im Universum nicht erklären.
• Die Ruhemasse der Neutrinos ist von Null verschieden. Dies wurde durch die
Beobachtung der Neutrinooszillation [144] bestätigt. Um ihre Masse zu er-
klären muss das heutige Verständnis des Standardmodells modifiziert werden.
Eine Lösung bietet sich an, indem man Leptonen in einer zu Quarks ähnlichen
CKM-Matrix betrachtet.
• Die Chiralität der Fermionen muss „per Hand” eingefügt werden.
(b) Die Eichgruppen-Probleme:
• Das Standardmodell besitzt drei verschiedene Eichgruppen, die aus phäno-
menologischen Gesichtspunkten postuliert wurden. Sie werden mit drei unter-
schiedlichen, willkürlichen Eichkopplungen assoziiert. Wo liegt der Ursprung
dieser drei Kopplungen? Welcher Mechanismus legt die Farbkopplung αs und
den Weinberg-Winkel θW fest?
• Die Gravitation spielt sich vollständig ausserhalb des Eichtheorie-Rahmens ab.
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Durch Hinzufügen der Gravitation wird die Theorie nicht-renormierbar. Aus-
serdem gehorcht die gesamte Physik dem Prinzip der lokalen Eich-Invarianz
(siehe Kapitel A.7). Gravitation hingegen benötigt ein zusätzliches Prinzip,
das Relativitäts-Prinzip.
(c) Das Higgs-Problem:
• Das SM ist konsistent bis zur Gravitationsskala MPlanck = 1019 GeV falls
MH ≈ 170 GeV. Das Higgs-Boson scheint deutlich schwerer zu sein, falls es
überhaupt existiert (siehe 1.4).
• Die Einführung des Higgs-Boson und die Wahl seines Vakuum-Erwartungs-
wertes ergibt sich nicht aus der Eichtheorie sondern geschieht ad hoc.
(d) Weitere offene Fragen:
• Aus welchem Grund ist die elektrische Ladung quantisiert und stets ein Viel-
faches der Elektronladung, bzw. im hadronischen Sektor 1/3 dieser Ladung?
• Das Standardmodell beinhaltet mindestens 18 freie Parameter, die man bisher
durch Messung bestimmen muss. Lassen diese sich aus einer allgemeineren
Theorie vorhersagen?
• Gravitation, dunkle Materie und dunkle Energie sind keine Bestandteile des
Standardmodells
• Sind Quarks und Leptonen wirklich fundamental, oder haben sie auch eine
Substruktur?
• Gibt es vielleicht noch mehr Sorten Teilchen, die bei höheren Energien ent-
deckt werden könnten?




Die Hauptmotivation für die Erweiterung des Standardmodells lag in der Lösung
des Massen- oder Hierarchieproblems. Man kann beobachten, dass die Stärke der
drei Grundkräfte (starke, elektromagnetische und schwache Wechselwirkung) von
der Energieskala abhängen. Es handelt sich bei den Eichkopplungen also um laufen-
de Kopplungen. Störungstheoretische Betrachtungen haben ergeben, dass sich die
drei Kopplungen bei MX ≈ 1012 − 1015GeV/c2 bei leicht unterschiedlichen Ener-





































Abbildung 1.2.: Laufende Kopplung für das Standardmodell. Für Auflösung und
Energie wurde die logarithmische Skala verwendet. Siehe hierzu auch Quelle[150].
alle Elementarteilchen zunächst masselos, was sich erst durch die spontane Symme-
triebrechung, dem Higgs-Mechanismus, ändert. Um das Standardmodell mit seinen
drei Kopplungen zu erhalten, geht man von einem Higgs-Mechanismus mit einem
Feld φGUT aus, welches bei der SkalaMX die GUT-Symmetrie spontan bricht. Man
nimmt also an, dass sich das Universum ursprünglich in einem hochsymmetrischen
Zustand befand und die Grundkräfte dann nach spontaner Symmetriebrechung aus-
kristallisiert sind.
Zudem gibt es eine zweite Symmetriebrechung, die der elektro-schwachen Symme-
trie, in einem wesentlich niedrigeren Energiesektor. Die Ruhemassen der W± und
Z0 Eichbosonen, die die schwache Wechselwirkung vermitteln, liegen bei m0W± =
80GeV/c2 und m0Z = 91GeV/c2, was zu einer oberen Schranke der Higgs-Masse
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von MH = 640 GeV führt.
Es zeigt sich, dass das Higgs-Teilchen also bei ganz unterschiedlichen Massenskalen
notwendig ist. Einmal muß es einen Vakuumerwartungswert von der Ordnung MX ,
der sogenannten Planckmasse besitzen, andererseits aber auch im Niederenergiebe-
reich auf der elektroschwachen Skala von der Ordnung MW . Durch Renormierung
kann man die Masse zwar in den erwarteten Bereich bringen, derart dass
m2HW = m
2
HX +O (λ) .
Das Problem ist aber, dass beide Skalen nur auf Baumniveau unabhängig bleiben,
in höherer Ordnung Störungsrechnung durch Schleifendiagramme jedoch ineinander
mischen. Der Betrag der Korrekturen hängt davon ab, welche Impulse k man in
den Schleifen berücksichtigt. So ist bei einer kleinen Änderung (Renormierung) der
Abschneideskala Λ auch nur eine kleine Änderung in der betrachteten Fermionmasse






















wobei ΛUV die Skala ist, bis zu der die Korrekturen gerechnet werden. Damit sich
die quadratischen Terme aufheben, müssen e Kopplungskonstanten λ2f = λb sein,
was eine Beziehung zwischen Bosonen und Fermionen voraussetzt. Anders verhält






Liegt Λ bei der GUT-Skala, bedeutet dies konkret, dass das leichtere Higgs-Teilchen
Korrekturen von der Ordnung MX erfährt. Um die Theorie sinnvoll zu gestalten,
wäre damit eine Feinabstimmung aller freien Parameter in allen Ordnungen Stö-
rungsrechnung auf 26 Stellen genau notwendig. Dies ist technisch machbar, aber
ziemlich unnatürlich.
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Auf Grundlage des Standardmodells gibt es zwei weit entwickelte Erweiterungen,
die das Hierarchieproblem lösen. Zum einen wäre das Technicolor-Modell zu nen-
nen, dieses benötigt kein skalares Higgs-Feld, um die Teilchenmassen zu erklären.
Bei Technicolor wird die Symmetrie dynamisch gebrochen mit Hilfe einer neuen star-
ken Eichkraft bei ΛTC ≈ 1 TeV. Es erweitert das Standardmodell um eine größere
Anzahl fermionischer Felder und benötigt eine größere Eichgruppe. In der einfach-
sten Form handelt es sich um eine asymptotisch freie Eichtheorie und ist ähnlich
aufgebaut wie die QCD. Allerdings ist deren Realisierung ausgeschlossen, da die von
ihr vorausgesagten Massen der W und Z Bosonen nicht mit Präzisionsmessungen
elektroschwacher Größen übereinstimmt. Es gibt aber Modelle, die Kopplungen von
Quarks und Leptonen an Technifermionen berücksichtigen. Dieses Modell erklärt die
große Top-Quark Masse und sagt langsam laufende (walking) Kopplungskonstanten
voraus (eine detaillierte Einführung findet sich in [137],[138]).
Zum Anderen bieten supersymmetrische Theorien die Möglichkeit, den gewaltigen
Unterschied von dreizehn Größenordnungen zu erklären, der zwischen den Eichbo-
sonen W± und Z0, und den Ruhemassen der in den GUTs auftretenden X-Bosonen
liegt. Durch Einführung der Supersymmetrie kann man erreichen, dass sich die
Schleifenbeiträge in allen Ordnungen kompensieren, da Beiträge der Fermionen und

















Abbildung 1.3.: Aufhebung der Quantenkorrekturen in einem supersymmetrischen
Modell
In Supersymmetrie-Theorien tauchen also auf natürliche Weise Differenzterme auf,
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die den Unterschied erklären können. Dies ist der Ausdruck eines allgemeineren Prin-
zips dieser Modelle. Die sogenannten Nichtrenormierungstheoreme gewährleisten,
dass bei Renormierung vieler Größen die Beiträge höherer Ordnung verschwinden.
Es genügt dann, sie auf Baumniveau (,tree-level’) d.h. mittels Diagrammen ohne
geschlossene innere Linien zu berechnen. So muss die Feinabstimmung der frei-
en Parameter auf 26 Stellen nur einmal anstatt in jeder Ordnung Störungstheorie
durchgeführt werden. In der Literatur wird dieses sogenannte Nichtrenormierungs-






































Abbildung 1.4.: Laufende Kopplung für das minimale supersymmetrische Standard-
modell (MSSM), Diskussion hierzu in [150].
Die Differenzterme sorgen also dafür, dass supersymmetrische Theorien weniger
Ultraviolett-Divergenzen aufweisen als das Standardmodell. Betrachtet man die
Kopplungskonstanten z.B. durch störungstheoretische Methoden bei hohen Energi-
en, so erkennt man, dass sich die drei Kopplungen in supersymmetrischen Modellen
(siehe Abbildung 1.4) im Gegensatz zum Standardmodell (Abbildung 1.2) genau
an einem Punkt treffen. Beide Abbildungen zeigen den Verlauf der drei Eichkopp-
lungen in Abhängigkeit von der Skala. Die Kopplung α1 gehört zur U(1)-, α2 zur
SU(2)- und α3 zur SU(3)-Eichgruppe. Bei Energien oberhalb des Schnittpunktes
erwartet man den schon in Kapitel 1.4 angesprochenen hochsymmetrischen Zustand
mit einer vereinheitlichten Kopplungskonstanten.
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1.6. Ein erster Blick auf die Supersymmetrie
Das Standardmodell benutzt keine Zustandsmultipletts, in denen Fermionen und
Eichbosonen gemeinsam auftreten. Es unterscheidet in dieser Hinsicht also strikt
zwischen ihnen. Zählt man die Freihheitsgrade ab, die mit den zugehörigen Feldern
verbundenen sind, so stellt man fest, dass diese unsymmetrisch verteilt sind.
Bosonen:
• 1 Freiheitsgrad für das Higgsboson (Feldkomponente η)
• 2 Freiheitsgrade für das Photon (zwei Polarisationen)
• 2 Freiheitsgrade für jedes der acht Gluonen (je zwei polarisationen wie das
Photon)
• 3 Freiheitsgrade für jedes der massiven Eichbosonen Z, W+ und W−
→ 28 Freiheitsgrade insgesamt
Fermionen:
• In der ersten Familie gibt es 4 Freiheitsgrade für das Elektron (je zwei Spin-
komponenten für el und er)
• 2 Freiheitsgrade für das Neutrino (zwei Spinkomponenten für νL)
• 4 Freiheitsgrade für jedes der beiden Quarks (je zwei Spinkomponenten für ql
und qr)
→ also 14 für jede Familie und 42 Freiheitsgrade insgesamt.
Unter Supersymmetrie versteht man die vollständige Symmetrie zwischen Bosonen
und Fermionen [16]. Dies ist eine neuartige Symmetrie, die ähnlich fundamental wie
die Symmetrie zwischen Teilchen und Antiteilchen ist. Außerdem wird über die For-
derung nach Invarianz gegenüber lokalen Eichtransformationen hinausgehend auch
Invarianz gegenüber Transformationen verlangt, bei denen Bosonenfelder direkt mit
Spinorfelder verknüpft sind. Hier durch werden Prozesse möglich, die zur Umwand-
lung von Fermionen in Bosonen oder umgekehrt führen. Formal kann man diese
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Umwandlung durch einen Supersymmetrie-Operator Q mit der Eigenschaft
Q |Fermion〉 = |Boson〉
Q |Boson〉 = |Fermion〉
beschreiben. Dieser lässt alle Quantenzahlen bis auf den Spin unverändert und än-
dert nur den Spin um 1/2. Es ist nicht möglich, die bekannten Teilchen des Standard-
modells supersymmetrisch zu vereinen, so dass Zusammenhänge wie Q |νe 〉 = |γ 〉
oder Q |e〉 = |W− 〉 sich in eine konsistente Erweiterung des Standardmodells ein-
bringen lassen.
Gegeben sei eine Lie-Gruppe I, deren Generatoren Ta der Relation
[Ta,Tb] = ifabcTc
gehorchen. Der Versuch, die Poincaré-Gruppe P mit I nicht-trivial zu vereinigen,
scheitert. Die Lie-Gruppe G, die P und I nicht-trivial enthält, führt zu einer trivialen
Physik, die die Streumatrix nur als Einheitsmatrix enthält, oder aber die Gruppen-
struktur von G wird zu einer einfachen Produktgruppe, wobei die Kommutatoren
zwischen den Generatoren von P und I verschwinden
[Pµ,Ta] = [Mµν ,Ta] = 0.
Diese Tatsache wurde als No-go Theorem bekannt und 1967 von Coleman und
Mandula gezeigt [14]. Der Grund, warum heute dennoch Supersymmetrie betrie-
ben werden kann, liegt in einer Erweiterung des Lie-Gruppen-Konzeptes, womit die-
ses No-go Theorem umgangen werden kann. Die Erweiterung besteht darin, statt
kommutierender Generatoren, anti-kommutierende hinzuzunehmen. Vorgeschlagen
wurde diese Idee 1971 von Golfand und Likhtman [15].
Man teilt die Gesamtheit aller Operatoren in zwei Klassen ein. Es handelt sich um
gerade (bosonische) und ungerade (fermionische) Operatoren. Hinter dieser Namens-
gebung steckt intuitiv die Vorstellung von Bosonen als Teilchen mit ganzzahligem
Spin und Fermionen als Teilchen mit halbzahligem Spin. Das Produkt zweier ge-
rader sowie zweier ungerader Operatoren ist ein gerader Operator. Das Produkt
eines ungeraden mit einem geraden Operator ist immer ein ungerader Operator.
SUSY-Operatoren zählen zu den ungeraden Operatoren. Gerade Operatoren ver-
knüpfen Zustände gleicher Statistik, ungerade Operatoren ändern die Statistik. Die
SUSY-Algebra besitzt dann folgende Form:
[B,B] ∼ B
[B,F ] ∼ F
{F,F} ∼ B
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Abbildung 1.5.: Teilchenspektrum des supersymmetrischen Standardmodells
Die so erhaltene Struktur wird als Z2 graduierte Lie-Algebra bezeichnet. Haag,
Lopuszanski und Sohnius konnten 1975 beweisen, dass dies die einzige mögliche
Erweiterung ist, die mit der relativistischen Quantenfeldtheorie vereinbar ist [17].
Die einfachste Wahl für die neu einzuführenden SUSY-Generatoren sind zweikom-
ponentige Majorana- oder Weyl-Spinoren. Je nach Anzahl spricht man von N = 1
oder N = 2, . . . usw. Symmetrie. Durch diese Erweiterungen kommt es in der Super-
symmetrie zu einer Flut neuer Elementarteilchen, die den Teilchen des Standardmo-
dells supersymmetrisch zugeordnet werden müssen. Im einfachsten Fall führt das zu
einer Verdoppelung der Teilchenzahl gegenüber dem Standardmodell (siehe Abbil-
dung 1.5). Die Supersymmetriepartner der bekannten Bosonen werden dabei durch
Anhängen der Silbe „-ino”, die der Fermionen durch voranstellen des Buchstabens
„S” bezeichnet. Wäre Supersymmetrie in der Natur als exakte Symmetrie realisiert,
würden sie die gleiche Masse wie ihre Partner besitzen und sollten daher längst
gefunden sein. Da dies nicht der Fall ist, kann sie nur als gebrochene Symmetrie rea-
lisiert sein. Eine gebrochene Supersymmetrie würde weitaus höhere Ruhemassen der
SUSY-Partner zulassen und daher erklären, warum diese bisher noch nicht entdeckt
wurden.
Ein Supersymmetrisches Standardmodell würde nicht nur das Hierarchie-Problem
lösen, sondern die Freiheitsgrade der Fermionen und Bosonen einander angleichen.
Wird Supersymmetrie als lokale Eichsymmetrie eingeführt, so folgen aus ihr die Ein-
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steinschen Feldgleichungen der Gravitation, weshalb lokale Supersymmetrie auch
als Supergravitation (SUGRA) bezeichnet wird. Das Supergravitationsfeld, das zur
Gewährleistung der Invarianz gegenüber lokalen Eichtransformationen eingeführt
werden muss, besitzt als Feldquanten außer Gravitonen auch noch Gravitinos mit
Spin 3/2. Fermionenfelder treten makroskopisch nicht in Erscheinung, da das Pauli-
Prinzip die dazu erforderliche Konzentration vieler Fermionen in einem engen Raum-
gebiet verbietet. Gravitinos könnten sich nur als Quanteneffekt bemerkbar machen
und stehen damit nicht im Widerspruch zur allgemeinen Relativitätstheorie.
1.7. Über die Supersymmetrie hinausgehende Modelle
Es bleibt zu erwähnen, dass die Supersymmetrie eine wunderbare Erweiterung des
Standardmodells darstellt, jedoch oberhalb der Planckskala an ihre Grenzen stößt.
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Hier wird jede Theorie mit punktförmigen Objekten divergent. Es wurden daraufhin




Zu den am weitesten erforschten Ansätzen gehört die Stringtheorie [140]. In der
Stringtheorie versucht man diese Schwierigkeit zu umgehen, indem man die elemen-
taren Objekte als fadenförmig annimmt, wobei die typische Ausdehnung von Strings
durch die Planck-Skala charakterisiert ist. Sie wurde bereits in den 60er Jahren als
Erklärung für die Hadronenphysik herangezogen. Mit fortschreitendem Erfolg des
Standardmodells geriet sie zunächst in Vergessenheit, erlebte aber 1986 eine Renais-
sance. Green und Schwarz konnten zeigen [139], dass man eine Stringtheorie mit
Raum-Zeit-Supersymmetrie, die sowohl eich- als auch gravitationsanomaliefrei ist,
in zehn Dimensionen mit Hilfe der internen Symmetriegruppe SO(32) bzw. E8⊗E8
beschreiben kann. Die Gruppe E8 ist die größte endliche Ausnahmegruppe und das
Produkt der beiden Gruppen besitzt ebenso wie die SO(32) 496 Generatoren. Die-
se Symmetriegruppen müssen nun heruntergebrochen werden, um unterhalb von
1015 GeV das beobachtbare Verhalten aufzuweisen. Aufgrund der eingebauten Su-
persymmetrie nennt man solche Theorien auch Superstring-Theorien. Im Rahmen
der Theorien wird ein Teil der verschiedenen quantenmechanischen Anregungen des
Strings als die experimentell beobachteten Elementarteilchen interpretiert. Wech-
selwirkungen werden durch das Auseinanderreißen eines Strings oder das Verbinden
zweier Strings beschrieben. Anstatt durch Feynmangraphen beschreibt man Wech-
selwirkungen durch sogenannte „world sheets”. Da die Wechselwirkung an keinem
genau definierten Raum-Zeit-Punkt mehr stattfindet, werden viele der Schwierig-
keiten mit punktförmigen Teilchen hinfällig. Strings treten in zwei verschiedenen
Topologien auf, sie existieren in Form offener Ketten mit freien Enden oder sind
geschlossen in Form einer Schleife. Darüber hinaus können sie eine intrinsische Ori-
entierung besitzen.
Abbildung 1.6.: Die eindimensionalen Feynman-Graphen werden durch Strings er-
setzt, die sich vereinen und trennen können.
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1.9. Schleifen-Quantengravitation und Randall-Sundrum
Modell
Zwei Modelle, die die fundamentale Struktur der Raumzeit modifizieren, sind die
Schleifen-Quantengravitation [141] und das Randall-Sundrum Modell [142]. Bei
ersterer wird der Raum als dynamisches quantenmechanisches Spin-Netzwerk be-
schrieben, das durch Diagramme aus Linien und Knoten dargestellt werden kann.
Eine Konsequenz daraus ist die Quantisierung von Raum und Zeit auf der Planck-
Skala, wobei auch die Gravitation quantisiert wird. Im Rahmen der Schleifen-Quan-
tengravitation ist der Raum im Gegensatz zum Standardmodell oder auch zur
Stringtheorie kein Hintergrund für das in ihn eingebettete Geschehen, sondern selbst
ein dynamisches Objekt, das den Gesetzen der Quantenmechanik gehorcht. Jedem
Knoten lässt sich ein Elementarvolumen zuordnen, die Knotenabstände entsprechen
der Planck-Länge. Ein Quantenzustand des Raumes wird durch ein Netz von Knoten
beschrieben, die mit Linien verbunden sind. Den Knoten werden Eigenschaften zu-
geordnet, die denen des Spins von Elementarteilchen ähneln. Durch das Hinzufügen
der Zeit, als die vierte Dimension, werden aus den Knoten Linien in der Raumzeit.
Aus den Linien, die die Knoten verbinden, werden Flächen. Dem Fortschreiten der
Zeit entsprechen fortlaufend strukturelle Veränderungen in diesem Netz, das man
auch als Spin-Schaum der Raumzeit bezeichnet (siehe Abbildung 1.7). Im Prinzip
wird hier die Raumzeit mit kombinatorischen Konzepten betrachtet.
Abbildung 1.7.: Strukturveränderung des Raums in Zeitabhängigkeit
Das zweite und neuste Modell ist das Randall-Sundrum Modell. Es beschreibt das
Universum als gekrümmte fünfdimensionale Anti-de-Sitter-Raumzeit. Die im Stan-
dardmodell beinhalteten Elementarteilchen bewegen sich dabei auf einer von zwei
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Grenzwelten, die sich jeweils an den entgegenliegenden Seiten einer Extradimension
befinden. Das sichtbare Universum mit den durch das Standardmodell beschriebenen
Grundkräften ist eine dieser Grenzwelten, während die andere Grenzwelt und der
dazwischenliegende Raum verborgen sind. Elementarteilchen und Licht können nicht
in den dazwischen liegenden Raum gelangen. Das Graviton, welches die Schwerkraft
überträgt, kann Materie in beiden Grenzwelten miteinander verbinden. Dieses Mo-
dell entstand als Lösungsversuch des Hierarchieproblems und erklärt, warum die
Gravitation um viele Größenordnungen schwächer ist als die übrigen Wechselwir-
kungen. Insgesamt wirkt diese Theorie recht konstruiert. Das interessante an ihr
ist allerdings, daß sie Vorhersagen trifft, wie z.B. die Existenz von Kaluza-Klein-
Teilchen1, die mit den aktuellen Beschleuniger-Generationen überprüfbar sind.
Die Modelle im Überblick
Modell Symmetrie Verbesserungen
Technicolor SU (3)c × SU (2)L × U (1)Y ×GHyp.col. löst Hierarchieproblem
Supersymmetrie SU (3)c × SU (2)L × U (1)Y × SUSY +beinhaltet Gravitation




SU (2)⊗ U (1)
Schwache Kraft
Starke Kraft
SU (5), O (10)?
Gravitation
Superstrings?
Abbildung 1.8.: Modellvorstellung, bei der alle Grundkräfte durch Symmetriebruch
aus einer vereinheitlichten Kraft hervorgehen
1Bei periodischen Randbedingungen in den extra Raumrichtungen besitzt der entsprechende
Energieoperator ein diskretes Spektrum, was zur Folge hat, dass jedes bekannte Teilchen von
unendlich vielen angeregten Teilchen, den Kaluza-Klein-Teilchen, begleitet wird.
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2. Die Super-Yang-Mills-Theorie im
Kontinuum
Wie bereits in Kapitel 1.6 erwähnt, zeigten Coleman und Mandula 1967 das es
nicht möglich ist, die Poincaré-Gruppe P mit einer internen Lie-Gruppe I nicht-
trivial zu vereinigen. Entweder ist die Streumatrix S trivial, oder alle Kommutatoren
zwischen den Generatoren von P und I verschwinden, so dass G zu einer einfachen
Produktgruppe wird [14].Golfand und Likhtman umgingen 1971 diese Problema-
tik, indem sie die Lie-Gruppe G mit antikommutierenden anstatt kommutierenden
Generatoren erweiterten, also graduierten [15].
Das allgemeine Konzept der Graduierung wird in Anhang A.4 beschrieben. In Ab-
schnitt 2.1 wird dieses Konzept auf die Poincaré-Algebra angewendet, welche da-
durch zur SUSY-Algebra wird. Um den Teilchengehalt der Theorie ableiten zu kön-
nen, wird der von Salam und Strathdee eingeführte Superraum-Formalismus
[18], [19] in Abschnitt 2.3 beschrieben.
Aus allgemeinen, sich in diesem Raum befindlichen Superfeldern (Kapitel 2.4) wer-
den durch zusätzliche Kovarianzbedingungen irreduzible Darstellungen in Form ska-
larer Felder (Kapitel 2.5) und Vektor-Superfelder (Kapitel 2.6) abgeleitet. Nachdem
die Anforderungen an eine mit diesen Feldern konstruierte Super-Lagrangedichte in
Kapitel 2.7 untersucht wurden, wird in Kapitel 2.8 die Lagrangedichte für ein Vektor-
Superfeld aufgestellt. In Kapitel 2.9 wird darauf aufbauend die Super-Yang-Mills-
Wirkung eingeführt, wobei die damit erhaltene N = 1, SU(2) SUSY Kontinuums-
Wirkung den Ausgangspunkt für die Gitter-Diskretisierung nach Curci und Vene-
ziano bildet. Auf dieser basieren schließlich die numerischen Simulationen, worauf
in den darauf folgenden Kapiteln näher eingegangen wird.
Nach allgemeinen Überlegungen zur Symmetriebrechung in Kapitel 2.10 wird in Ka-
pitel 2.11 die effektive Veneziano-Yankielowicz-Wirkung für Bindungszustände
dargestellt, sowie in Kapitel 2.12 die verbesserte effektive Wirkung von Farrar,
Gabadadze und Schwetz beschrieben.
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Thematisch können weitere Abschnitte des Anhangs dem Themenspektrum dieses
Kapitels zugeordnet werden. Neben Grundlagen zu Algebren A.2, A.3, Darstellun-
gen von Gruppenelementen A.5, A.6 und den Gruppenstrukturen der U(1), SU(2)
und SU(3) in Kapitel A.8 werden dort auch spezielle Themen behandelt, die im
Rahmen der vorliegenden Theorie auftreten, wie z.B. Grassmann-Zahlen (Kapitel
A.13) und die adjungierte Darstellung (Kapitel A.12), in der die Vektorfelder vor-
liegen. Zum Schluss wird im Anhang (A.16) auch das erste supersymmetrische Mo-
dell, das Wess-Zumino Modell behandelt, welches schon vor der Einführung des
Superraum-Begriffs formuliert wurde.
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2.1. Die Poincaré Superalgebra
Fermionen sind Objekte, die sich nach einer Spinordarstellung der Lorentz-Gruppe
transformieren, während Bosonen sich nach einer Tensordarstellung transformieren.
Die Poincaré-Gruppe ist die Gruppe der Lorentz-Transformationen Λµν und der Ver-
schiebung aµ im Minkowski-Raum
xµ → x′µ = Λµνxν + aµ.
Die Welt der Elementarteilchen des Standardmodells erschließt sich mit dem Studi-
um dieser Gruppe. Die Lie-Algebra (siehe Anhang A.3) der Poincaré-Gruppe nennt
man kurz Poincaré-Algebra. Sie besteht aus den vier Generatoren der Translati-
onsgruppe Pµ und den sechs Generatoren der Lorentz-Gruppe Mρσ = −Mσρ. An-
schaulich entspricht Mρσ einem Drehimpuls und einer Lorentz-Transformation, da
der Zusammenhang zwischen Generatoren Mρσ im Minkowski-Raum und den Ge-
neratoren Jτ im dreidimensionalen euklidischen Raum mit dem Levi-Civita Tensor
ρστ gegeben ist durch
Mρσ = ρστJτ , mit ρ, σ, τ ∈ {1,2,3} .
Jτ ist ein Drehimpuls und Pµ entspricht über
Pµ := pˆµ/~
dem relativistischen Impuls. Die Poincaré-Algebra wird also von 10 Generatoren
aufgespannt. Der Kommutator [Mµν ,Mρσ] kann mit
(Mµν)ρσ = i (η
µρδνσ − ηνρδµσ)
direkt berechnet werden, wobei η die Metrik (A.2) ist. Der Kommutator [Pµ,Mρσ]










berechnet werden. Der Drehwinkel wird über ωρσ = ρστϕτ dargestellt. Die Z2-Gra-
duierung dieser Algebra führt zur Poincaré-Superalgebra, oder kurz SUSY-Algebra.
Hierbei bildet die Poincaré-Algebra die V0-Unteralgebra, wobei die algebraische Ver-
knüpfung
• V0 × V0 → V0
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[Mµν ,Mρσ] = i (ηνρMµσ + ηµσMνρ − ηµρMνσ − ηνσMµσ)
Translationen:
[Pµ,P ν ] = 0
[Mµν ,P ρ] = i (ηνρPµ − ηµρP ν)
Die Elemente des Untervektorraumes V1 sind nun die neuen SUSY-Generatoren Qa
mit a = 1, . . . ,4N , wobei eine Erweiterung mit 4 Generatoren mit N = 1 einfache
Supersymmetrie genannt wird und man bei N > 1 von einer N -fach erweiterten
SUSY spricht.
Im Folgenden wird die einfache N = 1 Supersymmetrie-Erweiterung der Poincaré-
Algebra diskutiert. Für den V1-Unterraum mit
• V1 × V1 → V0
wählt man zunächst den allgemeinen Ansatz
{Qa,Qb} = hµabPµ + kµνabMµν
mit den symmetrischen 4× 4 Matrizen hµ und kµν , außerdem soll letztere antisym-
metrisch in den Indizes µ und ν sein. Derartige Matrizen können mit Hilfe des La-
dungskonjugationsoperators (A.8) C und der Strukturkonstantenmatrix (A.7) Σµν
konstruiert werden, so dass
hµ = aγµC und kµν = bΣµνC.
a und b sind Vorfaktoren, wobei mit der Jacobi-Identität gezeigt werden kann, dass
der Vorfaktor b verschwindet. a wird für gewöhnlich zu −2 gesetzt, womit der An-
tikommutator schließlich
{Qa,Qb} = −2 (γµC)ab Pµ
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lautet. Etwas willkürlich wird der Kommutator zwischen den beiden Unterräumen
• V0 × V1 → V1
gewählt. Hier gilt die Festlegung
[Pµ,Qa] = 0,
[Mµν ,Qa] = −ΣµνabQb.
Es gibt unendlich viele mögliche Graduierungen, je nachdem welche Darstellung der
Poincaré-Algebra für die Strukturkonstantenmatrix herangezogen wird. Qa verhält
sich bei Drehungen wie ein Spinor (siehe Kapitel A.6). Bei N = 1 hat Qa vier
Freiheitsgrade.
Ein Dirac-Spinor verfügt über vier komplexe Einträge und damit acht Freiheitsgra-
de. Es gibt nun zwei Möglichkeiten, die Freiheitsgrade zu halbieren. Die eine Mög-
lichkeit besteht darin, Qa mit einem Majorana-Spinor zu identifizieren. Majorana-
Spinoren sind selbstkonjugierte komplexe Dirac-Spinoren mit den Eigenschaften
Qa = CQ¯Ta bzw. Q¯a = QTa C.
Die andere Möglichkeit besteht darin, die SUSY-Generatoren Qa als ein zweikom-







Beide Formulierungen werden in der SUSY-Literatur benutzt. Für die genaue Defini-
tion und den Zusammenhang zwischen Dirac-Spinor und Weyl-Spinor, siehe Anhang
A.6. In dieser Notation beziehen sich die gepunkteten Größen auf einen komplex











ergibt sich die SUSY-Algebra (siehe Tabelle 2.1).
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tritt eine interessante Eigenschaft der Supersymmetrie zum Vorschein. Zwei hin-
tereinander ausgeführte SUSY-Transformationen führen zu einer Translationsbewe-
gung (siehe Abb. 2.1). Wird ein Fermion in ein Boson verwandelt und dann zurück
in ein Fermion, ändert sich sein Ort.
Abbildung 2.1.: die zweifache Anwendung des supersymmetrischen Operators Q




In Kapitel 2.5 und 2.6 wird aus dem allgemeinen Superfeld (Einführung in Ka-
pitel 2.4) das Teilchenspektrum der Theorie hergeleitet. Das setzt allerdings den
Superraum-Formalismus (siehe Kapitel 2.3) voraus. Aus der Super-Poincaré-Algebra
(Kapitel 2.1) lässt sich mit dem Superspin-Vektor auch schon direkt das Spektrum
darstellen.
Zur Klassifikation der irreduziblen Darstellungen der SUSY-Algebra ist die Kenntnis
der beiden Casimir-Operatoren
P 2 = PµPµ und C2 = CµνCµν
nützlich (zum Casimir-Operator, siehe Anhang A.3). Beim zweiten Casimir-Oper-
ator kommt dabei die Erweiterung der Poincaré-Algebra zum Tragen. Er ist über
den Superspin Y definiert mit
Cµν = YµPν − YνPµ.
Der Superspin wiederum setzt sich aus dem Pauli-Lubanski-Vektor W und den
Weyl-Spinoren Q und Q¯ zusammen
Y µ =Wµ − 1
4
QσµQ¯ .







Für den Kommutator des Superspins folgt
[Yµ,Yν ] = iµνρσP ρY σ.
• Diskussion für den Fall m 6= 0:
Der Superspin nimmt im Ruhesystem P r = (m, 0, 0, 0) die Form
[Yi,Yj ] = imijkY k
an, wobei m2 Eigenwert zu P 2 ist. Der Superspin 1/mY ist der verallgemeinerte




= y (y + 1) mit y = 0,
1
2
, 1, . . . . (2.3)
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C2 ist ein Lorentz-Skalar. Er ist im Ruhesystem über C2 = 2m2Y2 mit dem super-
spin verknüpft. Sein Eigenwertspektrum ergibt sich mit (2.3) zu
C2 = 2m4y (y + 1) mit y = 0,
1
2
, 1, . . . .
Jede massive irreduzible Darstellung der Supersymmetrie-Algebra wird damit durch
die Masse m und den Superspin y charakterisiert. Innerhalb eines Supermultipletts
können die Zustände nach Eigenwerten my3, ms3 des Superspins Y 3 und des Spins









ist. Erlaubte Eigenwerte für ein Supermultiplett (m,y) sind dabei





, y3 − 1
2
}
wobei s3 = y3 nochmals zweifach entartet ist.
Im Allgemeinen beschreiben chirale Multipletts Materiefelder und damit Quarks,
Leptonen und jeweils ihre Superpartner. Man benutzt das Vektor-Multiplett zur
Beschreibung der Eichbosonen, also W - und Z-Bosonen, Gluonen sowie ihre Super-







@R y3 = −y
...
y3 = y − 1
y3 = −y




@R s3 = y3
s3 = y3 − 1/2





























































Abbildung 2.2.: Massive Teilchen-Multipletts nach Spin klassifiziert. Für das
Veneziano-Yankielowicz-Multiplett empfiehlt sich ein Vergleich mit Tabelle 2.6
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• Diskussion für den Fall m = 0:
Im massenlosen Fall wird die Helizität h betrachtet. Sie ist invariant unter Poincaré-
Transformation und es gilt
Wµ = hPµ .
h =W0/P0 ist ein Casimir-Operator. Seine Eigenwerte ergeben sich zu





, . . . .
Die Helizität tritt an die Stelle der z-Komponente des Spins s. Es ergeben sich zwei
Zustände, die mit h und h¯ = h + 1/2 bezeichnet werden. Für Theorien, die unter
CPT-Transformation invartiant sind, sind dem zwei weitere Zustände
hCPT = −h und h¯CPT = −h¯ = −h− 1/2
hinzuzufügen. Der masselose Fall ist deshalb besonders interessant, da das Multiplett
mit h = 0 und h¯ = 1/2 äquivalent zum chiralen Multiplett in Kapitel 2.5 ist. Für
h = 1/2 ergibt sich das mit Kapitel 2.6 identische Vektor-Superfeld.
Masselose Teilchenmultipletts
1PPq
Graphische Darstellung (m,y) des chiralen Skalarmultipletts (y = 0,m = 0)
Majorana-Spinor-Teilchen (h¯ = ±1/2)
komplexwertiges, skalares Teilchen (h = 0)
(y = 0)
1PPq
Graphische Darstellung (m,y) des chiralen Skalarmultipletts (y = 0,m = 0)
Majorana-Spinor-Teilchen (h¯ = ±1/2) → Gluino
komplexwertiges, vektorielles Teilchen (h = ±1) → Gluon
(y = 1/2)
Abbildung 2.3.: Masselose Teilchen-Multipletts nach Spin klassifiziert.
• Andere irreduzible Darstellungen sind mathematisch zwar möglich, physikalisch
jedoch nicht realisiert. Es wurden keine Teilchen mit einem kontinuierlichen Spin
oder einer negativen Masse beobachtet.
→ In der simulierten Theorie sind die elementaren Majorana-Spinoren masselos
und gehorchen somit dem masselosen Multiplett. Die Meson-Bindungszustände sind




Das erste Modell für eine supersymmetrische Theorie wurde 1974 von Julius Wess
und Bruno Zumino eingeführt [16]. Es wirkt recht konstruiert und wenig intui-
tiv. Einen geradlinigen mit gewöhnlichen Quantenfeldtheorien vergleichbarer Weg
zur Konstruktion supersymmetrischer Wirkungen eröffnet seit 1975 das Superraum-
Konzept von Abdus Salam und John Strathdee [18],[19].
Die Idee ist, dass genau wie die Generatoren Pµ Verschiebungen um einen kon-
stanten Vierervektor aµ im Minkowski-Raum verursachen, die SUSY-Generatoren











im Superraum liefern. Dazu wird ein reeller Superraum R4|4 eingeführt, dessen Ele-














ρσ − iaµPµ + iQ+ i¯Q¯
}
eine treue Darstellung der Poincaré-Supergruppe. Im Folgenden seien die Betrach-
tungen auf Translationen beschränkt und Lorentzdrehungen außer Acht gelassen
L (a,,¯) := exp (−iaµPµ)︸ ︷︷ ︸
Translation












L (a,,¯)L (b,η,η¯) = L (a+ b− iση¯ + iησ¯, + η, ¯+ η¯) ,
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[− (aµ + bµ − iσµη¯ + iησµ¯)Pµ + (+ η)Q+ (¯+ η¯) Q¯]}
führt. Für a = b = 0 wird hieran nochmals die schon in Kapitel 2.1 besprochene
und in Abbildung 2.1 illustrierte Translationsbewegung durch zwei hintereinander-
geschaltete SUSY-Transformationen deutlich.
Eine Translation im Superraum ist also eine Transformation derart(
xµ, θ, θ¯
) → (xµ + aµ − iσµθ¯ + iθσµ¯, θ + , θ¯ + ¯) .
Unter Ausnutzung von (θσµ¯) = − (¯σ˜µθ) führt die Taylorreihenentwicklung zu
Φ
(
xµ + aµ − iσµθ¯ + iθσµ¯, θ + , θ¯ + ¯)
=
[























Näheres zu Superanalytischen Funktionen siehe Anhang A.13 Formel (A.26). Ge-





aµPˆµ + Qˆ+ ¯ ˆ¯Q
)}
(2.5)












2.4. Das allgemeine, reduzible Superfeld und sein Teilchengehalt
2.4. Das allgemeine, reduzible Superfeld und sein
Teilchengehalt
Der Inhalt eines allgemeinen Superfeldes F (x, θ, θ¯), das vom Ort xµ und den fer-
mionischen Koordinaten in Form der Weyl-Spinoren θ und θ¯ abhängt, entblättert
sich, wenn man das Superfeld in eine Potenzreihe in θ und θ¯ entwickelt














d (x) . (2.6)
Hier wurde die übliche Notation θθ = θAθA = θ1θ1 + θ2θ2 und die Tatsache ver-
wendet, dass alle Produkte aus mehr als zwei fermionischen Superraumkoordinaten
verschwinden (θAθAθA = θ¯Aθ¯Aθ¯A = 0). Für die Entwicklung wurde die superanaly-
tische Funktion (A.26) verwendet, wobei das Ergebnis äquivalent zu (A.27) ist. Die
Komponentenfelder werden in Konsistenz zur Literatur mit f ,φ, χ¯,M ,N ,Aµ, λ¯, α
und d bezeichnet. Fordert man, dass sich die Superfelder unter Rotationen oder
Lorentztransformationen wie ein Skalar verhalten, also dass F ein Lorentzskalar
ist, ergibt sich daraus ihr Verhalten. Die Komponentenfelder transformieren dann
wie in Tabelle 2.2 dargestellt. Das sind 16 reelle fermionische bzw. bosonische Frei-
Tabelle 2.2.: Teilchengehalt des reduziblen Superfeldes
• 1 komplexes Vektorfeld Aµ
(8 bosonische Freiheitsgrade)
• 2 linkshändige Weyl-Spinorfelder α (x) , φ (x)
(je 4 fermionische Freiheitsgrade)
• 2 rechtshändige Weyl-Spinorfelder λ¯ (x) , χ¯ (x)
(je 4 fermionische Freiheitsgrade)
• 4 komplexe skalare Felder f (x) , d (x) ,M (x) , N (x)
(je 2 bosonische Freiheitsgrade)
heitsgrade. Damit ist die Boson-Fermion-Regel erfüllt. Sie besagt, dass die Zahl
der bosonischen nb Zustände der Zahl der fermionischen Zustände nf bei E 6= 0
entsprechen. Dies wird auch durch den Witten-Index ∆ repräsentiert
∆ = n0b − n0f mit ∆ := Tr (−1)nF . (2.7)
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Für den Grundzustand zeigt der Witten-Index an, ob die Supersymmetrie gebrochen
ist. Für eine ungebrochene Supersymmetrie ist ∆ = 0. Ausserdem gilt
∆ = Tr (−1)nF = 0











(−1)nF QQ¯]+Tr [Q (−1)nF Q¯]
= Tr
[
(−1)nF QQ¯]− Tr [(−1)nF QQ¯]
→ ∆{Q, Q¯} = 0.
Linearkombinationen von Superfeldern ergeben wieder Superfelder. Damit liefern
Superfelder eine lineare Darstellung der SUSY-Algebra. Die Darstellung (2.6) ist
allerdings reduzibel. Zu irreduziblen Darstellungen gelangt man durch supersym-
metrisch kovariante Zusatzforderungen. Jede kovariante Bedingung liefert ein ein-
geschränktes Superfeld.


























































Abbildung 2.4.: Bildung von irreduziblen Superfeldern aus einem reduziblen Super-
feld mit Kovarianzbedingungen
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2.5. Das skalare Superfeld
Materiefelder werden durch skalare Superfelder beschrieben. Wie in Anhang A.5
ausgeführt, heißt der Darstellungsraum V einer Gruppe irreduzibel, falls es nur
die beiden trivialen gruppeninvarianten Unterräume {0} und V (6= 0) von V gibt.
Man gelangt nun von der reduziblen Darstellung (2.6) zu einer irreduziblen Darstel-
lung, indem nur solche Superfelder betrachtet werden, die bestimmten kovarianten
Bedingungen genügen. Die Taylorentwicklung (2.4) liefert die Idee, fermionische




















Da diese Ableitungen nach (2.5) mit den SUSY-Operatoren identifiziert werden




{D,D} = {D¯,D¯} = 0.
Über diese Ableitung unterscheidet man zwischen chiralem D¯A˙F = 0 und antichi-
ralem DAF† = 0 Superfeld. Das allgemeinste chirale Superfeld ergibt sich aus der
Taylorreihe (2.4) dann zu
Φ
(



















2 wird in Konsistenz zur Literatur eingeführt. Das Superfeld beinhal-
tet:
Tabelle 2.3.: Teilcheninhalt des skalaren Superfeldes
• 1 linkshändiges Weyl-Spinorfeld ψ beschreibt Leptonen und Quarks
• 1 komplexes Skalarfeld ϕ beschreibt Sleptonen und Squarks
• 1 komplexes Skalarfeld F Hilfsfeld
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Die Dynamik eines Systems wird über die ihr zugehörige Bewegungsgleichung fest-
gelegt. Diese wird wiederum durch die Euler-Lagrange-Gleichungen ermittelt. Ge-
genstand der Betrachtung sei ein freies Wess-Zumino-Modell ohne Kopplung (siehe








hat. Die Spinoren gehorchen der Dirac-Gleichung
(iγµ∂µ −m)ψ = 0.
Der Weyl-Spinor lässt sich auch in einen 4-komponentigen Majorana-Spinor kon-
vertieren, so dass sich ein chirales Supermultiplett ergibt, welches mit dem Wess-
Zumino-Multiplett identisch ist.
Bei näherer Betrachtung der Feldgleichungen wird ersichtlich, dass diese in zwei
Klassen separieren. Besitzen die Bewegungsgleichungen keine dynamischen Frei-
heitsgrade, also beschreiben die Felder keine Propagation in Raum und Zeit, spricht
man von Hilfsfeldern. Im anderen Fall hat man Felder mit dynamischen Freiheits-
graden, die durch die Wellengleichungen beschrieben werden.
Beinhaltet die betrachtete Wirkung Hilfsfelder, spricht man von einer off-shell-
Lagrangedichte. Eliminiert man diese Felder jedoch, indem man ihre Feldgleichungen
auf die Lagrangedichte und die Transformationsregeln anwendet, nennt man sie on-
shell-Lagrangedichte.
Zum Schluß sei noch das Antichirale Superfeld angegeben. Es hat die Form
Φ†
(
xµ − iθσµθ¯, θ¯)
= ϕ∗
(




Eine weitere irreduzible Darstellung liefert die Kovarianzbedingung
F (x, θ, θ¯) = F† (x, θ, θ¯) .
Felder, die dieser Bedingung genügen, nennt man zur besseren Unterscheidung V










Diese Relation führt zum Vektor-Superfeld. Eichfelder werden durch Vektor-Super-

























f = f∗, Aµ = A∗µ, d = d
∗,M = N∗, φ = χ, und λ = α .
Damit besitzt das Vektor-Superfeld das in Tabelle 2.4 angegebene Teilchenspektrum.
Tabelle 2.4.: Teilchengehalt des Vektor-Superfeldes
• 2 Weyl-Spinorfelder φ und λ insg. 8 fermionische Freiheitsgrade
• 2 reelle Skalarfelder f und d mit 2 bosonischen Freiheitsgraden
• 1 komplexes Skalarfeld M mit 2 bosonischen Freiheitsgraden
• 1 reelles Vektorfeld Aµ mit 4 bosonischen Freiheitsgraden
Mit insgesamt acht fermionischen und acht bosonischen Freiheitsgraden ist auch hier
die Boson-Fermion-Regel (2.7) erfüllt. Da jedes reelle Superfeld per Definition schon
ein Vektor-Superfeld ist, lassen sich Vektor-Superfelder aus chiralen und antichiralen











2. Die Super-Yang-Mills-Theorie im Kontinuum
Das Teilchenspektrum, das aus der Kovarianzbedingung (2.10) folgt, wird in Tabelle
2.4 dargestellt. Es besitzt allerdings noch Hilfsfelder, die durch eine Eichtransforma-
tion und anschließender Eichfixierung z.T. eliminiert werden können. Im Folgenden
wird der Fall einer abelschen Eichtransformation betrachtet. Der nicht-abelsche
Fall wird in Kapitel 2.8 behandelt.














)− Λ† (x,θ,θ¯)] , (2.11)
dabei ist Λ ein chirales Superfeld. Durch Einsetzen findet man:
f ′ = f + ϕ+ ϕ∗
φ′ = φ− i
√
2ψ
M ′ = M − 2iF
λ′ = λ
A′µ = Aµ + i∂µ (ϕ− ϕ∗) .
Insbesondere das reelle Vektorfeld verhält sich wie bei einer lokalen Eichtransfor-
mation
Aµ → Aµ − 2∂µ Imϕ. (2.12)
Durch die Wess-Zumino-Eichung des chiralen Superfeldes Λ
2Reϕ = ϕ+ ϕ∗ = −f , ψ = − i√
2
φ und − i
2
M
kann man erreichen, dass das eichtransformierte Vektorfeld F ′ die Felder f , φ und









Aµ + i (θθ)
(
θ¯λ¯
)− i (θ¯θ¯) (θλ) + (θθ) (θ¯θ¯) d.
Aµ stellt dabei ein Photon dar. Es ist ein Eichboson und besitzt nur drei bosoni-
sche Freiheitsgrade, nachdem ein Freiheitsgrad durch konventionelle Eichfixierung
entfallen ist. Zwei Freiheitsgrade sind dabei physikalischer Natur, sie entsprechen
der Polarisation des Teilchens. Die longitudinale Polarisation ist hingegen ein un-
physikalischer Freiheitsgrad. Die zugehörigen Superpartner, die Photinos, werden
aus Majorana-Spinoren gebildet, die aus λ gewonnen werden. Sie haben zwei fer-
mionische Freiheitsgrade. Das Hilfsfeld d, hat einen bosonischen, nicht-dynamischen
Freiheitsgrad und ändert sich bei SUSY-Transformationen nur um totale Divergen-
zen.
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2.7. Die allgemeine supersymmetrische Lagrange-Dichte
Im Allgemeinen zeichnet sich eine Feldtheorie dadurch aus, dass ihre Lagrangedichte
unter bestimmten Transformationen invariant ist. Das Ziel ist es nun, eine super-




bei supersymmetrischen Transformationen invariant lässt, also mit
δS = 0.
Die höchsten Komponenten eines Superfeldes transformieren sich wie Viererdiver-
genzen Λµ, als Transformationsverhalten für die Hilfsfelder gilt also
δΦ : δF = i
√
2∂µ (¯σ˜µψ) für skalare Superfelder
δF : δd = i2∂µ
(
σµλ¯− ασµ¯) für Vektor-Superfelder.
Für die Invarianz der Wirkung unter SUSY-Transformation ist das bereits hinrei-
chend, da das Raum-Zeit-Integral einer Vierer-Divergenz nach dem Gaußschen Satz







Addition und Multiplikation von Superfelder ergeben wieder Superfelder, deren
höchste Komponente ebenfalls unter supersymmetrischen Transformationen wie ei-
ne Viererdivergenz transformiert. Die Lagrange-Dichte zeichnet sich durch die höch-
ste Komponente des Superfeldes aus. Konstruiert man eine Lagrangedichte aus F -
Termen von chiralen Superfeldern und d-Termen von Vektor-Superfeldern, ist die
zugehörige Wirkung automatisch invariant. Eine allgemeine Lagrangedichte hat also
die Form







d zeichnet dabei das reelle skalar-Hilfsfeld aus, F das komplexe skalar-Hilfsfeld.
Skalare Superfelder wurden u.a. schon im Wess-Zumino-Modell behandelt, bevor
der Superraum-Formalismus begründet wurde (siehe Anhang A.16).
Um Gluonen und ihre Superpartner zu behandeln, muss eine Lagrangedichte für
Vektor-Superfelder aufgestellt werden.
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2.8. Die Lagrange-Dichte für ein Vektor-Superfeld
Die im Folgenden besprochene Theorie ist die Grundlage für das auf dem Gitter
simulierte Modell, das in den weiteren Kapiteln besprochen wird. Ausgangspunkt
ist das allgemeine Feld der Theorie, das unter nicht-abelschen Eichtransforma-
tionen gemäß
F = e−iΛ(x)F
transformiert (siehe auch Anhang A.8).
Mit den Kovarianzbedingungen D¯A˙F = 0 und DAF† = 0 gelangt man zu chiralem








) → Φ† (x,θ,θ¯) eiΛ†(x,θ,θ¯)
transformieren. Mit der Forderung, dass ein chirales Superfeld nach Eichtransfor-
mation wieder ein chirales Superfeld ist, folgt
D¯A˙F
!= 0→ D¯A˙Λ = 0→ Λ ist ein chirales Superfeld.












ist. Um die Invarianz herzustellen, wird ein komplexes Feld eingeführt, das sich unter
Eichtransformation verhält wie
eV → e−iΛ†eV eiΛ.
Dies ist eine als Verallgemeinerung von Formel (2.11) anzusehen. Hierbei ist V =
T aV a. Mit Anhang A.12 wird klar,
V gehört zur adjungierten Darstellung der Eichgruppe









2.8. Die Lagrange-Dichte für ein Vektor-Superfeld
Um dieses Vektor-Superfeld nun in die Dynamik mit einzubinden, bedarf es eines
zu Fµν vergleichbaren Objekts, das in der Literatur supersymmetrischer Feldstärke-
tensor WA genannt wird und sich gemäß
WA → e−iΛWAeiΛ
unter Eichtransformation verhält. Mit der Definition der kovarianten Ableitung (2.8)






Die Einbindung in die Lagrange-Dichte erfolgt über einen Term, der sowohl invariant








Die Spur geht dabei über Farbfreiheitsgrade. Das Ergebnis ist eine Lagrangedichte,
die ein masseloses Supermultiplett beschreibt. Sie beinhaltet Wechselwirkungen zwi-
schen Gluonen und Gluinos sowie Selbstwechselwirkungen der Teilchen. Allerdings
werden Wechselwirkungen mit Materiefelder nicht berücksichtigt.
Tabelle 2.5.: Teilcheninhalt des geeichten Vektor-Superfeldes
• 1 reelles Vektorfeld Aµ beschreibt Gluonen
• 1 kompl. Weyl-Spinorfeld λ Majorana-Darstellung liefert Gluinos
• 1 reelles Skalarfeld d Hilfsfeld
Das geeichte Vektor-Superfeld beinhaltet nun die in Tabelle 2.5 angegebenen Kom-
ponenten.
Anmerkung: An dieser Stelle ist man allerdings noch weit entfernt von einer physika-
lisch realistischen Theorie. Möchte man Materiefelder in die Lagrangedichte einflech-






























+ (h.c.) , (2.14)
wobei die Kopplungen die Form mijΦiΦj und gijkΦiΦjΦk haben. Auf dem Weg
zu einer supersymmetrischen QCD muß zusätzlich die Wechselwirkung zwischen
fermionischen und bosonischen Feldern z.B. in Form einer Yukawa-Kopplung be-
rücksichtigt werden.
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2.9. Die Super-Yang-Mills-Wirkung
Im Folgenden wird nur der Eichanteil von Formel (2.14), der Yang-Mills Term(
WAWA
)
betrachtet. Der supersymmetrische Feldstärketensor (2.13) hat mit (2.8)
die Form
W aA = iλ
a

























Fµν = ∂µAν − ∂νAµ + [Aµ,Aν ]
der übliche nicht-abelsche Feldstärketensor (Formel (A.19)) und(Dλ¯) = ∂µλ¯+ [Aµ,λ¯]







ein Majorana-Spinor. Da die Theorie mit chiralen Feldern aufgebaut wird, ist sie
invariant unter einer chiralen U(1)-Eichtransformation, also
λ→ e−iϕγ5λ und λ¯→ λ¯e−iϕγ5 , (2.15)
was einer Transformation
θA → eiϕγ5θA und θ¯A˙ → e−iϕγ5 θ¯A˙



















beschreibt masselose Majorana-Spinoren, die aufgrund der Potenzial-Struktur in der

















Im Gegensatz hierzu liegen die Quarks ψ allerdings als Dirac-Fermionen in der
Fundamentaldarstellung vor. Da Dirac-Spinoren 4 Freiheitsgrade haben, während
Majorana-Spinoren aufgrund der Relation
λ = λC = Cλ¯T
lediglich zwei davon haben, wird gelegentlich auch von Teilchen mit einem halben
Flavour Nf = 1/2 gesprochen. Der fermionische Teil der SUSY-Wirkung besitzt
darüber hinaus den Vorfaktor 1/2.
Die Majorana-Natur ist dafür verantwortlich, dass in der Simulation kein einfacher
Hybrid-Monte-Carlo Algorithmus verwendet werden kann. Zuvor muss eine polyno-
miale Approximation der Fermionmatrix erfolgen: P-HMC (hierauf wird in Kapitel
4.9 näher eingegangen).
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2.10. Symmetriebrechung
Objekt der Betrachtung ist zunächst die ungebrochene Theorie (Formel (2.16)). Der
zur chiralen U(1)-Transformation (Formel (2.15)) zugehörige axiale Vektorstrom
j5µ = λ¯γµγ5λ
ist nicht erhalten, da er durch Beiträge von Dreiecksgraphen für die Farb-Eichgruppe
(SU(Nc)) Divergenzterme enthält. Im Falle einer masselosen Theorie mg˜ = 0 bleibt




mit k = 0,1, . . . ,2Nc − 1.
Führt man eine von Null verschiedene Gluino-Masse mg˜ derart
Lges = L+ Lm = L+mg˜λ¯λ
in die Lagrangedichte ein, so bricht Lm die Supersymmetrie. An dieser Stelle spricht
man von einer weichen Symmetriebrechung. Bei weicher Brechung der Symmetrie
bleiben wichtige Eigenschaften der Theorie erhalten, dazu zählt, dass sich die Di-
vergenzterme gegenseitig herausheben. Außerdem gilt weiterhin das Nichtrenor-
mierungstheorem, welches besagt, dass das Superpotenzial nur bis auf Baumni-




bricht die verbliebene Z2Nc Symmetrie auf eine Z2 Symmetrie λ → −λ herunter.
Für die SU(2) Eichgruppe gibt es, wie Rechnungen mit Instantonen zeigen, genau
zwei entartete Grundzustände, die sich im Vorzeichen des Gluino-Kondensats un-
terscheiden [23]. Bei einer nicht verschwindenden Gluino-Masse mg˜ 6= 0 wird die
Koexistenz beider Grundzustände aufgebrochen. Je nach Vorzeichen wird dabei der
eine oder andere Zustand eingenommen〈
λ¯λ
〉
> 0 für mg˜ > 0 und〈
λ¯λ
〉
< 0 für mg˜ < 0.
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2.11. Die Veneziano-Yankielowicz Wirkung
Es wird vermutet, dass das Standardmodell eine effektive Theorie, also den Nieder-
energielimes einer Theorie darstellt, die auf einer höheren Energieskala eine höhere
Symmetrie beinhaltet (siehe Kapitel 1.4). Ist man an den Niederenergie-Effekten der
vorliegenden Theorie (siehe Formel (2.16)) interessiert, ist es möglich, sie als effektive
Theorie bestehend aus den Komponentenfeldern zu formulieren, die allerdings die
wichtigen Symmetrien der fundamentaleren Theorie beinhalten. Veneziano und
Yankielowicz haben dazu 1982 die supersymmetrische N = 1 Lagrange-Dichte
für ein Eichfeld in euklidischer Formulierung aufgestellt [20]. Der zum Aufbau der
Wirkung benutzte Operator Σ entspricht dem chiralen Superfeld (Formel (2.9)) und
lautet















{−iλAD + (σµνλ)A Fµν} und













berechnet werden. Die gewünschten Symmetrien und erwarteten Divergenzen (sie-




















mit den willkürlichen positiven Konstanten α, γ und




Aus der effektiven Wirkung von Veneziano und Yankielowicz folgt ein Teil-
chenspektrum, das durch skalare Felder und Majorana-Spinoren beschrieben werden
kann. Eine Übersicht über die möglichen Bindungszustände für das Supermultiplett
mit der niedrigsten Energie findet sich in Tabelle 2.6. Diesen Mesonen wurde jeweils
der entsprechende Farb-SU(3) Singulett-Zustand aus der QCD gegenübergestellt.
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Tabelle 2.6.: Teilcheninhalt der effektiven Veneziano-Yankielowicz-Wirkung und ihre
SU(3)f - Analoga
Meson Spin Masse Name SU(3)f
• 1 Pseudoskalares Boson λ¯γ5λ 0 m0−g˜g˜ a-η′ η′
• 1 Skalares Boson λ¯λ 0 m0+g˜g˜ a-f0 f0
• 1 Majorana-Fermion FµνΣµνλ 1/2 mgg˜ Gluino-Glueball ∅
Bei der Namensgebung wurde mit dem a- berücksichtigt, dass die Teilchen in der
adjungierten Darstellung vorliegen. Zum Gluino-Glueball gibt es kein vergleichba-
res QCD-Analogon. Ein solcher Zustand wäre aufgrund der Fundamentaldarstellung
der QCD nicht farblos.












= 5÷ 6÷ 7.
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2.12. Die Wirkung von Farrar, Gabadadze und Schwetz
Die Wirkung von Veneziano und Yankielowicz lässt allerdings einige Fragen
offen.
• Zur Berechnung der Wirkung (Formel (2.17)) wurden farblose Operatoren
∝ FµνFµν und ∝ FµνρσµνFρσ ausintegriert. Die mit diesen Operatoren ver-
bundenen Gluon-Gluon Grundzustände, die Gluebälle, sind aber nicht un-
bedingt schwerer als die Bindungszustände des Veneziano-Yankielowicz-
Multipletts.
• Man vermutet mit Hinblick auf die QCD, dass der 0+-Glueball mit der Masse
m0+gg auch in diesem Modell der leichteste Glueball-Zustand sein wird [24].
• Gluebälle können an a-η′ und a-f0 Zustände koppeln was zu nicht vernachläs-
sigbaren dynamischen Effekten führt.
Aufgrund dieser Unzulänglichkeiten schlugen Farrar, Gabadadze und Schwetz
1998 eine effektive Wirkung vor, die aus zwei chiralen Supermultiplett-Operatoren
besteht [26] und zu zwei Teilchen-Multipletts führt.
Bei ungebrochener Supersymmetrie stimmen die Massen der Teilchen innerhalb ei-
nes Multipletts überein. Die Multipletts selbst haben jedoch unterschiedliche Mas-
sen, so dass es zwei Klassen von Teilchenmassen gibt. Das schwerere beider Multi-
pletts stimmt mit dem Veneziano-Yankielowicz-Multiplett überein. Das leich-
tere Multiplett ist in Tabelle (2.7) aufgezeigt.
Tabelle 2.7.: Teilcheninhalt des leichteren Multipletts der effektiven Wirkung von
Farrar, Gabadadze und Schwetz
Meson Spin Masse Name
• 1 Skalares Boson FµνFµν 0 m0+gg 0+-Glueball
• 1 Pseudoskalares Boson FµνρσµνFρσ 0 m0−gg 0−-Glueball
• 1 Majorana-Fermion FµνΣµνλ 1/2 mgg˜ Gluino-Glueball
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Die Wirkung von Farrar, Gabadadze und Schwetz erlaubt Massenmischungen
der Form a-f0 − 0+ Glueball und a-η′ − 0− Glueball. Die Mischung dieser Massen
führt zu einer Aufhebung der Entartung der beiden Multipletts.
Bei der Einführung einer Gluino-Massemg˜ wird auch hier die Supersymmetrie weich
gebrochen und die Entartung bei den Multipletts aufgehoben. Mit einer Abschät-
zung der Massen der einzelnen Teilchen gegen die Gluinomasse, kann das erwartete















Abbildung 2.5.: Aufhebung der Entartung der beiden Massenmultipletts im FGS-
Modell durch Massenmischungen.
Die Verhältnisse bei gebrochener Symmetrie drehen sich im Vergleich zur Venezia-
no-Yankielovic-Wirkung also um. Tabelle (2.8) gibt zum Abschluss dieses Kapi-
tels eine Übersicht über die zeitliche Abfolge der Entwicklungen auf dem Gebiet der
kontinuums-Supersymmetrie.
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2.12. Die Wirkung von Farrar, Gabadadze und Schwetz
Tabelle 2.8.: Meilensteine der Supersymmetrie
1967 Coleman-Mandula [14] No-Go-Theorem
↓ All possible Symmetries of the S Matrix
1971 Golfand-Likhtman [15] Z2-Graduierung (*)
↓ Extension of the Algebra of Poincare Group Generators
1974 Wess-Zumino [16] Erstes Modell
↓ Supergauge Transformations in Four Dimensions
1975 Haag-Lopuszanski-Sohnius [17] (*) einzig mögliche Graduierung
↓ All possible Generators of Symmetries of the S Matrix
1975 Salam-Strathdee [18], [19] Superraum-Formalismus
↓ On Superfields and Fermi-Bose Symmetry
1982 Veneziano-Yankielowicz [20] Effektive Wirkung
↓ An Effective Lagrangian for the Pure N = 1 Sup. Yang-Mills Theory
1994 Seiberg-Witten [28], [29] Exakte Lösung für N = 2 und 4
↓ Monopoles, Duality and Chiral Symmetry Breaking in N = 2 SYM-QCD
1995 Seiberg [30] Exakte Lösung für N = 1 SUSY
↓ Electric- Magnetic Duality in Supersymmetric Nonabelian Gauge Theories
1998 Farrar, Gabadadze, Schwetz [26] verbesserte effektive Wirkung
The Spectrum of Softly Broken N = 1 Sup. Yang-Mills Theory
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3. Die Super-Yang-Mills-Theorie auf
dem Gitter
Die analytischen Rechnungen stoßen an Grenzen, die mit numerischen Methoden
verschoben werden können, so dass sich weitere Einsichten und Erkenntnisse ge-
winnen lassen. In Kapitel 3.1 wird skizziert, um welche Schranken es sich dabei
handelt und in Kapitel 3.2 wird dargestellt, wie sich diese umgehen lassen. Es wird
gezeigt, dass eine Diskretisierung der Raumzeit zu einem natürlichen Abschneiden
ultravioletter Divergenzen führt, die in der Störungsrechnung auftreten. In Kapitel
3.4 wird der Übergang von einer kontinuierlichen zu einer diskreten Eichwirkung be-
schrieben. Anschließend wird in Kapitel 3.5 eine einfache diskrete Fermionwirkung
konstruiert.
Ein Exkurs zur diskreten Ableitung wurde der Übersicht halber in den Anhang
B.1 verlegt. Eine einfache Fermionwirkung hat allerdings unphysikalische Doppler-
Teilchen zur Folge. Die Fermionendoppler-Problematik wird in Anhang B.2 behan-
delt. Eine mögliche Lösung für dieses Problem liefern dieWilson-Fermionen, die in
Anhang B.3 eingeführt werden. Es gibt aber auch andere Möglichkeiten, die Doppler
zu eliminieren. Sie werden in Anhang B.4 und B.5 aufgezeigt. Dort werden auch Vor-
und Nachteile der einzelnen Ansätze diskutiert. Insbesondere wird das Theorem von
Nielsen und Ninomiya angesprochen, das besagt, welchen Beschränkungen diese
Wirkungen unterliegen. Im Zusammenhang mit diesem Theorem gelangt man zu
der Erkenntnis, dass eine diskrete Raumzeit die chirale Symmmetrie im Fall von
Wilson-Fermionen explizit bricht. Da Symmetrien in dieser Arbeit eine besondere
Rolle spielen, wird dem Phänomen der chiralen Symmetrie ein eigener Abschnitt A.9
gewidmet. An dieser Stelle sei die auf die Publikation von Niedermayer aus dem
Jahre 1999 hingewiesen [76]. Er zeigte, dass es eine Relation gibt, die eine chirale
Symmetrie auf dem Gitter impliziert, falls der Dirac-Operator sie erfüllt. Mit dieser
Erkenntnis zeigte Lüscher dann, dass es mit einer Gitterdefinition der chiralen
Symmetrie auch möglich ist, eine chiral invariante Theorie aufzustellen [73]. Dies
führte zu den Ginsparg-Wilson-Fermionen.
Anknüpfend an die einfache oder naive Fermionwirkung wird in Kapitel 3.6 die
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Wirkung von Curci und Veneziano hergeleitet. Sie kann aus der Super-Yang-
Mills Wirkung des Kontinuums gewonnen werden, indem ein Wilson-Term und
ein Gluino-Masse-Term hinzugefügt und eine Reskalierung der Felder durchgeführt
wird. Danach werden die Fermionfelder ausintegriert (siehe Kapitel 3.7). Wie man
ein Grassmann-wertiges Integral berechnet und die in diesem Zusammenhang auf-
tretende Pfaffsche Form wird in Anhang A.14 näher beschrieben. Das bei der Pfaff-
schen Form auftretende Vorzeichen wird auf +1 festgelegt. Nähere Details zum
Vorzeichen befinden sich in Anhang A.15. Die anschließende Bosonifizierung dient
dazu, die Wirkung für einen späteren Monte-Carlo Update-Algorithmus vorzube-
reiten. In Kapitel 3.8 und 3.9 werden Methoden vorgeschlagen, wie man auf Basis
derWilson-Wirkung Verbesserungen realisieren kann. Diese führen sowohl zu einer
schnelleren Konvergenz einer Simulation und bieten auch in physikalischer Hinsicht
Vorteile. So lässt sich z.B. das Problem der chiralen Symmetriebrechung mit einer
optimierten Fermionwirkung abmildern.
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3.1. Die Motivation für eine Formulierung auf dem Gitter
Bei der Formulierung einer Quantenfeldtheorie in einem Raum-Zeit Kontinuum tre-
ten insbesondere im Niederenergielimes Schwierigkeiten auf, die perturbativ nicht
handhabbar sind. Im Folgenden soll am Beispiel der QCD herausgearbeitet werden,
an welcher Stelle die Störungsrechnung an ihre Grenzen stößt und welche Fragestel-
lungen sich ergeben, die man im Rahmen einer Gitterdiskretisierung lösen kann.
Die heute verwendete Formulierung der Quantenchromodynamik geht auf das Klas-
sifikationsschema The Eightfold Way SU(3)f zurück, welches Murray Gell-Mann
und Yuval Ne’eman 1961 unabhängig voneinander begründeten. Dieses Modell hat-
te die bemerkenswerte Eigenschaft, dass fundamentale Darstellungen (siehe Kapi-
tel A.5) offenbar in der Natur nicht realisiert sind. Es brachte Gell-Mann und
Zweig 1964 auf die Idee, Hadronen als zusammengesetzte Objekte zu verstehen, de-
ren Konstituenten, die Quarks, in fundamentaler Darstellung vorliegen. Das daraus
entwickelte Quark-Modell erlaubt zwei mögliche Kombinationen der Konstituenten
(zu irreduziblen Darstellungen siehe auch Anhang A.5):
Baryonen: 3⊗ 3⊗ 3 = 10⊕ 8⊕ 8⊕ 1
Mesonen: 3⊗ 3¯ = 8⊕ 1.
Es stellt sich die Frage, warum Quarks in Baryonen und Mesonen eingeschlossen
sind. Welcher Mechanismus verbietet es den Elementarteilchen in der Fundamen-
taldarstellung, einzeln aufzutreten? Die Antwort liegt in der Dynamik des Mo-
dells.
Die Symmetriegruppe SU(3)c liefert 3 Farbfreiheitsgrade für Quarks und mit ihr 8
Wechselwirkungsteilchen, die Gluonen. Hierbei handelt es sich um Vektorbosonen
in der adjungierten Darstellung. Sie können in der Basis der Gell-Mann-Matrizen
entwickelt werden
Quark-Felder: qfi (x) , i = 1,2,3, f = 1, . . . ,Nf
Gluon-Felder: Aaµ (x) , a = 1, . . . ,8,
wobei i und a Farbindizes der entsprechenden Darstellung der SU(3)c sind und f
für die sechs Flavours u,d,s,c,b,t steht. Da die SU(3)c nicht-abelsch ist (siehe An-
hang A.8 und A.11), hat dies Selbstwechselwirkungen der Gluonen zur Folge. Dabei
hängt die Wechselwirkungsstärke von der betrachteten Energieskala Q2 ab, die bei
einem Wechselwirkungsprozess berücksichtigt werden muss. Die laufende Kopplung,
also die Wechselwirkungsstärke, ist energieabhängig und kann mit Renormierungs-
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≥ 0 für Nf ≤ 16 .
Im Gegensatz dazu ist in der QED β0 ≤ 0.
Die Störungsrechnung ist eine Entwicklung nach Potenzen der Kopplungskonstante
und besitzt eine gute Vorhersagekraft bei hohen Energien Q2 >> Λ2. Bei klei-
nen Energien nimmt die Kopplungsstärke in der QCD jedoch zu und konvergiert
nicht gegen einen konstanten Wert. Daher lässt sich die Feldstärke eines Farbfeldes
zwischen zwei Quarks nicht beliebig genau nähern. Die Korrekturen für die Vaku-
umfluktuationen verschwinden schließlich nicht mit zunehmender Ordnung.
• Die Frage, warum Quarks eingeschlossen sind, ist allerdings eine Frage, deren
Antwort im Niederenergiebereich zu suchen ist.
• Außerdem lässt sich nur im Niederenergieregime die dynamische Masse eines
Bindungszustandes, also das Hadronen-Spektrum vorhersagen.
• Wie ist die Skalenabhängigkeit der Kopplung bei kleinen Energien?
• Wie wird die chirale Symmetrie gebrochen?




Zur Einführung in die Thematik kann ein Blick in [40], [41] und [42] empfohlen wer-
den. Eine mögliche nicht-störungstheoretische Regularisierung wurde 1974 von K.G.
Wilson eingeführt [44]. Ausgangspunkt ist dabei eine Diskretisierung der Raum-
Zeit durch ein vierdimensionales Gitter. Der Gitterabstand a bildet dabei einen
natürlichen Cut-Off für die kürzesten Frequenzen Λ = pi/a, die auf einem Gitter
möglich sind. Durch diese Regularisierung werden Integrale, die zuvor ultraviolett














Abbildung 3.1.: µˆ und νˆ symbolisieren die Einheitsvektoren in Richtung µ und ν.
Der Gitterabstand hat die Länge a. Des Weiteren ist eine Plaquette UP = Uµν (x)
sowie eine Linkvariable Uµ (x) eingezeichnet.
in die komplexe Ebene verschoben. Als Konsequenz dessen geht die minkowskische
Form der Wirkung in die euklidische Form über und der enge Zusammenhang zwi-
schen statistischer Physik und Feldtheorie wird deutlich. Die in der statistischen
Physik gewonnenen Erkenntnisse werden darüber hinaus bei der späteren Formulie-
rung eines Hybrid-Monte-Carlo Updates in vielerlei Hinsicht von Bedeutung sein.
In der euklidischen Raum-Zeit ist das Pfadintegral äquivalent zur Zustandssumme
eines analogen statistischen Systems.
Um das Eichfeld diskretisieren zu können, sei daran erinnert, dass Eichfelder im
Kontinuum dazu dienen, Materiefelder an verschiedenen Orten miteinander zu ver-
knüpfen. Bei einer nicht-abelschen Eichtheorie assoziiert man mit jedem Weg ein
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Element der Eichgruppe. Mit Abbildung 3.1 ist es naheliegend, z.B. den Weg
xµ (s) , s ∈ [1,0]
mit s zu parametrisieren und das Gruppenelement U (s) für den Anteil des Weges
von xµ (0) bis xµ (s) über
d
ds





Aµ (xµ (s))U (s)
zu definieren. Hieraus und mit der Randbedingung U (0) ergibt sich nach derDyson
Formel das pfadgeordnete Integral für die nicht-kommutierenden Matrizen Aµ zu










0 dxµAµ , (3.1)
wobei P die Pfadordnung kennzeichnet. Da sich die Materiefelder an den Gitter-
punkten befinden, erscheint es sinnvoll, den Eichtransporter U (s) mit den Verbin-
dungen zwischen den Gitterpunkten zu assoziieren. Die kürzeste Strecke hat die
Länge a, da a dem Gitterabstand entspricht. In Richtung µˆ ergibt die Taylorent-
wicklung von (3.1)
U (cx;µ) = Uµ (x) = 1− aAµ (x) + . . . . (3.2)
Hierbei gilt bereits die Kontraktion mit den Generatoren der gewählten Darstel-
lung
Aµ (x) = −gAaµ (x)Ta.
Uµ (x) wird auch Paralleltransporter genannt. Er ist Element der Eichgruppe und
für ihn gilt
Uµ (x) = U (x+ aµˆ,x) .
Außerdem ist er unitär
U (x,y) = U−1 (y,x) = U † (y,x) .
Die zu (3.1) analoge Beziehung zwischen den Paralleltransportern und dem Eichfeld
Aµ ist durch




3.3. Die supersymmetrische Gitterwirkung
3.3. Die supersymmetrische Gitterwirkung
Curci und Veneziano schlugen 1987 vor, eine N = 1 Super-Yang-Mills-Theorie
auf dem Gitter zu simulieren, indem die Kontinuumswirkung (siehe auch Formel














= Sg + Sf
diskretisiert wird [48]. Man wird dann mit der Problematik konfrontiert, dass das
Gitter die Symmetrie explizit bricht. Wie in Kapitel 2.1 gezeigt wurde (siehe Formel






zu einer infinitesimalen Translationsbewegung. Diese ist allerdings auf dem Git-
ter nicht möglich. Der minimale Gitterabstand a ist stets endlich. Die Poincaré-
Invarianz und damit die Supersymmetrie ist also fundamental gebrochen. Die Super-
symmetrie benötigt zudem ein exaktes Gleichgewicht zwischen masselosen bosoni-
schen und fermionischen Freiheitsgraden. Jedoch sind z.B. Lüscher und Neuber-
ger [49], [50] der Auffassung, dass exakt masselose Fermionen mit einem Flavour
auf dem Gitter nicht existieren können.
Der Ansatz von Curci und Veneziano verfolgt nun die Strategie, die Symmetrie-
brechung anfangs zu tolerieren und die Supersymmetrie durch ein Tunen der nackten
Parameter in der Gitter-SUSY-Wirkung im Kontinuumslimes zu restaurieren. In der
N = 1 SUSY-Yang-Mills-Theorie handelt es sich um ein Tuning der Eichkopplung
β. Im fermionischen Teil der Wirkung muss zusätzlich die nackte Gluino-Masse über
den Parameter κ eingestellt werden. Man kann dieses Tuning als additive Renor-
mierung begreifen, wobei die renormierte Gluinomasse bei einer verschwindenden
Masse im Kontinuumslimes zu einer supersymmetrisch invarianten Theorie führt.
Der Schlüssel zum Auffinden dieser Theorie liegt in den Ward-Identitäten. Sie sollten
im supersymmetrischen Grenzfall der Kontinuumsform entsprechen.
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3.4. Konstruktion der Gitter-Eichwirkung Sg
Die Konstruktion einer Gitter-Eichwirkung für die supersymmetrische Yang-Mills
Theorie funktioniert vollkommen analog zur Quantenchromodynamik.
Um die Gitter-Wirkung nun für das Eichfeld aufzustellen, wird K.G. Wilson fol-
gend, das Integral (3.1) auf einem Rechteck der Seitenlänge dx und dy ausgewertet.
Die kleinstmögliche Wahl auf dem Gitter entspricht hierbei einem Quadrat der Sei-
tenlänge a, der sogenannten Plaquettenvariablen Uµν (x) mit
UP (x) = Uµν (x) = U †ν (x)U
†
µ (x+ aνˆ)Uν (x+ aµˆ)Uµ (x) . (3.4)








U †µ (x+ aνˆ)
U †ν (x) Uν (x+ aµˆ)UP (x)
x+ aµˆ+ aνˆx+ aνˆ
x x+ aµˆ
Abbildung 3.2.: Die Plaquette
Der Zusammenhang mit dem Feldstärketensor kann gezeigt werden, indem die zu
Formel (3.2) äquivalente Taylorreihe in (3.4) eingesetzt wird:











Mit der in der Abbildung 3.2 gezeigten Plaquette lautet die Eichwirkung in der
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Standardformulierung nach Wilson nun




























Für a→ 0 geht die Wilson-Wirkung in die Kontinuums-Yang-Mills-Wirkung über.





mit der Kontinuums-Kopplung verbunden. Nc bezieht sich auf die Anzahl der be-
trachteten Farbfreiheitsgrade. Man kann an der Form der Eichwirkung erkennen,
dass jeder Link nur mit der ihn umgebenden „Klammer-Summe“ wechselwirkt (sie-


















Abbildung 3.3.: Wechselwirkungsplaquetten für einen ausgewählten Link
Vergleich zur Fermionwirkung gering. Die Lagrange-Dichte auf dem Gitter hängt
mit der Wirkung über die Beziehung
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3.5. Konstruktion der naiven Gitter-Fermionwirkung Sf
Die Konstruktion der Fermionwirkung auf dem Gitter unterscheidet sich vom Fall
der QCD. In dieser Theorie beschreibt die fermionische Wirkung die supersymmetri-
schen, fermionischen Partner der Eichbosonen anstatt Quarks. In Kapitel 2.8 wurde
herausgestellt, dass das Vektorsuperfeld aufgrund dieser Tatsache zur adjungierten
Darstellung der Eichgruppe gehört. An Stelle der kovarianten Ableitung (A.10) in
der Wirkung wird die kovariante Ableitung der adjungierten Darstellung (A.22)
verwendet (siehe Kapitel A.12). Anstatt Dirac-Spinoren ψ werden selbstkonjugierte
reelle Spinoren, also Majorana-Spinoren λ betrachtet.










seien hier nochmals gegenüber gestellt. In einem physikalisch realistischem Modell,
einer Super-QCD, wären beide Wirkungen realisiert. Außerdem müsste zur fermio-
nischen QCD-Wirkung noch eine bosonische Partner-Wirkung für die Squarks be-
rücksichtigt werden. Zusammen mit der Eichwirkung hätte die gesamte Wirkung
dann 4 Komponenten zuzüglich der Wechselwirkungsterme.
Sges. = SQCDg + SSYMg˜ + SQCDq + Sf˜ + weitere W.W. .
Da es momentan noch zu aufwändig wäre, eine solche Theorie zu simulieren, be-
schränkt sich das vorliegende Modell auf die Eichwirkung SQCDg und die damit ver-
bundene supersymmetrische Partnerwirkung SSYMf . Ein Fernziel ist es, die Massen
von supersymmetrischen Bindungszuständen korrekt vorher zu sagen. Zum aktuel-
len Zeitpunkt werden die meisten Simulationen mit zwei Farbfreiheitsgraden durch-
geführt, was den Rechenaufwand beschränkt und die Möglichkeit eröffnet, leichter
Methoden und Algorithmen zu erforschen und zu implementieren. Ein physikalisch
realistischeres Modell mit drei Farbfreiheitsgraden kann später mit vergleichswei-
se geringem Aufwand durch die Erweiterung des bestehenden Modells konstruiert
werden.
Wie in Anhang A.6 beschrieben, gilt für Majorana-Spinoren λ die Eigenschaft
λ = λC = Cλ¯T
mit der Ladungskonjugationsmatrix C (A.8). Die kovariante Ableitung der adjun-
gierten Darstellung (Formel (A.22)) hat die Form
Dµλ (x) = ∂µλ (x) + [Aµ,λ (x)] .
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In Anhang B.1 wird gezeigt, wie diese Ableitung diskretisiert werden kann. Mit der
dort definierten Vorwärtsableitung (B.1) ergibt sich




U †µ (x)λ (x+ aµˆ)Uµ (x)− λ (x)
}
. (3.7)






































λ¯ (x) γµU †µ (x)λ (x+ aµˆ)Uµ (x)− λ¯ (x) γµλ (x)
]}
.







b (x+ aµˆ)T bUµ(x)− T aλ¯a(x)γµλb(x)T b
}
.
a ist der Index der adjungierten Darstellung (a = 1, . . . ,N2c − 1 für SU (Nc)). Die
Spur geht über die Farbindizes a und b der Links des fundamentalen Eichfeldes U ,
also im Falle der SU (2)c ist es eine Spur über eine 2× 2 Matrix.
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3.6. Die Curci-Veneziano Fermionwirkung
Die naive Gitter-Fermionwirkung beinhaltet Verdoppelungsterme. Hierbei handelt
es sich um unphysikalische Gitterartefakte, die eliminiert werden müssen. Es gibt
verschiedene Methoden dies zu tun. Anhang B.2 beleuchtet die Problematik und ihre
Lösungsmöglichkeiten näher. In dieser Arbeit werden Wilson-Fermionen benutzt
[44]. Hierbei wird ein Term proportional zur zweiten Ableitung in der Wirkung zur
naiven fermionischen Gitter-Ableitung hinzuaddiert. Dieser Wilson-Term wirkt wie
eine Masse und führt dazu, dass die Doppler im Kontinuumslimes unendlich schwer
werden. Dadurch wird ihr Einfluß auf die Observabeln stark unterdrückt.
Um die Wirkung in der Form von Curci und Veneziano zu erhalten, sind nun fünf
Schritte notwendig. Zum einen wird die naive Gitter-Wirkung so umgeformt, dass
später leicht die adjungierte Eichmatrix V definiert werden kann, dann wird der
Wilson-Term hinzugefügt. Ausserdem wird ein symmetriebrechender Term hinzuge-
fügt, der dem Gluino eine Masse verleiht. Schließlich werden die Majorana-Spinoren
reskaliert und die Eichmatrix eingeführt, um die Wirkung möglichst einfach zu ge-
stalten.
• Durch Umformung mit der Relation
Tr
{







λ¯ (x) γµDlat, vorµ λ (x)−Dlat, vorµ λ¯ (x) γµλ (x)
}
.









b (x+ aµˆ)T bUµ(x)− T aλ¯a(x)γµλb(x)T b
−U †µ(x)T aλ¯a (x+ aµˆ) γµUµ(x)T bλb(x) + T aλ¯a(x)γµλb(x)T b
}
.











b (x+ aµˆ)T bUµ(x)










umgehen. r ist der Wilson-Parameter.
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Wie in Kapitel 3.3 beschrieben, dient sie dazu, die Supersymmetrie auf dem Gitter
zu restaurieren.





















von Interesse. Insgesamt ergibt sich die gesamte Wirkung zu
SCV = Sf + SW + Sm.
• Um die Wirkung einfacher zu gestalten werden die Majorana-Spinoren reska-
liert













b (x+ aµˆ)T b [r + γµ]Uµ(x)










• Mit der Definition der Eichmatrix in der adjungierten Darstellung






erhält die Wirkung eine kompaktere Darstellung. Diese Matrix besitzt drei Frei-
heitsgrade, da die ihr zugrunde liegende komplexe Fundamentalmatrix ebenfalls
drei Freiheitsgrade hat. Es handelt sich dabei um 2 unabhängige komplexe Zahlen
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und die Einschränkung, dass es sich um eine spezielle unitäre Matrix mit detU = 1










Mit der Eigenschaft (3.9), sowie der Wahl a = 1 und r = 1 für den Gitterabstand,











λ¯ (x+ µˆ)Vµ(x) [1+ γµ]λ(x) + λ¯(x)V Tµ (x) [1− γµ]λ (x+ µˆ)
}
.
Durch die Definition der Fermion-Matrix




δy,x+µˆ [1+ γµ]Vµ (x) + δy+µˆ,x [1− γµ]V Tµ (y)
}
(3.13)




λ¯ (x)Qx,yλ (y) .
Die besonderen Eigenschaften der Q-Matrix werden in Anhang B.6 erörtert.
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3.7. Behandlung von Majorana-Spinoren auf dem Gitter
Majorana-Spinoren können aufgrund ihrer Grassmann-Natur nicht direkt auf Com-
putern berechnet werden. Da eine Darstellung in Matrixform (siehe Kapitel A.13)
einen unüberschaubaren Rechenaufwand zur Folge hat, wurde ein anderer Weg
gewählt, der zum Erfolg führte. Genau wie bei den Dirac-Spinoren in der QCD
werden die Felder ausintegriert und die effektive Wirkung in Form der Fermion-
Determinante betrachtet. Da Majorana Fermionen eine zusätzliche Symmetrie be-
sitzen, kann der von Montvay vorgeschlagene doubling trick angewendet werden
[43]. Abschließend wird die Fermion-Determinante bosonifiziert, so dass die Fermion-
Wirkung als Resultat in einer Form vorliegt, in der sie mittels polynomialer Approxi-
mation der Q-Matrix in einem Monte-Carlo Algorithmus behandelt werden kann.
Man erkauft sich durch Ausintegration und anschließender Bosonifizierung die Mög-
lichkeit, die Fermion-Determinante auf dem Gitter zu simulieren. Dabei tauscht man
ein Integral über Grassmann-Zahlen gegen ein Integral mit inverser Q-Matrix aus.
Die Inversion einer derart großen Matrix ist allerdings nicht trivial und hat einen
großen zusätzlichen Rechenaufwand zur Folge.
Im Folgenden geht es darum, die Vorgehensweise der QCD∣∣∣∣∫ D [ψ¯, ψ] e−ψ¯Qψ∣∣∣ = |detQ|= (detQ†Q)1/2 = ∫ [dφ†dφ] e−Px, y φ†y[Q†Q]−1/2yx φx
↑ ↑ ↑
Grassmann-Zahlen komplexe Zahlen Matrixinversion
auf Majorana-Fermionen zu übertragen. Dazu werden die benannten Schritte hin
zur Bosonischen Form der Fermion-Determinante näher dargelegt.
• Um die Majorana-Felder ausintegrieren zu können, stellt sich die Frage, wie das
Grassmann-wertige Integral ∫
D [λ] e− 12 λ¯Qλ
mit Majorana-Spinoren zu berechnen ist. Dazu kann zuerst ein der QCD vergleich-
bares Pfadintegral über Dirac-Spinoren betrachtet werden, das mit den Regeln zur
Grassmann-Integration zu∫
D [ψ¯, ψ] e−Sf = ∫ D [ψ¯, ψ] e−Px, y ψ¯(y)Qyxψ(x) = detQ
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ausintegriert werden kann. Dabei wurde das Integrationsmaß in 4 Dimensionen zu









dψl (x) mit k,l Dirac-Index
definiert. In diskreter Raumzeit wird die zweite Produktsumme jeweils über alle
Gitterpunkte gebildet.
• Die beiden Spinoren sind in der Supersymmetrie allerdings nicht unabhängig.
Für Majorana-Spinoren gilt λ = λC = Cλ¯T mit der Ladungskonjugationsmatrix C
(siehe Formel (A.8)). Sie können aus den Dirac-Spinoren konstruiert werden, indem





ψ + Cψ¯T ) und λ2 = 1√
2
(−ψ + Cψ¯T ) .
Die Integrale über λ1,2 haben die gleiche Form und können auseinander gezogen
werden∫
D [ψ¯, ψ] e−ψ¯Qψ = 2∏
i=1
∫
D [λi] e− 12 λ¯iQλi = (∫ D [λ] e− 12 λ¯Qλ)2 = detQ .
Die Summation über die Gitterpunkte x,y wurde hier unterdrückt. Es folgt hierüber
für die Ausintegration der Majorana Felder∫
D [λ] e− 12 λ¯Qλ = ±
√
detQ , (3.14)
wobei man sich für das positive Vorzeichen entscheidet. Insgesamt gilt für die fer-
mionische Wirkung
Sf = − log
(∫
D [ψ¯, ψ] e−Sf) 12 = − log ∣∣∣∣∫ D [λ] e− 12 λ¯Qλ∣∣∣∣ = −12 log |detQ| .
Man legt das Vorzeichen auf+1 fest. So gelangt man zusammen mit der Eichwirkung
zu der effektiven Wirkung von Curci und Veneziano in der Form











Eine nähere Behandlung zum Vorzeichen der Determinante findet sich im Kapitel
zur Pfaffschen Form, Anhang A.14.
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• Um die Fermion-Determinante auf dem Gitter berechnen zu können, wird sie
nun bosonifiziert. Es ist zu beachten, dass die Fermion-Determinante nun zwar po-
sitiv ist, allerdings können einzelne Eigenwerte durchaus einen negativen Realteil
besitzen. Aus diesem Grund wird im Folgenden die positiv definite und beschränkte
Matrix
Q˜2 := Q†Q (3.15)
betrachtet. Es ist besonders wichtig, dass die zu simulierende Matrix diese Form
hat, da nur so das Maß erhalten bleibt und eine Simulation mit Metropolis-Schritt1
umgesetzt werden kann. Der Metropolis-Schritt findet schließlich auch in modernen
Algorithmen wie einem Hybrid Monte-Carlo seine Anwendung (siehe Kapitel 4.5).












Warum dies gilt, wird ebenfalls in Anhang A.14 erklärt. Aufgrund der Majorana-
Natur der in der Supersymmetrie vorliegenden Fermion-Determinante, muß die Wur-


















− 14 φx . (3.16)
Die Berechnung des hier vorliegenden Integrals ist eine große numerische Heraus-
forderung. Es ist insbesondere sehr aufwendig, (Q˜2)−1/4 zu berechnen. Die übliche
Vorgehensweise ist, dies polynomial zu approximieren (siehe Kapitel 4.9), sodass die
approximierte Form dann mit einem Update-Algorithmus behandelt werden kann.















− 12 φx .














1Eine Übersicht über den Metropolis-Algorithmus findet sich in Anhang 4.6.
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Hier, wie in jedem anderen Fall einer geraden Anzahl Flavours tritt nach der Bo-
sonifizierung eine einfache Form der Matrix-Inversion im Exponenten auf, derart
dass











Für derartige Problemstellungen ist eine polynomiale Approximation nicht notwen-
dig, da effiziente Methoden wie das konjugierte Gradientenverfahren große Matrizen,
in diesem Fall Q˜2 schnell invertieren können. Deshalb wurden Hybrid Monte-Carlo
Algorithmen zuerst zur Simulation von Theorien mit gerader Flavourzahl getestet.
Eine häufig in der Vergangenheit angewendete Approximation ist die quenched
Approximation. Quenched Rechnungen sind Berechnungen, in denen die Fermion-
Determinante zu 1 gesetzt wird. Diese starke Vereinfachung führt zu einer effektiven





Die Simulationen physikalischer Theorien auf dem Gitter erhalten ihre Aussagekraft
durch die Kontinuumsextrapolation. Um störende Gitterartefakte zu unterdrücken,
werden größere Volumina bei gleichzeitig feinerer Gitterdiskretisierung benötigt.
Dabei wird man schnell durch die zur Verfügung stehende Rechenkraft begrenzt,
da der Rechenaufwand ∝ a6 zum Gitterabstand zunimmt. Darüber hinaus können
bei der reinen Wilson-Wirkung bestimmte Artefakte prinzipiell nicht unterdrückt
werden. Das Gitter bricht z.B. explizit die Rotationsinvarianz.
Es gibt nun die Möglichkeit, unterschiedliche Gitter-Wirkungen zu betrachten, die
sich in der Universalitätsklasse der gleichen zugrundeliegenden Kontinuumstheorie
befinden. Dabei sind zwei Kriterien, die eine im Vergleich zur reinenWilson-Wirkung
verbesserte Wirkung auszeichnen. Von besonderer Bedeutung sind:
• Schnellere Konvergenz in den Kontinuums-Limes.
• Bessere Symmetrieeigenschaften schon bei endlichen Gitterabständen.
Es ist eine offene Frage, welche Gitterwirkung diese Kriterien am besten erfüllt.
Ein bei der Suche nach verbesserten Wirkungen behilfliches Werkzeug ist die Me-
thode der Renormierungsgruppentransformationen nach Wilson [47]. Eine weitere
Methode ist die von Symanzik entwickelte Gitter Störungsrechnung sowie die Un-
tersuchung lokaler, effektiver Theorien bei endlichem Cut-Off [56],[57],[58].
In [61] werden mit Hilfe der Monte-Carlo Renormierungsgruppen-Methode [62],
[63] (MCRM) Wirkungen gesucht, die weniger Gitterartefakte aufweisen. Bei die-
ser Methode werden zuerst Gitter-Konfigurationen geblockt und dann renormierte
Kopplungskonstanten festgelegt, die der Kopplungsfluss unter einem bestimmten
blocking-Schema zeigt.
Im Detail werden zuerst Feldkonfigurationen {U} mit einer Wirkung S erzeugt.
Man beschränkt sich dabei zunächst auf einen zweidimensionalen Kopplungsraum
(β11,β12). Es gibt aber auch Bestrebungen, Wirkungen mit mehreren Kopplungs-
konstanten zu untersuchen. Die Konfigurationen werden mit Swendsens „factor 2
blocking scheme” geblockt [66]. Man erhält geblockte Konfigurationen {U ′}, die
als Konfigurationen einer erzeugenden Wirkung S ′ mit (β′11,β′12) aufgefasst werden
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ein mit dem Blocking assoziierten Kopplungsfluss verstehen. Dann werden β-Tu-
pel mit Hilfe des Renormierungsgruppen-Kopplungsflusses ausgewählt [64]. Auf den
geblockten Konfigurationen werden Wilson-Loops und Korrelationen zwischen ihnen
ausgerechnet. Zum Schluss werden die Kopplungskonstanten mit der Schwinger-
Dyson Methode [65] festgelegt (näheres zur Schwinger-Dyson Methode und dem
Kopplungsfluss findet sich in Anhang B.7).



















wobei zur Plaquette ein Rechteck-Plaquett-Term hinzuaddiert wird. Die Koeffizien-
ten sind über c0 = 1−8c1 festgelegt. In der Literatur werden auch die Koeffizienten
β11 = βc0 bzw. β12 = βc1 verwendet.














Es haben sich im Wesentlichen vier verschiedene Kopplungen herauskristallisiert.
Neben der reinen Wilson-Wirkung gibt es die Symanzik-Wirkung2 [56], die Iwasaki-
Wirkung [59] und die QCDTARO-Wirkung [60]. Einen Überblick gibt Tabelle 3.1.



















 0  100  200  300  400  500  600  700  800  900
Ferling-PHMC
Montvay-PHMC
Abbildung 3.4.: Timelike Plaquette ohne optimierte Eichwirkung. Verglichen wur-
den die Ergebnisse meines PHMC-Programms (rote Kurve) mit denen des PHMC-










 0  100  200  300  400  500
Montvay local Timelike Plaquette
Alex local Timelike Plaquette
Alex Average Timelike Plaquette
Abbildung 3.5.: Timelike Plaquette mit tree-level Symanzik optimierter Eichwir-
kung γ12 = −0.05. Die mit dem Montvay-Programm ermittelten Werte sind rot
dargestellt, die grünen Werte wurden mit meinem Programm ermittelt. Die gemit-
telte Plaquette ist blau dargestellt und beinhaltet alle bis zum aktuellen Sweem
gesammelten Werte.
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Hierbei ist γ12 das Verhältnis γ12 = β12/β11. Grafik 3.4 zeigt die Werte für den
Durchschnitt aller Plaquetten in Zeitrichtung pro Update-Step mit reiner Wilson-
Wirkung γ12 = 0. Abbildung 3.5 zeigt den gleichen Sachverhalt mit einer Tree-
Level Symanzik optimierten Eichwirkung mit γ12 = −0.05. Beide Simulationen
wurden mit zwei unterschiedlichen Programmen mit identischen Parametern durch-
geführt, was die Aussagekraft der Messungen unterstreicht. In der Demonstrations-
Simulation wurden eine Gittergröße von 63 · 12 gewählt. Des Weiteren ist κ = 1.6
und β = 2.3. Die statistischen Fluktuationen fallen bei verbesserter Eichwirkung
schwächer aus als ohne diese. Die Literatur spricht an dieser Stelle von „baked stati-
stics”. Weiterhin macht sich die veränderte Wirkung in einer veränderten Feldstärke
bemerkbar, sodass die Plaquette einen anderen Wert erhält. Es bedarf also einer
neuen Einstellung der Parameter κ und β, um an physikalischen Punkten mit leich-




Neben der Verbesserung der Eichwirkung gibt es auch Bestrebungen, die fermioni-
sche Wirkung zu verbessern. Man erhofft sich zum Einen, die Autokorrelationszeiten
τ verkürzen zu können und zum Anderen, die Konditionszahl k zu verbessern (zur
Konditionszahl siehe auch Kapitel 4.15). Die Konditionszahl wird durch das Anhe-
ben der kleinsten Eigenwerte der Fermionmatrix optimiert. Dies führt entweder zu
Polynomen kleinerer Ordnung, die zur Simulation verwendet werden können, oder
es kann mit den gleichen Polynomen genauer simuliert werden. Damit wird eine
höhere Akzeptanzrate erreicht. Beides mündet in einen schnelleren Algorithmus.
Das Link-Smearing wurde ursprünglich in der Analyse eingesetzt, um Erwartungs-
werte mit Operatoren zu berechnen, die verlässlicher an den jeweils betrachteten
Zustand koppeln. Es diente dazu angeregte Zustände besser zu unterdrücken, die
den gewünschten Erwartungswert kontaminieren. Diese smeared Links, oder fuz-
zed Links erhöhten die Signalqualität erheblich. Mittlerweile gewinnt dieses Link-
smoothing auch bei der Konstruktion fermionischer Wirkungen an Bedeutung. Es
ermöglicht dabei nicht nur, die Simulationsgeschwindigkeit zu erhöhen und die Si-
gnalqualität zu verbessern, sondern mildert auch unphysikalische Gitterartefakte.
Zum Beispiel werden Fehler abgeschwächt, die aufgrund der verletzten rotations-
Invarianz des Gitters entstehen.
Colin Morningstar und Mike Peardon nannten die in [67] vorgestellte Link
smearing Methode STOUT3. Der Vorteil dieser Methode gegenüber anderen ist,
dass sie überall in einer endlichen komplexen Ebene analytisch ist. Ein Smearing
mit Exponentialfunktionen belässt die resultierenden Matrizen dabei im Gruppen-
raum. Damit wird eine umständliche Rückprojektion in den zugrunde liegenden
Gruppenraum, die häufig auch die Effizienz eines Smearings mindert, überflüssig.
Durch das analytische Verhalten wird der Einsatz eines Smearings in einem Monte-
Carlo Update erst ermöglicht, da es direkt implementiert werden kann und keines
numerischen Verfahrens bedarf. Im Folgenden wird nun das STOUT-Smearing be-
schrieben. Wie schon ausgeführt wird eine Exponentialfunktion eiQµ(x) benutzt, um
einen Link Uµ (x) auf einen Link U
(1)
µ (x) abzubilden
U (1)µ (x) = e
iQµ(x)Uµ (x) .
Die hier verwendete Q-Matrix sei hermitesch, spurlos und Element der SU (N). Da
auch die Exponentialfunktion eiQµ(x) Element der speziellen unitären Matrizen ist,
3Zur Begriffserklärung findet sich im Originalartikel: Refers to their thick-bodied nature from the
large brew of paths used in their formation (coined in a Dublin public house).
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ist damit garantiert, dass auch U (1)µ (x) dieser Gruppe angehört. Die Q-Matrix ist
nun definiert als
Qµ (x) = i2
(






Ω†µ (x)− Ωµ (x)
)
N ist dabei die Anzahl der Farbfreiheitsgrade. Weiterhin ist
Ωµ (x) = Cµ (x)U †µ (x) ,
wobei zu beachten ist, dass hier nicht über µ summiert wird. Cµ (x) ist die mit ρµν
gewichtete Summe senkrechter Stapel, die an einem Gitterpunkt x beginnen und






Uν (x)Uµ (x+ νˆ)U †ν (x+ µˆ) +
+U †ν (x− νˆ)Uµ (x− νˆ)Uν (x− νˆ + µˆ)
)
.
Allgemein werden die Stapel mit
ρjk = ρ, ρ4µ = ρµ4 = 0
gewichtet. Dies führt zu einem dreidimensionalem, isotropem Schema, in dem nur
die räumlichen Links geschmiert werden.
U
(1)
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Abbildung 3.6.: Darstellung für die geschmierte Linkvariable U (1)µ (x)
Die Multiplikation mit der Exponentialfunktion wird als fuzzing step bezeichnet und
kann n-fach wiederholt werden. Dabei berechnet sich der Link U (n+1)µ im Schritt n+1
aus U (n)µ mit
U (n+1)µ (x) = e
iQ(n)µ (x)U (n)µ (x) .
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3.9. Optimierte Fermion-Wirkung
Der thick Link oder stout Link ergibt sich nach n Schritten aus dem ursprünglichen
thin Link mit
U → U (1) → U (2) → · · · → U (n) ≡ U˜ .
Eine STOUT-Wirkung kann für die supersymmetrische Wirkung genutzt werden.











Mit dieser Eichmatrix kann dann die Fermionmatrix (3.13) konstruiert werden. In
Abbildung 3.7 werden die Ergebnisse einer PHMC-Simulation mit verbesserter Eich-
wirkung und STOUT-verbesserter Fermionwirkung auf einem Gitter mit 243 · 48
Gitterpunkten dargestellt. Die Simulation wurde mit β = 1,6 und κ = 0,1575 nahe
am kritischen Punkt durchgeführt. Zum Vergleich finden sich in Abbildung 3.8 die
Ergebnisse einer Simulation mit verbesserter Eichwirkung, jedoch ohne STOUT-
Smearing. Im zweiten Fall wurde β = 1,6 und κ = 0,2000 gewählt. Die Hopping-
Parameter unterscheiden sich aufgrund der unterschiedlich gewählten Wirkung. In
beiden Szenarien wurde in der Nähe des kritischen Punktes simuliert, deshalb sind
die Werte physikalisch vergleichbar.
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Abbildung 3.7.: Durchschnittliche Plaquettvariable in Zeitrichtung mit STOUT
nach einer Simulation von István Montvay auf großen Gittern. Die rote Kurve stellt
die Ergebnisse der Timelike Plaquette dar. Zusätzlich wurden die kleinsten in der
Fermionmatrix auftretenden Eigenwerte ermittelt. Die blaue Kurve entspricht den
für die Simulation relevanten Eigenwerten mit geschmierten Links. Zur Kontrolle
















Abbildung 3.8.: Durchschnittliche Plaquettvariable in Zeitrichtung ohne STOUT
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3.9. Optimierte Fermion-Wirkung
Tabelle 3.2.: Entwicklung von Gitterwirkungen
1974 Wilson-Fermionen [44] Wilson
↓
1975 Staggered Fermionen [46] Kogut Susskind
↓
1981 No-Go Theorem [51] Nielsen und Ninomya
↓
1987 SUSY-Wirkung [48] Curci und Veneziano
↓
1992 Domain-Wall Fermionen [31] Kaplan
↓
1993 Neuberger Overlap-Fermionen [32] Narayanan und Neuberger
↓
1996 Improved Gauge Actions [61]
↓
2003 STOUT [67] Morningstar und Peardon
↓
2007 Creutz-Fermionen [54] Creutz
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4. Der Polynomial Hybrid
Monte-Carlo Algorithmus
Ziel einer Gittersimulation ist es, physikalische Größen zu bestimmen. Jede Obser-
vable O ist nach Ausintegration der Fermion-Felder ein eichinvarianter Operator
der Link-Variablen Uµ (x). Ihr Erwartungswert ist der Mittelwert über alle Konfi-
gurationen N des Ensembles





O ([U ]i , x) .
Dabei werden in einem Update-Algorithmus zuerst Feldkonfigurationen erzeugt, die
später mit Messroutinen weiter untersucht werden. Die Erzeugung dieser Updates
ist ein numerisch äußerst aufwendiger Prozess, der mit einem einfachen Metropolis-
Algorithmus auf größeren Gittern nicht zu bewerkstelligen wäre. Es wurden Algo-
rithmen entwickelt, die
• eine kurze Autokorrelationszeit und
• eine schnelle Thermalisierung
gewährleisten. Hierdurch bleibt die Zahl der notwendigen Iterationen überschau-
bar, die benötigt werden, um eine hinreichend gute Statistik zu erhalten. Einer
von ihnen ist der Polynomial Hybrid Monte-Carlo Algorithmus (PHMC). Er setzt
sich aus einem Molekular-Dynamik Algorithmus (siehe Kapitel 4.2) und einem
Langevin-Algorithmus zusammen, der in Kapitel 4.3 beschrieben wird. Dieser Hy-
brid Algorithmus (siehe Kapitel 4.4) wird mit einem Metropolis-Schritt zu einem
Hybrid-Monte-Carlo Algorithmus (HMC) ergänzt, um systematische Fehler zu un-
terdrücken. In Kapitel 4.8 wird dargelegt, wie man Fermionen in die Simulation
einbinden kann und warum ein reiner HMC nur für geradzahlige Flavour geeig-
net ist. Theorien mit ungeradzahliger Flavour-Zahl, wie N = 1 Supersymmetrie
mit einem Majorana-Spinor und Nf = 1/2 (Begründung hierfür siehe Kapitel 2.9)
bedürfen zur Simulation von (Q˜2)−α eine polynomiale Approximation, die in Ka-
pitel 4.9 vorgestellt wird. Die besondere Form der Polynome in Wurzeldarstellung
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(4.21) ermöglicht eine Neudefinition der pseudofermionischen Felder und eine effizi-
ente Verarbeitung des Tensorproduktes zwischen Feld und Fermion-Matrix (Kapitel
4.10). Durch einen Zeitschritt mit der fermionischen Wirkung wird die Ableitung
der Q˜-Matrix benötigt, die in Kapitel 4.11 eingeführt wird.
Die polynomiale Approximation der Q˜-Matrix im Akzeptanz-Rejektionsschritt wird
in Kapitel 4.12 beschrieben. Um systematische Fehler zu vermeiden und die Si-
mulationsgüte zu erhöhen, wird hierbei eine genauere Approximation der inversen
Fermion-Matrix verwendet. Dies geschieht durch Verwendung eines Korrekturpo-
lynoms P2 zu einem Polynom P1. Eine allgemeine Übersicht über den Metropolis
Algorithmus findet sich im Kapitel 4.6, die begriﬄichen Grundlagen werden zuvor in
Kapitel 4.1 dargelegt. Der Beweis, dass der Hybrid Algorithmus durch den Monte-
Carlo Schritt von systematischen Fehlern weitestgehend befreit wird, findet sich in
Kapitel 4.7. Das Verfahren wird durch die Genauigkeit der polynomialen Approxi-
mation im Akzeptanztest beschränkt, sodass sich systematische Fehler letztendlich
nicht ganz vermeiden lassen. Da das Polynom für die kleinsten Eigenwerte die größ-
ten Fehler liefert, kann für diese Konfigurationen eine Neugewichtung durchgeführt
werden. Der Vorgang wird in Kapitel 4.13 beschrieben und findet im Anschluss an
die Update-Simulation im Rahmen eines Messprozesses statt.
Durch Optimierungen kann der PHMC-Algorithmus beschleunigt werden. In Kapi-
tel 4.14 wird beschrieben, wie Diskretisierungseffekte, die durch endliche Schritte in
der Monte-Carlo Zeit entstehen, eliminiert werden können. In Kapitel 4.15 wird ge-
zeigt, wie die Fermion-Matrix präkonditioniert werden kann, damit die polynomiale
Approximationsgüte zunimmt. Zum Schluß (Kapitel 4.16) wird geschildert, wie mit
dem Determinant-Breakup die Korrelationszeiten der Feldkonfigurationen verkürzt
werden können.
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4.1. Die Markov Kette
Numerische Simulationen werden in der Gittertheorie genutzt, um Erwartungswerte
von Observablen zu ermitteln. Für eine reine Eichtheorie gilt
〈O〉 = 1Z
∫
DUO e−Sg mit der Zustandssumme Z =
∫
DUe−Sg . (4.1)
Hierzu können verschiedene numerische Verfahren angewendet werden, die sich zum
Teil deutlich unterscheiden. Ihnen liegen jedoch die gleichen Konstruktionsprinzi-
pien zu Grunde. Sie garantieren, dass die erzeugten Konfigurationen ein repräsen-
tatives Ensemble bilden, welches zur Messung der Observablen verwendet werden
kann. Schließlich müssen die Ergebnisse unterschiedlicher Simulationen bis auf Mes-
sunsicherheiten äquivalent sein. Zur Vermeidung systematischer Fehler ist es daher
hilfreich, Messwerte mit unterschiedlichen Algorithmen zu erzeugen. Zur Verifika-
tion der Ergebnisse können also Methoden zum Einsatz kommen, die anderen in
ihren numerischen Eigenschaften deutlich unterlegen sind.
Im Folgenden sei ein abzählbarer Satz diskreter Zustände betrachtet. In einer reinen
Eichtheorie entsprächen derartige Zustände z.B. einem Satz Link-Konfigurationen
{Ui} , i = 1,2, . . .. Eine Link-Konfiguration entspricht dabei dem vollständigen Git-
ter mit darauf verteilten Werten für die einzelnen Links. Man spricht von einem
Zustand zu einem gewissen Zeitpunkt in der Monte-Carlo Zeit τ , also an einem
bestimmten Simulations-Schritt.
EineMarkov-Kette beschreibt nun den Übergang von einer Link-Konfiguration {Ui}
zu einer anderen Konfiguration {Uj}. Die Wahrscheinlichkeit Wij für einen solchen
Übergang
Wij ≡W ({Ui} → {Uj})
kann über mehrere Schritte in der Monte-Carlo Zeit erfolgen
{Ui} → {Uτ1} → {Uτ2} . . .→ {Uj} .
Es ist jedoch bezeichnend für die Markov-Kette, dass die Übergangswahrschein-
lichkeit nur von dem Zustand {Ui} abhängt. Die davorgelegenen Zustände spielen
bei der Betrachtung keine Rolle. Die Zukunft eines Prozesses ist unabhängig von
seiner Vergangenheit. Die Markov-Kette hat also keine „Erinnerung”. Mit N Konfi-
gurationen {Uτi}, die durch einen Markov-Prozeß generiert werden, ergibt sich der
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Eine Markov-Kette heißt:
• irreduzibel, falls eine endliche Wahrscheinlichkeit dafür besteht, ausgehend
von einer willkürlichen Konfiguration {Ui}, in endlich vielen Markov-Schritten
eine beliebige andere Konfiguration {Uj} zu erreichen. Mit anderen Worten






Wii1Wi1i2 . . .WiN−1j 6= 0 (4.2)
gilt.
• positiv, wenn ihre Zustände positiv sind. Dies ist dann der Fall, falls die
mittlere Zeit τi bis zu seinem wiederholten Auftreten positiv ist. Wenn w
(n)
ii
die Wahrscheinlichkeit ist, in n Schritten von {Ui} zu {Ui} zu gelangen, ohne







• aperiodisch, wenn alle ihre Zustände aperiodisch sind. Das gilt, wenn der
größte gemeinsame Teiler seiner Elemente gleich 1 ist.
• ergodisch, falls die Kette irreduzibel und aperiodisch ist.
Mit Definition dieser Begriffe können nun Theoreme aufgestellt werden, die die
Grundlage für die Berechnung von Operator-Erwartungswerten mittels Markov-
Ketten bilden.
1. Ist eine Markov-Kette irreduzibel, positiv und aperiodisch, so existiert der





ij = $j . (4.3)
Hierbei sind {$j} die Menge der Übergangswahrscheinlichkeiten. In Formel
(4.3) ist die Aussage beinhaltet, dass die Verteilung für N → ∞ unabhängig
von der Anfangsverteilung ist. Weiterhin hat die Menge {$j} die Eigenschaft,
dass sie normiert und positiv definit ist∑
j
$j = 1, $j > 0 ∀j.
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Darüber hinaus bleibt die Menge {$i} bei einem Update der Elemente mit























Das zweite Theorem gilt näherungsweise mit der statistischen Unsicherheit der Ord-
nung 1/
√
N . Ein weiterer Punkt, um mit Markov-Ketten den Erwartungswert (4.1)
berechnen zu können, ist die Erfüllung der Bedingung für ein Fließgleichgewicht,
die detailed balance
e−S(Ui)Wij = e−S(Uj)Wji. (4.4)
Dieses Gleichgewicht muss für jedes Link-Paar Ui, Uj erfüllt sein.
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4.2. Molekular-Dynamik
Die Methode der Molekular-Dynamik basiert auf Theoremen der statistischen Phy-
sik. In Kombination mit dem Langevin Algorithmus kann man daraus den Hybrid-
Algorithmus konstruieren. Dieser kann wiederum durch das Hinzufügen eines Ak-
zeptanz-Schrittes zum Hybrid Monte-Carlo Algorithmus erweitert werden.
Die Vorgehensweise liegt darin begründet, dass man durch die Kombination mit dem
Langevin-Algorithmus in der Lage ist, größere Schritte durch den Konfigurations-
raum zu gehen. Der Metropolis-Schritt ist dann dafür zuständig, die statistischen
Fehler zu kontrollieren. Da eine Hybrid Monte-Carlo Simulation keine Methode zur
Behandlung der Matrix-Inversionen bereithält, muß dies extern geschehen. In physi-
kalischen Theorien mit gerader Flavour-Anzahl tritt die Matrix in der Form (Q˜2)−1
im bosonifizierten Integral auf. Sie kann aus Q˜2 mit Hilfe des konjugierten Gradien-
tenverfahren berechnet werden. Im Fall der N = 1 Supersymmetrie mit Nf = 1/2
(siehe Kapitel 2.9) tritt die Matrix in der Form (Q˜2)−1/4 auf, das in der Form
nicht mit einem Matrix-Inversionsverfahren berechnet werden kann, weshalb eine
polynomiale Approximation erfolgt.
Eigenschaften der positiven, aperiodischen, irreduziblen
Markov-Kette
↓ ↓ ↓ ↓ ↓ ↓












Die Grundidee der Molekular-Dynamik ist, dass das euklidische Pfadintegral, wel-
ches in Quantenfeldtheorien Anwendung findet, die gleiche Form wie die Zustands-
summe der statistischen Mechanik in vier räumlichen Dimensionen hat. Das System
entwickelt sich dabei auf deterministische Weise in der Monte-Carlo Zeit, also von
einem Zustand in der Markov-Kette zu einem anderen. Die quantenmechanischen
Feld-Fluktuationen der ursprünglichen Theorie werden dabei durch die Propagation
der Trajektorie im vierdimensionalen Raum realisiert (siehe Abbildung 4.1).
Abbildung 4.1.: Propagation eines Teilchens durch den diskreten vierdimensionalen
Raum. Jeder Schritt ist ein Schritt in der Monte-Carlo Zeit.
Im thermodynamischen Limes können die Mittelwerte einer kanonischen Zustands-
summe aus den Mittelwerten der mikrokanonischen Zustandssumme bei festen Ener-
gien gewonnen werden. Diese Energien werden vom System festgelegt, in der stati-
stischen Physik geschieht das z.B. durch die Temperatur. Für ergodische Systeme1
können die Erwartungswerte aus den Zeitmittelwerten über klassichen Trajektorien
ermittelt werden.




DU O e−S[U ] mit Z =
∫
DU e−S[U ] . (4.5)
Der Erwartungswert (4.5) kann in eine Form gebracht werden, die einer kanonischen
Zustandssumme in vier räumlichen Dimensionen entspricht, indem er mit einem Satz
1ergodisch bedeutet: Zeitmittelwert=Scharmittelwert
91
4. Der Polynomial Hybrid Monte-Carlo Algorithmus
kanonisch konjugierter Impulse Pi erweitert wird zu
〈O〉 = 1Z¯
∫










i −S[U ] .
Diese Erweiterung ist ohne Weiteres möglich, insofern O nicht von den Impulsen
abhängt. Der Hamilton-Operator des Systems wird definiert durch





P 2i + S [U ] .















i ist dabei ein Superindex für x, µ und j. j Summiert über die Generatoren. In
diesem Bild übernimmt die Eichkopplung β die Rolle der inversen Temperatur.
Man kann nun repräsentative Ensemble der Phasenraum-Konfigurationen mit kon-




Pxµj = −DxµjS und d
dτ
Uxµ = −iPxµjUxµ (4.6)
verwendet. Die Ableitung ist dabei gegeben durch










Da davon ausgegangen wird, dass Bewegungsgleichungen ergodisch sind und die Ob-
servablen, deren Erwartungswerte zu berechnen sind, nur von den Koordinaten ab-
hängen, kann der Ensemble-Mittelwert der mikrokanonischen Zustandssumme durch
einen Zeitmittelwert ersetzt werden. Es gilt





dτ O ({Ui (τ)}) . (4.8)
Hierbei wurde sich zu Nutze gemacht, dass das kanonische Ensemble auf einer kon-
stanten Energieschale zum mikrokanonischen Ensemble äquivalent ist. Es ist zu
beachten, dass es sich bei der betrachteten Zeit um die Monte-Carlo Zeit handelt.
Die Idee der Molekular-Dynamik kann auch auf Skalarfelder angewendet werden. In
Kombination mit der hier vorgestellten Methode könnte eine Theorie mit Bosonen
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und Fermionen simuliert werden. Dabei ist zu beachten, dass es sich bei den Fer-
mionen zwar um Dirac- bzw. Majorana-Spinoren handelt, jedoch würde man nach
Ausintegration der Fermionfelder und anschließender Bosonifizierung der Fermion-
Determinante (siehe Kapitel 3.7) schließlich Pseudofermionen, also Skalarfelder be-
trachten. Der betrachtete Hamilton-Operator hätte die Form










pi†xpix + S [U, φ] ,
wobei pix der zum Skalarfeld φ kanonisch konjugierte Impuls ist.
Der Vorteil der Molekular-Dynamik gegenüber lokalen Update-Algorithmen ist, dass
in einem Schritt alle Linkvariablen aufgefrischt werden. Man wendet die Hamilton-
schen Bewegungsgleichungen (4.6) an, um einen Schritt in der Monte-Carlo Zeit
zu machen. In einer bosonifizierten Fermion-Wirkung wäre dann lediglich eine Ma-
trixinversion durchzuführen, während die Anzahl der Matrixinversionen bei lokalen
Update-Algorithmen wie z.B. TSMB mit der Anzahl der Gitterpunkte zunimmt.
Das Problem bei der Molekular-Dynamik ist, dass die Propagation der Trajektorie
in gewissen Fällen selbst in der Nähe des Kontinuumslimes nicht ergodisch verläuft.
Zum Beispiel verhalten sich QCD-artige Theorien für schwache Eichkopplungen wie
Systeme schwach gekoppelter Oszillatoren.
Das Problem kann umgangen werden, indem dieser Algorithmus mit einem ergo-
dischen Algorithmus, wie z.B. dem Langevin Algorithmus (siehe Kapitel 4.3), zu
einem Hybrid-Algorithmus kombiniert wird.
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4.3. Der Langevin Algorithmus
Der Langevin Algorithmus2 wurde 1981 von Parisi undWu entwickelt [68] und zum
ersten Mal in einem Update-Prozess für die QCD 1985 von Fukugita und Ukawa
eingesetzt [68]. Hier sollen die Grundzüge dieses Algorithmus betrachtet werden, da
der in dieser Arbeit verwendete PHMC Algorithmus ein Hybrid-Algorithmus ist.
Er besteht aus einer Molekular-Dynamik Trajektorie und dem nun vorgestellten
Algorithmus.
Gegenstand der Betrachtung sei eine Wirkung S [U ] mit den Linkvariablen der Men-
ge {Ui} , i = 1, . . . ,N . Ziel ist es, eine Methode zu konstruieren, die diese Variablen
erneuert und dabei ergodisch abläuft und der Regel des detaillierten Gleichgewich-
tes (4.4) gehorcht (siehe Kapitel 4.1). Dazu wird eine neue, diskrete Zeitkoordinate
τ eingeführt. Diese Monte-Carlo-Zeit markiert jedes einzelne Element der Markov-
Kette. Die Linkvariablen können mit folgender Differenzialgleichung
Ui (τn+1) = Ui (τn) + L
(





von einem Zustand zur Monte-Carlo Zeit τn = nL in einem Zustand bei τn+1 =
(n+ 1) L entwickelt werden. Dabei wird L als Langevin Zeitschritt bezeichnet. Mit
L → 0 geht Gleichung (4.9) über in die Langevin-Gleichung
dUi
dτ
= −∂S [U ]
∂Ui
+ ηi (τ) .
Die Menge der Variablen {ηi (τn)} ist ein Satz Gauss-verteilter Zufallszahlen



















von Nutzen. Die reskalierten Zufallszahlen haben die Varianz
〈η˜i (τn) η˜j (τm)〉 = δijδnm
2Der Algorithmus bezieht sich auf die von Paul Langevin aufgestellte stochstische Differenzial-
gleichung. Sie beschreibt mikroskopische Prozesse in Gegenwart zufälliger Kräfte.
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und die Verteilung ergibt sich dann zu











Die Linkvariablen entwickeln sich mit der Differenzialgleichung





2Lη˜i (τn) . (4.10)











gelten. Damit ergibt sich die ÜbergangswahrscheinlichkeitWij mit der Normierungs-
konstante N0 zu























gilt, ist die Relation für das detaillierte Gleichgewicht (4.4) erfüllt.
Der Langevin Algorithmus ist zur Berechnung von Wirkungen nicht-lokaler Natur,
wie es bei Fermionen der Fall ist, gut geeignet. Er ist einfach strukturiert und im
Stande, ein Update für alle Linkvariablen gleichzeitig durchzuführen. Er besitzt den
Nachteil, dass er für ein endliches L zu systematischen Fehlern führt. Diese Feh-
ler können durch Anwendung des Algorithmus auf verschiendenen Zeitskalen zwar
abgeschätzt und minimiert werden, allerdings bremst dies die Simulationsgeschwin-
digkeit aus. Aus diesem Grunde wurden Methoden entwickelt, die effizienter arbeiten
und weniger anfällig für systematische Fehler sind.
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4.4. Hybrid Algorithmus
Mit der Methode der Molekular-Dynamik (Kapitel 4.2) ist es möglich, große Schritte
durch den Konfigurationsraum zu gehen. Allerdings entwickelt sich die Trajektorie
nicht ergodisch. Der Langevin Algorithmus (Kapitel 4.3) ist ergodisch, enthält aber
Diskretisierungsfehler. Sie führen dazu, dass der Konfigurationsraum durch diese
Simulation nicht vollständig abgedeckt wird. Diese systematischen Fehler können
zu falschen Operator-Erwartungswerten führen. Der Effekt kann durch eine feinere
Diskretisierung zwar abgeschätzt und eliminiert werden, bremst die Simulation aber
aus.
Die Link-Variablen entwickeln sich im Langevin Algorithmus nach Formel (4.10)





2Lη˜i (τn) . (4.11)




Ui = − ∂
∂Ui
S [U ] .
Hieraus ergibt sich mit der diskretisierten Ableitung
Ui (τn+1) = Ui (τn)− 2 12
∂S [U ]
∂Ui (τn)
+ Pi (τn) . (4.12)
Hierbei entspricht  = ∆τ = τn+1 − τn dem mikrokanonischen Zeitschritt.
Gleichung (4.11) und (4.12) offenbaren dabei ihre Ähnlichkeit, wenn man den Lan-




identifiziert. Es bietet sich also an, einen Algorithmus zu konstruieren, der eine
Kombination aus beiden Methoden darstellt. Hierbei wird eine Molekular-Dynamik
Trajektorie berechnet und zwischendurch ein Langevin-Update gemacht. Dazu wird
das MD-Update unterbrochen und es werden gaussverteilte neue Impulse gewählt.
Die Frage, in welchen Intervallen die Trajektorie unterbrochen wird, entscheidet
darüber, wie der Algorithmus ausbalanciert ist. Dabei treten die Vor- und Nachtei-
len der ihm zugrunde liegenden Methoden mehr oder weniger stark auf. Ein Hybrid








Wähle die {Ui} willkürlich 
 	
?
Wähle die Pi gaussverteilt 
 	
?
Entwickle den Impuls von τn → τn+1 
 	
?















Flussdiagramm 1: Flussdiagramm für den Hybrid Algorithmus. α wird bei jedem
Durchlauf hochgezählt, nach n MD-Schritten werden in einem Langevin-Schritt die
Impulse neu gewählt
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4.5. Der Hybrid Monte-Carlo Algorithmus
Der Hybrid Algorithmus stellt eine Verbesserung gegenüber den zugrunde liegenden
Verfahren dar. Er ist nahezu so schnell wie die Methode der Molekular-Dynamik, da
er große Schritte im Konfigurationsraum generiert und seine systematischen Fehler
klein sind, wenn in hinreichend kurzen Abständen ein Langevin Schritt durchge-
führt wird. Sie können jedoch nicht gänzlich vermieden werden. Aus diesem Grunde
schlugenKennedy,Duane, Pendleton undRoweth 1987 eine weitere Verbesse-
rung vor, indem sie die Metropolis Methode in den Hybrid Algorithmus integrierten
[34].
In einem Hybrid Monte-Carlo Algorithmus (HMC) werden die Konfigurationen, die
mit einem Hybrid Algorithmus erzeugt wurden, einem Akzeptanz-Rejektionsschritt
unterzogen. Dieser wird durchgeführt, wie im Beispiel von Kapitel 4.6 geschildert.
Die Akzeptanzwahrscheinlichkeit WA für die Variablen Uj ,Pj die aus Ui,Pi in einer
MD-Trajektorie entwickelt wurden verhält sich wie







Dabei wird eine auf dem Intervall [0,1] gleichverteilte Zufallszahl generiert und die




ist. Ein Darstellung zum HMC-Algorithmus findet sich in Flussdiagramm 2. Durch
das Hinzufügen dieses Metropolis-Schrittes wird der Hybrid-Algorithmus von syste-
matischen Fehlern befreit, die durch endlich lange Schritte in der Monte-Carlo Zeit
erzeugt werden. Ein Beweis dieser Aussage findet sich in Kapitel 4.7.
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Lade letzte {Ui} 
 	
?
Wähle die Pi gaussverteilt 
 	
?
Entwickle den Impuls von τn → τn+1 
 	
?























Flussdiagramm 2: Flussdiagramm für den Hybrid Monte-Carlo Algorithmus für
Eichfelder. Dies ist ein Hybrid Algorithmus mit zusätzlichem Metropolis Schritt.
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4.6. Die Metropolis Methode
Die Metropolis Methode wurde 1953 unter anderem vonMetropolis in Los Alamos
zur Beschreibung der Bewegung von Neutronen in Festkörpern entwickelt. Es ist
ein Algorithmus, der frei von systematischen Fehlern ist. Diese Eigenschaft führte
dazu, dass Duane et. al. ihn 1987 auswählten um den Hybrid Algorithmus zu
optimieren (siehe Kapitel 4.5). Dieser Algorithmus funktioniert folgenderweise. Zu
einer Link-Konfiguration {Ui} wird eine neue Konfiguration {Uj} vorgeschlagen,
die mit einer gewissen Wahrscheinlichkeit Wij angenommen wird. Dabei muss die
Mikroreversibilität gewährleistet sein, also die Wahrscheinlichkeit einer umgekehrten
Transposition Wji muss äquivalent sein
Wij ({Ui} → {Uj}) =Wji ({Uj} → {Ui}) .
Als Beispiel dient eine U(1) Eichtheorie (dies wurde in Kapitel A.7 beschrieben),
wobei die Linkvariablen Uµ (x) = eiϕµ(x) für µ = 1 . . . 4 für alle Gitterpunkte x
gegeben sind. Durch Multiplikation eines Links mit exp (iχ), wobei χ eine Zufallszahl
zwischen −pi und pi ist, kann eine neue Konfiguration vorgeschlagen werden
eiϕµ(x) → eiχ · eiϕµ(x) .
Ob die neue Konfiguration angenommen oder verworfen wird, wird mit einem Ak-
zeptanz- Rejektionsschritt entschieden. Dieser Schritt basiert auf dem detaillierten
Gleichgewicht (4.4) und hängt von den Wirkungen S (Ui) und S (Uj) ab. Falls nun
e−S(Uj) > e−S(Ui)
ist, die Wirkung also verringert wurde, wird die Konfiguration akzeptiert. Für den




nur mit einer gewissen Wahrscheinlichkeit r angenommen. r ist dabei eine gleichver-
teilte Zufallszahl im Intervall [0,1]. Ist r kleiner als das Verhältnis der Exponenti-
alfunktionen, so wird die neue Konfiguration akzeptiert, andernfalls verworfen und
die alte Konfiguration beibehalten. Dieser Algorithmus ist für größere Gitter sehr
langsam, da pro Zeitschritt nur eine Variable auffrischen kann. Man könnte diese
Methode so verändern, dass alle Links gleichzeitig erneuert werden, dies würde aber
zu großen Veränderungen in der Wirkung führen. Die Fälle in denen Konfigurar-
tionen mit vergrößerter Wirkung angenommen werden sind somit äußerst selten,
die Akzeptanzraten dieser Konfigurationen gehen gegen Null und man bewegt sich
deshalb nur langsam durch den Zustandsraum.
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4.7. Ergodizität im HMC-Algorithmus
Durch die Erweiterung des Hybrid Algorithmus mit einem Metropolis-Schritt (siehe
Kapitel 4.5) wird das detaillierte Gleichgewicht hergestellt, was im Folgenden kurz
nachgewiesen wird. Nach Kapitel 4.6 ist die Übergangswahrscheinlichkeit in einem
Akzeptanz-Rejektionsschritt gegeben durch







Die Impulse P sind Gauss-verteilt in der Form





wobei N0 eine Normierungskonstante für die Wahrscheinlichkeitsdichte darstellt.
Zusammen mit der ÜbergangswahrscheinlichkeitWM der Molekular-Dynamik ergibt
sich die gesamte Übergangswahrscheinlichkeit zu
W (Ui → Uj) =
∫
DPiDPjWG (Pi) ·
·WM ((Ui,Pi)→ (Uj ,Pj)) WA ((Ui,Pi)→ (Uj ,Pj)) .
Dies kann mit e−S multipliziert werden. Auf der rechten Seite wird e−S mit WG
zum Hamilton-Operator zusammengefasst
e−SW (Ui → Uj) =
∫
DPiDPj e−H ·
·WM ((Ui,Pi)→ (Uj ,Pj)) WA ((Ui,Pi)→ (Uj ,Pj)) .
(4.15)
Mit Formel (4.14) gilt
e−H[Ui,Pi]WA ((Ui,Pi)→ (Uj ,Pj)) = e−H[Uj ,Pj ]WA ((Uj ,Pj)→ (Ui,Pi)) . (4.16)
Das ist eine Folge des Akzeptanztests im Metropolis-Schritt und ein Hinweis dar-
auf, dass das delailiierte Gleichgewicht erfüllt ist. Die Übergangswahrscheinlichkeit
(Ui,Pi) → (Uj ,Pj) ist in der Molekular-Dynamik aufgrund des quadratischen Vor-
kommens des Impulses äquivalent zum Übergang (Ui,− Pi) → (Uj ,− Pj). Es gilt
also
(Ui,Pi)→ (Uj ,Pj) = (Ui,− Pi)→ (Uj ,− Pj) Reversibilität= (Uj ,Pj)→ (Ui,Pi) ,
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was zusammen mit Formel (4.16) in (4.15) eingesetzt
e−S[Ui]W (Ui → Uj) =
e−S[Uj ]
∫ DPiDPj [WG (Pj)WM ((Uj ,Pj)→ (Ui,Pi))WA ((Uj ,Pj)→ (Ui,Pi))]
= e−S[Uj ]W (Uj → Ui) 
ergibt. Durch den Metropolis-Schritt werden systematische Fehler, die durch eine
endliche Schrittlänge in der Monte-Carlo Zeit induziert werden, unterdrückt. Die
fehlerhaften Konfigurationen, die in der Molekular-Dynamik vorgeschlagen werden,
verlassen die Energiehyperfläche. Da die Wirkung stark verändert wird, nimmt die
Akzeptanzwahrscheinlichkeit exponenziell ab. Die Daten müssen nun im Gegensatz
zum Hybrid-Algorithmus nicht extrapoliert werden. Deshalb ist ein Hybrid Monte-
Carlo Algorithmus mindestens so schnell wie der Hybrid-Algrithmus. Darüber hin-
aus ist er frei von systematischen Fehlern, die aufgrund endlicher Schrittlänge auf-
treten.
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4.8. HMC Algorithmus mit Fermionen
Aus Gründen der Übersicht beschränken sich die Betrachtungen zunächst auf Eich-
felder. Es ist aber ohne Weiteres möglich, den Hamilton-Operator um einen fermio-
nischen Anteil der Wirkung zu erweitern. Mit den gleichen Überlegungen wie in
Kapitel 4.2 würde man den Pseudo-Fermionen zugeordnete Impulse Pf einführen,






P 2g i +
∑
j
P ∗f jPf j + Sg [U ] + Sf [U,φ∗,φ]
annimmt. Hier sind Pg die Impulse der Eichfelder und Sf ist die pseudofermionische
Wirkung. Die Impulse Pf sind die konjugierten Variablen zu den Feldern φ ab. Die
Bewegungsgleichungen ergeben sich mit der Ableitung (4.7) zu
d
dτ
Pg = −DSg −DSf und d
dτ
Uxµ = −iPgUxµ . (4.17)


















φi = Pfi .
Diese Methode wäre der direkte Weg einer Erweiterung des Algorithmus für Eich-
felder auf Fermion-Felder. In Anwendungen hat sich allerdings gezeigt, dass der
Algorithmus schneller ist, wenn man die Eichfelder auffrischt und die fermionische
Wirkung mit den neuen Eichfeldern bildet. Anstatt einer Zeit-Entwicklung mit dy-
namischen Variablen (U,Pg) und (φ, Pf ) werden hierbei nur die Eichfeld-Variablen
entwickelt. Die pseudofermionische Wirkung betrachtet man als Hintergrundfeld.









Für eine feste Link-Konfiguration {Ui} können mit Gauss-verteilten ξ die Skalarfel-
der
φ = Q† [U ] ξ
103
4. Der Polynomial Hybrid Monte-Carlo Algorithmus
berechnet werden. Die so erzeugten Konfigurationen dienen als Hintergrundfelder für
einen Molekular-Dynamik Algorithmus, der sich in den Link-Variablen entwickelt.
Wie schon in Kapitel 3.7 dargestellt, tritt bei der Bosonifizierung einer N = 1 super-
symmetrischen Fermion-Wirkung mit einem Majorana-Spinor die Fermion-Matrix
in der Form (Q˜2)−1/4 auf. Diese Inversion kann ohne eine effiziente Methode nicht
in einer Bewegungsgleichung der Form (4.17) berechnet werden. Während sich für
Matrix-Inversionen einfacher Potenzen (Q˜2)−1 das Verfahren der konjugierten Gra-
dienten durchgesetzt hat, gibt es für den vorliegenden Fall zwei konkurrierende
Methoden.
Zum einen sei der Rational Hybrid Monte-Carlo Algorithmus (RHMC) genannt, der
auf einem Theorem von Pafnuti Tschebyschow basiert. Dieses Theorem besagt,
dass es zu jeder Funktion f(x) eine eindeutige rationale Funktion vom Grad (n,d)
gibt, die den Betrag
|r − f | = min
[0 ,1]
|r (x)− f (x)|
minimiert. Wobei der Fehler sein Maximum genau bei n + d + 2 Punkten auf dem
Einheitsintervall hat, sofern die gesamte Statistik aus N Punkten besteht. In die-
sem Fall wird die Pseudofermion-Wirkung also durch eine rationale Funktion ap-
proximiert. Dem steht die in dieser Arbeit verwendete polynomiale Approximation
(PHMC) gegenüber, in der (Q˜2)−1/4 durch ein Polynom approximiert wird (siehe
Kapitel 4.9).
Bevor nun das polynomiale Verfahren für den Hybrid Monte-Carlo Algorithmus
eingeführt wird, sei mit Flussdiagramm 3 eine Übersicht über den HMC Algorithmus
gegeben. Dabei handelt es sich um eine Simulation mit zwei Flavours, die deshalb
keine polynomiale Approximation benötigt. Anstatt die Ableitung einer inversen







genutzt werden, was numerisch von Vorteil ist.
104











Lade letzte {Ui}  
?
Wähle Pi gaussverteilt exp
(−12∑i P 2i ) 
 	
?
Wähle ξ gaussverteilt 
 	
?






Entwickle den Impuls von τn → τn+1
∂







































HMC für Fermionen mit gerader Flavourzahl
Flussdiagramm 3: Flussdiagramm für den Hybrid Monte-Carlo Algorithmus für
Eich- und Fermionfelder am Beispiel einer geraden Flavour-Anzahl ohne polyno-
miale Approximation
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4.9. Der polynomiale Hybrid Monte-Carlo Algorithmus
In Kapitel 3.7 wurde die effektive Wirkung von Curci und Veneziano hergeleitet
zu











Dort wurde auch dargelegt, dass die quadratische Matrix
Q˜2 := Q†Q
anstatt die Q-Matrix betrachtet wird. Diese Matrix hat die für Monte-Carlo Simu-



















− 14 φx (4.19)
bosonifiziert werden. In der vorliegenden Theorie mit einem Majorana-Teilchen muß
es im Gegensatz zu Theorien mit geraden Flavour-Zahlen jedoch die 4. Wurzel von
Q˜2 berechnet werden. Hier wird auf eine polynomiale Approximation der inversen













) = ∫ [dφ†dφ] e−Px, y φ†yPn(Q˜2)yxφx








∀x ∈ [, λ]








∀x ∈ [, λ] .
Damit müssen für den Fall Nf = 1 andere Polynome gewählt werden, da die hier
verwendeten supersymmetrischen Majorana-Spinoren mit halbzahliger Flavour-Zahl
Nf = 1/2 eingehen (siehe hierzu auch Kapitel 2.9). Lüscher verwendete in seiner
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Originalarbeit zur Approximation von 1/x Tschebyschow-Polynome [70], [71]. Spä-
ter wurden Gegenbauer-Polynome zur Approximation von 1/xα mit α ∈ R+ vor-
geschlagen [77]. Prinzipiell ist die Wahl der Art der Polynome aber frei. Da die
Simulationsgeschwindigkeit allerdings direkt mit der Ordnung n des Polynoms zu-
sammenhängt, sollte bei möglichst kleiner Polynomordnung eine möglichst große
Approximationsgüte erzeugt werden.
István Montvay schlug 1998 quadratisch optimierte Polynome zur Approximation
von 1/xα innerhalb eines Intervalls [,λ] vor. Die Approximationsgüte dieser Po-
lynome ist bei fester Polynomordnung besser als im vorhergehenden Fall [78]. Die
Polynome werden dabei durch ein Minimierungsverfahren erzeugt (siehe Anhang
B.12).







dx [1− xαPn (x)]2
] 1
2
wird in Abhängigkeit von dem gewählten Approximations-Intervall [,λ] und der zu








[x− rnj ] (4.20)
erzeugt. Diese Polynome können z.B. mit der Class Library for Numbers (CLN)
gewonnen werden [157]. Es gilt also die Approximation
(
Q˜2


















Es hat sich als effektiver erwiesen, die Q˜-Matrix nicht in quadratischer sondern in
naiver Potenz weiter zu untersuchen. Dafür definiert man
ρj ≡ µj + iνj ≡ √rj
107











































Die doppelte Produktsummendarstellung ist für die Definition der Hilfsfelder später
von Bedeutung (siehe Kapitel 4.10). Das in (4.20) angegebene Polynom ist in der
PHMC-Simulation das 1. Polynom P1 einer vergleichsweise niedrigen Ordnung n1.
Die benötigte Ordnung hängt dabei von den Parametern β und κ der Simulation
ab. Je näher eine Simulation am kritischen Punkt erfolgt, umso kleiner werden die
in der Q˜-Matrix vorkommenden Eigenwerte. Dadurch wird das zu approximierende
Intervall [,λ] größer und die Approximation bei gegebener Ordnung n1 ungenauer.
Bei gleichbleibender Schrittlänge durch die Monte-Carlo Zeit vergrößern sich die
Energiedifferenzen in der Molekular-Dynamik-Trajektorie und die Akzeptanzrate
des Metropolis-Schrittes sinkt ab.
Um sich möglichst schnell durch den Konfigurationsraum bewegen zu können, hat
sich herausgestellt, dass eine Akzeptanzrate zwischen 60% und 80% im Rausch-
Korrekturschritt sinnvoll ist. Ist die Akzeptanz niedriger, muss die Polynomordnung
P1 erhöht werden. Ist die Akzeptanzrate höher, kann die Polynomordnung herabge-




























Hier bezeichnen x,y die Gitterpunkte, a,b die vier Spinor-Richtungen und l,m die
Farbe. Mit P¯1 ist kenntlich gemacht, dass an dieser Stelle das 1. Polynom P1 (4.20)




Pxµj = −DxµjS = −DxµjSg −DxµjSf
muss mit


































































Man erhält somit 2n1 Summanden mit jeweils 2n1 Termen. Um diese Formel et-
was handhabbarer zu gestalten, kann man jene Terme, in denen keine Ableitungen
stehen, in die Skalarfelder absorbieren. Durch eine derartige Prozedur wird das Ten-
sorprodukt in der Simulation außerdem speicherschonender und effizienter angelegt
[79]. Dazu definiert man sich die Auxilary Boson Fields, die bosonischen Hilfsfel-
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ist der Zeitschritt mit der pseudofermionischen Wirkung in einem Tensorprodukt
in der PHMC-Simulation schnell und speichereffizient realisiert. Dazu muss in ei-
nem nächsten Schritt noch die Ableitung der supersymmetrischen Fermion-Matrix
berechnet werden (siehe Kapitel 4.11).
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4.11. Ableitung der Fermionen-Wirkung
Es bleibt noch die Ableitung DxµjQ˜ zu berechnen, wozu die Q˜-Matrix näher be-
trachtet wird. Sie ist definiert als Q˜ = γ5Q und kann mit der Fermion-Matrix (3.13)
angegeben werden zu




δy,x+νˆ (γ5 + γνγ5)Vν (x) + δy+νˆ,x (γ5 − γνγ5)V Tν (y)
]
.
Die Eich-Matrix ist reell und orthogonal
[Vν (x)]ab = 2Tr
[
U †ν (x)TaUν (x)Tb
]






Für die Ableitung der Q˜-Matrix
DxµjQ˜y,x[U ] =− κ
∑
ν
[δy,x+νˆ (γ5 + γνγ5)DxνjVν (x)
+δy+νˆ,x (γ5 − γνγ5)DxνjV Tν (y)
]
(4.24)







TaUµ (x)Tb + U †µ (x)Ta {DxµjUµ (x)}Tb
]
.
Mit der Definition der Ableitung nach (4.23) ergibt sich
DjUµ = iUµTj und DjU †µ = −iTjU †µ
und damit
[DxµjVµ]ab =2Tr [ − iTjU †µTaUµ (x)Tb + U †µ (x)TaiUµTjTb ]
=2Tr [ − i (−TbTj + TjTb)︸ ︷︷ ︸
−ifbjcTc
U †µ (x)TaUµ (x) ]
=2Tr [ fbjcTcU †µ (x)TaUµ (x) ]
=2fbjc [Vµ]ac . (4.25)
Es wurde die Zyklizität der Spur ausgenutzt. fbjc sind die Strukturkonstanten. Für
SU(2) ergibt sich der Levi-Civita-Tensor bjc. Die Berechnung der transponierten






= −2fajc [Vµ]bc . (4.26)
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− κ [δy,x+µˆ (γ5 + γµγ5) 2fbjc [Vµ]ac + δy+µˆ,x (γ5 − γµγ5) 2fajc [Vµ]bc] .


















































1,a (x) (γ5 + γµγ5) 2fbjc [Vµ]ac φ
∗(k)
2,b (x+ µˆ)
−φ(k)1,a (x+ µˆ) (γ5 − γµγ5) 2fajc [Vµ]bc φ∗(k)2,b (x)
+φ(k)2,a (x) (γ5 + γµγ5) 2fbjc [Vµ]ac φ
∗(k)
1,b (x+ µˆ)
−φ(k)2,a (x+ µˆ) (γ5 − γµγ5) 2fajc [Vµ]bc φ∗(k)1,b (x)
}
.
Bei genauerer Betrachtung fällt auf, dass Term 3 komplex konjugiert zu Term 2 ist,






























1,a (x) (γ5 + γµγ5) 2fbjc [Vµ]ac φ
∗(k)
2,b (x+ µˆ)





In dieser Form wird das Tensorprodukt in der Simulation verwendet.
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4.12. Polynomiale Approximation im Metropolis-Schritt
4.12.1. Das Polynom P1 im Metropolis-Schritt
In Kapitel 4.5 wurde bereits angesprochen, dass ein Akzeptanztest durchgeführt
wird, um den Hybrid-Algorithmus von systematischen Fehlern zu befreien. Im Fall
einer PHMC-Simulation mit Pseudofermionen φ muss für eine auf dem Intervall





erfüllt sein, damit die neue Konfiguration akzeptiert wird. Auch hier muss die fer-
mionische Wirkung für die numerische Simulation aufbereitet werden. Dabei kann
auf gleiche Weise verfahren werden wie in Kapitel 4.9. Für die Fermion-Matrix wird
also die polynomial approximierte Form verwendet und die Determinante wird auf
Integralform gebracht. Der numerische Aufwand bleibt in diesem Fall aber vertret-
bar, da nur das reine Verhältnis der Wirkung mit neuer Link-Konfiguration und der
Wirkung mit alter Link-Konfiguration betrachtet wird. Es wird kein Pfadintegral





Dabei handelt es sich um ein globales Update, dass in Form eines bosonischen Inte-
grals mit nur einem pseudofermionischen Feld η berechnet werden kann. Im Gegen-
satz zu den lokalen Updates in der MD-Trajektorie wird hier kein multibosonisches
Integral benötigt. Es ist auch nicht notwendig, ein Tensorprodukt mit den Skalar-
feldern φ(k)1 (Q˜) und φ
(k)†
2 (Q˜) und der darin enthaltenen Wurzeldarstellung von P1
zu definieren. Es reicht eine normale polynomiale Approximation von (Q˜ [U ]2)−α
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4.12.2. Das Polynom P2 als Korrekturpolynom
Da der Metropolis-Schritt zum Einen weniger häufig in der Simulation auftritt und
zum Anderen aufgrund des einfachen bosonischen Integrals deutlich einfacher zu
simulieren ist, ist es sinnvoll, die Approximationsgenauigkeit des Polynoms zu erhö-
hen. Dies geschieht indem ein Polynom höherer Ordnung Verwendung findet. Dabei
wird das zweite Polynom P2 als Korrekturpolynom zu Polynom P1 derart
xαP1 (x) ' 1
P2 (x)
→ 1− xαP1 (x)P2 (x) ≈ 0
gewählt. In der pseudofermionischen Wirkung der vorliegenden Art wäre α = 1/4
zu wählen. Im Hinblick auf eine spätere Optimierung mit Determinant-Breakup
(siehe Kapitel 4.16) wird an dieser Stelle allerdings der allgemeine Fall betrachtet.
Das zweite Polynom wird genauso wie das erste Polynom durch Minimierung der











Mit vorgegebenem P1 kann P2 somit berechnet werden. Da man während des Durch-
laufs einer MD-Trajektorie die Fermion-Matrix mit einem Polynom P1 kleinerer
Ordnung approximiert und im Akzeptanz-Rejektionsschritt die Approximationsge-
nauigkeit erhöht, spricht man auch von einer zwei-Schritt Approximation oder Two-
Step-PHMC. Das Verfahren wurde 1996 von Montvay vorgestellt [43].
Um den Metropolis-Schritt durchführen zu können, müssen die Wirkungen in Formel
(4.27) mit dem pseudofermionischen Feld η bosonifiziert und die Matrizen polyno-




[U ]→ [U ′]) = min{1, exp(−η† [P2 (Q˜ [U ′]2)− P2 (Q˜ [U ]2)] η)} . (4.29)
Die Pseudofermionen η werden auch als Noisy Estimator oder Schätzer bezeichnet.
Mit ihnen wird der Testschritt [U ] → [U ′] bewertet. Prinzipiell können in einem
Metropolis-Schritt auch mehrere Schätzer Nnoisy ≥ 1 zum Einsatz kommen. Da
der Akzeptanz-Rejektions-Schritt mit normalverteilten Zufallszahlen durchgeführt
wird, spricht man auch von einer Noisy- oder Rausch-Korrektur .
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4.12.3. Das Polynom P3 für die Zufalls-Schätzwerte η
Bei den Schätzern handelt es sich um Zufallsvektoren, die nach











umgerechnet werden, um die Form (4.29) zu erhalten. An dieser Stelle empfiehlt
sich erneut eine Approximation von P2 (x)−1/2 durch ein drittes Polynom P3, da die
Inversion von P2 sehr zeitaufwendig wäre. Man wählt





Das Hilfspolynom S diene zur Approximation der Wurzelfunktion S =
√
P1 (x) auf
dem Intervall [λ−α,−α]. Damit ist
P3 (x) '
√
xαP1 (x) ' xα/2S (P1 (x)) .










x−α/2S (P1 (x))− P3 (x)
]2] 12
(4.30)
bestimmt. Hierbei ist zu beachten, dass das Approximationsintervall aufgrund der
inversen Approximation von P2 in den Grenzen [λ−α,−α] liegt. In Formel (4.30)
wurde eine Rücksubstitution durchgeführt.
Der Akzeptanz-Rejektions-Schritt mit normalverteilten Schätzern, also die Rausch-
korrektur hat in der Simulation nun die Form
























An dieser Form ist der numerische Aufwand zur Durchführung eines Metropolis-
Schrittes gut zu erkennen. Es gibt drei Polynome in Q˜ mit den Polynomordnungen
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l,m, n. Damit müssen l + m + n Matrix-Vektor-Multiplikationen sowohl für η als
auch η¯ durchgeführt werden. Tabelle 4.1 gibt eine Übersicht über alle in der Simu-
lation verwendeten Polynome. Der Vollständigkeit halber ist hier auch schon das
Polynom P4 aufgeführt, dass erst im Measurement zum Tragen kommt (siehe Ka-
pitel 4.13). Beim sogenannten Reweighting werden hiermit die Konfigurationen mit
den kleinsten Eigenwerten neu gewichtet, da das Approximations-Polynom für sehr
kleine Eigenwerte die größten Abweichungen liefert.
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4.12.4. Diskussion zur Ordnung und Güte der Polynome
Die Ordnung der Polynome hängt direkt mit den Parametern β und κ der simu-
lierten Wirkung zusammen. Im Vorfeld einer Simulation ist die nackte Kopplung β
zu bestimmen (siehe Kapitel 5.1.1). Abhängig davon wird κ in verschiedenen Simu-
lationen auf einen kritischen Wert κcr eingestimmt. Je näher am kritischen Punkt
simuliert wird, desto kleinere Eigenwerte treten in der Q˜-Matrix auf. Deshalb müs-
sen Polynome höherer Ordnung verwendet werden. In Abbildung 4.2 wird deutlich,
dass die Approximation für kleine x am schlechtesten ist. An dieser Stelle wird die
Achilles-Ferse des Algorithmus deutlich. Je näher am kritischen Punkt simuliert
wird, umso mehr wird die durch die nackte Gluino-Masse m0,g˜ induzierte Brechung
der chiralen Symmetrie aufgehoben. Wie schon in Kapitel 3.3 angesprochen, wird
durch dieses Feintuning die Supersymmetrie restauriert und durch den Kontinuums-
Limes eine physikalische Theorie reproduziert. Durch das STOUT-Smearing wird
darüber hinaus das Auftreten extrem kleiner Eigenwerte, den sogenannten exceptio-
nal configurations, reduziert.
Dadurch, dass die Terme verschwinden, die für die Symmetriebrechung verantwort-
lich sind, gewinnen die kleinen Eigenwerte im chiralen Limes eine große Bedeutung
und die Polynomordnung muss erhöht werden. Mit der Polynomordnung nehmen
aber auch die Matrix-Vektor-Multiplikationen und damit der numerische Aufwand
zu (siehe Kapitel 4.10). Dieses Phänomen ist als Berlin Wall der Gitter-QCD be-
kannt.
Die Ordnung des ersten Polynoms P1 sollte so gewählt werden, dass die Akzep-
tanzrate im Akzeptanz-Schritt mit dem Polynom P2 bei 80% liegt, damit sich die
Trajektorie möglichst schnell durch den Phasenraum bewegt. Läge die Akzeptanz-
rate weit darüber, würde man das Ergebnis durch unnötig hohe Polynomordnungen
erkaufen. Bei viel kleineren Akzeptanzraten würden die Korrelationslängen zuneh-
men und die Dynamik der Simulation vom Korrekturschritt abhängig werden, was
ebenfalls unökonomisch wäre.
Erfahrungswerte haben gezeigt, dass das Polynom P2 ungefähr eine zehnfach größere
Ordnung als das erste Polynom haben sollte. Dies gilt für den reinen Algorithmus
ohne Determinant-Breakup Optimierung (siehe Kapitel 4.16). Da das erste Polynom
bei einer solchen Optimierung entsprechend der Determinanten-Brechungsordnung
kleiner ausfällt, verändern sich die Verhältnisse dementsprechend. Es gilt also
O (P2) ∼ 10×O (P1) mit detBreak = 1
O (P2) ∼ 20×O (P1) mit detBreak = 2 etc. .
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(a) Approximation von 1/x für verschiedene Polynomordnungen P1
Quelle:[36]
(b) Zwei-Schritt Approximation von 1/x für festes P1 und verschiedene
Polynomordnungen P2 Quelle:[36]
Abbildung 4.2.: Polynomiale Approximation der Q˜-Matrix. Aufgetragen ist jeweils
die Abweichung der Approximation vom wahren Wert. Es ist deutlich zu erkennen,
dass die Approximationsgüte auf dem Intervall schwankt.
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Das Polynom P3 muss für eine entsprechend gute Approximation von P
−1/2
2 eine
höhere Ordnung besitzen als P2. Die benötigte Genauigkeit hängt dabei von dem
systematischen Fehler ab, den man bereit ist, im Metropolis-Schritt zu akzeptieren.
Bei einer mittleren Genauigkeit von 0,3% ergibt sich ein Verhältnis
O (P3) ∼ 1,25×O (P2) bis O (P3) ∼ 1,5×O (P2) .
Um die mittlere Genauigkeit der Polynome abschätzen zu können, gibt es zwei
Methoden.
• Bei der genauen aber aufwendigen Methode wird eine Matrix Q˜2 mit einem
konjugierten Gradienten-Verfahren (CG) beliebig genau iterativ approximiert
und das Ergebnis mit der polynomial approximierten Matrix verglichen.
• Ein einfacherer und praktikablerer Test besteht darin, auf den Feldkonfigu-
rationen kein Update durchzuführen. Man schaltet den Update-Mechanismus
also ab und schaut, wie stark die Akzeptanzwahrscheinlichkeit A([U ]→ [U ′])
von 1 abweicht.
Es kann gesagt werden, dass dem Polynom P4 beim Reweighting die höchste Ord-
nung zukommt, da es die kleinsten Eigenwerte behandelt (siehe Kapitel 4.13). Zu-
sammenfassend gilt:
O (P1) < O (P2) < O (P3) < O (P4) .
Es ist anzumerken, dass durch ein Korrekturpolynom die Approximationsgenauig-
keit einer Funktion über der Genauigkeit von einzelnen Polynomen der Ordnung
O (P1) oder O (P2) liegt, aber in der Regel nicht die Approximationsgenauigkeit
eines Polynoms der Ordnung O (P1) +O (P2) erreicht wird.
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Entwickle den Impuls von τn → τn+1
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Flussdiagramm 4: Flussdiagramm für den Polynomial Hybrid Monte-Carlo Algo-
rithmus mit Eich- und Fermionfeldern.
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4.13. Neugewichtung mit dem Polynom P4
Die in Kapitel 4.12 besprochene Rauschkorrektur ist nur für den Fall O(P2) → ∞
frei von systematischen Fehlern. Bei fester Polynomordnung ist die Approximation
der Q˜-Matrix für die kleinsten Eigenwerte am schlechtesten (siehe Abbildung 4.2).
Aus diesem Grund wird für die Konfigurationen mit den kleinsten Eigenwerten eine
Neugewichtung durchgeführt.
Abbildung 4.33 gibt eine Übersicht über die kleinsten Eigenwerte, die bei einer
Simulation auftreten. Dargestellt ist die Messung des kleinsten Eigenwertes in der
Q˜-Matrix jeweils nach einem vollen Durchlauf (Sweep) einer MD-Trajektorie für n











163 x 32 lattice, SYM
TLSym action
β = 1.60,  κ = 0.2000 
average = 1.887(65)e-4
τ = 1.3
Abbildung 4.3.: Die Kurve zeigt die kleinsten Eigenwerte für jede der n Konfigu-
rationen. Sporadisch treten sehr kleine Eigenwerte auf. Die Approximation ist für
Werte unterhalb der durchgezogenen linie zu klein, so dass diese Konfigurationen
neu gewichtet werden müssen.
Während sich die kleinsten Eigenwerte in den meisten Fällen in einem Bereich be-
wegen, der schon durch kleine Polynomordnungen gut approximiert ist, was bei
3Die Daten entstammen unseren Produktionsläufen
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einzelnen Ereignissen nicht der Fall ist.
Es wäre nicht sinnvoll, für sporadisch auftretende Ereignisse die Polynomordnung
sehr groß zu wählen, da hierdurch nur der Simulationsaufwand unnötig in die Höhe
getrieben würde. Es ist effizienter, die Polynomordnung im Update zu beschränken
und für die Konfigurationen mit den kleinsten Eigenwerten Korrekturfaktoren Ai







Dazu wird das in [89] und [80] vorgestellte Reweighting-Verfahren verwendet. Dieses
funktioniert wie folgt.
• Zu berechnen sind die kleinsten Eigenwerte der Q˜2-Matrix. Diese Iteration
wird üblicherweise schon im Update nach jedem Akzeptanz-Rejektionsschritt
durchgeführt. Zur Berechnung des kleinsten Eigenwertes kann das konjugierte
Gradientenverfahren (CG) verwendet werden (siehe Kapitel 6.4.1).
• Für die Konfigurationen, die zu kleine Eigenwerte besitzen, werden nach dem
Ende der Simulation Korrekturfaktoren berechnet, die als Messkorrekturen für
die jeweiligen Link-Konfigurationen dienen.
Die einfachste Möglichkeit, um Korrekturfaktoren zu bestimmen besteht in der sta-
tistischen Methode. Dazu wird ein Polynom P4 verwendet, dass wiederum als Kor-







n4 (x) = x
−Nf/2 mit x ∈ [0,λ]
exakt ist. Dabei ist P4 so groß zu wählen, dass die Funktion x−Nf/2 bis auf Ma-
schinenpräzision genau angegeben werden kann, was eine natürliche Grenze der
Approximationsgenauigkeit darstellt. Nach einer Neugewichtung nimmt der Erwar-




























an. Nur bei den Ausnahmekonfigurationen weichen die Korrekturfaktoren weit von
1 ab und fallen damit ins Gewicht. Es genügt, einen Schätzer η zu verwenden, um
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einen exakten Algorithmus zu erhalten, die statistischen Fluktuationen gleichen sich
bei vielen Ausnahmekonfigurationen aus. Um die Fluktuationen zu minimieren ohne
den Rechenaufwand zu groß werden zu lassen, verwendet man üblicherweise aber
12 Schätzer.
Man sollte sich nicht dazu verleiten lassen, die Polynome im Update zu klein zu wäh-
len, damit die Simulation möglichst schnell abläuft und zu versuchen, die Fehler in
einem Reweighting-Step zu beheben. Bei zu kleinen Polynomen wird der Akzeptanz-
Rejektions-Schritt zu unpräzise. Die durch eine zu kleine Ordnung auftretenden
Approximationsfehler sind dann sehr groß. Der Approximationsfehler ist zwar im
positiven wie negativen Bereich gleich groß, sodass die Mittelwerte der approximier-
ten Matrix nicht von denen der tatsächlichen Matrix abweichen, allerdings gehen
Observablen, die für kleine Eigenwerte sensitiv sind, schnell im stochastischen Rau-
schen unter.
→ Die Polynome sollten also so gewählt werden, dass ein Reweighting nur für ein-
zelne Konfigurationen notwendig wird.
Es sei angemerkt, dass neben der statistischen Methode zur Bestimmung der Re-
weightingfaktoren auch andere Methoden erprobt wurden. Zum einen wäre der
Kalkreuter-Simma-Algorithmus zu nennen, bei dem die k kleinsten Eigenwerte ei-
ner Ausnahmekonfiguration ermittelt werden (siehe Anhang B.8), zum anderen
gibt es das Hybrid Korrekturverfahren, bestehend aus statistischer Methode und
Kalkreuter-Simma-Algorithmus.
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4.14. Optimierung des Integrators
In Kapitel 4.2 wird erwähnt, dass die Molekular-Dynamik Trajektorie nicht ergo-
disch verläuft. In Kapitel 4.4 werden die Diskretisierungsfehler angesprochen, die
durch einen Langevin-Algorithmus entstehen. Eine Kombination beider Algorith-
men führt zu einer Milderung dieser Phänomene. Besonders bei großen Zeitschritten
∆τ treten die Effekte dennoch in Erscheinung und mindern die Akzeptanzrate in ei-
nem Metropolis-Schritt. Aus diesem Grund haben Sexton undWeingarten 1992
die Schrittfolgen und deren Längen untersucht, mit denen eine Trajektorie optima-
lerweise durch den Phasenraum propagieren muss, damit die hiermit verbundenen
Fehler möglichst klein sind [83]. Als Folge davon steigt bei gleichem ∆τ die Akzep-
tanzrate im Metropolis-Schritt, oder es können größere Werte für ∆τ bei gleicher
Akzeptanzrate verwendet werden. In beiden Fällen steigt die Simulationsgeschwin-
digkeit.
Abbildung 4.4.: Durch die diskreten Zeitschritte in der Monte-Carlo Zeit τ ist in
einem einfachen Leapfrog-Algorithmus die Energie nicht erhalten.
Eine Randbedingung, die man an die diskretisierten Trajektorien stellt ist, dass
sie reversibel sind. Dies ist notwendig, damit das detaillierte Gleichgewicht (Formel
(4.4)) erfüllt ist. Damit gilt:
Aus T (∆τ) : (P,U)→ (P ′,U ′) folgt T (−∆τ) : (P ′,U ′)→ (P,U) .
Ein Zeitschritt ∆t in der Monte-Carlo Zeit muss also reversibel sein. Als zweite
Randbedingung für das detaillierte Gleichgewicht wird gefordert, dass das Phasen-























möglichst hoch ist. Die in den folgenden Abschnitten behandelten symplektischen
Integrationsschemas erfüllen diese zwei Bedingungen.
4.14.1. Die Leapfrog-Trajektorie
Ein einfaches Beispiel einer solchen Trajektorie ist die Leapfrog-Trajektorie:











Sie wird charakterisiert durch ein Update der konjugierten Impulse ∆τ = 12δτ ge-
folgt von einem Schritt mit den Eichfeldern und wiederum einem abschließenden
Halbschritt mit den konjugierten Impulsen. Mit den Hamiltonschen Bewegungsglei-
chungen (4.6) gilt für die Zeitschritte







TP (∆τ) : P ′xµj = Pxµj −∆τDxµjS [U,φ] ,
wobei die Summe über die Anzahl j der Generatoren der betrachteten Eichgruppe
zu bilden ist.
Eine Molekular-Dynamik Trajetorie besteht im einfachsten Fall aus einer n-fachen
Hintereinanderschaltung von Leapfrog-Trajektorien (mit n ≥ 1)
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4.14.2. Fehlerabschätzung der Leapfrog-Trajektorie
Durch die Zeitschritte wird ein Diskretisierungsfehler  induziert (siehe Abbildung























(∆τ)2n+1 2n+1 . (4.32)
L ist hierbei ein linearer Operator und für L(f) gilt mit der Poissonklammer
L(f)g = −{f,g} .
Für allgemeine Funktionen f,g. Desweiteren gelten die Definitionen




Der führende Term des Fehlers in Gleichung (4.32) hat die Form
3 = −16 [L (h2) , [L (h2) ,L (h1)]]−
1
6
[L (h1) , [L (h2) ,L (h1)]] .
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4.14.3. Die Sexton-Weingarten-Trajektorie
Mit einem effektiven Hamiltonoperator
Heff = H −
1
6









[2 {hi, {hi,hj}}+ 4 {hj , {hi,hj}}]
ist, können Diskretisierungsfehler in 3 umgangen werden. Die im Vergleich zur
Leapfrog-Trajektorie verbesserte Sexton-Weingarten Trajektorie hat die Form


























(siehe auch Abbildung 4.5 dazu). Mit der gleichen Methode könnten auch die Fehler
höherer Ordnung 5,7, . . . eliminiert werden. Ein anderer Weg, die Diskretisierungs-
fehler zu minimieren besteht darin, die Trajektorie auf unterschiedlichen Zeitskalen
zu entwickeln.
Abbildung 4.5.: Abfolge der Zeitschritte bei einer Leapfrog- und einer Sexton-
Weingarten Trajektorie.
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4.14.4. Trajektorien auf multiplen Zeitskalen
Für eine Leapfrog Entwicklung der Trajektorie auf unterschiedlichen Zeitskalen wird
der Hamilton-Operator in der Form






Si [U ] mit l ≥ 1







NlNl−1 . . . Ni︸ ︷︷ ︸
N (i) =Schritte für i
mit 0 ≤ i ≤ l und ∆τl+1 ≡ τ .
Der Higher-Order-Leapfrog-Algorithmus ist rekursiv formuliert und lautet dann











wobei T0 gerade der einfachen Leapfrog-Entwicklung (4.31) entspricht. Der Higher-
Order Sexton-Weingarten Algorithmus hat die Form



































In den Simulationen wurde der Higher-Order Sexton-Weingarten Algorithmus ver-
wendet, da er sehr geringe Diskretisierungsfehler aufweist und eine hohe Simulati-
onsgeschwindigkeit ermöglicht.
Eine exakte Auslöschung der Diskretisierungsfehler kann durch einen Integrator der
Form
Tges = TP (λ∆τ0)TU (∆τ0/2)TP ((1− 2λ)∆τ0)TU (∆τ0/2)TP (λ∆τ0)
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erreicht werden. Dieses Integrationsschema nennt sich second order Minimal Norm
integration scheme (2MN) und besitzt einen zu tunenden Parameter λ. Dieses Sche-
ma kann auf gleiche Weise wie das Sexton-Weingarten Verfahren auf multiple Zeit-
skalen angewendet werden. Den Ergebnissen von Ukawa [84] folgend, sind gegen-
über dem Sexton-Weingarten Algorithmus keine großen Verbesserungen zu erwar-
ten, da dieser schon eine sehr gute Approximation liefert.
129
4. Der Polynomial Hybrid Monte-Carlo Algorithmus
4.15. Optimierung der Q˜-Matrix
4.15.1. Even-Odd-Präkonditionierung der Q˜-Matrix
In Kapitel 4.12, besonders in Abbildung 4.2 wird deutlich, dass die benötigte po-
lynomiale Ordnung zur Approximation der Q˜-Matrix von den ihr zuzuordnenden
Eigenwerten abhängt. Genauer gesagt ist das Approximationsintervall [,λ] von Be-






Je kleiner das Verhältnis zwischen größtem Eigenwert λ und kleinstem Eigenwert 
einer Matrix ist, umso besser ist ihre Konditionszahl. Das hat zur Folge, dass die
Approximationspolynome bei guter Konditionszahl kleiner gewählt werden können
als bei Matrizen mit einem ungünstigeren Verhältnis.















gilt, so könnte im multibosonischen Integral bei einem Feldupdate diese Form Ver-
wendung finden. Als Folge der kleineren Polynomordnungen würden im Tensorpro-
dukt weniger Matrix-Vektor-Multiplikationen durchzuführen sein und die Simulati-
onsgeschwindigkeit würde steigen.
Solch eine Optimierung ist möglich. Mit der Fermion-Matrix Q aus Formel (3.13)
und der Tatsache, dass γ5Q = Q˜ gilt, ist




δy,x+νˆγ5(1+ γν)Vν(x) + δy+νˆ,xγ5(1− γν)V Tν (y)
]
.
Bei Vν handelt es sich um die Eichmatrix (3.12). Bei genauerer Betrachtung fällt auf,
dass die Fermion-Matrix einen Selbstkopplungsterm und nächste Nachbarwechsel-
wirkungen besitzt. Dieser Sachverhalt kann ausgenutzt werden und die Matrix auf
Blockdiagonalgestalt gebracht werden. Dazu definiert man zuerst die Hopping-
Matrix M über
Q˜y,x = γ5δyx − κMy,x .
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δy,x+νˆ(γ5 + γ5γν)Vν(y) + δy+νˆ,x(γ5 − γ5γν)V Tν (y)
]
.







Die Gitterpunkte werden dazu durchnummeriert und das gesamte Gitter in Even-
und Odd-Sites zerlegt (siehe Abbildung 4.6). In der Matrix Meven−odd werden gera-
Abbildung 4.6.: Nummerierung des Gitters und Zerlegung in gerade (rot) und un-
gerade Gitterpunkte (blau).
de mit ungeraden Gitterpunkten verbunden, in der Matrix Modd−even ist es genau

















erhält man die Relation
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4.15.2. Diskussion der kleinsten Eigenwerte der ˆ˜Q- und Q˜-Matrix












=⇒ κMeoxo = (1− λ)xe
κMoexe = (1− λ)xo . (4.35)
Andererseits ergibt die Multiplikation von ˆ˜Q mit xo(
1− κ2MoeMeo
)
xo = xo − (1− λ)2 xo = λ (2− λ)xo ,
wobei hier die Ergebnisse aus Formel (4.35) ausgenutzt wurden. Der Zusammenhang
zwischen den Eigenwerten der ˆ˜Q-Matrix und der Q˜-Matrix ergibt sich zu
ˆ˜Qxo = λ¯xo =
(
2λ− λ2)xo .
Damit sind die kleinsten Eigenwerte der ˆ˜Q-Matrix ungefähr doppelt so groß, wie
die zu Q˜ gehörenden Eigenwerte. Dies wirkt sich äußerst positiv auf die Ordnung
der approximierenden Polynome aus. Ein weiterer Nebeneffekt ist, dass die Ma-
trixmultiplikation nur über die halbe Anzahl der Gitterpunkte durchgeführt wird.
Eine Übersicht über die kleinsten Eigenwerte einer Fermion-Matrix mit und ohne
Präkonditionierung ist in Abbildung 4.7 gegeben. In der Simulation ist es nicht
Abbildung 4.7.: Vergleich der Verteilung der Eigenwerte von präkonditionierter und
nicht präkonditionierter Matrix Quelle:[36]
notwendig, eine gesonderte ˆ˜Q-Matrix und präkonditionierte Skalarfelder bereitzu-
halten. Die Präkonditionierung kann durch eine entsprechende Multiplikation der
Matrix- und Vektor-Terme von Q˜ und φ realisiert werden.
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4.15.3. LU-Präkonditionierung der Q˜-Matrix bei Matrixinversionen
Ursprünglich wurde die Präkonditionierung dazu verwendet, Matrixinversionen im
konjugierten Gradientenverfahren zu optimieren. Durch Anhebung der kleinsten Ei-
genwerte konvergiert der Solver nach weniger Iterationsschritten.
Matrix-Inversionen können im Rahmen eines Updates nur bei gerader Flavour-Zahl
eingesetzt werden (siehe Kapitel 4.8) und werden insbesondere in einem polynomia-
len HMC nicht verwendet. Dennoch soll das Verfahren hier angesprochen werden,
da Matrixinversionen bei der Messung der Korrelatoren benötigt werden, die auf
PHMC-Feldkonfigurationen durchgeführt werden.
Im Rahmen des konjugierten Gradientenverfahrens (siehe Anhang B.9) wird ein
Gleichungssystem der Form
Q˜x = b
gelöst. Rossi und Degrand folgend soll nun anstatt dieses Gleichungssystems ein
System der Form
L ˆ˜QUx = b
gelöst werden [85]. Es gilt
L ˆ˜QU = Q˜ .
Damit die Q˜-Matrix in Blockdiagonalgestalt (4.33) durch die ˆ˜Q-Matrix (4.34) richtig























leicht zu invertieren. Die Inversion wird durch ein Vorzeichenwechsel bewerkstelligt
und bedarf keiner weiteren Iterationsschritte. Der numerische Vorteil dieses Verfah-
rens besteht nun darin, dass die Inversion der ˆ˜Q-Matrix weniger Iterationsschritte
benötigt, als eine direkte Inversion der Q˜-Matrix.
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Das LU-Schema zur Präkonditionierung einer Matrix Q für einen Inversions-Algo-
rithmus wie z.B. das konjugierte Gradientenverfahren funktioniert nun folgender
Weise:
Es gilt, Gleichungssystem der Form z = Q−1b zu lösen. Ein solches System tritt bei
der Berechnung von Propagatoren auf. Q sei hierbei die bekannte, zu invertierende
Matrix, b ein vorgegebener Quellvektor und z der Lösungsvektor.
• Ausgangspunkt ist ein Gleichungssystem der Form
Qz = b .
• Das System wird mit γ5 multipliziert, damit sich im Folgenden auf die Betrachtung
hermitescher Matrizen γ5Q = Q˜ = Q˜† beschränkt werden kann
γ5Qz = γ5b .
• Die Q˜-Matrix wird LU-Präkonditioniert
L ˆ˜QUz = γ5b .
• Um das konjugierte Gradientenverfahren anwenden zu können, wird die positiv
definite Version mit ˆ˜Q† ˆ˜Q ≥ 0 benötigt
ˆ˜Q2Uz = ˆ˜QL−1γ5b .




)−1 ˆ˜QL−1γ5b . (4.37)
Nun ist das Gleichungssystem in der Form (4.37) zu lösen. Zuerst wird γ5 mit b und
das Ergebnis dann mit L−1 multipliziert. Danach findet die Multiplikation mit ˆ˜Q
statt. Diese Schritte können mit wenigen Iterationen durchgeführt werden. Auch die
Matrix L−1 ist leicht zu bestimmen (siehe Formel (4.36)). Der numerisch aufwendige
Teil besteht darin, die Multiplikation mit der ( ˆ˜Q2)−1 durchzuführen, da diese zuvor
mit einem Inversionsalgorithmus ermittelt werden muss. Um z zu erhalten wird zum
Schluss mit U−1 multipliziert, was einfach durchzuführen ist.
Insgesamt ist dieses Vorgehen wesentlich effizienter, als eine direkte Inversion von
Q−1, da die Matrixinversion den aufwendigsten Teil der Prozedur darstellt, und der
Algorithmus für die präkonditionierte Matrix deutlich schneller konvergiert.
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4.16. Optimierung durch das Determinant Breakup
Der PHMC-Algorithmus wurde so allgemein formuliert, dass er für eine beliebige,
insbesondere auch gebrochen rationale Anzahl an Flavours verwendet werden kann.
Aufbauend auf dieser Tatsache hat MartinHasenbusch 1998 einen Weg vorgeschla-
gen, der die Autokorrelationszeiten der erzeugten Konfigurationen verkürzt und die
Statistik damit bei gleicher Anzahl an Sweeps verbessert [86].
Die zugunde liegende Idee ist, die Fermion-Determinante mit einem breakup factor
nb zu faktorisieren ∣∣∣det(Q˜)∣∣∣Nf = [∣∣∣det(Q˜)∣∣∣Nfnb ]nb .
Jede Molekular-Dynamik Trajektorie wird daraufhin nb-mal durchlaufen. Die Auto-
korrelationszeiten verkürzen sich, da durch das mehrfache Durchlaufen der Trajekto-
rie mehr Noisy-Schätzer für die Approximation von (detP2)−1 im Metropolis-Schritt
verwendet werden.
Es ist zu vermuten, dass der Algorithmus durch ein mehrfaches Durchlaufen der
Trajektorie ausgebremst wird, allerdings ist das Gegenteil der Fall. Dadurch, dass
eine gebrochene Potenz der Fermion-Determinante betrachtet wird, verbessert sich
die Konditionszahl und bei gleicher Simulationsgüte können kleinere Polynome P1
verwendet werden. Die Ordnung der Polynome hängt natürlich mit dem Simula-
tionspunkt zusammen, typischerweise können bei einem Determinant-Breakup von
nb = 2 Polynome verwendet werden, die weniger als halb so groß sind, wie bei einem
Determinant-Breakup von nb = 1, also ohne Optimierung.
Durch das Determinant-Breakup entsteht ein Rechenvorteil von ungefähr 20% bei
gleichzeitig 30% kürzeren Autokorrelationszeiten. Bei größeren Werten von nb wird
der Algorithmus dann allerdings ausgebremst, da sich die kumulative Rechenzeit
aufgrund der kleinen Polynome und des wiederholten Auftretens des Akzeptanztests
zu stark zum Metropolis-Schritt verschiebt. Es hat sich gezeigt, dass Werte bis
nb = 4 einen numerischen Vorteil bieten.
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4.17. Geschwindigkeitsanalyse
Ein Hauptziel bei der Implementierung eines neuen Update-Algorithmus für die
SU(2)-Simulation war die Erschaffung eines Programms, mit dem bei gegebener
Rechenzeit mehr Statistik erzeugt werden kann als es mit dem zuvor verwendeten
TSMB-Programm möglich war. Alternativ können größere Gitter betrachtet, oder
es kann näher am kritischen Punkt simuliert werden. In jedem Fall sollte die Qua-
lität der den Analyse-Routinen zur Verfügung gestellten Daten hierdurch erheblich
steigen.
Die absolute Geschwindigkeit eines Update-Verfahrens lässt sich im Vorfeld aller-
dings nicht abschätzen. Sie hängt nicht nur vom Iterationsumfang eines Sweeps und
den dabei verwendeten Simulationsparametern ab, sondern auch von den Autokor-
relationszeiten der Observablen (siehe hierzu Kapitel 5.4).
Der Tabelle 4.2 können die mittleren Zeitlängen entnommen werden, die ein glo-
bales Update sowohl bei PHMC als auch bei TSMB benötigt. Die Berechnungen
wurden bei gleichen Simulationsparametern durchgeführt. Für eine optimale Pro-
pagation durch den Phasenraum wurde im Fall des PHMC Updates die Schrittlänge
∆τ = 0.6 gewählt. Die Schrittlänge in Eichfeldrichtung TU wurde mit dem Divisor
Ng = 10 für die Gluonen festgelegt. In Impulsrichtung wurde die Schrittlänge für
die Fermionfelder zu Nq = 8 gewählt. Für die verwendeten Parameter β = 2,3 und
κ = 0,16 wird durch diese Wahl das Verhältnis von der Iterationszeit zur Korrelati-
onslännge optimal.
Tabelle 4.2.: Geschwindigkeitsvergleich zwischen TSMB und PHMC bei den Simu-
lationsparametern β = 2,3 und κ = 0,16 auf verschiedenen Gittern mit Polynomen
der Ordnung P1 = 36, P2 = 220, P3 = 250, P4 = 330.
Gitter PHMC Autokorrelations- TSMB Autokorrelations-
Zeit [s] Zeit τP Zeit [s] Zeit τP
43 · 8 26 7,5 8 224,2
63 · 12 137 6,3 44 189,8%
83 · 16 445 6,7 144 212,5%
Sowohl für den PHMC-Algorithmus, als auch im Falle einer TSMB Simulation ist zu
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erkennen, dass die benötigte Rechenzeit für ein globales Update im direkten Zusam-
menhang mit der Gittergröße steht. Das 83 ·16-Gitter besitzt die 16-fache Anzahl an
Gitterpunkten im Vergleich zum kleinen 43 · 8-Gitter. Das PHMC-Programm benö-
tigt die 17 fache Zeit um auf dem großen Gitter ein Update durchzuführen, während
das TSMB-Programm die 18-fache Zeit benötigt. In direkter Gegenüberstellung bei-
der Algorithmen ist zu sehen, dass der TSMB-Algorithmus im Vergleich zu PHMC
ungefähr ein Drittel der Iterationszeit benötigt. Dennoch ist das PHMC-Programm
dem TSMB-Programm weitaus überlegen, da die Autokorrelationszeiten der pri-
mären Observablen, in diesem Fall die Timelike Plaquette, dort im Schnitt um den
Faktor 30 kürzer sind. Eben diese erheblich verkürzte Autokorrelationszeit führt zu
einem effektiven Geschwindigkeitsgewinn, der es ermöglicht in gleicher Rechenzeit
ungefähr die zehnfache Menge unkorrelierter Feldkonfigurationen zu erzeugen.
Es sei angemerkt, dass die Geschwindigkeit, mit der eine Simulation stattfindet,
nicht nur von der Gittergröße, sondern auch von den Simulationsparametern ab-
hängt. In der Nähe des kritischen Punktes werden größere Polynome benötigt, die
die Simulationsgeschwindigkeit ausbremsen. Außerdem nimmt die Korrelationslänge
zu und damit die Zahl unabhängiger Konfigurationen ab. Empirisch wurde in [84]





bestimmt. Diese Erkenntnis kann auf den Fall der nackten Masse mg˜,0 des Gluinos
übertragen werden.
Durch die Verwendung optimierter Wirkungen können die Symmetrieeigenschaften
bei endlichen Gitterabständen verbessert werden. Der Einsatz dieser Wirkungen
schlägt sich somit zwar nicht direkt in einen Geschwindigkeitsgewinn nieder, ver-
bessert aber die Qualität der erzeugten Konfigurationen. Da hierzu die parallele
Kommunikation neu konzipiert werden musste (siehe Anhang C.4.3), wurde eine
Skalierungsanalyse durchgeführt. Die Ergebnisse können Tabelle 4.3 entnommen
werden. Typischerweise geht mit steigender Anzahl an Prozessoren ein Effizienzver-
lust einher. Dieser ist besonders groß beim Sprung von einem auf zwei Prozessoren,
da hier erst das parallele Konzept zum Tragen kommt. Der Leistungsgewinn beträgt
40%. Bei jeder weiteren Verdopplung des Prozessorarrays liegt der Leistungsgewinn
ungefähr bei 70%. Verluste entstehen durch den jeweils höheren Komunikationsauf-
wand und den damit verbundenen Barrier-Dependencies. Bedingt durch die Rech-
nerarchitektur kann ein weiterer Effizienzabfall erfolgen, wenn z.B. auf zwei Nodes
gerechnet wird, da in diesem Fall die Verbindungen wiederum langsamer werden.
Der Tabelle 4.3 ist zu entnehmen, dass mein Programm etwas besser skaliert, als
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das vorliegende Programm von István Montvay. Der Unterschied beider Program-
me besteht darin, dass im zweiten Fall die volle SU(2)-Matrix kommuniziert wird,
während im ersten Fall nur die beiden unabhängigen Einträge ausgetauscht werden
und die anderen beiden Einträge daraus dann lokal errechnet werden.
Der Grad der möglichen Parallelisierung ist begrenzt und hängt direkt von der
Gittergröße ab. Minimal müssen zwei Gitterpunkte in jeder Richtung auf einem
Prozessor berechnet werden. Bei einer größeren Zahl steigt die Effizienz, da der
Kommunikationsanteil sinkt. Die Grenzen der Programm-Parallelisierbarkeit, die
das Amdahlsche Gesetz beschreibt, können bei Gitterrechnungen im Allgemeinen
leicht umgangen werden. Es ist jederzeit möglich, die Anzahl der Gitterpunkte auf
einem Rechenkern zu erhöhen und damit den parallelisierten Anteil an der gesamten
Rechenzeit anzuheben.
Tabelle 4.3.: Skalierungsanalyse einer tlsym-Simulation bei β = 2,3 und κ = 0,16
auf einem 83 · 16 Gitter mit Polynomen der Ordnung P1 = 60, P2 = 90, P3 = 180,
P4 = 220 und einer Trajektorienlänge von ∆τ = 0,6.
# mittlere Zeit Effizienz- rel. Absolute vgl. mit Montváy Abs.
Proz. pro Sweep [s] steigerung Steigerung Effizienz Programm [s] Eff.
1 285 100% 1 100% 276 100%
2 201 140% 1,4 70,9% 212 65,1%
4 116 245% 1,75 61,4% 128 53,9%
8 68 410% 1,71 52,4% 79 43,6%
16 40 712% 1,69 44,5% 49 35,2%
Laufzeituntersuchungen zeigen, dass ein Großteil der Simulationszeit für die Mul-
tiplikation der Eichmatrix V mit den Skalarfeldern verwendet wird. Im Fall der
SU(2) resultiert eine 3 × 3-Matrix, während man im Fall der SU(3) eine 8 × 8-
Matrix erhält. Bei ansonsten gleichen Simulationsparametern erhöht sich damit der
Iterationsaufwand um den Faktor 7.
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Tabelle 4.4.: Entwicklung der Algorithmen
1953 Metropolis-Algorithmus [35] Metropolis et. al.
↓
1981 Langevin-Algorithmus [68] Parisi Wu
↓
1987 Hybrid Monte-Carlo Algorithmus [34] Duane und Kennedy
↓
1992 Optimierte Integratoren [83] Sexton und Weingarten
↓
1993 Polynomiale Approximation von Q [70] Lüscher
↓
1996 Kalkreuter-Simma Algorithmus [87] Kalkreuter und Simma
↓
1996 Zweischritt-Approximation [43] Montvay
↓
1997 PHMC Algorithmus [89] Frezotti und Jansen
↓
1997 Even-Odd Präkonditionierung [88] Jegerlehner
↓
1998 Determinant Breakup [86] Hasenbusch
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	Berechne kleinste Eigenwertemit Kalkreuter-Simma
Flussdiagramm 5: Optimierter PHMC-Algorithmus mit Sexton-Weingarten Integra-
tor auf multiplen Zeitskalen. ⊗ Symbolisiert die Even-Odd präkonditionierte Vektor-
Matrix-Multiplikation, φα steht für Skalarfelder mit Determinant-Breakup und die
kleinsten Eigenwerte werden für das Reweighting gemessen.
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Die fermionische Wirkung Sf beinhaltet mit β und κ, zwei freie Parameter, die näher
bestimmt werden müssen. Über die Eichkopplung β wird die Auflösung des Gitters
und damit, bei gegebener Kantenlänge, das Volumen festgelegt. In Abschnitt 5.1.1
wird anhand der Renormierungsgruppengleichung gezeigt, wie β eingestellt werden
muss, damit das physikalische Volumen möglichst groß ist, β sich aber noch in einem
Bereich befindet, in dem die Gitterauflösung groß genug ist, um Diskretisierungs-
fehler klein zu halten.
Über κ wird die nackte Gluino-Masse mg˜,0 eingestellt, die für die Brechung der
Supersymmetrie verantwortlich ist. Man möchte möglichst nahe an dem kritischen
Punkt κcr simulieren, an demmg˜,0 verschwindet, um den Brechungsprozess näher zu
untersuchen. In Abschnitt 5.1.2 wird gezeigt, wie das Verhalten der Gluino-Masse bei
Variation von κ, anhand von Takahashi-Ward-Identitäten untersucht werden kann.
In Anhang A.10 findet sich hierzu auch eine kleine Einführung zu Ward-Identitäten
im Kontinuum. In Abschnitt 5.1.3 wird ein anderer Zugang beschrieben, bei dem
mit Hilfe der adjungierten Pionen a-pi die verschwindende Gluino-Masse untersucht
wird.
Der Gitterabstand a ist an sich eine unphysikalische Größe. In Kapitel 5.2 werden
jedoch Möglichkeiten aufgezeigt, a an eine physikalische Längenskala anzuknüpfen.
In Abschnitt 5.2.1 wird hierzu die String-Spannung σ eingeführt und Abschnitt
5.2.2 beschreibt die Sommerskala R0. In Kapitel 5.3 wird daraufhin dargelegt, wie
diese Größen explizit auf einer gegebenen Link-Konfiguration mit Creutz-Ratios
(Abschnitt 5.3.1), dem Potenzialfit (Abschnitt 5.3.2) und dem Zwei-Fit-Verfahren
(Abschnitt 5.3.3) ermittelt werden können.
Ein wichtiger Parameter, um den statistischen Fehler der zu untersuchenden Ob-
servablen abschätzen zu können, ist die Autokorrelationszeit. Sie wird in Kapitel
5.4 besprochen und liefert inbesondere für primäre Beobachtungsgrößen, bei hin-
reichend guter Statistik verlässliche Werte. Darüber hinaus spielen Autokorrelati-
onszeiten im Update eine wichtige Rolle. Der PHMC-Algorithmus kann aufgrund
der kurzen Autokorrelationen in wenigen Schritten schnell durch den Konfigura-
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tionsraum gehen. Außerdem werden vor Beginn der eigentlichen Simulation die
Plaquetten-Autokorrelationen untersucht, um den Zyklus festzulegen, in dem die
Felder abgespeichert werden.
Weitere Möglichkeiten der Fehlerbestimmung werden in Kapitel 5.5 eingeführt. Um
die Fehler der Observablen zu bestimmen, wird neben der in Abschnitt 5.5.1 einge-
führten Jackknife-Methode die Methode der Linearisierung verwendet, die sich in
Abschnitt 5.5.3 findet.
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5.1. Tuning der Simulationsparameter β und κ
Bevor der in Kapitel 4 entwickelte Algorithmus dazu eingesetzt werden kann, um
eine physikalische Theorie zu simulieren, bedarf es eines Tunings der in der Wirkung
S vorkommenden Parameter β und κ bei gegebener Gittergröße.




definiert. Als Konsequenz der asymptotischen Freiheit entspricht der Kontinuums-
Limes dem Limes für g → 0 und damit β → ∞. In diesem Fall geht a → 0, da
die Gitter-Eichkopplung mit dem Gitterabstand a über die Renormierungsgruppen-
gleichung zusammenhängt. Die raum-zeitliche Auflösung des Gitters wird unendlich
fein. In Anhang A.9 ist dargelegt, dass bei endlicher Gitterauflösung die chirale Sym-
metrie gebrochen wird, wodurch die Gluinos eine Masse bekommen. Der Brechungs-
term wird im Rahmen einer Wilson-Wirkung in den Hopping-Parameter absorbiert,





Für den Fall β →∞ wird die Symmetriebrechung aufgehoben und die Symmetrien
können restauriert werden. Dazu stellt man κ auf den kritischen Wert limβ→∞ κcr =
1/8 ein, insofern der Wilson-Parameter r = 1 gewählt wurde.
Der Kontinuumslimes kann mit einem PHMC-Algorithmus jedoch nicht dargestellt
werden, da der numerische Aufwand proportional zur Anzahl der Gitterpunkte zu-
nimmt. Deshalb legt man in einem ersten Schritt ein Raum-Zeit Raster fest, auf
dem die Simulation stattfinden soll. In der Regel wählt man ein räumlich-kubisches
Gitter und verwendet in zeitlicher Richtung die doppelte Anzahl Gitterpunkte, da
zeitliche Korrelationen bei den zu messenden Observablen eine besondere Bedeutung
haben und hierdurch besser aufgeglöst werden können. Bei einer fest gewählten An-
zahl an Gitterpunkten wird über β zunächst das physikalische Volumen festgelegt.
Der Kontinuumslimes wird für möglichst große Werte von β am besten reproduziert.
Bei einer gegebenen Anzahl an Gitterpunkten entspricht das aber einer Simulation
auf einem kleinen Volumen.
Durch die endliche Gitterkonstante a treten zusammenfassend folgende Gitterarte-
fakte in Erscheinung:
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• Die Rotationsinvarianz wird verletzt. Hierdurch werden Zustände, die im Kon-
tinuumslimes Mitglieder der selben Darstellung der kubischen Gruppe sind,
nicht entartet sein.
• Die Gitterwirkung unterscheidet sich von der Kontinuumswirkung durch Ter-
me der Ordnung a, a2, . . . . Hierdurch ist die asymptotische Skalierung gebro-
chen. Außerdem wird das Spektrum abhängig von der spezifischen Art der
Fermion- und Eichwirkung. Die Universalität geht also verloren.
Durch die Betrachtung eines endlichen Volumens der Kantenlänge L tritt folgender
Effekt auf:
• Für den Fall eines sehr kleinen Volumens, das in der Größenordnung eines
hadronischen Grundzustandes liegt oder kleiner ist, wird die Wellenfunktion
des Grundzustandes zusammengedrückt und ihre Energie angehoben. Für eine
hinreichend kleine Kantenlänge zeigt die Energie ein Skalenverhalten von 1/L.
Bei der Wahl von β geht es somit darum, die richtige Balance zwischen finite-
size Effekten und Diskretisierungsartefakten zu finden, sodass die systematischen
Fehler zusammengenommen einen möglichst kleinen Einfluss auf die zu messende
Observable haben.
Typischerweise geht man wie folgt vor:
1. Man untersucht die Renormierungsgruppengleichung für eine Observable. Die
Beobachtungsgröße sollte nicht vom Gitterabstand a abhängen. In früheren
Fällen wurde deshalb β in einem Bereich gewählt, in dem die Gleichung mit
dem Gitterabstand asymptotisch skaliert. Näheres hierzu findet sich in Ab-
schnitt 5.1.1. In neuerer Zeit wird eine Kontinuums-Extrapolation durchge-
führt.
2. Als nächstes wird der Hoppingparameter κ so eingestellt, dass die Masse des
adjungierten Pions a-pi möglichst klein wird. Es besteht die Möglichkeit, die
nackte Gluino-Masse mg˜,0 gegen Null gehen zu lassen. Dies kann mit einer
Ward-Identität überprüft werden (siehe Abschnitt 5.1.2). Eine andere Mög-
lichkeit besteht darin, OZI-Regel zu untersuchen (siehe Abschnitt 5.1.3). Im
Fall der QCD betrachtet man an dieser Stelle das Pion. Die Supersymmetrie
behandelt das dazu korrespondierende Teilchen in der adjungierten Darstel-
lung a-pi. Es ist zu beachten, dass die Masse nicht zu klein gewählt werden darf,
da dies zu größeren Wellenlängen und damit verbundenen finite-size Effekten
führt. Diese Thematik wird in Abschnitt 5.1.3 vertieft.
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3. Die Masse selbst wird in Gittereinheiten a ·m gemessen. Um einen Bezug zur
physikalischen Realität herstellen zu können, wird dies in Bezug zur Sommer-
Skala gesetzt. Zur Super Yang-Mills Theorie existieren keine gemessenen Wer-
te, schließlich handelt es sich hierbei um ein unphysikalisches Konzept. Den-
noch ist es sinnvoll, die Sommer-Skala zu berechnen, um Vergleiche zur QCD
ziehen zu können. Ein Überblick zur Sommer-Skala findet sich in Abschnitt
5.2.2.
Abbildung 5.1.: Hier ist die Gitterskalierung dargestellt. Durch Vergrößerung der
Anzahl der Gitterpunkte wird das Volumen vergrößert. Mit Veränderung von β
kann das zu messende Teilchen (hier rot) besser aufgelöst werden.
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5.1.1. Tuning der nackten Eichkopplung β
Die starke Kraft wird durch die Gluonen vermittelt. Die Wechselwirkungsstär-
ke hängt dabei von der betrachteten Energieskala ab. Bei hohen Energien spie-
len Vakuum-Polarisationen eine Rolle, die im Falle der Gluonen zu einem Anti-
Abschirmeffekt führen (siehe Abbildung 5.2). Gluonen besitzen selbst eine Farbla-
dung und tragen somit zu einer „Verschmierung” der Farbladung von Quarks bei.
Hieraus leitet sich das Verhalten des Confinements und der asymptotischen Freiheit
ab. Da die wahre Ladung prinzipiell nicht gemessen werden kann, berücksichtigt man
dies in einer energieabhängigen, laufenden Kopplung. Theoretisch ist eine konsisten-
te Beschreibung nur in renormierbaren Theorien möglich. Man geht hierbei davon
aus, dass die beobachteten Ladungen nicht mit den Eingabeparametern der Theorie
übereinstimmen. Vielmehr ist sie das Resultat einer Störungsrechnung. Die Ladun-
gen werden somit nicht durch die nackte Kopplung, sondern durch eine renormierte
Kopplung bestimmt. Die Störungstheorie ist dabei eine Entwicklung nach Potenzen
der Kopplungskonstanten. Treten bei jeder Ordnung neue Typen von Divergenzen
auf, spricht man von einer nicht-renormierbaren Theorie (siehe auch Kapitel 1.5).
Abbildung 5.2.: Vakuumpolarisation: Da die Austauschteilchen selbst Ladung
tragen, kommt es im Falle der QCD im Gegensatz zur QED zu einem Anti-
Abschirmeffekt. Die Gluonen sind hier durch blaue Linien dargestellt. Die Teilchen
der Vakuumpolarisation sind rot eingekreist.
Als natürlicher Cut-off dient hier die Gitterkonstante a, da nur Impulse berücksich-
tigt werden, die in der 1. Brillouin-Zone liegen. Die schon in Kapitel 3.1 erwähnte
laufende Kopplung g wird in diesem Fall von a abhängig, und die Callan-Symanzik
β-Funktion ergibt sich zu
−a ∂
∂a
g (a) =βLAT (g) .
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Eine Störungsreihen-Entwicklung führt zu
−a ∂
∂a































bestimmt werden können [10]. Mit der totalen Ableitung kann eine Observable







P (a,g) = O (a) (5.1)
ermittelt werden. Dies ist die Renormierungsgruppengleichung (RGE). Die O (a)-
Effekte auf der rechten Seite sind Gitter-Artefakte. Sie brechen das Skalierungs-
verhalten der Observablen und wirken sich auf den Messwert von P (a,g) aus. Im
Kontinuumslimes a→ 0 werden sie mit Potenzen von a unterdrückt.
















































berechnet. Dabei tritt ΛLAT als Integrationskonstante auf. Sie besitzt die Dimension
















Eine physikalische Größe, z.B. eine Masse m(a,g), ist im Kontinuumslimes propor-
tional zu ΛLAT :
m = CmΛLAT .
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Die Masse wird in numerischen Simulationen in Gittereinheiten am gemessen und
hängt von g0 in der Form












1 +O (g20)} (5.2)
ab. Bei kleiner werdendem g0 sollte eine Region erreicht werden, in der die dimensi-
onslose Größe am skaliert, wie die 1. Ordnung der Gleichung (5.2). Dieses Verhalten
nennt sich asymptotische Skalierung . Eine logarithmische Darstellung der Funktion
(5.2) findet sich in Abbildung 5.3. Nun seien zwei unterschiedlicher Massen m1 und
Abbildung 5.3.: Skalierungsszenario, logarithmischer Plot der Funktion am.
m2 betrachtet, die beide wie in Formel (5.2) angegeben, skalieren. Im Kontinuums-
limes gilt für das Verhältnis der beiden Massen
m1
m2
= const.× (1 +O (a)) ≡ const. ,
falls die O (a)-Effekte klein sind. Für hinreichend kleine Gitterkonstanten ist das
Verhältnis nahezu konstant. Diese Eigenschaft wird Scaling genannt. Aus diesem
Grunde können in Simulationen β-Werte ab 2,0 verwendet werden, da dort dieser
Bereich beginnt.
Um den Einfluss der Gitterartefakte weiter zu untersuchen, kann es sinnvoll sein, die
Auflösung zu erhöhen und ein größeres β zu wählen (siehe Abbildung 5.1). Um sicher
zu gehen, dass sich die finite-size Effekte dabei nicht verändern, wählt man dazu
ein größeres Gitter und passt β dementsprechend an. So bleibt das physikalische
Volumen konstant. Für einen Übergang der Kantenlänge L = 8 → 16 wird dazu
das Verhältnis a8/a16 gebildet und ∆β ermittelt. Die nackte Eichkopplung β ist in
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5.1.2. κ-Tuning mit der Gluino-Masse mg˜,0 : Ward-Identitäten
In Kapitel 3.3 wurde bereits erläutert, dass Curci und Veneziano ein Modell
vorschlugen, in dem die Supersymmetrie durch einen Gluino-Masseterm explizit
gebrochen wird [20]. Über den Parameter κ wird die nackte Gluino-Masse eingestellt.
Ein Tuning dieses Parameters hin zu einem kritischen Wert κcr führt zu einem
Verschwinden der Gluino-Masse.
Die Nähe zum kritischen Punkt kann überprüft werden, indem die Masse des adjun-
gierten Pions, wie in Kapitel 5.1.3 beschrieben, gemessen wird. Die nun vorgestell-
te Möglichkeit beruht auf den supersymmetrischen Takahashi-Ward-Identitäten. In
Anhang A.10 werden Kontinuums-Ward-Identitäten beschrieben, während hier nun
die diskrete Formulierung der Gitter-Ward-Identitäten relevant ist [97].
Die diskrete Darstellung der supersymmetrischen Kontinuums-Transformationen
(A.17) ist nicht eindeutig definiert. Es besteht lediglich die Randbedingung, dass eine
diskrete Transformation im Limes a → 0 die korrekte Kontinuums-Transformation
reproduziert. Das Ziel bei Formulierung auf dem Gitter ist es, dass O(a) Effekte
eine möglichst kleine Rolle spielen. So findet man unter Berücksichtigung der Pari-
tätserhaltung P und Reversibilität T , die zu (A.17) äquivalenten diskreten Trans-
formationen
δUµ (x) =− ig0a2
(
¯ (x) γµUµ (x)λ (x) + ¯ (x+ µˆ) γµλ (x+ µˆ)Uµ (x)
)
,













δλ¯ (x) =− 1
2
¯ (x)σµνPµν (x) .
Hierbei haben die infinitesimalen Parameter (x) und ¯(x) genau wie im Kontinu-
um Majorana-Eigenschaften. Pµν(x) stellt eine beliebige Gitter-Formulierung der






Uµν (x)− U †µν (x)
)
(5.3)
gebildet werden. Für die Analyse ist es jedoch von Vorteil, wenn sich Pµν unter Pa-
ritätstransformation und Zeitumkehr verhält wie die Feldstärke Fµν im Kontinuum.
Aus diesem Grunde wurde in [97] und [118] die einfache Plaquette durch die Clover
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Plaquette




µ (x+ νˆ)Uν (x+ µˆ)Uµ (x) ,
U (2)µν (x) = U
†
µ (x)Uν (x+ νˆ + µˆ)Uµ (x− νˆ)U †µ (x− νˆ) ,
U (3)µν (x) = Uν (x− νˆ)Uν (x− νˆ − µˆ)U †µ (x− νˆ − µˆ)U †µ (x− µˆ) ,
U (4)µν (x) = Uµ (x− µˆ)U †ν (x− µˆ)U †µ (x+ νˆ − µˆ)Uν (x) .







U (i)µν (x)− U (i)†µν (x)
)
.






x+ aµˆ+ aνˆx+ aνˆx− aµˆ+ aνˆ
x− aµˆ
































Abbildung 5.4.: Die Clover Plaquette ähnelt in grafischer Notation einem Kleeblatt.
metrischen, eichinvarianten Transformation den gleichen Erwartungswert liefert
〈O〉 = 〈O〉 ,
sofern die Theorie frei von Anomalien ist. Durch einen Gluino-Masseterm, sowie
die diskrete Struktur des Gitters, wird sowohl die Supersymmetrie, als auch die
chirale Symmetrie jedoch explizit gebrochen. Die SUSY Takahashi-Ward-Identität













Massenbrechung SUSY Brechung andere
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Neben dem Symmetriebrechungs-Term, der durch eine endliche, nackte Gluino-
Masse mg˜,0 hervorgerufen wird, erscheinen hier zwei weitere Terme. Der Opera-
tor XS beinhaltet die symmetriebrechenden Artefakte, wie die durch den Wilson-
Parameter r oder durch die Diskretiserung hervorgerufenen. Des Weiteren tritt ein
sogenannter Kontakt-Term auf, der in Übereinstimmung mit der on-shell-Wirkung
für endliche Distanzen |x− y| > 0 verschwindet.
Die Gitterableitung ∇ wurde in ihrer symmetrischen Form gewählt (siehe auch
Anhang B.1), es kann aber auch die Rückwärtsableitung verwendet werden. Der












σρσγµTr [Pσρ (x)λ (x)] .
Die genaue Form von XS wird in [110] und [98] berechnet. An dieser Stelle ist nur
das Verhalten im Kontinuums-Limes
X¯S (x) = lima→0
XS (x)
von Bedeutung. Hiermit ergibt sich die renormierte Ward-Identität zu
ZS 〈(∇µΣµ (x))O (y)〉+ ZT 〈(∇µTµ (x))O (y)〉 = mS 〈χ (x)O (y)〉+O (a) .
(5.4)
Die Masse mS ist hierbei definiert als
mS = mg˜,0 − a−1Zχ .
Zχ, ZS und ZT sind multiplikative Renormierungsfaktoren und Tµ ist der Mischungs-
strom
Tµ (x) = 2
∑
ν
γν Tr [Pµν (x)λ (x)] .
Nun kann im Prinzip jede Observable O in die Gitter-Ward Identität eingesetzt wer-
den. Es sollte jedoch ein Operator gewählt werden, der die gleichen Quantenzahlen
wie χ, Sµ oder ∇µTµ hat, da die Erwartungswerte im anderen Fall die Ward Iden-
tität mit 〈. . .〉 = 0 trivial erfüllen. Daraus folgt für O ein Spin von 1/2. Im Rahmen
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der Renormierung der Ward-Identitäten stellt sich heraus, dass χ nur mit Operato-
ren einer Dimension d ≤ 11/2 mischt. Darüber hinaus treten bei einer hilfsfeldfreien
on-shell Wirkung Mischungen nur Operatoren mit einer Dimension 7/2 ≤ d ≤ 11/2
auf. In der niedrigsten möglichen Dimension d = 7/2 treten nur zwei unabhängige
Spin-1/2 Operatoren auf
χ (y) = γ0T0 (y)− 2
3∑
i<j






σij Tr [Pij (y)λ (y)]
}
.
Die Summation geht in diesem Fall nur über die räumlichen Anteile.
Zur Analyse eignet sich besonders der erste Operator, da sein Signal- zu Rausch-
Verhältnis deutlich besser ist, als im zweiten Fall. Die Gleichung (5.4) kann nun für
beide Spin-Komponenten separat gelöst werden. Die Separation findet durch eine
Darstellung der Korrelatoren in der Basis der γ-Matrizen statt. Es stellt sich heraus,
dass auf einem diskreten Gitter nur die Komponenten γ0 und 1 ungleich Null sind.
Damit ergibt sich das Gleichungssystem〈(∇0S0 (x))1O (y)〉+ ZT
ZS
〈(∇µTµ (x))1O (y)〉 =amS
ZS
〈χ (x)1O (y)〉〈(∇0S0 (x)) γ0O (y)〉+ ZT
ZS
〈(∇µTµ (x)) γ0O (y)〉 =amS
ZS
〈χ (x) γ0O (y)〉 .
Dieses Gleichungssystem kann gelöst werden, indem es für jede Zeitscheibe einzeln
berechnet wird, oder indem in einer Fit-Prozedur alle Zeitscheiben gleichzeitig be-
rücksichtigt werden. Anzumerken ist, dass über ~x summiert wird.
In Abbildung 5.5 wurde die MassemS für verschiedene Werte von κ auf zwei Gittern
unterschiedlicher Größe bestimmt1.
1Die Messungen wurden von K. Demmouche für die Institutsbegehung 2008 erhoben und ent-
stammen dem dazugehörigen Poster.
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κcr from gluino masses at β=2.3 
 the linear extrapolation
12c24
16c32
Abbildung 5.5.: Extrapolation des verbundenen Anteils vonmg˜,0 gegen Null. Hierbei
wird die Masse mS = mg˜,0 − a−1Zχ betrachtet.
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5.1.3. κ-Tuning mit der adjungierten Pion-Masse a-mpi
Das pseudoskalare Boson a-η′ besteht aus zwei Gluinos λ¯γ5λ mit m0−g˜g˜ (siehe auch
Tabelle 2.6 in Kapitel 2.11). Seine Zweipunkt-Funktion besteht aus einem verbunde-
nen und einem unverbundenen Anteil (siehe Kapitel 6.1.4). Veneziano und Yan-
kielowicz stellten die Hypothese auf, dass sich der verbundene Anteil des Korrela-
tors wie das Pion der QCD verhält. Es wird in diesem Kontext als adjungiertes Pion
a-pi bezeichnet. Hierbei handelt es sich allerdings nicht um einen physikalischen Zu-
stand der Theorie, da ein Pion aus zwei Flavours (up und down) zusammengesetzt
ist. Die vorliegende Theorie behandelt aber nur einen Majorana-Flavour.
Das adjungierte Pion kann als Goldstone-Boson der chiralen Symmetrie aufgefasst
werden. Im Limes verschwindender Gluino-Massen sollte auch die Masse von a-pi
gegen Null gehen, da angenommen wird, dass sie sich in der Nähe des kritischen
Punktes verhält wie m2a-pi ∝ mg˜. a-η′ selbst bleibt massiv, da der unverbundene
Anteil des Korrelators einen Masseanteil liefert. Die Masse des verbundenen Anteils
kann mit der in Kapitel 6.1.4 vorgestellten Methode ermittelt werden. Die Ergebnisse
sind in Abbildung 5.6 dargestellt. Eine Extrapolation zum Punkt m2a-pi = 0 liefert











An dieser Stelle ist der „pseudo”-chirale Limes rekonstruiert. Dieses Verfahren leitet
sich von der OZI-Regel ab. Diese Regel wurde um 1960 unabhängig von Okubo,
Zweig und Iizuka aufgestellt. Sie besagt, dass jeder starke Prozess, dessen Feynman-
Graph nur durch Trunkieren der internen Gluonen-Vertices in zwei Diagramme zer-
fällt, stark unterdrückt ist. Der Gültigkeitsbereich dieser Aussage beschränkt sich im
ursprünglichen Sinne auf die Wechselwirkungen der QCD.Veneziano undYankie-
lowicz haben diese Regel auf die Supersymmetrie angewendet, um das κ-Tuning
mit a-pi zu rechtfertigen [20].
Es ist zu berücksichtigen, dass der kritische Punkt κcr durch diese Methode nicht
beliebig genau approximiert werden kann. Ein leichtes Teilchen ist mit einer großen
Wellenlänge verknüpft. Wird das Teilchen zu leicht, gewinnen finite-size Effekte eine
Bedeutung, die durch die endliche Kantenlänge L des Gitters entstehen. Die Ener-
gien werden dann in Folge von Vakuum-Polarisations-Effekten verschoben. Nach
Lüscher [72] ergibt sich für den Fall der QCD
m (L)−m (∞)





















lattice 163.32, β=2.3 
 the chiral limit extrapolation
Abbildung 5.6.: Extrapolation des verbundenen Anteils von a-η′ gegen Null. In An-
lehnung an die QCD wird dieser Teil des Korrelators a-pi genannt.
Hierbei ist λ eine effektive, niederenergetische Kopplung und bezieht sich auf einen
Streuphasen-Shift. Es hat sich gezeigt, dass Lma-pi > 5 sein sollte, damit finite-size
Effekte vernachlässigt werden können. In Abbildung 5.7 ist zu erkennen, dass sich
der kritische Punkt für κ mit β verändert. κcr ist also eine Funktion von β.
Abbildung 5.7.: Phasendiagramm für eine SU(2) Eichtheorie mit Gluinos in der
adjungierten Darstellung.
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5.2. Die physikalische Skala der Simulation
In einer Gittersimulation sind anfangs nur die Anzahl der Gitterpunkte in die vier
Richtungen gegeben. Es kann also keine Aussage darüber getroffen werden, wie groß
die Gitterkonstante a in physikalischen Maßeinheiten ist. Um diese Größe festzule-
gen, muss eine Simulation durchgeführt werden, in der Zustände dargestellt werden,
deren Eigenschaften aus Experimenten bekannt sind. So haben sich im wesentlichen
zwei Methoden etabliert, um Gittereinheiten an physikalische Größen zu knüpfen:
• In früheren Analysen, insbesondere in quenched QCD Simulationen wurde die
String-Spannung σ berechnet. Diese Größe sollte aber bei großen Distanzen
gemessen werden, wobei sich dort auch Vakuum-Polarisations-Effekte bemerk-
bar machen, die zu einem Reißen des Strings führen (siehe Kapitel 5.2.1).
• Rainer Sommer hat 1994 daraufhin eine neue Methode vorgestellt, um die
Skala von a zu bestimmen [92]. Hierbei wird R0/a bei mittleren Distanzen
bestimmt und dann mit phänomenologischen Modellen wie das von Cornell
[93] oder Richardson [94] verglichen (siehe Kapitel 5.2.2).
→ Es bleibt festzuhalten, dass die Größe des Gitters in supersymmetrische Model-
len nicht in physikalischen Einheiten angegeben werden kann. Die Begründung ist
in dem Fehlen experimenteller Messergebnisse zu suchen, die für diese Teilchen noch
nicht existieren. Dennoch bilden Sommer-Skala, sowie String-Spannung eine nützli-
che Basis, um die numerischen Ergebnisse der SYM-Theorie mit denen der QCD zu
vergleichen. Es wird angenommen, dass die Werte in der gleichen Größenordnung
liegen.
In diesem Kapitel wird σ und R0 eingeführt. Im folgenden Kapitel 5.3 wird darge-
legt, wie die Größen explizit auf einer gegebenen Feldkonfiguration ermittelt werden
können.
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5.2.1. Statisches Potenzial und String-Spannung σ
Das Potenzial zwischen zwei Farbladungen ist eine physikalisch interessante Größe,
da es die Dynamik des Eichfeldes charakterisiert. Man bezeichnet das Potenzial als
statisch, wenn es zwischen Quarks gemessen wird, die in der Fundamentaldarstellung
vorliegen und nicht in die Dynamik eingebunden werden. Die Bildung spantaner
Quark-Antiquark-Paare wird also vernachlässigt.
Prinzipiell kann es durch Wilson-Loops bestimmt werden. Formal sind diese Loops
über







definiert. Dabei bezeichnet der Phasenfaktor P das Produkt der Operatoren entlang
eines geordneten Weges. Dieser Weg wird durch C parametrisiert und bildet eine
geschlossene Schleife. Aµ ist das Vektorpotenzial. Wegen der zyklischen Invarianz
dieser Spur ist der Operator eichinvariant. Eine äquivalente Formulierung auf dem
Gitter lautet
W (C) = Tr U (C)
(zur Definition des Eichtransporters, siehe auch Kapitel 3.2 Formel (3.1)). Explizit
lässt sich W nun über die Erwartungswerte geschlossener R × T Rechteckschleifen
berechnen
W (R,T ) =1
3
〈Wx,1 (R,T ) +Wx,2 (R,T ) +Wx,3 (R,T )〉 ,
wobei die Relation

















gilt. Das statische Potenzial kann nun z.B. über die Wilson-Loops definiert zu
V (R) = − lim
T→∞
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gilt. Zieht man das Quark-Antiquark Paar nun sehr weit auseinander, so kann aus







log W (R,T )
RT
bestimmt werden. Falls die String-Spannung ungleich Null ist, steigt das Potenzial




Wenn die Kraft σ zwischen weit getrennten Farbquellen konstant ist, so spricht man




W (R,T ) = Ce−σR·T (5.6)
(siehe [44]). Der Schleifen-Erwartungswert fällt mit der eingeschlossenen Fläche A =
R · T exponentiell ab. Die String-Spannung kann aus den Link-Konfigurationen
gewonnen werden. Das Signal ist allerdings statistischen Fluktuationen unterworfen.
Um ein Ergebnis zu extrahieren, bedarf es verschiedener Methoden, die in Kapitel
5.3 gesondert beschrieben werden. Eine weitere Erhöhung der Signalqualität kann
durch Smearing-Prozeduren (siehe Kapitel 6.3) erreicht werden.
Anschaulich versteht man unter dem String einen Schlauch, der zwei Quarks mitein-
ander verbindet. Dieser Schlauch besteht aus Gluonen, die einen chromoelektrischen
Fluss bilden und die Quarks aneinander binden. Durch das Auseinanderziehen der
Quarks steigt das Potenzial so lange an, bis die im Schlauch gespeicherte Energie
ausreicht, um reelle Quark-Antiquark-Paare zu erzeugen. Dadurch ensteht ein neuer
hadronischer Zustand, sodass die Gesamtenergie des Systems verringert wird - der
String reißt (siehe Abbildung 5.8). Dieser Sachverhalt gilt allerdings nur in QCD-
Simulationen. In der SYM-Simulation sind die Quarks statisch. Es können keine
Quark-Antiquark-Paare gebildet werden. Als Folge hiervon steigt das Potenzial li-
near an. Es entsteht kein Plateau (siehe auch Abbildung 5.9). Die Gluinos sind
offenbar nicht im Stande die Ladungen abzuschirmen.
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Abbildung 5.8.: Die String-Spannung wird durch Gluonen vermittelt. Durch das
Auseinanderziehen dieser Teilchen steigt die potenzielle Energie soweit an, bis der
String durch Paarerzeugung reißt.
5.2.2. Die Sommer-Skala R0
Der Sommer Skalenparameter R0 [92] ist über die Kraft F (r) definiert, die zwischen





Die hadronische Längenskala R (c) wird üblicherweise zur Definition des Sommer-
Parameters verwendet. Ein phänomenologisch bestimmter Wert ist R0, der wie folgt
definiert ist:
R (1,65) ≡ R0 '0,5fm .
Dieser Wert gilt für die QCD und wurde in den vorliegenden SUSY-Simulationen
zum Vergleich herangezogen. Mit der Definition des Potenzials als Gradient einer







Der Wert für R20F ist bei einem Abstand von einem halben Femtometer zwischen
den Quarks experimentell besonders gut zu bestimmen und ergibt 1,65. Als nächstes
müssen die Parameter der Simulation mit diesem Wert in Einklang gebracht werden.
Dazu wird
• das Potenzial V (R,T ) auf einer gegebenen Link-Konfiguration {Ui} mit Hilfe
der Wilson-Loops W gemessen,
• die Kraft F berechnet oder ein Fit durch die Messwerte gelegt und schließlich
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• die Sommer-Skala in Gittereinheiten bestimmt.
Das statische Potenzial zwischen zwei Quellen kann nach [95] an die Funktion
V (R) = V0 + σR− e · [ 1R ] (5.9)
gefittet werden. Dies ist der Cornell-Potenzial Ansatz . In dieser Notation gilt R =















Verwendet man eine optimierte Eichwirkung (siehe Kapitel 3.8), so muss [135] fol-


















verwendet werden, wobei es sich bei β12 um die in Kapitel 3.8 eingeführte Kopp-
lungskonstante handelt.
Durch zusätzliche Korrekturterme f , die dem Potenzial V in der Form
V (R) = V0 + σR− e · [ 1R ] + f · (RS)
hinzugefügt werden, können O(a)-Effekte studiert werden. Hierbei sind e und f zwei
Konstanten, die festgelegt werden müssen. RS ist die mittlere Distanz zwischen R


















berechnet. Zu beachten ist, dass hier die spezielle Konvention aus der Literatur
übernommen wurde, die in Formel (5.10) eingeführt wurde. Werden diese Effekte
aber unterdrückt und die Konstante e zu e = pi/12 gewählt, so ergibt (5.9) eingesetzt
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5.3. Bestimmung der String-Spannung σ und
Sommer-Skala R0
Um die String-Spannung σ oder die Sommer-Skala R0 in Gittereinheiten berechnen
zu können, muss das Potenzial V (R,T ) ermittelt werden, dass zwischen zwei stati-
schen Quarks herrscht. Im Folgenden werden hierzu drei Verfahren vorgestellt, die
das Potenzial determinieren:
• Durch die Creutz-Ratios χ(R,T ) kann R0/a verlässlich festgelegt werden. Sie
sind definiert als
χ (R,T ) = − log
(W (R,T )W (R− 1,T − 1)
W (R,T − 1)W (R− 1,T )
)
. (5.13)
• Eine weitere Möglichkeit ist der Potenzial-Fit. Dazu trägt man für jeweils
konstantes T das entsprechende Potenzial
V (R,T ) = − 1
T
logW (R,T )
und legt durch diese Werte den Fit
V (R) = − e
R
+ σR+ V0 ,
der durch die Stark-Kopplungstheorie motiviert ist.
• Als dritte Möglichkeit gibt es das Zwei-Fit-Verfahren. Dazu bestimmt man
das Potenzial zuerst aus
V (R,T ) = log
( 〈W (R,T )〉
〈W (R,T + 1)〉
)
.
Diese Darstellung des Potenzials kann durch die Funktionen





5. Methoden der Analyse
5.3.1. Creutz-Ratios χ
Für Creutz-Ratios χ(R,T ) werden Verhältnisse von Wilson-LoopsW(Ri,Tj) zu ver-
schiedenen Kantenlängen in örtlicher Ri und zeitlicher Richtung Tj gebildet. Sie




W (R,T ) = Ce−σR·T , (5.14)
ergeben die Creutz-Ratios direkt die String-Spannung σ
χ (R,T ) ∼
R,T→∞
σ .
Da auf einem endlichen Gitter nur eine Extrapolation zu R,T → ∞ möglich ist,
lässt sich dieses Verfahren nur bedingt dazu einsetzen, σ zu berechnen.
Weil die Sommer-Skala auf mittleren Distanzen RS gemessen wird, können Creutz-
Ratios dazu verwendet werden, um verlässliche Werte für R0/a zu ermitteln. Im
Folgenden wird beschrieben, dass es aber auch möglich ist, das Potenzial aus den
Wilson-Loops nach Formel (5.21) oder (5.22) direkt zu bestimmen und dann die nun
folgende Force Method anzuwenden. Hierzu muss die zwischen zwei Farbladungen
herrschende Kraft
F (RS) = lim
T→∞
χ (R,T ) = V (R)− V (R− 1) (5.15)
ermittelt werden. Hierbei ist RS die mittlere Distanz zwischen R und R− 1, wie in
Formel (5.11) definiert. Mit dem Cornell-Potenzial Ansatz (5.9)
V (R) = V0 + σR− e[ 1R ]
kann hiermit die Kraft zu
F (RS) =σ − e 1
R2S
(5.16)
angegeben werden. Um R0/a nun berechnen zu können, wird die Kraft an einem
weiteren Ort R′S benötigt, wobei R
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Zusammenfassend kann folgendes gesagt werden:
• Zur Motivation, die Creutz dazu veranlasste, das Verhältnis (5.13) aufzustellen,
kann konstatiert werden, dass durch Einsetzen von (5.14) in (5.13) direkt die Kraft
(5.15) erhalten wird.
• Bildet man zwei Creutz-Ratios χ(R,T ) und χ(R + 1,T ) bei hinreichend großen
Zeiten T , so kann die Gleichung (5.20) für R0 gelöst werden.
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5.3.2. Potenzial-Fit
Um die String-Spannung zu bestimmen, kann auch ein Potenzial-Fit durchgeführt
werden. Dazu betrachtet man jeweils auf einer Zeitscheibe T das entsprechende
Potenzial
V (R,T ) = − 1
T
logW (R,T ) (5.21)
und legt durch diese Werte einen Fit, der durch die Stark-Kopplungstheorie moti-
viert ist
V (R) = − e
R
+ σR+ V0 .
Dieser rotationsinvariante Ansatz wird auch als Cornell -Ansatz bezeichnet. Es wird
erwartet, dass sich das Potenzial zwischen einem Quark und einem Antiquark bei
kurzen R-Distanzen wie ein Coulomb-Potenzial
V (R) ' V0 − e
R
verhält. Bei größeren Distanzen sollte es durch die starke Kraft motiviert linear
anwachsen
V (R) ' V0 + σR .
Die String-Spannung wird schließlich auf der ersten Zeitscheibe ermittelt, auf der die
Spannung σ konstant ist (siehe Abbildung 5.9). Um die Sommer-Skala zu ermitteln,
muss danach eine zweite Fit-Prozedur durchgeführt werden (siehe Abschnitt 5.3.3).
Abbildung 5.9.: Potenzialfit für verschiedene Gluino-Massen. Sie werden für größere
κ-Werte kleiner:mg˜,0 (κ = 0,19) > mg˜,0 (κ = 0,20) > mg˜,0 (κ = 0,202). Das Szenario
nähert sich dem kritischen Punkt.
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5.3.3. Zwei-Fit-Verfahren
Mit dem Zwei-Fit-Verfahren kann man sowohl die Sommer-Skala als auch die String-
Spannung bestimmen. Dazu wird das Potenzial mit Hilfe der Wilson-Loops W be-
stimmt. Das Potenzial wird für diese Methode nicht wie in Abschnitt 5.3.2 über
Formel (5.21) bestimmt, sondern gemäß
V (R,T ) = log
( 〈W (R,T )〉
〈W (R,T + 1)〉
)
. (5.22)
Man fittet die Resultate mit einer der beiden Funktionen




Als Solver wird üblicherweise ein Minimal χ2-Algorithmus eingesetzt (weitere De-
tails hierzu finden sich in der Literatur [162]). Den Solvern haftet das inhärente
Problem an, dass sie nur in der Lage sind, lokale Minima zu finden. Als Folge da-
von hängen die Ergebnisse von den Start-Parametern der Fit-Prozedur ab (siehe
Abbildung 5.10).
→ Es wird eine Strategie benötigt, mit der die Start-Parameter möglichst günstig
gewählt werden, damit das lokale Minimum dem globalen Minimum entspricht. Für
eine gegebene Kantenlänge R des Wilson-Loops liegen die Datenpunkte in einem
Bereich [xtmin ,xtmax ] abhängig vom Zeitintervall [tmin,tmax]. Als Startpunkt wird in











V0 = xtmin+2 − c01 exp
(−c02 (tmin + 2))
verwendet. Diese Prozedur wird für verschiedene R wiederholt. Die so erhaltenen
Werte werden nun einer zweiten Fit-Prozedur unterzogen. Hierbei werden die Daten
an die Funktion
V (R) = V0 + σR− e · [ 1
R
]− f · (RS)
gefittet. Dabei wird e zu pi/12 festgelegt und für RS die Form (5.11) aus Kapitel
5.3.1 verwendet. Als nächstes müssen erneut die Startparameter für die Fit-Prozedur
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festgelegt werden. In diesem Fall gilt es σ0, V0, f0 und e0 in der Form
σ0 = xRmax − xRmax−1 ,






















zu wählen. Das Ergebnis kann in Formel (5.12) eingesetzt werden, um R0 zu be-
stimmen.
Abbildung 5.10.: Hier ist das Startwertproblem des χ2-Minimierungs-Verfahrens
symbolisiert. Der Algorithmus findet nur die lokalen Minima. Damit liefern unter-
schiedliche Startparameter z.T. unterschiedliche Ergebnisse für die Fit-Parameter.
Im Folgenden sei an einem einfachen Beispiel dargestellt, wie die Suche nach ge-
eigneten Startwerten systematisiert werden kann. Man betrachte zwei benachbarte
Punkte t und t + 1 und möchte für eine gegebene Fitfunktion a exp(bt) geeignete
Startparameter a und b suchen. Es gilt
c (t) = ae−bt und c (t+ 1) = ae−b(t+1) .
Dabei ist t so zu wählen, dass es in der physikalisch relevanten Region liegt. Im
Fall der String-Spannung entspricht dies einem großen t, also t = tmax − 1 und






→ e−b = c (t+ 1)
c (t)
→ b = log c (t)
c (t+ 1)
.
Eine andere Möglichkeit, die Startparameter für eine Fit-Prozedur besteht darin,
das Suchintervall (siehe Abbildung 5.10) in mehrere Sektoren zu unterteilen. An-





Die Konfigurationen [Ui,φi], die während der Simulation erzeugt werden, sind nicht
unabhängig voneinander, sondern sie besitzen eine gewisse Autokorrelation. Für eine
Observable A[U,φ] ist die unnormierte Autokorrelationsfunktion als







A [Un+τ , φn+τ ]−A
) (
A [Un , φn]−A
)
(5.24)







bezeichnet. n symbolisiert die n-te Konfiguration in der Markov-Kette und τ ist der















A2 − (A)2) .








ist. Soll eine Gittersimulation durchgeführt werden, so ist es sinnvoll, in einem ersten
Schritt die Autokorrelationszeiten einer primären Größe zu bestimmen. Üblicherwei-
se wird hier die Plaquette in zeitlicher Richtung gemessen. Dazu werden hinreichend
viele MC-Schritte im Gleichgewicht berechnet und dabei jede Konfiguration abge-
speichert. Dann wird die Autokorrelation gemessen, damit in einem zweiten Schritt,
der eigentlichen Simulation, nur noch Konfigurationen abgespeichert werden müs-
sen, die unkorreliert sind.
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In Abbildung 5.11 wurde die Autokorrelation einer zeitlichen Plaquette dargestellt,
die mit einer PHMC-Simulation gemessen wurde. In diesem Fall sind die Zustän-
de nach ungefähr 50 Sweeps unkorreliert, da die Korrelationsfunktion dann auf 0
abgefallen ist. Negative Korrelationen im Grenzfall sehr großer und feiner Gitter
wären überraschend. An dieser Stelle wird ihr Auftreten auf die endliche Stati-
stik und der damit verbundenen großen Fehlerbalken der Messwerte zurückgeführt.
Es sei angemerkt, dass die Korrelationszeit in diesem Beispiel für einen PHMC-
Algorithmus sehr lang ist. Die Ursache liegt in der Wahl sehr kurzer Zeitschritte in
der Monte-Carlo Zeit τ begründet (siehe Kapitel 4.14.4). Im Optimalfall liegt eine
Autokorrelation vor, die weniger als 10 Konfigurationen beträgt. Hierzu müssen grö-
ßere Zeitschritte gewählt werden und ggf. die Polynomordnung angepasst werden,
um eine geforderte Akzeptanzrate von 80% zu erhalten (siehe Kapitel 4.12). Die
Abbildung 5.11.: Bestimmung der Autokorrelationszeit der zeitlichen Plaquette. Die
Fluktuationen in der roten Kurve werden durch die endliche Statistik begründet.
Im Grenzfall der unendlichen Statistik würde man einen Verlauf erwarten, welcher
der grünen Kurve entspricht.
Autokorrelationszeiten dienen zur Abschätzung des statistischen Fehlers. Nun kann
sie jedoch nur für primäre Größen, wie der Plaquette, präzise bestimmt werden. Für
sekundäre Observablen, die z.B. nichtlinear aus Plaquetten zusammengesetzt wer-
den, müssen andere Methoden angewendet werden, da die Autokorrelationszeiten
hier keine zuverlässigen Werte liefern (siehe Kapitel 5.5).
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5.5. Bestimmung des statistischen Fehlers von
Observablen
Bei der Berechnung der Erwartungswerte ist es wichtig, den mit ihr verbundenen
Fehler angeben zu können, um aussagekräftige Ergebnisse zu bekommen. Dabei kann
zwischen systematischen und statistischen Fehlern unterschieden werden. Die Ursa-
che des statistischen Fehlers liegt darin begründet, dass nur endlich viele Stichpro-
ben betrachtet werden können. Der systematische Fehler hat viele Ursachen. Hierbei
spielen die in Kapitel 5.1.3 behandelten finite-size Effekte genauso eine Rolle wie
O(a) Fehler, also Diskretisierungsfehler, die auf der Endlichkeit des Gitterabstandes
beruhen (siehe Kapitel 5.1.1). Darüber hinaus können systematische Fehler durch
die polynomiale Approximation der Fermion-Determinante im PHMC-Update nicht
gänzlich vermieden werden. Die systematischen Fehler sollten im allgemeinen kleiner
gehalten werden, als die statistischen.
Eine primäre Observable entspricht auf dem Gitter einer Größe, die direkt gemessen
werden kann, wie z.B. die Plaquette. Eine sekundäre Observable ist ein Operator,
der eine nichtlineare Kombination primärer Größen darstellt. Hierzu zählen z.B. die
Operatoren, aus denen die Massen der Teilchen bestimmt werden. Im Allgemeinen
ist nicht direkt ersichtlich, welcher statistische Fehler diesen Größen anhaftet. In
Abschnitt 5.5.1 und 5.5.3 werden nun Methoden besprochen, mit denen diese Fehler
kontrolliert werden können.
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5.5.1. Jackknife Analyse
Ein allgemeines Verfahren, um den Fehler eines Erwartungswertes abzuschätzen ist
die Bootstrap-Methode [164]. Die allgemeine Vorgehensweise ist wie folgt:
• Man startet mit einer Stichprobe der Größe N .
• Man berechnet aus dieser Stichprobe ein neues Replikat. An dieser Stelle kön-
nen unterschiedliche Methoden verwendet werden, das Replikat zu ermitteln.
• Man berechnet die Varianz der Stichprobe
• Man wiederholt die Prozedur T -fach, um die Verteilung des Schätzers zu er-
mitteln.
Es werden verschiedene Realisierungen der Bootstrap-Methode verwendet. Eine von
ihnen ist die Jackknife2 Analyse. Diese Methode wurde 1949 von Quenouille einge-
führt und 1958 von Tukey weiter entwickelt. Sie diente vorrangig der Ermittlung des
Bias und der Varianz eines Schätzers und wird insbesondere herangezogen, wenn ei-
ne hohe Varianz oder Extremwerte in der Verteilung existieren. In solchen Fällen
kann sie eine verzerrungsreduzierte Schätzung liefern.
Sei Ai eine Stichprobe von A und AJj der Mittelwert von N Stichproben, wobei die







Durch dieses Vorgehen kann der Einfluss von Einzelereignissen auf den Erwartungs-
wert untersucht werden. Als nächstes wird der Mittelwert y¯J einer sekundären Größe
























2Den Namen zu der Methode lieferte das Schweizer Taschenmesser, dessen Einzelteile heraus-
klappbar sind.
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5.5.2. Die Blockbildungs-Methode
Im Allgemeinen sind die verwendeten Konfigurationen miteinander korreliert und
man würde den Fehler unterschätzen, falls man dies nicht berücksichtigen würde.
Um die Korrelationen zu eliminieren wird die Blockbildungs-Methode verwendet [81].
Hierbei werden n Messungen in N/n Blocks gesammelt. Jeder dieser Blocks wird
nun wie eine einzelne Messung behandelt, die wieder einer Jackknife Analyse un-
terzogen werden kann. In Abhängigkeit verschiedener Block-Größen führt dies zu
unterschiedlichen Schätzwerten σB für den Fehler. Im Limes unendlicher Statistik
sollte sich der Fehler für größer werdende Blocks asymptotisch einem Grenzwert nä-
hern. Dieser Wert kann als Standardabweichung der unkorrelierten Daten angesehen
werden.
Die integrierte Autokorrelationszeit kann mit





erhalten werden, wobei σ2n (y¯) den Fehler bei einer Block-Größe n bezeichnet. σ2nu (y¯)
entspricht dem Fehler bei einer Blockgröße, unter der die Konfigurationen unkorre-
liert erscheinen. σ21 (y¯) ist der naive Fehler ohne Blockbildung.
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5.5.3. Methode der Linearisierung
Die Fehler der Jackknife Analyse werden mit der Blockbildungsmethode stabilisiert.
Neben diesem Verfahren zur Fehlerabschätzung hat sich ein weiteres Verfahren eta-
bliert, dass parallel eingesetzt wird, um den Fehler zu kontrollieren. Hierbei handelt
es sich um die Methode der Linearisierung [82]. Sie ist auch unter dem Namen
Γ -Methode oder Ulli Wolff-Methode bekannt geworden.
Diese Methode basiert auf der Annahme, dass die Abweichung der Stichprobe ei-











beschrieben wird. Die Werte der Ableitung sollten an der Stelle der korrekten Er-
wartungswerte konstant sein, dann kann die Abweichung der Stichprobe als Linear-

















y¯j = A¯y¯ −Ay¯ ,





















ermittelt werden. Hieran ist zu erkennen, dass der Fehler der sekundären Größe
y(A) anhand der integrierten Autokorrelationszeit der primären Observablen Ay¯
abgeschätzt werden kann.
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Ein bedeutendes Ziel bei den Bestrebungen, eine Quantenfeldtheorie auf dem Git-
ter zu simulieren, ist es, das Massenspektrum der Theorie zu analysieren und die
Teilchenmassen zu bestimmen. Teilchen gehören zur irreduzible Darstellungen ih-
res Darstellungsraumes und können durch diese klassifiziert werden. In Kapitel 6.1
wird gezeigt, wie Korrelatoren auf einem Gitter konstruiert werden können, die sich
dazu eignen, die physikalischen Zustände zu messen. Die Korrelatoren für Gluebälle
werden in Abschnitt 6.1.2 dargestellt, die Gluino-Gluebälle finden sich in Abschnitt
6.1.3 und die Gluinobälle in Abschnitt 6.1.4. Die Massen der Teilchen werden über
Zeitscheiben-Korrelationsfunktionen bestimmt und finden sich in Kapitel 6.2. Da-
bei entsprechen sie dem Fit-Parameter in der Exponenzialfunktion des Massenfits.
Näheres wird in Abschnitt 6.2.2 erläutert. Zu berücksichtigen ist, dass angeregte
Zustände sowie ein Untergrundrauschen Einfluss auf die Messgröße haben (siehe
Abschnitt 6.2.1).
Um Störeinflüsse zu unterdrücken, können Operatoren verwendet werden, die einen
besseren Überlapp mit dem untersuchten Zustand haben. Diese Technik nennt sich
Smearing (Kapitel 6.3) wobei zwischen dem APE-Smearing für bosonische Zustände
(Abschnitt 6.3.1) und Jacobi-Smearing für fermionische Zustände (Abschnitt 6.3.2)
unterschieden wird. Durch eine Kombination verschiedener Smearing Level kann
sowohl für Bosonen als auch für Fermionen eine weitere Verbesserung der Signal-
qualität erreicht werden. Hierbei handelt es sich um die Variationsmethode, die in
Abschnitt 6.3.3 beschrieben wird.
Zur Berechnung der Korrelationsfunktion fermionischer Zustände sind Matrix-In-
versionen notwendig (siehe Kapitel 6.4). Da die Q-Matrix dünn besetzt ist, eignet
sich zu ihrer Inversion das Konjugierte Gradientenverfahren aus Abschnitt 6.4.1
am Besten (siehe hierzu auch Anhang B.9). Da es besonders aufwendig ist, den
unverbundenen Anteil der adjungierten Mesonen zu bestimmen, wurden auch hier
Optimierungen realisiert. Zum Einen gibt es die Volume Source Technique (VST)
(Abschnitt 6.4.3), zum Anderen wurde auch die Stochastic Estimator Method (SET)
untersucht (Abschnitt 6.4.4), die die besondere Eigenschaft hat, dass sie mit der
Deflating Methode kombinierbar ist, die in Kapitel 6.5 besprochen wird.
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6.1. Korrelatoren
In Kapitel 2.11 bzw. Kapitel 2.12 wurde das Teilchenspektrum dargestellt, dass sich
ergibt, wenn man die supersymmetrische N = 1 Niederenergie-Lagrange-Dichte
für ein Eichfeld in euklidischer Formulierung aufstellt. Dieses Spektrum findet sich
zusammengefasst, der Masse nach absteigend geordnet in Tabelle 6.1 wieder. Bei
Tabelle 6.1.: Teilchenmultipletts derN = 1 Super Yang-Mills Theorie nach Farr-
ar-Gabadadze und Schwetz. Die Teilchen sind der Masse nach absteigend ange-
ordnet. Das schwerere Multiplett entspricht dem Veneziano-Yankielowicz Mul-
tiplett.
Meson Spin Masse Name
Veneziano-Yankielowicz Multiplett
• 1 Skalares Boson λ¯λ 0 m0+g˜g˜ a-f0
• 1 Majorana-Fermion FµνΣµνλ 1/2 mgg˜ Gluino-Glueball
• 1 Pseudoskalares Boson λ¯γ5λ 0 m0−g˜g˜ a-η′
Farrar-Gabadadze-Schwetz Multiplett-Erweiterung
• 1 Pseudoskalares Boson FµνρσµνFρσ 0 m0−gg 0−-Glueball
• 1 Majorana-Fermion FµνΣµνλ 1/2 mgg˜ Gluino-Glueball
• 1 Skalares Boson FµνFµν 0 m0+gg 0+-Glueball
den Teilchen in Tabelle 6.1 handelt es sich um das niederenergetische Spektrum der
Theorie. In den folgenden Abschnitten wird es die Aufgabe sein, Gitteroperatoren zu
konstruieren, die den jeweiligen Teilchengehalt des Feldes extrahieren. In der QCD
ist das Pion das Goldstone-Boson der chiralen Symmetriebrechung, dessen Masse im
Kontinuumslimes verschwindet. In der Supersymmetrie wird der verbundene Anteil
von a-η′ in Analogie zur QCD mit dem adjungierten Pion a-pi identifiziert. Es ist
kein eigenständiges Teilchen, sondern es dient lediglich dazu, den kritischen Punkt
κcr abzuschätzen (siehe Kapitel 5.1.3). Des Weiteren versteht man unter a-σ den
verbundenen Anteil von a-f0.
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6.1.1. Irreduzible Darstellungen der kubischen Gruppe O
Im Kontinuum sind Gluebälle Objekte mit ganzzahligem Spin J , die durch irreduzi-
ble Darstellungen ihres Darstellungsraumes klassifiziert werden können. Zu diesem
Sachverhalt empfiehlt sich auch ein Blick in Anhang A.5 und A.8. Ein guter Über-
blick über die Gruppentheorie findet sich darüber hinaus in [146]. Da ein Spinor zwei
Komponenten besitzt, handelt es sich zuerst einmal um Darstellungen der SU(2).
Die Gruppe der SU(2)-Matrizen ist die Überlagerungsgruppe der SO(3). Die bei-
den Gruppen sind lokal isomorph zueinander, unterscheiden sich aber global darin,
dass eine Drehung um 2pi im Fall der SU(2) ein Minuszeichen mit sich bringt. Die
SO(3) ist die Gruppe der Drehungen im dreidimensionalen Raum und für Teilchen
relevant, die der Lorentz-Transformation gehorchen.
Gluebälle sind nun also irreduzible Darstellungen DJ der Drehgruppe SO(3). Auf
dem Gitter wird die kontinuierliche Rotationssymmetrie auf eine diskrete Symme-
trie heruntergebrochen. Ein kubisches Gitter ist nicht rotationsinvariant. Demnach
sind Gitterzustände unter beliebigen Drehungen nicht invariant und damit als un-
physikalisch anzusehen. Mit Hilfe der kubischen Gruppe O kann nun die Rotati-
onsinvarianz wieder hergestellt werden, indem die Symmetrie der kontinuierlichen
Theorie durch die untergeordnete kubische Symmetrie eines Gitters ersetzt wird.
Die Eigenzustände des Gitter-Hamiltonoperators können nun nach den irreduziblen
Darstellungen von O klassifiziert werden. Diese wurden von Morningstar und
Peardon ausführlich in [37] beschrieben und in [111] näher untersucht. Sie werden
nach
A1 , A2 , E , T1 und T2
unterschieden. Dabei sind die A-Darstellungen eindimensional, die E-Darstellung
ist zweidimensional und die T -Darstellungen sind dreidimensional.
Die untergeordnete Darstellung DOJ ↓ O ist keine irreduzible Darstellung von O.
Allerdings handelt es sie hierbei um eine direkte Summe irreduzibler Darstellungen
von O
DOJ ↓ O = Γ1 ⊕ Γ2 ⊕ . . . ,
wobei Γi ∈ {A1, A2, E, T1, T2} ist. Für die Spins bis J = 3 ergibt sich
DO0 = A1
DO1 = T1
DO2 = E ⊕ T2
DO3 = A2 ⊕ T1 ⊕ T2 .
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Die physikalische Konsequenz dieser direkten Summe wird am Beispiel von J = 2
deutlich. Im Kontinuum wird ein Spin-2-Teilchen durch ein Quintuplett von entar-
teten Zuständen beschrieben. Auf dem Gitter wird man verschiedene Massen für
das E-Dublett und das Triplett T2 finden. Im Kontinuum sollten die beiden Massen
allerdings entartet sein, da beide Zustände den gleichen Spin-2-Glueball beschrei-
ben.
Da das Teilchenspektrum von Farrar, Gabadadze und Schwetz nur Gluebälle
vom Typ Spin-0 beinhaltet, kann die Suche nach einem geeigneten Gitter-Operator
auf eine Observable mit A1 Inhalt beschränkt werden.
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6.1.2. Gluebälle JPC = 0++ und JPC = 0−+
Im Folgenden ist es das Ziel, einen geeigneten Gitter-Operator zu finden, der Glue-
bälle beschreibt. Im Kontinuum lässt sich der physikalische Zustand aus Eigenzu-





entwickeln. n setzt sich aus den üblichen Quantenzahlen der Spin-J-Darstellung
zusammen und berücksichtigt zusätzlich angeregte Zustände mit identischem Spin,
sodass jeder Eigenzustand |ψn〉 zu einem Multiplett mit eindeutig bestimmtem Spin
J gehört. Auf dem Gitter erhält man einen physikalischen Zustand |ψ(~x,t)〉, indem





ciOi (~x,t) |0〉 . (6.1)
Der Operator Oi habe die Bedingung 〈0 |Oi| 0〉 = 0 zu erfüllen und auch in der Git-
tereichtheorie stellt man die Forderung nach Eichinvarianz. Um die erste Bedingung
zu erfüllen, verwendet man
Oi (~x,t) = TrU (Ci)− 〈TrU (Ci)〉 → 〈0 |Oi| 0〉 = 0 . (6.2)
U (Ci) ist dabei der Paralleltransporter entlang einer geschlossenen, raumartigen
Kontur eines Polygons. Im einfachsten Fall beschränkt man sich hier auf Wilson-
Loops der Länge vier. Da später Korrelationen in Zeitrichtung gemessen werden
sollen, wird darauf geachtet, dass diese Wilson-Loops sich in einer Zeitscheibe be-
finden. Man betrachtet also die Plaquette UP , die in Kapitel 3.2 eingeführt wurde.
In [38] findet sich hierzu eine Zusammenstellung aller irreduziblen Darstellungen
der kubischen Gruppe mit Wilson-Loops bis zur Länge acht.
Für die Konstruktion eines Gitter-Operators ist auch die Impuls-Darstellung von
Bedeutung, die man durch Fourier-Transformation erhält





Für das Massenspektrum der Gluebälle sind nur Zustände mit ~p = 0 relevant.










Oi (~x,t) . (6.3)
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Ein Glueball besitzt neben den Transformationen der kubischen Gruppe zwei weitere
diskrete Symmetrien. Zum Einen wäre da die Parität P zu nennen, die das Verhalten
bei Raumspiegelung beschreibt. Die Parität kann die Werte P = ±1 annehmen.
Zum Anderen ist das Verhalten der Wilson-Loops bei komplexer Konjugation von
Bedeutung. Die zur Ladungskonjugation gehörenden Eigenwerte können ebenfalls
die Zahlen C = ±1 annehmen. Die für das betrachtete Teilchenspektrum aus Tabelle
6.1 relevanten Gluebälle sind
JPC = 0++ und JPC = 0−+ .
Mit den Formeln (6.1), (6.2) und (6.3) lässt sich nach [38], bzw. [111] der Operator
für den skalaren Glueball FµνFµν auf dem Gitter darstellen als
O0++ (U,x) = Tr [U12 (x) + U23 (x) + U31 (x)]
Dieser Operator besitzt einen A++1 -Inhalt. Um einen Operator mit A
+−
1 -Inhalt zu
erhalten, bedarf es einer Konstruktion aus Wilson-Loops, die durch Drehung nicht in





(Tr [W (C)]− Tr [W (PC)]) , (6.4)
wobei eine Darstellung dieses Operators in Abbildung 6.1 skizziert ist. Es wird über
alle Rotationen in der kubischen Gruppe summiert und PC ist das Spiegelbild von











Abbildung 6.1.: Wilson-Loop Operator mit A−+1 -Inhalt für den pseudoskalare Glue-
ball. Man beschränkt sich auf Konstruktionen in raumartige Richtungen. Zeitliche
Korrelationen werden so unterdrückt. Hierdurch werdeb Fehlerquellen bei der Be-




Im Unterschied zur QCD ist es in der Supersymmetrie möglich, Bindungszustände
zwischen Gluonen und ihren fermionischen Partnern zu konstruieren (siehe auch
[39]). Diese Zustände besitzen also kein Pendant in der QCD. Um ein Gluino-Glue-








verwendet werden. Pij ist hierbei die Clover-Plaquette (siehe Formel (5.3)). Sie
reproduziert den Feldstärke-Operator auf dem Gitter. Der Vorzug gegenüber der
einfachen Plaquette besteht in dem verbesserten Transformationsverhalten bei Pari-
tätstransformation oder Zeitspiegelung und der damit verbundenen Nähe zum Kon-
tinuum. Diese Plaquette befindet sich dabei in einer Zeitscheibe und besitzt eine
räumliche Ausdehnung. Man wählt dabei keine Terme mit zeitlicher Ausdehnung,
da die Masse des Zustandes über eine zeitliche Korrelationsfunktion ermittelt wird
und Einflüsse diesbezüglich zu vermeiden sind.
Die Zeitscheiben-Korrelationsfunktion wird aus zwei Plaquetten gebildet. Hierbei
handelt es sich um eine Quelle source und eine mit ihr verbundenen Senke sink.
Anschaulich handelt es sich um ein Teilchen, dass zu einem Zeitpunkt an einem Ort
y erzeugt wird, durch die Raumzeit propagiert und an einem Ort x anhiliert wird.
Der Korrelator hat die Form

















Eine grafische Darstellung findet sich in Abbildung 6.2. Da die Korrelationsfunktion
nur eine Gluino-Linie besitzt, hängt sie von den gewählten Randbedingungen für
die Fermionen in zeitlicher Richtung ab. Man kann durch das direkte Einschieben
einer γ4-Matrix vor die Fermionmatrix, auch bei antiperiodischen Randbedingungen
in Zeitrichtung, eine periodische Korrelationsfunktion für Fermionen erhalten. Um
den Korrelator berechnen zu können, wird nun wie folgt vorgegangen:
• Die Quelle y auf einer Zeitscheibe wird zufällig gewählt.
• Dann wird die sogenannte wall source ermittelt, die die Zeitscheibe wie eine
Wand vollständig abdeckt. Diese Quelle ist eine vektorielle Größe der Form
χaij (y) = Tr [Pij (y)σ
a] .
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Abbildung 6.2.: Grafische Darstellung des Gluino-Glueballs
• Als nächstes wird
z = Q−1χ (y)
berechnet. An dieser Stelle empfiehlt sich das konjugierte Gradientenverfahren
(siehe Kapitel 6.4.1). Es handelt sich bei der Fermionmatrix Q um eine große
und dünn besetzte Matrix. In solchen Fällen eignet sich dieses Verfahren zur
Matrixinversion am Besten. Als Quelle kann in Raum, Farbe und Spin z.B.
eine δ-artige Form verwendet werden, mit ω[xaα]ybβ = δxyδabδαβ . In anderen Fäl-
len findet die sogenannte wall source Verwendung, bei der eine vollständige
Zeitscheibe mit Einträgen ungleich Null gefüllt wird (siehe auch Abschnitt
6.3.2). Zur Verbesserung des Operatorüberlapps werden im sogenannten Ja-
cobi Smearing auch geschmierte Quellen eingesetzt (siehe Kapitel 6.3.2).
• Zum Schluss wird der vollständige Korrelator erhalten, indem z mit χ (x) und
σ multipliziert und kontrahiert wird.
Es kann gezeigt werden [118], dass der Gluino-Glue Korrelator die Struktur
C (∆t) = C1 (∆t)1+ C2 (∆t) γ0
aufweist. Unter Zeitspiegelung ergibt sich
C1 (∆t) = −C1 (T −∆t) und C2 (∆t) = C2 (T −∆t) .
Diese Eigenschaft erlaubt es, die Masse des Gluino-Glueballs auf zwei verschiedene
Arten zu bestimmen. Es ist anzumerken, dass es in beiden Multipletts Gluino-Glue-
Zustände gibt (siehe Tabelle 6.1). Beide Teilchen haben einen Überlapp mit dem
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Korrelator. Die Masse lässt sich aber nur für den Zustand des leichteren Multi-
pletts beschreiben, also dem Gluino-Glue-Grundzustand. Das schwerere Teilchen
sollte aufgrund der großen Masse nur kleine Beiträge liefern (siehe Kapitel 6.2.1).
Ergebnisse der Analyse finden sich in Anhang C.6, Tabelle C.9.




















g-g  L=24 
g-g  L=24 (Stout)




Abbildung 6.3.: In dieser Abbildung ist sowohl der Gluino-Glueball als auch a-η′
auf verschiedenen Gittern mit und ohne STOUT-Smearing simuliert worden. Die
Simulation wurde von Istvan Montvay durchgeführt, wobei Kamel Demmouche die
Konfigurationen analysierte.
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6.1.4. Gluinobälle a-f0 und a-η′
Das Spektrum von Veneziano und Yankielowicz besitzt neben den Gluebällen
und den Mischzuständen aus Gluonen und Gluinos auch Zustände, die nur aus Glui-
nos bestehen. Sie sind vergleichbar mit den Mesonen der QCD, die jeweils aus zwei
fermionischen Elementarteilchen bestehen und werden deshalb auch als adjungierte
Mesonen bezeichnet. Die Namensgebung beruht auf der Tatsache, dass Gluinos sich
nach der adjungierten Darstellung transformieren. Dieser Sachverhalt wurde in Ka-
pitel 2.8 erörtert. Ein Überblick zur adjungierten Darstellung findet sich in Anhang
A.12. In Anlehnung an die QCD werden die Teilchen als a-f0 und a-η′ bezeichnet.
Dabei transformiert
Oa-f0 (x) =λ¯ (x)λ (x) (6.5)
wie ein skalares Teilchen. a-η′ transformiert wie ein pseudoskalares Teilchen
Oa-η′ (x) =λ¯ (x) γ5λ (x) . (6.6)
Die Nomenklatur beruht auf einem unkonventionellen Namensschema. Anstelle von
f0 wird häufiger die Bezeichnung σ gewählt. Der verbundene Anteil der Korrelati-
onsfunktion wird bei f0 in der Supersymmetrie a-σ genannt. Der verbundene Anteil
des Korrelators beschreibt a0 in der QCD.
Die zu Gleichung (6.5) bzw. (6.6) gehörende Korrelationsfunktion kann nun allge-
mein mit der 2n-Punkt-Funktion〈












· · ·Q [U ]−1znxn
berechnet werden (die detaillierte Rechnung findet sich in [116]). In dem Fall einer
Quelle bei x und einer Senke bei y ergibt sich
Cg˜g˜ (x,y) =
〈











}− 2Trsc {ΓQ−1xy ΓQ−1yx }〉 .









































Hierbei ist Γ ∈ {1,γ5} mit der Eigenschaft CΓTC−1 = −Γ. Die Spur Trsc geht über
Dirac- und Farbindizes. Dem verbundenen Anteil










kommt hierbei eine besondere Rolle zu. Er entspricht für Γ = γ5 in der QCD
dem aus u- und d- und deren Anti-Quarks aufgebauten Pionen. Das Pion ist das
Goldstone-Boson der chiralen Symmetriebrechung, dessen Masse im Kontinuums-
limes verschwinden sollte. In dem hier behandelten supersymmetrischen Model ist
dies kein physikalischer Zustand, da lediglich mit einem Majorana-Flavour (oder
genauer Nf = 1/2 Dirac-Flavours) gearbeitet wird. Dennoch dient die Überprüfung
dieser Größe zur Abschätzung des kritischen Punktes (siehe hierzu Kapitel 5.1.3).
Für Γ = 1 entspricht der verbundene Anteil dem a-σ-Teilchen. Seine Masse ver-
schwindet im Kontinuumslimes nicht. Sein Wert ist nur in sofern relevant, als dass
hieran überprüft werden kann, wie groß die Massenkomponenten des verbundenen
Teils an dem a-η′-Teilchen ist. Ein Überblick über die Zugehörigkeiten der verbun-
denen Anteile zu ihren Teilchenzuständen findet sich in Tabelle 6.2.
Um den Korrelator numerisch berechnen zu können, wird der verbundene und der
unverbundene Teil getrennt behandelt.
• Um den verbundenen Teil berechnen zu können, wird wie schon in Abschnitt
6.1.3 beschrieben, eine Punktquelle an einem zufälligen Gitterpunkt y gewählt.
Der Propagator Q−1y,x wird daraufhin an jedem Punkt x berechnet. Dies ist
der sogenannte all-to-point Propagator . Da für den verbundenen Teil nur eine
Matrix-Inversion benötigt wird, ist er numerisch günstig.
• Der unverbundene Teil wird als all-to-all Propagator bezeichnet. Seine Be-
rechnung ist deutlich aufwendiger. Hier muss der volle Propagator an jedem
Gitterpunkt für jede Spinkomponente und Farbe zurück auf sich selbst berech-
net werden. Das hat NVolumen ×NFarbe ×NSpin Inversionen der Fermion-
matrix für jede Konfiguration zur Folge. Um diesen enormen Rechenaufwand
bewältigen zu können, wurden verschiedene Verfahren erprobt. Zum Einen
die Volume Source Technique (VST) (siehe Kapitel 6.4.3), zum Anderen die
Stochastic Estimator Technique (siehe Kapitel 6.4.4). Letztere Methode kann
durch Deflating-Techniken weiter optimiert werden. Das Deflating wird in Ka-
pitel 6.5 behandelt.
In Abbildung 6.4 findet sich eine grafische Darstellung des Gluinoball-Korrelators
mit unverbundenem und verbundenem Anteil. Die dazugehörige Analyse auf einem
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163 × 32-Gitter mit einfacher Wilson-Wirkung findet sich in Abbildung 6.5. Eine
genaue Übersicht über die gemessenen Werte ist in Tabelle C.10 des Anhangs C
gegeben. Das vollständige Teilchenspektrum der zu Grund liegenden Theorie findet
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Verbundener Anteil
entspricht a-pi bzw. a-σ
Abbildung 6.4.: Grafische Darstellung für den Korrelator des Gluinoballs mit un-
verbundenem und verbundenem Anteil.
Tabelle 6.2.: Übersicht über die Teilchenzugehörigkeiten des verbundenen Anteils
und Vergleich mit der QCD
Teilchen verbundener Anteil QCD
Γ = γ5 a-η′ a-pi η′


















Abbildung 6.5.: Vergleich zwischen verbundenem und unverbundenem Anteil des
Gluinoballs nach einer Simulation von Istvan Montvay und anschließender Auswer-
tung von Kamel Demmouche.


















Abbildung 6.6.: Dies ist das Spektrum der Theorie. Die Ergebnisse sind im Zusam-
menhang mit den theoretisch vorhergesagten Ergebnissen von Farrar, Gabadad-
ze und Schwetz zu sehen. Vergleiche Abbildung 2.5 in Kapitel 2.12. Die Simulation
wurde mit eichverbesserter Wirkung durchgeführt.
185
6. Massenbestimmung auf dem Gitter
6.2. Die Zeitscheiben-Korrelationsfunktion
Die Massen der in Kapitel 6.1 behandelten Teilchen kann aus den Zeitscheiben-
Korrelationsfunktionen bestimmt werden. Ein umfangreicher Überblick zu diesem














Die Summation über die gesamte Zeitscheibe t liefert dabei impulsfreie Komponen-
ten (vgl. Formel (6.3)). Durch das Einfügen eines vollständigen Satzes an Energie-
eigenfunktionen ∑
n
∣∣n 〉〈n ∣∣ = 1

















T entspricht der zeitlichen Ausdehnung des Gitters. Die (+)-Lösung steht für peri-
odische Randbedingungen und die (−)-Lösung für antiperiodische Randbedingun-
gen. Die auf dem Gitter befindlichen Eichfelder haben periodische Randbedingungen
und die adjungierten Eichfelder, also die Fermionfelder, werden mit antiperiodi-
schen Randbedingungen simuliert. Um das Signal-zu-Rausch-Verhältnis zu verbes-
sern, kann ausgenutzt werden, dass der Korrelator eine Symmetrie um T/2 besitzt.
In symmetrischer Darstellung hat der Korrelator die Form











−∆t) ± e−mn(T2 −∆t)
]
.
Der zeitsymmetrisierte Korrelator C¯ ist auf dem Intervall ∆t ∈ [0, . . . ,T/2] definiert.











Es gibt zwei Dinge zu berücksichtigen, die das zu messende Signal beeinflussen:
1. Ein nicht verschwindender Vakuumerwartungswert. Ausgangspunkt für eine
Fit-Prozedur ist also die Funktion





ω0 ist der Vakuumerwartungswert, der einen nicht verschwindenden Anteil
vom Erwartungswert einnimmt, falls der Korrelator einen Überlapp mit dem
Vakuum besitzt. Dies ist bei skalaren Teilchen gegeben, so dass sich hier,




〉− 〈S† (t+∆t) 〉〈S (t) 〉
anbietet, bei dem der Untergrund abgezogen wird.
2. Ein Beitrag schwerer Massen zum Signal des Grundzustandes. An Formel (6.9)
wird die Aussage aus Kapitel 6.1.3 über das schnelle Abfallen der Zustände
großer Masse deutlich. Die schweren Massen werden exponenziell abgedämpft
und so wird nur die leichteste Masse gemessen. Es ist allerdings möglich, dass
ein Operator auch für große ∆t einen signifikanten Überlapp mit schwereren
Zuständen hat. Dies hat Auswirkungen auf das zu messende Signal. Wenn
dies der Fall ist, müssen in Gleichung (6.9) höhere Ordnungen berücksichtigt
werden. In einem Beispiel wo der erste angeregte Zustand eine bedeutende
Rolle spielt, muss ein Fit an die Funktion
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6.2.2. Massenfit
Es werden nun zwei Methoden verwendet, um die Masse zu bestimmen.
1. Eine Methode basiert auf der Strategie, den zeitsymmetrisierten Korrelator
auf einem Intervall ∆t ∈ [0, . . . ,T/2] zu fitten und dabei die größte Zeitscheibe
tfinal festzuhalten, während der Startpunkt tinit von tinit = 0 stufenweise erhöht
wird. Hierdurch werden die angeregten Zustände schrittweise ausgeblendet. Ab
einem gewissen Startpunkt sollten sich die Fit-Parameter stabilisieren und ein
Plateau erreichen. Von diesem Zeitpunkt an ist das einzig signifikante Signal
des Korrelators auf den leichtesten Massezustand zurückzuführen.
2. Da Gleichung (6.10) nur das asymptotische Verhalten für t,T →∞ beschreibt,
ist es schwierig, den exakten Wert der Masse m zu bestimmen. Aus diesem
Grund hat sich eine weitere Methode etabliert. Es ist einfacher, die Grundzu-
standsmasse mit der Methode der effektiven Massen abzuschätzen, die in [10]
beschrieben wird. Diese Massen sind bei gegebener Zeitausdehnung T und fes-
ten Zeitscheibenpaaren t1,t2 definiert. Für den Fall ω0 = 0 ergibt die Lösung
des Gleichungssystems
〈S (t+ t1)S (t) 〉 = ω1
[
e−m(t1,t2,T ) t1 ± e−m(t1,t2,T )(T−t1)
]
〈S (t+ t2)S (t) 〉 = ω1
[
e−m(t1,t2,T ) t2 ± e−m(t1,t2,T )(T−t2)
]
einen Wert für die effektive Masse von
m = lim
t1,t2,T→∞
m (t1,t2,T ) .
Die effektive Masse ergibt sich dann aus dem Verhältnis
r12 =
〈S (t+ t1)S (t) 〉
〈S (t+ t2)S (t) 〉 =
e−m(t1,t2,T ) t1 ± e−m(t1,t2,T )(T−t1)








und x = e−m(t1,t2,T )




x−τ2 ± xτ2) = (x−τ1 ± xτ1) .
Dieses kann für x numerisch gelöst werden und ergibt
m (t1,t2,T ) = − log x .
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Der zweite Ansatz bietet eine bessere Möglichkeit, den Einfluss angeregter Zustände
und ihr Verschwinden abzuschätzen. Die implizit enthaltene Lokalität, die durch das
Zeitscheibenpaar (t1,t2) gegeben ist, führt auf der anderen Seite zu einer schlechteren
Stabilität des Fits, da weniger Informationen verwendet werden, um die Massen zu
extrahieren. Hier liefert der erste Ansatz, bei dem über das ganze Intervall gefittet
wird, bessere Resultate. Dort ist das Signal-zu-Rausch Verhältnis besser, und aus
diesem Grund werden die besten Resultate mit den globalen Fits erzeugt. Es em-
pfiehlt sich aber, beide Methoden zur Massenanalyse einzusetzen, da sich die zweite
Methode zur Gegenprobe eignet.
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6.3. Optimierung: Smearing
Das nun folgende Kapitel beschäftigt sich mit der Verfeinerung der Methoden zur
Bestimmung von Messgrößen auf dem Gitter. Es gibt verschiedene Einflussgrößen,
die die Signalqualität mindern und die ihr anhaftenden Fehler vergrößern.
• Die Effekte, die durch die endliche Auflösung des Gitters auftreten, wur-
den in Kapitel 5.1 angesprochen. Sowohl die Rotationssymmetrie als auch die
Supersymmetrie gehen durch einen endlichen Gitterabstand a verloren. Dies
macht sich durch O (a)-Effekte in der Wirkung bemerkbar. Die genannten
Phänomene können sich durch ein κ-Tuning zwar minimieren, die Simulation
erfährt aber ein critical slowing down1.
• In Kapitel 5.1.3 wurden die finite-size Effekte beschrieben. Sie führen dazu,
dass die Wellenfunktion bei endlicher Kantenlänge L zusammengedrückt wird
und das Signal ein Offset der Form (5.5) erhält.
• In Kapitel 6.2 wurde gezeigt, wie die Massen aus Zeitscheiben-Korrelations-
funktionen bestimmt werden. In Abschnitt 6.2.1 wurde erörtert, dass eine zu
kleine Gitterausdehnung in zeitlicher Richtung T dazu führt, dass es einen we-
sentlichen Überlapp der Observablen mit anderen als dem gewünsch-
ten Zustand gibt. Hierdurch wird der Erwartungswert kontaminiert.
• Neben Gitterlänge und Auflösung spielt auch das statistische Sample eine
gewichtige Rolle. Durch eine große Anzahl an Konfigurationen können Au-
tokorrelationen von sekundären Größen minimiert und das Signal-zu-Rausch
Verhältnis verbessert werden. In Kapitel 5.4 wird beschrieben, wie die Auto-
korrelationszeiten bestimmt werden. Die Ermittlung des statistischen Fehlers
sekundärer Größen, also z.B. die Observablen zur Massenbestimmung, wird
in Kapitel 5.5 durchgeführt. Hierzu kann die Methode des Jackknifings, der
Blockbildung oder der Linearisierung eingesetzt werden.
Im Kontinuums-Limes sollten sich diese Effekte bei großem Volumen, hinreichend
vielen Schritten durch die Monte-Carlo Zeit und einer damit verbundenen dich-
ten Abdeckung des Phasenraumes vermeiden lassen. Da der Rechenaufwand bei
gegebenem physikalischem Volumen mit kleinerem Gitterabstand proportional zur
Anzahl der Gitterpunkte steigt, ist ein solches Szenario nicht durchführbar. Man
1In der Nähe des kritischen Punktes treten in der Simulation kleine Eigenwerte auf, sodass hohe




stößt schon mit vergleichsweise kleinen Gittern an die Grenzen der zur Verfügung
stehenden Rechenkraft. Ein Ausweg bietet die Suche nach Operatoren, die bei end-
lichem Gitterabstand einen besseren Überlapp mit den zu messenden Operatoren
haben. Hierbei können ähnliche Strategien angewendet werden, wie sie im Rahmen
des Simulations-Updates eingesetzt werden (siehe Kapitel 3.8 und 3.9).
Ein Bindungszustand zweier Gluinos ist auf dem Gitter an einem Ort lokalisiert und
damit punktförmig. Ein gluonischer Zustand hat die Ausdehnung einer Plaquette.
Diese Größen stimmen nicht zwangsläufig mit den natürlichen Ausdehnungen dieser
Zustände überein. Nun ist es das Ziel, den Observablen durch ein Smearing genann-
tes Verfahren eine räumliche Ausdehnung zu verleihen, sodass der aus dem Vakuum
erzeugte Zustand im Wesentlichen ein Energieeigenzustand des zu untersuchenden
Teilchens ist. Für Eichfelder kann das APE-Smearing eingesetzt werden (siehe Ab-
schnitt 6.3.1) und für fermionische Zustände wurde das Jacobi-Smearing entwickelt
(Abschnitt 6.3.2). In Abschnitt 6.3.3 wird die Variationsmethode beschrieben, die
aufbauend auf den vorhergehenden Methoden den Grundzustand eines Teilchens
von seinen angeregten Zuständen separiert.
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6.3.1. APE Smearing für Eichlinks
Eine Möglichkeit, Eichfelder zu verschmieren, ist das APE-Smearing [100]. Hierzu
empfiehlt sich ein Blick auf Abbildung 3.3 in Kapitel 3.4. In der dort gezeigten Ab-
bildung werden die Wechselwirkungsplaquetten dargestellt, die für einen ausgezeich-
neten Link relevant sind. Bei dem APE-Smearing werden nun die Eichlinks in einem
Operator durch eine Summe benachbarter Stapel ersetzt. Als Beispiel diene nun z.B.
der Operator (6.4) aus Kapitel 6.1.2. Der Einfluss der Wechselwirkungsplaquetten
kann über den Smearing-Faktor ape festgelegt werden. Durch das Nape-fache An-
wenden dieses Verfahrens










erhält man einen Smearing-Radius von
R = Nape · ape .
Der Smearing-Radius, bei dem das APE-Smearing die kleinsten Massen ergibt, ist
eine erste Schätzung für die räumliche Ausdehnung des wahren Grundzustandes.
Eine grafische Darstellung von Formel (6.12) findet sich in Abbildung 6.7.

















Abbildung 6.7.: Bei dem APE-Smearing wird ein Eichlink durch benachbarte Stapel
ergänzt. Hierdurch wird die räumliche Größe z.B. eines Glueballs verändert und seine
physikalische Wellenfunktion besser approximiert.
Die geschmierten Links sind zunächst nicht mehr Element der SU(2). Die SU(2)-
Eichinvarianz kann aber durch eine Projektion der Art










rekonstruiert werden. Durch diese Methode kann z.B. die Wellenfunktion des Glue-
balls besser approximiert werden, da sich seine Größe verändert und dadurch die
physikalische Wellenfunktion besser angenähert wird. Es ist allerdings zu beachten,
dass durch die Wahl zu vieler Smearing Steps Nape oder eines zu großen Smearing-
Faktors ape das zu messende Signal ausgeblendet wird. Sind die Smearing-Radien
größer als die halbe räumliche Gitterausdehnung, ist anzunehmen, dass der Grund-
zustand bereits durch die finite-size Effekte zusammengedrückt wird.
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6.3.2. Jacobi Smearing für fermionische Zustände
Zur Berechnung fermionischer Zustände ist es notwendig, die zugehörige Q-Matrix
zu invertieren. Um den fermionischen Anteil der Gluino-Gluebälle in Kapitel 6.1.3,
oder die Gluinobälle in Kapitel 6.1.4 berechnen zu können, ist es dabei das Einfach-
ste, δ-artige Quellen und Senken in Raum, Farbe und Spin zur Inversion von Q zu




ω kann als Funktion auf dem Raum (y,b,β) angegeben werden. Die Indizes [xaα]
der Quelle bestimmen ihre Position. Diese wird im obigen Beispiel zu 1 gesetzt,
während alle anderen Komponenten 0 sind. Ein solches Vorgehen wird jedoch den
physikalischen Bindungszuständen nicht gerecht, die eine natürliche Ausdehnung
besitzen. Deshalb wird die punktförmige Quelle für die Gluinos im Ursprung y durch
einen skalaren Propagator verschmiert. Dieses Verfahren nennt sich Jacobi Smearing
[101]. Die verschmierten Quellen werden dazu aus der Lösung der dreidimensionalen





berechnet. Der eichkovariante Klein-Gordon-Operator F (~x,~y) hat dabei die Form
















Der Smearing-Parameter κJac ist eine Größe, die unterhalb eines kritischen Wertes
konvergiert und deshalb geeignet eingestellt werden muss. Oberhalb dieser Schranke
divergiert die Reihe zwar, aber für eine entsprechende Anzahl Iterationsschritte NJac
erhält man immer noch akzeptable Werte für die skalare Wellenfunktion. Auch hier
lässt sich ein Smearing Radius
RJac =
∑
~x |~x|2 |F (~x,0)|2∑
~x |F (~x,0)|2
definieren. Es ist zu beachten, dass für verschiedene Hopping-Parameter κ und
Kopplungen β die Smearing-Parameter κJac und NJac geeignet eingestellt werden
müssen. Es ist zu erwarten, dass die effektive Masse eines fermionischen Grundzu-
standes bei steigendem Smearing-Radius zuerst abfällt, bis der optimale Smearing-
Radius erreicht ist. An dieser Stelle hat der Operator den besten Überlapp mit dem
physikalischen Zustand. Wird der Radius weiter vergrößert, nimmt die effektive
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Masse wieder zu und der Operator mischt sich stärker mit den angeregten Zustän-
den. Es sei zum Schluss noch angemerkt, dass neben den Quellen auch die Senken
verschmiert werden können. In diesem Fall muss der Smearing-Algorithmus auf jede
Zeitscheibe angewendet werden.
6.3.3. Variationsmethode
Aufbauend auf dem APE oder dem Jacobi Smearing kann nun die Variationsme-
thode angewendet werden, um die Massen der angeregten bosonischen oder fer-
mionischen Zustände zu bestimmen [102]. Während die Smearing Steps NApe und
NJac fest gewählt werden, bedient sich die Variationsmethode der Möglichkeit, alle





mit i, j = 1, . . . ,NApe/Jac
für alle Paare (i,j) gebildet. Als Observable O kann hierzu jeder Operator aus
Kapitel 6.1 verwendet werden. Durch das Einfügen eines vollständigen Satzes an
Energieeigenfunktionen ∑
n
∣∣n 〉〈n ∣∣ = 1





0 | Oi |n
〉〈
n | O†j | 0
〉
e−tmn .
Es stellt sich die Frage wie eine geeignete Kombination der geschmierten Observa-
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zu lösen, wobei vj ein Vektor ist, der die Parameter cβ als Komponenten besitzt. Es
kann gezeigt werden, dass die Eigenwerte λ(k) proportional zu dem k-ten angeregten
Zustand sind
λ(k) ∝ e−mkt [1 +O (e−t∆mk)] .
Die Eigenwerte werden bestimmt, indem das Eigenwertsystem
Cij (0)






gelöst wird. Die größten Eigenwerte gehören zu den kleinsten Massen
λ(0) >. . . > λ(k) >. . . > λ(N)




In diesem Abschnitt werden Methode zur Berechnung von Matrixinversionen erläu-
tert. Matrixinversionen werden z.B. bei der Berechnung des Gluino-Propagators in




λ (x) λ¯ (x)
}〉
= 〈T {λ (x)λ (x)}〉 C
=2
[
δ2 lnZ [J ]
δJ (x) δJ (y)
]
C ,




D [λ] e− 12λCQλ−
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x Jλ .
J ist ein der Wirkung hinzugefügter Quellterm. Es muss also〈
T
{






gelöst werden um Korrelationsfunktionen mit fermionischem Inhalt zu erhalten. Die
Fermion-Matrix ist eine große dünn besetzte Matrix, die mit dem konjugierten Gra-
dientenverfahren berechnet werden kann (Abschnitt 6.4.1).
Das Invertieren der Fermionenmatrix ist ein äußerst teurer Prozess, der die Ge-
schwindigkeit der Analyse erheblich ausbremst. Insbesondere ist es schwierig, den
unverbundenen Anteil des Gluino-Propagators zu berechnen. Hierzu muss, wie schon
in Kapitel 6.1.4 angesprochen, der volle Propagator an jedem Gitterpunkt für je-
de Spin- und Farbkomponente berechnet werden. Dies hat in jedem Schritt eine
Matrix-Inversion zur Folge. Mit der Volume Source Technique (VST) (siehe Ab-
schnitt 6.4.3) oder der Stochastic Estimator Technique (SET) (siehe Abschnitt
6.4.4) gibt es Möglichkeiten, den Rechenaufwand für den verbundenen Anteil zu
beschränken. Eine weitere Optimierung stellt das Deflating dar, welches in Kapitel
6.5 behandelt wird.
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6.4.1. Die Idee des Konjugierten Gradientenverfahren (CG)
Das Konjugierte Gradientenverfahren ist ein Minimierungsalgorithmus. Er dient da-
zu, Gleichungssysteme der Form Az = b zu lösen, wobei A eine positiv definite
hermitesche Matrix ist. Er konvergiert spätestens nach m Schritten, wobei m die
Dimension der quadratischen Matrix A ist. Mit Konvergenz ist in diesem Fall das Er-
reichen der Maschinenpräzision gemeint. Die Idee des CG-Verfahrens besteht darin,
dass das Maximieren von
E(z) := 〈b,z〉 − 1
2
〈Az,z〉
äquivalent zum Lösen von Az = b ist. Der Gradient von E an der Stelle zk ist gerade
gk = b−Azk und somit bei großen, dünn besetzten Matrizen schnell zu berechnen.
Statt in Richtung gk wird die Funktion E nun in eine andere, zu ihr konjugierte
Richtung pk maximiert. Diese Richtungen pk sind dabei alle zu A konjugiert, d. h.
es gilt
〈Api,pj〉 = 0 ∀i 6= j .
Weiter realisieren alle zk das Maximum von E in dem affinen Raum
Vk := z0 + span {p1, . . . ,pk} .
Da die Vektoren p(k) alle A-konjugiert sind, ist die Dimension von Vk gerade k. Ist
also A eine m×m-Matrix, so terminiert das Verfahren nach spätestens m Schritten.
Das Verfahren baut sukzessive eine orthogonale Basis für den Rm auf und minimiert
in die jeweilige Richtung bestmöglich.
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6.4.2. Das Konjugierte Gradientenverfahren im Detail




Hiermit können die kleinsten und größten Eigenwerte einer hermiteschen Matrix A
gefunden werden, wobei
λmin (A) = min
z
(µA (z)) und λmax (A) = min
z
(µA−1 (z))
ist. Mit dem Gradienten des Ritz-Funktionals
g (z) =
1
〈z,z〉 [A− µA (z)] z
kann die Suche nach dem Lösungsvektor begonnen werden. Ausgehend von einem
Startvektor z1 kann der Lösungsvektor in i Schritten approximiert werden durch
zi+1 = zi + αipi ,
wobei
p1 = −g (z1)
ist, und
pi+1 = g (zi+1) + βi
(
pi − zi+1 〈zi+1,pi〉〈zi+1,zi+1〉
)
die konjugierte Suchrichtung ist. Der Koeffizient α ergibt sich als notwendige Be-
dingung für ein Extremum zu
α1,2i =
−st2 ±√s2t4 + 4t2 (u− vµA (pi)) (u− vµA (zi))
2t2 (u− vµA (pi)) ,
wobei das Minuszeichen zum Minimum und das Pluszeichen zum Maximum des








〈zi,zi〉 s = µA (zi)− µA (pi)
verwendet. Während sich αi analytisch berechnen lässt, ist die Wahl für βi nicht
eindeutig festgelegt. Es hat sich gezeigt, dass die Wahl von Polak-Ribiere
βi =
〈g (zi+1 − g (zi) ,g (zi+1))〉
〈gi,gi〉 ,
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die besseren Konvergenzeigenschaften besitzt. Eine detaillierte Beschreibung zur
numerischen Umsetzung des Verfahrens findet sich in Anhang B.9. Das Deflating
(Kapitel 6.5) baut auf diesem Verfahren auf.
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6.4.3. Volume Source Technik (VST)
In Kapitel 6.1.4 wurde in Formel (6.7) der Korrelator für die Gluinobälle angegeben,
der an dieser Stelle wieder aufgegriffen wird. Er besteht aus einem unverbundenen























= Cg˜g˜ (∆t)disc. + Cg˜g˜ (∆t)conn.
wobei dies für Γ = γ5 den unverbundenen Anteil des a-η′-Teilchens und für Γ = 1
den unverbundenen Anteil von a-f0 repräsentiert (siehe Tabelle 6.2). Mit dem Kor-
relator ist die Problematik verbunden, dass für jeden Ort sowie jede Spin- und
Farbkomponente ein Propagator auf sich selbst berechnet werden muss, was in
NVolumen × NFarbe × NSpin Matrix-Inversionen resultiert. Eine Möglichkeit, diesen
enormen Rechenaufwand zu beschränken bietet die Volume Source Technique [103].
Sie basiert auf der Idee, eine Volumen-Quelle zu verwenden, bei der für jede Farb-
und Spinkomponente eine 1 auf alle räumlichen Gitterpunkte gesetzt wird, sodass
sich der numerische Aufwand auf NFarbe ×NSpin Matrix-Inversionen reduziert. Mit





































Fehler der Approximation im SU(2)-Fall
.
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Diese Methode wurde u.A. in [115] verwendet, um Matrizen zu invertieren. Im Fall
der SU(2) birgt diese Methode einen Approximationsfehler. Dieser kann eliminiert
werden, indem die Methode zur Improved Volume Source Technique (IVST) erwei-
tert wird. Hierzu wird zrdγ auf einer gegebenen Link-Konfiguration {U} zufälligen
Eichtransformationen unterworfen. Die Idee basiert auf dem Theorem von Elizur
[104]. Es besagt, dass sich beim Mitteln über ein Ensemble hinreichender Größe
alle nicht eichinvarianten Terme auslöschen. Der approximative Fehler ist eine nicht




6.4.4. Stochastic Estimator Technik (SET/SEM)















zu bestimmen, bietet die Stochastic Estimator Technique (SET). Es hat mehrere
Vorteile diese zweite Methode zu etablieren.
• Einerseits ist der durch dieses Verfahren induzierte Fehler rein statistischer
Natur, im Gegensatz zu den systematischen Fehlern, die der Volumen-Quellen
Technik ohne der oben genannten Verbesserung anhaftet.
• Andererseits kann mit einer unabhängigen Methode die Qualität der Ergeb-
nisse überprüft werden.
• Außerdem bietet SET eine direkte Möglichkeit, Deflating-Methoden anzuwen-
den, was in einer weiteren Inversionsbeschleunigung münden sollte (siehe Ka-
pitel 6.5).
Die grundlegende Idee bei diesem Verfahren besteht darin, den Vektorraum mit





Die hierfür benötigten Rauschvektoren (noisy estimators) {ηa} mit a ∈ {1, . . . ,Nest}










ηai = 0 (6.13)
gilt. Die Superindizes {i,j} beschreiben Farbe, Ort und Gitterpunkt. Die obigen
Randbedingungen werden z.B. von Gauss-verteilten Schätzern oder durch Z2 Rau-
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verwendet werden. Die Matrix-Inversion wird nun für jeden Schätzer durchgeführt
∑
i
Qijzi = ηj → zi =
∑
j
Q−1ij ηj . (6.14)
Es kann gezeigt werden, dass die Multiplikation des Lösungsvektors zi mit einem
Schätzer ηj für hinreichend viele Kombinationen eine gute Approximation der in-




































Für den unverbundenen Anteil werden nur die Diagonalelemente mit i = j benötigt
und berechnet. Das Ergebnis ist nur korrekt für eine große Anzahl Nest an Schätzern.












Dieser verschwindet nach Formel (6.13) nur für Nest → ∞. Ansonsten liefern die
nicht-Diagonalelemente einen Beitrag zur Messung.
Eine Möglichkeit diese Beiträge zu minimieren, bildet die Spin Explicit Method
(SEM). Hierbei wird das Z2 Rauschen auf jede Spin-Komponente des Schätzers





Die Matrix-Inversionen finden also auf den Spin-Unterräumen statt. Hierdurch hal-
bieren sich die Fehlerterme, jedoch zu dem Preis einer verdoppelten Anzahl an





Die Iterationsgeschwindigkeit bei Gittersimulationen hängt maßgeblich von den
Wellenlängen der Fermionfelder ab. In der Nähe des kritischen Punktes ist das





führt zu einer Ausbremsung der Algorithmen (critical slowing down). Dieser Sach-
verhalt wurde in Kapitel 4.15 im Rahmen der Matrix-Präkonditionierung schon
behandelt. Anschaulich betrachtet gehören die kleinsten Eigenwerte zu Wellen der
kleinsten Frequenz und damit zur größten Wellenlänge. Sie sind besonders rechen-
intensiv, da sie sich im Extremfall über das ganze Gitter erstrecken und ihre Kom-
ponenten an jedem Punkt berücksichtigt werden müssen.
Um dem zu entgegnen gibt es prinzipiell zwei bekannte Möglichkeiten:
1. Die algebraische Methoden von Wilcox oder von Orginos & Stathopou-
los (siehe Abschnitt 6.5.1)
2. Die Gitter-Methode nach Lüscher (siehe Abschnitt 6.5.2)
Die erste Methode kann dazu eingesetzt werden, um Matrix-Inversionen zu beschleu-
nigen. Hierbei liegt der Fokus auf der Ermittlung der unverbundenen Anteile der
Gluino-Korrelatoren. Bei gerader Flavour-Zahl könnte diese Methode auch in einem
Update-Algorithmus zur Anwendung kommen (siehe Kapitel 4.8). In einer N = 1
Supersymmetrie ist das jedoch nicht der Fall. Hier wird keine Inversion, sondern eine
polynomiale Approximation der inversen Q-Matrix verwendet. Die Gitter-Methode
von Lüscher könnte auch im Update Verwendung finden (siehe Abschnitt 6.5.2).
Erste Ergebnisse zeigen allerdings, dass die Gitter-Methode nicht so effizient zu sein
scheint, wie die Matrix-Methode [125].
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6.5.1. Matrix-Methode nach Orginos und Stathopoulos
Es sind zwei unterschiedliche Algorithmen der Matrix-Deflation bekannt, nämlich
• die Methode von Wilcox [125] und
• die Methode von Orginos und Stathopoulos [126].
Beide Methoden verfolgen den gleichen Ansatz und eignen sich zur Beschleunigung
des Conjugate Gradients (siehe Kapitel 6.4.1). Das Verfahren der konjugierten Gra-
dienten ist eines der schnellsten und stabilsten Algorithmen, um große, dünnbesetz-
te Matrizen zu berechnen, die entweder reell symmetrisch oder komplex hermitesch
sind. Im Folgenden wird die Methode von Orginos und Stathopoulos beschrie-
ben. Sie ist zwar komplexer als dieWilcox-Methode, aber in der Effizienz überlegen
und aus diesem Grund Mittel der Wahl.
Ausgangspunkt ist ein lineares Gleichungssystem der Form
Qz = ω .
In dem hier vorliegenden Fall ist Q wieder die Fermionmatrix, ω ein Quellvektor
und z der unbekannte Lösungsvektor. Das System wird üblicherweise auf die in Ka-
pitel 6.4.2 beschriebene Art gelöst. Probleme ergeben sich im Fall der Berechnung
des unverbundenen Anteils der Gluino-Korrelatoren (siehe Kapitel 6.1.4). Hier sind
sehr viele Inversionen durchzuführen. Um den Rechenaufwand zu minimieren, wur-
de deshalb das VST- und das SET-Verfahren entwickelt (siehe Kapitel 6.4.3 bzw.
6.4.4). Gerade letzteres eignet sich besonders gut zur Optimierung mit Deflation-
Methoden, da SET für jeden Schätzer die selbe Q-Matrix zur Inversion verwendet.









flating zu ziehen. Sofern sich die einzelnen Q-Matrizen „ähnlich” sind, sollte dies
z.B. auch für VST von Vorteil sein.
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Die Idee des Deflatings besteht nun darin, die bei den vorangegangenen Iterationen
gewonnenen Informationen über ein System dazu zu nutzten, den nächsten Schätzer
zu präkonditionieren.
Für die ersten s Schätzer η werden hierzu in einem eigenständigem Eigenvektor-
Suchraum V Informationen über die inverse Matrix gesammelt, sodass in einem
zweiten Schritt die folgenden Schätzer ηi mit i > s durch die Projektion auf einen
orthogonalen Unterraum präkonditioniert werden, sodass der Solver in weniger Ite-
rationsschritten konvergiert. In Anhang C.1 findet sich eine detailliertere Übersicht
über den Ablauf des Programms.
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6.5.2. Gitter Methode
Abschließend sei die Domain-Decomposed Deflation erwähnt, die Lüscher 2007 ein-
führte [130], [131]. Diese Methode unterscheidet sich grundlegend von den Matrix
Methoden, da hier das Gitter in einzelne Domänen aufgeteilt wird und die lang-
welligen Moden separat behandelt werden (siehe Abbildung 6.8). Zu Beginn ei-
Abbildung 6.8.: Aufspaltung des Gitters in Subdomänen. Die langwelligen Moden
werden auf dem roten Gitter separat behandelt.
ner jeden Trajektorie werden in einer Smoothing Procedure Pseudo-Fermionfelder
φl (x) ,l = 1, . . . ,Ns stochastisch erzeugt und auf die Blocks projeziert
φΛl (x) =
{
φl (x) wenn x ∈ Λ,
0 sonst.
Ein gegebenes Feld ψ kann nun mit einem orthogonalen Projektor P auf den Raum





φk (x) (φk,ψ) .
Dieses System kann naturgemäß die langwelligen Komponenten mit den kleinen
Eigenwerten nicht berücksichtigen. Sie werden in einem äußeren System S⊥ separat
berechnet und für jeden Block als konstanten Untergrund addiert









Als besondere Definition führte Lüscher hier den little Dirac-Operator
Akl = (φk,Dφl) , k,l = 1, . . . ,N .
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Abbildung 6.9.: Approximation der kleinsten Eigenmoden mit einer Konstanten
Quelle [125].
ein. Die Approximation ist nicht exakt, der Approximationsfehler sollte auf großen
Gittern aber klein sein (siehe Abbildung 6.9). Weitere Details finden sich in Anhang
C.3.
Zusammenfassend lässt sich sagen, dass das Lattice Deflating im Gegensatz zur
Matrix Deflation auch im Update bei polynomialen Algorithmen verwendbar ist.
Der Geschwindigkeitsgewinn dieser Methode ist gering im Vergleich zum Matrix
Deflation (siehe Tabelle 6.3). Aus diesem Grunde spricht vieles dafür, das die Kom-
bination beider Methoden den optimalen Weg darstellt. Während ein Update mit
Lattice-Deflation durchgeführt wird, können Matrix-Methoden in der Analyse erfol-
gen. Ein Nachteil ist, dass durch den Projektor tiefgreifende Veränderungen in den
Eich- und Fermion-Wirkungen notwendig werden. Des Weiteren muss die Gitterar-
chitektur samt ihrer Parallelisierung neu entwickelt werden, um Lattice-Deflation zu
realisieren. Das bedeutet einen tiefen Eingriff in die Programmstruktur. Sofern die
einzelnen Domänen unparallelisiert jeweils auf einzelnen Rechenkernen liegen, kann
die parallele Kommunikation minimiert und damit verbunden das Skalierungsver-
halten des Programms optimiert werden. Dieses Argument wird in Zeiten, in denen
Supercomputer 65.000 oder mehr Prozessorkerne zur Simulation zur Verfügung stel-
len, um so gewichtiger.
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Tabelle 6.3.: Vergleich einiger Aspekte der drei Algorithmen, die Tabelle entstammt
der Quelle [125]
Morgan/Wilcox Stath./Orginos Lüscher
Solver GMRES / BiCGStab CG GCR
Matrix Typ nicht-hermitesch hermitesch nicht-hermitesch
(algebraisch) (algebraisch) (Gitter)
Simultanes ja ja nein
Lösen
Ergänzung jeder Zyklus (GMRES) jeder Zyklus, bei jeder
der Eigenwerte zu Beginn (BiCGStab) anfangs (s ≤ s1) äusseren
restart (s > s1) Iteration




Das Hauptziel dieser Arbeit war die Realisierung eines Hybrid Monte-Carlo Algo-
rithmus mit polynomialer Approximation (PHMC) der fermionischen Matrix für
eine SU(2)c Super-Yang-Mills Theorie. Der Vorteil dieses Verfahrens gegenüber
dem zuvor verwendeten Two-Step Multi-Boson Algorithmus (TSMB) besteht in
den kürzeren Autokorrelationszeiten der erzeugten Feldkonfigurationen und der da-
mit verbundenen erheblich verkürzten Rechenzeit in gleichem Parameterszenario.
Die verkürzten Korrelationen für sich genommen wirken sich schon auf die Analyse-
Routinen aus, die aufgrund einer Statistik höherer Güte beschleunigt und signalver-
bessert durchgeführt werden können. Bei einem gleichbleibendem Rechenzeitkontin-
gent ist es nun möglich, größere Gitter zu betrachten, auf denen sowohl ein größeres
physikalisches Volumen als auch eine höhere Auflösung verwendet wird.
Dennoch diente das TSMB-Programm in vielerlei Hinsicht als Vorbild für das vor-
liegende PHMC-Programm. Um seine Konkurrenzfähigkeit zu beweisen und seine
Überlegenheit zu demonstrieren, wurden viele Konzepte auf den neuen Algorithmus
übertragen. Hierbei handelt es sich um Optimierungen, die nicht direkt das TSMB-
Prozedurkonzept betreffen. Die Matrixpräkonditionierung wäre ein Beispiel hierfür.
Zudem wurde Wert darauf gelegt, dass sich die in den vergangenen Jahren für das
TSMB-Projekt entwickelten Korrelatorroutinen nahtlos in das neue Programm ein-
fügen.
Die klassischen Bewegungsgleichungen in einer Hybrid Monte-Carlo Trajektorie
beinhalten eine chaotische Komponente. Das hat zur Folge, dass sich Fehler, die
sich an einer beliebigen Stelle im Programmablauf befinden, in folgenden Monte-
Carlo Zeitschritten τ exponenziell verstärken und selbst für ∆τ → 0 eine große
Relevanz bekommen. Dieser Algorithmus ist also fehleranfälliger als andere Kon-
zepte, weshalb es von überaus großer Bedeutung war, ihn in jedem Detail zu prüfen
und zu testen.
In der QCD gab es in den letzten Jahren viele Fortschritte und Entwicklungen, deren
Ziele darin bestanden, Quantenfelder realistischer auf dem Gitter darzustellen. Zum
Einen kann dies durch weitere Optimierungen geschehen, die es erlauben in gleicher
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Rechenzeit ein nochmals vergrößertes Gitter zu verwenden. Zum Anderen gibt es
Bestrebungen unphysikalische Gitterartefakte zu minimieren. Zwei dieser Konzepte
wurden auf das Supersymmetrie-Programm übertragen. Das Determinant-Breakup
erlaubt die Verwendung einer kleineren Polynomordnung bei gleicher Approximati-
onsgüte der Fermionmatrix. Verbesserte Wirkungen ermöglichen es, die durch das
Gitter induzierte Symmetriebrechungen schon bei endlichen Gitterabständen a zu
reduzieren. Dadurch findet bei gegebenem Gitterabstand eine Simulation näher am
Kontinuums-Limes statt. Artefakte, die zum Verrauschen der Observablen beitra-
gen, werden somit gedämpft und ermöglichen ein klareres Messsignal. Diese Me-
thoden wurden erfolgreich in das SYM-PHMC-Programm implementiert, zogen al-
lerdings tiefe Eingriffe in die Programmstruktur nach sich. Für das Determinant-
Breakup musste das Tensorprodukt der Pseudofermion-Felder überarbeitet werden,
die optimierten Wirkungen bedurften einer Neukonstruktion der Kommunikations-
strukturen in einem parallelisierten Programmablauf.
Das Ergebnis dieser Bemühungen ist ein Algorithmus, der es vermag, das physika-
lische Spektrum der Theorie, das von Farrar, Gabadadze und Schwetz analy-
tisch vorhergesagt wurde, in einer neuen Qualität numerisch zu überprüfen.
Um eine Vergleichbarkeit zu den Nf = 1-Simulationen herstellen zu können, wurde
das Programm schließlich auf drei Farbfreiheitsgrade erweitert. Da die fermionischen
Routinen aufgrund der Natur, der adjungierten Matrix einen gesteigerten Rechen-
aufwand zur Folge haben, ist ein Einsatz dieses Programms in einer Produktiv-
Umgebung in nächster Zeit nicht geplant. Primäres Ziel bleibt es vorerst, das Erfor-
schungspotenzial der SU(2)c-Theorie auszuschöpfen und sich erst danach Systemen
zu widmen, die eine größere Nähe zur physikalischen Realität besitzen.
Ein Schwachpunkt der Analyse betrifft die Messung des Gluino-Kondensats. Explizit
waren die unverbundenen Anteile der Gluino-Korrelatoren Objekt der Betrachtun-
gen. Die Berechnung dieses all-to-all -Propagators ist numerisch sehr aufwendig, al-
lerdings bieten sich beim Konjugierten Gradienten-Verfahren in Verbindung mit der
Stochastic Estimator Technique Möglichkeiten großer Effizienzsteigerungen durch
eine Präkonditionierung der Schätzer der zu lösenden Gleichungssysteme. Dieses
Projekt befindet sich zum jetzigen Zeitpunkt aber noch in einem Experimentiersta-
dium. Erhebliche Geschwindigkeitsgewinne konnten noch nicht reproduziert werden.
Es kann, muss aber nicht zwangsläufig, auf einen numerischen Fehler zurückzuführen
sein. Der Parameterraum, der Simulationspunkt sowie die Feineinstellung der algo-
rithmusrelevanten Größen sind von erheblicher Bedeutung für die Geschwindigkeit
der Iterationen. An dieser Stelle besteht also noch ein großer Entwicklungsbedarf.
In diesem Kontext stellt sich die Frage, in welcher Art und Weise die Entwicklung
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des Algorithmus am Besten vorangetrieben werden kann. Abermals gibt es hier zwei
Ansatzpunkte. Das kurz erwähnte Lattice-Deflating kann insbesondere bei starker
Parallelisierung viele Vorteile bzgl. der Geschwindigkeitsoptimierung bieten. In den
letzten Jahren nahm die Anzahl, der bei einer Simulation gleichzeitig zur Verfügung
stehenden Prozessoren, stetig zu. Das Skalierungsverhalten der Simulation gewinnt
bei stärkerem Grad einer Parallelisierung eine wichtiger werdene Rolle. Ihr wur-
de in der vorhandenen Simulation durch Verwendung unterschiedlicher Halos für
die Fundamentalfelder und die Adjungierten Felder schon Rechnung getragen. Das
Ziel ist jedoch eine weitere Minimierung des Kommunikationsaufwandes und eine
Vermeidung der hierdurch auftretenden barrier dependencies. Das Lattice-Deflating
bietet aus physikalischer Sicht und in serieller Programmstruktur nach ersten Be-
obachtungen in der Gitter-QCD nur einen leichten Optimierungsgrad. Werden die
einzelnen Domains jedoch so gewählt, dass sie jeweils ihren Platz auf einem ein-
zigen Rechenkern finden, so zeigt die Simulation ein erheblich verbessertes Skalie-
rungsverhalten. Zur Realisierung dieses Projektes sind erhebliche Modifikationen
der Programmstruktur notwendig. Die Gitterstruktur sowie die Parallelkommuni-
kation müssen neu definiert werden. Die Konstruktion einer neuen Gitterwirkung
ist erforderlich.
Ein zweiter Ansatzpunkt ist, die Signalqualität bei gegebener Anzahl an Gitter-
punkten zu erhöhen. Insbesondere die Messung gluonischer Zustände auf dem Gitter
bereitet aufgrund der mangelnden Statistik Schwierigkeiten. Die Massen werden mit
Zeitscheiben-Korrelationsfunktionen gemessen. Nun ist es zwar ohne weiteres mög-
lich, das Gitter in zeitlicher Richtung größer zu wählen, allerdings führt dies nicht
zum gewünschten Erfolg. Vielmehr bedarf es einer höheren Auflösung in zeitlicher
Richtung. Diese kann jedoch nicht erreicht werden, ohne gleichzeitig die Auflösung
und damit die Anzahl der Gitterpunkte in räumlicher Richtung zu erhöhen. Ein
Ausweg bietet die von Michael Teper vorgeschlagene Möglichkeit, anisotrope Git-
ter zu verwenden. Das bedeutet, dass in Zeitrichtung eine andere Gitterkonstante
genutzt wird. Auch dies hat tiefe Eingriffe in die Programmstruktur zur Folge, die
ebenfalls die Konstruktion einer neuen Gitterwirkung betreffen und den Satz der
Tuning-Parameter verdoppelt. Insbesondere besitzt die fermionische Wirkung in
Raum- und Zeit-Richtung unterschiedliche κ-Werte.
Aus physikalischer Sicht stellt sich die Frage, wie stark die Supersymmetrie durch
das Gitter gebrochen wird. Die Messung des Spektrums deutet darauf hin, dass
die Brechung z.T. noch erheblich ist. Mittelfristig sollte diskutiert werden, ob die
Verwendung von Domain Wall Fermionen Vorteile bieten könnte. Die hierzu benötig-
te zusätzliche 5. Dimension bedeutet allerdings einen gesteigerten Rechenaufwand.
Symmetriebrechende Artefakte bei endlichen Gitterabständen können darüber hin-
aus bei diesem Konzept nur im Limes einer unendlich großen 5. Dimension vermieden
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werden. Die Frage der Verwendung dieses Ansatzes ist eine Frage der zur Verfügung
stehenden Rechenkapazität.
Durch die zahlreichen Optimierungen und Verbesserungen ist das von mir verwen-
dete Programm zu einem Projekt mittlerer Größe herangereift. Jede ergänzende
Modifikation zur Erhöhung der Analysequalität und zum Geschwindigkeitsgewinn
steigert den Grad der Komplexität, sowohl in der Simulation als auch in der Ana-
lyse weiter. Es liegt in der Natur der Sache, dass die Programmabschnitte in Ein-
zelprojekten weiterentwickelt werden und induktiv weitergegeben werden. Dieses
Konzept funktioniert bei überschaubaren Programmen gut, stößt bei zunehmen-
dem Code-Umfang aber an seine Grenzen. Es soll nicht unerwähnt bleiben, dass
es einen hohen Aufwand mit sich brachte, bestehende Programmteile zu verste-
hen und konsistent in das PHMC-Ökosystem zu übertragen. Die Realisierung eines
anisotropen Gitters oder eine Domain Decomposition wird einer vollständigen Über-
arbeitung des Programms gleichkommen. An dieser Stelle wird eine grundlegende
Neukonzeption dringend empfohlen, die sowohl das Update-Programm als auch die
Analyse-Software betrifft. Mit allen gewünschten Implementierungen im Hinterkopf,
sollte ein Programm aus der Vogelperspektive gezeichnet werden, dass als wichtig-
sten Aspekt eine Modulare Struktur besitzt. Als Vorbild könnte die GSL-Bibliothek
oder CHROMA dienen. Die Matrix-Multiplikationen können z.B. in eigenen Klas-
sen untergebracht werden. Die Präkonditionierung sowie die Parallelisierung werden
im Hintergrund durchgeführt und bilden dadurch keine Fehlerquelle, für den Fall,
dass man einen neuen Operator programmieren will. Die Module können für sich
genommen getestet werden, sodass eine Fehlerfreiheit garantiert ist.
Darüber hinaus sollte standardmäßig eine Struktur etabliert werden, die eine Über-
sicht über die zur Verfügung stehenden Programme liefert, sowie Veränderungen
nachvollziehbar macht. Eine vielseitige Plattform, über die eine institutsübergrei-
fende Kommunikation abgewickelt wird, und die von jedem Teilnehmer einzusehen
ist, wäre zudem von großem Nutzen. Schließlich werden oft Informationen isoliert
ausgetauscht, die Dritten bei der Verwendung eines Programms, zu einem späteren
Zeitpunkt, ebenfalls nützlich sein können.
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Kontinuum
A.1. Gruppen
Allgemein versteht man unter einer Gruppe G eine Menge von Elementen {g,h, . . .}
mit den Eigenschaften
• Assoziativität: (g1g2)g3 = g1(g2g3)
• Existenz eines Einselementes e mit den Eigenschaften ge = eg = g ∀g ∈ G
• Existenz eines inversen Elementes g−1 zu jedem g mit g−1g = gg−1 = e∀g ∈ G
Man nennt eine Gruppe
• abgeschlossen. D.h. das Produkt gh zweier Elemente g und h einer Gruppe G
ist wieder Element der Gruppe.
• abelsch, wenn gilt gh = hg
• einfach, wenn sie keinen Normalteiler besitzt
• halbeinfach, wenn sie keinen abelschen Normalteiler besitzt
• diskret, wenn sie entweder endlich viele Elemente oder abzählbar unendlich
viele Elemente besitzt
• kontinuierlich, wenn sie überabzählbar unendlich viele Elemente besitzt
Die Elemente kontinuierlicher Gruppen beschreibt man durch n Parameter. Ist n
endlich, spricht man von Lie-Gruppen.
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A.2. Algebren
Linearkombinationen von reellen oder komplexen Größen beschreiben einen linear-
en Raum, sprich die Addition und Skalarmultiplikation von reellen oder komplexen
Zahlen stellen einen Vektorraum dar.
Ein linearer Raum wird zu einer Algebra A, wenn eine binäre Operation (Multipli-
kation) zweier Elemente m, n derart existiert, dass das Produkt mn wieder Element
von A ist. Dabei gelten die Linearitätsbeziehungen
k (c1m+ c2n) = c1km+ c2kn
(c1m+ c2n) k = c1mk + c2nk
mit k,m,n ∈ A. Der Unterschied zwischen Gruppe, Vektorraum und Algebra läßtsich











• kommutativ, wenn mn = nm gilt
• assoziativ, wenn k (mn) = (km)n gilt
• Algebra mit Einselement, wenn 1m = m1 = m mit 1 ∈ A gilt
Es sei nun A eine assoziative Algebra mit Einselement und B ⊂ A eine Menge von
Elementen b1,b2 . . .. Die Algebra heißt von B erzeugt, wenn jedes m ∈ A durch ein







i1bi2 . . . bik ,
wobei die Koeffizienten ci1,i2,...ik komplexe Zahlen sind. Die Elemente der Menge B
nennt man Generatoren von A.
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A.3. Clifford-, Grassmann- und Lie-Algebren
Im Allgemeinen ist die binäre Verknüpfung ◦ bei Gruppe und Algebra verschieden.
Die spezielle Wahl eines Produktes zwischen den Generatoren gibt der Algebra ihren
Namen. So nennt man eine Algebra CN , die vonN Generatoren ξ1,ξ2, . . . ,ξN erzeugt
wird, Clifford-Algebra, wenn für das Produkt zwischen den Generatoren
ξaξb + ξbξa = 2gab (a,b = 1, . . . ,N)
gilt. Im Spezialfall der euklidischen Metrik gilt gab = −δab, im Falle der Minkowski-
Metrik gab = −ηab. Die spezielle Wahl des Vorfaktors (in diesem Fall 2) ist beliebig.
Jede von 0 verschiedene Zahl kann eingesetzt werden. Falls der Vorfaktor 0 ist,
spricht man von einer Grassmann-Algebra
ξaξb + ξbξa = 0 (a,b = 1, . . . ,N).
Im Fall der Lie-Algebra wählt man den Kommutator als Produkt
ξa ◦ ξb := [ξa,ξb] (a,b = 1, . . . ,N) .
Es besitzt die wichtigen Eigenschaften








◦ ξa = 0.
Bei zweiterer handelt es sich um die bekannte Jacobi-Identität.
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A.4. Graduierung
Hinter dem mathematischen Begriff „Graduierung” verbirgt sich das Konzept der
Supersymmetrie. Unter einer graduierten Algebra versteht man im einfachsten Fall
einen Vektorraum V, der aus einer direkten Summe aus zwei Unterräumen V0 und
V1 besteht
V = V0 ⊕ V1,
und einem Produkt ◦ mit den Eigenschaften
v1 ◦ v2 ∈ V0 ∀v1,v2 ∈ V0,
w ◦ v, v ◦ w ∈ V1 ∀v ∈ V0, w ∈ V1,
w1 ◦ w2 ∈ V0 ∀w1,w2 ∈ V1
gehorcht. Diese Algebra bezeichnet man als Z2 graduierte Algebra. Der Vollstän-
digkeit halber sei erwähnt, dass man allgemein unter einer Zn graduierten Algebra
die direkte Summe aus n Unterräumen Vi
V = V0 ⊕ V1 ⊕ . . .⊕ Vn−1
und einem Produkt mit den Eigenschaften
vj ◦ vk ∈ Vj+k mod n





Die Grundidee der Darstellungstheorie ist es, die Elemente einer Gruppe durch
Transformationen bestimmter mathematischer Objekte darzustellen (eine Übersicht
zur Darstellungstheorie findet sich z.B. in [146] und [147]).
Eine Darstellung ρ einer Gruppe G ist eine homomorphe Abbildung, also eine ein-
deutige Zuordnung
ρ : G → G′.
G′ ist eine Darstellung von G in einem Vektorraum V der Dimension n.
Ist die Abbildung isomorph, handelt es sich also um eine ein-eindeutige Zuordnung
G ≈ G′.
spricht man von einer treuen Darstellung.
Die Darstellung ρ (bzw. der Darstellungsraum V) heißt irreduzibel, falls es nur die
beiden trivialen G-invarianten Unterräume {0} und V (6= 0) von V gibt. Anders
ausgedrückt ist eine Darstellung, die in Blockgestalt gebracht werden kann
ρ =
 ρ1 0 · · ·0 ρ2
...
. . .
 , bzw. ρ = ρ1 ⊕ ρ2 . . .
reduzibel und ansonsten irreduzibel. Die Vektoren, die sich in einem Unterraum
befinden, der durch einen Block dargestellt wird, bilden unter allen Transformatio-
nen der Darstellung ρ einen linearen, invarianten Teilraum. Eine Hauptaufgabe der
Darstellungstheorie ist die Klassifikation irreduzibler Darstellungen.
Unter einem Casimir-Operator versteht man einen Operator, der mit allen Gene-
ratoren einer Gruppe vertauscht. Dieser Operator besitzt deshalb eine herausra-
gende Rolle, weil die Invarianz eines Systems unter der Gruppe G bedeutet, dass
der Hamilton-Operator H mit allen Gruppenoperatoren vertauscht. Die Casimir-
Operatoren kommutieren mit H und natürlich auch untereinander. Das Theorem
von Racah garantiert, das jedes Multiplett einer halbeinfachen Lie-Gruppe eindeu-
tig durch die Eigenwerte C1,C2, . . . ,Cl der l Casimir-Operatoren Cˆ1,Cˆ2, . . . ,Cˆl cha-
rakterisiert werden kann.
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Von besonderem Interesse sind nun irreduzible Darstellungen einer Gruppe. Sie wer-
den mit dem Parameter j gekennzeichnet, welcher mit den Eigenwerten des Casimir-
Operators zusammenhängt. Allgemein versteht man unter einer Tensordarstellung
eine irreduzible Darstellung mit j = l und l ganzzahlig. Spinordarstellungen sind
irreduzible Darstellungen mit halbzahligem Spin. Spinordarstellungen sind aus Tens-
ordarstellungen nicht gewinnbar. Unter der fundamentalen Darstellung der Gruppe
G versteht man die irreduzible Darstellung mit der niedrigsten Dimension > 1, d.h.
die nicht-triviale Darstellung.
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A.6. Dirac-, Majorana- und Weyl-Spinoren
Fermionen sind Teilchen, die der Fermi-Dirac-Statistik gehorchen. Sie haben halb-
zahligen Spin und da sie antikommutieren, liegt ihnen eine Clifford-Algebra zugrun-
de. Vorzugsweise werden sie durch Spinordarstellungen beschrieben.
Es wird also eine Clifford-Algebra betrachtet, die die allgemeine Form
Clifford-Algebra: C` (N,M): {γm,γn} = 2ηmn1
hat. Die Anzahl der Generatoren ist d = N +M . Die Generatoren, die die Clifford-
Algebra erzeugen, sind in vier Dimensionen die γ-Matrizen. Jede irreduzible Darstel-
lung dieser Algebra durch Matrizen besteht aus 4× 4-Matrizen. In einer geeigneten
















Dabei gilt noch die spezielle Relation γ5 = iγ0γ1γ2γ3 = γ5 für die γ5-Matrix.
Aufrgrund des gegebenen Skalarproduktes
xµy
ν = ηµνxµyν = x0y0 − x · y
im Minkowski-Raum, hat der Metrische Tensor die Form
η00 = 1 ,η11 = η22 = η33 = −1 , ηmn = 0 falls m 6= n (A.2)























Die um das Einslement σ0 := 1 erweiterten Paulimatrizen lauten





(σµσ˜ν − σν σ˜µ) (A.6)
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definiert. Aus den Generatoren der Clifford-Algebra C` (N,M) konstruiert man die





Die Darstellung der Σmn wird auch als Spinordarstellung bezeichnet. Man gelangt
also über die Matrixdarstellungen der Clifford-Algebra zur Spinordarstellung. Von
besonderem Interesse sind die irreduziblen Darstellungen der komplexen Clifford-
Algebra. Die Elemente dieses Darstellungsraumes heißen Spinoren.
Für jede gerade Dimension d und eine vorgegebene Metrik gmn sind alle irreduziblen
Darstellungen der Clifford-Algebra C` (N,M) äquivalent und besitzen die Form von
n × n Matrizen mit n = 2d/2. Mit einer invertierbaren Matrix S können zwei Dar-
stellungen {γm} und {γ˜m} ineinander überführt werden
γ˜m = SγmS−1.
Für jede ungerade Dimension d existieren zwei nicht-äquivalente irreduzible Dar-
stellungen von C` (N,M) in Form von n × n Matrizen mit n = 2(d−1)/2. Ist {γm}
eine Darstellung, so lautet die nicht-äquivalente Darstellung {−γm}.
• Die Dirac-Spinor-Darstellung ist die kleinste komplexe Darstellung der Al-
gebra C`(1,3). Hierbei handelt es sich um eine zeitliche drei räumliche Dimen-
sionen.
• Die Majorana-Spinor-Darstellung ist die kleinste reelle Darstellung der Al-
gebra C`(1,3). Als wichtige Eigenschaft bleibt festzuhalten, dass ein Majora-
na-Spinor ein selbstkonjugierter, reeller Dirac-Spinor ist
ψM = ψCM = Cψ¯T
mit der Ladungskonjugationsmatrix







C−1 = −C = CT , C−1γµC = −γTµ , C2 = −1 sowie det C = +1
hat.
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• Eine Weyl-Spinor-Darstellung ist die kleinste komplexe Darstellung der ge-
raden Unteralgebra C`0(1,3). Hierbei ist C`0(1,3) die Clifford-Algebra C`(1,3)
der geraden Elemente.
Die Größe n liefert die Zahl der komplexen Spinkomponenten. Nach der Vorschrift
n = 2d/2 sind Spinoren eines vierdimensionalen Raumes vierkomponentig. Nach der
Vorschrift n = 2(d−1)/2 sind die Spinoren des dreidimensionalen Raumes zweikom-









P 2L,R = PL,R , PRPL = 0 , PR + PL = 1
eine wichtige Rolle, da die links- und rechtshändigen Anteile, ψL = PLψ und ψR =
PRψ, eines Spinors ψ getrennt voneinander transformieren.






eines Spinors erkennt man gut den Zusammenhang zwischen Dirac- und Weyl-
Spinor. Mit den Projektionsoperatoren PL und PR kann der rechte oder linke Weyl-
Spinor aus einem Dirac-Spinor herausgefiltert werden.
Die Spinortransformation führt bei Größen, die man aus ψ = ψ†γ0, γ-Matrizen und
einem eventuell von ψ verschiedenen Spinor χ zusammensetzt, zu einem Transforma-
tionsgesetz, das am Indexbild ablesbar ist. Es transformieren in vier Dimensionen:
• ψχ wie ein Skalar,
• ψγmχ wie die Komponenten eines Vierervektors,
• ψΣmnχ wie die Komponenten eines antisymmetrischen Tensors,
• ψγmγ5χ wie die Komponenten eines axialen Vierervektors,
• ψγ5χ wie ein Pseudoskalar.
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A.7. Das Eichprinzip
Das Eichprinzip ist ein grundlegendes Konzept der theoretischen Physik und findet
aufgrund seiner zentralen Bedeutung an dieser Stelle seinen Platz.
Abbildung A.1.: Eine globale Phasentransformation ändert an jedem Ort (x,y) die
Phase um den gleichen Betrag ∆ϕ. Bei einer lokalen Phasentransformation ist die
Phasenänderung von Ort zu Ort verschieden ∆ϕ = f (x,y). Lokale Phasentransfor-
mationen erfordern die Existenz äußerer Kräfte.
Ein physikalischer Zustand wird durch die Wellenfunktion ψ (x) beschrieben, wobei
als Messgröße nur das Betragsquadrat in Erscheinung tritt. Dies bedeutet, dass mit
ψ (x) auch
ψ′ (x) = e−iϕψ (x)
Lösung der Dirac-Gleichung ist. Dies nennt man eine globale Symmetrie und bezieht
sich dabei auf die Orts- und Zeitunabhängigkeit von ϕ. Läßt man die Forderung nach
Orts- und Zeitunabhängigkeit von ϕ fallen, so dass ϕ nach ϕ→ ϕ (x) übergeht, so
spricht man von lokalen (=Eich-) Symmetrien
ϕ→ ϕ (x) .
Ausgehend von der Dirac-Gleichung für ein freies Teilchen mit der Ladung q
(iγµ∂µ −m)ψ (x) = 0
wird also eine lokale Phasentransformation
ψ′ (x) = exp (iϕ (x))ψ (x)
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durchgeführt, wobei die Dirac-Gleichung unter dieser Transformation nicht invariant
bleibt:
(iγµ∂µ −m)ψ′ (x) = (iγµ∂µ −m) exp (iϕ (x))ψ (x)
= exp (iϕ (x)) (iγµ∂µ −m)ψ (x)︸ ︷︷ ︸
0
−γµ (∂µϕ (x))ψ′ (x) .
Das Feld ψ′ (x) ist also keine Lösung der freien Dirac-Gleichung. Gelänge es, die-
sen zusätzlichen Term zu kompensieren, so hätte man die ursprüngliche Invarianz
wiederhergestellt. Dies gelingt durch das Einführen eines Eichfeldes Aµ, welches
sich gerade so transformiert, dass es den Zusatzterm kompensiert. Hierzu ist die
Einführung einer kovarianten Ableitung
Dµ = ∂µ + iqAµ (A.10)
nötig, so kann man die Invarianz wiederherstellen, wenn alle partiellen Ableitungen
∂µ durch die kovariante Ableitung Dµ ersetzt werden. Die Dirac-Gleichung lautet
dann
(iγµDµ −m)ψ (x) = 0.
Die gewonnenen Erkenntnisse werden im Eichprinzip zusammengefasst: Es wird
postuliert, dass die Dirac-Gleichung invariant gegenüber einer beliebigen lokalen
Phasentransformation ist. Dies ist im Feldfreien Raum unmöglich, vielmehr ist die
Existenz eines Vektorfeldes erforderlich, welches dann gleichzeitig eichtransformiert
wird
ψ′ (x) = exp (iϕ (x))ψ (x)
A′µ (x) = Aµ (x) + ∂µϕ (x) .
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A.8. Gruppenstruktur der U (1), SU (2) und SU (3)
Bei der Analyse von kontinuierlichen, differenzierbaren Transformationen betrachtet
man nur infinitesimale Transformationen, bzw. auf infinitesimale Generatoren b. Für
eine Transformation
ψ′ (x) = Uψ (x)
wird der Ansatz
U = eiϕb
gemacht, weil U aufgrund der Normerhaltung unitär sein soll. Die Reihenentwick-
lung ergibt
U = eiϕb = 1 + iϕb+
1
2!
(iϕb)2 + . . .
ϕ→0' 1 + iϕb. (A.11)
Aus der Forderung, dass sich die Erwartungswerte der Operatoren F durch eine
Symmetrietransformation nicht ändern
〈A|F |A〉 != 〈A′|F ′|A′〉 = 〈A|U †F ′U |A〉
folgt das allgemeine Transformationsgesetz
F → F ′ = UFU−1.
Für die infinitesimale Änderung δF = F ′ − F folgt die Beziehung
δF = −i [F,ϕb] .
Gewöhnlich versteht man unter einer Liegruppe bereits die konkrete Darstellung in
Form von Matrizen, denn der Satz von Ado besagt, dass man jede endlichdimen-
sionale komplexe Lie-Algebra als eine Lie-Algebra von Matrizen darstellen kann.
Die Elemente dieser Gruppen sind invertierbare Matrizen mit nichtverschwinden-
der Determinante, wobei die Gruppenmultiplikation mit der Matrizenmultiplikation
zusammenfällt.
Eine Gruppe von Matrizen heißt regulär, wenn jedes Element der Gruppe, also jede
Matrix A quadratisch ist und eine zu ihr inverse Matrix A−1 existiert, derart dass
A ·A−1 = 1.
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Unterliegen die Matrizen keiner weiteren Einschränkung, so bezeichnet man sie als
general l inear
GL (N,R) = {A ∈ reelle N ×N Matrix}
GL (N,C) = {A ∈ komplexe N ×N Matrix} .




GL (N,C) |AA† = A†A = 1
}




GL (N,R) |AAT = ATA = 1} .
Matrizen, deren Determinante Eins ist detA = 1, bezeichnet man als speziell
SL (N,R) = {GL (N,R) |detA = 1}
SL (N,C) = {GL (N,C) |detA = 1} .








GL (N,C) |detA = 1|AA† = A†A = 1
}
.
Die Gruppe der unitären Matrizen U (N) besitzt N2 Generatoren, während die
Gruppe der speziellen unitäre Matrizen SU (N) gerade N2 − 1 Generatoren be-
sitzt.
• Ein Beispiel für eine U (1)-Eichsymmetrie ist in Kapitel A.7 gegeben. Mit
U = eiϕ
ist U eine 1×1-Matrix, für die UU † = 1 gilt. Im Standardmodell ist die U (1)-Gruppe
die Symmetriegruppe der Quantenelektrodynamik.
• Für die SU (2) ergeben die Pauli-Matrizen (A.3) eine mögliche Darstellung
[Ja,Jb] = iabcJc, a,b,c ∈ {1,2,3}
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wobei die Generatoren hier die Form
Ji = σi/2
haben, und der Levi-Civita-Tensor abc mit (123 = +1) verwendet wurde. Auf-






mit |a|2 + |b|2 = 1
darstellen. Das ist deshalb von besonderer Bedeutung, weil das in dieser Arbeit
betrachtete Eichfeldfeld in der SU (2) Fundamentaldarstellung vorliegt. Sowohl in
den abzuspeichernden Feldkonfigurationen als auch bei der Parallel-Kommunikation
werden nur die Parameter a und b kommuniziert, bzw. abgespeichert, was den zu
betreibenden Kommunikations-Aufwand halbiert.











Im Zusammenhang mit Kapitel A.6 bleibt zu erwähnen, dass die Elemente des
zweidimensionalen, komplexen Darstellungsraumes, auf welche die U ’s wirken mit
den SU (2)-Spinoren identifiziert werden können.
Im Standardmodell ist die SU (2)-Gruppe die Symmetriegruppe der elektroschwa-
chen Kraft. Allerdings besitzt die SU (2) für diese Arbeit auch eine besondere Bedeu-
tung, da das hier betrachtete SUSY-Modell lediglich auf einem Farbdublett beruht.
Es werden also nur zwei Farbladungen betrachtet. Hierdurch reduziert sich die Eich-
matrix V (3.12) in der fermionischen Wirkung auf eine 3× 3-Matrix. Im Vergleich
zu einem realistischeren Drei-Farb-Modell mit einer 8 × 8-Matrix vereinfacht sich
der Rechenaufwand dadurch deutlich.
• Für die SU (3) ergeben die Gell-Mann-Matrizen eine mögliche Darstellung
[Ta,Tb] = ifabcTc, a,b,c ∈ {1, . . . 8} mit Ti = λi/2.











A.8. Gruppenstruktur der U (1), SU (2) und SU (3)
Für die Strukturkonstanten gilt die Jacobi-Identität
fabefcde + facefdbe + fadefbce = 0,
sie lauten




f147 = −f156 = f246 = f257 = f345 = −f367 = 12 .
Die Gell-Mann-Matrizen haben die Form
λ1 =
 0 1 01 0 0
0 0 0
 , λ2 =
 0 −i 0i 0 0
0 0 0
 , λ3 =




 0 0 10 0 0
1 0 0
 , λ5 =
 0 0 −i0 0 0
i 0 0
 , λ6 =




 0 0 00 0 −i
0 i 0
 , λ8 = 1√3
 1 0 00 1 0
0 0 −2
 . (A.12)
Im Standardmodell ist die SU (3)c-Gruppe die Symmetriegruppe der starken Kraft.
Eine andere SU(3) Symmetriegruppe ist die Flavour SU (3)f , sofern man die Fla-
vours up, down und strange der drei leichtesten Teilchen betrachtet. Das Mesonen-
Multiplett wird durch ein Oktett und ein Singulett mit
3⊗ 3¯ = 8⊕ 1
dargestellt. Der Singulett-Zustand wird für Spin 0 durch das η′ = ss¯-Teilchen re-
produziert. Im angeregten Spin 1-Zustand entspricht das Singulett dem φ = ss¯-
Teilchen. Das zur Oktett-Darstellung gehörige Teilchensprektrum ist in Abbildung
A.2 veranschaulicht.
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Spin 0, Parität −1
su¯ (K0) us¯ (K+)


















































































Spin 1, Parität −1
su¯ (K∗0) us¯ (K∗+)




q = −1 q = 0 q = 1
Abbildung A.2.: Dies ist die irreduzible Darstellungen der Flavour-SU(3). Die
SU(3)f ist mit up-, down- und strange-Quark im Oktett realisiert. Hier wurde die
Strangeness s gegen die Ladung q aufgetragen.
Das Baryonen-Multiplett erhält die
3⊗ 3⊗ 3 = 1⊕ 8⊕ 8⊕ 10
Darstellung. Das Oktett in Abbildung A.2 reproduziert die 8-Darstellung und das











































































Spin 1/2, Parität +1
udd (n) uud (p)





























































































Spin 3/2, Parität +1
uuu (∆++)udd (∆0) uud (∆+)












Abbildung A.3.: Hier sind das Oktett und das Dekuplett für Baryonen abgebildet.




Bei der Suche nach einer fermionischen Gitterwirkung spielt die chirale Symme-
triebrechung eine wichtige Rolle. Sie lässt sich nach dem Theorem von Nielsen und
Ninomiya (siehe Anhang B.2) nur schwer vermeiden. Dieses durch Diskretisierung
verursachte Gitterartefakt hat weitreichende Auswirkungen auf das Teilchenspek-
trum und die Massen der Teilchen (welche Auswirkungen spontane physikalische
Symmetriebrechungen haben, wird in Kapitel 1.2 erörtert).
Die unitäre Transformation der Felder ψk (x)
ψk (x)→ e−iΘaTaklψl (x) (A.13)
mit den Generatoren T akl der Symmetriegruppe und dem Drehwinkel Θ
a führt zu
einem erhaltenen Strom. Erhaltene Ströme, die auf Symmetrietransformationen be-
ruhen, werden Noether-Ströme genannt. Aus der Variation der Lagrangedichte δL





Aus der Dirac-Gleichung für die freie Theorie ergibt sich die Lagrangedichte für
masselose Fermionen zu
L = iψ¯l 6∂ψl .
Eine Transformation der Form (A.13) führt zu einem erhaltenen Vektorstrom
V aµ = ψ¯kγµT
a
klψl.
Eine Transformation der Form
ψk (x)→ e−iγ5ΘaTaklψl (x) (A.14)




Ist eine Theorie unter beiden Transformationen invariant, beinhaltet sie eine chirale
Symmetrie. Durch hinzufügen z.B. eines Masseterms zur Lagrangedichte
Lges. = L+ Lm → δLges. = Lm = ∂µjµ 6= 0,
wird die chirale Symmetrie gebrochen, da der Axial-Vektorstrom nicht erhalten
bleibt.
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(siehe auch Formel (2.16) in Kapitel 2.9) ist aufgrund ihrer Konstruktion invariant
unter den supersymmetrischen Transformationen  (x)
δAµ = −2gλ¯γµ (x) (A.15)
δλ = − i
g




¯ (x)σ · F . (A.17)
 (x) ist in diesem Fall ein lokaler, also ortsabhängiger, grassmannwertiger Para-
meter. In Anhang A.9 wurde bereits angesprochen, dass zu jeder kontinuierlichen
Symmetrie einer Theorie, ein erhaltener Noether-Strom jµ existiert. In diesem Fall
hat der Superstrom die Form




Fντ (x) γµσντλ (x)
}
.
Ihre Lagrange-Dichte ändert sich nur um totale Divergenzen dieses Stromes
δL = ¯ ∂µjµ .
Die Kernaussage der Takahashi-Ward-Identitäten ist nun, dass der Erwartungwert
einer Observable O unabhängig von einer Eichtransformation ist
〈O〉 = 〈O〉
Dabei wird angenommen, dass die Theorie frei von supersymmetrischen Anomalien
ist. Ward-Identitäten haben in der theoretischen Physik eine besondere Bedeutung,
da sie an die Stelle der Erhaltungssätze treten, die durch die Quantisierung ungültig




und es gilt unter lokaler SUSY-Transformation mit der Leibnitz Kettenregel
0 = −〈δSO〉+ 〈δO〉 . (A.18)
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d4x  (x) ∂µΣµ (x)
ist der Noether-Strom Σ gegeben zu
Σµ (x) = −2 i
g
Tr {Fντ (x)σντγµλ (x)} .
Hieraus erhält man nun die supersymmetrische Ward-Identität
〈∂µΣµ (x)O (y)〉 = 0 .
Dabei wird angenommen, dass O außerhalb des Definitionsbereiches von (x) loka-
lisiert ist, so dass die Variation δO verschwindet. Insbesondere ist y 6= x.













λ¯aγµDabµ λb +mg˜ ,0λ¯a (x)λb (x)
}
,
so führt dies zu einem zusätzlichen Term χ (x) in Gleichung (A.18) der Form
χ (x) = 2
i
g
Tr {Fντ (x)σντλ (x)} .
mg˜ ,0 ist hierbei die nackte Gluinomasse. Die Ward-Identität hat damit die Form
〈∂µSµ (x)O (y)〉 = mg˜ ,0 〈χ (x)O (y)〉 .
Hieraus wird ersichtlich, dass die Supersymmetrie durch einen Term proportional
zu mg˜ ,0 gebrochen ist und nur für mg˜ ,0 → 0 zurückgewonnen werden kann.
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A.11. Grundzüge einer allgemeinen Yang-Mills-Theorie
Nachdem in Abschnitt A.8 ein Einblick in Gruppen und ihre Darstellungen gegeben
wurde, folgt nun ein kurzer Überblick über eine allgemeine nicht-abelsche Eichtheo-
rie. Der Feldstärke-Tensor wird in einer Yang-Mills-Theorie beschrieben durch
F aµν = ∂µA
a
ν − ∂νAaµ + g0fabcAbµAcν ,
wobei fabc die Strukturkonstante für eine unitäre Eichgruppe G und g0 die nackte
Kopplung ist. Die Gruppenelemente können nach A.8 durch die Generatoren T a der
Gruppe und die Parameter ωa
g = eiω
aTa





Der wesentiche Unterschied zu einer abelschen Eichtheorie ist das Nichtverschwinden
des Kommutators. Das hat Selbstwechselwirkungen für die Eichfelder zur Folge.









Die kovariante Ableitung in der fundamentalen Darstellung wird in nicht-abelschen
Theorien über
(DµFµν)





definiert. Mit Hilfe der Generatoren werden Aµ und Fµν definiert zu
Aµ = −igAaµT a und Fµν = −igF aµνT a.
Es gilt der Zusammenhang
Fµν = ∂µAν − ∂νAµ + [Aµ,Aν ] . (A.19)
Die Yang-Mills-Wirkung lautet









Der Feldstärketensor und das Matrixpotenzial verhalten sich schließlich unter Eich-
transformation wie






Bei dem Aufbau der SUSY-Theorie im Superfeld-Formalismus (Kapitel 2.8) stellt
sich heraus, dass sich die Fermionen hier in der adjungierten Darstellung befinden.
Die adjungierte, irreduzible Darstellung der SU(Nc) wird durch Matrizen der Di-
mension (N2c −1)×(N2c −1) realisiert, die durch die Strukturkonstante fabc festgelegt
sind mit







Die Einträge der Darstellungsmatrix des Generators a
(
a = 1,2, . . . ,N2c − 1
)
sind
durch die Strukturkonstanten mit ifabc determiniert. Die (N2c − 1)-komponentigen








Anstatt die Felder nun als (N2c − 1)-dimensionale Tensoren 1. Stufe mit dem Trans-
formationsverhalten (A.20) aufzufassen, können auch spurfreie Nc × Nc-Matrizen
gewählt werden. Mit den Generatoren in der Fundamentaldarstellung gilt dann
(φ)ij = φ
a (T a)ij .
Dann werden die Felder als Matrizen, also Tensoren 2. Stufe beschrieben, die dem
Transformationsverhalten
φ→ UφU † = (eiϕaTa)φ (eiϕaTa)† (A.21)
gehorchen. Das (A.20) und (A.21) äquivalente Beschreibungen sind, lässt sich über
die Taylorreihendarstellung und Neuordnung der Exponentialfunktion beweisen. In
der vorliegenden Arbeit werden die Felder in der adjungierten Darstellungsform
verwendet.
Im Fall der Fundamentaldarstellung gilt die in Kapitel A.7 gefundene kovariante
Ableitung (A.10)
Dµφ (x) = ∂µφ (x) +Aµ (x)φ (x) .
Die kovariante Ableitung der adjungierten Darstellung lautet
Dµφ (x) = ∂µφ (x) + [Aµ,φ (x)] . (A.22)
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A.13. Grassmann-Zahlen
Super-Zahlen erhält man in der einfachsten Form aus einer Konstruktion
z = c1 + c2ζ,
dabei sind c1,c2 ∈ C, wobei ζ der Generator einer Grassmann-Algebra ist. Hier ist
sofort zu sehen, dass das Quadrat von Grassman-Zahlen verschwindet, da sie der
Grassmann-Algebra gehorchen:
ζaζb + ζbζa a=b= 2 (ζa)2 = 0. (A.23)
Im Allgemeinen sind Super-Zahlen aus mehreren Generatoren ζa aufgebaut, wobei
man den Koeffizienten c1 als Körper zK und die mit Generatoren verbundenen











a1 · · · ζak + . . .︸ ︷︷ ︸
zS
. (A.24)
Grassmann-Zahlen können durch Matrizen dargestellt werden. Eine Repräsentation
für eine Grassmann-Algebra, die mit zwei Grassmann-Zahlen ζ1 und ζ2 aufgebaut
wird, kann durch 4× 4-Matrizen dargestellt werden
ζ1 =

0 0 0 0
1 0 0 0
0 0 0 0
0 0 1 0
 , ζ2 =

0 0 0 0
0 0 0 0
1 0 0 0
0 −1 0 0
 , ζ1ζ2 =

0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0
 .
• Zur Ableitung von Grassmann-Zahlen:
Man kann eine konsistente Analysis mit Grassmann-Zahlen konstruieren, indem
man die Ableitung mit
∂
∂ζa
1 = 0 und
∂
∂ζa
ζb = δab (A.25)
definiert. Für den Aufbau einer Supersymmetrie auf dem Superraum-Formalismus
ist es notwendig, eine analytische Funktion f zu einer super-analytischen Funktion
F zu erweitern, derart dass





f (n) (zK) znS (A.26)
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ist. Das Einsetzen der Seele von (A.24) in die Super-Funktion (A.26) liefert für
k = 2
F (z) = f (c0) + f (1) (c0)
(
c1ζ











Höhere Terme treten aufgrund der Eigenschaft (A.23) nicht auf. Die Darstellung
(A.27) findet in Kapitel 2.4 Verwendung. Die einzelnen Terme der Entwicklungsreihe
werden mit den reduziblen Darstellungen identifiziert.
• Zur Integration von Grassmann-Zahlen:
Um das Pfadintegral für ein Fermi-Feld korrekt zu reproduzieren, definiert man
Linearität ∫
[a1f(ζ) + a2g(ζ)] dζ = a1
∫
f(ζ) dζ + a2
∫
g(ζ) dζ
für zwei analytische Funktionen f(ζ) und g(ζ).







1 dζ = 0 und
∫
ζb dζa = δab. (A.28)
An Formel (A.25) und (A.28) ist zu erkennen, dass Differentation und Integration
im Gegensatz zur gewöhnlichen Analysis äquivalent, also gleichartige Operationen
sind.
Ein wichtiges Integral, welches im Zusammenhang mit fermionischen Modellen auf-






1− aζ¯ζ) = −a, (A.29)
und für 2N Variablen mit der N ×N Koeffizientenmatrix A∫
dN ζ¯dNζe−ζ¯Aζ = detA. (A.30)
Im Gegensatz zum komplexen Fall tritt hier die Determinante anstatt ihres Inversen
auf.
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A.14. Die Pfaffsche Form
Die Determinante einer schiefsymmetrischen MatrixMαβ = −Mβα kann immer als
das Quadrat eines Polynoms der Matrixeinträge geschrieben werden. Dieses Poly-
nom wird die pfaffsche Determinante der Matrix genannt. Im Folgenden wird ge-
zeigt, dass das Integral aus Gleichung (3.14) als Pfaffsche Determinante aufgefasst
werden kann.
Mit der Umformung λ¯ = λC und der Definition CQ =M folgt∫
D [λ] e− 12 λ¯Qλ =
∫
D [λ] e− 12λCQλ =
∫
D [λ] e− 12λMλ.
Bei den Majorana-Spinoren λ handelt es sich um Grassmann-Zahlen. Das Maß ist
gegeben mit D [λ] = dλ1 . . . dλ2m. Es kann gezeigt werden, dass sich ein Gauss-
Integral über Grassmann-Zahlen als Pfaffsche Determinante auffassen lässt∫
D [λ] e− 12λMλ = Pf (M) ≡ 1
N !2N
α1β1...αNβNMα1β1 . . .MαNβN .
Dazu wird die Funktion nach (A.26) in einer Potenzreihe entwickelt∫
D [λ] e− 12
P











Hierbei ist m die Anzahl der Generatoren. Sie sind auf dem Gitter proportional zu
der Anzahl der Gitterpunkte. Die Entwicklung ist exakt, da höhere Potenzen auf-
grund der Struktur der Grassmann-Algebra nicht auftreten (siehe Formel (A.23)).
Bei Ausmultiplikation des Produktes treten nur Terme auf, die eine Permutation der

















dλ1 . . . dλ2mλ1 . . . λ2m
∑
σ∈S2m
(−1)σMiσ1 ,iσ2 . . .Miσ2m−1 ,iσ2m .
Eine weitere Diskussion zum Signum erfolgt weiter unten. Mit der Integrationsregel
für Grassmann-Zahlen ∫
dλ1 . . . dλ2mλ1 . . . λ2m = 1
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(−1)σMiσ1 ,iσ2 . . .Miσ2m−1 ,iσ2m = Pf (M) .
Es sei angemerkt, dass eine analoge Rechnung für die Funktion mit zwei Dirac-
Teilchen eine Determinante zum Ergebnis hat∫
D [λ¯, λ] e−λ¯Qλ = detQ.
Des Weiteren gilt der Zusammenhang
(Pf (M))2 = detQ→ Pf (M) = sgnPf (M) ·
√
detQ.
In dieser Arbeit kommt die Pfaffsche Form bei der Ausintegration der Majorana-
Spinoren in Kapitel 3.7 vor. Bei der darauf folgenden Bosonifizierung tritt dann die
Determinante auf.
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A.15. Das Vorzeichen der Pfaffschen Form
S2m ist die Menge aller bijektiven Abbildungen
σ : {1, . . . ,2m} → {1, . . . ,2m}
und das Signum ist durch
(−1)σ =

+1 für σ (1) , . . . ,σ (2m) gerade Permutationen von 1 . . . ,2m
−1 für σ (1) , . . . ,σ (2m) ungerade Permutationen von 1 . . . ,2m
gegeben. Die Berechnung des Signums ist numerisch allerdings recht aufwendig. Sie
ist mit einer LU -Zerlegung zur Determinantenberechnung vergleichbar [80].
In einer Monte-Carlo Simulation zum Update der Feldkonfigurationen kann ein
Vorzeichenwechsel nicht berücksichtigt werden, da keine Darstellung einer reellen
effektiven Wirkung mit negativem Pfaffian existiert. Es ist allerdings möglich, die
Vorzeichen-Problematik zu umgehen, indem der Betrag |Pf(M)| betrachtet wird.
Der Erwartungswert eines Operators wird berechnet mit
〈O〉 = 1Z
∫
DUD [λ]O [λ¯, λ] e−Sg−Sf = 1Z
∫












∫ DU[O˜ σ]e−Sg |Pf (M)|∫ DU [σ] e−Sg |Pf (M)| .










A.15. Das Vorzeichen der Pfaffschen Form
In der Praxis wird dabei das Vorzeichen für Konfigurationen mit den kleinsten
Eigenwerten untersucht, da nur bei diesen ein Vorzeichenwechsel stattfinden kann. In
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A.16. Das Wess-Zumino-Modell
Das Modell vonWess und Zumino war 1974 das erste vierdimensionale supersym-
metrische Modell. Es wurde formuliert, noch bevor Salam und Strathdee 1975
den Superraum-Formalismus einführten, der die Grundlage für die Super-Yang-
Mills-Theorie darstellt. Es beschreibt zwei skalare Bosonen, die mit sich selbst
und mit einem chiralen Fermion wechselwirken. Aufgrund seiner Einfachheit ist das
Wess-Zumino-Modell ein beliebtes Beispiel, an dem sich wichtige Eigenschaften
supersymmetrischer Feldtheorien zeigen. Darüber hinaus kann diesem Modell im
Kontext der perfekten Wirkung auf dem Gitter formuliert werden. Bietenholz
zeigte 1998, dass dasWess-Zumino-Modell in zwei bzw. vier Dimensionen auf dem
Gitter formuliert werden kann, ohne die Supersymmetrie zu brechen. Allerdings ist
es physikalisch unrealistisch.











unter supersymmetrischen Transformationen invariant bleiben. Die einfachste su-
persymmetrische Lagrangedichte für ein chirales Multiplett enthält den kinetischen
Term der Fermion- und Bosonfelder
Lchiral = Lscalar + Lfermion = −∂µφ∗∂µφ− iψ†σ¯µ∂µψ,
wobei ψ ein 2−komponentiger Weyl-Spinor ist. Die infinitesimale Supersymmetrie-
Transformation  ändert ein Boson in ein Fermion und umgekehrt
δφ = ψ und δφ∗ = †ψ†.
Damit die Lagrangedichte bis auf eine totale Ableitung invariant bleibt, muss ψ sich
transformieren wie
δψα = i (σµ∂µ)α φ
† und δψ†α = −i (σµ∂µ)α φ∗.
Es kann gezeigt werden, dass die Bewegungsgleichungen unter diesen Transforma-
tionen invariant bleiben. Es gilt
δLSkalar = −∂µψ∂µφ∗ + c.c.
δLFermion = +∂µψ∂µφ∗ + c.c.+ tot. Abl..
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Dies ist das einfachste supersymmetrische Modell. Es beschreibt ein nicht wech-
selwirkendes, masseloses chirales Supermultiplett. Zur Verallgemeinerung wird ein
komplexes Spin−0 Hilfsfeld F eingeführt, das keine eigene Dynamik hat und nur
algebraisch mit den anderen Feldern verbunden ist. Es wird gebraucht, damit die
SUSY-Algebra auch für virtuelle Teilchen erfüllt werden kann. Die Lagrangedichte
für dieses Hilfeld lautet
LHilfsfeld = F ∗F
und hat keinen kinetischen Term, die Bewegungsgleichung ist also F = 0. Damit
lautet die allgemeine Lagrangedichte
Lchiral = −∂µφ∗∂µφ− iψ†σ¯µ∂µψ + F ∗F
mit den Transformationen
δφ = ψ δφ∗ = †ψ†
δψα = i (σµ∂µ)α φ
† + αF δψ†α = −i (σµ∂µ)α φ∗+ †αF ∗
δF = i†σ¯µ∂µψ δF ∗ = i∂µψ†σ¯µ.
Als nächstes können Wechselwirkungen zwischen den fermionischen und bosoni-
schen Feldern eingebaut werden. ImWess-Zumino-Modell findet dabei die Yukawa-
Kopplung Verwendung, wobei Wechselwirkungen zwischen skalaren Feldern, Fer-
mionfeldern und Massetermen existieren sollen. Im Rahmen eines minimalen Mo-
dells entsteht aber keine neue fermionische Wechselwirkung. Die allgemeinste renor-
mierbare Form der Wechselwirkung kann über
LWW = −12W
ijψiψj +W iFi + c.c. (A.31)
dargestellt werden. Hierbei sind W ij und W i Funktionen der Bosonfelder mit der
Dimension einer Masse m, bzw. m2. Da auch der Wechselwirkungsterm unter su-
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Durch Einsetzen der Bewegungsgleichungen für F , die keine Zeitableitungen bein-
haltet, Fi = −W ∗i und F i∗ = −W i kann F eliminiert werden. Damit lässt sich der
zweite Term aus Formel (A.31) zu einem skalaren Potenzial zusammenfassen
















Für gegebenes yijk bekommt man Skalar-Fermion-Fermion Kopplungen und vier-



































Ψ¯ (iγµ∂µ −m)Ψ. (A.32)
Dabei ist A (x) ein reelles skalares Feld. B (x) ist ein reelles pseudoskalares Feld.
Ψ(x) ist ein Majorana-Spinorfeld. Man kann an den Bewegungsgleichungen erken-
nen, dass das Wess-Zumino-Modell ein natürliches Modell ist, sofern man eine




A = 0 (Klein-Gordon)(
+m2
)
B = 0 (Klein-Gordon)







= 0 (Dirac) .
Später zeigte Fumihikio Sugino 2003, dass ein Teil der Supersymmetrie auch in
anderen Modellen rekonstruiert werden kann. Prinzipiell ist es nicht möglich, den
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Teil zu rekonstruieren, der mit den Generatoren der Poincaré-Algebra in Verbin-
dung steht. Hierdurch wird eine infinitesimale Translation induziert (siehe Kapitel
2.1), die prinzipiell nicht auf einem Gitter mit endlichem kleinstem Abstand a dar-
stellbar ist. In erweiterten supersymmetrischen Modellen mit N > 1 kann aber der
Teil rekonstruiert werden, der nicht mit den Generatoren der Poincaré- Algebra in
Verbindung steht. Hierbei bedient man sich der Orbifoldization (siehe [96]). Einen
anderen Ansatz verfolgt auch Simon Catterall mit der twisted SUSY-Algebra
[99].
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B. Ergänzungen zur Theorie auf dem
Gitter
B.1. Die Ableitung auf dem Gitter
Die Ableitung einer gegebenen Funktion f an einer Stelle x in eine Richtung µ wird
auf dem Gitter durch eine endliche Differenz der Funktion an der Stelle f (x) und
dem benachbarten Punkt f (x+ aµˆ) ersetzt. An Stelle des Differenzials dx wird die
Differenz durch den Gitterabstand a geteilt, da dieser die kleinstmögliche Entfernung
auf dem Gitter darstellt:
∆lat, vorµ f (x) =
1
a
{f (x+ aµˆ)− f (x)} .
Äquivalent zu dieser sogenannten Vorwärtsableitung wird die Rückwärtsableitung
∆lat, rückµ f (x) =
1
a
{f (x)− f (x− aµˆ)}
und die symmetrisierte Ableitung definiert mit
∆lat, symµ f (x) =
1
2a
{f (x+ aµˆ)− f (x− aµˆ)} .
Für den Fall eines gegen 0 gehenden Gitterabstandes gehen die Gitterableitungen
in die Kontinuums-Ableitung über. Für die kovariante Ableitung der adjungierten
Darstellung findet sich mit (A.21) eine analoge Form für die Vorwärts-












f (x)− Uµ (x− aµˆ) f (x− aµˆ)U †µ (x− aµˆ)
}
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und symmetrisierte Ableitung




U †µ (x) f (x+ aµˆ)U
†
µ (x)
− Uµ (x− aµˆ) f (x− aµˆ)U †µ (x− aµˆ)
}
.
Am Beispiel der Vorwärtsableitung ist durch Einsetzen der Eichlinks
Uµ (x) = e−aAµ(x), U †µ (x) = e
aAµ(x)
(vgl. Formel (3.3)) und Entwicklung in einer Taylorreihe (siehe (3.2)) zu erkennen
Dlat, symµ f (x) = ∂µf (x) + [Aµ (x) ,f (x)] +O (a) .
Das ist für a→ 0 äquivalent zur kovarianten Ableitung in der adjungierten Darstel-
lung im Kontinuum (A.22):
lim
a→0
Dlat, vorµ f (x) = Dµf (x) .
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B.2. Die Fermionendoppler in der naiven Gitterwirkung
Durch die Formulierung auf einem hyperkubischen Gitter werden Quantenfeldtheo-
rien auf einem natürlichen Weg regularisiert. Am Beispiel des Fermionfeldes φ (x) ist
zu erkennen, dass es ein natürliches Abschneiden hoher Impulse, einen ultraviolett-






gegeben. Sie ist periodisch in den Impulsen
pµ ∼= pµ + 2pia ,
weshalb die Ortsfunktion auf die erste Brillouin-Zone
−pi
a
≤ pµ ≤ pia








Da die betrachteten Gitter ein endliches Volumen V = L3T = Lµ haben, wählt man
die Ortsfunktion ebenfalls periodisch mit
φ (x) = φ (x+ aLµ µˆ) ,
mit dem Einheitsvektor µˆ in die µ-Richtung. Die Wahl periodischer Ortsfunktionen






mit lµ = 0,1, . . . ,Lµ − 1.








Die Periodizität führt bei der Simulation fermionischer Zustände auf dem Gitter
allerdings zu unphysikalischen Artefakten. Der Gluino-Propagator berechnet sich
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λ (x) λ¯ (x)
}〉
= 〈T {λ (x)λ (x)}〉 C
= 2
[
δ2 lnZ [J ]
δJ (x) δJ (y)
]
C ,
wobei die Zustandssumme Z gegeben ist durch
Z =
∫
D [λ] e−Sf =
∫




D [λ] e− 12λCQλ.
Es muss also 〈
T
{







gelöst werden, um Korrelationsfunktionen mit fermionischem Inhalt zu erhalten.
Die Bildung der kovarianten Gitterableitung für die adjungierte Darstellung (siehe
(B.1)) führt zu einer naiven Fermion-Matrix der Form






δy,x+µˆγµVµ (x)− δy+µˆ,xγµV Tµ (y)
}
+mδxy. (B.3)
Hier wurde schon die Definition der Eichmatrix (3.12) verwendet, außerdem wurde
der symmetriebrechende Term für die Gluino-Masse berücksichtigt. Der Wilson-
Fermion-Propagator ∆y,x ist durch die inverse Eichmatrix definiert. Er dient dazu,
die Erwartungswerte (B.2) zu berechnen.
Um eine Darstellung des Propagators zu finden, ist es instruktiv, die Form∑
z
Qy,z∆z,x = δxy





























































Der Faktor 1/2 in Formel (B.4) findet seine Ursache in den antiperiodischen Randbe-























Da die Summe über die Exponentialfunktion schon die diskrete Fouriertransforma-










Dieser Propagator ist nicht äquivalent zum Kontinuumspropagator
∆˜k = (i 6p+m)−1 ,
da die Sinusfunktion in den Ecken der 1. Brillouin-Zone nicht verschwindet. Dadurch
entstehen bei einem 4-dimensionalen Hyperkubus 24 − 1 = 15 Fermiondoppler mit
den Impulsen pµ = pi/a (siehe Abbildung B.1).
Aufbauend auf dieser Erkenntnis zeigten H.B.Nielsen und M.Ninomiya 1981 [52],
[52], dass dieses Phänomen unter sehr allgemeinen Voraussetzungen wie Lokalität,
Hermitizität und Translationsinvarianz auftritt. Sie bewiesen, dass es nicht möglich




φ¯yD (y − x)φx
derart abzuändern, dass gleichzeitig folgende Bedingungen erfüllt sind:
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pi/2 pi-pi/2-pi
Abbildung B.1.: Lösungen des Gitter-Fermion-Propagators.
• Der Operator D (x) ist lokal.





• D˜ (p) ist invertierbar für p 6= 0.
• Die chirale Symmetrie ist erhalten γ5D +Dγ5 = 0.
Besonders der letzte Punkt ist eine für viele Fragen wichtige Eigenschaft. Chirale
Symmetrie bedeutet, dass die ursprüngliche Wirkung invariant unter der Transfor-
mation
φ→ eiθφ, φ¯→ e−iθφ¯ und φ→ eiθγ5φ, φ¯→ e−iθγ5 φ¯ (B.6)
ist (siehe Kapitel A.9).
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B.3. Überblick über die Fermionwirkungen:
Wilson-Fermionen
Um das in Anhang B.2 angesprochene Fermionendoppler-Problem zu beheben, gibt
es mehrere, konkurrierende Verfahren, die bei der Simulation von Feldtheorien auf
dem Gitter angewendet werden. Da die Diskussion über ihre Vor- und Nachteile in
den letzten Jahren stets neu entfacht ist, soll an dieser Stelle ein kurzer Überblick
gegeben werden.
Wilson schlug 1974 vor, die überflüssigen Fermionen zu entkoppeln, indem die
Mischung der Komponenten impulsabhängig gemacht wird [44], [45]. Hierzu wird
ein Term SW proportional zur zweiten Ableitung ∆µ zur Wirkung Sf addiert




r ist hierbei der Wilson-Parameter, für den 0 ≤ r ≤ 1 gilt. Meistens wird r = 1
gewählt. Bei der supersymmetrischen Fermion-Wirkung ist zu beachten, dass es
sich hier um eine kovariante Ableitung handelt. Zusammen mit einem Wilson-Term
proportional zu einem Gluino-Massenterm wird die Wirkung in Formel (3.8) ange-
geben. Durch diesen zusätzlichen Term folgt ein ähnlicher Erwartungswert für den
Fermionen-Propagator, jedoch wird die Masse in Formel (B.5) impulsabhängig





Für a → 0 divergiert die Masse an den Rändern der Brillouin-Zone, womit die
gewünschten Doppler verschwinden.
Da derWilson-Term also selbst wie eine Masse wirkt, bricht er die chirale Symme-
trie auch bei verschwindender Gluino-Masse (B.6). Trotzdem stellt diese Wirkung
im Kontinuumslimes einen Kandidaten für eine chirale Theorie dar. Bei Wilson-
Fermionen ist zu beachten, dass die Parameter renormiert werden müssen, um ein
masseloses Gluino zu erhalten. Die Masse m muss auf den kritischen Wert mcr
eingestellt werden, der allerdings von der Eichkopplung β abhängt und von vorn-
herein nicht bekannt ist. Diese Justierung ist ein Hauptproblem der numerischen
Simulation.
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B.4. Staggered Fermionen
Eine weitere Möglichkeit, das Doppler-Problem zu beseitigen, wurde 1975 von Ko-
gut und Susskind vorgeschlagen [46]. Sie beschreibt „übereinandergelegte” Fermio-
nen. Die Grundidee ist, dass durch Halbierung der Brillouin-Zone die Nullstellen am
ursprünglichen Rand wegfallen. Durch diese Halbierung wird der effektive Gitter-
abstand verdoppelt. An jeder Ecke eines 24 Gitter-Hyperwürfels liegt damit ein an-
Abbildung B.2.: Staggered Fermionen
derer Freiheitsgrad vor. Da ein Dirac-Spinor jedoch nur vier Komponenten besitzt,
werden hier vier entartete Fermionen beschrieben, die mit künstlich eingeführten
Flavours unterschieden werden können. Ein Majorana-Spinor besitzt außerdem nur
zwei unabhängige Komponenten, sodass sich die Anzahl der Flavours verdoppelt.













Mit einer Spin-Diagonalisierung durch die Transformation
λ (x) = AxΛ (x) und λ¯ (x) = Λ¯ (x)A†x
kann die Staggered Fermion-Wirkung gewonnen werden. Für die Matrizen gilt
A†xγµAx = αxµ1 = (−1)x1+...+xµ−1 1, (µ = 1,2,3,4) .
















die im Kontinuums-Limes vier Flavours von Dirac-Spinoren beschreibt. Um die An-
zahl der Flavours zu reduzieren, muss in einer QCD-artigen Wirkung mit Dirac-
Spinoren die vierte Wurzel gezogen werden. Dieses Verfahren nennt sich rooting. In
einer SYM-artigen Wirkung müsste die achte Wurzel gezogen werden∫




Staggered Fermionen haben aufgrund der einfacheren Struktur gegenüber Wilson-
Fermionen den Vorteil, dass sie sich im Fall der QCD leichter auf dem Gitter be-
rechnen lassen, die Simulation bietet einen deutlichen Geschwindigkeitsvorteil. Es
ist zu vermuten, dass diese Aussage auch für SYM-Wirkungen gilt. Ein weiterer
positiver Aspekt ist ein Überbleibsel der chiralen Symmetrie Ueven (1)⊗Uodd (1) bei
verschwindenden Fermionmassen.
Creutz zeigte allerdings 2007 [53], dass bei Staggered Fermionen im Fall der QCD
nicht garantiert werden kann, ob sie den richtigen Kontinuumslimes wiedergeben.
Darüber hinaus gibt es bei SYM-Wirkungen ein weiteres Problem mit dem rooting.
Es kann gezeigt werden, dass die Pfaffsche Form derWilson Fermion-Matrix exakt
gleich der Wurzel ihrer Determinante multipliziert mit einem Vorzeichen ist. Das
gilt auch für Staggered Fermionen. Allerdings beschreibt die Staggered-Matrix acht
Majorana Fermionen und es ist unklar, welche der Wurzeln in der komplexen Ebene
verwendet werden muss.
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B.5. Domain Wall Fermionen
Domain Wall Fermionen stellen eine mögliche Formulierung dar, die es erlaubt, die
chirale Symmetrie masseloser Teilchen bei endlichen Gitterabständen zu erhalten
[31]. Hierbei führte Kaplan 1992 eine zusätzliche Dimension s für die Fermionen
ein, an deren Enden „Wände” sind, oder aber der Massenterm sein Vorzeichen wech-
selt. [33]. Das Eichfeld wird davon unberührt in 4 Dimensionen belassen.




Die chiralen Fermion-Felder sind exponentiell an den Rändern der Zusatzdimen-
sion lokalisiert und besitzen im Limes einer unendlich großen 5. Dimension keine
Überlappung.




φ¯x, s (Df )xs,x′s′ φx′s′ .
Hierbei ist 1 ≤ s ≤ Ns und Ns ist die Anzahl der Gitterpunkte in der 5. Dimension.
Der Operator Df hat in s-Block Gestalt die Form
Df =

σ +D −σPL 0 · · · 0 mfPR
−σPR σ +D −σPL · · · 0 0







0 0 0 · · · σ +D −σPL
mfPL 0 0 · · · −σPR σ +D

. (B.7)
Hier wurde der Projektionsoperator (A.9), sowie das Verhältnis σ = a/as verwen-
det. Während a der übliche Gitterabstand ist, ist as der Gitterabstand in der 5.
Dimension.
Domain Wall Fermionen bieten die Möglichkeit, die chirale Symmetrie bei endlichem
Gitterabstand zu realisieren. Damit wird kein Feintuning der Gluinomasse benötigt.
Darüber hinaus tritt das Vorzeichenproblem (siehe Kapitel A.15) hier nicht zuta-
ge. Dem steht ein erhöhter Rechenaufwand gegenüber, der durch die zusätzliche
Dimension begründet wird. Bei Domain Wall Fermionen werden neue Parameter
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eingeführt. Ls ist die Kantenlänge des Gitters in der neuen Dimension und durch
m0 wird die Höhe der Wand festgelegt. Über diese beiden Parameter wird die effek-
tive Masse meff der Fermionen bestimmt zu





Das Ziel ist es, die neue Dimension groß genug werden zu lassen Ls →∞, um kleine
effektive Massen simulieren zu können. Aktuell beschäftigen sich zwei Arbeitsgrup-
pen mit diesem Thema. Zum einen handelt es sich um eine Forschergemeinschaft
um Joel Giedt [74], zum anderen beschäftigt sich Michael G. Endres mit diesem
Thema [75].
Es gibt weitere Möglichkeiten, Fermionen auf dem Gitter zu simulieren. Es seien
hier die Neuberger Overlap Fermionen erwähnt [32], die mit den Domain Wall
Fermionen verwandt sind. Eine völlig neue Methode beschrieb Creutz 2008, in-
dem er eine völlig neue Hexagon-Gitterstruktur vorschlug [54] [55]. Diese Variante
befindet sich allerdings im Moment noch im Frühstadium ihrer Entwicklung.
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B.6. Eigenschaften der Q-Matrix
Mit der Definition von Q kann man zeigen, dass
γ5Qγ5 = 1− κ
∑
µ
























(1+ γµ)Vµ + (1− γµ)V T †µ
}†
= Q† (B.8)








und damit ist γ5Q = Q˜ = Q˜† hermitesch. Im Code wird schließlich Q˜ = γ5Q
berechnet, da Q˜ schon hermitesch ist, also Q˜† = Q˜. Weiterhin gilt
det [γ5Q] = detQ→ detQ ∈ R
sowie
CQC−1 = QT (B.9)
und
Cγ5Qγ5C−1 = Q∗. (B.10)
Mit (B.9) und (B.10) kann gezeigt werden, dass CQ antisymmetrisch ist. Die Eigen-




Für die Festlegung der effektiven Wirkung wurde in [61] die Schwinger-Dyson Me-












berechnet. Mit l werden alle Links mit der Ausnahme von l bezeichnet. Gl ist eine


















































Mit einer Darstellung der Generatoren T a, z.B. im Falle der SU(3) durch die Gell-
Mann Matrizen λa, kann der Erwartungswert berechnet werden zu
8
3


















Diese Gleichung kann für die geblockten Konfigurationen verwendet werden. Der
Kopplungsfluss ist in Abbildung B.3 veranschaulicht.
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In einem PHMC-Algorithmus verwendet man in der Regel im Metropolis-Schritt
Polynome, deren Ordnung nicht so hoch gewählt wird, dass eine Matrix bis auf Ma-
schinenpräzision exakt reproduziert wird. Dies geschieht, um den Rechenaufwand in
Grenzen zu halten. Stattdessen berechnet man in einem Reweighting-Step nachträg-
lich Korrekturfaktoren, sodass der Algorithmus exakt wird. Neben der in Kapitel
4.13 angesprochenen statistischen Methode wurde auch das Kalkreuter-Simma Ver-
fahren erprobt [87]. Dieses Verfahren dient dazu, die kleinsten Eigenwerte zu den
Eigenvektoren einer Matrix zu finden, und funktioniert wie folgt:
• Man bestimmt mit dem konjugierten Gradientenverfahren den kleinsten Ei-
genwert λmin und den kleinsten Eigenvektor vmin einer Matrix A.
• Danach definiert man den Projektor P⊥ = 1− vmin 〈vmin,·〉.
• Mit diesem Projektor bestimmt man den zweitkleinsten Eigenwert, indem das
konjugierte Gradientenverfahren auf P⊥AP⊥ angewendet wird.









die k kleinsten Eigenwerte berechnen.
Da die Projektoren P⊥k nur mit endlicher Genauigkeit bestimmt werden können,
wird dieses Verfahren nach wenigen Schritten numerisch instabil. Der Algorithmus
kann stabilisiert werden, indem nach jedem Iterationsschritt eine Diagonalisierung
durchgeführt wird, derart dassMij = 〈vi,Avj〉 ist. Die resultierenden Eigenvektoren
können zur Berechnung besserer Schätzer für die Eigenvektoren vi von M benutzt
werden. Dazu geht man wie folgt vor:
• In einem ersten Durchlauf werden die k Eigenvektoren vi mit einer geringen
Genauigkeit approximiert.
• Daraus wird eine sehr kleine Matrix M berechnet, deren Diagonalisierung
wenige Iterationsschritte in Anspruch nimmt. Für die Diagonalisierung kann
der QR-Algorithmus verwendet werden.
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• Die resultierenden Eigenvektoren ξ(i) werden normiert und so sortiert, dass
die zugehörigen Eigenwerte eine monoton wachsende Folge in i bilden.






j vj mit i = 1, . . . , k
gewonnen werden. ξ(i)j ist dabei die j-te Komponente des i-ten normierten
Eigenvektors von M .
• Nach der Diagonalisierung setzt man das konjugierte Gradientenverfahren mit
neuen Startvektoren v′i fort.
Es hat sich herausgestellt, dass die Unterbrechung des CG in unterschiedlichen Ab-
ständen stattfinden sollte. Anfangs profitiert der Algorithmus von den zwischenzeit-
lichen Diagonalisierungen, später leidet die Effizienz des CG unter den Unterbre-
chungen, da jedes Mal eine neue konjugierte Suchrichtung gefunden werden muss.
Es zeigt sich, dass zwischen der i-ten und i + 1-ten Diagonalisierung 5 + 10 · i Su-
chiterationen des CG durchgeführt werden sollten.
Am effizientesten ist eine Hybrid-Korrektur. Dazu kombiniert man das stochastische
Verfahren aus Kapitel 4.13 mit dem Kalkreuter-Simma-Algorithmus. Letzterer dient
dann dazu, die k kleinsten Eigenwerte zu bestimmen, die sich einem statistischen
Verfahren entziehen.
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wird mit einem Quellterm ω berechnet, wobei
das prominenteste Beispiel wohl eine Quelle mit Delta-Verteilung in Raum (x,y),
Farbe (a,b) und Spin (α,β) ist
ωxaαybβ = δxyδabδαβ .
Es werden aber von dem Problem abhängend verschiedene Quellen verwendet. Für
Zweischleifen-Rechnungen benutzt man z.B. stochastisch verteilte Quellen. Der Lö-
sungsvektor z Verknüpft den Propagator an dem Punkt x,a,α mit einem anderen
Punkt y,b,β. Es gilt also das lineare System
z = Q−1ω
zu lösen. Beim Konjugierten Gradientenverfahren wird anstelle dessen aber das Sy-
stem
Qz = ω
betrachtet. Um nun den Lösungsvektor z zu finden, geht man iterativ vor. In einem
ersten Schritt setzt man
ω = z0 ,
und berechnet das Residuum
s0 = r0 = ω −Qz0 .
In einem zweiten Schritt wird für n = 0,1,2,...
an =
|rn|2
〈sn,Qsn〉 , zn+1 = zn + ansn, rn+1 = rn − anQsn (B.11)
berechnet. Falls das Residuum rn+1 die Bedingung |rn+1|2 < δ erfüllt, so ist zn+1 die





, sn+1 = rn+1 + bnsn
berechnet. Anschließend wird zu Schritt zwei (B.11) zurückgekehrt. Dieser Algo-
rithmus kann auch auf nicht-positive Matrizen erweitert werden, insofern man zu
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einer Matrix A eine Matrix B findet, sodass B+A positiv definit ist. In den meisten
Fällen wird B = A = Q gesetzt. In einem ersten Schritt wird dann
r0 = ω −Az0 , s0 = B+r0
gesetzt. In einem zweiten Schritt wird jetzt
an =
|B+rn|2
〈sn,B+Asn〉 , zn+1 = zn + ansn, rn+1 = rn − anAsn (B.12)





, sn+1 = B+rn+1 + bnsn
ermittelt und dann zu Schritt zwei (B.12) zurückgekehrt. Ein Codeschema zu diesem




Krylov-Unterraum-Verfahren sind iterative Verfahren zum Lösen großer, dünnbe-
setzter linearer Gleichungssysteme. Die Verfahren sind sogenannte Black-Box-Ver-
fahren, die sich durch einfache Implementierung und Robustheit auszeichnen. Ge-
geben ist das lineare Gleichungssystem
Ax = b (B.13)
mit der Matrix A ∈ Rn×n. Zu einer beliebigen Näherungslösung x0 für x und dem
Residuum r0 = b − Ax0 ist der m-te Krylov-Unterraum Km der von den Vektoren
r0, Ar0, ..., A
m−1r0 aufgespannte Untervektorraum. Die Näherungslösung xm ∈ x0+
Km genügt der Bedingung, dass der Vektor b − Axm orthogonal zu allen Vektoren
eines Unterraumes Lm steht. Diese Bedingung heißt Galerkin-Bedingung. Spezielle
Lösungsverfahren ergeben sich durch die konkrete Wahl des Raumes Lm. Beim CG-
Verfahren ist z.B. Lm = Km. Es gibt also zahlreiche Verfahren. Neben Auswahl
der speziellen Krylov-Unterraummethode ist die Wahl des Vorkonditionierers von
Bedeutung. Dieser formt das lineare Gleichungssystem äquivalent um, so dass die
Lösung unverändert bleibt, sich aber günstigere Eigenschaften für die Konvergenz
ergeben. Speziell diese Eigenschaft ist beim Deflating von besonderer Bedeutung.
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B.11. Die Galerkin-Projektion
Wie in Anhang B.10 schon erwähnt wurde, entspricht bei einer orthogonalen Projek-
tion, wie sie beim Konjugierten Gradientenverfahren Anwendung findet, Lm = Km.
Die Galerkin-Projektion [123] beschreibt eine Näherungslösung x˜ des Gleichungs-
systems (B.13), wobei x˜ ∈ K, sodass b − Ax˜ ⊥ L. Mit anderen Worten kann eine
orthogonale Näherung
x˜ = x0 + δ, δ ∈ K
gefunden werden, wobei die Orthogonalitätsrelation
(r0 −Aδ,ω) = 0 , ∀ω ∈ L (B.14)
gilt. Dies kann auf die Matrixdarstellung übertragen werden. Sei V = [vq, . . . ,vm]
eine n × m Matrix, deren Spaltenvektoren eine Basis von K bilden und W =
[wq, . . . ,wm] eine n × m Matrix, deren Spaltenvektoren eine Basis von L bilden,
dann habe die Näherungslösung die Form
x = x0 + V y
und die Orthogonalitätsrelation aus Formel (B.14) liefert als Gleichungssystem für
den y-Vektor
W TAV y =W T r0.
Unter der Annahme, dass die m×m-Matrix W TAV nicht singulär ist kann nun als
Darstellung für x˜





angegeben werden, die für das Deflating eine überaus wichtige Rolle spielt.
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B.12. Die Erzeugung der Polynome
Die verwendeten Polynome werden mit der Methode der kleinsten Quadrate berech-
net, sie wird in [148] und [149] beschrieben.
Ziel ist es, eine reelle Funktion f (x) in einem Intervall x ∈ [,λ] durch ein Polynom







dx w (x)2 [f (x)− Pn (x)]2
] 1
2
minimiert werden. Hierbei ist w (x) eine willkürliche reale Gewichtungsfunktion und




dx w (x)2 f (x)2 .




mit α > 0 und 0 ≤  ≤ λ
und einem Polynom P¯ (x). Die Gewichtsfunktion w (x) wird zur Optimierung der
relativen Abweichung zu
w (x) = f (x)−1
gewählt. Es hat sich als sinnvoll herausgestellt, die Polynome Pn in orthogonalen







dx w (x)2 φµ (x)φν (x) = δµνqν .
Neben der Normierungskonstanten qν werden im Folgenden weitere von Bedeutung




2 φ (x)2 , pν =
∫ λ
 dxw (x)




2 xν , bν =
∫ λ
 dxw (x)
2 f (x)φν (x) .
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Die Entwicklungskoeffizienten dnν von Pn, die δn minimieren sind gegeben durch
dnν ≡ dν = bν
qν
. (B.15)





Die ersten zwei orthonormierten Polynome mit µ = 0,1 sind durch
φ0 (x) = 1 , φ1 (x) = x− s1
s0
(B.16)
gegeben. Die höheren Ordnungen können mit der Relation
φµ+1 (x) = (x+ βµ)φµ (x) + γµ−1φµ−1 (x) mit µ = 1,2, . . .
ermittelt werden. Die Rekursionskoeffizienten sind durch
βµ = −pµ
qµ









werden also aus den orthogonalen Polynomen φ entwickelt. Diese wiederum haben






Die Koeffizienten selbst können über das Rekursionsschema (B.17) und f11 = −s1/s0
(siehe (B.16)) ermittelt werden. Man erhält
fµ,0 = 1 durch Normierung
f1,1 = −s1/s0
fµ+1,1 = fµ,1 + βµ
fµ+1,2 = fµ,2 + βµfµ,1 + γµ−1
fµ+1,3 = fµ,3 + βµfµ,2 + γµ−1fµ−1,1
· · ·
fµ+1,µ = fµ,µ + βµfµ,µ−1 + γµ−1fµ−1,µ−2
fµ+1,µ+1 = βµfµ,µ + γµ−1fµ−1,µ−1 .
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Tabelle B.1.: Nomenklatur der Polynome in unterschiedlichen Simulationen und
benötigte Approximationsgenauigkeit δ
Ferling Montvay Lüscher Approximation
P1 P2 P1 δ1 ∼ 10−3
P2 P3 P¯1 δ1 ∼ 10−5
P3 P4 P2 δ1 ∼ 10−7
P4 P5 P¯2 δ1 ∼ 10−9
















dxw (x)2 f (x)xµ−ν .
Die Erzeugung der Polynome geschieht im Vorfeld der eigentlichen Gittersimulation.
Dabei findet derzeit ein Programm Verwendung, dass in C++ geschrieben wurde
und auf Routinen aus der Class Library for Numbers (CLN) zurrückgreift. In an-
deren Fällen wurden die Programme auch mit dem komerziellen Programm Maple
berechnet. Ein weiteres Programm, dass ebenfalls auf der CLN Bibliothek basiert,
berechnet das Wurzelpolynom von P1. Die Ausgabedaten können nicht direkt in ei-
ner Simulation verwendet werden, sondern bedürfen speziellen Formatierungen. Für
die unterschiedlichen Simulationen wurden Awk-Skripte entwickelt, die diese Arbeit
übernehmen.
Zu beachten ist eine Besonderheit bei der Nomenklatur der Polynome. In der PHMC-
Simulation, auf die sich die vorliegende Arbeit bezieht, werden in Anlehnung an
vorherige Entwicklungen die gleichen Bezeichnungen verwendet, wie in den TSMB-
Simulationen. Montvay und Lüscher verwenden z.T. davon abweichende Bezeich-
nungen
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B.13. Reskalierung der Polynome
Der Algorithmus zur Erzeugung der Polynome weist auf verschiedenen Intervallab-
schnitten eine unterschiedliche Approximationsgüte auf. Das Problem ist numeri-
scher Natur. Soll eine Approximation mit einem Polynom der Ordnung n auf einem





mit x ∈ [,λ]
durchgeführt werden, so kann auf dem gesamten Intervall nicht die gleiche Ap-
proximationsgüte gewährleistet werden (siehe hierzu auch Abbildung 4.2 in Kapitel
4.12.4). Die Qualität der Approximation kann durch eine Reskalierung der Polynome
in einem gewissen Rahmen jedoch erhöht werden, ohne dabei die Polynom-Ordnung




mit dem Reskalierungsfaktor r definiert. Anstatt







= a0 + a1
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mit den gleichen Koeffizienten (a0, . . . , an) auf dem Intervall
y ∈ [r, rλ]
approximiert. Werden reskalierte Polynome verwendet, so ist die Q˜2-Matrix im Up-







mit y ∈ [r, rλ]
ist. Die Reskalierung ist durch die größten Eigenwerte der Q˜2-Matrix limitiert. Bei
einer Wahl von r = 0,5 halbiert sich das Spektrum nach oben. Hierdurch ergibt
sich eine natürliche Begrenzung der Reskalierung, da darauf geachtet werden muss,
dass der größte Eigenwert im Approximationsintervall bleibt. In simulationsüblichen
Szenarien können die Werte für r selten kleiner als 0,6 gewählt werden.
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C.1. Deflating nach Orginos und Stathopoulos im Detail
Startpunkt ist ein initialer Schätzer η0, der zusammen mit der Fermion-Matrix Q,
der sogenannten eigCG-Funktion1 übergeben wird. Diese verhält sich in den ersten
m Schritten wie der normale Conjugate Gradient (CG), mit der Ausnahme, dass
η0 nach jedem Approximationsschritt i mit i ∈ {1, . . . ,m} als vi = ηi0/|ηi0| in einem
sogenannten Eigenwerte-Suchraum V abgespeichert wird.
Es ist das Ziel, einen folgenden Schätzer mit einer Galerkin-Projektion zu präkon-
ditionieren, sodass der Inversionsalgorithmus schneller konvergiert (zur Galerkin-
Projektion siehe auch Anhang B.11). Hierzu wird die Lanczos-Matrix benötigt. Sie
ist eine spezielle Hessenberg-Matrix in Tridiagonalform und kann über
Tm = V †QV
berechnet werden. Es ist aber effizienter, sie direkt aus den Koeffizienten zu be-



























1Die Bezeichnungen entsprechen denen der Referenz [126]
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Sind m Iterationsschritte erreicht, wird für Tm das System der Eigenpaare gelöst,
sowohl für
TmY =YM
als auch für die (m− 1)× (m− 1) Untermatrix
Tm−1Y¯ =Y¯ M¯ .
Hierbei sind Y und Y¯ Eigenvektormatrizen und M sowie M¯ sind Diagonalmatrizen
mit den zugehörigen Eigenwerten. Das zusätzlich das Eigensystem der Untermatrix
gelöst und berücksichtigt wird, ist eine Spezialität, die in der Literatur als Thick
Restarting bekannt ist, und die Qualität der Approximation verbessern soll.
Es werden jeweils dieNev Eigenvektoren mit den kleinsten Eigenwerten behalten und
der Größe nach spaltenweise angeordnet. Zu Y¯ wird eine Reihe Nullen hinzugefügt,
damit sie mit Y zu einer Rechtecksmatrix [Y ; Y¯0] zusammengefasst werden kann,
die schließlich zu orthogonalisieren ist. Dazu wird eine QR-Zerlegung durchgeführt.
Diese Zerlegung besagt, dass man jede m × n Matrix A mit m > n in A = O ·
R, in eine quadratische und orthogonale m × m Matrix O und eine obere m × n










aufgespannt wird. Dazu wird
H = O†2NevTmO2Nev
gesetzt. O2Nev ist die Matrix der 2Nev ersten Spalten von O. Damit ist H eine
2Nev × 2Nev Matrix, deren Eigenpaare mittels
HZ = ZM





(OZ)ni vn {i = 1, . . . ,2Nev}
verwendet wird. V besitzt nun 2Nev Spalten und der Iterationsindex wird auf 2Nev <
m gesetzt. Außerdem wird
T2Nev =M
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gewählt. Nach dem Restart werden weitere Koeffizienten an Tm und Residualvek-
toren an V angehängt. Die einzige Ausnahme bildet die erste Iteration nach dem
Restart. Hier wird ein Satz innerer Produkte η2Nev+10 QV benötigt, um die i + 1.
Spalte und Zeile von Tm explizit zu berechnen. Das Matrix-Vektor-Produkt kann
umgangen werden, indem Qp aus dem vorhergehenden CG-Schritt gespeichert wird
und
ω = Qp− bjQpprev
berechnet wird. Das erspart etwas Rechenaufwand. Man setzt dann die i+ 1. Zeile
von Tm als
Ti+1,1:i = ω†V/ |ηj | .












Abbildung C.1.: Beispiel für Tm mit Nev = 2 und m = 9. Die 2Nev × 2Nev ersten
Einträge wurden zu M gesetzt (hier rot), die 2Nev + 1. Zeile und Spalte (blau)
wurden zu η†jAV gesetzt. Der Rest (grün) entspricht dem normalen Update von
Tm.
benötigte Residualvektor η0 in diesem Verfahren ungenutzt bleibt, benötigt eigCG
anfangs genauso viele Schritte, wie ein unangetasteter CG. Durch den zusätzlich
betriebenen Aufwand erhöht sich sogar die Rechenzeit. Das Verfahren wird s mal
wiederholt, was lediglich dazu dient, den Suchraum V zu optimieren.
Der Rechenvorteil besteht in der Hinzuschaltung eines Vorkonditionierers, der spä-
tere Schätzer derart verbessert, dass der CG in weniger Rechenschritten konvergiert.
Dazu wird ein gegebener Schätzer mittels Galerkin-Projektion
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Abbildung C.2.: Konvergenz des Solvers. Blau eingezeichnet sind 24 incremental-
CG Iterationen, rot die letzten 24 InitCG Iterationen Quelle [126].
auf einen Krylov-Unterraum projeziert. Die CG-Iteration wird dann mit dem prä-
konditionierten Schätzer durchgeführt. Weitere Hintergründe dazu finden sich in
Anhang B.10 und B.11. Da in dem vorliegenden Fall V = W ist, z0 = 0 gewählt
wird und Tm = V TAV ist, erfolgt der Start mit
z˜0 = V T−1m V
†ω0 .
Conjugate Gradient mit vorgeschalteter Galerkin-Projektion bezeichnet man als In-
itCG. In der Regel werden also zuerst s Schätzer mit dem langsameren eigCG-
Algorithmus berechnet und danach auf den schnelleren InitCG umgeschaltet, bei
dem der Suchraum nicht weiter verfeinert wird. Jetzt sollte die Anzahl der Itera-
tionsschritte bis zur Konvergenz abnehmen. Es ist auch möglich, beide Verfahren
zu mischen und damit schon ab dem zweiten Schätzer im eigCG-Algorithmus eine
Projektion vorzunehmen. Eine weitere Verfeinerung des Verfahren nennt sich incre-
mentalCG. Hierbei wird zuerst die Projektion eines Schätzers mit einem Suchraum
U durchgeführt. Während des eigCG-Prozesses werden weitere Ritz-Vektoren in ei-
nem neuen Suchraum angelegt und zum Schluss wird U gegen V zu einem neuen
Suchraum orthogonalisiert, der die Grundlage für die nächste Projektion bildet.
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C.2. Pseudocode: Conjugate Gradient mit Deflation
Erweiterung
In Algorithmus 1 wird ein Pseudocode dargestellt, der das Konjugierte Gradienten-
verfahren in seiner einfachen Form darlegt. In dieser Form kann das Programm dazu
verwendet werden, positiv definite, hermitesche Matrizen zu invertieren.
Die Methode kann nun analog zu Anhang B.9 auf allgemeine, nicht positiv definite
hermitesche Matrizen, erweitert werden (siehe auch [10]). Dazu wird eine hermite-
sche Matrix B definiert, mit B = A, sodass das Produkt B†A wieder positiv definit
ist. Die Ergänzungen, die dem Konjugierten Gradientenverfahren hinzugefügt wer-
den, sind in Algorithmus 2 rot unterlegt.
Als direkte Erweiterung des Konjugierten Gradientenverfahrens, wird ein Schätzer
auf einen orthogonalen Unterraum projeziert. Diese Prozedur nennt sich InitCG
und ist in Algorithmus 3 dargestellt.
Die Projektion erfolgt mit einem Eigenvektor-Suchraum sowie der Lanczos-Matrix,
die zuvor mit dem eigCG-Algorithmus berechnet wurde (siehe hierzu auch Algo-
rithmus 4).
Algorithmus 1: Conjugate Gradient
Iteration zur Lösung der Gleichung Ay = c
Initialisation




for j = 0,1,... until covergence do
γj = (sj ,sj) / (ωj ,Aωj) ;
yj+1 = yj + γjωj ;
sj+1 = sj − γjAωj ;
δj+1 = (sj+1,sj+1) / (sj ,sj) ;
ωj+1 = sj+1 + δj+1ωj ;
end do
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Algorithmus 2: Erweiterter Conjugate Gradient
Iteration zur Lösung der Gleichung Ay = c
Initialisation
















yj+1 = yj + γjωj ;












ωj+1 = B+sj+1 + δj+1ωj ;
end do
Algorithmus 3: InitCG
Iteration zur Lösung der Gleichung Ax = b
Initialisation
wähle einen Schätzer x−1;
r−1 = b−Ax−1;




















xk+1 = xk + αkpk;












pk+1 = B+rk+1 + βk+1pk;
end do
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1. Algorithmus 4: eigCG(nev,m)
2. Bestimmung von V mittels restarting-CG
3. Initialisation
4. V = [ ] ;
5. Iteration
6. for j = 0,1,... until covergence do
7. Standard CG-Iteration
8. ergänze Tj um drei Elemente
9. if (size (V,2) == m)
10. löse TmY = YM , für die nev kleinsten Eigenvektoren und Eigenwerte
11. löse Tm−1Y˜ = Y˜ M˜ , für die nev kleinsten Eigenvektoren und Eigenwerte




, und H = QHTmQ
13. löse HZ = ZM für die 2nev kleinsten Eigenvektoren und Eigenwerte
14. Restart: V = V (QZ) und T2nev =M
15. Setze die 2nev + 1 Spalten von T2nev+1 =M als V HArj
16. endif
17. V = [V,rj/‖rj‖]
18. end CG
19. gebe nev Ritz-Vektoren als V für die nächste eigCG-Prozedur zurück
Da der Aufwand und der Speicherplatz linear mit der Iterationszahl steigen, ist es
üblich, nach k Schritten die berechnete Basis zu verwerfen und die Iteration mit der
aktuellen Näherungslösung neu zu starten. Ein besonderes Verfahren ist dabei das
thick restarting, bei dem mehr Ritz-Vektoren als eigentlich benötigt bereitgehalten
werden.
Die eigCG-Routine dient dazu, für die ersten s Schätzer die kleinsten Eigenvektoren
zu ermitteln. Sie werden mittels der Routine incrementalCG kumulativ gesam-
melt und bilden eine Krylov-Matrix V . Diese Matrix findet für die nachfolgend zu
berechnenden Schätzer bei der Galerkin-Projektion im InitCG-Algorithmus ihre
Anwendung. Diese Projektion sollte dazu führen, dass der Algorithmus nach we-
sentlich weniger Schritten konvergiert, als ein einfacher Conjugated Gradient. Die
folgenden Erläuterungen beziehen sich auf Algorithmus 4 und dienen zum besseren
Verständnis.
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• In der eigCG-Routine wird zuerst ein Conjugate Gradient Algorithmus ausge-
führt (7.). Die Unterraum-Matrix V setzt sich anfangs aus den CG-Residuen
zusammen (4.).
• Die Lanczos-Matrix kann darüber mit Tm = V TAV berechnet werden (8.).
• Nach m Schritten wird die Iteration gestoppt und mit Rayleigh Ritz die
k = nev kleinsten Eigenvektoren bestimmt. Da hier das thick restarting zur
Anwendung kommt, wird das Verfahren sowohl für Tm als auch für Tm−1
durchgeführt(10.,11.).
• Anschließend wird eine orthonormale Ritz-Basis für den Raum [Y,Y˜ ] berech-
net (12.,13.).
• Zum Schluss wird die neue V -Matrix und die Projektionsmatrix berechnet
(14.), mit der der CG neu gestartet wird. Der CG fährt bis zum nächsten
restart damit fort, neue Residualvektoren an die V -Matrix anzuhängen.
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C.3. Details zum Lüscher-Deflating
Während der Ansatz von Orginos und Stathopoulos kleine Eigenwerte innerhalb
der Prozeduren zur Matrix-Inversion herausfiltern, löst Lüscher das Problem durch
die Einführung nicht überlappender Blocks von Gitterpunkten. Das Gitter wird
in unabhängige Untergitter aufgespalten und die Fermionen-Determinante wird in
ein Produkt aus einem Block-Dirac-Operator und einem weiteren Term faktorisiert,
der die Eichfelder in den verschiedenen Blöcken koppelt. Damit gibt es also zwei
Formen von Fermion-Forces, zum einen die Block-Force, zum anderen die Block-
Wechselwirkungs-Force. Letztere steuert die niedrigsten Moden des Dirac-Operators
bei.
Dieser Algorithmus liefert deshalb sinnvolle physikalische Resultate, obwohl das Git-
ter in unterschiedliche Blocks eingeteilt ist, weil die Fermion-Felder lokal kohärent
sind. Ein lokal kohärentes Feld meint dabei ein Feld, dass lokal durch eine relativ
geringe Anzahl an Feldern gut approximiert werden kann. Die Unterteilung des Git-
ters führt dazu, dass sich die niedrigsten Feldmoden nicht über das gesamte Gitter
ausbreiten können. Damit verbessert sich die Konditionszahl und der Algorithmus
ist auf den Untergittern schneller. Die niedrigsten Moden werden separat behandelt
und anschließend hinzugefügt.
Der Ansatz von Lüscher ist insbesondere für das PHMC-Update von Bedeutung. Im
Gegensatz zum Hybrid-Monte-Carlo Algorithmus, findet bei den Fermion-Forces kei-
ne Matrixinversion statt, sondern die inversen Matrizen werden durch ein Polynom
approximiert. Hier können keine Deflating-Ansätze zum Tragen kommen, sofern sie
sich auf Modifikationen eines Lanczos-Verfahrens beziehen, da diese schließlich Ma-
trixinversionen durchführen.
Nun im Detail:
• Startpunkt ist die Aufteilung des Gitters in nicht überlappende Blocks Λ de-
ren Größe in der Regel auf 44 festgelegt wird. Die Blocks sind dabei völlig
unabhängig.
• Durch eine so genannte smoothing procedure wird zu Beginn einer jeden MD-
Trajektorie ein Satz Fermion-Felder φl (x) , l = 1, . . . ,Ns erzeugt. Es werden
also Ns dieser Felder stochastisch mit dem Wertebereich [−1,1] erzeugt.
• In Lüscher’s Algorithmus sind die Felder dann zuerst drei Mal mit dem mul-
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tiplikativen Schwarz-Algorithmus Msap präkonditioniert, derart dass
φl (x)→Msapφl (x) ist.
• Nun werden sie mit
φΛl (x) =
{
φl (x) wenn x ∈ Λ,
0 sonst
auf die einzelnen Blocks Λ projeziert.
• Ein gegebenes Fermion-Feld ψ kann mit einem orthogonalen Projector P auf





φk (x) (φk,ψ) .
• Das Gesamtsystem setzt sich aus dem ”inneren” System S und dem ”Äußeren”,
komplementären System S⊥ zusammen









Hierbei ist der kleine Dirac-Operator definiert durch
Akl = (φk,Dφl) , k,l = 1, . . . ,N.
Er beschränkt sich auf den Deflation-Unterraum S.
• Die inhomogene Dirac-Gleichung
Dψ (x) = η (x)
spaltet sich dabei in zwei unabhängige Gleichungen
PLDχ (x) = PLη (x)
(1− PR)χ (x) = 0
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auf, wobei die Definition der Projektoren



















Die smoothing procedure glättet die Fermion-Felder. Das Resultat ist, dass die Kom-
ponenten des Feldes entlang der höchsten Moden des Dirac-Operators unterdrückt
werden und die Felder daher einen starken Überlapp mit dem Unterraum haben,
der von den niedrigsten Moden des Operators aufgespannt wird.
Der Nachteil an diesem Algorithmus ist, dass das System für einen gegebenen
Source-Vektor nicht exakt gelöst werden kann. Die Propagation des Deflation-Sub-
spaces ist darüber hinaus nicht reversibel, wobei sich die Verletzung der Reversibi-
lität proportional zur Solver-Toleranz verhält.
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C.4. Der PHMC-Algorithmus im Detail
Der Aufbau des Programms für die SU(2)c Eichgruppe ist vergleichbar mit dem
SU(3)c-Fall. Sie können deshalb gemeinsam erläutert werden. Der prinzipielle Un-
terschied besteht in der Anzahl der Farben. Hieraus resultieren Unterschiede in der
Eichmatrix, sowie bei den verwendeten Generatoren. An den entsprechenden Stellen
wird explizit darauf hingewiesen.
C.4.1. Kompilieren
Das Programm wird aufgrund der beständigen technologischen Fortschritte mit
wechselnden Rechnerarchitekturen konfrontiert. Um den Übergang zu erleichtern
und die Arbeitsschritte zu automatisieren, werden POSIX-Standardkonform Make-
files eingesetzt. Mit
. / c on f i gu r e
wird ein Shell-Skript ausgeführt, dass die Rechnerarchitektur identifiziert und ein
spezielles Makefile auf .makefile.inc linkt. Diese Makefiles, z.B. Makefile.jump
beinhalten systemspezifische Angaben. Hierzu zählen der auf dem Rechner vorhan-
dene Compiler, seine Optimierungsflags sowie Pfade zu eingebundenen Bibliothe-
ken. Falls ein Makefile für eine bestimmte Maschine (noch) nicht existiert, muss es
mit den zum Projekt gehörenden Informationen erstellt werden. Die genaue An-
passung der Flags kann einen erheblichen Geschwindigkeitsgewinn hervorrufen. Das




kompiliert. Hierbei wird das GNUmakefile ausgewertet. Dieses erstellt die gewünsch-
te ausführbare Datei, z.B. su3sym. Es ist zu beachten, dass die maximale Größe ei-
niger Arrays schon zur Kompilierzeit festgelegt wird. Da eine statische Verarbeitung
schneller durchgeführt werden kann als eine dynamische, wird dies insbesondere bei
geschwindigkeitssensitiven Größen durchgeführt. Die zentrale Sammelstelle für der-
artige Variablen ist die defines.h. Hier wird z.B. die Gittergröße in räumlicher
#define GLOBAL_S 6
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sowie separat in zeitlicher Richtung mit GLOBAL_T festgelegt. Die Anzahl der Prozes-
soren, die das Programm in jeder Richtung zur Verfügung stellen soll, wird über
#define GRID_X 2
bzw. GRID_Y, GRID_Z und GRID_T eingestellt. Mit
#define MAXORDER1 100
wird die Ordnung des ersten Polynoms festgelegt. Diese Größe ist für die Skalarfelder
von Bedeutung. Die Fermion-Matrix wird durch die Wurzel des ersten Polynoms
approximiert, dessen maximale Ordnung durch
#define MAXSINGLEORDER1 10
festgelegt wird. Da sich das Determinant-Breakup aus Kapitel 4.16 auf die Ordnung
der Polynome und die Verarbeitung im Tensorprodukt auswirkt, wird es ebenfalls
in der defines.h über
#define MAX_KAPPAS 2
eingestellt. Es gibt viele weitere Größen, die in dieser Datei eingestellt werden. Von
besonderer Wichtigkeit ist noch
#define NNXYZT (LATX*LATY*LATZ*LATT),
dass die Anzahl der Gitterpunkte auf einem Prozessorkern angibt. Wird das Pro-
gramm seriell ausgeführt, ist dies äquivalent zur Gesamtanzahl aller Gitterpunkte.
Der Halo ist für die Parallelkommunikation relevant. Hier wird zwischen dem einfa-
chen Halo für die Fermion-Felder NFXYZT und einem Halo der doppelten Breite für
die Eichfelder NFXYZT_ext unterschieden. Diese Fallunterscheidung wurde bei der
Einführung optimierter Eichfelder (siehe Kapitel 3.8) relevant. Abhängig von der
verwendeten Architektur wird
#define USE_STATIC bzw. #undef USE_STATIC
genutzt. An dieser Stelle sei auch erwähnt, dass rechnerspezifisch bei dem Filehand-
ling zwischen ios::openmode und ios::open_mode unterschieden wird. Für Intel-
Prozessoren gilt #undef G3X, während im Fall von IBM Prozessoren #define G3X
zu wählen ist. Hierdurch werden unterschiedliche fileIO.h Header-Dateien einge-
bunden.
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C.4.2. Start des Programms und Ablauf der Simulation
Das Programm kann z.B. mit
mpirun −np 4 . / su2sym
lokal auf vier Prozessoren ausgeführt werden. Auf Großrechnern werden die Re-
chenjobs über eine Queue verwaltet. Das Programm wird dann mittels Jobscript
gestartet. Diese Skripte finden sich in der zum System gehörenden Dokumentati-
on.
Zu Beginn wird die main-Routine in der main.C angesprungen. Dort wird eine
Simulation-Klasse der Form
Simulation* su2sym(new Simulation(argc, argv));
instanziiert. Die Methoden der Klasse werden in der simulation.h deklariert. Der
Konstruktor wird in der simulation.C definiert. Die erste Methode ist
prepareMPI(argc, argv);
Der Ablauf ist technischer Natur. Hier wird mit MPI_Cart_rank der MPI-Rank
des Prozessors abgerufen und einem grid zugeteilt. Hierzu ist es wichtig zu verste-
hen, wie der parallele Ablauf eines Programms funktioniert, dass mit dem Message
Passing Interface (MPI) verwaltet wird. Das Programm wird durch mpirun jedem
Prozessorkern mitgeteilt (siehe Abbildung C.3). MPI ordnet jedem Prozessor eine
Abbildung C.3.: Parallele Verwaltung des Programms mit MPI
Nummer zu, die ihn während der gesamten Laufzeit eindeutig identifiziert. Durch
das Abfragen dieser Nummer kann sich jeder Prozessor in dem Grid lokalisieren und
kennt darüber hinaus die ihm benachbarten Prozessoren. Als nächstes wird in
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ReadParameters();
die Datei config.dat geöffnet. In dieser Datei finden sich alle zur Simulation be-
nötigten Parameter. Neben den physikalischen Größen β und κ wird dort die Ord-
nung der Polynome, die Schrittweiten des Sexton-Weingarten Algorithmus, oder die
Koeffizienten der verbesserten Eichwirkung definiert. Es ist zu beachten, dass die
Ordnung der Polynome dabei nicht, die in der defines.h definierte Maximalgröße,
übersteigt. Das Determinant-Breakup wird indirekt festgelegt, indem die polyno-
mialen Parameter n-fach eingelesen werden. Außerdem lässt sich hier das Verhalten
des konjugierten Gradienten oder die Größe des Deflating-Raumes aber auch z.B.
Smearing-Radien für die Korrelatoren determinieren. In
ReadPolynomial();
werden die Polynome eingelesen. Hierauf wird im folgenden Abschnitt noch einge-
gangen. Als nächstes wird mit
LatticeTool();
die Gittergeometrie festgelegt. Jeder Knoten des Prozessor-Arrays verwaltet ein lo-
kales Untergitter, dessen Größe ein Teiler des Gesamtgitters ist, wobei der Teiler
selbst der Anzahl der Prozessoren in gegebener Richtung entspricht. Beispielsweise
ergibt sich in x-Richtung
#define LATX (GLOBAL_S/GRID_X) .
In diesem Untergitter wird nun jedem Punkt (x,y,z,t) ein eindeutiger Feldindex
[0, NNXYZT) zugeordnet. Die Liste wird von vornherein so sortiert, dass sich im obe-
ren Teil [0, NHALF) alle geraden Gitterpunkte befinden und im unteren Teil alle
ungeraden. Dieses Vorgehen vereinfacht die Verarbeitung der präkonditionierten Q-
Matrix (siehe hierzu auch Kapitel 4.15.1, insbesondere Abbildung 4.6).
→ Man kann zu Testzwecken einen Array-Vergleich mit dem Programm von Ist-
ván Montvay durchführen. Da sich die Nomenklaturen an dieser Stelle in beiden
Programmen unterscheiden, kann kein direkter Vergleich durchgeführt werden. Es
bedarf zuerst einer Indexkonversion.
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C.4.3. Die parallele Konzeption
Neben der Nomenklatur für das lokale Untergitter wird in LatticeTool() auch
der Halo definiert. Der Halo eines Gitters entspricht den Gitterpunkten, die sich
nicht auf dem lokalen Untergitter befinden, deren Felder aber für die Berechnungen
notwendig sind. Hierbei handelt es sich um die nächsten Nachbarpunkte auf den
benachbarten Prozessorgrids.
Abbildung C.4.: Das Halo des ersten Untergitters bei einfacher Parallelisierung auf
zwei Prozessorkernen
In Abbildung C.4 ist ein Halo dargestellt, wie er in seiner einfachsten Form bei
einer Simulation auf zwei Prozessoren auftritt. Falls eine optimierte Eichwirkung
eingesetzt werden soll (siehe Kapitel 3.8), so benötigt man einen größeren Halo (sie-
he Abbildung C.5). Dies ist durch die Verwendung von Rechteckplaquetten in der
Eichwirkung begründet. Dadurch müssen auch übernächste Nachbarpunkte kommu-
niziert werden, um Sg zu berechnen. Da zur Kalkulation der fermionischen Wirkung
keine übernächsten Nachbarpunkte notwendig sind, kann sich hier auf die Kommu-
nikation eines Halos einfacher Größe beschränkt werden. Dies minimiert darüber
hinaus die parallele Kommunikation und wirkt sich positiv auf das Skalierungsver-
halten des Programms aus. Die in der Abbildung grün dargestellten Gitterpunkte
zeichnen Orte aus, die sich auf mehr als einem benachbarten Untergitter befinden.
Als nächstes wird die Funktion
mpiTypes();
aufgerufen. Die Definition dieser Funktion findet sich in der mpiTypes.C. Sie ist
für die Kommunikation des Halos zuständig. Hier wird anhand der Position des
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Abbildung C.5.: Volle Parallelisierung in alle Richtungen. Rechts ist ein Gitter (blau)
mit einem einfachen Halo (rot) für Fermionen abgebildet. Eichfelder mit verbesserter
Wirkung verwenden Halos der doppelten Größe. Die grünen Halopunkte befinden
sich auf mehr als einem Untergitter.
jeweiligen Untergitters im Prozessorgrid entschieden, von welchem Knoten ein Teil
des Halos aus dem Speicher gelesen wird. Prinzipiell wird dabei zwischen Vektor-
Daten und Matrix-Daten unterschieden. Die vektorwertigen Skalarfelder sitzen auf
den Gitterpunkten. Ihre Werte werden über die
mpiVectorTypes();
ausgetauscht. Im weiteren Verlauf des Programms werden die Vektoren über ein
MPI_Request eReq[VECNUM]; ausgetauscht. Die Felder auf den Links zwischen den
Gitterpunkten vermittelt die Funktion
mpiGaugeHaloTypes();
Im Hauptprogramm wird dies durch SetGaugeHalo() ermöglicht. Ist die Gitter-
struktur und das Kommunikationsreglement aufgestellt, können gemäß den Einstel-
lungen der config.dat, die Polynome reskaliert werden. Danach werden mit
SetFields(Peak,Range);.
die Felder eingelesen. Die Routine befindet sich in der field.C. Dort wird entschie-
den, ob eine gegebene Konfiguration eingelesen wird, ein Testfeld mit wohldefinier-
ten Einträgen, oder zufälligen Startwerten verwendet werden sollen. Im letzten Fall
spielen die beiden übergebenen Werte eine besondere Rolle. Über diese ist der Peak
und der Range der gaussverteilten Zufallszahlen festgelegt. Für Testzwecke empfiehlt
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es sich, den Algorithmus mit einem cold start zu beginnen. Das bedeutet, dass alle
Feldeinträge zu 0 gewählt werden. Ein zweiter Programmablauf sollte mit einem hot
start beginnen. Diesmal werden alle Feldeinträge stochastisch gewählt. Im Gleichge-
wicht sollten beide Simulationen in ihrer Fehlertoleranz die selben Erwartungswerte
für die Observablen liefern.
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C.4.4. Die Verarbeitung der Daten
Die Simulationsparameter befinden sich in der config.dat. Das Einlesen findet in
der start.C statt. Hier werden auch die Parameter für die Polynome festgelegt. Ihre
Maximalgröße ist durch den Wert in der defines.h limitiert. Die Polynome selbst
werden wie schon erwähnt, durch die Funktion
ReadPolynomial();
in das Programm aufgenommen. Die Koeffizienten werden nacheinander für die vier
in Kapitel 4.12 besprochenen Polynome eingelesen. Wie bereits in Kapitel 4.9 ausge-
führt, handelt es sich um quadratisch optimierte Polynome, die mit einem externen
Programm erzeugt werden. Prinzipiell kann ein beliebiges Programm zu ihrer Erzeu-
gung verwendet werden. Das Programm von István Montvay zur Erzeugung von
P1 bis P4 sowie jenes zur Erzeugung von
√
P1 ist allerdings uneingeschränkt empfoh-
len. Im ersten Fall handelt es sich um discret2-5, im zweiten um quadroptRoot.
Beide Programme basieren auf der Class Library for Numbers (CLN) [157]. Es ist
zu beachten, dass Montvay’s Nomenklatur für die Polynome von der in dieser
Arbeit genutzten Form abweicht (näheres hierzu findet sich Anhang B.12). Die Ko-
effizienten der Polynome werden samt zusätzlicher Informationen als ASCII-Dateien
abgespeichert. Eine direkte Einbindung in das Update-Programm ist nicht möglich.
Zuerst müssen Sortierungsskripte die Koeffizienten auf die richtige Form bringen.
Diese und eine ausführliche Anleitung hierzu liegen dem Update-Programm bei.
Die aufbereiteten Dateien finden ihren Platz in dem Unterordner ./Data. Da der
Algorithmus zur Erzeugung der Polynome auf verschiedenen Intervallen eine un-
terschiedliche Approximationsgüte aufweist, wird eine Reskalierung empfohlen. Nä-
heres hierzu findet sich in Anhang B.13. Der Reskalierungs-Parameter wird in der
config.dat übergeben. Falls der Faktor ungleich 1 ist, wird nach dem Einlesen der
Polynome in der start.C durch die Funktion RescalePolynomial() eine Reskalie-
rung durchgeführt.
Um die Felder zur Simulation vorzubereiten, wird die Funktion
SetFields(Peak,Range);
aufgerufen. Es gibt die Möglichkeit, einen hot start, einen cold start oder einen
Start mit zufällig gewählten Variablen durchzuführen. Außerdem kann eine zuvor
durchgeführte Simulation weiter entwickelt werden. In diesem Fall wird die zuletzt
abgespeicherte Konfiguration wieder eingelesen. Das ist in Fällen wichtig, in denen
für einen Lauf mehr Statistik erzeugt werden soll, oder um den Simulationsprozess
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nach einem Absturz wieder aufnehmen zu können. Zusätzlich ist das Abspeichern
von Konfigurationen auf Rechnern mit limitierter Rechenzeit, der sogenannten wall
time von besonderer Bedeutung. In diesen Szenarien wird auch der seed für den
Zufallsgenerator abgespeichert, um den reibungslosen Fortlauf des Programms zu
garantieren. Der Neustart des Zufallsgenerators ist sinnvoll, wenn ausgehend von
einer Gleichgewichtskonfiguration neue Replika2 erzeugt werden sollen. Diese Mög-
lichkeit findet Verwendung, um den Prozess der Thermalisierung einzusparen.
Die Information darüber, welche Feldkonfiguration einzulesen ist, wird beim Ab-
speichern einer Konfiguration erzeugt und in der offset.dat hinterlegt. Soll nun
an eine alte Konfiguration angeknüpft werden, so ist in der SetFields(Peak,Range)
die Funktion
FieldRead(Init);
aufzurufen, die sich in der fieldIO.C befindet. Mit dem Wert Init wird festgelegt,
ob Daten einzulesen sind. Werden die Feldkonfigurationen in der config.dat mit 0
initialisiert, so findet kein Einlesen der Felder statt. Dies entspricht einem Neustart
der Simulation. Ist der Wert 1, so werden die Eichfelder der entsprechenden Datei
aus dem Ordner ./Data importiert. Die explizite Nummer der Konfiguration ist in
der offset.dat hinterlegt. Die Daten selbst sind als External Data Representation
(XDR) abgespeichert [158]. Der Vorteil dieses Formates liegt in seiner Maschinenu-
nabhängigkeit. Der prinzipielle Aufbau hat die in Listing 1 gezeigte Form.
Für den Fall, dass das Programm parallel ausgeführt wird, liest der Prozessor mit
Rank 0 das Gitter ein und verteilt es auf die einzelnen Prozessoren. In diesem Fall
ist zusätzlich das Halo nötig, dass im Anschluss eingelesen wird. Da es kaum einen
zusätzlichen Mehraufwand bedeutet, befinden sich alle systemrelevanten Parameter
am Ende der Datei. Beim Einlesen der Daten werden diese mit den Werten aus
der config.dat verglichen. Hierdurch wird vermieden, dass ein zwischenzeitliches
Ändern der Parameter zu fehlerhaften Ergebnissen führt. Es ist wichtig anzumerken,







handelt, da es aber nur zwei unabhängige Komponenten gibt, wird nur
2Ein Replika werden erzeugt, indem man eine frühe, aber meist thermalisierte Feldkonfigurati-
on einliest. Der Zufallsgenerator wird neu gestartet. Durch Replika kann die Statistik erhöht
werden oder das Auftreten eines Fehlers analysiert werden.
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for(grid_t = 0; grid_t < GRID_T; ++grid_t) for(tt = ST; tt < LATT+ST; ++tt)
for(grid_z = 0; grid_z < GRID_Z; ++grid_z) for(zz = SZ; zz < LATZ+SZ; ++zz)
for(grid_y = 0; grid_y < GRID_Y; ++grid_y) for(yy = SY; yy < LATY+SY; ++yy)





for(xx = SX; xx < LATX+SX; ++xx)
for(mu = 0; mu < 4; ++mu)
for(int ii(0); ii < 2; ++ii)
{
red += xdr_float(&xin, &tmp);




Listing 1: Auszug aus der Einleseroutine für das fundamentale Eichfeld der SU(2)
FundGauge[site][mu][0] = W
FundGauge[site][mu][1] = Z
abgespeichert. Für den Fall, dass im Update die volle Matrix benötigt wird, er-
folgt ihre Erzeugung an gegebener Stelle. Da Montvay’s Programm die Felder im
Binärformat abspeichert, ist eine direkte Verwendung dieser Konfigurationen nicht
möglich. Es existiert aber ein Konvertierungsalgorithmus, der aus der Einleserou-
tine des Montvay-Programms und der Abspeicherroutine des hier besprochenen
Programms besteht. In einem Zwischenschritt ist dafür gesorgt, dass die Feldindi-
zes umgeordnet werden. Der Konverter muss gegebenenfalls angepasst werden, da
das Montvay-Programm in verschiedenen Versionen unterschiedliche Strukturen
anlegt.
Das Abspeichern der Konfigurationen wird nach dem Trajektoriendurchlauf durch
FieldWrite(STOP, cf, evs);
realisiert. Der erste Übergabewert lautet CONTINUE oder STOP. Der erste Fall hat
ein abspeichern der Zwischenergebnisse zur Folge, im zweiten Fall werden die Da-
teien geschlossen und die offset.dat für eine spätere Wiederaufnahme der Simu-
lation geschrieben. Optional können hier die kleinsten Eigenwerte mit evs und die
Korrekturfaktoren des Reweightings cf übergeben werden (die Neugewichtung der
kleinsten Eigenwerte wurde in Kapitel 4.13 behandelt).
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→ Es ist nicht sinnvoll, nach jedem Sweep die Konfigurationen herauszuschreiben,
da dies bei großen Feldern zu unnötigem Speicherplatzbedarf und erhöhter Rechen-
zeit in der Analyse der Felder führt. Es wird empfohlen, in einer Probesimulation die
Autokorrelationszeit der zeitlichen Plaquette zu bestimmen und den Speicherzyklus
darauf anzupassen. Eine kleine Redundanz hat allerdings eine positive Auswirkung
auf die Signale der Korrelatoren, sodass mit einer etwas höheren Frequenz abgespei-
chert werden sollte, als es die Autokorrelationszeit vorschlägt.
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C.4.5. Randbedingungen und adjungiertes Eichfeld
Bei der Verarbeitung des Fundamentalfeldes werden periodische Randbedingungen
in alle Richtungen verwendet. In Abbildung C.6 ist die Verknüpfung der nächsten
Nachbarn der Kantenpunkte dargestellt. Ein wichtiger Hinweis bezieht sich auf die
Abbildung C.6.: Die Pfeile zeigen die nächsten Nachbarpunkte und damit die Rand-
bedingung für die Felder an den Kanten an. Im Fall des adjungierten Eichfeldes ist
in Zeitrichtung eine Multiplikation mit −1 aufgrund der Antiperiodizität notwendig.
adjungierten Eichfelder für die fermionische Wirkung. Sie werden nicht separat ab-
gespeichert, da es sich hierbei um keine unabhängigen Größen handelt. Sie lassen
sich aus dem Fundamentalfeld nach Formel (3.12) zu





berechnen. Die Formel stammt aus Kapitel 3.6. Im Falle einer SU(2)c finden die
Pauli-Matrizen Verwendung, im Fall der SU(3)c benötigt man Gell-Mann-Matrizen.
Um die Geschwindigkeit zu optimieren, können zur Ermittlung von V direkt die
einzelnen Elemente berechnet werden. Eine Matrixmultiplikation ist dadurch nicht
notwendig. Die Routine wird nach der Einleseroutine für die Fundamentalfelder
mit
AdjointLink();
aufgerufen. Die Funktion ist in der field.C definiert. Bei der Erzeugung dieser
Felder sind direkt die antiperiodischen Randbedingungen in zeitlicher Richtung
berücksichtigt. Die Felder werden hier mit -1 multipliziert.
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C.4.6. Das Update
Nachdem das Grid konstruiert, die Parallelkommunikation definiert und alle benö-
tigten Daten eingelesen wurden, findet in der main.C der Aufruf der Funktion
update();
statt. Hier werden zunächst warm up sweeps durchgeführt, sofern in der config.dat
angefordert. Während dieser Durchläufe findet die Erzeugung einer Gleichgewichts-
konfiguration statt. Es werden keine Messungen durchgeführt. Im Regelfall wird
aber nach jedem Durchlauf der Sexton-Weingarten-Trajektorie die Messroutine
Measure(true, MeasureStart);
aufgerufen. Bei der Messung während des Updates werden elementare Größen be-
rechnet, die Auskunft über die Güte der Simulation sowie die Qualität der gewählten
Parameter geben. Die Iterationen benötigen wenig Rechenzeit und helfen, die Simu-
lation zu steuern. Die Ergebnisse finden sich in ASCII-Form in einer .sequen-Datei
im Ordner ./Data.
• Dort wird der momentane sowie der durchschnittliche Wert der Plaquette in
zeitlicher und räumlicher Richtung bestimmt. Dies ist durch den Aufruf der
Funktion
MeasurePlaqPoly(Sumt, Sums, Sump)
in der measure.C realisiert.
• Außerdem wird die Akzeptanzrate der HMC-Trajektorie sowie der Rauschkor-
rektur determiniert.
• Darüber hinaus werden der absolute und der maximale Wert der Eichkraft
und der Fermionischen Kraft ermittelt.
• Es können noch weitere Observablen wie z.B. Wilson-loops hinzugeschaltet
werden. Hierzu wird die Routinen
MeasureWilson(WtLoop[LENSW][LENTW])
aufgerufen, die sich ebenfalls in der measure.C befindet.
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Die Anzahl der Durchläufe der Trajektorie wird ebenfalls in der config.dat festge-




Die übergebenen Größen haben die in Tabelle C.1 angegebenen Bedeutungen. Im
Tabelle C.1.: Bedeutung der Übergabewerte des Sexton-Weingarten Algorithmus
MeasureCycle Messungszyklus im Update
NumTraject Anzahl der Trajektorien zwischen einem Korrekturschritt
Tlength Länge der Trajektorie
NumDivG Divisor für die Anzahl der Gluonschritte
NumDivQ Divisor für die Anzahl der Gluinoschritte
AvDelta Durchschnittlicher Wert für ∆H
ExDelta Exponent der Energiedifferenz von ∆H
AccrTraj Akzeptanzrate der PHMC-Trajektorie
AverGf Durchschnittlicher Wert der Gluonkraft
MaxiGf Maximaler Wert der Gluonkraft
AverQf Durchschnittlicher Wert der Gluinokraft
MaxiQf Maximaler Wert der Gluinokraft
AccorNoisy Akzeptanzrate der Rauschkorrektur
Sexton-Weingarten-Algorithmus werden Eich- und Fermionfelder zuerst gesichert,
damit sie im Falle eines Verwerfens der Trajektorie in der Rauschkorrektur zurück-
geschrieben werden können.
Nun wird eine neue Trajektorie berechnen. Die Funktion
Pgstart();
erzeugt gaussverteilte Start-Impulse. Mit
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PseudoFermionStart();
werden die pseudofermionischen Felder ebenfalls gaussverteilt zu
W (φ) = e−φP1(Q˜
2)φ† (C.1)
gewählt. Die Skalarfelder werden als Scalar[kapNum][site][mm][rr] bezeichnet.
Sie haben eine Spin-Komponente [mm] sowie eine Farb-Komponente [rr]. Da es sich
um die Farbe in einer adjungierten Darstellung handelt, gehören hier drei Kompo-
nenten zur SU(2)c, während in Fällen einer SU(3)c acht Komponenten benötigt
werden.
Das Determinant-Breakup wird ebenfalls verwendet. Die Felder werden deshalb nach
[kapNum] sortiert. Sie sind an den Orten [site] lokalisiert. Da die Q˜2-Matrix wie in
Kapitel 4.15.1 beschrieben, even-odd präkonditioniert ist, wird nur die obere Hälfte
des Arrays benötigt. Die Summation geht also bis NHALF, da sich in diesem Teil des
Arrays die Werte zu den geraden Gitterpunkten befinden.
Jeder Multiplikation mit der Q˜-Matrix wird über eine Multiplikationsroutine aus-
geführt. So auch in diesem Fall. Die Multiplikation von Q†Q · φ erfolgt durch die
Funktion MultipPolyRecur(2,eta,theta,AdjGauge,kapNum). Auf die Multiplika-
tionsroutinen wird in Abschnitt C.4.7 gesondert eingegangen.
Auch zu Beginn einer neuen Trajektorie werden die Felder zwischengespeichert,
da die neuen Konfigurationen im Monte-Carlo Schritt ebenfalls verworfen werden
können. Als nächstes wechseln sich die Funktionen
PgStep(DeltaTg6,0.0,avergf,maxigf,averqf,maxiqf);
und UStep(DeltaTg4);
nach dem in Kapitel 4.14 eingeführten Schema ab. Siehe hierzu insbesondere Ab-
schnitt 4.14.4.
Der Algorithmus hat zusammengefasst die in Tabelle C.2 angegebene Struktur
Die Entwicklung der Trajektorie wird im Detail durch PgStep und UStep ausgeführt.
Sie entsprechen der in Kapitel 4.8 eingeführten Form der Bewegungsgleichungen
d
dτ
Pg = −DSg −DSf und d
dτ
Uxµ = −iPgUxµ .
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Tabelle C.2.: Überblick über den Sexton-Weingarten Algorithmus
Backup von FundGauge und AdjGauge
↓






Backup von FundGauge und AdjGauge
↓
Berechnung der Energie 1
↓
Integrationsschema mit PgStep; und UStep;
↓




→ Ende der Schleife
↓
Rauschkorrektur durch NoisyCorrection;
UStep ist demnach leicht zu berechnen, es bedarf lediglich einer Multiplikation des
Eichfeldes mit dem Impulsfeld. Die Berechnung von PgStep gestaltet sich deut-
lich aufwendiger. Der vom Sexton-Weingarten Algorithmus übergebene Parameter
DeltaTg bzw. DeltaTq entscheidet, ob ein Teilschritt in bosonischer oder fermioni-
scher Richtung berechnet wird. Im ersten Fall wird über die Funktion
GaugeForce(mu, site, gforce);
die Eichkraft berechnet. Falls der Parameter withImpGauge auf true gesetzt ist, so



















verwendet. Im zweiten Fall erfolgt ein Aufruf von
QuarkForce(mu, site, qforce);.
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Hierzu werden die in Kapitel 4.10 eingeführten Felder φ(k)1 und φ
(k)
2 mit der Rou-
tine AuxBoson() berechnet. Es handelt sich hierbei um die Felder aux1 und aux2.
Auch in diesem Teil ist das Determinant-Breakup berücksichtigt. Die Ableitung der
Q˜-Matrix wird nicht berechnet, sondern analytisch eingefügt. Die entsprechende
Darstellung findet sich in Kapitel 4.11. An dieser Stelle existiert ein weiterer Unter-
schied zwischen SU(2)c und SU(3)c Simulation. Im ersten Fall werden die Elemente
des Levi-Civita-Tensors verwendet im zweiten Fall benötigt man die Strukturkon-
stanten fabc. In der Funktion
TensorProd(Complex Aux1[NVXYZT][4][3],
Complex Aux2[NVXYZT][4][3], const int kapNum);
wird die Produktbildung durchgeführt. Näheres zum Tensorprodukt findet sich in
Kapitel 4.10. In der Gesamtübersicht findet sich der Algorithmus in Flussdiagramm
6.
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Flussdiagramm 6: Dieses Flussdiagramm bezieht sich direkt auf Flussdiagramm 5
aus Kapitel 4.16. Die Einträge in den Boxen wurden durch konkrete Funktionsnamen
ersetzt.
299
C. Erläuterungen zu den Algorithmen
C.4.7. Die Multiplikationsroutinen
Ein Großteil des numerischen Aufwandes muss für die Vektor-Matrix-Multiplikation
mit der fermionischen Matrix Q aufgewendet werden, da es sich hierbei um eine sehr
große Matrix handelt. Sie ist maßgeblich an der Gesamtgeschwindigkeit der Simula-
tion beteiligt. In ihr ist unter anderem die Farbe kodiert. Die Q-Matrix besitzt einen
3×3 Farbunterraum, da in adjungierter Darstellung drei Freiheitsgrade zur SU(2)c-
Theorie gehören. In einer SU(3)c Theorie hat die Matrix einen 8×8 Farbunterraum.
Dementsprechend wird ungefähr ein siebenfach erhöhter Rechenaufwand zur Simu-
lation, bei ansonsten gleichen Parametern, benötigt. Dieses Argument liefert den
Grund für die vorläufige Beschränkung auf Simulationen mit zwei Farbfreiheitsgra-
den.
Da die Q-Matrix eine große, dünnbesetzte Matrix mit gewissen Symmetrien ist,
wurden spezielle Routinen entwickelt, die eine Multiplikation mit ihr beschleunigen.
An erster Stelle ist die Funktion
Multiply(PREC_HERM,eta, eReq,etap, epReq, AdjGauge, kapNum);
aus der Datei multip.C zu nennen. In dieser Datei werden alle Multiplikationsrou-
tinen mit Q gesammelt. In ihr wird ein gegebener Vektor eta mit der adjungierten




hat. Hierbei wurden die in Kapitel 4.15 eingeführten Konventionen benutzt. Q˜ =
γ5Q ist hermitesch und
ˆ˜Q ist die even-odd präkonditionierte fermionische Matrix.
eReq und epReq entsprechen dem Halo der Vektoren eta und etap. Dies ist für einen
parallelen Programmablauf von Bedeutung. Als ersten Parameter können anstatt
PREC_HERM auch andere, in Tabelle C.3 zusammengefasste, Werte übergeben werden.
Es gibt zwei Orte im Update, an denen eine Multiplikation mit der präkonditionier-
ten hermiteschen Matrix stattfindet. In Flussdiagramm 5 aus Kapitel 4.16 ist zu
erkennen, dass
φ† = Q˜† [U ]2 · ξ
ist. Die Multiplikation mit der quadratischen Matrix wird in
MultipPolyRecur(2,eta,theta,AdjGauge, kapNum);
300
C.4. Der PHMC-Algorithmus im Detail
Tabelle C.3.: Übergabewerte für die Multiplikationsroutine
Übergabewert Multiplikation mit
HERMITE hermitescher Q˜-Matrix ηp = γ5Q · η
NON_HERM nicht-hermitescher Q-Matrix ηp = Q · η
HERM_SQR Quadrat der hermiteschen Q˜-Matrix ηp = (γ5Q)2 · η
PRECOND präkonditionierter Qˆ-Matrix ηp =
ˆ˜Q · η










durchgeführt. Der erste Koeffizient gibt den Index des verwendeten Polynoms an.






durchgeführt. Hier verwendet man das zweite Polynom, welches der Relation P2 =√
P1 genügt. Dadurch erhält man einen Vektor der Form ξ =
√
P1 · φ = P2 · φ.
Im Tensorprodukt wird die Funktion
MultipPrecHermOe(eta, eReq, AdjGauge, kapNum);
angewendet, um die Produktsumme zu bilden.
Im Rahmen der Analyse sind Matrix-Inversionen nötig. Das in Kapitel 4.15.3 erläu-
terte Verfahren der LU-Präkonditionierung wird ausgeführt. Hierzu gibt es ebenfalls
eine Multiplikationsroutine, die durch
MultipLorU(orth, Vou, kapNum, 1, 1);
aufzurufen ist. Durch den vorletzten Übergabewert, wird entschieden, ob eine Mul-
tiplikation mit der L-Matrix (0) oder der U -Matrix (1) stattfinden soll. Der letzte
Übergabewert kann +1 oder -1 sein. Im Fall von -1 wird mit den inversen Matrizen
L−1, bzw. U−1 multipliziert. Das Resultat Vou ist das Ergebnis aus dem Eingabe-
vektor orth multipliziert mit L oder U . Also ist Vou=orth*(L oder U).
Da die Qualität der Multiplikationsroutinen großen Einfluss auf die Iterationsge-
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schwindigkeit hat, gibt es an dieser Stelle Optimierungsmöglichkeiten. Moderne
Prozessoren besitzen erweiterte Befehlssätze. Diese versetzen sie in die Lage, spe-
zielle Operationen besonders schnell auszuführen. Namentlich gibt es z.B MMX,
SSE 1-4 von Intel, 3DNow! von AMD, Double-Hammer oder AltiVec von IBM. Der
Geschwindigkeitsvorteil liegt mitunter bei einer Größenordnung. Diese wird jedoch
für den Preis der Portabilität erzielt. Die Befehlssätze der einzelen Prozessoren sind
nicht kompatibel zueinander. Ein Wechsel der Rechnerarchitektur hat damit unter
Umständen eine Neukonzeption dieser Routinen zur Folge. Dennoch wurden im Rah-
men der QCD SSE 2 -Optimierungen implementiert, die im Falle der Berechnungen
auf handelsüblichen PC-Prozessoren verwendet werden können. Mit dem Befehls-
satz können die komplexen Zahlen der QCD-Fermion-Matrix besonders schnell mul-
tipliziert werden. Die adjungierte Matrix der SYM-Theorie beinhaltet jedoch reelle
Zahlen. Ein multiplikativer Geschwindigkeitsvorteil mit float-Datentypen kann mit




Um die Konsistenz und Integrität des Programms zu gewährleisten, wurden ver-
schiedene Testmethoden etabliert, die im Folgenden vorgestellt werden.
C.5.1. Berechnung der Eichkraft
Ein erster Test ist durch die Funktion
TestGaugeForce(1e-5);
realisiert. In ihr wird die Beziehung




überprüft. Dies ist mit der Entwicklung der Eichkraft in  gleichbedeutend. Der
Wert der Funktion wird ihr beim Aufruf übergeben. Die Eichkraft wird nach
U ′ =
[





entwickelt. Die Energie berechnet sich mit der Funktion
GaugeEnergy();.
Danach findet eine Verschiebung
Uµ (x)→ Uµ (x) + Tj2
statt. Die erneute Berechnung der Energie sollte gemäß Formel (C.2) in erster Nä-
herung äquivalent zur Eichkraft sein. Da somit die Kraft auf zwei unterschiedliche
Weisen berechnet wurde, ist dies ein gutes Indiz dafür, dass sowohl die Funktion
GaugeForce() als auch GaugeEnergy() korrekt rechnen. Hierdurch kann eine Feh-
lerquelle des Programms eliminiert werden.
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C.5.2. Berechnung der fermionischen Kraft
Eine äquivalente Strategie kann für die fermionische Kraft QuarkForce() mit der
Routine
TestQuarkForce(1e-5, true);
durchgeführt werden. Zur Berechnung der Kraft über die Ableitung wird in diesem
Fall die Funktion zur Berechnung der Gesamtenergie Energy() genutzt. Auch hier
wird  bei Funktionsaufruf übergeben. Der zweite Wert ist entscheidend, ob zufällige
Pseudofermion-Felder zur Anwendung kommen.
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C.5.3. Test der Multiplikationsroutinen
Um die korrekte Implementierung der Multiplikationsroutinen überprüfen zu kön-
nen, wurden hierzu ebenfalls Tests etabliert. Sie folgen dem Grundprinzip, Ergeb-
nisse auf verschiedene Arten zu erzielen und diese zu vergleichen. Falls vollständig
unabhängige Funktionen das gleiche Resultat liefern, ist die Wahrscheinlichkeit,
einen programmiertechnischen Fehler gemacht zu haben, äußerst gering. Schließlich
müssen zwei konzeptionell unterschiedliche Fehler im Resultat den gleichen Beitrag
liefern. Natürlich sind systematische Fehler, hierdurch nicht ausgeschlossen. Wird
nun zu Beginn einer Simulation die Funktion
TestMultipPoly();
aus der multtest.C aufgerufen, so erfolgt die Durchführung verschiedener polyno-
miale Tests. Die inverse Q˜2-Matrix, dargestellt durch die polynomiale Approximati-
on P1, soll z.B. mit einem zufälligen gausschen Vektor η multipliziert werden. Dies
geschieht durch die Multiplikationsroutine MultipPolyProd. Diese Funktion mul-
tipliziert das Polynom in Wurzeldarstellung mit η. Der gleiche Vektor kann aber
auch im rekursiven Schema durch MultipPolyRecur mit dem Polynom multipli-
ziert werden. Da in beiden Fällen das gleiche Resultat erzielt werden soll, müssen
die Differenzen bis auf Maschinenpräzision 0 ergeben. Der Test erfolgt mit einem
gausschem Vektor und einem Einheitsvektor durchgeführt.
Da in den Routinen jeweils die Funktion
Multiply(PREC_HERM_SQR, Out, OutReq, orth, wReq, AdjLink, kapNum);
aufgerufen wird, sind sie jedoch nicht vollständig unabhängig voneinander. Um einen
Fehler in der Multiply-Routine auszuschließen, ist in einem zweiten Test das Er-
gebnis von MultipPolyProd() mit dem einer MultipPolyProdSqrt() genannten
Funktion verglichen worden. Die zweite Funktion sollte das gleiche Ergebnis wie die
erste liefern, diesmal jedoch durch zweifache Hintereinanderschaltung der Funkti-
on Multiply(PREC_HERM, Out, OutReq, orth, wReq, AdjLink, kapNum) (siehe
hierzu auch Tabelle C.3). Ergeben beide Methoden bis auf Maschinenpräzision das
gleiche Resultat, kann ein Fehler in den beiden Multiply-Routinen ausgeschlossen
werden.
In diesem Rahmen können auch Einsichten über die Qualität der polynomialen
Approximation gewonnen werden. Man bildet dazu das Matrix-Vektor Produkt mit
der höheren Approximationsgenauigkeit P2 für die Q˜2-Matrix und zieht das Ergebnis
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von der P1-approximierten Matrix
MultipPolyRecur(1, ...) - MultipPolyRecur(2, ...)= Residuum
ab. Im zweiten Fall ist das Polynom P1 einer niedrigeren Ordnung verwendet worden.




C.5.4. Überprüfung von Funktionen durch Testfelder
Mit einer weiteren Klasse Tests können die Funktionen aus Tabelle C.4 überprüft
werden. Hierzu erzeugt man unphysikalische Fundamentalfelder, bei denen jeder









Gitterpunkt mit einem eindeutigen Wert z.B. derart
uu[0][0] = Complex(0.01*mu , 0.000001*st);
uu[1][0] = Complex(0.000001*st, 0.01*(mu+1)); .
kodiert ist. Dazu korrespondierend kann der Vektor η in der Form
eta[site][mm][cc]=Complex(0.0001*xg+0.001*yg+0.01*zg+0.1*mm+ cc);
gewählt werden. Da die Ergebnisse für einzelne Komponenten in diesen Fällen leicht
nachzuvollziehen sind, können die Routinen so auf Konsistenz überprüft werden.
Um die Funktion Tensorprod und AuxBoson zu überprüfen, wird ein determiniertes
Skalarfeld benötigt. Hier wurde die Form
st = (xg+1)*10000+(yg+1)*1000+(zg+1)*100+(tg+1);
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Scalar[kapNum][site][mm][cc] =
Complex(0.0001*st-0.1*mm , Kappa[kapNum]+0.1*cc);







Die Überprüfung der Reversibilität der Trajektorie erfolgt in einem weiteren Test.
Hierdurch kann eine korrekte Implementierung der SexWeinUpdate-Routine nach-
gewiesen werden. Wie in [105] gezeigt, führen Verletzungen der Reversibilität nicht
notwendigerweise zu niedrigen Akzeptanzraten im Monte-Carlo Schritt. Diese Ra-
ten sind bei großen Energiedifferenzen gering. Die Sexton-Weingarten Trajektorie
wirkt jedoch auch energieerhaltend, falls eine berechnete Trajektorie stark von ih-
rem wahren Wert abweicht und falsche Konfigurationen und Observablen erzeugt
werden.
Die Reversibilität kann nun explizit überprüft werden, indem von einer gegebenen
Konfiguration gestartet wird. Hierzu können z.B. Testfelder dienen. Nach einem
vollständigen Durchlauf der Trajektorie werden die Vorzeichen aller Impulsvariablen
geändert und danach eine neue Trajektorie berechnet. Die resultierende Konfigura-
tion sollte bis auf Maschinenpräzision identisch mit der Startkonfiguration sein. Der




(∣∣∣Ufµ (x)− U iµ (x)∣∣∣)
bestimmt werden. Mit Ufµ (x) ist hierbei die Endkonfiguration, mit U iµ (x) die An-
fangskonfiguration bezeichnet. Im Programm wird diese Funktion durch
ReverSexWein(TLengthCheck, NumDivg, NumDivq);
aufgerufen und benötigt neben der Monte-Carlo Schrittlänge TLengthCheck einen
Divisor für die Eichschritte NumDivg und einen Divisor für die fermionischen Schritte
NumDivq.
Der Reversibilitätstest kann helfen, Rundungsfehler zu vermeiden. Diese verstär-
ken sich exponentiell aufgrund der chaotischen Natur der klassischen Bewegungs-
gleichungen in einem Hybrid Monte-Carlo Algorithmus. Der Effekt spielt deshalb
auch bei sehr kurzen Schritten in der Monte-Carlo Zeit eine bedeutende Rolle. Der
Schwachpunkt dieses Tests ist, dass er nicht in der Lage ist, spiegelsymmetrische
Fehler aufzuspüren. Ein falsches Vorzeichen könnte durch diesen Test z.B. nicht
entdeckt werden.
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C.5.6. Cross-Check
Im Rahmen der Fehlertoleranz dürfen die Messergebnisse nicht mit dem verwendeten
Algorithmus korreliert sein. Deshalb empfiehlt sich ein Vergleich von Observablen,
die mit unterschiedlichen Simulationsalgorithmen berechnet wurden. Ein Beispiel
ist der Vergleich der zeitlichen Plaquette zwischen einer PHMC-Simulation und
einer TSMB-Simulation bei gleichen Simulationsparametern. Da im vorliegenden
Fall zudem zwei konzeptionell identische PHMC-Algorithmen aus unterschiedlichen
Quellen zur Verfügung standen, konnten sehr aussagekräftige Tests durchgeführt
werden. Hier fand ein direkter Vergleich des von István Montvay entwickelten
Programms mit meinem Programm statt.
Über einen qualitativen Vergleich von Erwartungswerten einiger Observablen hin-
ausgehend wurde ein sehr direkter Test implementiert. Die beiden Programme wur-
den mit identischen Startparametern ausgeführt. Da in beiden Programmen eine
unterschiedliche Nomenklatur für die Feldkonfigurationen anwendung finden, mus-
ste die Testfeldroutine neu implementiert werden. Es konnte gezeigt werden, dass bei
gleichen Startwerten für die Impulse, Skalarfelder und Eichfelder unter Abschaltung




C.5.7. Ergebnisse der Tests
Alle beschriebenen Tests wurden implementiert und erfolgreich durchgeführt. Es ist
sinnvoll, den Multiplikationstest zu Beginn einer jeden Simulation einmal durchzu-
führen, da hierduch auch Aufschlüsse über die Güte der polynomialen Approxima-
tion gewonnen werden können. Die Residuen sollten im Rahmen der Maschinenprä-
zision, also auf 32-Bit Maschinen in der Größenordnung 10−16 − 10−17 liegen.
Die Berechnung der Eichkraft ergibt Differenzen in der Größenordnung ∼ 10−5. Bei
der fermionischen Kraft ergeben sich je nach Schrittweite Differenzen der Größen-
ordnung ∼ 10−2. Die Absolutwerte der Energien liegen in der Größenordnung ∼ 103.
Die Differenzen entstehen durch die endlichen Schrittweiten TU und TP .
Es wurden mit Montvays SU(2) Programm als auch mit meinem SU(2) Programm
Updates mit Testfeldern unter Abschaltung des Zufallsgenerators durchgeführt. Es
konnte gezeigt werden, dass die erzeugten Feldkonfigurationen an beliebigen Orten
bis auf Rundungsfehler äquivalent sind.
Der Reversibilitätstest ergab eine Abweichung von ∼ 10−16 und war ebenfalls bis
auf Maschinenpräzision genau.
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C.6. Ergebnisse der Simulation
In Tabelle C.5 sind die Parameter, der von István Montvay durchgeführten Simu-
lation, eingetragen. Es wurde eine tree-level-Symanzik verbesserte Wirkung einge-
setzt. Die Eichkopplung β wurde zu 1,6 gewählt. Bei den mit s markierten Läufen
fand zusätzlich das STOUT-Smearing Verwendung. κ ist der Hoppingparameter. T
bestimmt die Schrittlänge der gesamten Trajektorie. Die Schrittlänge in Eichfeld-
richtung TU und in Impulsrichtung TP wird über den Divisor Ng für Gluonen und
Nq für die Fermionfelder festgelegt (siehe hierzu Kapitel 4.14). In Tabelle C.6 ist ei-
ne Übersicht über die verwendeten Polynome dargestellt. Das Determinant-Breakup
wurde zu nb = 2 gewählt.
Tabelle C.5.: Die PHMC Simulationen wurden mit den gegebenen Parametern von
István Montvay durchgeführt. β wurde zu 1,6 gewählt. Die weiteren Größen sind im
Text erläutert.
Run L3.T κ Nconf T ANC% APHMC% Ntraj Nq Ng
A 163.32 0.1800 2500 1.05 95.6 85.0 3 3 10
B 163.32 0.1900 2700 1.05 96.4 88.7 3 3-5 10
Ca 163.32 0.2000 1973 0.99 82.9 90.6 2-3 3-5 10
Cb 163.32 0.2000 8874 0.99 88.3 98.2 2-3 4-6 8-10
D 163.32 0.2020 6947 0.56 88.5 99.2 2-4 8 3-7
A¯ 243.48 0.1980 1480 0.9 89.6 87.7 2 6 8
B¯ 243.48 0.1990 1400 0.9 88.7 85.8 2 6 8
C¯ 243.48 0.2000 6465 1.0 88.6 89.1 2 6 8
As 243.48 0.1500 370 1.0 97.3 97.4 2 6 8
Bs 243.48 0.1550 1730 1.0 95.6 96.6 2 6 8
Cs 243.48 0.1570 2110 1.0 92.4 94.1 2 5 8
Ds 243.48 0.1575 2260 1.0 86.0 92.8 2 5 8
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Tabelle C.6.: Die Ordnung n1 bis n4, der im Update verwendeten Polynome. 
und λ entsprechen der unteren und oberen Schranke des Approximationsintervalls.
Die δi entsprechen den Abweichungen der Approximationen vom realen Wert. Die
Werte entstammen dem Test für die Polynome. Die Simulation wurde mit einem
Determinant-Breakup nb = 2 von István Montvay durchgeführt.
Run  λ n1 n2 n3 n4 δ1 δ2 δ3 δ4
A 4,25 · 10−3 3,4 50 80 100 140 1,2 · 10−04 3,4 · 10−08 7,2 · 10−07 3,4 · 10−09
B 9,5 · 10−4 3,8 80 130 300 360 1,9 · 10−04 7,5 · 10−08 2,1 · 10−08 5,8 · 10−10
Ca 5,0 · 10−5 4,0 180 270 700 820 2,8 · 10−04 4,2 · 10−07 6,3 · 10−07 6,3 · 10−08
Cb 5,0 · 10−5 4,0 200 300 700 820 2,2 · 10−04 3,2 · 10−07 6,1 · 10−07 6,1 · 10−08
D 1,0 · 10−6 4,0 800 1000 2700 3000 9,4 · 10−05 8,8 · 10−07 9,6 · 10−07 2,5 · 10−07
A¯ 1,0 · 10−4 4,0 200 270 600 700 1,3 · 10−04 6,6 · 10−07 2,6 · 10−07 2,1 · 10−08
B¯ 4,0 · 10−5 4,0 270 370 800 920 1,25 · 10−04 5,4 · 10−07 4,5 · 10−07 5,1 · 10−08
C¯ 2,0 · 10−5 4,0 350 500 1000 1150 1,1 · 10−04 2,8 · 10−07 5,95 · 10−07 7,6 · 10−08
As 5,5 · 10−5 2,2 200 270 600 700 1,3 · 10−04 6,6 · 10−07 2,6 · 10−07 2,1 · 10−08
Bs 5,5 · 10−5 2,2 200 270 600 700 1,3 · 10−04 6,6 · 10−07 2,6 · 10−07 2,1 · 10−08
Cs 5,5 · 10−6 2,2 400 550 1200 1350 1,3 · 10−04 5,2 · 10−07 9,2 · 10−07 1,6 · 10−07
Ds 1,1 · 10−6 2,2 600 800 2200 2500 1,2 · 10−04 6,5 · 10−07 8,6 · 10−07 1,8 · 10−07
Während des Updates wird auf jeder Konfiguration die Plaquette in Zeitrichtung
ermittelt. Sie ist ein guter erster Parameter um die Qualität der Simulation zu
kontrollieren. Ihre Werte für die einzelnen Runs wurden in Tabelle C.7 zusammen-
gefasst. Die Sommer-Skala sowie die Masse der adjungierten Pionen wurde nach der
Simulation von Kamel Demmouche analysiert. Als weitere Observable der Analy-
se wurden die Masse des 0++-Glueballs gemessen (siehe Tabelle C.8). Zudem sind
die Ergebnisse für a-η′ und a-f0 sowie g˜g1 und g˜gγ0 gemessen und in Tabelle C.9
zusammengefasst. Tabelle C.10 beinhaltet die Ergebnisse der Gluinobälle.
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Tabelle C.7.: Durchschnittlicher Messwert der zeitlichen Plaquette, sowie ihre Au-
tokorrelationszeit. λmin entspricht dem Erwartungswert für den kleinsten Eigen-
wert einer Konfiguration. τP und τmin sind die zugehörigen Autokorrelationszeiten.
Durch r0/a wird die Sommer-Skala sowie durch am die Masse des adjungierten Pi-
ons ermittelt. Für Konfigurationen mit STOUT-Smearing wurden die thick Links
verwendet.
Run 〈P 〉 τP 〈λmin〉 τmin r0/a ampi
Uthin
A 0,616060(54) 7,5 0,017699(17) 0,9 2,9(1) 1,3087(12)
B 0,623105(32) 3,1 0,0045948(10) 1,5 3,3(1) 1,0071(12)
Cb 0,635487(53) 31,9 1,342(41) · 10−04 58,4 4,242(87) 0,5008(13)
D 0,639976(89) 48,2 1,61(62) · 10−05 5,04(26) 0,221(12)
A¯ 0,632319(28) 6,1 3,631(20) · 10−04 0,8 3,885(63) 0,6415(13)
B¯ 0,633827(23) 4,3 1,990(17) · 10−04 1,0 4,16(12) 0,6257(93)
C¯ 0,635610(33) 15,0 8,883(71) · 10−05 1,1 4,33(19) 0,4947(13)
Uthick D(Uthick)
As 0,881373(44) 3,5 6,810(37) · 10−03 1,0 0,9469(38)
Bs 0,887983(27) 8,0 7,252(43) · 10−04 1,1 4,324(39) 0,5799(16)
Cs 0,891546(31) 11,5 4,756(93) · 10−05 2,1 5,165(88) 0,3264(23)
Ds 0,892600(31) 14,1 9,95(29) · 10−06 2,5 5,561(99) 0,2015(93)
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Tabelle C.8.: Werte für die Masse des skalaren Glueballs 0++ im Grundzustand.
Im ersten Fall wurde zur Ermittlung die Variationsmethode eingesetzt (VM) (siehe
Kapitel 6.3.3), im zweiten Fall wurde die einfache Methode angewendet. [t1,t2] ist
das Intervall, das zur Bestimmung herangezogen wurde. Die Ergebnisse stammen
von Kamel Demmouche.
Run N0++conf am0++(V-M) [t1,t2] am0++(diag) [t1,t2]
A 300-2499 1,291(13) 1-3 1,21(17) 1-3
B 100-2699 1,156(51) 1-3 1,14(10) 1-3
Ca 400-1972 0,927(40) 1-3 0,952(84) 1-3
Cb 1800-10669 0,945(20) 1-4 0,961(80) 1-3
D 1700-6859 0,819(19) 1-2 0,84(12) 1-4
Tabelle C.9.: Übersicht über die Ergebnisse für a-η′ und a-f0 sowie g˜g1 und g˜gγ0
nach einer Analyse von Kamel Demmouche.




A 550 20 1,3115(67) 2,229(80) 2200 1,862(21) 1,883(22)
B 600 16 1,0396(72) 1,27(18) 2600 1,546(14) 1,574(33)
Ca 394 16 0,542(23) 0,93(11) 1573 0,984(12) 1,049(25)
Cb 1100 16 0,5426(75) 0,931(60) 4435 0,985(16) 1,023(30)
D 646 22 0,361(60) 0,87(10) 5160 0,7532(96) 0,824(31)
A¯ 345 16 0,675(18) 1,15(12) 1380 1,1433(73) 1,187(15)
B¯ 300 16 0,6215(86) 1,314(32) 1200 1,1053(19) 1,117(15)
C¯ 585 16 0,536(24) 0,863(81) 1561 0.9907(65) 1,074(13)
As 200 16 1,0114(82) 1,07(16) 270 1,300(13) 1,329(26)
Bs 200 16 0,614(23) 0,964(70) 1530 0,9545(47) 0,989(14)
Cs 400 16 0,416(29) 0,467(93) 1811 0,7151(87) 0,742(20)
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