The multiscale coarse-graining ͑MS-CG͒ method ͓S. Izvekov and G. A. Voth, J. Phys. Chem. B 109, 2469 ͑2005͒; J. Chem. Phys. 123, 134105 ͑2005͔͒ employs a variational principle to determine an interaction potential for a CG model from simulations of an atomically detailed model of the same system. The companion paper proved that, if no restrictions regarding the form of the CG interaction potential are introduced and if the equilibrium distribution of the atomistic model has been adequately sampled, then the MS-CG variational principle determines the exact many-body potential of mean force ͑PMF͒ governing the equilibrium distribution of CG sites generated by the atomistic model. In practice, though, CG force fields are not completely flexible, but only include particular types of interactions between CG sites, e.g., nonbonded forces between pairs of sites. If the CG force field depends linearly on the force field parameters, then the vector valued functions that relate the CG forces to these parameters determine a set of basis vectors that span a vector subspace of CG force fields. The companion paper introduced a distance metric for the vector space of CG force fields and proved that the MS-CG variational principle determines the CG force force field that is within that vector subspace and that is closest to the force field determined by the many-body PMF. The present paper applies the MS-CG variational principle for parametrizing molecular CG force fields and derives a linear least squares problem for the parameter set determining the optimal approximation to this many-body PMF. Linear systems of equations for these CG force field parameters are derived and analyzed in terms of equilibrium structural correlation functions. Numerical calculations for a one-site CG model of methanol and a molecular CG model of the EMIM + / NO 3 − ionic liquid are provided to illustrate the method.
I. INTRODUCTION
Classical atomistic molecular dynamics ͑MD͒ simulations 1,2 have provided great insight into the equilibrium fluctuations of biomolecular systems, such as proteins 3, 4 and lipid bilayers. 5, 6 Unfortunately, though, the properties that make atomically detailed MD simulations such a powerful tool for investigating the equilibrium properties and local fluctuations of biomolecular systems also limit their application for studying slowly evolving complex processes involving large scale fluctuations that are critical in important biological processes such as self-assembly of the HIV-1 viral capsid 7 or signal transduction in immune response. 8, 9 These cellular processes evolve on timescales of microseconds or longer and cannot be thoroughly investigated with atomically detailed MD simulations that must be propagated with a timestep that is sufficiently small to accurately resolve the highest frequency vibrations between atoms in the condensed phase. These limitations in atomistic MD have motivated tremendous interest in the development of coarse-grained ͑CG͒ models for investigating complex molecular processes. [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] CG models provide a reduced low-resolution description of a given system in which molecules are described by sites representing groups of atoms. Consequently, CG models are expected to be highly computationally efficient, both because many fewer degrees of freedom are involved in simulating a CG model and also because high frequency intramolecular vibrations have been subsumed into the CG sites and incorporated into averaged effective interactions between sites. Moreover, these low-resolution models are particularly attractive for studying slowly evolving biomolecular processes in which large scale structural changes and not atomic interactions are of principal interest. In such cases, explicit atomistic detail may actually obscure the interesting or important features of a given process. As indicated in the early work of Levitt and Warshel, 17 the promise of CG models is that the essential physical forces driving protein folding may be well described by effective interactions between relatively few low-resolution CG sites. In this case, CG models provide not only an efficient computational tool but also a simplified representation and understanding of complex molecular phenomena.
Nevertheless, it is clear that the effective interactions between CG sites are implicitly determined by atomic interactions. It is therefore a key underlying assumption in the development and simulation of many CG models that the results of the CG model are consistent with the results that would be obtained using an atomically detailed model. Consequently, a great deal of research has focused on determining the effective interactions between CG sites. [10] [11] [12] [13] 16, Recently, Izvekov and Voth have introduced the multiscale coarse-graining ͑MS-CG͒ method 37, 36 that employs a variational procedure for deducing effective CG interactions directly from force information obtained from atomically detailed simulations. Applications of the MS-CG method have included the development of accurate CG models for a number of complex systems, including pure and mixed lipid bilayers, 36, 44 simple fluids [37] [38] [39] and ionic liquids, 40 mixed resolution models of transmembrane proteins, 41 small peptides, 42 monosaccharides, 45 and even carbon nanoparticles. 43 The companion paper, 46 hereafter referred to as Paper I ͑see also Refs. 47-49͒, provided a formal statistical mechanical framework for the MS-CG method, formulating a precise definition and identifying sufficient conditions for consistency between a CG model and a particular atomically detailed model. In the context of this theory, a CG model is consistent in configuration space with a given atomistic model of the same system if both ͑1͒ every configuration of the atomically detailed model can be mapped onto a configuration of the CG model, and ͑2͒ the equilibrium coordinate distribution of the CG sites for the CG model is equal to the equilibrium coordinate distribution of the CG sites determined by the atomistic equilibrium coordinate distribution and the map from the atomistic configuration space onto the CG configuration space. The sufficient conditions for consistency impose some mild restrictions on the definition of the CG model and identify a formal prescription ͑i.e., the MS-CG variational principle͒ for calculating the "potential energy function" for a consistent CG model from the properties of the atomistic system. Paper I also showed that this potential energy function is, in fact, the many-body potential of mean force ͑PMF͒ governing the equilibrium distribution of sites in the atomistic model. This many-body PMF is the free energy surface upon which the probability distribution for the CG sites is defined.
The framework developed in Paper I considered a CG force field as a set of vector valued functions of the CG configuration with each element of this set specifying a force on a CG site. The space of all possible CG force fields defines a vector space of CG force fields. The CG force field determined by the many-body PMF and all possible approximations to this CG force field are vectors in this space. In principle, a complete set of basis vectors spanning the space of all possible CG force fields may be constructed. A particular set of coefficients for these basis vectors identifies a particular CG force field. These coefficients then play the role of parameters for the CG force field and each vector in the basis set specifies how the force on each CG site depends on the associated coefficient ͑parameter͒ as a function of the CG configuration.
Paper I also proved that if both ͑1͒ the MS-CG variational calculation is performed using this imagined complete set of force field basis vectors and ͑2͒ the sampled trajectory provides an accurate approximation to a canonical ensemble average, then the MS-CG variational calculation will determine the CG force field that is derived as gradients of the many-body PMF. Performing this variational calculation with a complete set of force field basis vectors is equivalent to parametrizing a completely flexible many-body CG force field.
In practice, though, this exact many-body CG interaction potential cannot be either calculated or used in simulations. Instead, CG force fields that are implemented in computer simulations often assume additive intramolecular and intermolecular interactions, each involving two, three, or four sites ͑see, e.g., Ref. 16 for a CG model with a more complex interaction potential͒. The forces resulting from these interactions may be represented by a finite set of basis vectors that span a vector subspace of trial CG force fields. As a consequence of the assumed form for the CG interaction potential, the force field derived from the exact PMF will, in general, not be an element of this subspace because the many-body PMF cannot always be adequately represented by sums of few-body terms. The companion paper defined a distance metric for the space of CG force fields and demonstrated that ͑in the limit of adequate sampling͒ the MS-CG variational calculation determines the CG force field within a given vector subspace of trial force fields that is closest to the force field derived from the exact many-body PMF. In this sense, the MS-CG variational principle determines an "optimal approximation" of a particular form that is specified by the interactions included in the CG force field to the exact many-body PMF.
The present manuscript further develops this theory by considering the application of the MS-CG variational principle for determining CG force fields of complex molecular systems. Section II A represents the CG force field as a linear combination of force field basis vectors with coefficients that serve as force field parameters. Section II B derives and analyzes the linear least squares problem for these parameters. Section III provides numerical illustrations of this methodology. Calculations for a one-site model of methanol highlight the robustness of the MS-CG variational method by considering various basis sets, approximations, and numerical solvers. Calculations for a multisite model of the EMIM + / NO 3 − ionic liquid demonstrate the power and flexibility of the method in determining both bonded and nonbonded interactions for a more complex molecular system. The methodology described in Sec. II and the numerical illustrations presented in Sec. III are discussed in Sec. IV. Concluding remarks and directions for future work are then provided in Sec. V.
II. COMPUTATION OF THE CG POTENTIAL
Paper I presents the basic theory of a CG model that is consistent with an atomistic model. Paper I also shows how to construct a CG model that is consistent with a specific atomistic model and how to employ the MS-CG variational principle to determine the many-body PMF for the CG model. As in Paper I, we consider CG models in which there are no rigid intramolecular constraints. We also assume that the CG model under consideration is to be constructed in a way that satisfies the restrictions stated in Paper I. Paper I discussed a variety of choices that are possible in constructing the CG model. Here, we restrict attention to a specific subset of those choices that we believe may be particularly useful. In particular, we assume that no atom is involved in the definition of more than one CG site. The d Ii coefficients ͑see Paper I for more details͒ are then chosen so that the atomistic force F I on site I is simply the unweighted sum of the atomistic forces acting on the atoms involved in the definition of that site. We note in passing that if the CG site masses are appropriately chosen, the equilibrium momenta distribution of the CG model will be equal to the distribution implied by the atomistic model and the relevant CG mapping. ͑See Paper I for more details about this and other considerations in constructing a consistent CG model.͒ As a final preliminary remark, we note that while in Paper I the symbols U and F were reserved for the exact many-body PMF and the force field derived from its gradients, in the present work these symbols are used to represent the MS-CG potential and the associated MS-CG force field, which are approximations to the exact PMF and CG force field that are obtained using the MS-CG variational principle.
A. Basis functions to represent the coarse-grained potential
To implement the variational calculation discussed in Paper I, it is necessary to construct basis functions for use in constructing approximations to the CG potential. The negative of gradients of those basis functions with regard to the CG site positions then are basis functions for the CG force field.
To construct these basis functions, we regard the CG potential as a sum of various types of contributions each of which is analogous to one of the types of contributions used to describe intramolecular and intermolecular interactions in an atomistic model. The CG potential is regarded as a sum of electrostatic interactions between pairs of charged sites, nonbonded and bonded interactions between pairs of sites, bond angle bending energies, and internal rotation energies. Then, for each type of contribution ͑with the exception of the electrostatic interactions͒, we construct flexible basis functions that can represent the functional form appropriate for that type of contribution. In effect, we use physical intuition to decide on what contributions to include and how to represent them, but the net result is a set of basis functions for the variational calculation. Using this procedure generates CG potentials that are of a form such that existing computer programs for atomistic models can straightforwardly be modified to perform simulations of the CG model. In this subsection, we discuss how this can be done for certain types of contributions to the CG potential.
The first step is to classify the CG sites on the various molecules according to their chemical nature and to determine which sites are to be regarded as directly bonded. Then a charge should be assigned to each site. Previous applications of the method have demonstrated that, for certain systems, 36, 41, 42, 44 the effects of long-ranged electrostatic interactions between atoms may be reproduced with shortranged nonbonded interactions between CG sites. In such cases, each site can be assumed to have a zero charge. An alternative is to assign each CG site a charge equal to the net charge of the atoms involved in the definition of the site. In any case, it is important, of course, that the total net charge assigned to the sum of all the sites is zero. The Coulomb contribution to the CG potential is
where R I denotes the position of CG site I and Q I is the charge assigned to site I and the summation is over distinct pairs of sites. The various types of non-Coulombic interactions that are easily included in the CG potential U͑R N ͒ are the following: ͑1͒ a bond vibration interaction for two bonded sites on the same molecule, ͑2͒ an angle bending interaction for two bonds formed by the same site to two other sites, ͑3͒ an internal rotation interaction for a dihedral angle defined by the positions of four sequentially bonded sites, and ͑4͒ a pairwise nonbonded interaction for two sites on different molecules as well as for sites on the same molecule that are separated by more than three bonds. For simplicity, we assume that a bond vibration interaction potential can be regarded a function of the scalar distance between the two bonded sites. We assume that an angle bending interaction potential can be regarded as a function of only the bond angle. We further assume that an internal rotation interaction can be regarded as a function of only the dihedral angle. We also assume that a nonbonded interaction potential can be regarded as a function of only the scalar distance between the two sites. In each case, the functional form of the interaction depends on the chemical nature of the sites. In all cases, the interaction is expressed as a function of a scalar variable ͑a distance or an angle͒, but the value of that variable is determined by the positions of two, three, or four sites, depending on the type of interaction.
With these assumptions, the CG potential can be written as
Here, denotes one of the four types of non-Coulombic contribution listed above ͑e.g., a bond vibration energy͒, i denotes one of the functional forms for an interaction of type ͑e.g., the function appropriate for vibration of a bond of a specific type on a specific type of molecule͒, ␥ denotes a specific set of sites that has an interaction of type described by the functional form i ͑e.g., a specific pair of such bonded sites on a specific molecule͒, x denotes the scalar variable for that interaction ͑e.g., the distance between the two bonded sites͒, and ͕R͖ ␥ denotes the positions of the set of sites ␥ ͑e.g., the positions of the two specific sites associated with ␥͒. The sum is over all types of contributions , all functional forms i that describe the type of interaction, and over all sets of sites ␥ for which that functional form applies. The function U i ͑x͒ describes the dependence of the contribution on the relevant scalar variable ͑e.g., the bond stretching energy as a function of bond distance͒. The function x ͕͑R͖ ␥ ͒ gives the scalar variable as a function of the relevant site positions. The corresponding CG forces are
where
For each U i , we construct a set of basis functions u id ͑x͒ that are functions of only the scalar variable appropriate for the interaction and represent the function as a linear combination of basis functions as follows:
We define
Then we have
explicitly demonstrates that the CG force field depends linearly on the coefficients that are to be variationally determined. To simplify the following discussion, it is convenient to replace the summation in Eq. ͑8͒ that runs over each interaction type , each functional form i describing the interaction type , and each coefficient d employed in representing the associated potential function U i , with a single summation over all N D coefficients in the CG force field. The force on CG site I in configuration R N may then be re-expressed as
where each value of the index D corresponds to one of the possible combinations of the three indices id in Eq. ͑8͒. See Appendix A for a brief discussion of the basis functions, f id , used in the present work. The particular set of basis functions employed for representing a given set of interactions may play an important role in the success of the method and is the subject of present research. See Appendix B for a discussion of the vector valued functions G I;D ͑R N ͒. More complicated contributions, such as three-body nonbonded interactions and bonded interactions that include interactions between bond stretches and bond angle variations, can also be constructed but have not been used to date.
B. Linear equations for the MS-CG force field
For each D in Eq. ͑10͒, the set of
N ͖͒ is a member of an abstract vector space of CG force fields defined in Paper I. Each of the N elements of a generic member of that space is a function that specifies a force on one of the N CG sites. The set of N D abstract vectors ͕G 1 , ... ,G N D ͖, whose functions appear in Eq. ͑10͒, forms a basis for a subspace of the abstract vector space of CG force fields. A set of N D coefficients ͕ 1 , ... , N D ͖ then specifies a non-Coulombic contribution, which is in this subspace, to the CG force field F that is defined by Eq. ͑10͒. This set of N D basis vectors does not span the complete space of all possible CG force fields. Consequently, given this set of basis vectors, the CG force field derived from the many-body PMF is, in general, not equal to the sum of Coulombic and non-Coulombic contributions expressed in Eq. ͑10͒.
As discussed in Paper I, the MS-CG variational principle can be used to determine the CG force field that is in the subspace just mentioned and that is the unique optimal approximation, within that subspace, for the force field derived from the exact many-body PMF. In the present work, the CG force field is defined by Eq. ͑10͒ and the MS-CG variational principle is employed to determine the optimal approximation of this form to the many-body PMF. The parameters
determine this optimal approximate CG force field, which we shall refer to as the MS-CG force field. In Eq. ͑11͒, f I ͑r t n ͒ is the total force on the atoms involved in the definition of CG site I in configuration r t n and the angular brackets denote an average over the configurations sampled by an atomically detailed MD simulation. As defined in Eq. ͑13͒, the quantity f I ͑r t n ͒ is the difference between the total force on the atoms involved in the definition of site I and the electrostatic forces on CG site I in the CG representation of the same configuration. ͑Note that one may also choose to include all interactions, including Coulombic, in the total forces, resulting in only the variationally determined CG interactions remaining in the final MS-CG potential.͒ Equation ͑12͒ replaces the time average in Eq. ͑11͒ with an explicit sum over the n t sampled configurations r t n and also expresses the MS-CG force as an explicit function of the CG force field coefficients ͕ D ͖ according to Eq. ͑10͒. According to Eq. ͑11͒, the MS-CG force field also provides the best fit, in a least squares sense, among all CG force fields of this form, to the chosen instantaneous atomistic forces on the CG sites when averaged over sites and sampled configurations. 36, 37, 50, 51 Equation ͑12͒ demonstrates that the MS-CG force field is determined by a linear least squares problem [52] [53] [54] for the force field parameters, ͕ D ͖. There exist many numerical methods for solving linear least squares problems of this type. [52] [53] [54] [55] [56] In principle, all methods lead to the same solution. However, in practice, the numerical accuracy and computational expense of various numerical methods may differ. Further consideration of numerical methods for minimizing the MS-CG residual is facilitated by re-expressing Eq. ͑12͒ in explicit matrix notation. In the following, f គ denotes a column vector of 3n t N elements, where each element is a Cartesian component of a vector describing a force on a particular CG site, I, in a particular sampled atomistic configuration, 
where T denotes the vector/matrix transpose. MS 2 ͑͒ is a quadratic function of the coefficients in គ that is bounded from below by zero. If the set of N D vectors ͕G គ D ͖ is linearly independent, then the matrix G = is full rank and the minimum of this quadratic form is unique. The following analysis will assume that this is the case. However, it is demonstrated in Sec. III that the MS-CG variational principle may also be employed when G = is not full rank. Appendix C further discusses this possibility.
The quadratic function expressed in Eq. ͑14͒ may be minimized by various numerical methods that treat the matrix of 3n t N row and N D columns, G = . 52, 53 In particular, the matrix G = may be numerically analyzed using techniques such as QR decomposition or singular value decomposition ͑SVD͒.
52,53 The resulting matrix decomposition may then be employed to determine the parameter set ͕ D ͖ that provides the true minimum of Eq. ͑11͒. Alternatively, iterative techniques involving G = may be employed to minimize the residual. [52] [53] [54] [55] [56] However, in previous applications of the MS-CG method, the matrix G = has been too large to efficiently treat with available computer memory and the CG force field parameters ͕ D ͖ have been determined by minimizing MS 2 using a block-averaging ͑BA͒ approximation. 36, 37 To make such an approximation, the n t configurations are partitioned into disjoint sets ͑blocks͒. A residual of the form given in Eq. ͑12͒ is calculated and minimized separately for each block to determine the parameters ͕ D ͖ associated with each block of data. For each D, the average of D over all blocks is calculated, and the results give a set of ͕ D ͖ coefficients that approximately minimize the total 2 in Eq. ͑12͒. Further discussion of the BA approximation is provided in Appendix D.
The MS-CG residual may also be expressed in terms of the normal ͑i.e., symmetric͒ matrix G = of N D rows and N D columns as follows:
The elements of b គ and G = are given by
There exist various numerical techniques for minimizing the MS-CG residual that address the normal matrix G = . The MS-CG force field parameters may be determined by numerically minimizing the positive definite quadratic function in Eq. ͑15͒ using standard iterative methods such as steepest descent or conjugate gradient methods that involve iterative multiplication with the normal matrix G = . [53] [54] [55] [56] Alternatively, the MS-CG force field may be determined by directly solving the normal system of N D equations for N D unknowns 48, 53 obtained from finding the stationary
This system of equations may be directly solved using standard methods such as Gaussian elimination or LU decomposition. 52 For sufficient sampling ͑i.e., sufficiently large n t ͒, numerical methods that address the normal matrix, G = , of N D rows and N D columns require much less memory than methods that treat the matrix, G = , of 3n t N rows and N D columns in Eq. ͑14͒. However, the condition number for the normal matrix is the square of the condition number for the nonsquare matrix G = . 52, 53 Consequently, numerical methods that address the normal matrix G = may be less accurate than those that involve the matrix G = . This issue may be partially alleviated by appropriate preconditioning of G = .
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III. RESULTS
The previous section demonstrated that the MS-CG method determines an optimal approximation to the manybody PMF by numerically solving a linear least squares problem for the CG force field parameters. The present section illustrates this method for two liquid systems: methanol and the 1-ethyl-3-methylimidazolium nitrate ͑EMIM + / NO 3 − ͒ ionic liquid. By considering a one-site CG model for methanol, various basis sets for the nonbonded force field and different methods for solving the MS-CG equations may be directly compared. Calculations for the EMIM + / NO 3 − ionic liquid system demonstrate the application of the MS-CG method for determining a molecular CG force field. The reader is referred to Refs. 36-45 for additional applications of earlier versions of the MS-CG methodology.
A. MS-CG methanol model
An all-atom model of 1000 methanol molecules was simulated for 1.0 ns with an integration timestep of 1.0 fs using the DLគPOLY software package. 57 Interactions between atoms were modeled using parameters from the OPLS-AA force field 58 and did not include rigid constraints. The simulation was performed in the constant NVT ensemble in a cubic box of V = ͑40.9 Å͒ 3 under periodic boundary conditions 1,2 with the temperature T = 300 K maintained by the Nose-Hoover thermostat. 59, 60 Long-ranged electrostatic interactions were calculated using the Ewald method 61 and both the real-space contribution to the Ewald sum and the short-ranged nonbonded interactions were truncated at 12.2 Å. The coordinates, velocities, and forces for each atom were recorded every 1.0 ps during the course of the trajectory to obtain n t = 1000 configurations.
A single CG site was assigned for each methanol molecule and the ͕c Ii ͖ coefficients were defined so that the coordinates of each CG site correspond to the center of mass for the associated methanol molecule. The CG mapping operator defined in Eq. ͑9͒ of Paper I was applied to each configuration sampled from the atomistic trajectory to generate n t CG configurations. The radial distribution function ͑RDF͒ for the CG sites was calculated from the mapped configurations and is presented as the dashed curve in Fig. 1 . The mass for each site was defined as the total mass of the methanol molecule and the momentum of each site was computed by mapping the atomistic momenta according to Eq. ͑10͒ in Paper I. 46 The distribution of momenta for the sites was calculated and is presented as the dashed curve in Fig. 2 . The present mapping is appropriate for developing a CG model that will be consistent in phase space with the given atomistic model according to the theory presented in Paper I.
For the one-site methanol model, the parameter Q I =0 for each CG site I because each methanol molecule has zero net charge. The MS-CG interaction potential was therefore defined by a sum of short-ranged nonbonded central pair potentials, U i = U S , between identical CG sites. The pair forces between CG sites were represented with either discrete delta, linear spline, or cubic spline basis functions that are defined in Appendix A. For each basis set, the pair force was represented using a uniform grid with grid points separated by 0.0529 Å and the pair force was assumed to vanish for intersite distances greater than 12.0 Å. The set of basis functions, ͕f Sd ͑R͖͒, representing these pair forces, then determined the set of force field basis vectors, ͕G D ͖, for a vector subspace of trial CG force fields.
For each set of basis functions described in Appendix A, the MS-CG force field was determined by minimizing the residual using a biconjugate gradient algorithm 55, 56 employing iterative vector-matrix multiplication with the matrix G = .
Even for the present simple system of N = 1000 molecules and using sparse matrix techniques, the 3n t N by N D matrix requires significant computational memory and iterative minimization with G = could not be efficiently performed using all n t = 1000 sampled configurations. Consequently, the BA solution was obtained by partitioning the set of n t configurations into n B = 100 disjoint sets ͑blocks͒ of n t B = 10 configurations each, such that each block corresponded to ten configurations sampled consecutively during the trajectory. The biconjugate gradient algorithm 55, 56 was employed with the matrix G = B determined by the configurations in block B to iteratively minimize the MS-CG residual function for each block independently and the resulting 100 CG force functions were averaged. Further discussion of the BA approximation is provided in Appendix C, where it is demonstrated that the error in the BA approximation may be systematically reduced by shuffling configurations between blocks.
Additionally, the MS-CG residual was iteratively minimized using the same biconjugate gradient algorithm 55, 56 with the normal matrix G = determined by each set of basis 
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functions. ͑In this application, the biconjugate gradient algorithm is equivalent to a conjugate gradient algorithm.͒ For each calculation with the normal matrix, G = was right-preconditioned 54, 56 so that the Euclidean norm of each column in the processed matrix was rescaled to unity. Table I presents estimates of the condition number for the normal matrix both before and after preprocessing. Preconditioning has a dramatic effect on the condition number ͑and thus the convergence and accuracy of the solution͒ for the normal equations. In each case, the condition number was estimated by explicitly determining all of the singular values or eigenvalues for the relevant matrix using the SVD algorithm implemented in the LAPACK library 62 and calculating the appropriate ratio. Table I also presents the magnitude of the MS-CG residual function evaluated for the CG force fields calculated using either the G = or the G = matrix to iteratively minimize the residual function for each basis set. The CG force field calculated by iteratively minimizing the MS-CG residual function using the biconjugate gradient algorithm with the normal matrix determined by the linear spline representation yielded the smallest value for the residual function. The associated CG pair force is presented as the solid curve in the inset of Fig. 3 . It is clear that, upon preconditioning, the normal matrix becomes sufficiently well conditioned to obtain an accurate solution. The differences between the three CG pair forces obtained by iteratively minimizing the MS-CG residual function with the normal matrix in each basis set are presented as the thin curves in the background of Fig. 3 . The differences between the CG pair force calculated by treating the normal matrix in the linear spline basis and the CG pair forces calculated by treating G = in each basis are presented as the thick curves in the background of Fig. 3 . All of the calculated pair forces are very similar for intersite separations greater than 3 Å.
Two other independent calculations of the CG pair forces were performed. The CG pair force was calculated using LU decomposition to directly solve the normal system of equations in the discrete delta function basis. Additionally, the CG pair force was calculated by employing the BA approximation to minimize the MS-CG residual function via TABLE I. Parameters describing calculations using various methods for minimizing the MS-CG residual function to obtain the methanol CG pair force. The total number of parameters, N D , the magnitude of the MS-CG residual, MS 2 , and the condition number ͑both before and after preconditioning͒ obtained from iteratively minimizing the residual using either the normal matrix ͑normal͒ or the nonsymmetric matrix with the block-averaging ͑BA͒ approximation are presented for each basis set. The BA result for the cubic spline has been presented for both 980 ͑b͒ and 1000 ͑c͒ configurations. Poor sampling of the core region in the 99th block introduced statistical error into the BA calculation for the cubic spline basis set resulting in an abnormally high magnitude residual. Every other variational calculation described in the table employed the same 1000 configurations sampled from atomistic MD simulations of the methanol as discussed in the text. In each calculation employing the BA approximation, these 1000 configurations were partitioned into 100 disjoint sets of 10 configurations each, the MS-CG variational calculation was performed with the configurations in the block, and the resulting 100 calculated force curves were averaged. Table I . The main figure presents the difference between this calculated force and force calculated in various other ways. "Normal" refers to the use of the normal G = matrix and a conjugate gradient algorithm, whereas "block-averaged" refers to the use of nonsymmetric G = matrix, a biconjugate gradient algorithm, and the BA approximation. "Delta" refers to the use of the delta function basis, "linear" refers to the use of the linear spline basis, and "cubic" refers to the use of the cubic spline basis representation. All the calculations used approximately the same large number of configurations and so all are subject to approximately the same statistical error. The small differences among the curves for R Ͼ 3 Å demonstrate that in this case the systematic error in the BA approximation is negligible for the block size used and that the calculated CG force function is insensitive to the basis set used and the algorithm used to minimize the residual.
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The multiscale coarse-graining method. II. J. Chem. Phys. 128, 244115 ͑2008͒ the biconjugate gradient method employing the G = matrix determined by the cubic spline basis, but with additional rows added to the G = B matrix for each block B. These additional rows in the matrix are not required by the variational calculation. For each grid point, these equations ͑approximately͒ ensure the continuity of the first derivative of the pair force represented by the cubic spline basis. 36, 37 Although not presented in Fig. 3 , the CG pair forces obtained by these two independent calculations are very similar to the pair forces included in the figures and described above. These numerical results along with those presented in Fig. 3 for the one-site CG model of methanol indicate that the MS-CG variational calculation is quite stable. The MS-CG force field is relatively insensitive to the method used to minimize the residual function as well as to the basis functions employed in representing the CG interactions. Furthermore, these results indicate that the BA approximation does not introduce significant systematic error into the calculation of the pair force field for the one-site CG model of methanol.
As discussed in Appendix C, because each methanol molecule generates an excluded volume, there is a "core region" of distances between the centers of methanol molecules, R Ͻ R core , that is never sampled during the atomistic MD simulations. Consequently, the force field parameters describing the interaction between CG sites within this core region cannot be determined from the atomistic simulations. From Fig. 1 , it can be seen that R core Ϸ 2.7 Å. Moreover, because of poor sampling near this core region, the pair potential cannot be accurately calculated for R = R core + ⑀, for some small positive ⑀ that depends both on the force data and the basis set. Artifacts arising from the inadequate sampling of the core region are easily recognized as anomalous spikes or unphysical attractive wells in the pair force for small R. These artifacts have been discarded from the results in Fig. 3 . The MS-CG force curves have been extended into the core region by simply defining the pair force for R Ͻ R core to be the maximum repulsive force for R Ϸ R core that has been unaffected by sampling artifacts, as shown in the figures. In practice, this approach introduces little error into the MS-CG method because these small intersite distances are rarely sampled in either atomistic or CG simulations and because it is clear from Figs. 1 and 3 that ⑀ ഛ 0.2 Å. Other interpolations of the force curves into the unsampled core region are clearly possible.
MD simulations of the CG one-site methanol model were then performed using the CG pair force that was determined by solving the normal system of equations in the linear spline basis set and that has been presented in the inset of Fig. 3 . As shown in Fig. 3 , the MS-CG force field parameters near the core region were determined so that the magnitude of the repulsive force in the core region was a constant with magnitude equal to the largest force determined outside of the core region, i.e., for R = R core + ␦R, as discussed above.
After extending the CG pair force into the core region, the CG pair force was then tabulated as a function of distance on a finer grid of 0.005 29 Å using the linear spline basis functions. The associated pair potential energy function was also tabulated as a function of distance on this finer grid by integrating the linear basis functions. The resulting tables were provided as input into the DLគPOLY software package, 57 which further interpolated the pair force and pair potential via a three-point interpolation scheme.
The CG one-site methanol model was then simulated for 2.0 ns in the constant NVT ensemble with an integration timestep of 2.0 fs using the DLគPOLY MD program. 57 The same volume and temperature were used in the CG simulations as in the atomistic simulations and the Nose-Hoover thermostat 59,60 was used as before. Configurations and velocities were sampled every 2.0 ps and the CG site-site RDF and momenta distribution were computed from 1000 sampled phase space points. These CG distribution functions are presented as the solid curves in Figs. 1 and 2 . It is clear that the MS-CG one-site methanol model determined from the linear least squares problem described in Sec. II quantitatively reproduces the pair structure of the liquid and reproduces the momentum distribution essentially exactly. The agreement of the two momentum distributions is, of course, a trivial consequence of the fact that both distributions are Maxwell-Boltzmann distributions for the same mass and temperature. Moreover, the agreement in Fig. 1 between the RDFs computed for the atomistic and CG methanol models demonstrates that the pair-additive potential employed in the CG model provides an adequate approximation to the manybody PMF for the one-site methanol model. Figures 1 and 2 together illustrate the concept of consistency in phase space introduced in Paper I.
B. MS-CG ionic liquid model
The molecular structure of the ionic liquid pair EMIM + / NO 3 − is presented in Fig. 4 . Ionic liquids have demonstrated great potential for industrial and other applications. 63, 64 However, because of their complex and glassy phase behavior, the physical properties of certain ionic liquids cannot be adequately investigated with atomically detailed models. 40 Consequently, the ionic liquid EMIM + / NO 3 − provides a good system to illustrate the capability of the MS-CG method for developing consistent CG models of complex molecular systems. An atomically detailed nonpolarizable model of 64 ion pairs was simulated with the DLគPOLY software package 57 for 60 ns after equilibration using an integration timestep of 1.0 fs. The atomistic force field did not include rigid constraints and has been previously described in Refs. 65 and 66. The simulation was performed in the constant NVT ensemble in a cubic cell with V = ͑25.0 Å͒ 3 under periodic boundary conditions.
1,2 The temperature T = 400 K was enforced with the Nose-Hoover thermostat 59, 60 and the Ewald method 61 was employed to calculate long-ranged electrostatic interactions, with both short-ranged nonbonded interactions and the real-space contribution to the Ewald sum truncated at 12.0 Å. The atomic coordinates, velocities, and forces were sampled from this trajectory every 1.0 ps to obtain n t =6ϫ 10 4 configurations. The CG mapping for the ionic liquid system represented each cation with four distinct CG sites and each nitrate ion with a single CG site as illustrated in Fig. 4 and described in Table II . The two terminal methyl groups and also the methylene group of the cation were represented by single CG sites, B, E, and C, respectively. The planar cationic ring was represented with CG site A and the planar nitrate anion by CG site D. This level of coarse-graining can be considered fairly "aggressive." The ͕c Ii ͖ CG mapping coefficients defined in Eq. ͑9͒ of Paper I were determined such that the coordinates of each site correspond to the center of mass for the atoms involved in the site. Every atom in the atomistic model is involved in the definition of one and only one CG site. The mapping was applied to the sampled configurations to obtain n t CG configurations. RDFs, as well as bondstretch, bond-angle, and bond-dihedral distributions were then calculated for the sites from these mapped CG configurations. Selected distribution functions are presented as the dashed curves in Figs. 5 and 6. The mass of each site was defined as the total mass of the atoms involved in the site. This CG mapping is sufficient to ensure that the CG model ion pair are presented for ͑a͒ the distribution of site A-C bond displacements, ͑b͒ the distribution of site B-A-C valence angles, and ͑c͒ the distribution of site B-A-C-E dihedral angles.
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will be consistent in configuration space with the atomistic model of the ionic liquid system if the CG potential energy function is equal to the many-body PMF for the atomically detailed model. 46 Moreover, the definitions of the CG site masses and mapping coefficients are appropriate for developing a CG model that will be consistent in phase space with the given atomistic model according to the theory presented in Paper I.
The many-body PMF was approximated by the MS-CG force field defined in Sec. II and included both nonbonded and bonded interactions. A point charge, Q I , equal to the net charge of the atoms involved in the CG site was assigned to each site and the CG potential energy function included both short-ranged pair potentials and long-ranged Coulombic potentials for each pair of sites in distinct molecules. The CG intramolecular potential describing the interactions among the four sites within a single cation included the following terms: ͑1͒ bond-stretch potentials describing the interactions between pairs of bonded CG sites in the same cation, i.e., between E and C sites, between C and A sites, and between A and B sites; ͑2͒ bond angle potentials describing the interactions between E-C-A triples and between C-A-B triples in the same cation; and ͑3͒ a dihedral-angle potential describing the dihedral interaction between the E-C-A-B sites in the same cation. In principle, the MS-CG force field for the ionic liquid system might also include both short-ranged pair forces and long-ranged Coulombic forces among the CG sites within each cation. However, the version ͑2.14͒ of DLគPOLY employed in ensuing CG MD simulations treated nonbonded interactions ͑i.e., short-ranged central pair interactions and long-ranged Coulomb interactions͒ between pairs of sites in the same molecule equivalently to nonbonded interactions between sites in distinct molecules. Because the many-body PMF distinguishes between such types of interactions, it is likely that this approximation might introduce a significant error into the calculated MS-CG interaction potential. Consequently, these short-ranged nonbonded and long-ranged electrostatic interactions among sites within the same cation were not included in the MS-CG potential energy function for the ionic liquid system. Analytic functional forms were not assumed in the MS-CG variational calculation of either the bonded or shortranged nonbonded CG force field. Rather, the short-ranged nonbonded, bond-stretch, bond-angle, and bond-dihedral CG potentials were represented with discrete delta function basis functions of a single variable defined on a grid with uniformly spaced grid points as discussed in Appendix A. The short-ranged nonbonded force functions and the bond-stretch force functions were calculated as a function of intersite distance using a grid spacing of 0.04 Å. The bond-angle and bond-dihedral-angle force functions were calculated as a function of the relevant angle using a grid spacing of 1.0°. The assumed form of the CG potential and this set of basis functions determined a vector space of trial CG force fields spanned by the basis vectors ͕G D ͖ that are included in Eq. ͑8͒ and discussed in Appendix B.
The coefficients defining the optimal approximation to the many-body PMF within this vector space were deter- mined by the MS-CG variational principle according to the linear least squares problem derived in Sec. II. For each sampled atomistic configuration, the atomistic force on each site was calculated according to Eq. ͑41͒ in Paper I as the net force on the atoms involved in the site. For each sampled configuration, the electrostatic force on each site, I, arising from the distribution of charged sites in each mapped CG configuration, F I ͑C͒ ͑M R N ͑r t n ͒͒, was calculated and subtracted from the total atomistic force on each site. The remaining atomistic force, f I ͑r t n ͒ = f I ͑r t n ͒ − F I ͑C͒ ͑M R N ͑r t n ͒͒, was then employed in the MS-CG residual for parametrizing the remaining force field terms in Eq. ͑8͒. The optimal MS-CG force field within this space of trial CG force fields was determined using a conjugate gradient algorithm 52, 53 to iteratively minimize the MS-CG residual in Eq. ͑18͒ using the normal matrix G DD Ј . The matrix G DD Ј was not preconditioned and after 3297 iterations the algorithm converged upon a solution with a relative error smaller than 10 −12 in the residual function and MS 2 = 163.02 ͑kcal mol −1 Å −1 ͒ 2 . Selected force functions, F i ͑x͒, in the CG force field that were parametrized by the MS-CG variational method are presented in Figs. 7 and 8 . The calculated short-ranged nonbonded forces shown in Fig. 7 were smoothed using a Gaussian function to average the calculated forces over a centered window of nine consecutive data points. It is clear that these calculated pair forces are not well represented by any obvious functional form, e.g., Lennard-Jones. As shown in Fig.  7 , the calculated short-ranged nonbonded interactions are mostly repulsive with weak attractive components. The attractive short-ranged nonbonded interaction between the anionic D CG sites is an exception to this trend. This interaction does not result in unphysical attraction between the anions, though, because it is overwhelmed at short intersite separation by the strong electrostatic repulsion between the anions.
In contrast, the calculated MS-CG bonded interactions are surprisingly well fitted by simple analytic functional forms. In particular, the calculated bond-stretch and bondangle ͑dashed curves͒ force functions reflect strong restoring forces and are well described by harmonic forms ͑solid lines͒ as illustrated for the A-C bond stretch in panel a and for the B-A-C bond valence angle in panel b of Fig. 8 . The force field for the atomistic model of the ionic liquid system involved 46 intramolecular dihedral-angle interactions among the 19 atoms in each ionic liquid cation shown in Fig. 4 . Each of these dihedral-angle interactions in the atomistic model was described by a force function 57 of the form A sin͑m − 0 ͒ with m = 2 or 3 as specified by the AMBER force field. 67 The CG potential includes only one intramolecular dihedral interaction among the B-A-C-E sites and the calculated bond-dihedral-angle force function ͑dashed curve͒ is presented in panel c of Fig. 8 . The calculated dihedralangle force function is significantly weaker and also slightly more noisy than the other bonded interactions. However, it is clear from Fig. 8͑c͒ that the calculated MS-CG dihedral force function is quite accurately described by the sine series ͑solid curve͒, A 1 sin͑͒ + A 2 sin͑2͒ + A 3 sin͑3͒ + A 4 sin͑4͒, using parameters that are provided in Table III . This calculated MS-CG dihedral force function has incorporated the effects of both bonded and nonbonded interactions averaged over 
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The multiscale coarse-graining method. II. J. Chem. Phys. 128, 244115 ͑2008͒ the local atomistic environment so that the calculated CG force field provides an optimal approximation to the manybody PMF. MD simulations of the MS-CG model for the EMIM + / NO 3 − ionic liquid system were then performed with the calculated MS-CG force field using the DLគPOLY software package. 57 Each tabulated short-ranged nonbonded interaction was linearly extended into the core region such that scribed for methanol. The resulting nonbonded interactions were employed as input force field files for the MD program without further smoothing, interpolation, or other modification. In principle, the tabulated MS-CG bonded forces could also be directly employed as a bonded force field for simulations of the CG model. However, in the present work, the tabulated bonded interactions were fitted to analytic functional forms that have been implemented within the DLគPOLY software package. 57 These approximate representations of the bonded interactions determined by the MS-CG variational procedure were then employed as a bonded force field for simulations of the CG ionic liquid model. As demonstrated in Figs. 8͑a͒ and 8͑b͒ , the bond-stretch and bondangle forces between CG sites were fitted to harmonic restoring forces with parameters provided in Table III . As shown in Fig. 8͑c͒ and discussed above, the dihedral-angle force was fitted to a sine series with parameters provided in Table III . ͑The authors implemented this dihedral-angle force function and the associated potential energy function into DLគPOLY version 2.14.͒ The MS-CG model for the ionic liquid system was simulated for 60.0 ns using an integration timestep of 4.0 fs in the constant NVT ensemble under the same thermodynamic conditions employed in the atomistic simulations, i.e., V = ͑25.0 Å͒ 3 and T = 400 K. Long-ranged electrostatic interactions between sites were computed using the Ewald method 61 and both the short-ranged nonbonded interactions and the real-space contribution to the Ewald sum were truncated at 12.0 Å. The temperature was maintained using the NoseHoover thermostat.
2,59,60 CG configurations were sampled from the MD trajectory every 4.0 ps. Bonded and nonbonded distribution functions were computed from these configurations and compared with the distribution functions calculated from the CG representation of the original atomistic trajectory. The CG bonded and nonbonded distributions generated by the MS-CG model are presented as the solid curves in Figs. 5 and 6 and qualitatively reproduce the distributions calculated from the CG representation of the atomically detailed configurations.
As illustrated in panels a and b of Fig. 5 , the distributions of bond lengths and bond angles are nearly quantitatively reproduced in the MS-CG model. Both the center and the shape of the bond-length and bond-angle distributions generated by the MS-CG model agree very well with the distributions generated by the atomistic model. Panel c of Fig. 5 compares the dihedral-angle distribution sampled by the atomistic and MS-CG ionic liquid models. In qualititative agreement with the atomistic model, the MS-CG model generated a bimodal distribution of dihedral angles with minima at 0 and Ϯ. However, the agreement between the dihedral distributions generated by the atomistic and CG ionic liquid models is otherwise less satisfactory. The bimodal peaks of the dihedral distribution generated by the MS-CG model are too broad and not centered at the correct angle, while the minimum of the distribution at = 0 is sampled too frequently. As discussed in greater detail below, it is likely that the agreement between the atomistic and CG dihedral distributions would significantly improve if nonbonded interactions between B and E CG sites in the same cation were included in the CG potential.
The MS-CG model qualitatively reproduces the pair structure of nonbonded sites in the ionic liquid system. The positively charged ring of the amphiphilic ionic liquid cation forms an interface with the nitrate ion that facilitates aggregation of the hydrophobic cation alkyl tails. 68, 69 The structure of this interface and the associated hydrophobic aggregation are described by the RDFs computed from simulations of the atomistic ͑dashed curves͒ and CG ͑solid curves͒ models that are presented in Fig. 6 . As shown in panel a, the fine structure in the shoulder of the distribution for the cationic rings is lost in the CG model because the planar cationic ring and the planar nitrate anion have both been represented with spherically symmetric sites, although the CG and atomistic In summary, the MS-CG ionic liquid model reproduces the equilibrium structure generated by the atomistic model with semiquantitative accuracy. The results shown in Figs. 5͑c͒ and 6͑a͒ indicate that the selected set of force field basis vectors is too restrictive to allow an approximation to the exact many-body PMF that is sufficiently accurate to quantitatively reproduce the distribution of dihedral angles or the pair distribution of planar cation rings. In particular, the results suggest that the bonded intramolecular force functions used were not sufficiently flexible to describe the intramolecular CG interactions. The MS-CG variational method has also been employed to calculate a CG potential energy function that included contributions from Coulombic interactions between B and E sites in the same cation. MD simulations of the CG model were then performed using this reparametrized and slightly more complex potential energy function. However, the agreement between the dihedral distributions sampled by the atomistic and CG models was not significantly improved. ͑Data not shown.͒ Paper I proved that, given adequate sampling, the calculated MS-CG potential energy function will become an increasingly accurate approximation to the exact many-body PMF as additional basis vectors are included in the MS-CG variational calculation. Consequently, in order to reproduce the atomistic dihedral distribution, the CG potential energy function should be extended to either include more complex bonded potential functions or contributions from non-Coulombic nonbonded interactions between B and E sites in the same cation. The effect of more complex potentials may be further investigated in future work. Nevertheless, Fig. 5 demonstrates that,
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IV. DISCUSSION
The present work applies the MS-CG theory described in Paper I to develop molecular CG models. The MS-CG variational principle has been employed to systematically parametrize both pair bonded and nonbonded interactions as well as bond-angle and dihedral-angle interactions involving three and four CG sites, respectively. Quite generally, this variational principle may be employed to parametrize interactions of arbitrary form between any number of sites. Each contribution to the CG force field has been represented with a linear combination of vector valued functions with constant coefficients that serve as force field parameters. For each D, the set of vector-valued functions ͕G I;D ͑R N ͖͒ defines a contribution to the total force on each site in any configuration, R N , and the coefficient associated with this set, D , determines the magnitude of this contribution. These vector valued functions then form a basis spanning a vector space of trial CG force fields. The MS-CG force field is determined by finding the set of coefficients ͕ D ͖ that minimize the MS-CG residual function among all CG force fields within this vector space. Assuming that the atomistic trajectory data provide an accurate surrogate for an exact ensemble average, this MS-CG force field is the closest approximation to the exact many-body PMF within the vector space of force fields defined by the given basis set. The resulting MS-CG force field then provides the optimal "match" to the atomistic force field for the sampled atomistic configurations, f I ͑r t n ͒. As demonstrated in Sec. II B, the set of parameters determining this optimal approximation is obtained by numerically solving a linear least squares problem. 52, 53, 55, 56 This linear least squares problem may be solved by algorithms such as conjugate gradient minimization that iteratively minimize the MS-CG residual function itself, by algorithms such as Gaussian elimination that directly solve the normal equations for the stationary point of the residual, and also by algorithms such as SVD that decompose the nonsymmetric matrix, G = . Methods that address the nonsymmetric matrix, G = , are expected to be more accurate but also more computationally expensive than methods that address the normal matrix, G = . 52, 53 In previous applications, the computational expense of treating G = has been circumvented via a BA approximation. [36] [37] [38] [39] [40] [41] [42] 44 The present calculations numerically validated this BA approximation for a methanol system. Alternatively, the MS-CG force field may be determined by solving the associated set of normal equations. 48, 53 The normal system of equations provide considerable insight into the MS-CG method because these equations are expressed in terms of correlation functions calculated from the CG representation of configurations sampled with the atomistic model. 48 As shown in Eq. ͑E1͒ in Appendix E, the quantity b D Ј quantifies the correlation between the atomistic force field ͑more precisely, the part of the atomistic force field, f, that is different from the CG electrostatic force field͒ and the force field basis vector, G D Ј , associated with the parameter D Ј . In fact, b D Ј is the projection of this force field onto the particular CG force field basis vector. However, because the N D basis vectors, ͕G D ͖, representing the CG force field describe correlated molecular interactions, this basis set is, in general, not orthonormal. The off-diagonal elements in G DD Ј quantify the nonorthogonality of the basis vectors associated with distinct force field parameters D and D Ј . The MS-CG method thus constructs an effective CG force field by considering the correlations between different types of CG interactions calculated from the CG representation of sampled atomistic configurations. For systems governed by central pair potentials, the normal MS-CG equations are related to the well known Yvon-Born-Green equation 70 and determine the CG pair interaction from knowledge of two-and threebody correlation functions. 48 For more complex molecular systems with bonded and nonbonded interactions, the present analysis demonstrates that the MS-CG method considers not only two-and three-body correlations between nonbonded sites, but also correlations between different bonded interactions, as well as correlations between bonded and nonbonded interactions in the CG force field. By considering these complex many-body correlations, the MS-CG procedure projects the atomistic force field into the vector space of CG force fields spanned by a given set of basis vectors and, in the limit of adequate sampling, determines the optimal approximation to the CG PMF within this vector space.
The MS-CG variational principle provides considerable flexibility for the method. Rather than relying on assumed analytic functional forms for CG interactions, interactions may be represented by flexible sets of basis functions. If it is known a priori that certain interactions between CG sites are well represented by a particular functional form, then the MS-CG method may instead be employed to determine the optimal parametrization for this form. For instance, if it is known that a particular pair of sites is harmonically bonded, then the variational calculation can determine both the force constant and equilibrium displacement that provide the optimal approximation for the many-body PMF. However, functional forms that provide a good representation of interactions between atomic particles may not necessarily provide a good description of the interactions between CG sites. Furthermore, this variational principle also ensures that the MS-CG approximation to the many-body CG PMF may be systematically improved by expanding the space of trial CG force fields, for example, by introducing anisotropic, 16, 71, 72 three-body, 16, 34 or density-dependent nonbonded interactions.
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V. CONCLUDING REMARKS
The MS-CG method 36, 37 recently introduced by Izvekov and Voth determines an effective interaction potential for CG models through a statistical force-matching procedure that is founded on a systematic variational principle. [46] [47] [48] The companion paper described a general statistical mechanical framework for the MS-CG method. 46 In particular, it was proven that, if no approximations are introduced in either the representation of the CG force field or in the statistical sampling of the atomistic configuration space, the MS-CG method calculates gradients of the exact many-body PMF for the CG sites determined by an underlying atomistic model. The resulting MS-CG model will then be consistent with the atomically detailed model according to the definition developed in Paper I. However, no less significantly, this analysis also proved that, given a vector space of trial ͑i.e., approximate͒ CG force fields, the MS-CG method determines the unique force field that is closest to the exact many-body CG PMF, assuming that the atomistic configuration space has been adequately sampled.
The present work also extends the analysis introduced in Paper I for molecular CG force fields. Both bonded and nonbonded interactions may be systematically parametrized according to the present theory. Rather than relying on particular analytic functional forms, the MS-CG method can employ a flexible set of basis functions for representing CG interactions. 36, 37 As long as these interactions are represented by a linear combination of basis functions, the force field parameters providing the optimal approximation to the CG PMF may be determined by solving a linear least squares problem. This linear least squares problem explicitly considers many-body correlations between different interactions in the CG force field 48 and projects the atomistic force field onto the specified set of force field basis vectors. Numerical calculations for a one-site methanol model and a multisite ionic liquid model demonstrate that the MS-CG method can be highly robust, flexible, and accurate.
The combination of theory 46, 48 and numerical results [36] [37] [38] [39] [40] [41] [42] [43] 73 presented in this and previous work clearly establishes the MS-CG method 36, 37, 47, 74 as a systematic computational method with rigorous statistical mechanical foundations. However, a number of directions for future work are suggested by the present analysis. Because the method relies on accurate sampling of the atomistic configuration space, future work may incorporate statistical inference techniques to optimize the MS-CG force field determined from limited sampling. Similarly, because the MS-CG method obtains an optimal approximation to the many-body PMF that is clearly dependent on thermodynamic condition, future work will seek to develop the principles for transferring force fields to other thermodynamic conditions and to extend the method beyond the canonical ensemble. Finally, future research will also investigate the systematic introduction of basis vectors for multisite nonbonded interactions between CG sites. 
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APPENDIX A: BASIS FUNCTIONS FOR CG INTERACTIONS
In the present work, the non-Coulombic contribution to the MS-CG potential has been decomposed into bonded and nonbonded interactions between sites. Each non-Coulombic term in the CG potential energy function, U i , is a function of a single collective variable, x , which may describe the distance between a pair of nonbonded CG sites, R IJ = ͉R I − R J ͉, the displacement of a particular bond, R i , the valence bond angle between three bonded CG sites, i , or the dihedral angle defined by four bonded CG sites, i . In each case, a generalized force on the collective variable x , F i ͑x͒, may be represented by a set of basis functions of a single variable, ͕f id ͑x͖͒,
where the coefficients of these basis functions, id , are determined through the MS-CG linear least squares problem discussed in Sec. II B and the summation over d in Eq. ͑A1͒ includes all basis functions f id used to represent the force F i . In the present work, basis functions are employed to represent each interaction on a mesh of N i equally spaced grid points ͕x id ͖ = ͕x i1 + ͑d −1͒⌬ i for d =1, ... ,N i ͖. The grid spacing, ⌬ i , may be chosen independently for each interaction type and form i and the method may be readily generalized for grids with nonuniform spacing. For each type of interaction, appropriate boundary conditions must be enforced for the basis functions describing the interactions at the first ͑i.e., x i1 ͒ and last ͑i.e., x iN i ͒ grid points. In particular, for valence angle potentials, x = ranges from 0 to ; for dihedral-angle potentials, x = ranges from − to ; and in each case the periodicity of the potential must be enforced. In the present work, three particular types of basis functions have been employed for representing interactions in the MS-CG potential. The simplest basis set is defined by a set of N i discrete delta functions that are defined as follows:
ͮ ͑A2͒
In the discrete delta function basis, the magnitude of the generalized force is assumed constant,
2 ⌬ i around each grid point, x id . When the discrete delta basis is used to represent a force, the result of the variational calculation is a force function that is constant within the interval about each grid point, with jump discontinuities at the boundaries between these intervals.
The force F i may be linearly interpolated between grid points by using a set of N i linear spline basis functions as follows:
As for the discrete delta basis, one linear spline basis function is associated with each grid point and the associated coefficient corresponds to the magnitude of the force at the given grid point. When the linear spline basis is used to represent a force, the result of the variational calculation is a force function that is linear within each interval between grid points. The derivative of the force is discontinuous at each grid point. The force functions may also be represented by a linear combination of piecewise continuous cubic polynomials. 52 This cubic spline basis set employs two types of basis functions to represent the force field at each grid point and requires 2N i parameters as follows:
where d ͑x͒ is defined in Eq. ͑A3͒ and
is defined in terms of A d ͑x͒ and B d ͑x͒ defined in Eqs. ͑A4͒ and ͑A5͒ through
When the cubic spline basis is used to represent a force, the result of the variational calculation is a force function that is a cubic polynomial function within each interval. The derivative of the force is discontinuous at each grid point. In the cubic spline basis, half of the coefficients correspond to the magnitude of the generalized force at a given grid point, i͑2d−1͒ = F i ͑x id ͒, while the remaining coefficients correspond to the limit of the second derivative of the force at the grid point:
pend on the particular interaction, i, only through the definition of the mesh points and this dependency has been suppressed above.
APPENDIX B: BASIS VECTORS FOR CG FORCE FIELDS
In Sec. II, the CG potential was defined as
in which U ͑C͒ corresponds to long-ranged Coulomb interactions between pairs of CG sites and U i indicates the contribution to the CG potential from an interaction of type that is described by a functional form i and that involves the set of CG sites ␥. The potential U i is a function of a single variable x that is itself a function of the coordinates, ͕R͖ ␥ , for the sites in the given set ␥. Aside from long-ranged Coulomb interactions, the present work considers potential contributions arising from short-ranged nonbonded interactions ͑ = S͒ between pairs of sites, bond-stretch interactions ͑ = R͒ between pairs of bonded sites, bond-angle interactions ͑ = ͒ between triples of bonded sites, and bond-dihedralangle interactions ͑ = ͒ between quadruples of bonded CG sites.
Short-ranged nonbonded interactions ͑ = S͒ are treated by classifying the N CG sites into N T distinct "types" of sites such that all sites of a given type are chemically equivalent. The combination of indices Si then identifies a particular pair of types of sites and the potentials governing the shortranged nonbonded interactions between all pairs of sites that are of the types specified by Si have the same functional form. The combination Si␥ then identifies a particular pair of sites ͕J , K͖ that are of the types specified by Si. The shortranged nonbonded interaction between the pair of sites specified by Si␥, i.e., ͕J , K͖, is then governed by the potential function U i = U Si that is a function of the intersite distance
The CG force field included contributions from bondstretch potentials ͑ = R͒ describing the interaction between pairs of bonded CG sites. Two CG sites within a given molecule are considered to be bonded if at least one atom involved in one of the two sites is bonded to an atom that is involved in the second site. The bonds included in the CG potential are then categorized into distinct types so that all bonds of type i are chemically equivalent. The combination Ri␥ then identifies a particular pair of CG sites ␥ = ͕J , K͖ that are connected by a bond of type i. The bond-stretch interaction between any pair of bonded sites ␥ identified by Ri␥ is then governed by the potential energy function U i = U Ri that is a function of the bond length
The CG potential also included contributions from bondangle ͑ = ͒ interactions between triples of CG sites that are connected by two bonds and bond-dihedral-angle ͑ = ͒ interactions between quadruples of CG sites that are connected by three consecutive bonds. The bond-angle and bond-dihedral-angle interactions, i.e., = or = , may be similarly categorized into types of equivalent interactions labeled i and each bond-angle or dihedral-angle interaction of a particular type i is described by a potential function of the same form. The combination i␥ identifies a particular triple of bonded CG sites, ␥ = ͕J , K , L͖, or quadruple of bonded CG sites, ␥ = ͕J , K , L , M͖, that are involved in a particular type of interaction of form i for bond-angle ͑ = ͒ and bonddihedral-angle ͑ = ͒ interactions, respectively. In the present work, the potential contributions for both of these interactions, U i , are functions of a single variable. Bondangle potentials U i are functions of the bond angle, x = x , formed by three bonded sites,
where ␥ = ͕J , K , L͖ is a set of three sites such that sites J and L are bonded to site K and R JK is the unit vector R JK / ͉R JK ͉ where R JK = R J − R K . Dihedral-angle potentials U i are functions of the dihedral angle, x = x , formed by the two planes defined by the coordinates of sites ͕J , K , L͖ and ͕K , L , M͖ as follows:
where n JKL = ͑R JK ϫ R LK ͒ / ͉R JK ϫ R LK ͉ is the unit normal vector to the plane defined by the Cartesian coordinates of sites J, K, and L. Employing the definitions in Eqs. ͑B2͒-͑B5͒ and Eq. ͑9͒, the total force in Eq. ͑10͒ may be expanded to explicitly identify the contributions from each type of interaction as follows:
In the right hand expression of Eq. ͑B6͒, the second term identifies the contributions from short-ranged nonbonded interactions and the associated summation over i ranges over all pairs of site types, the third term identifies the contributions from bond-stretch interactions and the associated summation over i ranges over all bond types, the fourth term identifies the contributions from bond-angle interactions and the associated summation over i ranges over all bond-angle types, and the fifth term identifies the contributions from bond-dihedral-angle interactions and the associated summation over i ranges over all bond-dihedral-angle types. Additional and more complex interactions may be introduced into the CG force field by defining appropriate basis functions f id and associated force field basis vectors, G id .
APPENDIX C: VARIATIONAL CALCULATIONS GIVEN INADEQUATE SAMPLING
As discussed in Sec. II B, the MS-CG force field parameters are uniquely determined by a linear least squares problem when the matrix G = is full rank and, consequently, the associated normal matrix G = is full rank and positive definite. In practice, though, the given atomistic trajectory data may provide insufficient sampling to uniquely determine all of the force field parameters. In particular, if in Eq. ͑12͒ there exists some parameter D Ј for which G I;D Ј ͑M R N ͑r t n ͒͒ = 0 for all sites I in all sampled atomistic configurations r t n , then all of the elements of the corresponding vector G គ D Ј are zero, and the matrix G = in Eq. ͑14͒ is not full rank. In this case, MS 2 ͑͒ is independent of D Ј and this parameter cannot be determined from minimizing the MS-CG residual. This case may arise when the coefficient, D Ј , corresponds to a force field parameter that is only relevant for the CG force in configurations that have not been sampled. For instance, because the atoms involved in CG sites typically generate a potential energy that is very large for small separation between the two sites, the atomistic representation of each CG site generates an excluded volume or core region. Consequently, the atomistic trajectory rarely samples configurations in which two sites are separated by a sufficiently small distance that the two sites interpenetrate into this excluded volume region. Because these small intersite distances are only infrequently sampled, the force field parameters describing the nonbonded forces at such short distances may not be uniquely determined when the data set of atomic configurations used in the variational calculation is too small. As illustrated in Sec. III, this situation may be addressed when necessary. The present appendix further considers this situation in somewhat more detail.
If the variational problem in Sec. II B is to be solved using a method that addresses the normal matrix G = , it is clearly preferable that G = is full rank.
• If this is not the case, it is often possible to modify the basis set so that G = is full rank by either deleting basis functions ͑e.g., basis functions corresponding to very small intersite separation that have not been sampled͒ or using a coarser set of mesh points for constructing the force basis functions f id of the scalar x and/or obtaining more simulation data.
• If this modification is not performed, then some of the coefficients are not uniquely determined by the calculation. ͑See below for further discussion.͒ If the variational problem is to be solved using a method that deals with G = and uses BA, it is preferable that the G = B matrix be full rank for each block B.
• If this is not the case, it may be possible to partition the data set into blocks in a different way and/or to modify the basis set so that G = B is full rank in each block.
• If this modification is not performed, then some blocks will give undetermined values for some of the coefficients. The contribution of a block to a coefficient that is not determined by the block should be omitted from
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In practice, given reasonable sampling of the atomistic configuration space, problems associated with G = or G = matrices that are not full rank lead to anomalous results for the calculated CG potential only for configurations that have small population at equilibrium, e.g., for small separation of repulsive particles. Even if the matrices are full rank, there may not be enough data to determine some of the coefficients accurately, and this too can lead to anomalous results for the CG potential in these configurations. In either situation, the procedure discussed and employed in Sec. III can be applied to obtain adequate representations of the CG potential.
APPENDIX D: BLOCK-AVERAGING APPROXIMATION
As discussed in Sec. II B, the MS-CG force field describing the interaction between N CG sites may be determined from n t atomistic configurations by minimizing the MS-CG residual. This residual may be minimized by methods such as iterative biconjugate gradient minimization, QR decomposition, or SVD, 52, 55, 56 which involve the matrix G = of 3n t N rows and N D columns. Methods that treat G = may allow a more accurate and stable solution than methods such as iterative conjugate gradient minimization, steepest descents, direct Gaussian elimination, or LU decomposition that involve the normal matrix G = of N D rows and N D columns defined in Eq. ͑18͒ because cond G = = ͑cond G = ͒ 2 . 53 However, for a complex system, the MS-CG method may require significant sampling of the atomistic configuration space to determine an effective CG force field and, for sufficiently large n t , methods that manipulate the matrix G = may require more computational memory than is available. In this case, the MS-CG force field parameters may be approximately determined by the BA procedure 36, 37 described below. The analysis in this appendix assumes that the matrix G = is full rank in each block. Appendix C discusses the case that G = is not full rank in one or more blocks.
The n t sampled atomistic configurations are partitioned into n B disjoint sets ͑blocks͒ of n t B configurations each. Any time-averaged quantity may be expressed as an average over blocks as follows: remains sufficiently small that it may be stored in memory and readily addressed, e.g., by biconjugate gradient methods. 53, 55, 56 The set of force field parameters determined for each block B may then be averaged over the n B blocks to determine an approximation to the true solution of the linear least squares problem for all n t configurations as follows: In the present methanol calculations, configurations were assigned to blocks by sequential time ordering, i.e., the first ten configurations were assigned to the first block, the second ten configurations were assigned to the second block, etc. For this simple system, the numerical results of Fig. 3 indicate that the BA approximation does not introduce systematic error into the MS-CG force field. For more complex systems that undergo significant structural transitions on long-time scales, though, such a simple sequential partitioning of blocks may lead to systematic errors in the BA approximation if different blocks sample distinct regions of configuration space. However, the analysis above suggests that the BA approximation may be systematically improved by shuffling configurations between blocks to reduce the magnitude of the cross-correlation function, ͗͑␦G = 
APPENDIX E: MANY-BODY CORRELATIONS IN THE MS-CG METHOD
The normal MS-CG equations presented in Eq. ͑18͒ have been expressed in terms of correlation functions computed from atomistic MD simulations. These equations clearly indicate that the MS-CG method explicitly incorporates information regarding many-body correlations to determine an optimal approximation to the many-body PMF. 48 The quantity b D defined in Eq. ͑16͒ is the projection of the atomistic force field ͑minus the CG force resulting from elec- 
͑E1͒
quantifies the correlation in the sampled atomistic configurations between the part of the atomistic force field, f I ͑r t n ͒, that is not captured by the CG Coulombic force field and the CG force field basis vector, G id , corresponding to the dth force field parameter for the ith functional form describing CG interaction type , where i corresponds to a particular type of nonbonded, bond-stretch, bond-angle, or dihedral-angle interaction. Similarly, the quantity 
