Parallel acquisition systems are employed successfully in a variety of different sensing applications when a single sensor cannot provide enough measurements for a high-quality reconstruction. In this paper, we consider compressed sensing (CS) for parallel acquisition systems when the individual sensors use subgaussian random sampling. Our main results are a series of uniform recovery guarantees which relate the number of measurements required to the basis in which the solution is sparse and certain characteristics of the multi-sensor system, known as sensor profile matrices. In particular, we derive sufficient conditions for optimal recovery, in the sense that the number of measurements required per sensor decreases linearly with the total number of sensors, and demonstrate explicit examples of multi-sensor systems for which this holds. We establish these results by proving the so-called Asymmetric Restricted Isometry Property (ARIP) for the sensing system and use this to derive both nonuniversal and universal recovery guarantees. Compared to existing work, our results not only lead to better stability and robustness estimates but also provide simpler and sharper constants in the measurement conditions. Finally, we show how the problem of CS with block-diagonal sensing matrices can be viewed as a particular case of our multi-sensor framework. Specializing our results to this setting leads to a new recovery guarantee depending only on the incoherence of the sparsity basis. This improves existing results in the literature and confirms the existence of deterministic sparsity bases for which CS with subgaussian block-diagonal matrices has a comparable recovery guarantee to CS with full subgaussian matrices.
Introduction
In compressed sensing (CS), it has been conventional to consider a single sensor acquiring measurements of signal. Assuming a finite-dimensional and linear model, this can be viewed as the problem of recovering an unknown vector f ∈ C N from m ≪ N noisy measurements y =Ãf + n, whereÃ ∈ C m×N is a matrix representing the measurements taken by the sensor and n ∈ C m is noise. Typically, f has a sparse representation in some known orthonormal sparsifying basis (referred to as a sparsity basis), represented as a unitary matrix U ∈ C N ×N . That is, f = U x, where the vector x ∈ C N is sparse, or compressible. In this case, one may replace (1.1) by y = Ax + n, (1.1) where A =ÃU , and consider the equivalent problem of recovering x from (1.1). Provided the matrix A satisfies an appropriate condition -for example, the Restricted Isometry Property (RIP) -then x can be recovered stably and robustly from the measurements y. For example, if a bound for the noise is available, i.e. n 2 ≤ η for some known η, then one may solve the ℓ 1 minimization problem min z∈C N z 1 subject to Az − y 2 ≤ η.
(
1.2)
As is now well known, it is possible to find matrices A which satisfy the RIP with a number of measurements m that scales linearly in the sparsity s of x and logarithmically (or polylogarithmically) in the ambient dimension N . Examples include subgaussian random matrices, randomly subsampled isometries, partial random circulant matrices and so on.
Compressed sensing and parallel acquisition
In this paper, we consider the generalization of (1.1) to a so-called parallel acquisition system, introduced recently in [1] , where, rather than a single sensor, C ≥ 1 sensors simultaneously measure x. Mathematically, one can model the measurement process in such problems as allows one to recast (1.3) in the form (1.1). Hence, if A satisfies an RIP, then one can recover x from the multi-sensor measurements using a standard CS procedure (e.g. ℓ 1 minimization (1.2)).
In this paper we study the case where the matricesÃ c in the individual sensors are subgaussian random matrices. Our intention is to derive conditions on the total number of measurements m = m 1 + . . . + m C for the matrix A to satisfy an RIP-like property. As we shall document, these conditions depend on the both the sensor profile matrices H c and the sparsity basis U . Yet we will identify broad classes of these matrices for which A satisfies a suitable RIP-like property for a near-optimal number of measurements m: that is, growing linearly in s and (poly)logarithmically in N , but crucially independent of of the number of sensors C.
Such independence is critical for applications. In particular, it implies that that the average number of measurements per sensor m avg = C −1 C c=1 m c decreases linearly with increasing C. This demonstrates the benefits of multi-sensor over single-sensor systems: doubling the number of sensors can effectively halve the acquisition time, or power or cost, depending on what the constraining factor is in the given application. See §1.2 for further details.
Within this parallel acquisition setup, we consider to particular classes of problem, both of which arise in applications. These were introduced in [1] and termed distinct and identical sampling respectively. In the former, the matricesÃ 1 , . . . ,Ã C are independent subgaussian random matrices with the same subgaussian parameter. In the latter, we assume that m 1 = . . . = m C = m/C and A 1 = . . . =Ã C =Ã ∈ C m/C×N , whereÃ is a subgaussian random matrix. In other words, the only differences between individual sensors in the identical case are the sensor profile matrices H c . As one may expect, and as we shall document in this paper, optimal recovery in the identical case requires more stringent conditions on the sensor profile matrices than in the distinct case.
Applications
Parallel acquisitions systems have been used to provide significant benefits in various practical applications. These benefits include scan time reduction in parallel Magnetic Resonance Imaging (MRI), power consumption reduction in Wireless Sensor Networks (WSN), recovery of a high number of non-zeros in the signal with low-sampling-rate devices in Synthetic Aperture Radar (SAR) imaging, or recovery of higher-resolution or higher-dimensional signals in multi-view imaging or light-field imaging. For example, the most general system model in parallel MRI can be viewed as an example of identical sampling with diagonal sensor profiles [4, 5, 6] . Results presented in [1, §IV-B] demonstrate the benefits of parallel over single-coil MRI: the scan time (roughly proportional to the number of measurements per sensor) can be reduced linearly by increasing the number of coils C, without affecting the reconstruction fidelity. Other applications to which the above framework applies are discussed in more depth in [1] . In passing we mention multiview imaging [7, 8] , super-resolution imaging [9, 10, 11] , the recovery of sparse signals from low sampling rate sensors (with application to SAR imaging, for example) [12] , system identification in dynamical systems [13, Chpt. 6] , and light-field imaging [14] .
Contributions
For a random matrix to satisfy an RIP, it is conventional to require that the expected value E(m −1 A * A) = I. In the case where A is given by (1.4) , this is equivalent (after rescaling) to the so-called joint isometry condition [1] , given by
(1.5)
This condition can be quite restrictive for applications: it may be impossible, or a best difficult, to design the matrices H c so that it holds. Hence in this paper we allow a substantial relaxation of (1.5) to the joint near-isometry condition
Here β ≥ α > 0 are constants and the notation B A means that A − B is positive semi-definite. Rather than the classical RIP, we shall consider the so-called Asymmetric Restricted Isometry Property (ARIP) (see Definition 2.3). Like the standard RIP, this is sufficient for stable and robust recovery using ℓ 1 minimization (see Theorem 2.4).
Measurement conditions
Our main contributions are the following conditions, which are sufficient for the matrix A of (1.4) to satisfy the ARIP:
See Theorems 2.5 and 2.11 respectively. Here L is a log factor, equal to L = ln 2 (2s) ln(2N ) ln(2m)+ ln(2/ε) where 0 < ε < 1 is the failure probability, and δ is a factor in the ARIP condition. The terms Γ distinct and Γ identical are functions of the sensor profile matrices H 1 , . . . , H C and sparsity basis U , given by
respectively. The bounds (1.7) are optimal, provided the factors β/α and Γ = Γ distinct or Γ = Γ identical are independent of the number of sensors C. We present several classes of examples where this is the case. Note that these factors are all easily computable, so optimality of a given configuration of sensor profiles H c and sparsity basis U can be checked numerically. We also determine bounds for both Γ distinct and Γ identical . These are
(see Propositions 2.10 and 2.13 respectively). In particular, and as one would expect, the bound for identical sampling in (1.7) is always larger than that of distinct sampling.
Nonuniversal measurement conditions
In the single-sensor model (1.1), a key property of subgaussian random matrices is their universality: the measurement condition is independent of the choice of sparsity basis U . This is not the case in the bounds (1.7), since Γ distinct and Γ identical both depend on U . However, we also prove the following universal bounds:
where
See Theorems 2.6 and 2.12. Unsurprisingly, the smaller log factor aside, these bounds are more stringent than their nonuniversal counterparts (1.7) . This is demonstrated by the inequalities
See Propositions 2.10 and 2.13 respectively.
Examples
In §3 we illustrate the results (1.7) and (1.8) with a series of examples. These include diagonal and circulant sensor profile matrices (both of which arise in applications) and a number of different sparsifying transforms (including the canonical basis, i.e. U = I, wavelet, Fourier, and cosine sparsity bases). In all cases we identify examples of sensor profiles matrices which lead to optimal, i.e. C-independent, measurement conditions in (1.7) and (1.8).
Application to block-diagonal sensing matrices
In conventional CS, a series of works have sought to design effective sensing matrices that are block
whereĀ c ∈ C m/C×N/C are standard CS matrices (e.g. random Gaussians). These sensing matrices have a variety of uses. For example, they require less memory and computational expense than dense, unstructured CS matrices (e.g. full random Gaussian matrices). They also arise naturally in a number of applications, including distributed sensing, streaming applications and system identification. See [15] and references therein for further details.
Although not the original motivation for this work, block-diagonal sensing matrices can be viewed as a particular example of our multi-sensor framework. Specifically, they correspond to so-called perfectly-partitioned diagonal sensor profile matrices H c . The c th such matrix is zero on its diagonal, except for c th block where it is a multiple of the identity matrix. Specializing our main results (1.7) to this case gives the measurement condition
whereΓ(U ) is a particular quantity (see (3.7)) that satisfies 9) and µ(U ) = max i,j=1,...,N |u i,j | 2 is the coherence of U . Interestingly, this condition is valid for both the identical and distinct sampling cases. Thus, unlike the general setting of (1.4), there is no penalty for identical sampling over distinct sampling in the block-diagonal case. This result also establishes optimal recovery from block-diagonal measurement matrices whenever the sparsity basis is incoherent, i.e. µ(U ) 1/N ; for example, a Fourier or cosine basis. The RIP for block-diagonal sensing matrices with subgaussian blocks was first studied systematically in [16, 15] . For distinct sampling (referred to as distinct block diagonal (DBD) in [15] ), their measurement condition is which is quite similar to ours (note thatΓ(U ) ≤μ(U ) due to (1.9)). However, for identical sampling (referred to as repeated block diagonal (RBD) in [15] ) their bound takes the form
for a certain constant γ(U ) (see (3.10) ). Our result improves this bound by replacing γ(U ) with the constantΓ(U ). In practice, this term can be substantially smaller. Fig. 1 shows that γ(U ) gives the worst possible measurement condition for four popular sparsity bases (canonical, wavelets, Fourier and cosine respectively), whereas our improved constantΓ(U ) leads to an optimal condition whenever the basis is incoherent (e.g. Fourier and cosine); see (1.9). We note in passing that in [15] the authors show that a random orthonormal sparsity basis U has γ(U ) 1 with high probability. Our result on the other hand identifies large classes of deterministic U (namely, those that are incoherent) from which optimal recovery is possible. See §3.3 for further details.
Relation to previous work
The parallel acquisition problem was first studied from a CS perspective in [1] . The results proved therein are nonuniform recovery guarantees, but apply to the more general measurement matrices arising from sampling with random jointly isotropic families of vectors. In this paper we prove uniform recovery guarantees, which lead to better stability and robustness estimates, but our results only apply to subgaussian random matrices. However, by specializing to these types of measurement matrices we also obtain simpler and sharper constants Γ distinct and Γ identical than those of [1] , as well as the somewhat better bounds for diagonal sensor profile matrices proved in [2] . Universal recovery guarantees with subgaussian random matrices were first considered in the parallel acquisition problem in [3] . The corresponding guarantees in this paper also improve on those results (see Remark 2.7). This aside, another important improvement in this work over [1] is the relaxation of the joint isometry condition (1.5) to the joint near-isometry condition (1.6).
As remarked in the previous section, a special case of our setup is block-diagonal subgaussian sensing matrices introduced in [16, 15] . For earlier work on concentration inequalities for such matrices, see [17, 18] . Similar to [15] , the proofs of our main results make use of the techniques of Krahmer, Rauhut & Mendelson on suprema of chaos processes [19] .
Notation
Throughout, we write · p for the vector p-norm and · p→p for the matrix p-norm (i.e. A p→p = sup x p=1 Ax p ). The Frobenius norm of a matrix is denoted by · F . We write ·, · for the standard inner product on C N . As is conventional, we write · 0 for the ℓ 0 -norm, i.e. the number of nonzeros of a vector. The canonical basis on C N will be denoted by e 1 , . . . , e N . If ∆ ⊆ {1, . . . , N } then we use the notation P ∆ for both the orthogonal projection P ∆ ∈ C N ×N with
and the matrix P ∆ ∈ C |∆|×N with
The precise meaning will be clear from the context. Distinct from the index i, we denote the imaginary unit by i. In addition, we use the notation a b or a b to mean there exists a constant c > 0 independent of all relevant parameters (in particular, the number of sensors C) such that a ≤ cb or a ≥ cb respectively. For self-adjoint matrices A, B ∈ C N ×N , the notation B A denotes that A − B is a positive semi-definite matrix. The condition number of a matrix A is denoted by κ(A).
2 Main results
Preliminaries
First we recall the definition of sparsity:
We shall write
for the set of s-sparse vectors, and
for the intersection of Σ s with the unit Euclidean ball. We also recall the definition of restricted isometry property:
Definition 2.2 (Restricted isometry property, RIP). A matrix A ∈ C m×N satisfies the Restricted Isometry Property (RIP) of order s if there exists 0 < δ < 1 such that In this paper, we will also consider a more general notion (see, for example, [20] We incorporate this asymmetry because it places less stringent conditions on the sensor profile matrices H c -see §2.2 and §2.3. Observe that if (α, β) = (1 − δ, 1 + δ) then this is just the standard RIP for the sparse signal model (Definition 2.2). We additionally remark that the ARIP of order 2s implies stable and robust recovery, uniform in x ∈ C N , when solving (1.2). The following result is standard. We include a short proof for completeness.
Theorem 2.4. Suppose that a matrix A ∈ C m×N has the ARIP of order 2s with ARICs (α 2s , β 2s ) satisfying
Let x ∈ C N and y = Ax + n with n 2 ≤ η. Then for any minimizerx ∈ C N of
we have
. It is easy to check that the matrixÃ = tA satisfies the standard RIP with constant
Also, the minimization problem (2.4) is equivalent to min z∈C N z 1 subject to Ã z −ỹ 2 ≤ tη, whereỹ = ty =Ãx +ñ whereñ = tn satisfies ñ 2 ≤ tη. Due to a result of [21] , the bound (2.5) holds, provided the RIC δ 2s < 1/ √ 2. Rearranging (2.6) now gives (2.3).
This aside, let us recall that a random variable is subgaussian with parameter φ if
for every t ≥ 1. A random vector in C N is φ-subgaussian if its elements are independent, zero-mean, unit-variance, and φ-subgaussian random variables (see [22, 19] ), and a matrix A is φ-subgaussian if its entries independent, zero-mean, unit-variance, and φ-subgaussian random variables.
Distinct sampling
LetÃ 1 , . . . ,Ã C ∈ C m/C×N be independent subgaussian random matrices with the same subgaussian parameter φ. We assume that the matrices H c satisfy the joint near-isometry condition
for constants 0 < α ≤ β. Note that such constants always exist if the matrix C −1 C c=1 H * c H c is nonsingular, and are equal to its minimal and maximal eigenvalues respectively. We write it in the form (2.7) since it will be useful later. Note that we will primarily be interested in the case where the ratio β/α is independent of C. Note also that the condition number
so this is equivalent to stipulating that the matrix C −1 C c=1 H * c H c has a condition number independent of C. As we see below, the constants α and β will relate to the ARIP of the corresponding measurement matrix A. Had we sought the classical RIP, we would have required the much more stringent condition C −1 C c=1 H * c H c = I. The relaxed condition (2.7) places substantial more flexibility on the design of the sensor profile matrices H c .
The measurement matrix A is now formed by
Due to (2.7) and the fact that U is unitary, we have
hence we shall seek to establish the ARIP for A (as opposed to the RIP, which would be conventional had E(A * A) = I). The following two theorems are our main results in this case:
α, β are as in (2. 7) , and
Then with probability at least 1 − ε, the ARICs (α s , β s ) of A satisfy
Theorem 2.6 (ARIP for distinct sampling -Universal bound). For 0 < δ, ε < 1 and 1 ≤ s ≤ N , let A be as in (2.9), where
Since Ξ distinct is independent of the sparsity basis U , this bound is universal. We note also that it is possible to deduce a universal bound directly from Theorem 2.5. Since H c U e j 2 ≤ H c 2→2 , a direct application of Theorem 2.5 gives
However, the log factors in Theorem 2.6 are smaller than those in (2.15).
Remark 2.7 The recovery guarantee in Theorem 2.6 improves a previous result based on concentration inequalities. The universal recovery guarantee in [3, Thm. 3 .2] depends on the larger constant Ξ 4 distinct and applies only to the case α, β = 1.
Theorems 2.5 and 2.6 assume the same number of measurements per sensor, equal to m/C. More generally, let m 1 , . . . , m C ∈ N so that m = m 1 + . . . + m C and consider independent subgaussian random matricesÃ c ∈ C mc×N , c = 1, . . . , C, with the same subgaussian parameter φ. Define the overall measurement matrix
We now have the following generalizations of Theorem 2.5 and 2.6:
α, β are as in (2.7) and Γ distinct is as in (2.12). Then with probability at least 1 − ε, the ARICs
Theorem 2.9 (ARIP for distinct sampling with different m c 's -Universal bound). For 0 < δ, ε < 1 and 1 ≤ s ≤ N , let A be as in (2.16), where
α, β are as in (2.7) and Ξ distinct is as in (2.14). Then with probability at least 1 − ε, the ARICs
As one would expect, these two theorems imply that the ARIP is satisfied for the measurement matrix A, provided every sensor takes sufficiently many measurements. Note that the overall measurement condition in the case of Theorem 2.8 is 19) which is equivalent to that of Theorem 2.5 (an identical statement applies to Theorems 2.9 and 2.6). However, we caution the reader that (2.19), while necessary for the ARIP, is not sufficient since it does not guarantee (2.18) will hold. We also remark in passing that Theorems 2.5 and (2.13) are simple corollaries of Theorems 2.8 and (2.18) corresponding to the case m 1 = . . . = m C = m/C. Let us now consider the question of optimal recovery in the sense defined in §1.1. These results imply that optimal recovery is possible if U and the H c are such that Γ distinct or Ξ distinct are independent of C. Hence, we now examine these quantities in more detail:
Proposition 2.10. The quantities Γ distinct and Ξ distinct defined in (2.12) and (2.14) satisfy
Moreover, the inequalities are sharp.
This result has several implications. First, there are choices of the H c which yield optimal universal and nonuniversal recovery guarantees. Second, as is to be expected, the bounds (2.11) and (2.13) depend on the ratio β/α, not on the individual factors themselves. We remark also that the √ C dependence in the upper inequality is also reasonable. The resulting worst-case bound m c β/α · s · L implies that at worst each sensor should take enough measurements to recover the signal from those measurements only.
Identical sampling
The setup for identical sampling is rather different to that of §2.2. LetÃ ∈ C m/C×N be a subgaussian random matrix. As before, we assume that H c ∈ C N ×N satisfy the joint near-isometry condition condition 20) and form the matrix
For similar reasons to (2.10), we have
The follow two theorems are our main results in this case:
Theorem 2.11 (ARIP for identical sampling). For 0 < δ, ε < 1 and 1 ≤ s ≤ N let A be as in (2. 21) , where
Theorem 2.12 (ARIP for identical sampling -Universal bound). For 0 < δ, ε < 1 and 1 ≤ s ≤ N , let A be as in (2. 21) , where
α, β are as in (2. 20) , and
Similar to the distinct case, if Γ identical or Ξ identical are independent of C then one obtains an optimal recovery guarantee. The following result provides bounds for these quantities:
Proposition 2.13. The quantities Γ identical and Ξ identical defined in (2.24) and (2.26) respectively satisfy the sharp inequalities
where Γ distinct is as in (2.12),
28)
and
where Ξ distinct is as in (2.14).
This proposition implies firstly that the bounds (2.23) and (2.25) are determined by the ratio β/α, not on the factors themselves, and secondly, as one would expect, the bound for identical sampling (whether universal or nonuniversal) is always at least as large as those for distinct sampling. Note that, for general H c 's, the upper bounds in (2.27) and (2.28) depend on C, as opposed to √ C as is the case for distinct sampling (see Proposition 2.10). This implies a worst-case bound of the form m C 2 · s · L. Fortunately, if the matrices H c are normal -that is, if H c H * c = H * c H c ∀c -then this bound reduces to √ C:
Proposition 2.14. If the H c are normal, then one has the sharp bounds
Examples
We now illustrate our main results by looking at several different classes of sensor profile matrices H c . We are interested in understanding which types of sensor profiles lead to optimal recovery guarantees. In other words, we wish to identify classes of sensor profiles for which the constants Γ distinct and Γ identical -or even, wherever possible, their universal counterparts Ξ distinct and Ξ identical -are independent of the number of sensors C. In this case, Theorems 2.5 and 2.11 (respectively Theorems 2.6 and 2.12) yield measurement conditions that are optimal with respect to the number of sensors C. Magnitude (|h We consider two main classes of sensor profiles -diagonal and circulant -which are closely related to the practical applications. For example, diagonal sensor profiles can be used to model the spatial profiles of coils in a parallel MRI [4] or model the wireless channel between a source and sensors in WSN applications [23, 24] . Circulant sensor profiles can be used to model geometric features of the scene captured by cameras in a multi-view imaging [7] or to model antenna beam patterns in SAR imaging [12] .
Within the class of diagonal sensor profile matrices H c = diag(h c ) ∈ C N ×N , we consider the following three examples:
(i) Perfectly-partitioned profiles. These are nonoverlapping sensor profiles, defined by H c = √ CP Ic , where
is a partition of {1, . . . , N } into equally-sized subintervals (for simplicity we assume N/C is an integer). See Fig. 2(a) .
(ii) Banded profiles.
where supp(h c ) = {i : (h c ) i = 0} denotes the support of h c . 1 We say the sensor profile matrices are banded if q is independent of C. Outside of example (i), which is banded with q = 1, the specific example of this setup that we shall consider are smooth sensor profiles with compact support. This example is constructed by a truncated cosine function multiplied with a phase vector {exp(i( Note that in all the above examples the sensor profile matrices are, for simplicity, chosen so that
In particular, (2.8) holds with α = β = 1. To construct examples of circulant sensor profile matrices H c ∈ C N ×N , we first note that since such matrices are unitarily diagonalizable with the discrete Fourier transform, the joint isometry condition (2.20) becomes
where Λ c = diag(λ c ) is the diagonal matrix of eigenvalues of H c ; that is, H c = F * Λ c F , where F ∈ C N ×N is unitary discrete Fourier transform (DFT) matrix. Hence, examples of circulant sensor profiles can be constructed by defining the diagonal matrices Λ c in the same way as in the schemes (i)-(iii) introduced above to generate the diagonal sensor profile matrices.
Having constructed sensor profiles, we also consider a number of sparsity bases U . Fourier, cosine, wavelet, and canonical sparsity bases are constructed by inverse DFT, the inverse discrete cosine transform (i.e. DCT-III), inverse discrete wavelet transform, and U = I, respectively. In particular, the corresponding wavelet transform is constructed using the Haar transform with a 4-level-decomposition (i.e. the wavelet expansion from the finest resolution level of log 2 (N ) − 1 to the coarsest resolution level of 4).
Distinct sampling
Throughout this section we use the notation µ(V ) = max i,j=1,...,N |v i,j | 2 to denote the coherence of a matrix V ∈ C N ×N .
Diagonal sensor profile matrices
We commence with the following general result: Lemma 3.1. Suppose the sensor profile matrices H c = diag(h c ), where h c ∈ C N . If Γ distinct and Ξ distinct are as in (2.12) and (2.14) respectively, then
Proof. For the first result, we note that
The second result is follows immediately from the diagonal structure of H c , which implies that
Consider examples (i)-(iii). For the perfectly-partitioned sensor profiles (example (i)), one has h c ∞ = √ C and h c 2 ≤ √ N . Hence, by the previous result, Ξ distinct = √ C whereas Γ distinct ≤ µ(U )N . On the one hand, this means that universal bound of Theorem 2.6 always gives the worst-case measurement condition, scaling linearly with C. This is to be expected. If U = I for example, then one can easily construct an s-sparse vector x for which H 1 x = √ Cx and H c x = 0 for c = 2, . . . , C. Thus, only the first sensor provides any nonzero measurements. On the other hand, if the sparsity basis is incoherent, i.e. µ(U ) 1/N , then the nonuniversal bound of Theorem 2.5 is optimal with respect to C. Incoherence means that U x is spread out when x is sparse, thus all sensors typically provide some useful information about the signal. Numerical verification of these results are shown in Fig. 3(a-1) .
Similar results apply in the case of banded sensor profiles (example (ii)). For coherent sparsity bases (in our case, the canonical and wavelet bases) we expect the worst-case scaling Γ distinct = O( √ C) as C → ∞ (and therefore Ξ distinct = O( √ C) as well), but for incoherent bases we find that Γ distinct = O(1). See Fig. 3(a-2) . On the other hand, the global sensor profiles (example (iii)) provide optimal scalings. Since h c ∞ = 1 in this case, we have Γ distinct = Ξ distinct = 1 (for the first equality we use the bounds Ξ distinct ≥ Γ distinct and Γ distinct ≥ 1 -see Proposition 2.10). Thus, global sensor profiles provide optimal universal and nonuniversal recovery guarantees in the case of distinct sampling. This is verified in Fig. 3(a-3) .
Circulant sensor profile matrices
Recall that for circulant sensor profile matrices we have H c = F * Λ c F , where Λ c = diag(λ c ) is the diagonal matrix of eigenvalues λ c ∈ C N of H c and F is the unitary DFT matrix. .12) and (2.14) respectively, then and
Proof. We argue as in the proof of Lemma 3.1, using the fact that F is unitary.
This result is very similar to that for diagonal sensor profiles (Lemma 3.1), the only differences being the change from h c to λ c and U to F U . Thus, similar conclusions apply in the case of examples (i)-(iii). For examples (i) and (ii), one obtains an optimal scaling for Γ distinct if F U is incoherent, as opposed to just U in the diagonal case. This is the case for example with the canonical and wavelet bases (of 4-level decomposition). Example (iii) is explained by a similar reasoning to that of the globally-spread diagonal sensor profiles, since λ c ∞ = 1 in this case as well. A numerical illustration is shown in Fig. 3(b) .
Identical sampling
We now consider examples (i)-(iii) in the context of identical sampling.
Diagonal sensor profile matrices
We commence with the following lemma: 
Proof. Note that both upper bounds were proved in Proposition 2.14. For the lower bound for Γ identical , we note that
= max
where in the last step we use the fact that α ≤ C c=1 |(h c ) i | 2 ≤ β, due to the joint near-isometry condition (2.20). Since i and j are arbitrary, we deduce the lower bound. Finally, for the lower bound for Ξ identical , we recall first from Proposition 2.14 that Ξ identical ≥ Γ identical for any choice of sparsity basis U , then apply the lower bound for Γ identical with the choice U = I.
This primary usefulness of this lemma is in establishing worst-case recovery guarantees. In particular, if U is coherent, i.e. µ(U ) ≈ 1, then the measurement condition necessarily scales linearly with C, regardless of the choice of diagonal sensor profiles. This is illustrated in Fig. 4(a) , where the coherent canonical and wavelet bases both exhibit the worst-case scaling for Γ identical . Note that this lemma also implies that an optimal universal bound cannot be achieved with diagonal sensor profile matrices.
On the other hand, Fig. 4(a) indicates that optimal nonuniversal bounds are possible, at least for the incoherent Fourier and cosine bases. We shall now establish this result theoretically. The following lemma applies to examples (i) and (ii): Lemma 3.4. Let H c = diag(h c ) and q be as in (3.2) . Then
In particular, for the perfectly partitioned sensor profiles (example (i)) one has
µ(U )C ≤ Γ identical ≤ µ(U )N ,
and for the banded sensor profiles (example (ii)) one has
Proof. The lower bounds are due to Lemma 3.3. For the upper bound, we note that
as required. Note that in the last step we use the definition of q. This gives the first result. For the other two results we merely observe that α = β = 1 in both cases, and q = 1 for example (i) and q = O (1) as C → ∞ for example (ii).
This lemma confirms that for incoherent sparsity bases, much like for distinct sampling, one has an optimal recovery guarantee with examples (i)-(ii). See Fig. 4(a-1) .
Finally, we consider example (iii):
Lemma 3.5. Let 0 < ε < 1 and suppose that H c = diag(h c ), where the h c ∈ C N are independent Rachemacher sequences. Then
with probability at least 1 − ε, where c is a universal constant.
Proof. Observe that
where G ∈ C N ×C is the matrix with entries G i,c = (h c ) i . Thus G is a Bernoulli random matrix. According to [22, Thm. 5 .39], we have the following union bound for σ max (G):
for some universal constant c > 0. Taking t = 2c −1 log(2/ε) gives
which completes the proof.
We note that Lemma 3.5 is the first result considering randomness in the sensor profile matrix. The concentration inequality technique used in [3, Lem. 3 ] cannot be exploited because randomness in the H c 's typically breaks the independence assumption of measurements. We remark also that we are currently unaware of a deterministic construction of diagonal sensor profiles in the identical sampling case which achieves a bound similar to the one presented in this lemma.
Circulant sensor profile matrices
As before, suppose that H c = F * Λ c F where F is the unitary DFT matrix and Λ = diag(λ c ) is the diagonal matrix of eigenvalues. Observe that
This is precisely the Γ identical for a diagonal sensor profile setup with matricesĤ c = Λ c and with sparsity basisÛ = F U . Thus, we may apply all the bounds proved in the previous section to this case. In particular, for examples (i)-(iii) we have an optimal recovery guarantee whenever F U is incoherent, i.e. for the wavelet (of 4-level-decomposition) and canonical bases respectively. Conversely, for the Fourier and cosine bases we get the worst recovery guarantee. See Fig. 4 .
Block diagonal measurement matrices and relation to previous work
As discussed in §1.4, block-diagonal sensing matrices are a special case of our framework that are of independent interest in CS. This case corresponds to the perfectly-partitioned sensor profiles of example (i), since for these profiles the overall measurement matrix A is block diagonal, i.e.
where Φ c =Ã c P Ic ∈ C m/C×N/C , c = 1, . . . , C, is a subgaussian random matrix. In the distinct case the matrices Φ c are independent, whereas in the identical case Φ 1 = · · · = Φ c = Φ are all equal.
The following result gives our main recovery guarantee for such sensing matrices. For convenience, we now introduce the matrices U 1 , . . . , U C ∈ C N/C×N so that
Corollary 3.6 (The RIP for subgaussian block-diagonal measurement matrices). For 0 < δ, ε < 1 and 1 ≤ s ≤ N let A be measurement matrix (3.4) for either distinct or identical sampling. If
7)
then with probability at least 1 − ε, the RIC of A satisfies δ s ≤ δ. The constantΓ(U ) satisfies
where µ(U ) is the coherence of U .
Proof. By definition one has
Hence Theorem 2.5 gives the result for distinct sampling. For identical sampling, we have
and so Theorem 2.11 gives the result. Finally, (3.8) immediately follows from the definition of U c in (3.5) and µ(U ).
This result is quite surprising. Unlike in the general setting -where identical sampling is generally expected to require more measurements than distinct sampling -for block-diagonal sensing matrices the measurement conditions are exactly the same. In particular, there is no penalty in the recovery guarantee for identical sampling over distinct sampling. Both guarantees are determined by the constantΓ(U ), which, as shown in (3.8), is O (1) as C → ∞ whenever the sparsity basis is incoherent. This interesting result is verified by comparing Fig. 6(a-1) with Fig. 7(a-1) .
As discussed in §1.4, the RIP for block-diagonal sensing matrices with subgaussian blocks was studied systematically in [15] . Therein the authors refer to distinct block diagonal (DBD) and repeated block diagonal (RBD) matrices to describe what we call the distinct and identical sampling cases. Their main results are the measurement conditions
for the DBD and RBD cases respectively, 2 wherẽ
Let us now compare these quantities withΓ(U ). For distinct sampling, (3.8) gives
Similarly, for identical sampling, one hasΓ (U ) ≤ γ(U ).
2 These bounds imply the RIC of the measurement matrix δs ≤ δ, except with probability N − ln(N) log 2 (s) .
The slight difference in the log factors between these and our result (3.6) is due to our choice in leaving the failure probability as a parameter ε and a minor improvement in one of the log terms from ln(N ) to ln(m). Replacing ln(m) by ln(N ) and setting ε so that the two log terms in (3.6) matched would give the same log factors as these bounds. This follows by noting that
Hence, in general, Corollary 3.6 gives a better recovery guarantee than the results of [15] . Fig.  5 compares the magnitudes of the quantitiesΓ(U ),μ(U ) and γ(U ) for four sparsity bases. In the distinct case,Γ(U ) andμ(U ) are numerically indistinguishable. In particular, they are O (1) for incoherent bases (Fourier and cosine) and O( √ C) for coherent bases (canonical and wavelet). However, in the case of identical sampling, the constant γ(U ) of [15] is much larger thanΓ(U ). Indeed,Γ(U ) is O( √ C) (i.e. the worst possible behaviour) for all four sparsity bases, whereas our result gives optimal behaviourΓ(U ) = O (1) for incoherent sparsity bases. In [15] , the authors showed that a random orthonormal sparsity basis has γ(U ) ≈ 1 with high probability, thus leading to an optimal measurement condition. Our results on the other hand show optimal measurement conditions for large classes of deterministic sparsity bases (i.e. those that are incoherent).
Empirical phase transition results and discussion
In this section, we present empirical validation of theoretical results using phase transitions (see, for example, [25] and references therein).
Simulation setup
The overall simulation setup is as follows. For an s-sparse signal x ∈ C 128 , the positions of s nonzero elements were chosen uniformly at random without replacement, and the non-zero elements were chosen randomly and uniformly distributed on the unit circle. Subgaussian random matrices were constructed using i.i.d. Gaussian random variables having zero mean and unit variance. For the phase transition graph of resolution 50 × 50, the horizontal and vertical axes are defined by m/CN ∈ (0, 1] and s/N ∈ (0, 1] respectively. The empirical success fraction was calculated as #{successes}/#{trials} using 20 trials, where success corresponds to a relative recovery error x − x 2 / x 2 < tol for tol = 0.001. Throughout, we use CVX with the MOSEK solver [26, 27] . The empirical phase transition point is obtained by finding the closest (and at least) 50% empirical success point.
Based on this setup, phase transitions curves were computed for the following four cases:
(a) Diagonal sensor profile matrices with the canonical sparsity basis and perfectly-partitioned sensor profiles (see example (i) in §3).
(b) Diagonal sensor profile matrices with the Fourier sparsity basis and perfectly-partitioned sensor profiles (see example (i) in §3).
(c) Circulant sensor profile matrices with the canonical sparsity basis and globally-spread sensor profiles (see example (iii) in §3).
(d) Circulant sensor profile matrices with the Fourier sparsity basis and globally-spread sensor profiles (see example (iii) in §3).
Results and discussion
Fig. 6-7 shows phase transition curves for two diagonal and two circulant sensor profile matrices. The phase transition results in (b) and (c) are in good agreement with our theoretical results on optimal recovery guarantees. Note that (a) and (d) are cases for which our theoretical results predict a worst-case recovery guarantee, i.e. m C · s · L -see the discussion in §3. However, these phase transition curves appear to show optimal recovery for these cases, i.e. m s · L independent of C. We remark that this phenomenon has also been observed in previous works [1, 2, 3, 15] . The reason for this dissonance is that phase transition experiment tends to generate random sparse vectors where the nonzero entries are reasonably spread out. Take, for example, case (a). As remarked in §3.1.1, to recover an arbitrary s-sparse vector one requires at least C · s measurements, since for any c, there exists an s-sparse vector for which supp(x) ⊆ I c . However, such worst-case vectors are generated in a phase transition experiment with low probability. The 'average' vectors generated in such experiments are more adequately described as sparse and distributed, i.e. s-sparse but having roughly s/C of their nonzero entries in each interval I c .
Optimal (i.e. independent of C) recovery guarantees for the so-called sparse and distributed signal model with the canonical sparsity basis and diagonal sensor profiles have been presented in [1, 2, 3] . This is based on the so-called sparsity in levels signal model introduced in [28] (see also [29] ). These results are nonuniform, however. We expect though that one can prove uniform recovery guarantees for subgaussian random matrices for the sparse and distributed signal modelsuch as was done in this paper for the sparse signal model -thus verifying the results seen in Fig.  6 . For some work in this direction for sampling with subsampled isometries, see [30] .
Outline of the proofs
Given a matrix A satisfying αI EA * A βI, our aim is to estimate the quantity sup z∈Bs Az 2 2 − E Az 2 2 . Indeed, if
for some 0 < δ < 1, then it follows that A satisfies the ARIP with ARICs
To estimate sup z∈Bs Az 2 2 − E Az 2 2 , we shall follow the ideas of [19] (see also [15] ) and relate this quantity to the suprema of a certain chaos process. In particular, we will use the following theorem: 
is the radius of A in the spectral norm, and γ 2 (A, · 2→2 ) is as in Definition 5.2. Then, for t > 0,
where c 1 , c 2 depend only on φ.
The γ 2 functional in this theorem is defined as follows: where the infimum is taken over all admissible sequences {T i }.
In practice, we will estimate γ 2 using covering numbers. Recall that for a subset T of a metric space (T , d) and r > 0, the covering number N (T, d, r) is the smallest integer N such that T can be covered with balls B(
In words, T can be covered with N balls of radius r in the metric d. The γ 2 functional can be bounded in terms of covering numbers through the Dudley's entropy integral (e.g. [31] ). More specifically, the γ 2 functional of set of matrices A endowed with the operator norm · 2→2 satisfies
where d 2 (A) is the radius of A in the spectral norm.
In the next two sections, we estimate three quantities involved in Theorem 5.1 for both the distinct and identical sampling scenarios. Specifically, we will prove that
by showing the following inequalities for E 1 , E 2 and E 3 :
Our proofs use similar arguments to those of [15] , but with the key generalization to arbitrary sensor profile matrices and with several other changes which lead to better bounds than those of [15] (recall the discussion in §3.3).
6 Proofs I -Distinct sampling
Reformulation as a chaos process
Let A be as in §2.2. We first show that the quantity sup z∈Bs Az 2 2 − E Az 2 2 can be viewed as the suprema of a chaos process. We have
Observe that ξ ∈ R mN is a random vector whose entries are i.i.d., zero-mean, unit-variance, and φ-subgaussian random variables. If we define the set of m × mN matrices 
Proof of Theorem 2.5
Seeking to apply Theorem 5.1, we first estimate d F (A), d 2→2 (A), and γ 2 (A) for the process (6.2).
Estimation of d F (A)
We have
due to (2.7) and the fact that U is unitary. Therefore d F (A) = sup Az∈A A z F ≤ √ β.
Estimation of d 2→2 (A)
We estimate d 2→2 (A) = sup Az∈A A z 2→2 as follows:
where Γ distinct = α −1/2 max c=1,...,C max j=1,...,N H c U e j 2 .
Estimation of γ
To estimate γ 2 (A, · 2→2 ) we shall use the bound (5.1) involving the covering number N (A, · 2→2 , ν). This covering number is estimated in the following lemma. This lemma is similar to [15, Lem. 6] , albeit with a slightly tighter estimate (i.e. ln(N ) ln(m) rather than ln 2 (N )). We include a proof in §9 for completeness.
Then, for 0 < ν < θ/ √ m, we have
Note that the first term will in general be used when ν is large and the second term will be used when ν is small.
Let F : C N → C m×mN be the mapping z → A z , where A z is as in (6.1). As shown in the previous section, note that F(z) 2→2 ≤ α/mΓ distinct z 1 . Hence, setting θ = √ αΓ distinct the above lemma gives Fix 0 < λ < sα/mΓ distinct . We now get
(for the second inequality, we use the bound
. With the choice of λ = α/mΓ distinct we now deduce the overall bound
6.2. 4 Estimates for E 1 , E 2 , and E 3
In the previous three subsections we have shown that
where L = ln(2m) ln(2N ) ln(2s). From their definitions (see Theorem 5.1), it now follows that
Since 0 < δ < 1 and β/α ≥ 1, this reduces to a single inequality
Now consider E 2 . We have
Hence (5.3) holds, provided
Via Young's inequality, this reduces to the single inequality
Finally, for E 3 we have
and therefore (5.4) holds provided
To complete the proof of Theorem 2.5 we note that (6.6)-(6.8) are implied by the inequality (2.11).
Proof of Theorem 2.6
We follow the same setup as in §6.2.
, in this section we need only provide different estimates for the quantities d 2→2 (A) and γ 2 (A, · 2→2 ).
Note that, as shown above
and thus
. Thus, the Dudley-type integral (5.1) yields
A simple volumetric argument (see, for example, [19, Appx. C]) now gives
(noting that the s-dimensional complex unit ball can be treated as the real 2s-dimensional unit ball by isometry). Therefore, we have
where in the second step we use the inequality
6.3.3 Estimation of E 1 , E 2 , and E 3
Using these bounds, we now deduce the following inequalities for E 1 , E 2 and E 3 :
Hence (5.2) holds, provided
and (5.4) holds, provided m δ −1 · Ξ 2 distinct · ln(2/ε). To complete the proof, we note that these inequalities are implied by (2.13).
Proofs of Theorem 2.8 and 2.9
Similar techniques to those used in §6.2 for the proof of Theorem 2.5 can be applied to prove Theorem 2.8. The normalization factors in (6.1) are first replaced by (m c C) −1/2 , i.e.
so that the following holds:
where A is as in (2.16). Then, the parameters in Theorem 5.1 are estimated as
where Γ distinct = α −1/2 max c=1,...,C max j=1,...,N H c U e j 2 . Note that the estimate for γ 2 (A, · 2→2 ) follows from Lemma 6.1. To complete the proof, we repeat the procedure in §6.2.4.
To prove Theorem 2.9 we follow the techniques of §6.3 using the same adjustments as made above. The parameters in Theorem 5.1 now satisfy
To complete the proof, we repeat the procedure of §6.3.3.
7 Proofs II -Identical sampling
Reformulation as a chaos process
Let A be as in §2.3. Similar to §6.1, we first show that the quantity sup z∈Bs Az 2 2 − E Az 2 2 can be viewed as the suprema of a chaos process. We have Let F : C N → C m×mN/C be the mapping z → A z , where A z is as in (7.1). As shown in the previous section, we have
Following the same argument as in §6.2.3 (replacing Γ distinct by Γ identical wherever necessary), we now deduce the estimate γ 2 (A, · 2→2 ) 2sα m · Γ identical · ln(2m) ln(2N ) ln(2s).
7.2.4
Estimates of E 1 , E 2 , and E 3
Given these estimates, we have the following estimates for E 1 , E 2 , and E 3
where L = ln(2m) ln(2N ) ln(2s). To complete the proof of Theorem 2.11, one can repeat the arguments in §6.2.4 so as to satisfy (5.2), (5.3), and (5.4).
Proof of Theorems 2.12
We follow the same setup as in §7.2. Since d F (A) ≤ √ β (see §7.2.1), in this section we need only provide different estimates for the quantities d 2→2 (A) and γ 2 (A, · 2→2 ). 
Hence it remains only to show the sharpness of the second inequalities in (2.28) and (2.29). For simplicity, suppose that N/C = n ∈ N and write sensor profile matrices in block form as Hence, H c H * c is the block-diagonal matrix equal to CI n in its (1, 1) th block and zero elsewhere. Thus To deduce the sharpness of the second bound in (2.29), we now notice that
H c H * H c e j e * j H * c 2→2
= C e j ′ e * j ′ 2→2 = C, which gives the result.
Proof of Proposition 2.14
In view of Proposition 2.13 we only need to prove that Ξ identical ≤ β/α √ C. Since the H c are normal, we have
where in the last inequality we use the joint near-isometry property (2.20). This gives the result. To show that this bound is sharp we may let H c = √ CP Ic , where I c is as in (8.1), as before.
