We address evolution of a spinor polariton condensate in radially periodic potentials.
temperatures (in nanokelvin range). On the other hand, the use of the optical nonlinear systems frequently requires laser radiation with high peak powers, since optical nonlinearities in conventional transparent materials are usually very weak. However, there is a system which combines the advantages of the atomic Bose-Einstein condensates (BECs) and photonics, namely, cavity polaritons. They are composite light-matter quasiparticles formed by microcavity photons resonantly coupled to quantum well excitons. From their photonic component polaritons inherit extremely small effective mass (≃ 10 −5 of the mass of a free electron) and robustness to decoherence, while the presence of the excitonic component enables strong polariton-polariton interactions resulting in giant χ (3) optical nonlinearity. 6, 7 A broad variety of collective nonlinear phenomena were already reported in polariton systems. They include BEC and polariton lasing, [8] [9] [10] [11] self-organisation through multiple polariton-polariton scattering, 12 quantised vortices, 13, 14 and conventional dark and bright solitons . [15] [16] [17] Recent development of technologies of microcavity structuring 18 enabled observation of one-and two-dimensional polariton solitons in periodic potentials.
19-22
One of the peculiarities of the polariton system as compared to systems based on cold atoms is related to spin structure of the polaritons. Similar to the cavity photons, polaritons have two possible spin projections on the structure growth axis corresponding to two opposite circular polarizations. 23, 24 For the polaritons with the in-plane momentum k different from zero two circular polarizations become coupled by so-called TE-TM splitting, which can be described in terms of the in-plane effective k-dependent magnetic field, similarly to the case of 2D electrons with Rashba spin-orbit interaction. 25 This effective spin-orbit coupling enables to use microcavity-based structures as building blocks for spinoptronic devices.
26
Moreover, as exchange term prevails in exciton-exciton scattering, 27 polariton-polariton interactions are strongly spin anizotropic: polaritons with the same spin projectrions strongly repel, while polaritons with opposite spin projections can demonstrate weak attraction.
28
Delicate interplay between spin dynamics and polariton-polariton interactions leads to rich phenomenology of nonlinear polarization phenomena in microcavities, including polariza-tion pattern formation, 29 
Theoretical model
Evolution of spinor wavefunction ψ = (ψ + , ψ − ) T describing polaritons confined in a potential in circular polarization basis is governed by the system of Gross-Pitaevskii equations:
where
y is the Laplace operator, x and y are the spatial coordinates, t is the evolution time scaled to ensureh = 1, Since the very fact of existence of solitons is not directly connected with the presence of losses and pump, here we consider a conservative system (1). The approximation of quasi-conservative dynamics of polariton condensates was used in a number of previous studies, see e.g. 24, 33, [36] [37] [38] 41, 42, 46 In the experiment losses are expected to affect the results only quantitatively (see e.g. First we address radially symmetric solitons that have the form ψ ± = exp{−iµt + il ± ϕ}u ± (r), where µ is the real-valued chemical potential and real functions u ± satisfy zero boundary conditions in the limit r → ∞: lim r→∞ u ± = 0. Substituting these expressions in the original equations (1), one obtains that topological charges of two spinor components are not independent, but locked by the relation l − = l + + 2. This condition appears due to the presence of spin-orbit coupling, that therefore is a crucially important physical effect determining the structure of available excitations. The functions u ± satisfy the system of equations
Its localized radially-symmetric solutions can be characterized by the norms (number of
± (r)dr and by the total norm N = N + + N − . Stability of stationary vortex-carrying modes can be examined using perturbed solutions in the form
where w ±,q , z ±,q are small radial perturbations, and integer q = 0, 1, 2, . . . is the azimuthal perturbation index. Spectrum of λ determines the growth rate of an eventual instability (the instability corresponds to λ with nonzero imaginary part). Linearization with respect to w ±,q , z ±,q yields a linear eigenvalue problem from which eigenvalues λ can be computed numerically for each azimuthal index q (in our numerics we have examined the range q = 0, 1, . . . , 20).
Results and discussions

Linear limit
Before we proceed to the full nonlinear model, it is important to understand the properties of the system in the linear limit. The most representative property of the system with radially periodic potential is that Bragg-type reflections play substantial role in the formation of localized excitations. At r → ∞, where nonlinear terms (|u ± | 2 + σ|u ∓ | 2 )u ± can be neglected, and contributions from linear terms ∼ r −1 , r −2 in (2) vanish, one obtains a truly periodic Figure 2 : (a) Band-gap structure for linear periodic system with V 0 = 3 and β = 0. We show the dependencies of log |ρ j | on µ, where ρ j are the multipliers. The regions where at least one of the multipliers has unit amplitude (and the respective logarithm is zero) correspond to spectral bands (gray areas) which separate gaps (white areas). Labels "semi-infinite" and "first finite" indicate the respective gaps. (b) Band-gap structure for β = 0.1. Blue and red curves correspond to two different pairs of multipliers which are associated with different families of solutions plotted in panels (c) and (d). (c) Families of nonlinear modes with l ± = ∓1. These families correspond to symmetric modes with one, two, and three ring-shaped peaks (labels 1,2,3) and antisymmetric modes with one peak (label a). Blue and black curves correspond to the blue and red curves in (b) highlighting corresponding pair of multipliers associated with a given family. (d) Soliton families with topological charges l ± = (0, +2). In (c),(d) β = 0.1, σ = −0.05. For asymmetric modes solid and dashed fragments of the curves correspond to stable and unstable solutions, respectively; the stability of symmetric solutions is discussed in the text.
system, whose spectrum can be found using Floquet-Bloch theory if one considers r as a formal variable on the entire real axis r ∈ (−∞, ∞). This periodic system features bandgap spectrum that can be described using the technique of the monodromy matrix, 47 i.e., the fundamental matrix of the corresponding periodic ODE system evaluated at one period (which is equal to π in our case). Due to the spinor character of our system, the size of the monodromy matrix is 4×4 . This matrix has four eigenvalues ρ j (which are called multipliers in the Floquet theory). Bloch momenta k j in the reduced Brillouin zone can be obtained from the multipliers as k j = −i/π ln ρ j . Multipliers constitute two inverse pairs: ρ 1 ρ 2 = 1 and ρ 3 ρ 4 = 1. If for some µ at least one pair of multipliers has unit absolute value (|ρ 1,2 | = 1 or |ρ 3,4 | = 1), then the linear periodic system admits a bounded solution, and this value of µ belongs to the spectral band. At the same time, the unusual property of our model is that even if µ belongs to a spectral band, the full nonlinear system can still have a soliton solution -this situation is possible if one pair of multipliers has unitary amplitude, but another one does not (i.e., |ρ 1,2 | = 1 and |ρ 3,4 | = 1 or vice versa). When all four multipliers |ρ j | = 1, all solutions are unbounded, and this means that µ belongs to the spectral gap.
The multipliers can be found numerically by computing directly the fundamental solution of the periodic system over one period (with the Runge-Kutta method), constructing the 4×4 monodromy matrix, and evaluating its eigenvalues. In the absence of spin-orbit coupling (i.e., at β = 0), Eq. (2) transforms into a pair of identical equations, so that multipliers form two identical pairs ρ 1 = ρ 3 and ρ 2 = ρ 4 [ Fig. 2(a) ]. The spectrum of the potential at r → ∞ features one semi-infinite gap and infinite number of finite gaps [white areas in Fig. 2(a) ] separated by bands [gray areas in Fig. 2(a) ]. Nonzero spin-orbit coupling β lifts the degeneracy, and dependencies ρ j (µ) shift with respect to each other [see blue and red curves in Fig. 2(b) ] that results in a more complicated band-gap structure, where several new bands emerge even at relatively small β values [ Fig. 2(b) ]. The spectrum shown in Fig. 2(b) determines the behavior of tails of nonlinear modes at r → ∞. Since interactions between polaritons with the same spin are repulsive, one expects the formation of nonlinear modes in finite gaps. At r → ∞ such modes should have oscillating tails typical for gap solitons.
The preliminary information can also be obtained for nonlinear modes of small amplitude (or, in other words, for modes with small number of particles N). Such weakly nonlinear small-amplitude modes can be approximated by system (2) in which nonlinear term (|u ± | 2 + σ|u ∓ | 2 )u ± become negligible, but those ∼ r −1 , r −2 cannot be neglected anymore: instead, they determine the asymptotical behavior of solutions close to the origin.
Thus, one arrives at the linear eigenproblem that can be solved numerically at r ∈ [0, ∞) by discretization all derivatives and computing the eigenvalues of the resulting sparse matrix.
The corresponding eigenvalues µ determine the chemical potentials of localized linear modes from which the small-amplitude nonlinear modes bifurcate. The remarkable property of the potential considered here is that it supports various localized linear modes with topological charges l ± = (−1, +1) and l ± = (0, +2), whose eigenvalues µ are situated inside spectral gaps of the periodic problem discussed above. Such modes automatically acquire decaying oscillating tails in accordance with the above analysis. Usually, the further is the maximum of the linear mode from the origin, the closer its eigenvalue to the edge of the forbidden gap.
The number of these modes increases with increase of the potential depth V 0 . Linear modes obtained in this way can be used as initial guesses for the iterative Newton method which converges to truly nonlinear modes described by the full system (2) without any neglected terms.
Vortex solitons
Solitons with l ± = (−1, +1)
Using the preliminary information on the shapes of possible localized solutions obtained in the linear limit as the initial approximation, we have performed the numerical continuation of linear modes into the nonlinear domain. To this end, the standard finite-difference approach was employed which consists in the approximation of the derivatives with finite differences and solving the resulting system of nonlinear algebraic equations with the iterative Newton's method.
For l ± = (−1, +1) the nonlinear system (2) admits two obvious reductions: u + = u − (symmetric modes) and u + = −u − (antisymmetric modes). Solitons with such topological charges bifurcate from corresponding symmetric or antisymmetric linear modes. The most fundamental solutions are the symmetric modes u + = u − that feature a single bright ring residing at the first minimum of the potential (i.e., local minimum at r = π/2). Representative profiles of such solitons are shown in Fig. 3(a) for parameter values V 0 = 3, β = 0.1, σ = −0.05 that will be used throughout this paper. Interestingly, in addition to single-ring solitons, radially-periodic potential also supports multi-ring solitons featuring density peaks on each inner radial minimum of the potential [see (∼ 10 −2 or less). In order to validate the predictions of the linear stability analisys, we have simulated the dynamics of stable and unstable stationary vortex modes using the timedependent system (1). The latter was solved using the split-step method which efficiently approximates the Laplace operator using the fast Fourier transform. The initial conditions for system (1) were taken in the form of stationary ring-shaped vortex modes whose profiles were perturbed with small-amplitude random noise whose maximal magnitude was about 5% of the maximal amplitude of the solution. Stable ring-like solitons persist over extremely long time intervals. Typical evolution of unstable symmetric soliton is illustrated in the lower panels of Fig. 4 . In the course of instability development different spinor components acquire crescent-like shapes that rotate and slightly oscillate in amplitude, leading to quasi-periodic reconstruction of the ring-like structure. For two-ring and three-ring symmetric families the stability properties are similar: they can be stable within multiple intervals of µ separated by instability domains. Evolution of the most unstable two-ring mode is shown in Fig. 5 .
The instability mainly affects the inner ring, which transforms into rotating crescent-like distribution, while outer ring does not show any visible distortion.
In Fig. 2(c) we also show a family of the simplest antisymmetric vortex solitons with the density peak in the first potential minimum. In contrast to symmetric solitons, this family Solitons with l ± = (0, +2)
Next we consider vortex solitons with topological charges l + = 0 and l − = 2. In this case two spinor components have essentially different shapes. However, one can still loosely classify some of these solutions as "symmetric" (two components have the same sign almost everywhere) and "antisymmetric" (two components are typically of the opposite signs). Four families of solitons with charge (0, +2) (including three "symmetric" families and one "an- tisymmetric" family) are shown in Fig. 2(d) , where we again use blue and red colors to illustrate the correspondence between the nonlinear modes and the pairs of Floquet multipliers plotted in Fig. 2(b) . The corresponding spatial profiles of u + and u − are illustrated in Fig. 6 . Notice different asymptotical behavior of spinor components at r → 0. For symmetric solutions [ Fig. 6(a,b,c) ] the components u + and u − are typically of approximately equal amplitudes, while for the antisymmetric family the second component always domi- Fig. 6(d) ]. Symmetric (0, +2) solutions can be stable (with possible bands of weak instabilities), while the antisymmetric family is chiefly unstable, but has two distinctive stability intervals: one for small-amplitude solutions and another one for solutions of moderate amplitudes [solid and dashed fragments of the corresponding curve in Fig. 2(d) ].
Effect of losses
The system (1) is valid only in the quasi-conservative approximation. In real polariton condensate one has to take into account the unavoidable losses. In order to address their impact on stable multi-ring vortex solitons predicted here, we have simulated their evolution in the dissipative extension of the system (1), where terms −iγψ + and −iγψ − were added to the first and second equations, respectively. The coefficient γ = 0.01 was selected in accordance with typical lifetime of polariton condensates in microcavities. The stability intervals for multi-ring solitons found here are sufficiently broad, so that gradual decrease of peak amplitude leads only to adiabatic transformation of the mode shape, usually without driving the mode from its stability domain. This is illustrated on the example of three-ring vortex solitons with charge (0, +2), see Fig. 7 . This observation suggests that unavoidable dissipation does not hinder the existence of multi-ring vortices. This suggests that our system can support a new type of rotating solitons. In order to find them, we move into rotating coordinate frame 48 x ′ = x cos(ωt) + y sin(ωt), y ′ = y cos(ωt) −
Rotating solitons
x sin(ωt), where ω is the rotation frequency, and search for stationary solitons in this frame in
, where spinor components u ± satisfy the equation:
It should be mentioned here that for β = 0 the transition to the rotating coordinate frame in Eq. (1) results in the appearance of additional multipliers ∼ exp(∓2iωt) in front of terms describing spin-orbit coupling. Therefore, in order to eliminate time-dependence from the equation one has to assume solutions in the form ψ ± = u ± (x ′ , y ′ ) exp(∓iωt−iµt) that leads to the appearance of one more term ∓ωu ± in the Eq. (3) in addition to standard (last) Coriolis term. This new term is analogous to the Zeeman splitting induced by the magnetic field.
It should be stressed that for β = 0 (in the absence of spin-orbit coupling) the substitution at the left black arrow, while at the right black arrow these states turn into vortices with
Recall, that at ω = 0 the two-peak family turns into the dipole solutions. 
Conclusion
To conclude, we have provided a systematic study of spin-orbit-coupled polariton states loaded in a radially-periodic trap which represents a potential in the form of a system of concentric rings. The system is demonstrated to support a rich variety of dynamically stable spinor stationary localized vortex states characterized by different topological charges in each component. Apart from the simplest solution with a single distinctive ring-shaped density peak, the system supports multi-ring states states that nevertheless can be dynamically stable despite their complex internal structure. Additionally, the radially-periodic potential enables the steady propagation of multipeaked stable rotating solitons. Spin-orbit coupling results in the nonequivalence between the solitons rotating clockwise and counterclockwise.
Our results open several directions related to further investigation of polariton systems trapped in circular landscape potentials. Those for instance include the analysis of the effects stemming from the additional magnetic field which has not been taken into account herein, and can result in nontrivial topological or chiral effects. 41, 42 From the nonlinear optics perspective, it also appears promising to study the possibility of nonlinearity-induced symmetry breaking bifurcations with the spontaneous formation of asymmetric (neither symmetric nor antisymmetric) spinor modes with topological charges l ± = ∓1. A more detailed investigation of the dissipative dynamics of trapped spinor vortices coupled to reservoirs of incoherent exitons 50 is also in order.
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