We study sharp estimates of integral functionals for operators on the set T n of real trigonometric polynomials f n of degree n ≥ 1 in terms of the uniform norm ∥ f n ∥ C 2π of the polynomials and similar questions for algebraic polynomials on the unit circle of the complex plane. P. Erdös, A.P. Calderon, G. Klein, L.V. Taikov, and others investigated such inequalities. In this paper, we, in particular, show that the sharp inequality ∥D α f n ∥ q ≤ n α ∥ cos t∥ q ∥ f n ∥ ∞ holds on the set T n for the Weyl fractional derivatives D α f n of order α ≥ 1 for 0 ≤ q < ∞. For q = ∞ (α ≥ 1), this fact was proved by Lizorkin (1965) [12]. For 1 ≤ q < ∞ and positive integer α, the inequality was proved by Taikov (1965) [23]; however, in this case, the inequality follows from results of an earlier paper by Calderon and Klein (1951) [6].
Introduction
Let T n , n ≥ 0, be the set of trigonometric polynomials f n (t) = a 0 + n  k=1 (a k cos kt + b k sin kt), a k , b k ∈ R,
of degree at most n with real coefficients; for polynomial (1) , we denote by  f n its conjugate polynomial  f n (t) = n  k=1 (a k sin kt − b k cos kt).
For 0 ≤ q ≤ +∞, we consider a functional ∥ · ∥ q defined on the set T n by the following relations depending on values of q:
Sharp inequalities for trigonometric polynomials with respect to these and more general functionals are a wide part of function theory. A sufficiently complete review of this topic can be found, for example, in monographs by Rahman and Schmeisser [16, 17] .
In 1951, Calderon and Klein [6] obtained the following result.
Theorem A ( [6] ). Suppose that ϕ is a nonnegative function defined for nonnegative u and satisfying the condition that (ϕ(u) − ϕ(0))/u be a nondecreasing function of u, u ≥ 0. Then, the maximum of the integral
for all f n ∈ T n such that ∥ f n ∥ ∞ ≤ 1 is achieved by the polynomial cos(nt + a), a ∈ R. If, in addition, ϕ is not a constant function, then cos(nt + a), a ∈ R, is the only extremal polynomial.
The function ϕ(u) = √ 1 + u 2 satisfies the assumptions of Theorem A. For this function, integral (3) is the length of the graph of the polynomial f n on the period [0, 2π ]. In this case, the problem was posed and solved by Erdös in 1939 [7] . For convex nondecreasing functions ϕ, inequality (3) was rediscovered by Taikov [23] . Theorem A was rediscovered by Kristiansen [11] . Bojanov and Naidenov [5] extended Theorem A to integrals over intervals of arbitrary length.
For q ≥ 1, the function ϕ(u) = u q , u ≥ 0, satisfies the assumptions of Theorem A as well as the assumptions of Theorem 1 from a later paper by Taikov [23] . Therefore, the following inequality is valid for q ≥ 1:
This, by the classical Bernstein inequality
yields the inequality
for any integer r ≥ 1 [23] . Inequalities (6) and, in particular, (4) are sharp and turn into equalities only for polynomials of the form A cos(nt + a), where A, a ∈ R.
The function ϕ(u) = u q for 0 < q < 1 and, a fortiori, the function ϕ(u) = ln u do not satisfy the assumptions of Theorem A. It is proved in [19, Theorem 2] that the following inequality between different metrics holds for any q > 0 and polynomials f n ∈ T n all zeros of which are real:
This result and Bernstein inequality (5) imply the validity of inequality (4) and, as a consequence, of inequality (6) in the case 0 < q < 1 for polynomials f n ∈ T n with the property that all zeros of the derivative f ′ n are real. In [15] , it is proved that, for 0 ≤ q < 1, inequality (4) is valid for any polynomial f n ∈ T n whose derivative has at most πn 2 zeros on a period as well as for the whole set of polynomials T n for 1 ≤ n ≤ 4.
In this paper, we prove inequality (6) for 0 ≤ q < 1, all n ≥ 1, and Weyl fractional derivatives of order r ≥ 1; we also extend this inequality to a more general class of functions ϕ and to a more general class of operators on the set T n .
Basic definitions and preliminary results
Let P n , n ≥ 0, be the set of algebraic polynomials in a complex variable of degree at most n with a real constant term and complex other coefficients:
We write the coefficients c k , 1 ≤ k ≤ n, of polynomial (8) in the form c k = a k − ib k , where a k , b k ∈ R; we also set a 0 = c 0 . The following relation is valid for polynomial (8) on the unit circle:
where f n (t) = Re P n (e it ),  f n (t) = Im P n (e it )
are trigonometric polynomial (1) and its conjugate polynomial (2), respectively. It is easily understood that formulas (9)-(10) define a one-to-one correspondence between the sets T n and P n for any n ≥ 0. Let B n be the class of nonzero (not necessarily linear) operators L from the set P n to the set P =  m≥0 P m of all algebraic polynomials with a real constant term and the following properties.
(1) An operator L maps P n to the set P 0 of algebraic polynomials with zero constant term; i.e., L P n (0) = 0, P n ∈ P n .
(2) An operator L is positive homogeneous; more precisely, the following equality holds for any polynomial P n ∈ P n and any nonnegative real number ρ (on the unit circle at least):
(3) For an operator L, the value
is finite; here and below, we use the notation ∥g∥ = ∥g∥ ∞ = max{|g(z)| : |z| = 1} = max{   g(e it )   : t ∈ [0, 2π]} for functions g continuous on the unit circle of the complex plane.
A polynomial P n ∈ P n is uniquely defined by the real part of its values on the unit circle, i.e., by the trigonometric polynomial f n (t) = Re P n (e it ). Consequently, L P n is an operator of f n (t) = Re P n (e it ) and value (13) can be regarded as the "uniform norm" of this operator.
The set of operators B n can be described in other terms. Let T 0 be the set of all real trigonometric polynomials with zero constant term. We denote by B tr n the set of positive homogeneous operators L from T n to T 0 (more precisely, that have the property L(ρ f n ) = ρ L( f n ), f n ∈ T n , ρ ≥ 0) such that the value
is finite. An operator L ∈ B n generates an operator from T n to T 0 (we denote this operator by the same letter L) by the formula L f n (t) = Re(L P n (e it )), f n ∈ T n ;
here, the polynomial P n = P f n is defined by equality (9) . It is easily understood that operator (15) belongs to the set B tr n and values (13) and (14) coincide for these operators. Conversely, the formula
assigns to an operator L ∈ B tr n an operator L : P n → P 0 from the class B n ; moreover, relation (15) holds. Thus, formulas (15) and (16) define a natural bijection between the sets B n and B tr n . Taking this fact into account, we identify the sets B n and B tr n and denote them by B n . Let L be a nonzero linear operator (over the complex field C) from the set P n , n ≥ 0, of algebraic polynomials of degree at most n with complex coefficients (including the constant term) to the set P of all algebraic polynomials with complex coefficients satisfying condition (11) . For this operator, property (12) holds and norm (13) is finite; i.e., the operator belongs to the set B n . Note that, for a linear operator, the equality  L f n = L  f n , f n ∈ T n , holds, because, if f n (t) = Re P n (e it ), P n ∈ P n , then  L f n (t) = Im(L P n (e it )) = Re(−i L P n (e it )) = Re(L(−i P n )(e it )) = (L  f n )(t).
A number of classical operators on the set P n , n ≥ 0, have the form
where {γ k } n k=0 are complex parameters; the operator z P ′ n (z) is an example. In the case γ 0 = 0, operator (17) belongs to the set B n . It is not hard to see that norm (13) of operator (17) coincides with the norm of the functional (L P n )(1) =  n k=0 γ k c k , P n ∈ P n . More precisely, the equality
holds. The following question is important: under what conditions the polynomial P * n (z) = z s is extremal in (18) (and, hence, in (13)) for some s, 1 ≤ s ≤ n? Necessary and sufficient conditions for this property were obtained by Rogosinski [18, Theorem 2] in terms of trigonometric polynomials. For s = n, this result was obtained even earlier by Bernstein [3, 4] under the additional constraint Im γ 0 = 0. Similar problems about norms of operators and functionals on T n and P n were also studied by Szegö [22] , Shapiro [21] , Zavalishchin [26] , Parfenenkov [14] , and others.
Let Φ + = Φ + (0, 1] be the class of functions ϕ defined on (0, 1] and representable in the form
is continuous, nondecreasing, and convex on (−∞, 0]. This class includes, for example, all nondecreasing convex functions, the functions u p for p > 0, ln u, ln + u = max{0, ln u}, and ln(1 + u p ) for p > 0. Taking into account the properties of convex functions, we can assert that a function ϕ defined on the half-open interval (0, 1] belongs to the class Φ + if and only if this function is continuous, nondecreasing on (0, 1], and differentiable everywhere on (0, 1] except for an at most countable set of points at each of which the function ϕ has both one-sided derivatives, and, moreover, the function uϕ ′ (u) is (nonnegative and) nondecreasing on (0, 1).
The set Φ + and the set Φ of functions with the properties described in Theorem A overlap but none of them contains the other. In particular, the functions ln u and u p for 0 < p < 1 do not belong to the class Φ.
The class of functions Φ + (0, ∞) on the half-line (0, ∞) with the above properties was introduced in [1, 2] , where the Bernstein inequality and its generalizations in the spaces L p for p ∈ [0, 1) (and more general spaces) were studied. In [8] , it is shown that the use of the class Φ + (0, ∞) is natural in this research area.
The following assertion contains an equivalent description of the class Φ + = Φ + (0, 1].
Lemma 1. For a function ϕ : (0, 1] → R, the following two conditions are equivalent. Proof. The statements of the lemma may be regarded known; they are easily obtained by the following reasoning. The implication (1) ⇒ (2). The function ln |z| is harmonic in the domain D 0 = {z ∈ C : 0 < |z| < 1}; hence (see, for example, [9, Theorem 2.2]), the composition ψ(ln |z|) = ϕ(|z|) = φ(z) is a subharmonic function in D 0 . Since the function ϕ is nondecreasing on (0, 1], there exists a finite or equal to −∞ right-hand limit c = lim r →0+ ϕ(r ) at the point 0. We set φ(0) = c; then, evidently, the function φ becomes subharmonic in the unit disk D = {z ∈ C : |z| < 1}. The implication (2) ⇒ (1). For all r ∈ (0, 1), the following equality is valid:
Therefore (see [9, Theorem 2.13] ), the function ϕ(r ) is a convex function of ln r on any closed interval [r 1 , r 2 ], 0 < r 1 < r 2 < 1. Consequently, ϕ(r ) is a convex function of ln r on the interval (0, 1) and, in view of its continuity at the point r = 1, on the half-open interval (0, 1]. By the same Theorem 2.13 from [9] , the function ϕ is nondecreasing on [0, 1) and, hence, on [0, 1].
General results
Lemma 2. For all z ∈ C, the inequality
is valid. It turns into an equality if and only if |z| = 1.
Proof. Let us use the exponential notation z = r e it for a number z ∈ C. Then, we have (19) is proved. The cases of equality are obvious. Theorem 1. Let ϕ ∈ Φ + . Then, the following inequality holds for any polynomial P ∈ P with the property P(0) = 0:
For the polynomials
inequality (20) turns into an equality. If the function ϕ is increasing (i.e., strictly increasing), then there are no other cases of equality.
Proof. Without loss of generality, we assume that ∥P∥ = 1. Since the function ϕ is nondecreasing, by (19) , the following inequality holds:
Moreover, if ϕ is increasing and |P(e it )| ̸ ≡ ∥P∥ = 1, then inequality (22) is strict. Only the polynomials P(z) = cz n , |c| = 1, n ∈ N, have the property |P(e it )| ≡ 1. Therefore, if the function ϕ is increasing, then inequality (22) may turn into an equality only for polynomials (21) . The polynomial P is analytic in C, P(0) = 0, and |P(z)| ≤ 1 for |z| ≤ 1. By the Schwartz lemma, the inequality |P(z)| ≤ |z|, |z| ≤ 1, is also valid. Therefore, the function (P 2 (z) + 1)/2 is subordinated to the function (z 2 + 1)/2 in the disk |z| < 1 [9, Section 2.8]. By Theorem 2.23 from [9] , we have
Relations (22) and (23) imply (20) . Evidently, inequality (20) turns into an equality for polynomials (21) . The theorem is proved.
Theorem 1 allows us to establish the following assertion.
Theorem 2. Let ϕ ∈ Φ + and L ∈ B n . Then, the following inequality is valid:
If, for an operator L ∈ B n , there exists a polynomial P * n ∈ P n extremal in problem (13) with the property (L P * n )(z) = cz m , where c ∈ C, c ̸ = 0, and m is a positive integer, then the polynomial P * n is also extremal in inequality (24) . If the function ϕ is increasing on (0, 1], then only such polynomials are extremal in (24) .
Proof. Let ϕ ∈ Φ + and L ∈ B n . For an arbitrary polynomial P n ∈ P n , the polynomial L P n satisfies the condition (L P n )(0) = 0. Therefore, by Theorem 1, the following inequality holds:
Definition (13) gives the estimate ∥L P n ∥ ≤ ∥L∥ ∥Re P n ∥.
Since the function ϕ ∈ Φ + is nondecreasing, inequality (25) implies inequality (24) . It is seen from the proof that, if both inequalities (25) and (26) turn into equalities for a polynomial P * n ∈ P n , then this polynomial is also extremal in inequality (24) . If the function ϕ ∈ Φ + is increasing on (0, 1], then, evidently, only such polynomials can be extremal in (24) . The theorem is proved. Theorem 2 can be formulated in the following equivalent form.
Theorem 3. Let ϕ ∈ Φ + and L ∈ B n . Then, the following inequality is valid:
If, for an operator L ∈ B n , there exists a polynomial f * n ∈ T n extremal in problem (14) with the property (L f * n )(t) = A cos(mt + a), where A, a ∈ R, A ̸ = 0, and m is a positive integer, then the polynomial f * n is also extremal in inequality (27) . If the function ϕ is increasing on (0, 1], then only such polynomials can be extremal in (27) .
Sharp inequalities for derivatives of fractional order
In this section, we give an analog of Theorem A by Calderon and Klein for the class of functions Φ + and derivatives of fractional order. In particular, we extend Taikov's inequality (6) to 0 ≤ q < 1 and fractional derivatives.
Let D α f n be the Weyl fractional derivative of order α ∈ R of a polynomial f n ,
We denote by B α n the best constant in the Bernstein inequality
for fractional derivatives. In 1965, Lizorkin [12] proved that, if α ≥ 1, then B α n = n α ; i.e., an analog of the classical Bernstein inequality holds for fractional derivatives of order α ≥ 1. T. Bang, P. Civin, S.P. Geisberg, and others (see [20, Theorem 19.10 and Section 23, remarks to Section 19, Subsection 8]) studied inequality (29) for 0 < α < 1. Wilmes [25, Theorem 4, Remark 4 ] obtained the sharpest result; namely, he proved that the estimates n α ≤ B α n ≤ 2 1−α n α hold for 0 < α < 1.
Denote by C α n (θ ) and C α n the best (i.e., the least possible) constants in the inequalities
Inequalities of this type were first studied by Szegö [22] in 1928 (see also [27, Volume 2, Chapter 10, Section 3]). Namely, he proved that, for integer α ≥ 1, the best constants in (30) and (31) are C α n (θ) = n α and C α n = n α and both inequalities turn into equalities only for the polynomials A cos(nt + a), where A, a ∈ R.
(32)
In 1998, Kozko [10] extended Szegö's result to fractional derivatives (28). Preliminarily, for the Szegö operator
Kozko [10] constructed a quadrature formula similar to the known quadrature formulas by Riesz and Szegö (see [22] , [27, Volume 2, Chapter 10, Section 3]). Namely, he proved that the formula
is valid on the set T n for any n ≥ 1 and arbitrary real α and θ ; the coefficients µ k (α, θ ) in this formula are given by the relations
in the case 2k + α + 2θ/π ̸ = 0(mod 4n) and
 in the case 2k + α + 2θ/π = 0(mod 4n). Using formula (34), Kozko [10] proved the following assertion.
Theorem B ( [10] ). For any n ≥ 1, arbitrary real α ≥ 1, and any real θ , the following sharp inequality holds:
as a consequence, the following sharp inequality holds:
Theorem B means that, if α ≥ 1, then C α n = C α n (θ ) = n α for any θ ∈ R. The exact values of C α n (θ ) and C α n for α < 1 are known only in particular cases. It is rather evident that, if n = 1, then C α 1 = C α 1 (θ ) = 1 for any α ∈ R and θ ∈ R. For α = 0, we have D 0 f n = f n − a 0 ; for this operator, the sharp inequality
is valid [10, Theorem 5]; i.e., C 0 n (0) = 2n n+1 . Taikov [24] found the best constant  C n = C 0 n (π/2) in the inequality
The asymptotic behavior of this value  C n ∼ 2 π ln n as n → ∞ was known earlier (see, for example, [27, Volume 1, Chapter 2, Section 12]).
It is natural to ask the question about conditions on the parameters under which the equalities C α n (θ ) = n α and C α n = n α hold. The polynomials f n (t) = cos nt and f n (t) = cos t show that, for any values of the parameters, the estimates C α n ≥ C α n (θ ) ≥ max{n α , 1} hold. Consequently, these equalities do not hold for α ≤ 0 and n ≥ 2. For 0 < α < 1, this question was studied by Kozko [10] and, later, by Mohapatra et al. [13] . Conditions on the parameters n, α, and θ under which the equality C α n (θ ) = n α holds are not fully known to the present. For n ≥ 2, the equality C α n = n α holds if and only if α ≥ 1. For even n, this fact is contained in [10, Theorem 3] . For odd n, this fact follows from Lemma 3 and from Theorem B.
The following assertion was proved by Kozko [10, Theorem 3] for even n. We will prove this assertion (for any n ≥ 2) by a different argument. We will use results and ideas from [10, 26] and from earlier publications [4, 22] . Lemma 3. For n ≥ 2, 0 < α < 1, and θ = −απ/2, the best constant in inequality (30) satisfies the strict inequality C α n (θ ) > n α . As a consequence, for any n ≥ 2 and 0 < α < 1, inequality (36) does not hold; i.e., the best constant in (31) is strictly greater than n α .
Proof. For the polynomial c n (t) = cos(nt − απ/2 − θ ), we have (Λ α θ c n )(t) = n α (cos(nt + θ ) cos(θ ) − sin(nt + θ ) sin(θ )) = n α cos nt.
Applying quadrature formula (34), we obtain the equality n α = (Λ α θ c n )(0) =  2n−1 k=0 µ k (α, θ ). Thus,
By Theorem 1 from [26] , inequality (37) turns into an equality if and only if all nonzero coefficients µ k (α, θ ) in formula (34) have the same sign. Let us show that this condition is not satisfied for 0 < α < 1. More precisely, let us prove that µ 0 (α, θ ) > 0; µ 2 j (α, θ ) < 0, j = 1, . . . , n − 1.
We use the representation of the coefficients from Kozko's quadrature formula (34): for k = 0,
for k = 2 j, j = 1, . . . , n − 1,
4n sin 2 ( jπ/n) ,
It is seen that µ 0 (α, θ) > 0. Let us verify that µ 2 j (α, θ ) < 0, j = 1, . . . , n − 1. To this end, it is sufficient to show that ν 2 j (α) < 0. The inequality (ℓ + 1) α − 2ℓ α + (ℓ − 1) α < 0 holds for 0 < α < 1 and ℓ ≥ 1; hence, , it is proved that, for α ≥ 1, the coefficients in quadrature formula (34) are nonnegative: µ k (α, θ ) ≥ 0, k = 0, . . . , 2n − 1. Moreover, it is seen from the proof that all the coefficients are positive for α > 1. Hence, there are no other extremal polynomials for all, not necessarily integer, α > 1.
By formula (16) , operator (33) on the set of trigonometric polynomials corresponds to the operator 
on the set of algebraic polynomials. Operator (38) has form (17) . In this case, we have |Λ α θ P n (e it )| =
here, f n (t) = Re P n (e it ) and  f n (t) = Im P n (e it ), P n ∈ P n . By Theorem B, for α ≥ 1, norms (13) and (14) of these operators satisfy the equality ∥Λ α θ ∥ = n α . Applying Theorem 3, we arrive at the following assertion.
Theorem 5. Let n ≥ 1, ϕ ∈ Φ + , α ≥ 1, and θ ∈ R. Then, for all f n ∈ T n such that ∥ f n ∥ ∞ ≤ 1, the following inequality is valid:
This inequality is sharp and turns into an equality for the polynomials cos(nt + a), a ∈ R. If the function ϕ is increasing on (0, 1], then only such polynomials are extremal.
Corollary 1. For all n ≥ 1, α ≥ 1, θ ∈ R, and q ∈ [0, ∞], the following inequality holds:
in particular, the following inequalities hold:
These three inequalities are sharp and turn into equalities only for polynomials (32).
Inequalities (40)-(42) for 0 ≤ q < 1 are new not only for fractional but also for integer α ≥ 1.
