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1. Introduction
Curves in Computer Aided Geometric Design and in Visualization are often given in parametric
form. Their singularities are usually points where the shape of the graphic gets more complicated.
Hence, understanding the nature and character of these singular points has been an active area of
research in the last years, see for instance [6,11,15,12,5,4,9] and the references therein.
In this article, we will focus on parametric plane curves deﬁned over the complex numbers, al-
though our results are valid for any ﬁeld of characteristic zero, and the computational aspects can be
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L. Busé, C. D’Andrea / Journal of Algebra 357 (2012) 322–346 323performed also on any ﬁeld containing the coeﬃcients of the input polynomials. Let a,b, c ∈ C[s, v]
be homogeneous polynomials of the same degree n 3 with gcd(a,b, c) = 1, such that the map
φ : P1
C
→ P2
C
(s0 : v0) →
(
a(s0, v0) : b(s0, v0) : c(s0, v0)
)
(1)
parameterizes a plane rational algebraic curve C birationally onto its image (which is equivalent to
say that the degree of C is n). As it was shown by Abhyankar in [1] for c = vn , and later in general
by Sendra and Winkler in [14], Gutierrez, Rubio and Yie in [8], and Pérez-Díaz in [12] among oth-
ers, the parameterization φ can be used to detect the singular points of C , which are those P ∈ C
such that their multiplicity mP (C) is strictly greater than 1. As φ is generically one-to-one, mP (C) is
actually the number of points in the preimage of φ−1(P ) counted with multiplicities (for a proper
“parameterization-free” deﬁnition of mP (C) as well as its properties, see [1,18]). This explains why
from a computational point of view, the parameterization φ provides a lot of information about the
singularities of C . The purpose of this paper is to shed some light in this area.
We will use the notation and deﬁnitions given in [3] (see also [16]). Let {P1, . . . , Pr} be the proper
singular points of C , and for all i = 1, . . . , r denote by
• zij , j ∈ Ii , the irreducible branch-curves of C at Pi ,
• (ti, j : ui, j), j ∈ Ii , the point of P1C such that zij(ti, j : ui, j) = Pi ,
• (P ij,h)0h the neighboring point sequence of zij at Pi ,
• (mij,h)0h the multiplicity sequence of zij at Pi ,
• (∼h)oh the equivalence relations of the multiplicity graph of C .
For a virtual point P ij,h of C , we deﬁne its multiplicity as mPij,h (C) :=
∑
j′∼h j m
i
j′,h . Set
F (s, v; t,u) := a(s, v)c(t,u) − a(t,u)c(s, v),
G(s, v; t,u) := b(s, v)c(t,u) − b(t,u)c(s, v), (2)
and let Res(s,v)(−,−) be the Sylvester resultant operator which eliminates the homogeneous variables
s and v . If c = vn , then it is shown in [1] that there exists 0 = γ ∈C such that
Res(s,v)
(
F (s, v; t,u)
su − tv ,
G(s, v; t,u)
su − tv
)
= γ
∏
i=1,...,r
j∈Ii
(ui, jt − ti, ju)i, j (3)
where for all i = 1, . . . , r and j ∈ Ii
i, j =
∑
h0
mij,h
(
mPhj,h
(C) − 1).
From now on we will most of the time omit the nonzero constants. Hence, all identities involving
polynomials should be understood up to a nonzero γ ∈C.
Let BF ,G(t,u) ∈C[t,u]n×n be the square Bézout matrix built from F (s, v; t,u), G(s, v, t;u) regarded
as polynomials in the variables (s, v) (see Section 5 for its precise deﬁnition and construction). Clearly,
BF ,G(t,u) does not have maximal rank as su − tv is a common factor of both F and G . In [6], Chionh
and Sederberg showed that by analyzing the maximal minors of this matrix, one can obtain all the
singular points of C in a very direct way. This approach was improved and reﬁned by Chen, Wang
and Liu in [5], where (2) is replaced with
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qφ(s, v; t,u) = q1(s, v)a(t,u) + q2(s, v)b(t,u) + q3(s, v)c(t,u), (4)
with {p,q} := {(p1, p2, p3), (q1,q2,q3)} being a basis of the free C[s, v]-module of syzygies of (a,b, c).
Suppose w.l.o.g. that deg(p) deg(q) and set μ := deg(p). We then easily have μ n − μ = deg(q).
In the Computer Aided Geometric Design community, the set {p,q} is called a μ-basis of the param-
eterization φ.
Let now Bpφ,qφ (t,u) ∈ C[t,u](n−μ)×(n−μ) be the hybrid Bézout matrix associated to pφ(s, v; t,u),
qφ(s, v; t,u) (for a deﬁnition of hybrid Bézout matrices, see also Section 5). It is shown in [5] that by
computing the invariant factors of this matrix, one gets some kind of stratiﬁcation of the singularities
of C with respect to their multiplicities (Theorem 4 in [5]). This stratiﬁcation is well understood when
all the singularities of C are ordinary (i.e. when there are no virtual points P ij,h with h > 0) and one
can get an explicit description of the invariant factors of this matrix in terms of the singular points
of C and their multiplicities (Theorems 5 and 6 in [5]).
In the case where C has singularities that are not ordinary, Chen, Wang and Liu stated a couple
of conjectures (Conjectures 1 and 2 in [5]) relating the invariant factors with the multiplicity of the
virtual points appearing in the process of desingularization of the curve. The main result of this paper
is a complete factorization of the singular factors of Bpφ,qφ (t,u) and as a consequence a complete
proof and clariﬁcation of both conjectures.
To be more precise, let Spφ,qφ (t,u) be the Sylvester matrix of (4). It is simply the square (n × n)-
matrix of the C[t,u]-linear map
C[t,u] ⊗C C[s, v]n−μ−1 ⊕C[t,u] ⊗C C[s, v]μ−1 →C[t,u] ⊗C C[s, v]n−1
α ⊕ β → αpφ + βqφ (5)
in the canonical monomial bases (the notation C[s, v]d , d ∈ N, stands for the C-vector space
of homogeneous polynomials of degree d in C[s, v]). A collection of homogeneous polynomials
d1(t,u),d2(t,u), . . . ,dn(t,u) in C[t,u] such that, for i = 1, . . . ,n, the product
dn(t,u)
n−i+1dn−1(t,u)n−i · · ·di+1(t,u)2di(t,u) ∈C[t,u]
is equal to the greatest common divisor of the (n + 1− i)-minors of Spφ,qφ (t,u) is called a collection
of singular factors of the parameterization φ. The existence of these polynomials is guaranteed by
homogenizing with some care the invariant factors of Spφ,qφ (t,1).
The terminology of singular factors is taken from [5]. Note also that if a,b, c ∈ k[s, v] with k a sub-
ﬁeld of C, then the singular factors will have their coeﬃcients in k. This observation is of importance
for computational purposes.
Now we are ready to present the main result of this paper.
Theorem 1.1.With the notation established above, we have
dn−μ+1(t,u) = · · · = dn(t,u) = 1,
and for k = 2, . . . ,n − μ
dk(t,u) =
∏
i=1,...,r, j∈I
(ui, jt − ti, ju)
k
i, ji
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ki, j =
∑
h such that m
Pij,h
(C)=k
mij,h.
We will see how this theorem implies Conjectures 1 and 2 in [5] in Section 2 and prove it in
Section 4. We also point out that the factorization of invariant factors of matrices related to this
problem is also considered in [9].
The reader may have already noticed that we just claimed above that the conjectures posted in [5]
were made over the matrix Bpφ,qφ (t,u) instead of Spφ,qφ (t,u). We will show in Section 5 that the
cokernels of these two matrices plus a whole family of hybrid resultant matrices are isomorphic,
thus Theorem 1.1 can also be formulated over the invariant factors of any of them. Our results in
Section 5 can be regarded as an extension of those shown already by Apéry and Jouanolou in [2,
Proposition 18].
We will also see in Section 6 that there is an explicit connection between Bpφ,qφ (t,u) and
BF ,G(t,u), which will allow us to get a complete description of the invariant factors of the latter. As
a direct consequence of this, we get a complete factorization into irreducible factors of D-resultants.
These are a natural generalization of Abhyankar’s formula (3) for c = vn . Indeed, in [8], it is shown
that if we take
˜(t,u) := Res(s,v)
(
F (s, v; t,u)
su − tv ,
G(s, v; t,u)
su − tv
)
, (6)
for a general rational parameterization, it turns out that if φ(t0 : u0) is a singularity of C , then
˜(t0,u0) = 0, but there may be other roots coming from curves being parameterized by permuta-
tions of (a,b, c) see [8, Theorem 3.1], and there was no known analogue of a factorization like (3) for
˜(t,u).
In [4], the ﬁrst author shows that by replacing (2) with (4) in the deﬁnition of ˜(t,u), one gets a
polynomial (t,u) which factorizes like (3). We will review the properties of (t,u) in Section 2.
However, there was still missing a complete factorization of ˜(t,u). In Theorems 6.3 and 6.4 we
give a precise description of the factors of the D-resultant, completing the information given in [8,
Theorem 3.1].
Understanding the algebraic structure of these matrices may lead to new algorithms for studying
the geometry of singular points of rational curves. We will see for instance in Example 2.1 that in
some nontrivial cases one can reconstruct the whole multiplicity graph of C from the invariant factors
of these matrices, with operations only over the ground ﬁeld of the parameterization. From a symbolic
point of view, this problem has already been studied in [13,16,12].
1.1. Organization of the paper
In Section 2 we introduce some basic deﬁnitions and results, and also show how Theorem 1.1
implies Conjectures 1 and 2 in [5]. In Section 3 we prove the main theorem for curves having only
ordinary singularities. The proof of the general case is given in Section 4. Section 5 is devoted to show
that any resultant matrix can be used in Theorem 5. In Section 6, we describe all the invariant factors
of BF ,G(t,u) and show the complete factorization of D-resultants.
2. Preliminary results and the singular factors conjectures
Throughout this paper, we will work over the ﬁeld of complex numbers C. However, it should be
noted that all the statements and proofs work over any algebraically closed ﬁeld of characteristic zero.
We recall here again that every identity involving polynomials should be understood up to a nonzero
constant.
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syzygy module of the sequence a(s, v),b(s, v), c(s, v) is a free C[s, v]-module of rank 2. Moreover, if
μ denotes the smallest degree of a nonzero syzygy, then this syzygy module is generated in degrees
μ and n − μ. A μ-basis of the parameterization φ is then a choice of a basis of this syzygy module.
Identifying any syzygy (g1, g2, g3) with the bi-homogeneous form g1x1 + g2x2 + g3x3, a μ-basis cor-
responds to a couple of bi-homogeneous forms p,q ∈ C[s, v] ⊗C C[x1, x2, x3] of bi-degree (μ,1) and
(n − μ,1) respectively, such that 1μ n − μ.
As C is a rational projective curve, we have that its number of singular points, counted properly,
is given by the well-known genus formula:
(n − 1)(n − 2) =
∑
P∈Sing(C)
mP (C)
(
mP (C) − 1
)
where Sing(C) stands for the singular points, proper as well as inﬁnitely near, of the curve C and
mP (C) stands for the multiplicity of the singular point P on C . Notice that in our case we know that
there exists at least one (proper) singular point on C , since n 3.
It is a well-known fact that Res(s,v)(p,q) ∈ C[x1, x2, x3] is an implicit equation of the curve C ,
meaning that it is an irreducible and homogeneous degree n polynomial whose zero locus is exactly
the curve C (recall that the parametrization φ is assumed to be birational onto C). Another interesting
property is the following (see also [5, Lemma 2]):
Proposition 2.1. Let Q = (α1 : α2 : α3) be a point in P2C and denote by HQ (s, v) a greatest common divisor of
the two forms
∑3
i=1 αi pi(s, v) and
∑3
i=1 αiqi(s, v) in C[s, v]. Then HQ (s, v) is a homogeneous polynomial
of degree mQ (C) and if mQ (C) 1 we have
HQ (s, v) =
N∏
i=1
(vis − si v)mi
where N is the number of irreducible branch-curves of C centered at Q and mi denotes the multiplicity of Q
with respect to the irreducible branch-curve z such that z(si : vi) = Q .
Proof. By a linear change of coordinates in P2
C
, one can assume that Q = (0 : 0 : 1), because μ-bases
have the expected property under linear changes of coordinates. By Hilbert–Burch’s theorem we have
that, up to a constant,
a(s, v) =
∣∣∣∣ p2(s, v) p3(s, v)q2(s, v) q3(s, v)
∣∣∣∣ and b(s, v) =
∣∣∣∣ p3(s, v) p1(s, v)q3(s, v) q1(s, v)
∣∣∣∣ .
If h(s, v) is a divisor of p3(s, v) and q3(s, v), then it follows that h(s, v) divides both a(s, v) and
b(s, v). Reciprocally, suppose that h(s, v) is a nontrivial divisor of a(s, v) and b(s, v). Then, as
p1(s, v)a(s, v) + p2(s, v)b(s, v) + p3(s, v)c(s, v) = 0
and c(s, v) does not share any nontrivial common factor with neither a(s, v) nor b(s, v), then
h(s, v) must divide p3(s, v). The same argument works for q3(s, v) and we deduce that gcd(p3(s, v),
q3(s, v)) = gcd(a(s, v),b(s, v)). From here, the claimed equality follows from the deﬁnition of the
multiplicity of a point on an irreducible branch-curve. 
Remark 1. As an easy consequence of Proposition 2.1, we have that if Q is a proper singular point
on C then either 2mQ (C)μ or mQ (C) = n − μ, a fact that has already been noticed in [15].
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ities of C . It turns out that it also carries information on the inﬁnitely near singularities of C . Recall
that we have the following property:
mPij,h
(C) =
∑
j′∼h j
mij′,h mij,h.
Also, denote with SRes(p,q) ∈ C[x1, x2, x3] the ﬁrst principal subresultant of p and q with respect to
the couple of homogeneous variables (s, v). It is simply a certain minor of the Sylvester matrix of p
and q with respect to (s, v) (see e.g. [2,7,4] for a precise deﬁnition). The following result is a slight
reﬁnement of [4, Section 4].
Theorem 2.2.We have
(t,u) = SRes(p,q)(a(t,u),b(t,u), c(t,u))= γ ∏
i=1,...,r
j∈Ii
(ui, jt − ti, ju)i, j (7)
where 0 = γ ∈C and for all i = 1, . . . , r and j ∈ Ii
i, j =
∑
h0
mij,h
(
mPhj,h
(C) − 1).
In particular,
deg
(
(t,u)
)= (deg(C) − 1)(deg(C) − 2)= ∑
P∈Sing(C)
mP (C)
(
mP (C) − 1
)
.
Proof. Although not stated explicitly under this form, this theorem follows from the results contained
in [4, Section 4]. Indeed, the proof of Theorem 4.8 in [4] shows that all the inequalities given in
Proposition 4.6, always in [4], are actually equalities for the ﬁrst principal subresultant of p and q.
Since these equalities occur at the level of irreducible branch-curves, they imply the above theorem
which requires the use of the multiplicity graph of C . In fact, the properties (P1), (P2) and (P3)
in [4] are consequences of this theorem but they constitute the ﬁner result one can state without
introducing the multiplicity graph of C . 
Notice that Theorem 1.1 can be regarded as a reﬁnement of the above theorem, since it provides
nontrivial factors of (7) that are in relation with the multiplicities of the singular points of the curve C .
Let us now show how Theorem 1.1 implies the two conjectures stated in [5]. For each proper
singular point Pi ∈ C , i = 1, . . . , r, we have
HPi (t,u) =
∏
j∈Ii
(ui, jt − ti, ju)mPi (z
i
j) =
∏
j∈Ii
(ui, jt − ti, ju)m
i
j,0 .
For all 2 k n − μ, set
hk(t,u) =
∏
Pi such that mPi (C)=k
HPi (t,u).
From Theorem 1.1, it is clear that hk(t,u) divides dk(t,u). Actually, we have:
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∏
i=1,...,r
j∈Ii
(ui, jt − ti, ju)
k
i, j ,
where
ki, j =
∑
h>0 such that m
Pij,h
(C)=k
mij,h = ki, j −
{
mij,0 ifmPi (C) = k,
0 otherwise.
Therefore, following the notation in [5, Conjecture 1], we can establish the validity of the ﬁrst conjec-
ture:
dk(t,u) = hk(t,u)
n−μ∏
s=k
Ψ sk (t,u),
where for all pairs 2 k, s n − μ,
Ψ sk (t,u) =
∏
i=1,...,r
j∈Ii
mPi (C)=s
(ui, jt − ti, ju)
k
i, j .
Obviously Ψ sk (t,u) = 0 if s < k (for multiplicities cannot increase through blowing up). Moreover,
it is not hard to check that deg(Ψ sk (t,u)) is k times the number of inﬁnitely near and non-proper
singularities of multiplicity r above a proper singular point of multiplicity s, which proves and makes
more precise [5, Conjecture 1].
Now, deﬁne for all k = 2, . . . ,n − μ the reduced singular factor d˜k(t,u) by the following procedure:
• Set d˜k(t,u) := dk(t,u).
• Then, for all l = n − μ down to k + 1 do d˜k(t,u) := d˜k(t,u)gcd(d˜k(t,u),dl(t,u)) .
Theorem 1.1 then implies that
d˜k(t,u) =
∏
i=1,...,r, j∈Ii
(ui, jt − ti, ju)˜
k
i, j ,
where
˜ki, j = max
{
ki, j −
n−μ∑
s=k+1
si, j,0
}
.
Therefore ˜ki, j = 0 if and only if mPi (C) = k and in this case it is equal to ki, j . It follows that
d˜k(t,u) =
∏
i=1,...,r
j∈Ii
mP (C)=k
(ui, jt − ti, ju)
k
i, j =
∏
Pi such that mPi=k
HPi (t,u)
li ,i
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Conjecture 2].
Before moving on to the next section, from a computational as well as theoretical point of view, it
is interesting to point out that C[t] is a principal ideal domain, and hence one can use the theory of
invariant factors over principal domains in order to get that the matrix Spφ,qφ (t,1) is equivalent to a
diagonal matrix whose nonzero elements are
dn(t,1),dn(t,1)dn−1(t,1), . . . ,dn(t,1)dn−1(t,1) · · ·d3(t,1)d2(t,1),0.
We will recall and use this property for proving Theorem 1.1. Notice also that a single Smith normal
form computation of Spφ,qφ (t,1) yields all the singular factors of φ, after a linear change of coordi-
nates of P1 if necessary – see Lemma 3.3. Let us conclude this section with an illustrative example.
Example 2.1. Take the following parameterization of a rational algebraic plane curve of degree n = 10:
⎧⎪⎨
⎪⎩
a = s2(2s + v)2(s + v)6,
b = s3(2s + v)5(3s2 + 2sv + v2),
c = −(s + v)10.
The computation of the μ-basis gives μ = 4 and
p = (s + v)4x1 + s2(2s + v)2x3,
q = s(3s2 + 2sv + v2)(2s + v)3x1 − (s + v)6x2.
The associated Bézout matrix is then a 6×6-matrix from which we get, after dehomogenization u = 1
and a single Smith form computation, the following singular factors
d6(t) = (t + 1)6, d5(t) = 1, d4(t) = 1
4
(2t + 1)2(t + 1)4t2, d3(t) = 1
4
(2t + 1)2t,
d2(t) = 1
43
(
43t6 + 74t5 + 71t4 + 48t3 + 21t2 + 6t + 1)(t + 1)6
and reduced singular factors
d˜6(t) = d6(t), d˜5(t) = d5(t) = 1, d˜4(t) = 1
4
(2t + 1)2t2, d˜3(t) = 1,
d˜2(t) = 1
43
(
43t6 + 74t5 + 71t4 + 48t3 + 21t2 + 6t + 1).
Although it is not always possible in general, we can recover here the multiplicity graph of the curve
by using Theorem 1.1. For that purpose, we start by inspecting d6, the nontrivial singular factor with
the highest index. We deduce that there is an irreducible singularity of multiplicity 6 corresponding
to the parameter value t = −1. Looking at the other singular factors, we obtain that this singular point
has a multiplicity 4 singular point in its ﬁrst neighborhood and then has singular points of multiplicity
2 in its third, fourth and ﬁfth neighborhood. So we obtain the ﬁrst branch of the multiplicity graph,
see Fig. 1.
Now, by inspecting d4, we deduce that there is a singular point of multiplicity 4 which is formed
by two irreducible branch-curves, one, say z1 centered at t = −1/2 and another one, say z2 centered
at t = 0. The singular factor d3 then shows that these two irreducible branches split up at the third
neighborhood and have the multiplicities given in Fig. 1 in the second neighborhood (the horizontal
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bar stands for the equivalence relation of the multiplicity graph). Then, since d2 does not vanish at
t = −1/2 or t = 0 the mutliplicity graph at this multiplicity 4 point is known; see Fig. 1.
Finally, a simple additional computation shows that the discriminant of d2/(t + 1)6 is nonzero.
Therefore, it only remains to add 3 ordinary double points to the multiplicity graph to complete it.
3. The case of ordinary curves
To prove Theorem 1.1, we will proceed by induction on the minimal length of a resolution of
singularities of C . The initial step would then correspond to the case where C is an ordinary curve,
i.e. C has only ordinary singularities. Although a proof of this result already appeared in [5, Theo-
rem 5], we provide in this section an alternative proof for the sake of completeness and also as the
preparation for the proof of Theorem 1.1.
We start by recalling very brieﬂy some results of invariant factors and Fitting ideals theory we
will need in the sequel. The reader may consult any book on Algebra like [10, Chapter III, §7 and
Chapter XIX, §2] for proofs of these statements.
Let R be a principal ideal domain and M a ﬁnitely generated R-module. There exists a sequence
of non-invertible elements (α1, . . . ,α	) such that:
i) For all i = 1, . . . , 	 − 1, αi divides αi+1.
ii) M is isomorphic to R
(α1)
⊕ R
(α2)
⊕ · · · ⊕ R
(α	)
.
The elements α1, . . . ,α	 are unique up to multiplication by a unit and are called the invariant factors
of the R-module M . They can be recovered from the Fitting ideals of M , denoted by Fi(M), since
F0(M) = (α1 · · ·α	) ⊂ F1(M) = (α1 · · ·α	−1) ⊂ · · · ⊂ F	−1(M)
= (α1) ⊂ F	(M) = F	+1(M) = · · · = R.
The smallest integer r such that Fr(M) = 0 is called the rank of M .
It is important to notice for further use that the Fitting invariants of M commute with localization:
if S is a multiplicatively closed subset of R not containing the zero element, then for every integer
ν  0 we have
Fν(M)RS = Fν(MS). (8)
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sentation corresponds to a matrix, say A, with entries in R . The above results mean that this matrix
is equivalent to a diagonal matrix, sometimes called the Smith normal form of A, whose nonzero
elements are the invariant factors of M = coker(A).
We will also use later in the text the following result which is due to Thompson [17].
Theorem 3.1. Let A, B,C be three square matrices with entries in R such that AB = C. If α1|α2| · · · |αn,
β1|β2| · · · |βn, γ1|γ2| · · · |γn are the invariant factors of A, B, and C respectively, then
αi1αi2 · · ·αimβ j1β j2 · · ·β jm | γi1+ j1−1γi2+ j2−2 · · ·γim+ jm−m
whenever the integer subscripts satisfy
1 i1 < i2 < · · · < im, 1 j1 < j2 < · · · < jm, im + jm m + n.
Now, we examine the behavior of the singular factors under linear change of coordinates, it will
also be very useful in the sequel.
Lemma 3.2. The singular factors of a proper parameterization do not depend neither on the choices of the
μ-basis nor the coordinates of P2 .
Proof. Indeed, a change of μ-bases or a change of coordinates of P2 corresponds to elementary trans-
formation of the Sylvester matrix Spφ,qφ (t,u). Therefore, its Fitting invariants remain unchanged so
that the same holds for their codimension one part. 
Recall that a linear change of coordinates of P1, that is to say an isomorphism
ψ : P1 ∼−→ P1 : (t′ : u′) → (αt′ + βu′ : δt′ + γ u′)
where α,β, δ,γ ∈C and αγ −βδ = 0, corresponds to the isomorphism of graded rings (“base change”
map)
ψ :C[t,u] ∼−→C[t′,u′]
t → (γ t′ − βu′)/(αγ − βδ)
u → (δt′ − αu′)/(αγ − βδ).
The following lemma shows that computing singular factors “commute” with linear changes of coor-
dinates of P1.
Lemma 3.3. Let d1(t,u),d2(t,u), . . . , dn(t,u) be the singular factors of the parameterization φ of C and let
ψ be a linear change of coordinates in P1 . Then, the homogeneous polynomials in C[t′,u′]
ψ
(
d1(t,u)
)
,ψ
(
d2(t,u)
)
, . . . ,ψ
(
dn(t,u)
)
are the singular factors of the parameterization φ ◦ ψ : P1 → P2 of C .
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(p),ψ(q) is a μ-basis of φ ◦ ψ .
Now, the map ψ gives a C[t,u]-module structure to C[t′,u′] so that the Sylvester matrix obtained
by the change of coordinates ψ is nothing but Spφ,qφ (t,u) ⊗C[t,u] C[t′,u′]. Therefore, by the right-
exactness of tensor product we deduce that the Fitting ideals of the cokernel of Spφ,qφ (t,u) ⊗C[t,u]
C[t′,u′] are equal to the Fitting ideals of Spφ,qφ (t,u) tensored with C[t′,u′] over C[t,u]. It follows
that the same property holds for the codimension one part of these Fitting ideals. Hence, the lemma
is proved. 
Let M stand for the cokernel of the Sylvester matrix Spφ,qφ (t,1) deﬁned in (5). Note that M is a
C[t]-module.
Proposition 3.4. With above notation, we have F0(M) = 0 and F1(M) = ((t,1)); in particular, M has
rank 1. Moreover, F	(M) = R for all 	 > n − μ.
Proof. Since (5) provides a ﬁnite presentation of M , one can compute the Fitting invariants of M as
the determinantal ideals of (5), namely the Sylvester matrix of pφ and qφ . Thus, F0(M) is generated
by the determinant of this Sylvester matrix, which is equal to zero.
Recall the following classic property of the Sylvester matrix: the corank of the Sylvester matrix
of two given polynomials is equal to the degree of the gcd of these two polynomials. So, by using
Proposition 2.1 and Remark 1, we have that the Fitting invariants of M are supported on the singular
locus of C and F	(M) = A for all 	 > n − μ since there are no singular points on C of multiplicity
> n − μ.
To prove that F1(M) = ((t,1)), we proceed as follows: let
P (s, v; t) = pφ(s, v; t,1)
s − tv ,
Q (s, v; t) = qφ(s, v; t,1)
s − tv .
Applying the results given in [7, Theorem 2.2], we get that
S1(pφ,qφ; s, v) = Res(s,v)
(
P (s, v; t), Q (s, v; t))(s − tv)vn−3, (9)
where S1 denotes the ﬁrst subresultant polynomial operator applied to the sequence pφ,qφ with
respect to the homogeneous variables (s, v). By taking leading coeﬃcients with respect to s in both
sides of the latter equality, we get
(t,1) = SRes(p,q)(a(t,1),b(t,1), c(t,1))= Res(s,v)(P (s, v; t), Q (s, v; t)),
the ﬁrst equality is given by Theorem 2.2.
Now, we can decompose the map (5) as the composition between:
C[t] ⊗C C[s, v]n−μ−1 ⊕C[t] ⊗C C[s, v]μ−1 ψ1−→C[t] ⊗C C[s, v]n−2
α ⊕ β → α pφ(s, v; t,1)
s − tv + β
qφ(s, v; t,1)
s − tv
and
C[t] ⊗C C[s, v]n−2 ×(s−tv)−−−−−→C[t] ⊗C C[s, v]n−1
γ → (s − tv)γ .
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c(t,1)) are linear combinations of maximal minors of ψ1 times maximal minors of the multiplication
map in the right. If we build the matrices of these morphisms using the basis {(s − tv) j sn−1− j}
instead of {s j vn−1− j} and compute the matrices of these linear transformations, then the morphism
of multiplication by s − tv would have an n × (n − 1) matrix of the form
⎛
⎜⎜⎜⎜⎝
0 0 · · · 0
1 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
⎞
⎟⎟⎟⎟⎠ .
This essentially implies that in these bases there is only one nonzero minor of ψ1 to be consid-
ered, and due to (9), it is easy to see that this minor is actually SRes(p,q)(a(t,1),b(t,1), c(t,1)) =
Res(s,v)(P (s, v; t), Q (s, v; t)). The proof follows straightforwardly from here. 
Corollary 3.5. With the above notation, up to multiplicition by a nonzero constant in C we have dk(t,u) = 1
for all k > n − μ and
(t,u) = dn−μ(t,u)n−μ−1dn−μ−1(t,u)n−μ−2 · · ·d2(t,u).
Proof. Perform a suﬃciently general linear change of coordinates in P2 in such a way that there are
no singularities of C at {x3 = 0}, and then apply Proposition 3.4 and Lemma 3.3. 
Remark 2. If instead of P (s, v; t), Q (s, v; t) we used in the proof of Proposition 3.4 F (s,v;t,1)s−tv , G(s,v;t,1)s−tv
then we would not have that (t,1) equals to the resultant of these two polynomials anymore, as
we may loose some kind of uniqueness by allowing this symmetry (see for instance the statement of
Theorem 3.1 in [8]). We will give a proper factorization of this polynomial in Section 6.
Proposition 3.6. For any proper singularity Q on C , the polynomial HQ (t,u) deﬁned in Proposition 2.1 di-
vides dmQ (C)(t,u). Also, we have that HQ (t,u) and dk(t,u) are coprime for all k >mQ (C) = deg(HQ (t,u)).
Proof. Let Sp,q(x1, x2, x3) be the Sylvester matrix of the polynomials
∑3
i=1 xi pi(s, v) and∑3
i=1 xiqi(s, v) with respect to the homogeneous variables (s, v). Its entries are linear forms in
C[x1, x2, x3]. Therefore, its determinantal ideals, denoted by Ik(−), k = 1, . . . ,n, are homogeneous
ideals in C[x1, x2, x3].
Then, by using Proposition 2.1 we deduce that
V
(
Ik
(
Sp,q(x1, x2, x3)
))= ∅ ⊂ P2
C
for all k = 1, . . . ,μ, as there cannot be any common factor of degree more than n − μ of these two
forms after specializing the xi (see Remark 1). It follows then that
V
(
Ik
(
Sp,q
(
a(t,u),b(t,u), c(t,u)
)))= ∅ ⊂ P1
C
for all k = 1, . . . ,μ, and this implies dk(t,u) = 1 for all k > n − μ.
Now, assume for simplicity that Q = (0 : 0 : 1) as both HQ (t,u) and dmQ (C)(t,u) are invariant
under linear changes of coordinates in P2
C
, and set m := deg(HQ (t,u)). As we did above, we have
Q /∈ V (Ik(Sp,q(x1, x2, x3))) for all k = 1, . . . ,n − m which implies that HQ (t,u) and dk(t,u) are rel-
atively prime polynomials for all k > m. On the other hand, Q ∈ V (In−m+1(Sp,q(x1, x2, x3))), that is
In−m+1(Sp,q(x1, x2, x3)) ⊂ (x1, x2), and hence
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(
Sp,q
(
a(t,u),b(t,u), c(t,u)
))⊂ (a(t,u),b(t,u))⊂ (HQ (t,u))⊂C[t,u].
It follows that HQ (t,u) divides dn−1(t,u)n−m · · ·dm+1(t,u)2dm(t,u). As it is coprime with
dn−1(t,u)n−m · · ·dm+1(t,u)2, we conclude that HQ (t,u) divides dm(t,u). 
As a corollary we recover Theorem 5 in [5].
Corollary 3.7. The curve C has no inﬁnitely near singularities if and only if for all k = 2, . . . ,n − 1
dk(t,u) =
∏
Q ∈Singp(C) such that mQ (C)=k
HQ (t,u)
where Singp(C) denotes the subset of Sing(C) consisting exclusively of the proper singularities of the curve C .
In particular, if the curve C has only ordinary singularities then Theorem 1.1 holds.
Proof. By Proposition 3.6, HQ (t,u) divides dmQ (t,u). Note that if Q = Q ′ , then the polynomials
HQ (t,u) and HQ ′(t,u) are coprime as each of them provides an inversion formula for the parame-
terization around two different points. We deduce from here that
∏
Q ∈Singp(C): mQ =k HQ (t,u) divides
dk(t,u), and hence that
∏
Q ∈Singp(C): mQ =k HQ (t,u)
mQ −1 divides dk(t,u)k−1. Finally, this implies that
∏
Q ∈Singp(C)
HQ (t,u)
mQ (C)−1 divides dn−μ(t,u)n−μ−1dn−μ−1(t,u)n−μ−2 · · ·d2(t,u)
and that these two polynomials are equal (up to a nonzero multiplicative constant) if and only if for
all k = 2, . . . ,n − μ
dk(t,u) =
∏
Q ∈Singp(C) such that mQ (C)=k
HQ (t,u).
As the polynomial HQ (t,u) has degree mQ (C), we deduce that
deg
( ∏
Q ∈Singp(C)
HQ (t,u)
mQ (C)−1
)
=
∑
Q ∈Singp(C)
mQ (C)
(
mQ (C) − 1
)
. (10)
But by Corollary 3.5
dn−μ(t,u)n−μ−1dn−μ−1(t,u)n−μ−2 · · ·d2(t,u) = (t,u),
and by Theorem 2.2, (t,u) has degree equal to (10) if and only if Singp(C) = Sing(C), i.e. if and only
if all the singularities are ordinary. 
4. Proof of the main theorem
To prove Theorem 1.1 we will proceed by induction on the minimal length of a resolution of C .
Deﬁne the following property for any integer N  0:
(HN ): Theorem 1.1 holds for any rational projective plane curve C whose singularities can be resolved after a
sequence of N blow-ups, assuming that (5) is built from a μ-basis of a proper parameterization of C .
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sequence of N blow-ups and that (HN−1) holds. By hypothesis, there exists a sequence of rational
projective plane curves
C = C0 ← C˜ = C1 ← C2 ← ·· · ← CN−1 ← CN
such that each arrow corresponds to a blow-up (quadratic transformation) at a singular point and CN
has only ordinary singularities. It is clear that C˜ can be resolved by a sequence of N − 1 blow-ups, so
Theorem 1.1 holds for C˜ by our inductive hypothesis.
The curve C˜ is obtained by blowing up C at a singular point P of C . To simplify the notation, we
will hereafter denote by m  2 the multiplicity of P on C , by zi the irreducible branch-curve of C
such that zi(ti) = P , i = 1, . . . , i P , and by 1 νi m the multiplicity of P on zi . We will also denote
by
• (P = P i0, P i1, . . .) the sequence of points inﬁnitely near to P in the blow-up sequence of zi ,
• (m =mi0,mi1, . . .) the sequence of the corresponding multiplicities of the P ij as points on C , and
• (νi = ν i0, ν i1, . . .) the sequence of the corresponding multiplicities as points on zi .
Given f (t) ∈ C[t] and a ∈ C, the notation vala( f (t)) stands for the valuation of f (t) at a, that is to
say the largest integer k such that (t − a)k divides f (t).
For i ∈ {1, . . . , i P }, let pi be the principal ideal in C[t] generated by t − ti . Consider the Rpi -
module Mpi . It satisﬁes Fν(M)Rpi = Fν(Mpi ) for all ν ∈ N. From the proof of Proposition 3.6, we
already know that F0(Mpi ) = 0 and that F j(Mpi ) = Rpi for all j m, so that
valti
(
dn−1(t)
)= valti (dn−2(t))= · · · = valti (dm+1(t))= 0.
Moreover, from Proposition 3.4 and Theorem 2.2 we obtain that F1(Mpi ) is generated by
dm(t)m−1dm−1(t)m−2 · · ·d3(t)2d2(t) and
valti
(
dm(t)
m−1dm−1(t)m−2 · · ·d3(t)2d2(t)
)= m∑
k=2
(
(k − 1)
∑
mij=k
ν ij
)
. (11)
Recall that C˜ is obtained after blowing up a point in C . We want to assume w.l.o.g. that the point
being blown up is (0 : 0 : 1), and that the quadratic transformation is X = X ′ and Y = X ′Y ′ . In order to
do this correctly, we will perform a general change of coordinates of P1 and of P2 that will simplify
the blow-up computations. Recall that the R-module M is not affected by a change of coordinates
of P2 thanks to Lemma 3.2, and Lemma 3.3 shows that Theorem 1.1 can be proved w.l.o.g. in any
choice of coordinates of P1.
After a general change of coordinates in both spaces, we can assume w.l.o.g. that
(i) our singular point above is P = (0 : 0 : 1),
(ii) the only singularity of C on the line {x1 = 0} is P ,
(iii) the line {x1 = 0} is not tangent to C at P ,
(iv) φ(1 : 0) is not a singular point of C ,
(v) (0 : 1 : 0) /∈ C and (1 : 0 : 0) /∈ C , i.e. gcd(a, c) = gcd(b, c) = 1,
(vi) φ(1 : 0) ∈ {x3 = 0}, which essentially means that degt(c(t,u)) < n,
(vii) there are no singularities of C on the line {x3 = 0}.
Now, since we assumed (i)–(iii), we apply the quadratic transformation X = X ′ and Y = X ′Y ′ so
that the exceptional divisor corresponds to the line X ′ = 0. The curve C is then properly parameterized
on aﬃne coordinates as follows:
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1
C
φ−→A2
C
: s0 →
(
a(s0,1)
c(s0,1)
,
b(s0,1)
c(s0,1)
)
.
We write
a(s,1) = h(s)a˜(s),
b(s,1) = h(s)b˜(s),
with gcd(a˜, b˜) = 1. Note that with the notation of Proposition 2.1, we have
h(s) = HP (s,1) = λ∗
i P∏
i=1
(t − ti)νi (12)
with λ∗ a nonzero constant in C. By (iv), we have m =∑i Pi=1 νi , and by (v), C˜ has degree 2n − ν and
is properly parameterized by
A
1
C
φ˜−→A2
C
: s0 →
(
a(s0,1)
c(s0,1)
,
b˜(s0)
a˜(s0)
)
=
(
a(s0,1)a˜(s0)
a˜(s0)c(s0,1)
,
c(s0,1)b˜(s0)
a˜(s0)c(s0,1)
)
.
From here, it is not hard to see that a μ-basis associated to φ˜ is given by
p˜ = a˜h(s, v)x2 − b˜h(s, v)x3,
q˜ = c(s, v)x1 − a(s, v)x3,
with a˜h and b˜h being the homogenizations of a˜ and b˜ respectively up to degree n − ν .
Now, let M˜ be the R-module built from this μ-basis, i.e.
M˜ := coker Sylv(s,v)
(
a˜h(s, v)c(t,1)b˜(t) − b˜h(s, v)a˜(t)c(t,1),
c(s, v)a(t,1)a˜(t) − a(s, v)a˜(t)c(t,1)).
Recall from (12) that HP (s, v) is the homogenization of h(s). As we have
a˜(t)2
(
b(s, v)c(t,1) − c(s, v)b(t,1))= −b˜(t)(c(s, v)a(t,1)a˜(t) − a(s, v)a˜(t)c(t,1))
+ a˜(t)HP (s, v)
(
b˜h(s, v)c(t,1)a˜(t) − a˜h(s, v)c(t,1)b˜(t)),
we deduce, after setting v = 1, that for any prime p of C[t] such that a˜(t) /∈ p, the multiplication by
b(s,1)c(t,1) − b(t,1)c(s,1) in the quotient ring
Rp[s]/
(
c(s,1)a(t,1)a˜(t) − a(s,1)a˜(t)c(t,1))= Rp[s]/(c(s,1)a(t,1) − a(s,1)c(t,1))
decomposes as the multiplication by h(s) times the multiplication by
(
b˜(s)c(t,1)a˜(t) − a˜(s)c(t,1)b˜(t))
(notice that since a˜(t) /∈ p, one can here cancel it out without changing the valuations of the above
quantities). The leading coeﬃcient of a(s,1)c(t,1) − a(t,1)c(s,1) as a polynomial in s is equal to
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a contradiction with (vii). So, we can use the following
Lemma 4.1. (See [2, §3.3].) Given a commutative ring A and two polynomials f (X), g(X) in A[X] such that the
leading coeﬃcient of f is a unit in A, then the cokernel of the Sylvester matrix of f (X) and g(X) is isomorphic,
as an A-module, to the cokernel of the multiplication by g(X) in the quotient ring A[X]/( f (X)).
We deduce that for every prime pi = (t − ti), the cokernel of the localized Sylvester matrix M˜ is
isomorphic to the cokernel of the product of the matrices associated to the multiplication by h(s)
times the multiplication by (b˜(s)c(t,1)a˜(t) − a˜(s)c(t,1)b˜(t)) in Rpi [s]/(c(s,1)a(t,1) − a(s,1)c(t,1)).
Lemma 4.2. Let pi = (t − ti) with φ(ti : 1) a singular point of C . The invariant factors of the multiplication
map by h(s) in the quotient ring Rpi [s]/(a(s,1)c(t,1) − a(t,1)c(s,1)) are
α1 = 1, . . . , αn−m = 1, αn−m+1 = a(t,1), αn−mi+2 = a(t,1), . . . , αn = a(t,1).
In particular, we have
valti (αk) = 0, 1 k n −m, valti (αk) = νi, n −m + 1 k n.
Proof. As the leading coeﬃcient of a(s,1)c(t,1)−a(t,1)c(s,1) as a polynomial in s is invertible Rpi [t],
then by using Lemma 4.1, it turns out that the cokernel of the multiplication map is actually isomor-
phic to the cokernel of the following Sylvester matrix:
coker Sylvs
(
a(s,1)c(t,1) − a(t,1)c(s,1),h(s))⊗ Rpi [t]
 coker Sylvs
(
a(t,1)c(s,1),h(s)
)⊗ Rpi [t].
The matrix Sylvs(a(t,1)c(s,1),h(s)) has m = deg(h) rows multiplied by a(t,1), and also has maxi-
mal rank as Ress(c(s,1),h(s)) = 0. This means that all the Fitting ideals of this matrix are not zero,
and moreover from i = n + 1 to n + h they are multiples of a(t,1)i−1. From here, the claim follows
straightforwardly. 
Now we are ready for dealing with the inductive step and complete the proof of the main the-
orem. As we already know that the singular factors of M are supported in the singularities of φ by
Proposition 3.4, it is enough to prove the claim for localizations of the type Mp0 with p0 = (t − t0),
φ(t0 : 1) being a singular point of C .
Let us pick then t0 ∈ C with this property. As c(t0,1) = 0 due to (vii) then, as we already used
above, we have
coker Sylvs
(
a(s,1)c(t,1) − c(s,1)a(t,1),b(s,1)c(t,1) − c(s,1)b(t,1))⊗ Rp0
 coker(MhMb˜(s)c(t,1)a˜(t)−a˜(s)c(t,1)b˜(t)),
where M∗ is a matrix of the multiplication map in Rp0 [s]/(a(s,1)c(t,1) − c(s,1)a(t,1)).
If h(t0) = 0, then the character of φ(t0 : 1) does not change before and after the blow-up. In
addition, Mh is an isomorphism and hence
coker(MhMb˜(s)c(t,1)a˜(t)−a˜(s)c(t,1)b˜(t))  coker(Mb˜(s)c(t,1)a˜(t)−a˜(s)c(t,1)b˜(t))
 coker(M˜p0),
M˜ being the matrix of the syzygies of φ˜. Here, we apply the inductive hypothesis and conclude.
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After localization, we denote the invariant factors of the matrix corresponding to the blow-up
curve C˜ with
β1 = 1, . . . , βd−m = 1, βd−m+1 = d˜m, βd−m+2 = d˜md˜m−1, . . . ,
βd−1 = d˜md˜m−1 · · · d˜2, βd = 0,
and those of the matrix corresponding to C are set as
γ1 = 1, . . . , γd−m = 1, γd−m+1 = dm, γd−m+2 = dmdm−1, . . . ,
γd−1 = dmdm−1 · · ·d2, γd = 0.
Applying Thompson’s theorem (Theorem 3.1), we deduce that, for all 1 i m − 1
α1 · · ·αd−m+1β1 · · ·βd−mβd−m+i | γ1 · · ·γd−mγd−m+i,
that is to say
(t − t1)ν1 d˜m · · · d˜m−i+1 | dm · · ·dm−i+1.
It follows that there exist non-negative integers 2, . . . , m−1 such that, for all i = 1, . . . ,m − 1, we
have
valt1(dm · · ·dm−i+1) = ν1 + m−i+1 + valt1(d˜m · · · d˜m−i+1).
Therefore, we deduce that
valt1
(
dm(t)
m−1dm−1(t)m−2 · · ·d3(t)2d2(t)
)
=
m−1∑
i=1
valt1(dm · · ·dm−i+1)
= (m − 1)ν1 +
m∑
i=2
i + valt1
(
d˜m(t)
m−1d˜m−1(t)m−2 · · · d˜3(t)2d˜2(t)
)
.
By (11) we know that the left hand side of this equality is equal to
m∑
k=2
(
(k − 1)
∑
m1i =k
ν1i
)
.
On the other hand, using our inductive hypothesis, the right hand side of this equality must be equal
to
m∑
k=2
(
(k − 1)
∑
m1=k
ν1i
)
+
∑
i
m−i+d.
i
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∑
i m−i+d = 0 and therefore that all i = 0 for
all i = 2, . . . ,m. It follows that dm(t) = (t − t1)ν1 d˜m(t) and that di(t) = d˜i(t) for all i = 2, . . . ,m − 1.
Therefore, we deduce that (HN ) holds.
5. Cokernels of resultant matrices
In this section, we show that the singular factors can be computed not only from the Sylvester
matrix of the μ-basis, but from a collection of matrices of smaller matrix known as the hybrid Bézout
matrices.
Let R be a commutative ring, m,n ∈N with nm 1, and
f (t) = a0 + a1t + · · · + antn,
g(t) = b0 + b1t + · · · + bmtm
polynomials in R[t].
For k = 0, . . . ,m − 1, set
fk(t) := antn−m+k + an−1tn−m+k−1 + · · · + am−k,
gk(t) := bmtk + bm−1tk−1 + · · · + bm−k,
and deﬁne
pk(t) := gk(t) f (t) − fk(t)g(t).
Note that as
f (t) = fk(t)tm−k + am−k−1tm−k−1 + · · · + a1t + a0,
g(t) = gk(t)tm−k + bm−k−1tm−k−1 + · · · + b1t + b0,
then it turns out that deg(pk(t)) n − 1 ∀k = 0, . . . ,m − 1.
For j ∈ {0,1, . . . ,m}, we consider the following map of R-modules of ﬁnite rank:
ψ j : R j ⊕ R[t]m− j−1 ⊕ R[t]n− j−1 → R[t]m+n− j−1(
ei,a(t),b(t)
) → pm− j+i−1(t) + a(t) f (t) + b(t)g(t).
It is easy to see that ψ0 is the Sylvester map of ( f , g). We will call ψm the hybrid Bézout map of these
polynomials, and its matrix in the monomial bases is what we have referred to as the hybrid Bézout
matrix all along the text. If n =m, we just call them Bézout map and Bézout matrix respectively. For
1  j m − 1, ψ j is also a hybrid type map in the sense that it has a piece of Sylvester type and a
piece of Bézout.
In [2, Proposition 18] it is shown that if the leading coeﬃcients of f and g generate R , then the
cokernels of ψ0 and ψm are isomorphic. The following result is a generalization of this fact.
Theorem 5.1. Suppose that there exists a nonzero divisor d ∈ R, d = 0 such that 〈an,bm〉 = 〈d〉. Then the
following sequence is exact
R/〈d〉 → coker(ψ j+1) → coker(ψ j) → R/〈d〉 → 0 ∀ j = 0, . . . ,m − 1. (13)
In particular, if d = 1 we then have coker(ψ j) ∼= coker(ψk) for all j,k.
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Proof. Fix j ∈ {1, . . . ,m− 1} and consider the following commutative diagram of R-modules:
0
R j+1 ⊕ R[t]m− j−2 ⊕ R[t]n− j−2
ψ j+1
α
R[t]m+n− j−2
i
R j ⊕ R[t]m− j−1 ⊕ R[t]n− j−1
ψ j
R[t]m+n− j−1
coker(α)
β
coker(i)
0 0
(14)
where β is the induced morphism of cokernels, i the canonical injection, and α is deﬁned as
α
(
0,a(t),b(t)
)= (0,a(t),b(t)),
α(e1,0,0) =
(
0, gm− j−1(t),− fm− j−1(t)
)
,
α(ei+1,0,0) = (ei,0,0) for i > 1. (15)
Clearly, we have coker(i) ∼= tm+n− j−1R . On the other hand, it is easy to see that
im(α) ∼= R j ⊕ R[t]m− j−2 ⊕ R[t]n− j−2 ⊕
(
bmt
m− j−1,−antn− j−1
)
R. (16)
Let u, v,w, z ∈ R such that uan + vbm = d, wd = an , zd = bm . As d is not a zero divisor in R , then we
have uw + vz = 1, and hence we have an isomorphism
(
tm− j−1,0
)
R ⊕ (0, tn− j−1)R ∼= (utm− j−1, vtn− j−1)R ⊕ (ztm− j−1,−wtn− j−1)R,
and from here, using (16), we then get
coker(α) ∼= (utm− j−1, vtn− j−1)R ⊕ (ztm− j−1,−wtn− j−1)R/〈d〉.
With these identiﬁcations, it is straightforward to compute β explicitly:
β
(
r1
(
utm− j−1, vtn− j−1
)+ [r2](ztm− j−1,−wtn− j−1))= dr1tm+n− j−1
for r1 ∈ R , [r2] ∈ R/〈d〉. We deduce, then
ker(β) ∼= R/〈d〉,
coker(β) ∼= R/〈d〉. (17)
The claim now follows straightforwardly by applying the Snake Lemma to (14). 
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morphic and hence that the Fitting invariants of all type of resultant matrices are the same.
Lemma 5.2. Let pφ(s,1; t), qφ(s,1; t) ∈C[s, t] be the specialization in v = 1 of the polynomials deﬁned in (4).
If φ(1 : 0) is not a singular point on C , then the leading coeﬃcients of these two polynomials with respect to s
are coprime in C[t].
Proof. Note that the leading coeﬃcients of
∑3
i=1 pi(s,1)xi and
∑3
i=1 qi(s,1)xi are two linear forms,
say Lp(x1, x2, x3) and Lq(x1, x2, x3) in C[x1, x2, x3] that are C-linearly independent, otherwise by mak-
ing a reversible linear combination of these elements, one could replace the μ-basis (pφ,qφ) with
(pφ,q′φ) with deg(q′φ) < n − μ, a contradiction.
Now, it is easy to see that these two linear forms intersect at φ(1 : 0), and as they are
linearly independent, this is their only point of intersection in P2. From here it follows that
Lp(a(t,1),b(t,1), c(t,1)) and Lq(a(t,1),b(t,1), c(t,1)) are necessarily coprime in C[t], otherwise they
will have a common factor h(t) of positive degree, and we would have that
φ(t0 : 1) =
(
a(t0,1) : b(t0,1) : c(t0 : 1)
)= φ(1 : 0)
for every t0 such that h(t0) = 0, contradicting the fact that φ(1 : 0) is not a singularity of C . 
Corollary 5.3. The singular factors of all the matrices ψ j(pφ(s, v; t,u),qφ(s, v; t,u)) in C[t,u] are the same
for any j = 0, . . . ,m, and for any {p,q} μ-basis of φ .
Proof. If φ(1 : 0) is not a singular point on C , then the result follows from Theorem 5.1 and
Lemma 5.2. If this is not the case, by applying a linear change of coordinates in P1, we may as-
sume that φ(1 : 0) is not a singular point on C and the result then follows from Lemma 3.3 which
holds not only for the Sylvester matrix ψ0, but also for all the matrices ψ j , j = 0, . . . ,m (the same
proof works verbatim). 
6. On the invariant factors of the D-resultant matrix
In this section, we will describe the invariant factors of a matrix closely related to Spφ,qφ (t,u) that
was originally studied in [6] in order to compute the singularities of C . As a consequence we obtain
a complete factorization of the D-resultant for rational polynomials, introduced in [8].
Let B(x1, x2, x3) ∈ C[x1, x2, x3]n×n be the Bézout matrix associated to the polynomials a(s, v)x3 −
c(s, v)x1 and b(s, v)x2 − c(s, v)x3 with respect to the homogeneous variables (s, v), and S(x1, x2, x3) ∈
C[x1, x2, x3]n×n be the Sylvester matrix associated to p(s, v) = ∑3i=1 xi pi(s, v) and q(s, v) =∑3
i=1 xiqi(s,1) with respect to (s, v). Here, as usual, {p,q} is a μ-basis of (a,b, c).
Proposition 6.1. There exists an invertible N ∈Cn×n such that
B(x1, x2, x3) = x3NS(x1, x2, x3). (18)
Proof. Set B = (Bi, j(x1, x2, x3))0i, jn−1. We then have
n−1∑
i=0
n−1∑
j=0
Bi, j(x1, x2, x3)s
it j = 1
s − t
((
a(s,1)x3 − c(s,1)x1
)(
b(t,1)x3 − c(t,1)x2
)
− (a(t,1)x3 − c(t,1)x1)(b(s,1)x3 − c(s,1)x2)).
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Bi, j(x1, x2,0) = 0 for all i, j. This shows that
Bi, j(x1, x2, x3) = x3Ai, j(x1, x2, x3), i, j = 0, . . . ,n − 1,
with Ai, j(x1, x2, x3) a homogeneous linear form. If now we substitute
x1 → a(s,1), x2 → b(s,1), x3 → c(s,1)
we again have that the whole Bézoutian polynomial vanishes. So we conclude that
c(s,1)
n−1∑
i=0
(
n−1∑
j=0
Ai, j
(
a(s,1),b(s,1), c(s,1)
)
si
)
t j = 0.
As c(s,1) = 0, this shows that for all i = 0, . . . ,n − 1,
Li(s, v; x1, x2, x3) :=
n−1∑
j=0
Ai, j(x1, x2, x3)s
i vn−1−i
is a syzygy of (a,b, c) of degree n − 1. Moreover, the fact that det(B) = 0 (as we have assumed
gcd(a,b, c) = 1) shows then that det(Aij(x1, x2, x3)) = 0 and this implies that the family {L0, . . . , Ln−1}
is a basis of the C-vector space of syzygies of (a,b, c) of degree n − 1.
On the other hand, it is easy to check that the family
{
vn−μ−1p, vn−μ−2sp, . . . , sn−μ−1p, vμ−1q, vμ−2sq, . . . , sμ−1q
}
is another basis of the same C-vector space. This is due to the fact that the matrix of coeﬃcients of
this family with respect to the monomial basis is actually S(x1, x2, x3), whose determinant gives the
implicit equation.
So, as both sets are bases of the same space, we then get that there exists an invertible N ∈Cn×n
such that
(
Ai, j(x, y, z)
)= NS.
From here, the proof follows straightforwardly. 
As a direct application of Proposition 6.1 we get the explicit description of the invariant factors of
the matrix BF ,G(t,u) stated in the introduction. Denote with Di(BF ,G) the gcd of the (n − i)-minors
of BF ,G(t,u).
Theorem 6.2. D0(BF ,G) = 0 and for i = 1, . . . ,n − 1,
Di(BF ,G) = c(t,u)n−idn(t,u)n−idn−1(t,u)n−i−1 · · ·di+1(t,u).
Proof. Set x1 → a(t,u), x2 → b(t,u), x3 → c(t,u) in (18) and compute the invariant factors on both
sides. 
As an immediate consequence, we also get the following
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˜(t,u) = c(t,u)n−1dn(t,u)n−1dn−1(t,u)n−2 · · ·d2(t,u). (19)
Proof. Recall that Res(s,v)(
F (s,v;t,u)
su−tv ,
G(s,v;t,u)
su−tv ) is equal to the ﬁrst subresultant of the pair F (s, v; t,u),
G(s, v; t,u). Set i = 1 in Theorem 6.2 and use Proposition 3.4. 
Actually, the D-resultant in [8] was deﬁned for an aﬃne parameterization of the form ( A(t)C(t) ,
B(t)
D(t) )
with gcd(A,C) = gcd(B, D) = 1. In order to tackle this situation, set
n1 := max
{
deg(A),deg(C)
}
, n2 := max
{
deg(B),deg(D)
}
.
Let A˜(s, v), C˜(s, v) (resp. B˜(s, v), D˜(s, v)) be the homogenizations of A and C (resp. B and D) to
degree n1 (resp. n2). The D-resultant of the curve given by this parameterization is deﬁned in [8] as
˜ A˜,C˜,B˜,D˜(t,u)
:= Res(s,v)
(
A˜(s, v)C˜(t,u) − A˜(t,u)C˜(s, v)
su − tv ,
B˜(s, v)D˜(t,u) − B˜(t,u)D˜(s, v)
su − tv
)
. (20)
Denote with C˜ ⊂ P2 the curve deﬁned by the closure of the image of the parameterization given by
(
A(t0)
C(t0)
,
B(t0)
D(t0)
), with t0 ∈C. We assume that this parameterization is proper, and hence C˜ is birationally
parametrized by
ν : P1 → P2
(s0 : v0) →
(
a˜(s0 : v0) : b˜(s0 : v0) : c˜(s0 : v0)
)
,
with c˜(s, v) being the least common multiple of C˜(s, v) and D˜(s, v); a˜(s, v) := A˜(s,v)c˜(s,v)
C˜(s,v)
and
b˜(s, v) := B˜(s,v)c˜(s,v)
D˜(s,v)
. The polynomials a˜, b˜, c˜ have then the same degree nmax{n1,n2}, and no com-
mon factors. Hence, the degree of C˜ is then n and we have
c˜(t,u) = h(t,u)C˜(t,u) = q(t,u)D˜(t,u),
with h(t,u) and q(t,u) coprimes. We also get a˜(t,u) = h(t,u) A˜(t,u) and b˜(t,u) = q(t,u)B˜(t,u), and
gcd(a˜(t,u), b˜(t,u), c˜(t,u)) = 1.
We will denote with ν(t, v) the polynomial deﬁned in (7) associated with the parameteriza-
tion ν . A complete factorization of this polynomial in terms of the singularities of C˜ and its multiplic-
ity graph is given in Corollary 3.5.
Finally, let δ(t,u) := gcd(B(t,u), D(t,u)). Note that we have
C˜(t,u) = q(t,u)δ(t,u), D˜(t,u) = h(t,u)δ(t,u).
Theorem6.4 (Factorization of the D-resultant, case of different denominators). If the parameterization deﬁned
by ( A(t)C(t) ,
B(t)
D(t) ) is proper, then with the notation established above, we have
h(t,u)deg(h)−1q(t,u)deg(q)−1˜ A˜,C˜,B˜,D˜(t,u) = δ(t,u)deg(δ)−1ν(t,u). (21)
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Proof. We apply Theorem 6.3 to the parameterization given by (a˜ : b˜ : c˜) and have
˜a˜,b˜,c˜(t,u) = c˜(t,u)n−1ν(t,u), (22)
where ˜a˜,b˜,c˜(t,u) := Res(s,v)( a˜(s,v)c˜(t,u)−a˜(t,u)c˜(s,v)su−tv , b˜(s,v)c˜(t,u)−b˜(t,u)c˜(s,v)su−tv ), which actually factorizes as
Res(s,v)
(
h(s, v)h(t,u)
A˜(s, v)C˜(t,u) − A˜(t,u)C˜(s, v)
su − tv ,
q(s, v)q(t,u)
B˜(s, v)D˜(t,u) − B˜(t,u)D˜(s, v)
su − tv
)
= λ0h(t,u)n−1q(t,u)n−1 Res(s,v)
(
h(s, v),
B˜(s, v)D˜(t,u) − B˜(t,u)D˜(s, v)
su − tv
)
× Res(s,v)
(
A˜(s, v)C˜(t,u) − A˜(t,u)C˜(s, v)
su − tv ,q(s, v)
)
˜ A˜,C˜,B˜,D˜(t,u),
with λ0 := Res(s,v)(h(s, v),q(s, v)) = 0. As B˜(s,v)h(t,u)δ(t,u)−B˜(t,u)h(s,v)δ(s,v)su−tv can be written as
δ(t,u)B˜(s, v)
h(t,u) − h(s, v)
su − tv + h(s, v)
B˜(s, v)δ(t,u) − B˜(t,u)δ(s, v)
su − tv ,
and using the fact that D(t,u) = h(t,u)δ(t, v) we get that
Res(s,v)
(
h(s, v),
B˜(s, v)D˜(t,u) − B˜(t,u)D˜(s, v)
su − tv
)
= Res(s,v)
(
h(s, v), δ(t,u)B˜(s, v)
h(t,u) − h(s, v)
su − tv
)
.
Note that ( A˜h
C˜h
,
B˜q
D˜q
) is the minimal expression that makes the denominators C˜h = D˜q, hence h must be
coprime with B˜ otherwise the second fraction would simplify. So, we have Res(s,v)(h(s, v), B˜(s, v)) =
λ∗ = 0, and then
Res(s,v)
(
h(s, v),
B˜(s, v)D˜(t,u) − B˜(t,u)D˜(s, v)
su − tv
)
= λ∗δ(t,u)deg(h) Res(s,v)
(
h(s, v),
h(t,u) − h(s, v)
su − tv
)
.
By using the Poisson formula for the resultant, we have that – up to a nonzero constant –
Res(s,v)
(
h(s, v),
h(t,u) − h(s, v)
su − tv
)
=
∏
h(ξ :ξ )=0
h(t,u)
ξ0u − ξ1t = h(t,u)
deg(h)−1.0 1
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Res(s,v)
(
h(s, v),
B˜(s, v)D˜(t,u) − B˜(t,u)D˜(s, v)
su − tv
)
= λ1δ(t,u)deg(h)h(t,u)deg(h)−1,
with λ1 ∈C =0.
The computation of Res(s,v)(
A˜(s,v)C˜(t,u)− A˜(t,u)C˜(s,v)
su−tv ,q(s, v)) follows the same line: one has that –
up to a nonzero constant – C˜(t,u) = q(t,u)δ(t,u) and then
Res(s,v)
(
A˜(s, v)C˜(t,u) − A˜(t,u)C˜(s, v)
su − tv ,q(s, v)
)
= λ2δ(t,u)deg(q)q(t,u)deg(q)−1,
for λ2 = 0. Collecting all this information, we get
˜a˜,b˜,c˜(t,u) = λc˜(t,u)n−deg(δ)h(t,u)n−deg(q)−2q(t,u)n−deg(h)−2˜ A˜,C˜,B˜,D˜(t,u)
with λ = 0. And now we use (22) to get that – up to a constant –
h(t,u)n−deg(q)−2q(t,u)n−deg(h)−2˜ A˜,C˜,B˜,D˜(t,u) = c˜(t,u)deg(δ)−1ν(t,u)
= (h(t,u)q(t,u)δ(t,u))deg(δ)−1ν(t,u).
From here, we deduce
h(t,u)deg(h)−1q(t,u)deg(q)−1˜ A˜,C˜,B˜,D˜(t,u) = δ(t,u)deg(δ)−1ν(t,u),
which is the claim we wanted to prove. 
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