A formula (in conjunctive normal form) is said to be minimal unsatisfiable if it is unsatisfiable and deleting any clause makes it satisfiable. Let F(k) be the class of formulas such that the number of clauses exceeds the number of variables exactly by k. Every minimal unsatisfiable formula belongs to F(k) for some k ≥ 1. Polynomial-time algorithms are known to recognize minimal unsatisfiable formulas in F(1) and F(2), but not for k ≥ 3. We state a polynomial-time algorithm that recognizes minimal unsatisfiable formulas in F(k) for any fixed k ≥ 1, and we show that the running time of our algorithm is O(N k+3/2 ).
Introduction
A formula S (in conjunctive normal form, CNF for short) is minimal unsatisfiable, if S is unsatisfiable, but omitting any clause yields a satisfiable formula. Papadimitriou and Wolfe ( [12] ) showed that recognizing minimal unsatisfiable formulas is D p -complete. D p is the class of problems which can be considered as the difference of two NP-problems.
Let F (k) be the class of formulas where the number of clauses exceeds the number of variables (atoms) exactly by k. A result by Aharoni and Linial ( [1] ) states that every minimal unsatisfiable formula belongs to a class F (k) for k ≥ 1. Davidov et al. ( [5] ) showed that, if k ≥ 1 is fixed, then the recognition of minimal unsatisfiable formulas in F (k) is in NP. Moreover, Kleine Büning conjectured the following ( [8] , see also [9] ).
Conjecture 1 For fixed k ≥ 1, it can be decided in polynomial time whether a formula S ∈ F (k) is minimal unsatisfiable.
The main result of this paper is a proof of this conjecture; we state an algorithm with running time O(N k+3/2 ) where N is the length of the input formula. It follows that F (k), k = 1, 2, . . . is a polynomial hierarchy containing all minimal unsatisfiable formulas.
So far, polynomial-time algorithms were only known for cases k = 1 and k = 2, with running time O(N 2 ) and O(N 3 ), respectively ( [8, 5] ). Whence, in the cases k = 1, 2, our general algorithm is slightly slower than the quoted algorithms. Zhao and Ding [13] considered subclasses F ′ (k) of F (k) defined by a strong additional condition; the authors obtained algorithms to recognize minimal unsatisfiable formulas in F ′ (3) and F ′ (4) with running time O(N 5 ) and O(N 9 ), respectively.
However, comparing the time complexities of algorithms in terms of the number n of variables of the input formula S (instead of its length N), then our general algorithm is significantly slower than the quoted ones, since N = O(n 2 ).
Basic notations and results

Formulas
Let A be a finite alphabet of atoms; we will think of the elements of A as boolean variables. We define the literals to be elements of the form a or −a, where a ∈ A. Literals which are atoms are called positive; the others are called negative.
A clause is a finite set of literals, and a formula is a finite set of clauses. For a clause C we let A(C) be the set of atoms a such that a or −a is in C. For a formula S we put A(S) := C∈S A(C).
The length of a formula S is given by N := C∈S |C|.
A truth assignment to a formula S is a map f : A(S) → {0, 1}. We define f (−a) := 0 if f (a) = 1 and f (−a) := 1 otherwise. Further, for C ∈ S we define f (C) := max x∈C f (x); and put f (S) := min C∈S f (C). A formula S is satisfied by a truth assignment f if f (S) = 1. A formula S is called satisfiable if there exists a truth assignment which satisfies S; otherwise S is called unsatisfiable.
To decide whether a formula is satisfiable (the famous SAT problem) is the first problem which has been proved to be NP-complete ( [4] ).
For X ⊆ A(S) let r X (S) be the formula which is obtained by replacing in each clause of S every occurrence of a by −a and every occurrence of −a by a, for all a ∈ X. The formula r X (S) is called a renaming of S (c.f. [11] ). The following lemma shows that satisfiability can be stated in terms of renamings.
Lemma 1 A formula S is unsatisfiable if and only if for every renaming S ′ of S there is a clause C ′ ∈ S ′ such that C ′ contains no positive literal.
PROOF. For a truth assignment f to S let X f ⊆ A(S) be given by
and for a set X ⊆ A(S) let f X be the truth assignment to S characterized by f X (a) = 0 if and only if a ∈ X.
We observe that X f X = X, whence there is a one-to-one correspondence between subsets X ⊆ A(S) and truth assignments to S. It is easy to verify that S contains a clause C with f (C) = 0 if and only if
Whence the lemma follows.
Note that the binary relation on formulas of being a renaming of each other is an equivalence relation; moreover, a formula is unsatisfiable if and only if any renaming of it is unsatisfiable.
A formula is minimal unsatisfiable if it is unsatisfiable, but every proper subset of it is satisfiable.
Clearly, every unsatisfiable formula contains at least one subset which is minimal unsatisfiable.
Next, we state an easy consequence of this concept.
Lemma 2 A formula S is minimal unsatisfiable if and only if S is unsatisfiable and for every C ∈ S there is a truth assignment f to S such that
The following construction is well known. There, a formula S is satisfiable if and only if S ′ derived from S, is satisfiable. We point out, however, that the same holds true with respect to minimal unsatisfiability (cf. [5, Lemmas 2 and 3]). Let S be a formula and assume there is a clause
is a new atom with
Now we can easily derive the following by multiple applications of the above construction.
Lemma 3 Let d ≥ 3 be an integer and S a formula of length N. Then we can obtain a formula S ′ of length N ′ in time O(N) such that
Graphs and digraphs
For graph theoretic terminology not defined here, the reader is referred to [3] . All graphs considered are finite and simple. For a graph G, the sets of vertices and edges are denoted by V (G) and E(G), respectively. For X, Y ⊆ V (G) we write E(X, Y ) for the set of edges e = xy ∈ E(G) with
We use similar notation for digraphs (directed graphs). We consider digraphs D such that the graph G underlying D is simple (i.e., D contains neither loops, nor parallel arcs, nor directed cycles of length 2). Then we have V (D) = V (G). We denote the set of arcs of D by A(D). Further, we put
A (di)graph G is bipartite if its vertices can be partitioned into two classes U and W such that no vertices of the same class are adjacent. We write G = (U, W ) to denote a specific vertex-bipartition.
A set M of edges (or arcs) in G is a matching if no two elements of M have a vertex in common. A vertex is matched by M if it is incident with an element of M. Let X be a set of vertices in G. A matching of G is X-perfect if all vertices in X are matched by M. A V (G)-perfect matching is simply called perfect matching.
A cover of a graph G is a set C of vertices such that every edge of G is incident with at least one vertex in C. Note that if C is a cover of a bipartite graph
A vertex s of a digraph is a sink if it has no outgoing arcs. For a digraph D = (U, W ) we write σ(D) for the set of sinks which belong to W .
Atom-clause digraphs
Bipartite digraphs can be used to represent formulas. Clearly, such atom-clause digraph of S always exists for given S; and since all atom-clause digraphs of a formula S are isomorphic, it is admissible to call D the atom-clause digraph of S. Moreover, atom-clause digraphs contain no loops or parallel arcs. We may assume w.l.o.g. that no clause C contains both a and −a for an atom a; otherwise, we may restrict our considerations to S − {C} since S is satisfiable if and only if S − {C} is satisfiable. Hence, atom-clause digraphs contain no directed cycles of length 2.
In the following we note some easy observations.
(1) D is the atom-clause digraph of some formula S if and only if U contains no isolates in D.
is the atom-clause digraph of a subset of S. 
Since renamings of formulas and redirections of their atom-clause digraphs correspond to each other, we obtain the following corollary to Lemma 1. We will use this graph theoretic characterization of satisfiability throughout this paper.
Corollary 1 Let D = (U, W ) be the atom-clause digraph of a formula S. Then S is unsatisfiable if and only if for every redirection
The following can be obtained from Lemma 2. [10] attribute this theorem 'mostly' to Hetyei). In our more general setting, however, we have to assume connectedness a priori.
Theorem 1 For a connected bipartite graph G = (U, W ) with |W | − |U| ≥ 1 the following statements are equivalent.
(1) G is U-elementary; (2) U is the only minimum cover of G; (3) ("the strong Hall condition") for every nonempty X ⊆ U,
(4) if |U| ≥ 2 then G − u − w has a (U − {u})-perfect matching for all u ∈ U, w ∈ W ; (5) all edges of G are U-allowed.
PROOF. (1)⇒(2).
Clearly U is a cover. G being U-elementary implies that G has a U-perfect matching It follows that every cover has at least |U| > 0 elements. Thus U is a minimum cover. Now suppose there is a minimum cover C with C U := U ∩ C = ∅ and C W := W ∩ C = ∅. First we want to show that E(C U , C W ) contains no U-allowed edges. Suppose to the contrary that for some u ∈ C U , w ∈ C W , the edge e = uw is U-allowed. Let M be a U-perfect matching with uw ∈ M. Since
thus, C cannot be a minimum cover, a contradiction. We conclude that E(C U , C W ) contains no U-allowed edges. However, G − E(C U , C W ) is obviously disconnected. Since every vertex of U is incident with some U-allowed edge, G cannot be U-elementary. However, by hypothesis W cannot be a minimum cover implying-together with G being bipartite-that C = U or C = W . Thus C U = ∅ or C W = ∅; whence U is the only minimum cover.
Applying the Marriage Theorem we conclude that H has a (U − {u})-perfect matching.
(4)⇒(5). U = ∅ implies E(G) = ∅ by hypothesis, implying (5) trivially. If |U| = 1, then G is U-elementary, since G being connected and |W | ≥ 2 implies d(u) = |W | ≥ 2 (U = {u}). So, every e ∈ E(G) contributes a U-perfect matching in this case. Whence assume |U| ≥ 2. Choose e = uw ∈ E(G) arbitrarily with u ∈ U, w ∈ W . Then G − u − w has a (U − {u})-perfect matching M. Clearly M ∪ {e} is a U-perfect matching of G. Whence e is U-allowed for every e ∈ E(G), in any case.
(5)⇒(1). Since every e ∈ E(G) is U-allowed and G is connected, G is U-elementary by definition.
In this paper we are faced several times by the problem of finding a matching of maximum cardinality in a bipartite graph G. Therefore we can apply the maximum cardinality matching algorithm of Hopcroft and Karp ( [7] ). Galil obtained the asymptotic bound O(|E(G)| · |V (G)| 1/2 ) for Hopcroft and Karp's algorithm, [6] . PROOF. Let G = (U, W ). Clearly, an edge e = uw with u ∈ U, w ∈ W is U-allowed, if and only if G − u − w has a (U − {u})-perfect matching. Whence, the set of all U-allowed edges E ′ can be obtained by applying the maximum cardinality matching algorithm |E(G)| times. By Theorem 1(5), G being U-elementary now reduces to deciding whether E ′ = E. If a (D, M)-alternating path P begins with an unmatched vertex in U and ends with an unmatched vertex in W , then we say that P is (D, M)-augmenting.
PROOF. Let P be a (D, M)-augmenting path of minimal length joining u ∈ U to w ∈ W , say. Let u ′ be the vertex of P preceding w, and set
Note that the length ℓ(P ) of a (D, M)-augmenting path P is odd; if ℓ(P ) = 1, then u ′ = u.
If W − = ∅ we assume w.l.o.g. that w ∈ W − (observe that W − ∩(V (P )−{w}) = ∅ by the minimality of ℓ(P ), in any case). Set
and observe that M * is a matching with |M * | = |M| + 1. However, M * is not necessarily admissible. Let X be the set of vertices in U which are tails of arcs in M * . Clearly, X ⊆ V (P ). Moreover, M * corresponds to an admissible matching M ′ in the redirection
Observe that every y ∈ W which is matched by M, is also matched by M * by (5.1), and is therefore matched by
∈ A(D) for some x ∈ X. And since s is unmatched by M, x = u ′ follows from the minimality of ℓ(P ). Hence s ∈ W − , and the redirection included the arcs incident with u ′ ; i.e., u ′ ∈ X. Since every element of X is incident with precisely one element of
Together with s ∈ W − this yields a contradiction to the choice of w. Thus, s cannot exist, hence σ(D ′ ) ⊆ σ(D). 
An analogue to a famous theorem of Berge ([2]) holds for bipartite U-elementary digraphs.
Now we show that
is a perfect matching of D * . Let P be a (D, M)-alternating path starting in some q ∈ Q and ending in u ∈ U. If P does not contain some vertex w ∈ N D (u), then P can be extended to a (D, M)-alternating path which ends in w. Thus w ∈ W * follows. Hence N D (u) ⊆ W * for every u ∈ U * and therefore N D (U * ) ⊆ W * . Consequently, the arc of M which is incident with u ∈ U * is in D * ; and this is also true for any w * ∈ W * , as follows. Let P be a (D, M)-alternating path from some q ∈ Q to w * ∈ W * . Since w * is matched by M (see the preceding paragraph), there is an arc (w * , u * ) ∈ M. We observe that u * cannot be an internal vertex of P , since w * must be the predecessor of u * in any (D, M)-augmenting path from some q ∈ Q. Whence, we can extend P by adding the arc (w * , u * ), thus u * ∈ U * . It follows that M * is a perfect matching of D * . Consequently
where G is the graph underlying D 0 ), a contradiction to Theorem 1(3).
Minimal unsatisfiability and the parameter k
The following is an unpublished result of Tarsi (see [1] ). It is an easy consequence of Theorem 4 below. (1) If D has a W -perfect matching, then S is satisfiable. (2) If S is minimal unsatisfiable, then D has a U-perfect matching.
The preceding theorem holds also for infinite formulas, which is irrelevant, however, for the following considerations. 
note that this is a union of disjoint sets.
Observe that for some redirection
PROOF. Let n := |W | and z := |Z|. Then we have
The next lemma is more technical in nature and helps to understand the use of the sets defined above in subsequent lemmas; it also shortens their proofs.
. This, in turn implies
(1) now follows from (6.2) and (6.3).
(2). Let G ∈ G D (W k , Z) be chosen such that it has a perfect matching M.
* , w ∈ W } it thus follows of necessity that
The next lemma provides a means for testing satisfiability in terms of G D (∅).
Lemma 10 Let D = (U, W ) be bipartite with |W | − |U| = k ≥ 1. If D is connected and U-elementary, then the following are equivalent.
(1) There is a redirection D ′ of D with σ(D ′ ) = ∅; (2) some graph in G D (∅) has a perfect matching. 
By repeated application of this operation we obtain a pair (D
* is an (admissible) U-perfect matching and σ(D * ) = ∅. In any case, an admissible U-perfect matching exists in some redirection
Let W k ⊆ W be the set of vertices which are unmatched by M * . Now |W k | = k and we have by Definition 7(2), Lemma 9(1), and Definition 7(3) that
Since M * is an admissible U-perfect matching of D * in any case, therefore it corresponds to a perfect matching of G D * .
(2)⇒(1). Choose G ∈ G D (∅) having a perfect matching M, and let
We note in passing that Lemmas 9 and 10 also hold for the case k = 0 (which is irrelevant, however, for our subsequent discussion).
Considering the case where Z is a singleton we can use the class G D (Z) as the means for testing minimal unsatisfiability. 
Again, let W k ⊆ W be the set of vertices which are unmatched by M * ; consequently |W k | = k and w ∈ W k since M * is admissible. Whence, by Lemma 9(1),
, and M * corresponds to a perfect matching of G D * .
The Algorithm
We are now in the position to state a polynomial-time algorithm which computes whether a given formula S ∈ F (k) is minimal unsatisfiable.
Algorithm MU(k)
Input: A formula S ∈ F (k). By Lemma 10, (1) holds if and only if no graph in G D 3 (∅) has a perfect matching (see Step 4) . Likewise, by Lemma 11, (2) holds if and only if G D 3 ({w}) contains a graph which has a perfect matching, for every w ∈ W (see Step 5) .
Observe that the algorithm and its justification (Theorem 5) make clear that for j < i, Step j will not be revisited once Step i has been reached. Moreover, the positive outcome of Step i constitutes a necessary condition for S to be minimal unsatisfiable, for 1 ≤ i ≤ 5, provided the necessary conditions tested in Step j, 1 ≤ j < i, are fulfilled by S. Thus Step 5 constitutes also the sufficient condition for minimal unsatisfiability of S. These observations clarify that the complexity of the algorithm is determined by the largest complexity of the reached steps. Consequently, D can be tested for connectedness by depth-first-search in time O(N). Thus, the time required for Steps 1 and 2 is O(N).
By Lemma 5 and (7.6), (7.7), we obtain a maximum running time of O(N 5/2 ) to process Step 3.
Considering
Step 4 and applying Lemma 8 and (7.7), we first obtain |G D (∅)| = O(N k ). For every G ∈ G D (∅) we have to find a maximum cardinality matching which requires at most O(N 3/2 ) time each (see the discussion preceding Lemma 5). Thus, the running time of Step 4 is O(N k+3/2 ).
We proceed similarly with respect to Step 5: using, again, Lemma 8 and (7.7), we have |G D ({w})| = O(N k−1 ) for every w ∈ W . There are |W | = O(N) choices for w ∈ W ; whence we perform O(N k ) steps of time complexity O(N 3/2 ) each. Thus, the running time of Step 5 is O(N k+3/2 ).
Since k ≥ 1, we see that the time needed by each single step is asymptotically bounded by N k+3/2 ; whence (see the observations preceding this theorem) the theorem now follows.
Thus Conjecture 1 is shown to be true.
Concluding remarks
We have presented a polynomial-time algorithm to recognize minimal unsatisfiable formulas in F (k) for fixed k ≥ 1. Since every minimal unsatisfiable formula is contained in F (k) for some k ≥ 1, the sequence F (1), F (2), F (3), . . . constitutes a polynomial hierarchy containing all minimal unsatisfiable formulas.
We obtained this algorithm by introducing the new concept of (D, M)-augmenting paths. It turned out, that the strong Hall condition is key for the application of (D, M)-augmenting paths. By our new concept of X-elementarity, we obtained a fast test for this condition.
The structure of minimal unsatisfiable formulas in F (1) and F (2) is well known ( [8, 5] ). Interestingly enough, the authors of the quoted papers use the construction preceding Lemma 3 in the opposite direction, in the sense that they increase the cardinality of clauses (and the minimal number of occurrences of atoms).
One may expect that for fixed k ≥ 3, a deeper analysis of the minimal unsatisfiable formulas in F (k), or the respective atom-clause digraphs, based on our concepts, will lead to a better understanding of the structure of minimal unsatisfiable formulas in F (k). Such knowledge might yield faster algorithms for the recognition of minimal unsatisfiable formulas in F (k), k ≥ 3.
