We s h o w t hat the boundedness of the set of all products of a given pair of rational matrices is undecidable. Furthermore, we show t h a t the joint ( o r generalized) spectral radius ( ) is not computable because testing whether ( ) 1 i s a n u ndecidable problem. As a consequence, the robust stability o f linear systems under time-varying perturbations is undecidable, and the same is true for the stability of a simple class of hybrid systems. We also discuss some connections with the so-called \ niteness conjecture." Our results are based on a simple reduction from the \emptiness" problem for probabilistic nite automata, which i s k n o wn to be undecidable.
Introduction
Let be a nite set of real n n matrices. We consider products of the form A t A t;1 A 1 , where each A i is an arbitrary element of . More speci cally, we are interested in the largest possible rate of growth of such products. Issues of this type arise naturally when considering linear time-varying systems of the form x t+1 = A t x t , as well as in many other contexts see Tsitsiklis, 1987a] and Daubechies and Lagarias, 1992] .
One measure of growth of such matrix products is provided by t h e joint spectral radius^ ( ) Rota and Strang, 1960] , which is de ned bŷ and k k is some matrix norm. The value of^ ( ) turns out to beindependent of the choice of t h e norm. Furthermore, if the matrix norm has the property kABk kAk k Bk (e.g., if it is an induced norm), then^ t ( ) converges and we also havê ( ) = lim t!1^ t ( ) ^ ( )
:
Recall that the spectral radius of a single square matrix A is de ned by (A) : = maxfj j j is an eigenvalue of Ag:
The natural extension to a set of matrices leads to the generalized spectral radius ( ), which is de ned by ( ) = lim sup It is known that Lagarias and Wang, 1995] t ( ) ( ) 8t:
More importantly, for any nite set of matrices, the generalized spectral radius is equal to the joint s pectral radius Berger and Wang, 1992] :
Questions related to the computability o f ( ) have b een posed in Tsitsiklis, 1987b] and Lagarias and Wang, 1995] , but have l argely remained open, with the exception of a negative r esult in Kozyakin, 1990] t hat refers to a restricted model of algebraic computation.
The spectral radius ( ) can be approximated to any desired accuracy (keep computing the upper and lower bounds^ t ( ) and t ( ) until they get su ciently close), but unless P = N P , there is no polynomial-time approximation algorithm Tsitsiklis and . From this it follows that the problems of deciding whether ( ) 1 or whether ( ) < 1 are NP-hard see Toker, 1997] and Gurvits, 1996] , as well as Gurvits, 1995] for other relevant results see also Blondel and Tsitsiklis, 2000] for a general discussion.
Let us also note the \ niteness conjecture" (FC) which states that 8 9t such that t ( ) = ( ):
The niteness conjecture is discussed by Lagarias and Wang (1995) , who note that if the FC is true, then the problem of determining whether ( ) < 1 is decidable. This is because if ( ) < 1, then there exists t such that^ t ( ) < 1, whereas if ( ) 1, the niteness conjecture implies that there exists t such that t ( ) 1. By checking both conditions for increasing values of t, o n e of them will be eventually satis ed and a decision will be made after a nite amount o f c omputation. Note that for a single matrix the problem is decidable, because we can use Tarski's decision procedure to test whether all roots of the characteristic polynomial have modulus less than or equal to one. Our main result (Theorem 1 in Section 2) states that the problem of determining whether ( ) 1 is undecidable. We prove this to be the case even if consists of only two matrices. As a corollary of this result, we prove that the problem of determining whether the set of all products of two matrices is bounded, is undecidable.
It is unclear whether our result has any rami cations for the problem of deciding whether ( ) < 1. But it does invalidate a stronger version of the niteness conjecture to be discussed in Section 3.
Our result also has a numberof implications for problems in systems and control. First, it proves undecidability o f a certain robust stability p roblem under timevarying uncertainty. In that sense, it complements negative (NP-hardness) results on the robust stability o f l inear systems in the presence of time-invariant u ncertainty Nemirovskii, 1993], Poljak and Rohn, 1993] , Braatz et al., 1994 ], Toker and Ozbay, 1998 ]. Second, it leads to an undecidability result for a simple class of hybrid systems. These implications are discussed in Section 4.
Main result
Theorem 1 The problem of determining whether ( ) 1, w here is a given nite set of square nonnegative rational matrices of the same dimensions, is undecidable.
The problem remains undecidable in the case where contains only two matrices.
The proof of Theorem 1 relies on the undecidability o f a certain problem related to probabilistic nite automata (PFA). A PFA consists of a nite alphabet A, a nite state space S = f1 : : : n g, a subset F of S, a nonnegative vector 2 R n whose entries sum to 1, and for each 2 A, a rational-valued n n stochastic matrix P . (Recall that a matrix is said to bestochastic if it is nonnegative and the sum of the entries in any particular row is equal to 1.) Let beavector in R n whose ith component i s equal to 1 if i 2 F, and is equal to 0 if i = 2 F. For any word w = 1 2 t 2 A , we consider the quantity f(w) = T P 1 P t where the superscript T stands for transposition. Given a PFA and a rational number 2 (0 1), we consider the question whether there exists a word w such that f(w) > this is known as the \emptiness problem" for PFAs. According to Theorem 6.17 in p. 190 of Paz, 1971 ], this problem is undecidable see also Condon and Lipton, 1989 ] for a di erent proof.
For an intuitive interpretation of this problem, consider a nonhomogeneous Markov chain fx(t) j t = 0 1 : : : g on the state space S, whose initial state x (0) is chosen at random according to the probability vector , and whose transition probability matrix for the ith transition is P i . Then, T P 1 P t is the (row) vector of state probabilities after t transitions, and the quantity T P 1 P t equals the probability that x(t) belongs to F. Note that a word w = 1 2 : : : t amounts to an open loop policy for controlling this Markov c hain over t stages. The result from Paz, 1971] states that it is undecidable to determine whether there exists a time t and an open loop policy such that Prob(x(t) 2 F) > .
Proof (of Theorem 1) Given a PFA involving a set fP j 2 Ag of n n stochastic matrices, and a rational number 2 (0 1), we consider the nite collection of matrices = fP j 2 A g f P g where P = 1 T : Thus, the ith row o f P is zero if i = 2 F, a nd is equal to T = if i 2 F. 1 For an intuitive v i e w, if x(t) = 2 F and P is applied, it is as if the Markov c hain is terminated. If on the other hand, x(t) 2 F and P is applied, the Markov c hain is restarted with the initial distribution , b ut ampli ed by a f a c t or of 1= . This ampli cation may w ell result in \probabilities" that are larger than 1, but the intuition goes through if one thinks in terms of ow v olumes rather than probabilities.
Suppose that there exists a word w 2 A such t h a t f(w) > . Then, there exists a nite sequence of matrices P 1 : : : P t , c hosen from the set fP j 2 A g , s u c h that T P 1 P t > :
By right-multiplying both sides by T = , and using the de nition P = T = , we obtain T P 1 P t P > T so T P 1 P t P > (1 + ) T for some > 0. This implies that the largest of the absolute values of the eigenvalues of P 1 P t P is at least 1 + , and ( ) t+1 ( ) (1 + ) 1=(t+1) > 1. For the converse, let us assume that f(w) for every word w. We de ne the matrix E = 1 T T and note that E P = 1 T T 1 T = 1 T = P :
Let us consider a product of length t of elements of . Any such product is of the form = Q 1 P Q 2 P Q 3 P Q k+1 , where k is the numberofoccurrences of P and each Q i is a product of matrices in fP j 2 A g or the identity. Since E P = P , this product can berewritten and grouped as = ( Q 1 E)(P Q 2 E)(P Q 3 E) (P Q k E)(P Q k+1 ):
Let us consider any group other than the rst and the last one. It is of the form
Since f(w) for every word w, we have T Q , and
where the inequality i s t o b e interpreted componentwise. Noting also that E 2 = E, we obtain = ( Q 1 E)(P Q 2 E)(P Q 3 E) (P Q k E)(P Q k+1 ) Q 1 E P Q k+1 where we h a ve made used of the nonnegativity o f the matrices under consideration.
Consider the matrix norm k k 1 , de ned by kAk 1 = m a x i X j ja ij j:
Since Q 1 and Q k+1 are stochastic matrices, we have kQ 1 k 1 = kQ k+1 k 1 = 1, and k k 1 k E P k 1 . Thus, with this choice of norm, t ( ) (kE P k 1 ) 1=t
and by taking the limit as t ! 1 , we obtain^ ( ) 1. The proof of the rst part of the theorem is complete. It remains to show h o w t o r e d u c e the case of m matrices to the case of two m a t rices.
The reduction is standard and is identical to the one used in Blondel and Tsitsiklis, 1997] . Given a nite set = fA 1 : : : A m g of matrices in Q n n , we de ne two nm nm matrices by A = diag(A 1 : : : A m ) (i.e., A is block-diagonal with blocks A 1 : : : A m in that order) and T = 0 I n(m;1) I n 0 ! where I r is the r r identity matrix. Let = fA Tg. It is easily checked that ( ) < 1 i f a n d only if ( ) < 1, which leads to the desired result.
Q.E.D.
For the family of matrices constructed in the proof of Theorem 1, we have ( ) 1 if and only if the set of products of the matrices in the set is bounded. To see this, note that if ( ) > 1, then the set of all products is clearly unbounded. On the other hand, for the case, where ( ) 1, we have shown that the norm of any matrix product is bounded by kEP k 1 . Furthermore, the technique used in the proof again allows us to restrict to the case of only two matrices. This leads to the following.
Corollary 1 Let be a nite set of square nonnegative rational matrices. The problem of determining whether the set fA 1 A t j A i 2 t = 1 2 : : : g is bounded, is undecidable. The problem remains undecidable even in the special case where consists of only two matrices.
It should be noted that the problem of determining whether the number of elements in the set fA 1 A t j A i 2 t = 1 2 : : : g is nite is known to be decidable Jacob, 1977] . For matrices with integer entries, niteness is equivalent to boundedness, and for this case, the problem considered in the above corollary is decidable.
3 Relation to the niteness conjecture As discussed in the introduction, if the niteness conjecture is true, then the problem of determining whether ( ) < 1 is decidable. This is di erent than the problem we have considered, and the niteness conjecture remains unresolved. Our results, however, disprove a somewhat stronger form of that conjecture.
E ective niteness conjecture (EFC): For any nite family of square rational matrices, there exists an e ectively computable natural number t( ) such that t( ) ( ) = ( ).
Corollary 2 The e ective niteness conjecture is false.
Proof: Suppose that the EFC is true. Given , we can rst determine t( ), and form all possible products of elements of with t( ) terms. We t hen have ( ) 1 if and only if the spectral radius of all such p r o d u cts is bounded by 1 , w h i c h c a n b e tested in nite time. But this contradicts Theorem 1.
Relation to control problems
The boundedness problem dealt with in Corollary 1 has implications for time-varying and hybrid systems. A time-varying system
is said to have bounded t r ajectories, i f t here exists a bounding function M such that kx t k < M (x 0 ) f o r all x 0 and t. The system has nite gain if there exists a c onstant k such that kx t k kkx 0 k, for all x 0 and t.
Consider the family of time-varying systems x t+1 = A t x t A t 2
(1) where A t is taken from a given nite set of matrices for each t. This family of systems is said to have b ounded trajectories (or nite gain) if all the systems in the family have. From Corollary 1 we deduce.
Corollary 3 The problems of determining whether the family (1) has bounded trajectories or nite gain, are undecidable.
Corollary 1 also has an implication for a simple class of hybrid systems. We are given two rational n n matrices A + and A ; , a rational vector c 2 Q n , and we consider the system x t+1 = ( A + x t if c T x t 0, A ; x t if c T x t < 0.
Such systems were studied in Blondel and Tsitsiklis, 1999] , where it was established that deciding asymptotic stability i s N P -hard. In addition, it was shown that if the problem \ ( ) < 1?" is ever shown undecidable, then the asymptotic stability problem will also be undecidable. A slight modi cation of that argument, together with Corollary 1, leads to the following result.
Corollary 4 For systems of the form (2), the problems of determining whether the system has bounded trajectories, or whether it has nite gain, are undecidable.
Proof.
Let A + and A ; be two given matrices. Consider the system described by a state vector (v t y t z t ), where v t and y t are scalars and z t is a vector in R n , and the This system is of the form (2), it consists of two l inear systems, each o f w h i c h i s enabled in one of two halfspaces, as determined by t h e s i gn of y t . Given that y 0 can be any r e a l n umber,itcan be veri ed that the sequence sign(y t ) i s completely arbitrary, which then implies that the matrices A ; and A + can bemultiplied in an arbitrary order. Since the boundedness of all products of A ; and A + is undecidable, it follows that the problem of determining whether the system has bounded trajectories or whether it has nite gain, are undecidable.
