Field GD, Uzzell V, Chichilnisky EJ, Rieke F. Temporal resolution of single-photon responses in primate rod photoreceptors and limits imposed by cellular noise. J Neurophysiol 121: 255-268, 2019. First published November 28, 2018 doi:10.1152/jn.00683.2018.-Sensory receptor noise corrupts sensory signals, contributing to imperfect perception and dictating central processing strategies. For example, noise in rod phototransduction limits our ability to detect light, and minimizing the impact of this noise requires precisely tuned nonlinear processing by the retina. But detection sensitivity is only one aspect of night vision: prompt and accurate behavior also requires that rods reliably encode the timing of photon arrivals. We show here that the temporal resolution of responses of primate rods is much finer than the duration of the light response and identify the key limiting sources of transduction noise. We also find that the thermal activation rate of rhodopsin is lower than previous estimates, implying that other noise sources are more important than previously appreciated. A model of rod single-photon responses reveals that the limiting noise relevant for behavior depends critically on how rod signals are pooled by downstream neurons.
INTRODUCTION
Sensory receptors provide us with the raw electrical signals that we use to learn about our environment. Because of this, transduction noise -i.e., variability in the magnitude, latency, and kinetics of these signals -limits the reliability with which an organism can determine the properties of external stimuli. Thus, the relationship between sensory performance and the limits imposed by transduction noise reveals the efficiency of sensory processing and provides clues about the underlying mechanisms (Bathellier et al. 2012; Bialek 1987; Chen et al. 2011; Faisal and Wolpert 2009; Field et al. 2005) .
These considerations have strongly shaped the investigation of rod-mediated vision and the mechanisms that support it. More than a century of work shows that dark-adapted human observers can detect weak flashes of light with a sensitivity approaching the limits set by noise in rod photoreceptors (Field and Sampath 2017) . Past work, however, has focused on the ability to detect photons (Barlow 1956; Hecht et al. 1942; Koenig and Hofer 2011; Sakitt 1972; Teich et al. 1982; Tinsley et al. 2016 ) while neglecting the accuracy with which the time of photon absorption is encoded. Imprecisely signaling the timing of photon absorptions will limit the ability of downstream circuits to perform critical tasks such as determining the direction and speed at which objects in the environment are moving (Billino et al. 2008; Gegenfurtner et al. 2000) . Furthermore, more accurate measures of rod noise are needed to determine whether they indeed limit behavioral detection sensitivity and to understand their impact on limiting temporal precision (Field et al. 2005) .
Noise in rod phototransduction consists of three main sources: 1) thermal isomerization of rhodopsin (Baylor et al. 1980 (Baylor et al. , 1984 ; 2) continuous noise produced by spontaneous activation of phosphodiesterase (PDE) (Baylor et al. 1980; Rieke and Baylor 1996) ; and 3) single-photon response variability produced by trial-to-trial fluctuations (Lamb and Kraft 2016) in the active lifetime of rhodopsin (Doan et al. 2006; Field and Rieke 2002a; Gross et al. 2012; Hamer et al. 2003; Rieke and Baylor 1998) . Each of these noise sources has a distinct effect on the photocurrent. For example, thermal isomerizations are rare but indistinguishable from a light response, whereas continuous noise has a smaller amplitude than the light response but is omnipresent. Thus, these noise sources are likely to place different limits on detection sensitivity versus temporal precision. Furthermore, the relative importance of these noise sources depends on how rod signals are pooled in downstream neural circuitry. For example, thermal activation of rhodopsin is a rare event in a small pool of rods but becomes frequent in a pool of 10,000 rods (similar to the receptive field of some ganglion cells). Thus, understanding how transduction limits rod vision requires a consideration of downstream computations.
Here, we show that the temporal resolution of the singlephoton response is~50 ms, much shorter than the~750 ms response duration or the~250 ms assumed integration time of dark-adapted vision (Conner 1982) . We incorporate our measurements of rod noise into a model that reveals the impact of each noise source on detection and temporal sensitivity for individual and pooled rod responses. Temporal resolution is limited primarily by continuous noise with some contribution from fluctuations in the single-photon response. For pools of rods relevant for behavior, the limiting source of noise depends on the number of rods, detection versus temporal discrimination tasks, and how rod signals are combined or pooled by readout circuits. Finally, our measurements of rod noise indicate that the thermal activation rate of rhodopsin is about half that of previous estimates (Field and Sampath 2017) , suggesting that additional noise sources limit behavioral detection sensitivity.
MATERIALS AND METHODS

Photoreceptor Recordings
Primate (Macaca fascicularis and Papio anubis) retinas were provided by the laboratory of D. Dacey at the University of Washington through the Tissue Distribution Program of the Regional Primate Research Center. All procedures followed the guidelines of and were prospectively approved by the Administrative Panel on Laboratory Animal Care at the University of Washington. Pieces of retina were obtained in a light-adapted state and immediately dark adapted for Ͼ1 h at 37°C in bicarbonate-buffered Ames solution equilibrated with 5% CO 2 -95% O 2 . After dark adapting, pieces of retina that were not well attached to the pigment epithelium were discarded and the remaining tissue was stored on ice in HEPESbuffered Ames. All procedures after dark adaptation were performed with the use of infrared converters. Rod outer segment currents were recorded with suction electrodes as described previously (Baylor et al. 1979a; Field and Rieke 2002a) . The sensitivity, kinetics, and continuous noise of rod responses from retinas stored in warm bicarbonatebuffered Ames were similar [Ͻ15% sensitivity difference, Ͻ5% in kinetics, Ͻ10% continuous noise standard deviation (SD)].
During recording, cells were superfused with bicarbonate-buffered Ames solution warmed to 36.5-37.5°C. Current collected by the suction electrode was amplified, low-pass filtered at 30 Hz (8 pole Bessel) and digitized at 1 kHz. Responses to saturating and halfsaturating flashes were measured periodically to check for stability. At the end of a recording, instrumental noise was isolated by exposing the cell to a bright light that eliminated the outer segment current. Only recordings in which cellular dark noise exceeded instrumental noise between 0 and 10 Hz were used in analysis.
Some rods used to measure the thermal activation rate of rhodopsin were loaded with BAPTA to slow the Ca 2ϩ kinetics, thereby increasing the signal-to-noise ratio of the single-photon response with respect to the continuous noise. As described previously, a piece of retina was placed in a solution containing 50 M BAPTA-AM for 20 -30 min at 37°C before recording (Field and Rieke 2002a) . Successful BAPTA incorporation was indicated by biphasic dim flash responses (Matthews 1991) .
Light stimulation followed procedures described previously (Field and Rieke 2002a) . Briefly, flashes 1-10 ms in duration were delivered using a light-emitting diode (LED) with peak wavelength of 470 nm. Light intensities were measured using a calibrated photodiode (UDT Instruments, San Diego CA). Photon densities (in photons/m 2 ) were converted to photoisomerizations (Rh*) using the collecting area estimated for each rod from the trial-to-trial variability in the responses, assuming that this variability was dominated by Poisson fluctuations in photon absorption.
Single-photon response Isolation
Single-photon responses were identified and segregated from responses to zero and multiple Rh* by constructing a histogram of response amplitudes. The modes in this histogram corresponded to responses to 0 (centered at 0 pA), one (centered at~2 pA), and multiple Rh*. Thresholds that identified those responses most likely to be produced by one Rh* were chosen by fitting histograms with a Poisson-weighted sum of Gaussians. Control analyses indicated that at least 94% of the isolated responses were indeed single-photon responses, with at most 3% contamination from responses to zero absorbed photons and 3% from responses to two absorbed photons (Field and Rieke 2002a) . A small number of responses with suspected contamination from thermal noise events were discarded.
The variance or covariance attributable to the single-photon response was isolated by subtracting the corresponding measure for responses to 0 Rh*. This assumes that responses to 1 and 0 Rh* make independent and additive contributions to the (co)variance. To check this assumption, we sorted responses to 1 Rh* based on the current immediately preceding the flash. Neither the mean nor variance of the responses depended on the current fluctuation at the time the flash was delivered. Thus, any interdependence of the single-photon response and continuous noise appeared to be small.
Thermal Rate Measurement
Data were collected in 30-or 60-s records. Reference and saturating flashes were delivered every 2-5 min to ensure stable response kinetics and dark current. At the beginning of the recording session and every 10 -25 min thereafter, a series of dim flashes was delivered at one or two flash strengths to estimate the single-photon response.
One objective measure of the rate of thermal events relies on the skew of the distribution of measured currents (Donner et al. 1990 ) (Eq. 6). Three conditions must be met for this approach to yield reliable estimates of the thermal rate: 1) the mean value of the recorded current is zero; 2) the continuous noise is symmetrical; and 3) and the single-photon response is well estimated. The first condition was met by excluding current records with large amounts of drift (Ͼ5 pA) and high-pass filtering the remaining data at 0.1 Hz. This removed low frequency drift in the recording that could cause the mean current to deviate from zero. Occasional large negative electrical artifacts a few milliseconds in duration were excluded by computing the temporal derivative of the current record and searching for threshold crossings Ͼ0.2 pA/ms. The current values in a 10-ms window surrounding these events were set to zero. The mean fraction of time set to zero current was 0.22% and did not exceed 0.43% in any cells. Changing the threshold from 0.15 to 0.3 pA/ms decreased the estimated rate of thermal events by Ͻ1%. After removing these electrical glitches, data were low-pass filtered with a hard cutoff at 10 Hz. Changing the filter window from 0.1-10 Hz to 0.1-5 Hz increased the estimated thermal event rate by Ͻ1%. Stray light rate at the preparation, as measured with a photomultiplier tube, contributed negligibly to the measured rate of thermal rhodopsin activation.
Discrimination Procedures and Controls
Much of our analysis relied on using rod responses to discriminate between two possible stimuli. Choosing an optimal or nearly optimal approach to discrimination is critical to identify accurately the detection and temporal thresholds set by rod signal and noise. As described below, Fisher's linear discriminant provided a near-optimal procedure for the measured rod data.
Fisher's discrimination and dimension reduction. Rod responses were classified as resulting from an early or late flash using Fisher's linear discriminant ( Fig. 1) (Duda et al. 2001) . Dimension reduction using principal components analysis (PCA) was performed on the ensemble of rod responses before classification. Ten principal com-ponents (PCs) were used. This number was based on two observations. First, our analysis in Fig. 4 indicated that the single-photon responses presented at a given time are well captured in a 5-dimensional space. Hence responses presented at two times will be well described in a subspace formed by concatenation of the two spaces, and this 10-dimensional space should provide a complete space for optimal discrimination, though it is possible that fewer than 10 dimensions are required to capture all relevant fluctuations in the responses. Second, discrimination performance reached a plateau at 10 dimensions for a number of different discrimination procedures (see Checking Fisher's discriminant performance against other parametric discrimination procedures for individual rod responses).
After dimension reduction, a single response was removed from the ensemble of responses for a given cell, flash strength, and time offset. The remaining responses at two different time shifts were used to calculate Fisher's discriminant, and the single held-out response was classified from its correlation with the discriminant. This procedure was iterated so that each response was summarized by a number, with positive (negative) numbers indicating the response was more likely to be generated by the early (late) flash. The probability correct (ratio of correctly classified trials to all trials) was computed from the test set at each time offset and flash strength.
Training set sample size. Discrimination performance can depend on the size of the training set. We checked for such dependence using Fisher's discriminant with sample sets of 250, 500, and 1,000 simulated responses. Performance between 250 and 1,000 differed unsystematically by 5.2 Ϯ 9% (mean and SD) averaged across time shifts. A paired Student's t-test and a Wilcoxon rank-sum test did not identify any differences in performance across pairs of thresholds at the same time shift (P ϭ 0.55 and 0.80, respectively). This suggests that discrimination performance was not limited by finite data. Based on these results, training sets for calculating Fisher's linear discriminant used 500 responses to both early and late flashes, unless otherwise noted.
Checking Fisher's discriminant performance against other parametric discrimination procedures for individual rod responses. Fisher's linear discriminant is a parametric method for discriminating two multivariate distributions. It is an optimal procedure when the data for both classes are normally distributed with each class having the same covariance (Duda et al. 2001) . Poisson variability in photon absorption and variability in the rod's single-photon response will cause On trials 2 and 4 no response is apparent; on trials 1 and 3 the response clearly identifies the stimulus as "early" or "late." Right: timing-limited regime of task. Four responses to a flash producing 3 Rh* on average and a time offset of 10 ms. Responses are evident on every trial, but the small time offset, and the response variability make classification difficult. B: construction of Fisher's discriminant used to classify responses. Blue and green show mean responses to early and late flash times, for detection (left) and timing (right) limited regimes. "Early-late" show difference of the "mean early" and "mean late" responses. Discriminant is Fisher's linear discriminant (see MATERIALS AND METHODS) . Bottom histograms are distributions of inner products between individual trials (A) and the discriminant. Trials to the right (left) of zero would be classified as early (late) flashes. C: performance in 2AFC task as a function of flash strength (x-axis in each panel) and time offset ⌬t. Each panel plots probability correct discrimination from 14 rods against flash strength for a ⌬t. Red lines are performance of an ideal photon detector (Eq. 5), which is limited only by Poisson variability in photon absorption.
these assumptions to fail, raising the possibility that other classifiers may exhibit better performance. To check this possibility we tested three additional parametric methods: 1) a difference of means classifier (DM), 2) quadratic discriminant analysis (QDA), and 3) modelbased cluster analysis (MBCA) (Duda et al. 2001) . These three classification procedures perform optimal classification with increasingly more complex distributions but in turn require more parameters to be estimated. In theory MBCA should provide the best performance because our data for each class arise from several multivariate-normal distributions with unconstrained covariance matrices. However, the number of parameters that need to be estimated for such a procedure to perform well is relatively large. Fisher's discriminant, QDA, and MBCA all performed significantly better (~30%) than DM at time shifts between 20 and 80 ms and dimensionality Ͼ4. However, Fisher's discriminant, QDA, and MBCA exhibited indistinguishable performance except at the smallest time shifts (5-20 ms) where MBCA consistently performed 10 -20% less well.
We also compared the performance of Fisher's discriminant with a nonparametric classification procedure. In this procedure, responses were divided into training and test data sets. PCA was used to reduce the dimensionality of the data to 10. Variance across each dimension was normalized to one across classes (a whitening transform). An empirical distribution for each flash was created by associating a spherical Gaussian probability density with each point in the training data set. Test data were then classified by choosing the empirical distribution with the higher likelihood for generating the test data. Performance was stable for SDs of the spherical Gaussians between 0.1 and 10 times the median interpoint distance. The performance of this classifier could not be distinguished from that of a Fisher classifier at training sample sets of Ͼ250 with a paired Student's t-test or Wilcoxon rank-sum test (P ϭ 0.65 and 0.80, respectively). At training sets of 1,000 responses, statistical tests indicated even greater similarity (P ϭ 0.95 and 0.96: t-test, Wilcoxon).
For both parametric and nonparametric discrimination, performance was stable for frequency ranges between 5 and 10 Hz. Below 5 Hz, the frequency cutoffs impinged on the signal; above 10 Hz, additional instrumental noise contaminated the signal. A frequency range of 0.1-6 Hz was used for discrimination.
Rod Pooling Models
To investigate discrimination for pools of rod responses, individual responses were generated using Eq. 4 (see RESULTS). For linear pooling, each rod response in the pool was projected along the discriminant and then summed across all rods in the pool:
R(t) is the summed response, N is the number of rods in the pool, r(t) is an individual rod response given by Eq. 5, and d(t) is the discriminant. If the sum of these projections was greater than zero, the response was classified as being generated by the "early" flash, otherwise it was generated by the "late" flash. If R(t) was 0, then the response was randomly classified as an early or late flash with equal probability. The discriminant, d(t), was learned on a training set consisting of 1,000 simulated single-photon responses: 500 elicited by the early flash, and 500 by the late flash. A different discriminant was computed for each time offset. Fisher's discriminant applied to pooled rod responses did not yield performance better than a DM discriminant for any pool size Ͼ30 rods or for any set of scaled noise values under linear pooling. This differs from discrimination using responses of single rods (see Fisher's discrimination and dimension reduction), in which case Fisher's discriminant yielded better performance. This difference likely originates because pooling alters the relative importance of continuous noise and noise due to variability in the singlephoton response; these two noise sources have quite different covariance structure. Hence for pooled rod responses we used a DM discriminant. Once the discriminant was calculated for a particular pool size and set of noise values, it was used to discriminate 100 novel test trials at each flash time. Threshold performance was defined as the flash strength or temporal offset that yielded 75% correct discrimination in the two-alternative forced-choice (2AFC) task.
For nonlinear pooling, responses were passed through a thresholding nonlinearity (Berntson et al. 2004; Field and Rieke 2002b; Okawa et al. 2010) . The purpose of this nonlinearity was to suppress continuous dark noise and retain as many single-photon responses as possible (van Rossum and Smith 1998) . The threshold was instantiated by first classifying every individual rod response as more likely to be continuous noise or a single-photon response, before summing the responses together. The threshold was learned by simulating 500 responses to 0 and 1 Rh* and filtering these in time by the mean single-photon response:
where f(t) is the filtered response, r(t) is the simulated response, and (t) is the mean single-photon response. The maxima of the filtered responses were used to generate an amplitude distribution of responses to 0 and 1 Rh*. The resulting distribution was fit by a sum of two Gaussians (one Gaussian for the 0 Rh* distribution and one Gaussian for 1 Rh* distribution) that were weighted by the Poisson probabilities of observing 0 or 1 photon (Field and Rieke 2002b) :
D is the distribution of expected response amplitudes, N denotes a normalized Gaussian, and P is a Poisson probability of observing 0 or 1 photons given a flash strength of ; c and s are the mean of the continuous noise (failures) and singles distributions, and c and s are the respective standard deviations. The crossing point between the singles and failures distributions was taken as the optimal threshold T, for deciding whether a response is more likely a single or a failure. It was computed as the local minimum in D between c and s .
Responses below threshold T were more likely to be noise and were multiplied by 0; those above threshold were more likely signal and were multiplied by 1. This procedure set the nonlinear threshold to be matched to the prior probability of photon absorption and the corresponding distributions of signal and noise (Field and Rieke 2002b) ; nonlinear thresholds were determined separately for each noise condition. This nonlinear thresholding allowed only responses that were most likely true signals to participate in "deciding" whether the flash was early or late.
Thresholded responses were summed and used to generate a discriminant between early and late flash times. The discriminant was generated from 500 trials at both flash times and 100 test trials for each flash time were classified. As with linear pooling, Fisher's discriminant did not produce significance performance improvements over the simpler DM discrimination, so DM was used.
Theoretically, the optimal instantiation of nonlinear pooling of rod signals is a Bayesian discrimination performed on the pool of rod responses. This differs from the nonlinear pooling approach described above as follows. Rather than using a sharp threshold that multiplies each response by 0 or 1 according to whether the response is more likely a failure or single, every response is weighted by the likelihood ratio of coming from the singles versus failures distributions. Thus, the weights are continuously valued, with small weights associated with responses that are likely noise and larger weights applied to those that are likely single-photon responses. The performance of Bayesian pooling and discrimination did not differ significantly from the threshold pooling used and did not change the relative importance of different noise sources as a function of rod pool size or task (data not shown). This is because the likelihood ratio (ratio of probability of single versus failure) changes quite quickly from 0 to 1. We report results based on the threshold nonlinearity for its potentially greater biological relevance (Field and Rieke 2002b) .
Manipulating Noise in Simulated Responses
Fluctuations in the single-photon response were varied by increasing or decreasing the width of the Gaussian distributions from which the weights, w i , were drawn, continuous dark noise was varied by uniformly scaling its power across frequencies, and the rate of discrete noise events was increased or decreased.
RESULTS
Our aim was to understand the relationship between noise and sensitivity of rod responses across a broad range of conditions. The results are organized into four sections: 1) measurements of the ability of primate rods to signal the detection and timing of photon arrivals; 2) measurements of each noise source in primate rods; 3) construction of a model of rod responses that uses our measurements of each noise source to reveal their impact on detection and temporal thresholds; and 4) a determinization of the impact of each noise source on detection and temporal thresholds for pools of rods of a size relevant for behavior. We focus on noise generated in the rod outer segment (the photocurrent) for several reasons. Rod outer segment currents are thought to be independent in nearby rods due to the lack of voltage dependence of the transduction current (Baylor and Nunn 1986) . This is unlike rod voltages, which are correlated between rods due to electrical coupling (Jin and Ribelayga 2016; Li et al. 2012) ; such correlations complicate characterization of rod noise. Furthermore, rod outer segment currents are amenable to quantitative experimental characterization and provide clear limits to the sensitivity of downstream signals and behavior.
Measuring Detection and Temporal Sensitivity of Primate Rods
A discrimination task to probe sensitivity. Detection and temporal sensitivity were quantified using a 2AFC discrimination task (Chichilnisky and Rieke 2005; Geisler et al. 1991; Smith and Dhingra 2009) . Measured rod outer segment currents were used to discriminate flashes delivered at two possible times. A trial consisted of the response to a single flash presented at either an early or late time (Fig. 1A) ; the task requires using the response to decide which stimulus was most likely to have been presented. The key determinants of performance-flash strength and time offset-were systematically varied. When the offset between possible flash times is large, the task primarily probes detection sensitivity because identifying the correct stimulus depends only on whether the flash is detected (detection-limited performance; Fig. 1A ). When the flash strength is large, the task probes temporal sensitivity because the response to the flash will almost always be detectable and identifying the correct stimulus will depend on the time offset (timing-limited performance; Fig. 1A ). Individual trials were classified as arising from the early or late flash using an ideal observer analysis based on Fisher's linear discriminant ( Fig. 1B ; see MATERIALS AND METHODS). Since stimulus discrimination need not be exclusively detection limited or temporally limited, rod performance was also quantified for intermediate stimulus parameters.
Different noise sources limit detection and temporal sensitivity. We used this task and the ideal observer analysis to assess detection and temporal sensitivity of single rods by examining the dependence of discrimination performance on flash strength and time offset. This provides a direct measure of how effectively the time of photon arrivals can be recovered from the slow rod responses. Performance in this task depended strongly on time shift and flash strength (Fig. 1C) . At large time offsets (120 -200 ms), discrimination performance exhibited a transition from chance to perfect over a broad range of flash strengths (Fig. 1C) . At small time offsets (10 -20 ms), discrimination fell short of perfect even for flashes producing 5-10 Rh* on average (Fig. 1C) .
Errors in identifying the correct time of the flash could be introduced by two types of noise: 1) irreducible Poisson variability in the number of photons absorbed from trial-to-trial, and 2) cellular noise in the rod phototransduction cascade. To separate the contributions of cellular and stimulus noise, discrimination performance was compared with that of an ideal photon detector (Fig. 1C) . This detector has complete information about the arrival of every photon, and hence its performance is limited only by Poisson variability in the number of photons absorbed from trial to trial. Thus, the ideal photon detector correctly identifies the stimulus, regardless of time offset, on any trial in which one or more photons is absorbed. The performance of the ideal photon detector is given by
where Rh* is the mean number of photoisomerizations produced by the flash and e ϪRh* is the probability of 0 photoisomerizations given by Poisson statistics. Equation 5 implies that all flashes resulting in 1 or more Rh* and half of those resulting in 0 Rh* are correctly identified. Rod performance cannot exceed that of the ideal photon detector but can fall short due to cellular noise.
Comparing primate rod performance with that of an ideal photon detector (red lines in Fig. 1C ) indicated that the contributions of stimulus and cellular noise differed for detection and temporal sensitivity. At large time offsets, rod performance matched that of the ideal photon detector (Fig.  1C) . This implies that detection sensitivity is limited by the physical nature of light: i.e., the division of light into discrete photons and the resulting Poisson variability in the number of photons absorbed from trial to trial (see also Baylor et al. 1984; Schneeweis and Schnapf 1995) . However, at small time offsets, when the task probed temporal sensitivity, rod performance fell short of ideal detector performance. This indicates that cellular noise limits temporal sensitivity.
To summarize rod performance across cells, we plotted probability correct against flash strength and time offset (Fig.  2A) . Detection sensitivity is represented at one edge of this surface where the time offset is sufficiently large so as not to influence performance (Fig. 2A) . Detection sensitivity was defined as the flash strength required to achieve 75% correct discrimination, which was 0.7 Rh* (Fig. 2B) . Temporal sensitivity at a given flash strength can be measured by an orthogonal slice through the discrimination surface ( Fig. 2A) . At a flash strength of 4 Rh* performance was near perfect at long time offsets but fell to chance at shorter offsets (Fig. 2C) . The performance of the ideal photon detector depends only on whether any photons were absorbed, and hence is independent of time offset (Fig. 2C) . Temporal sensitivity was defined as the time offset required to achieve 75% correct discrimination, which was~20 ms for flashes producing 4 Rh*.
Temporal sensitivity defined in this way depends on flash strength: flashes producing more absorbed photons provide more accurate measures of flash timing, as expected from the greater averaging such flashes permit. To provide a more fundamental measure of temporal sensitivity, single-photon responses were separated from trials in which 0 or more than one photon were absorbed (see MATERIALS AND METHODS) . This procedure isolated the dependence on cellular noise by removing Poisson variability in photon absorption. Temporal sensitivity of these responses was then measured in a 2AFC task that varied only in time offset (Fig. 2D) . The time offset required for 75% correct in temporal discrimination was~50 ms for single-photon responses, considerably less than the~750 ms response duration (see DISCUSSION) .
What limits the temporal sensitivity of the single-photon response? Answering this question required more complete measurements of each source of noise than available from past work. It also required incorporating these measurements into a model to simulate the impact of each noise source on rod sensitivity. We describe our measurements of rod noise first.
Measuring Noise in Primate Rod Phototransduction
Noise source 1: thermal activation of rhodopsin. In darkness, the rod photocurrent exhibits occasional large deflections generated by the thermal activation of rhodopsin (Fig. 3A ) (Baylor et al. 1980 (Baylor et al. , 1984 Gozem et al. 2012; Luo et al. 2011 ). This noise is indistinguishable from responses generated by photon absorptions (Fig. 3A, inset) . Previous estimates of the event rate in primate rods have an approximately fourfold uncertainty (95% confidence interval ranges from 0.0027/s to 0.01/s; Baylor et al. 1984) . To reduce this uncertainty, two procedures were used to estimate the thermal activation rate from long sections of recording in complete darkness (20,980 s total from 13 rods). First, events were counted by eye. This was reliable because the amplitude of these events was high relative to the background noise (e.g., Fig. 3A) . We counted 78 events, corresponding to a rate of 0.0037 Ϯ 0.0009 events per second (95% confidence limit). Second, the event rate was estimated using a statistical method based on the skew of the distribution of measured current amplitudes (Donner et al. 1990 ). The positive current deflections caused by the thermal activations introduce an asymmetry in the distribution of sampled currents (Fig. 3B) . Assuming otherwise symmetrical current deflections, the asymmetry can be used to estimate the event rate as
where P(A) is the probability of seeing a current deflection of amplitude A and i(t) is the waveform of the discrete event caused by the thermal activation of rhodopsin (estimated from the single-photon response). Applying Eq. 6 to our measured rod photocurrents in darkness, we estimated a rate of 0.0034 Ϯ 0.0008 (95% confidence interval) events per second (a total of 72 events for the same 13 cells). The similarity of the two estimates indicates that the true thermal rate is~0.0035 Rh*·rod
, at the low end of the range of values from past work (see DISCUSSION) .
Noise source 2: continuous noise. Continuous noise in phototransduction originates downstream of rhodopsin (Baylor et al. 1980; Rieke and Baylor 1996) . Both cellular and instru- mental noise contribute to the fluctuations in the measured photocurrent (Fig. 3A) . We isolated the contribution of instrumental noise by exposing the cell to a bright light that eliminated the outer segment current (Fig. 3, A and C, open circles) (Baylor et al. 1980) . Assuming that cellular and instrumental noise are independent and additive, cellular noise can be isolated by subtracting the power spectrum of the fluctuations in bright light from that in darkness (Fig. 3C) . Continuous noise was isolated by restricting this procedure to sections of recording lacking thermal activations of rhodopsin. After subtracting instrumental noise, continuous noise was characterized by the residual power spectrum (Fig. 3C) . The standard deviation of the continuous cellular noise was~20 -25% of the peak amplitude of the single-photon response, similar to previous estimates in toad and primate (Baylor et al. 1980 (Baylor et al. , 1984 Schneeweis and Schnapf 1995) .
Noise source 3: single-photon response fluctuations. The rod single-photon response exhibits trial-to-trial variability that reflects variability in the active lifetime of a rhodopsin molecule (Baylor et al. 1979b; Caruso et al. 2011; Doan et al. 2006; Field and Rieke 2002a; Gross et al. 2012; Rieke and Baylor 1998; Whitlock and Lamb 1999) . To measure and fully describe this variability, dim flashes producing one Rh* (singles) were isolated from trials producing zero or multiple Rh* (Fig.  3, D-F ; MATERIALS AND METHODS). Data were combined across cells by normalizing the time-to-peak and peak amplitude of each cell's average single-photon response to unity. Combining data across cells (1,077 single-photon responses from 6 cells) permitted identification of subtle response variations not apparent from the 100 -200 single-photon responses from a single cell.
The time-dependent variance of the normalized single-photon responses reached a peak well after the mean (Fig. 3F) , indicating that the shape, not just the amplitude, of these responses varied from one to the next (Field and Rieke 2002a; Hamer et al. 2003; Rieke and Baylor 1998) . While the timedependent variance is frequently used to quantify this variability, it is an incomplete measure. Specifically, it does not specify temporal correlations; i.e., the variance does not determine whether the deviation of the response at one time is correlated with the deviation at another time. Such temporal correlations are described by the covariance. Here we provide the first measurements of single-photon response covariance.
The covariance, when measured at a set of discrete time points, forms a matrix and the eigenvectors of this matrix provide a natural, low dimensional, choice for representing the covariance (Fig. 4, A-C) . The eigenvectors identify the characteristic fluctuations across time (Fig. 4C) , while the associated eigenvalues identify the relative amount of explained variance (Fig. 4B) . Thus, the eigenvalues and vectors provide a compact representation of temporal fluctuations in the singlephoton response. We isolated the change in covariance associated with the single-photon response (see MATERIALS AND METHODS) . The first five eigenvectors of the resulting covariance matrix captured Ͼ99.9% (92.34, 5.84, 1.41, 0.19, 0.13%) of the total single-photon response variance.
This compact description of single-photon response fluctuations is useful because it provides an efficient way for simu- lating single-photon responses and manipulating the magnitude of response fluctuations. Specifically, we express a singlephoton response r(t) as an average response plus a variable contribution from the basis functions, c i (t), given by the eigenvectors of the covariance matrix ( Fig. 4C) :
where r (t) is the mean single-photon response, and w i are weights that describe the contribution of each component c i to a particular response (Fig. 4D ). To illustrate this approach, consider responses that vary only in magnitude. Simulating these responses involves drawing one weight (w 1 ) for each response from an experimentally determined amplitude distribution, multiplying by the average single-photon response [c 1 (t)], and adding this product to the mean single-photon response [r (t)]. In this special case, the basis function capturing variability equals the mean single-photon response (or a scaled version of it) because this is the only "direction" in which the response varies.
To capture the fluctuations in single-photon response shape, we used the first five eigenvectors of the single-photon response covariance matrix, c i (t) (Fig. 4, C and D) . Each response was described by a set of five specific weights w i , applied to the five eigenvectors. The distribution of these weights across responses was well approximated by a zeromean Gaussian distribution, with a variance given by the eigenvalue associated with that component. This yields a simple procedure for simulating single-photon responses: random weights w i are sampled from appropriate Gaussian distributions, used to scale each of the five eigenvectors, and these scaled eigenvectors are added to the mean single-photon response (Fig. 4D) . This procedure reproduces both the mean squared single-photon response and the time-dependent variance (Fig. 4E) .
Generative Model To Test the Relative Importance of Different Rod Noise Sources
This section describes the full generative model for rod responses based on their measured noise. The model allows each noise source to be varied independently, thereby allowing a determination of how each noise source impacts detection and temporal sensitivity of individual and pools of rods.
Model construction and validation. A simulated rod response was generated by the following equation:
The first term accounts for Poisson variability in the number of photons absorbed by the flash and variability in the resulting single-photon responses. The number of absorbed photons, N, was drawn from a Poisson distribution with a mean equal to the flash strength, and each single-photon response was generated following Eq. 7 (Fig. 4) . The second term accounts for thermal activation of rhodopsin. The number of events, N d , was determined by drawing from a Poisson distribution with a mean equal to the thermal activation rate multiplied by the response duration. Discrete noise events were simulated identically to single-photon responses, shifted to occur at a random time t d relative to the flash, and added to the response. Finally, continuous noise (t) was simulated by filtering Gaussian noise to A simulated response was generated by combining single-photon responses with two components of dark noise. Each single-photon response was generated as a sum of temporal components corresponding to eigenvectors of the corrected covariance matrix. Each component was weighted by a coefficient drawn from a Gaussian distribution with variance corresponding to the appropriate eigenvalue. See Eq. 7 and associated text for definitions of parameters. E: time-dependent variance and the squared mean single-photon response of the model compared with those measured experimentally. I 2 , mean squared response; I match the measured continuous noise power spectrum (Fig.  3C ). The parameters in Eq. 8 come directly from experiment with no free parameters. To validate our model for rod responses, we compared the sensitivity of simulated and recorded responses in the 2AFC task. Simulated responses were generated at early or late times (as in Fig. 1 ). Model construction and testing used data from different rods to protect against overfitting. The detection and temporal sensitivity of the measured and simulated responses closely matched (Fig. 5) . The detection sensitivity of simulated rod responses matched that of an ideal photon detector (Fig.  5B) , and their temporal sensitivity exhibited a threshold at~20 ms for a flash producing 4 Rh* on average (Fig. 5C ). Furthermore, the temporal sensitivity of simulated single-photon responses matched the data, exhibiting a threshold of~50 ms (Fig. 5D) . Thus the simulated responses accurately reproduce the performance of real rods at encoding the arrival and timing of photons.
Controlling response fluctuations is important for detection sensitivity. To test the impact of different rod noise sources on sensitivity, we used the model of rod responses (Eq. 8) to vary each noise source independently and used the 2AFC task to measure the detection and temporal sensitivity of the resulting simulated responses (see MATERIALS AND METHODS). Detection sensitivity was robust to changes in rod noise; decreasing any noise source minimally changed performance (Fig. 6A) . This is consistent with the observation that detection sensitivity matched that of the ideal photon detector, which is limited only by Poisson variability in photon arrival (Fig. 2B) . Furthermore, increasing any noise source by as much as a factor of 10 produced a relatively small change in detection sensitivity. This is unsurprising for discrete noise events, which occur rarely, and continuous noise, which makes a much smaller contribution to response variance than Poisson fluctuations in photon absorption. Insensitivity to variability in the singlephoton response may originate because fluctuations are relatively small at the time the response reaches a peak amplitude (Fig. 3F) (Rieke and Baylor 1998) . We tested this hypothesis by simulating single-photon responses that varied only in amplitude [i.e., were described by a single component c 1 (t) in Eq. 7)] but had the same total variance as the measured responses. In this case, detection threshold rapidly increased as single-photon response variability was increased (Fig. 6A) . This indicates that deferring response variance until after the response peak improves detection sensitivity and provides a possible functional advantage to the multistep shutoff of rhodopsin (Rieke and Baylor 1998 ) (see DISCUSSION) .
Reducing response fluctuations and continuous noise improves temporal sensitivity. Temporal sensitivity was probed using a similar approach (Fig. 6B) . To eliminate the influence of Poisson fluctuations in the number of Rh* produced by a flash, single-photon responses were simulated at either an early or late time, and the response was used to identify the stimulus (as in Fig. 2D ). Temporal sensitivity was insensitive to the frequency of discrete noise events, again because these events are rare in an individual rod. However, changes in either the continuous noise or the single-photon response variability altered temporal sensitivity, with changes in continuous noise having the largest effect. Thus, both noise sources contributed to limiting the temporal resolution of single-photon responses in individual rods.
Impact of Rod Noise on Pooled Rod Signals Depends on Linear Versus Nonlinear Pooling
Behavior is mediated not by single rods, but instead by populations of hundreds or thousands of rods that provide indirect input to retinal ganglion cells (Goodchild et al. 1996 ; Black curve is a cumulative Gaussian fit reaching 0.75 probability correct at 50 ms. Rh*, photoisomerization. Sterling et al. 1988) . Population size can alter the relative impact of different noise sources as some sources depend on the number of absorbed photons per rod (i.e., Poisson fluctuations in photon absorption and variations in the single-photon response), while others do not. We used the model in Eq. 7 to quantitatively determine how sensitivity depends on each noise source for the rod populations relevant for behavior, and how sensitivity depends on the "readout" strategy; i.e., how signals are combined to generate a single output.
We considered pools of 100 and 3,000 rods, which approximate the number of rods that provide (indirect) input to midget and parasol cells at 20°eccentricity. Rod signals were combined either linearly or nonlinearly and used in the our 2AFC discrimination task (see MATERIALS AND METHODS). For nonlinear pooling, the simulated response of each rod was retained if it was more likely a single-photon response than noise and rejected (set to zero) otherwise (see MATERIALS AND METHODS). As described below, the relative importance of different noise sources depended on both the size of the rod pool and the strategy (linear or nonlinear) for integrating signals across rods.
When 100 or 3,000 rod signals were linearly pooled, detection thresholds systematically fell short of an ideal photon detector ( Fig. 7A and Bp ), unlike the case for single rods (Fig.   2 ). Neither increasing nor decreasing the rate of thermal activation of rhodopsin impacted detection or temporal thresholds at any rod pool size (Fig. 7, A-D) . Similarly, changing variability in the single-photon response modestly impacted temporal thresholds ( Fig. 7C ) and had no impact on detection threshold ( Fig. 7A-B) . However, increasing or decreasing the amount of continuous noise changed detection and temporal thresholds (Fig. 7) . Decreasing continuous noise 10-fold brought detection thresholds close to the ideal photon detector and nonlinear pooling performance. Thus, continuous noise is the dominant noise source for both detection and timing tasks when rod signals are pooled linearly.
The relative impact of these noise sources differed considerably when rod signals were pooled nonlinearly. Unlike linear pooling, decreasing the rate of thermal activation of rhodopsin improved detection sensitivity and brought it close to the performance of an ideal photon detector for large rod pools (Fig. 7B, solid green line) . Thus, with an appropriate nonlinear readout, thermal activation of rhodopsin limited detection sensitivity. However, detection sensitivity remained quite sensitive to increasing continuous noise, reinforcing the importance of regulating the amount of continuous noise (Fig. 7, A and B) . Interestingly, reducing continuous noise did not improve detection sensitivity, indicating that the amount of continuous noise is matched to the limit imposed by the thermal isomerization rate when an optimal nonlinearity is used to pool rod signals.
Temporal thresholds under nonlinear pooling were minimally changed when increasing or decreasing the thermal activation rate (Fig. 7, C and D) . However, temporal thresholds could be improved by decreasing single-photon response variability; reducing continuous noise only improved temporal sensitivity for small pools of rods (Յ100). Increasing singlephoton response variability and continuous noise both increased temporal thresholds, thereby diminishing the temporal resolution of rod vision. The dependence on increases but not decreases in continuous noise reinforces the idea that it is closely matched to the other noise sources when an optimal nonlinear readout is used. As is the case for signals from individual rods, signals from pools of rods permitted recovery of temporal information much finer than the duration of the response itself, or the 200 -300 ms integration times often assumed for rod vision (see DISCUSSION) .
DISCUSSION
Past work comparing rod noise with behavioral sensitivity suggests that noise due to the thermal isomerization of rhodopsin limits behavioral thresholds for dim flash detection (reviewed by Donner 1992; Field et al. 2005; Nelson 2016) . If true, the neural circuits that read out rod signals must operate effectively noiselessly, a considerable constraint. The strength of this inference, however, is limited by at least three issues: 1) experimental uncertainty in the rate of thermal isomerization of rhodopsin in primate rods; 2) lack of consideration of the importance of the other known sources of phototransduction noise; and, 3) a focus on the ability to detect dim lights with little consideration of sensitivity to other aspects of vision (e.g., timing). We consider our work in the context of each of these issues below.
Thermal Isomerization Rate Lower Than Previously Estimated
Dark-adapted human observers in behavioral detection tasks occasionally report the presence of a flash when no light is delivered. The rate of these false-positive responses suggests an internal noise limiting absolute sensitivity equivalent tõ 0.01 photonlike events · s Ϫ1 · rod Ϫ1 (Barlow 1956; Koenig and Hofer 2011; Sakitt 1972) . These estimates of the noise limiting behavioral sensitivity are close to the estimate of 0.012 events/s, based on the measured rhodopsin thermal isomerization rate of 0.006 events/s from primate rods with a 2ϫ correction for the~2ϫ larger volume of human rods (Baylor et al. 1984; Nelson 2016) . However, behavioral and physiological estimates are subject to considerable uncertainty (Field et al. 2005; Koenig and Hofer 2011; Nelson 2016) . For example, the 95% confidence interval for the rate of photonlike noise events is 0.0027 to 0.01 events/s in monkey rods. Thus, a conservative conclusion is that noise from thermal isomerization is within a factor of 2-3 of the noise that is limiting behavioral sensitivity.
We more precisely estimated the rate of rhodopsin thermal isomerization in monkey rods, placing a tighter bound of 0.0026 to 0.0045 events/s (95% confidence interval). Estimates of the dark light from human behavioral experiments ranged from 0.004 to 0.025 events/s (Donner 1992; Koenig and Hofer 2011) , suggesting that additional sources of neural noise contribute to dark light. An increase in the precision of behavioral measurements will be needed to permit a stringent test of the hypothesis that noise from the thermal isomerization of rhodopsin limits human absolute sensitivity.
Generative Model Incorporates All Rod Noise Sources
Three sources contribute to noise in the rod response: thermal isomerization of rhodopsin, continuous current fluctuations, and variability in the single-photon response. Past work exploring the implications of rod noise for visual sensitivity has emphasized the importance of thermal isomerizations while largely neglecting the other sources (reviewed by Field and Sampath 2017) . One reason for this focus is that thermal noise can be easily expressed as a dark light, while other sources of rod noise (or noise downstream of rods) have a more complex relationship to the signal.
To provide a complete picture of how noise limits the fidelity of rod signals, we constructed a parameter-free model incorporating all three noise sources. A key advance in the model was the ability to incorporate accurately the variability in the shape of single-photon responses. The model allowed manipulation of different rod noise sources to determine their impact on sensitivity. The model also allowed simulation of signals in collections of hundreds or thousands of rods that form the receptive fields of retinal output cells. While we used this model to investigate the detection and temporal sensitivity of rods, it is a general tool that could be used to probe the encoding of other stimulus features at low light levels.
Limits to Detection and Temporal Sensitivity: Single Rods
The detection sensitivity of single rods approached that of an ideal photon detector limited only by Poisson fluctuations in photon absorption. Temporal sensitivity, however, fell short of that of an ideal photon detector, indicating that it was limited by cellular noise. Nonetheless, temporal sensitivity was much finer than the duration of the response; the single-photon response supported a temporal sensitivity of~50 ms,~10-fold less than the duration of the response itself and two-to fourfold less than the typically assumed integration time of rod responses (Conner 1982) .
Variability in the single-photon response occurs predominantly during response recovery (Field and Rieke 2002a; Rieke and Baylor 1998; Whitlock and Lamb 1999) . When singlephoton response variability was made to (artificially) peak at the time-to-peak of the response, detection sensitivity was degraded (Fig. 6A) . Detection sensitivity, however, was insensitive to increasing variability when it occurred late in the response. Thus, the late peak in variability of the single-photon response, a signature of inactivation through multiple shutoff steps (Field and Rieke 2002a; Hamer et al. 2003; Rieke and Baylor 1998) , mitigates the consequences of response variability for detecting photons.
Both continuous noise and single-photon response variability contributed to limiting temporal sensitivity. Reducing single-photon response variability modestly improved temporal sensitivity, as continuous noise quickly became the limiting factor. Decreasing continuous noise improved temporal sensitivity. However, biophysically, continuous noise arises from instability in PDE, and increasing the stability of PDE while holding fixed the activity of single PDE molecules would result in less cGMP hydrolysis in darkness and a corresponding longer duration light response (Rieke and Baylor 1996) . If the activity of single PDE molecules increases to compensate the increased stability, the kinetics would not change but the continuous noise would increase (Reingruber et al. 2013) . Hence continuous noise and single-photon response variability appear well matched from the point of view of attaining high temporal sensitivity without prolonging the rod light response (i.e., increasing integration time).
Limits to Detection and Temporal Sensitivity: Rod Populations
Near absolute visual threshold rod signals are conveyed to retinal output neurons-ganglion cells-via the specialized rodbipolar pathway (reviewed by Bloomfield and Dacheux 2001; Field and Sampath 2017) . A key feature of this circuit is that downstream neurons integrate signals from many rods, and this integration can be nonlinear such that single-photon responses are preferentially retained, and noise rejected (Field and Rieke 2002b) . Other rod pathways in the retina (i.e., rod to Off bipolar cells) appear to integrate rod signals more linearly (Field and Rieke 2002b) . We used the generative model to determine how linear and nonlinear pooling of signals across rods influenced the importance of different sources of rod noise.
The detection sensitivity of linearly pooled rod signals depended on the amount of continuous dark noise but was insensitive to changes in the rate of thermal isomerizations. This is because the omnipresent continuous noise quickly dominates the other noise sources as rod signals are added together. The outcome was very different for nonlinear pooling, the primary purpose of which is to reject the rod signals that only contain continuous noise and retain those that are likely produced by a rhodopsin isomerization, either thermal or photon initiated. Thus, for nonlinear pooling, detection sensitivity was limited by the rate of thermal isomerizations and was insensitive to decreases in continuous noise. Modest increases in continuous noise, however, produced dramatic decreases in sensitivity (increases in threshold in Fig. 7 ). This indicates that continuous noise is just low enough to match the performance limit imposed by the rate of thermal isomerizations when signals are optimally pooled.
Pooled rod responses permitted recovery of the flash timing to a precision Ͻ10 ms -much less than the duration of the rod response and of the~200 ms integration time for rod vision (Conner 1982) . The noise source limiting the temporal sensitivity of pooled rod signals depended on both the number of rods and whether signals were combined linearly or nonlinearity. For linear pooling over small populations of rods (e.g., 100, similar to convergence to a peripheral midget ganglion cell), temporal sensitivity was limited by both single-photon response variability and continuous dark noise. However, for larger populations of rods (e.g., 3,000, similar to convergence to a peripheral parasol ganglion cell), continuous noise began to limit temporal sensitivity. This switch in the limiting noise source occurs as the fraction of rods absorbing photons at threshold decreases: for larger pools of rods, a smaller fraction need to absorb a photon to reach threshold performance. The smaller fraction of rods absorbing photons means a smaller contribution of single-photon response variability relative to continuous noise. With nonlinear pooling, decreasing singlephoton response variability yielded the greatest improvement in temporal sensitivity. This indicates that limiting singlephoton response variability is important for maintaining high temporal sensitivity when signals are optimally pooled over a large number of rods.
Pooled rod signals supported temporal sensitivity~10 ms even when Ͻ1% of the rods absorb photons. Why then is the temporal accuracy of rod vision generally considered poor (100 -300 ms resolution)? This may be explained by a similar apparent discrepancy in cone vision. Human temporal integration under photopic conditions is~10 -20 ms; however, humans can also discriminate the relative order of two flashes that that are separated by only~1 ms in apparent motion tasks (Westheimer 1999; Westheimer and McKee 1977) . Fundamentally, this indicates that temporal integration and temporal resolution are not necessary the same, and that in certain tasks (e.g., detecting motion) the visual system can track small temporal differences that are not available in other tasks (e.g., detecting spatially uniform flicker). Thus, the high temporal sensitivity we observe in rod signals could support behavioral tasks such as detecting motion at low light levels. Apparent motion discrimination experiments under scotopic conditions may reveal how close the visual system approaches the limits to temporal resolution imposed by rod noise.
These considerations illustrate a more nuanced view of the relationship between rod noise and the sensitivity of downstream cells and of behavior. Specifically, the limiting noise source depends on the task, the number of rods contributing, and how the rod signals are read out. The oft-assumed hypothesis that the rate of thermal isomerization of rhodopsin limits the sensitivity of the rod signals holds under some, but not all, of these conditions.
Implications for Retinal Processing and Dark-Adapted Vision
The analysis of the relative importance of different noise sources for different rod pool sizes (Fig. 7) shows the benefits of nonlinear pooling. It also sets an upper bound on the sensitivity that can be obtained based on signals in rod outer segments. The pooling models considered, however, neglect several known features of retinal circuitry downstream of the rod outer segment that likely lower the sensitivity of the retinal output signals. For example, gap junctions between rod inner segments could hamper the ability to separate single-photon responses from continuous noise (Hornstein et al. 2005; Jin and Ribelayga 2016; Li et al. 2012) . Similarly, downstream cellular and synaptic processes will necessarily introduce noise as signals traverse the retina (Bloomfield and Dacheux 2001; Field et al. 2005) . Much of such downstream noise is removed by nonlinearities within the retinal circuitry (Ala-Laurila and Rieke 2014). The importance of downstream noise and processing can be evaluated only in the context of noise in the rod outer segment currents. Hence, we focused here on the constraints imposed by signal and noise at the first step of vision: phototransduction in rod outer segments and the resulting change in photocurrent.
Primate and other mammalian retinas contain~30 retinal ganglion cell types (Field and Chichilnisky 2007; Sanes and Masland 2015) . Which and how many of these types participates in vision near absolute threshold remains unclear. However, receptive field size, and thus the number of rod signals pooled by an RGC, varies across eccentricity, RGC type, and across different species. For example, a macaque midget ganglion cell receives convergent input from~10 and~100 rods at 5°and 20°eccentricity, respectively (Goodchild et al. 1996) . In contrast, macaque parasol RGCs receive input from~100 tõ 3,000 rods at these eccentricities. Furthermore, cat alpha cells can receive input from 10,000 to 100,000 rods. Thus, the noise source limiting RGC signal fidelity near absolute threshold is likely to depend on retinal location, cell type, and perhaps species. The brain regions that are responsible for visual perception combine information from multiple RGC types. Thus, future studies aimed at understanding the cortical circuits involved in scotopic vision will be particularly useful in understanding how rod and retinal noise limits behavioral sensitivity.
