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was introduced by Deif & W. ElMaraghy [6]. This model is 
associated with minimizing the delay in scaling the system’s 
capacity and thereby improving the RMS performance in 
response to sudden demand changes. Wang et al. [7] 
presented a scalability planning methodology for RMS that 
can incrementally scale the system capacity by reconfiguring 
an existing system. They developed an optimization 
algorithm, based on Genetic Algorithm, to determine the 
most economical way to reconfigure an existing system by 
adding or removing machines to match the new throughput 
requirements.  
 An integer programming technique was used by 
Niroomand et al. [8] to explore how a firm should optimally 
allocate its capacity investments among different 
manufacturing systems  considering the capacity evolution 
in ramp up period. Spicer et al. [9] developed an integer 
programming optimization tool to investigate the optimal 
scenario plan for a scalable RMS. They defined another 
scaling capacity cost that includes more details as the 
number of modules sold and bought. A new methodology 
based on a control loop approach was offered by Azab et al. 
[10] for the required planning, evaluation, restructuring and 
utilization of a reconfigurable manufacturing system. They 
portrayed manufacturing systems reconfiguration as a 
controller that minimizes the deviations between current 
values of reconfigurability, including capacity scaling, and 
their respective reference values. Kim and Duffie [11] 
presented a multi work station production system model that 
is based on control theory. They applied proportional control 
policy, with a delayed control gain, that represents realities 
of hiring/firing labor force and other issues that prevent 
instantaneous adjustment of capacity. Deif and H. 
ElMaraghy [12] proposed a system dynamics approach for a 
single stage scalable capacity model. The model objective 
was to examine different scalable policies using multiple 
performance measures. Further analysis for the same 
capacity scalable model focusing on a market-capacity 
integration policy was proposed [13].  
 The objective of this research is to evaluate capacity 
scaling policies under different system scenarios. The state 
of the art capacity scaling model, introduced and enhanced 
by Deif and H. ElMaraghy [12] & [13], is further developed 
in this paper to include more practical aspects. Two novel 
realistic modules are added. The first module includes a new 
method to evaluate the cost of implementing different 
capacity scaling policies. The second module introduces 
seasonal capacity scaling. Comprehensive experimentation 
methods are implemented to generate different system 
scenarios. These scenarios are used to evaluate different 
capacity scaling policies. The evaluation is based on 
determining the scaling policy that achieves the minimum 
cost/unit. Finally, policy selection rules are introduced to 
assign the best scaling policy for each system scenario.  
2. A Cost-Based Model for Capacity Scaling 
 In this section, a cost-based system dynamics model for 
capacity scaling is presented. The model is considered an 
extension to the original model introduced by Deif and H. 
ElMaraghy [12] by adding two modules in order to bring it 
closer to reality. The original model is a single stage RMS 
subject to random demand that follow a normal distribution. 
Further details can be found in the original reference. 
Additional modules are introduced, which represent the 
extension to the state of the art model. The first module is 
dedicated to evaluate the total cost to help in the assessment 
of different scaling policies. It involves different 
manufacturing costs and capacity scaling costs, namely; 
Capacity Cost CC(t), Scaling Cost SC(t), Backlog Cost 
BC(t) and Inventory Cost IC(t). The total cost module 
(Figure 1) is presented as the summation of the four 
components. The first component evaluates Scaling Costs 
SC(t), which is composed of fixed scaling cost FSC and 
physical scaling costs. The fixed scaling cost FSC represents 
overheads of stopping production to rescale capacity, lost 
production, and salaries of labors involved in ordering and 
estimating new capacity. FSC is assumed to be independent 
on type of capacity scalability (up or down). The physical 
scaling cost represents the costs incurred to increase or 
decrease capacity levels including adding/removing another 
spindle to a machine, adding/removing a machine, and 
hiring/firing workers. Physical scaling cost is assumed to be 
proportional to the change in capacity. It is further assumed 
that scaling up unit cost is equal to scaling down unit cost 
and no outsourcing is allowed. Here, two conditions may 
exist. The first condition is when capacity level C(t) is not 
equal to the required capacity RC(t); scaling cost SC(t) will 
be formulated as the difference between required capacity 
RC(t) and the existing capacity C(t) multiplied by scaling 
unit cost SUC and added to the fixed scaling cost FSC. The 
second condition is when capacity level C(t) is equal to the 
required capacity RC(t), scaling cost SC(t) will be equal to 
zero (equation 1). 
 
C(t)RC(t) if  FSC,| C(t)-RC(t)| *)( z SUCtSC
         
(1) 
Otherwise SC(t) = 0 
 
       The second component is Capacity Cost CC(t), which is 
defined as the cost of operating full capacity at time t. It 
includes costs of salaries involved in the production process 
and overheads. It is formulated as the result of multiplying 
capacity level C(t) by capacity unit cost CUC (equation 2). 
 
)(*)( tCCUCtCC  
                                                           
(2) 
 
       The third component is backlog cost BC(t) which reflect 
penalties of late delivery costs. It is simply presented as 
backlog level B(t) multiplied by backlog unit cost BUC 
(equation 3). 
 
)(*)( tBBUCtBC  
                                                        
(3) 
 
 The last component is inventory cost IC(t) which 
represents cost of holding goods in stock. It includes 
physical cost of space, taxes and insurance, breakage and 
opportunity cost of alternative investment. Inventory cost is 
directly proportional to inventory level I(t) (equation 4). 
Where IUC is the inventory unit cost 
 
)(*)( tIIUCtIC  
                                                               
(4) 
 
Total costs TC(t) are estimated by summing up capacity, 
scaling, backlog, and inventory costs (equation 5) at each 
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applied to generate the 16 possible system scenarios using the 
significant factors. In the experimentation stage, a preliminary 
number of runs are conducted. A set of 16 possible factors 
that have an effect on costs for any policy were considered. 
Two levels (high H and low L) for each factor were selected 
to investigate the impact of changing the level of this factor 
on the average total cost. One reference scenario was 
simulated by setting the values of all proposed factors at the 
low level, while the other 16 scenarios were simulated one by 
one by setting the value for exactly one of the proposed 
factors at high level H while keeping other factors at low level 
L. Five scaling policies are investigated in this experiment; 
chasing demand policy, inventory-based policy, WIP-based 
policy, hybrid policy [12] and Kim policy [11]. These policies 
were ranked at both the low level factor value L, and at high 
level factor value H relatively based on the Total Cost.  Both 
rankings for a given policy are compared to determine the 
factor effect in deciding the best scaling policy. If the policy 
ranking at a factor’s low level value L is the same at its high 
level value H, then this factor is considered “ineffective” and 
will be excluded from the following step. On the other hand, 
if the policy ranking at the factor’s low level value L is 
different from its ranking at high level value H, then this 
factor is considered “effective” and will be included in the 
following step for further analysis. Accordingly, The 
“effective” factors are: Demand Standard Deviation SD, 
Average Demand AD, Target Responsiveness Time TRT, 
Manufacturing Lead Time MLT, Inventory Adjustment Time 
IAT, Minimum Order Processing Time MOPT, Fixed Scaling 
Period FSP, Safety Stock Coverage SSC, Backlog Unit Cost/ 
Capacity Unit Cost BUC/CUC and Inventory Unit 
cost/Capacity Unit Cost IUC/CUC. 
Table 1: Factors Assignment in L16 OA.
Trial 
No. M
LT
 
IA
T 
M
LT
*I
A
T 
M
O
PT
 
SD
 
IU
C
/C
U
C
 
B
U
C
/C
U
C
 
TR
T 
SS
C
 
A
V
D
 (1
03
) 
FS
P 
M
O
PT
* 
TR
T 
IU
C
/C
U
C
 *
 F
C
P 
B
U
C
/C
U
C
*S
SC
 
SD
 *
 A
V
D
 
1 2 2 - 1 0.1 0.1 0.1 1 2 10 1 - - - - 
2 2 2 - 1 0.1 0.1 0.1 3 5 50 3 - - - - 
3 2 2 - 3 0.5 1 1 1 2 10 1 - - - - 
4 2 2 - 3 0.5 1 1 3 5 50 3 - - - - 
5 2 5 - 1 0.1 1 1 1 2 50 3 - - - - 
6 2 5 - 1 0.1 1 1 3 5 10 1 - - - - 
7 2 5 - 3 0.5 0.1 0.1 1 2 50 3 - - - - 
8 2 5 - 3 0.5 0.1 0.1 3 5 10 1 - - - - 
9 5 2 - 1 0.5 0.1 1 1 5 10 3 - - - - 
10 5 2 - 1 0.5 0.1 1 3 2 50 1 - - - - 
11 5 2 - 3 0.1 1 0.1 1 5 10 3 - - - - 
12 5 2 - 3 0.1 1 0.1 3 2 50 1 - - - - 
13 5 5 - 1 0.5 1 0.1 1 5 50 1 - - - - 
14 5 5 - 1 0.5 1 0.1 3 2 10 3 - - - - 
15 5 5 - 3 0.1 0.1 1 1 5 50 1 - - - - 
16 5 5 - 3 0.1 0.1 1 3 2 10 3 - - - - 
Next, Taguchi Fractional Factorial Design is conducted to 
select the “significant” factors among the ten “effective” 
factors. To select the orthogonal array (OA) two arguments 
must be defined: the number of factors, and the number of 
levels for the factors of interest [14]. Since 10 factors are 
considered and each factor has 2 levels, the total degrees of 
freedom DOF required for the entire experiment is 10 (degree 
of freedom is equal to 102-1). Considering that the DOF of the 
two-level orthogonal array must exceed the required DOF of 
the experiment [14], L16 OA is selected (Table 1). It includes 
16 different experiments in which the factors impact could be 
inspected. The 16 experiments are replicated for the five 
scaling policies. According to the results of running these 
experiments and by applying ANOVA to calculate the factors 
main effect (data not shown), four significant factors are 
selected; BUC/CUC, IUC/CUC, MOPT and TRT. Finally, A 
24 factorial design is conducted to produce different system 
scenarios. A system scenario is generated by selecting “H, L” 
levels for each of the four significant factors. The average 
cost/unit for each run is determined which represents the 
system response for each scenario under specific scaling 
policy (Table 2). 
4. Selection of Best Scaling Policy
 Results of the Full Factorial Design FFD revealed that 
relative costs for a given policy differ from one system 
scenario to another. This observation indicates that a 
particular policy may be a good selection for a specific 
scenario but not necessary for another. A system scenario, in 
this study, is defined by the values of the four significant 
factors. Thus, a scenario defined as “HLLH” is a 
manufacturing system that has high BUC/CUC value, low 
IUC/CUC value, low MOPT value, and high TRT value. 
Accordingly, the FFD includes the 16 different system 
414   Shady S. Elmasry et al. /  Procedia CIRP  17 ( 2014 )  410 – 415 
scenarios that are used in this assessment. For investigating 
the performance of the scaling polices, two different selection 
rules are presented. The first selection rule considers policy X 
and policy Y as the best scaling policies if the difference 
between their performance is  1% of the minimum cost/unit. 
Otherwise, policy Y is not considered as a best scaling policy 
for the same system scenario. The second selection rule 
considers policy X and policy Y as the best scaling policies if 
the difference between their performance is  5% of the 
minimum cost/unit. Otherwise, policy Y is not considered as a 
best scaling policy for the same system scenario. Results for 
the application of the first and second selection rules are 
shown in Table 3 and Table 4 respectively. 
 The reason of defining two selection rules with different 
selection criterion is to offer the planner more flexibility to 
apply policy X or policy Y while sacrificing only a very small 
difference in cost/unit. This will help in taking better 
decisions due to increasing available alternative policies for 
the same system scenario, which improves the applicability 
for different industries. According to the new criterion (1% 
margin in cost/unit) used in ranking of policies shown in 
Table 3, Chasing demand policy is found to be the best policy 
in 10 out of 16 scenarios. Inventory based policy becomes the 
best policy in 4 out of 16 scenarios. WIP based and hybrid 
policies become the best policy in 3 out of 16 scenarios. At 
the end, Kim policy is found the best in only 1 policy. For the 
other criterion (5% margin in cost/unit) used in ranking of 
policies shown in Table 4, Inventory based policy becomes a 
best scaling policy in 14 out of 16 scenarios. Chasing demand 
policy is found to be the best in 11 out of 16 scenarios. Hybrid 
and WIP based policies becomes the best in 8 out of 16 
scenarios. Kim policy is found the best in 2 out of 16 
scenarios.
Table 2: Full Factorial Design.
Run 
B
U
C
/C
U
C
 
IU
C/
C
U
C
 
M
O
PT
 
TR
T 
Chasing 
Demand 
policy 
Inventory 
based policy 
WIP based 
policy 
Hybrid 
policy Kim policy 
1 L L L L 73.1 75.4 76 76.3 79.8 
2 H L L L 120 125.1 164.5 162.5 201.8 
3 L H L L 118.7 120.5 120.6 120.8 124.7 
4 H H L L 165.6 170.2 209 207 246.7 
5 L L H L 92.4 94.6 95.2 96 91.5 
6 H L H L 226 193.9 270 266 213.7 
7 L H H L 224 228 226.1 227 226.3 
8 H H H L 358 327.2 401 396.8 348.6 
9 L L L H 92 84.9 85.8 83.8 343.7 
10 H L L H 224.3 226 218 216 478.4 
11 L H L H 223 132 174 152 2,707 
12 H H L H 355 273 306.4 248.4 2,842 
13 L L H H 92.5 98.6 95.2 96.1 359 
14 H L H H 226.6 237.2 270 266 494 
15 L H H H 225.3 233 226 227 2,858 
16 H H H H 359.5 371.4 401 397 2,993 
Table 3: First Policy Selection Rule.
Run 
B
U
C
/C
U
C
 
IU
C
/C
U
C
 
M
O
PT
 
TR
T 
Chasing 
Demand  
Policy 
Inventory 
Based Policy 
WIP Based 
Policy Hybrid Policy Kim Policy 
1 L L L L ¥         
2 H L L L ¥         
3 L H L L ¥         
4 H H L L ¥         
5 L L H L ¥       ¥ 
6 H L H L   ¥       
7 L H H L ¥   ¥     
8 H H H L   ¥       
9 L L L H       ¥   
10 H L L H     ¥ ¥   
11 L H L H   ¥       
12 H H L H   ¥       
13 L L H H ¥         
14 H L H H ¥         
15 L H H H ¥   ¥ ¥   
16 H H H H ¥         
415 Shady S. Elmasry et al. /  Procedia CIRP  17 ( 2014 )  410 – 415 
Table 4: Second Policy Selection Rule.
Run 
BU
C/
C
U
C
 
IU
C
/C
U
C
 
M
O
PT
 
TR
T 
Chasing 
Demand 
Inventory 
Based Policy 
WIP  
Based Policy 
Hybrid 
Policy 
Kim  
Policy 
1 L L L L ¥ ¥ ¥ ¥   
2 H L L L ¥ ¥       
3 L H L L ¥ ¥ ¥ ¥   
4 H H L L ¥ ¥       
5 L L H L ¥ ¥ ¥   ¥ 
6 H L H L   ¥       
7 L H H L ¥ ¥ ¥ ¥ ¥ 
8 H H H L   ¥       
9 L L L H   ¥ ¥ ¥   
10 H L L H ¥ ¥ ¥ ¥   
11 L H L H   ¥       
12 H H L H       ¥   
13 L L H H ¥   ¥ ¥   
14 H L H H ¥ ¥       
15 L H H H ¥ ¥ ¥ ¥   
16 H H H H ¥ ¥       
5.  Summary and Conclusions 
 This paper presented a cost-based model for capacity 
scaling of a manufacturing system characterized by capacity 
scalability. Modeling was based on a system dynamics 
approach to reflect the dynamic behavior of capacity scaling 
process.  The manufacturing system was assumed to have a 
random demand that follow a normal distribution. Five 
capacity scaling policies were presented to scale capacity 
level to accommodate the random demand. New modules 
were introduced to the existing state of the art model to make 
it closer to reality. It includes adding total cost module and 
seasonal capacity scaling module. The performance of the five 
capacity scaling policies was evaluated through a statistical 
design of experiment to specify the best scaling policy for 
different system scenarios  
 According to the results, two policy selection rules were 
introduced. The first rule shows that chasing demand policy 
and inventory-based policy have the best performance in most 
system scenarios. Kim policy produces high costs especially 
for high values of target responsiveness time. WIP-based and 
hybrid policies have an intermediate performance for all 
system scenarios. However, the second selection rule, which 
have more tolerance to consider a policy from the best, shows 
a common ranking for four policies in multiple scenarios. 
This observation could be justified by considering that 
computing capacity in these policies is based on the same 
factors but with different weights. Also, the second selection 
rule emphasize that Kim policy produces high costs relative to 
the other policies. As an extension to this work, new capacity 
scaling policies could be investigated to produce better 
performance. Also, the proposed scaling policies could be 
examined under different demand scenarios. 
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