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1. We shall be concerned here with the differential equation 
xNI + {f(X’) + g(x, x’)> X” + pz(x’) + q&g = ~(~~ x7 x’, X”), V-1) 
in which f, g, p)s , 9)s and + are continuous functions depending only on the 
arguments shown and (ag/&c) (x, y) and qs’(x) exist and are continuous for 
all values of x and y. 
The special case 
(corresponding to f = 0 in (1.1)) in which # is a bounded function depending 
only on t has been examined by Reissig [l]. His results there show that all 
solutions of this particular equation are ultimately bounded if 
dx) sgn x > 0 (x # 0) and &x) sgn x + + 00 as IXl-+Q 
and if further, there are constants a’, a, b, c, cx such that 
%‘(4 G c for all X, 
y > b > 0 (y #O), &,Y)2U>+J 
and g(x, y) e-+ < a’ (a’ > a, [y. 2 0). 
Tejumola, in a private communication, has informed me of his treatment 
involving another special case 
(corresponding to g = 0 in (1.1)) in which # satisfies 
I3(~,~,Y,~)l\(~+~(IYl+l~I), for all t, x, y and z, w 
411 
Copyright 8 1973 by Academic Press. Inc. 
All rights of reproduction in any form reserved. 
412 EZEILO 
with -4 > 0 and with t 3 0 sufficiently small. His result, the proof of which 
is to appear in the paper [2], shows that the ultimate boundedness property 
of solutions holds too for this special equation iff, ~a and ~a satisfy the con- 
ditions: 
f(Y) 3 61 for ally; %(Y)/Y 3 4 (IY 1342>0) 
%‘(X) < 6, < s,s, (I x I B 4 > 0) 
and 
C&X) sgn x + + 00 as Ixl-C% 
where 6, , 6, and 6, are positive constants. It should be pointed out here that, 
inspite of the more general nature of the coefficient function g in Reissig’s 
equation (given earlier on), his result does not really generalize or supersede 
that of Tejumola. Indeed, when Reissig’s results are specialized to the case g 
independent of x (as in Tejumola’s), the boundedness property of solutions 
holds only if g further satisfies 
and this condition does not at all feature in Tejumola’s treatment. 
My object in considering (1.1) in the present paper is to show that Reissig’s 
and Tejumola’s results are each a special case of the following single theorem: 
THEOREM. Suppose that 
(i) there is a constant 6, > 0 such that 
f(Y) + Ax, Y) >, 6, for d x andy, 
(ii) there are constants 6, > 0, A, > 0 such that 
VJdYYY a 62 (I Y I 3 4, 
(iii) there is a constant A, > 0 such that y3’(x) < 6, JOY / x 1 > A, 
where 6, z’s a constant such that 
s,s, > 6, > 0, U-3) 
(iv) y(ag/Sx) (x, y) < 0, and there exist constants 01~ 3 0, cy 3 0 and 
p > 0 such that 
for all x and y, 
lg(x,y)I dy’ <alI + P IY I > (1.4) 
(4 dx)sgnx++ ~4xI--,~, 
(vi) +(t, x, y, zz) satisfies (1.2). 
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Then there exist constants E,, > 0, D, > 0 whose magnitudes depend only on A, 
f, g, v2 and v3 such that, if E < c0 and p < 0 E then every solution x(t) of (1.1) 
ultimately satisjies 
I WI < Do 9 I x’(t)1 < Do , I x”(t)1 d Do - G-5) 
Observe the slightly improved bound here (1.4) for ge-alu 1. 
Also observe that, when results are specialized to the case f SE 0 and $ 
depending only on t, as in [l], the present theorem makes use of conditions on 
w(x) sgn X, vs’(x) and CJ+.( y) which hold only for sufficiently large x and y, 
whereas [l} requires these conditions to hold for all x, y. 
For the special case f = constant and g E constant the present theorem 
reduces to an earlier boundedness theorem in [3]. 
2. We shall adopt the notation in [3] with regard to the various 
constants which will feature in the proofs here. Thus the D’s in what follows 
are positive constants whose magnitudes depend only on A, f, g, 9s and p)3 , 
subject to the usual convention that the unnumbered D’s are not the same 
in each place of occurrence whereas all the D’s: D, , D, , D, ,... with suffices 
attached retain a fixed identity throughout. The dependence of a D on any 
extra argument will be denoted by displaying the extra argument explicitly: 
Thus, for example, D( E in any context here will stand for a positive constant )
whose magnitude depends on A, f, g, q~s , p)3 and E. 
3, It is convenient to replace (1.1) by the equivalent system 
x’=y, y’ = z, 
z’ = - {f(Y) + d4 YN 27 - F2(Y) - T&9 + w, x> Y, 4 
(3-1) 
derived as a result of setting y = x’, x = x” in (1.1). 
To prove the theorem it will be sufficient, for the same reasons as in 
Section 3 of [3], to show that there is a continuous function V(x, y, z) satis- 
fying 
v(x, y, 4 + + 00 as x2 + y2 + x2--+ al (3.2) 
such that the limit 
~/“* E lim sup v(x(t + ‘)’ Y(t + h)’ z(t + ‘)) - V(x(t), Y(t>’ z(t)> 
h++O h (3.3) 
exists, corresponding to any solution (x(t), y(t), z(t)) of (3.1) and satisfies 
V’*<--D 1 if x2(t) + y”(t) + Z2(t) > D, (3.4) 
for some constants D, > 0, D, > 0. 
4”9/41/2-10 
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4. A FUNCTION b 
Following the pattern in [3] it remains now to exhibit a V with the requisite 
properties. 
The actual V to be used here is derived from an adaptation of certain 
functions in [l] and [3]. Let 
and let 6 > 0 be a constant, fixed, as is possible in view of (l-4), such that 
s2s,1 > 6 > s;? (4.1) 
it 
Further, let us = x3(x) be the differentiable function given by 
I 
w x, if I x I 3 24, 
X2 = sin 7rx/(4A,), if /XI <a, (4.2) 
and let x2 = x2(x, y, a) be the continuous function defined, for I x I 3 1, by 
x2 = I x/L sgn x, if 1x1 <L, sgn x sgn z, if 1x1 >L, (4.3) 
and,for]xl<l,by 
t 
=iL, if Ix! <L, x2 = 
x sgn x, if IZI >L (4.4) 
where L > 1 is a constant whose magnitude will be fixed later to advantage. 
Consider now the function V = V(x, y, a) given by 
where 
+ 2 1’ Md + g@, 41 dv + 26y&) + 2~~9 
0 
and 
V2 = x2(x, Y, 27 + F(Y)) e-+Jl, 
v2 = c3YXd4, D, = 8A,S,C/(nS,). 
(4.7) 
(4.8) 
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Observe that I’, is an adaptation of the function U, , and V, identical with 
the function Us , on p. 737 of [3]. Also the function V, is essentially the same 
as the function V, in [l] except that we have here 2: + F(y) in place of z. 
It will now be shown that, subject to the given condition on f, g, ~a , q+ 
and 4, the function V given by (4.5), (4.6), (4.7) and (4.8) satisfies the con- 
ditions (3.2) and (3.4). The proof of this will be in two stages (Sections 5-7 to 
follow). 
5. VERIFICATION OF (3.2) 
It is clear from (4.3), (4.4) and (4.7) that 1 Vz 1 < 1 and from (4.2) and 
(4.8) that 1 I’, 1 < D, 1 y 1 . Also, since f(y) + g(x, y) >, 8, > 0 for all x 
and Y, 
s y df(d + & rl)l4 3 hY2* 0 
Hence, by (4.5) and (4.6), 
2V>bW,-2D,[yI-D, 
where 
(5.1) 
The function WI here is identical with the function U, given by (4.4) in 
Section 4 of [3] except only that we have here 8, in place of 01. The estimate 
for this U, in Section 5 of [3J shows that here 
2W, > S(z + 6-l~)~ + (6, - 6-l) y2 + c?,~I~(T,(x) - D, (5.2) 
where 12(x) satisfies 
I,(x) + + co as IxI-+co. (5.3) 
Since the coefficient (6, - S-r) of ys in (5.2) is positive, by (4.1), the result 
(3.2) follows at once from (5.1), (5.2) and (5.3). 
6. VERIFICATION OF (3.4): SOME PRJZLIMINARY CALCULATIONS 
It is clear from the forms of VI , V, and V, and from the regularity condi- 
tions on f, g, ‘pz and qua that v’* exists; and a straightforward calculation from 
(3-I), (4.2H4.8) will show that its value can in fact be set out in the form 
V” = u, -I- u, ) (6.1) 
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where 
and 
(J, = e4”lW 29 (6.3) 
W, being the function defined, for 1 x 1 > 1, by 
w, = 
-~(ag+~a+~s---#)sgnr-+J-z(z+F)sg*xsgny, 
if Iz+FI<L (6.4) 
- ax sgn x sgn y sgn(z + F), if IzSFl3-k 
and,forjxl <l,by 
w, = 
~(Z+F)y--(~g+~2+~s-~)x-ax~(z+F)sgny, 
if i Z +Fl <L,(6’5) 
y sgn(z + F) - CY.~X sgn y sgn(z + F), if lz+Fl>L. 
The component U, here arises from the functions V, and P’s , and the com- 
ponent Us from the component V, of V. By using 
as required in (6.4) and (6.5), it is easy to verify for the function W, that 
for 1x1 > 1, 
w, < 
l~ll~l+Irp~l+nlL-l+lIGl-~~~~~~~~~~~ 
if lz+FI GL 
a/z], if Iz+FI>L 
and, for I x 1 < 1, 
! I~ll~I+I~aI+I~l+~~l~I+l~I+~~, w2 d if Iz+Fl G-L lyl +al4, if lz+FI >4 
REISSIG'S AND TEJUMOLA'S RESULTS 417 
where, in the first line of the latter inequality for W, we have exploited the 
continuity of va to majorize 1 ~a j by D for 1 x 1 < 1. Hence, by (1.2) and (6.3), 
we have that, for 1 x 1 > 1, 
and, for I x I < 1, 
A + 3 P(Y’ + z”) + DC4 (I Y I + I 2 I + 1) + I ~2 I , 
u, < if lz+FI <L (6.7) 
IYI +alA, if lz+Fl>L. 
Coming now to U, (see (6.2)) we observe first that the integral term is 
nonnegative since q(ag/&) (x, 7) < 0, and then that 
@(f + g) - 1) x2 3 4x2 
for some constant D, , sincef + g > 6, implies here that 
S(f + g) - 1 3 86, - 1 > 0, 
by (Cl)./Thus, since I x3(x)1 < 1, from the definition (4.2), we obtain, from 
(6.2), after setting 
that 
Y% + v&x3’ - b%Y2 = w3 > 
UI d - 4~~ - W&,Y) + D I x I + D(l Y I + I x I) I # I 
G - 4~~ - W&x, Y> + Dtl Y I + I .z I) + 4(y2 + x2), 
for some constant D, , by (1.2). 
m3) 
7. COMPLETION OF THE VERIFICATION OF (3.4) 
It remains now to examine more closely the functions arising from a 
combination of the function on the right hand side of (6.8) with each of the 
four functions on the righthandsides of (6.6) and (6.7), and to show that the 
sign in each case is negative provided that x2 + y2 + x2 is large enough. 
For this we shall need some more definite information about the two func- 
tions: 
- W&9 Y) and - W&Y) + I vJ2b)l > 
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the latter of which arises from a combination of (6.8) with the first inequality 
in either of (6.6), (6.7). Fresh estimates here of these two functions, however, 
appear quite unnecessary since the function IV, is in fact the same as the 
function W which has been estimated in great detail in Section 6 of [3] in 
connection with the proof of Lemma 2 of [3]. The calculations there show 
that, with the definitions of x3 and D, as given in (4.2) and (4.8), respectively, 
there exists a constant D, such that 
- W&, Y) < - Q-y2 + D, (7.1) 
- W& Y) + I vdy)I < - 4~’ + D(l Y I + 11, (7.2) 
for all x, y. 
In what follows assume E, p fixed such that 
E < $0;’ min(D, , D,), P d Q mint& ,Q). (7.3) 
Then, by combining (6.6)-(6.8) with (6.1) and then using (7.1) and (7.2) as 
required, we shall arrive at the following estimate for I/“*: For 1 x 1 > 1, 
v,*< 
- ; (D4z2 + Qd) + D(E) (I Y I + I x I + 1) - $ e-W&) sgn x, 
if lz+Fl <L 
-W4~2+D6~2)+D(IyI +Id, if Ix+Pl >L, 
(7.4) 
and, for I x I < 1, 
I 
- WG2 + D,y2) + DC4 (I Y I 
v*< 
- WU2 + 4~~) + WI Y I + 
+ I .a I + 11, 
if 
I z I), if 
la+Fl d-G 
lz+FI >L. 
(7.5) 
It is useful to point out here, with regard to the last term on the first line 
of the inequality (7.4) for v’* that the fact that 
q+(x) sgn x -+ + Co as IxI+~ 
does imply the existence of a D such that 
- P)&) sgn x d D for all x, 
so that, since L > 1, this term can be majorized thus: 
1 -- 
L e-zI*fy2(x) sgn x < D, for all x, y. 
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Thus, whichever of the inequalities in (7.4) or (7.5) is applicable, it is possible 
to find a constant D, such that 
v* < - 1 provided that y2 + x2 > DT2. (7.6) 
It remains now to consider the case when 
y2 + x2 < D,2. 
Let D, be defined by 
(7.7) 
and fix L = D, + 1 throughout what follows. Assume now that (7.7) holds. 
Then clearly 1 a + F(y)/ <L, and so, provided that 1 x 1 > 1, the first 
inequality in (7.4) is applicable to I”*, so that if 1 x 1 is large enough, say 
1 x 1 3 D, , to ensure as well that &x) sgn x > 0, we shall then have that 
V’* < - k e?D~~2(~) sgn x + D, 
for some D. Since am sgn x --+ + co as I x [ -+ CO it is clear from this last 
estimate that there is a constant D,, 3 D, such that 
V’* < - 1 if y2 + x2 < D,2 so long as I x I > 4,. (7.8) 
The results (7.6) and (7.8) show that 
v’*<--1 if ~2+~2+~22-D,2+D;o, 
which is (3.4) with 
D,= 1 and D, ~0,~ j-D,",. 
This concludes our verification of the theorem, with E and p fixed by (7.3). 
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