Abstract. The capacity region of the multiple antenna (transmit and receive) broadcast channel is considered. We propose an outer bound to the capacity region by converting this nondegraded broadcast channel into a degraded one with users privy to the signals of users ordered below them. We extend our proof techniques in the characterization of the sum capacity of the multiple antenna broadcast channel to evaluate this outer bound with Gaussian inputs. Our main result is the observation that if Gaussian inputs are optimal to the constructed degraded channel, then the capacity region of the multiple antenna broadcast channel is characterized.
Introduction
We consider a memoryless broadcast channel to model the downlink of a wireless system with N antennas at the base station and K users with M i receive antennas with user i. Focusing on one particular time instant, denote the received vector of symbols at receiver i by y i and y dl def = (y 1 , . . . , y K ) t . Observe that y is a column vector of length H not degraded and the capacity region is unknown. Recent works [3, 21, 18, 22] obtained the sum capacity of this channel. This paper focuses on the entire capacity region. We propose a natural outer bound by converting the multiple antenna broadcast channel into a degraded one by making users privy to the signals of users ordered below them. The capacity region of degraded broadcast channels is known (Theorem 14.6.2 in [4] ), and is parameterized by certain auxiliary random variables, one for each of the users. A simple extension of the proof techniques in [21] allows us to evaluate the achievable region of this degraded multiple antenna broadcast channel with jointly Gaussian parameters (auxiliary random variables and the input). We show that this achievable region is contained within the achievable region of the multiple antenna Gaussian broadcast channel. We conclude that the characterization of the capacity region is complete if jointly Gaussian inputs are optimal for degraded multiple antenna Gaussian broadcast channels (the single antenna case was solved in [1] using the celebrated entropy-power inequality for the first time in information theory).
In Sections 2 and 3 we develop a conservation law associated with a simple change of variable between two reciprocal Gaussian linear estimation problems and characterize the achievable region of the multiple antenna broadcast channel in the context of a class of Costa precoding strategies. Section 4 introduces the degraded outer bound. We evaluate the achievable region of the degraded outer bound with jointly Gaussian inputs as the capacity region of a reciprocal multiple access channel with degraded transmitters in Section 5. Finally, we extend the convex duality result of Section 3.4 in [21] to conclude that the capacity region of the degraded transmitters multiple access channel is equal to the region achievable with Costa precoding in the multiple antenna broadcast channel.
Related results are reported in [19] . Notations: we use lower case letters to denote scalars, upper case letters to denote matrices, and boldface to denote vectors. CN (µ, Q) denotes a complex circular symmetric Gaussian distribution with mean µ and covariance matrix Q.
Two Gaussian Estimation Problems: Change of Variable and a Conservation Law
In this section, we consider two related Gaussian mean square estimation problems. Focusing on a change of variable between the variances of the Gaussian random variables to be estimated in the two problems, we show that it satisfies a conservation law. This is an extension of our observation in [21] where we had observed an equivalence between the performance of a class of receive and transmit strategies when the role of transmitters and receivers are reversed for the Gaussian broadcast channel of (1.1). This equivalence has been observed in seemingly different contexts in the literature.
(1) In the context of the capacity of a point-to-point multiple transmit, multiple receive antenna channel, [15] shows that the capacity is unchanged when the role of the transmitters and receivers is interchanged. The author calls this a reciprocity result. (2) In the context of the degraded Gaussian broadcast channel, [9] shows that the capacity region is contained in the capacity region of the corresponding multiple access channel with the transmit power constraint of the broadcast channel translated to the sum of powers in the multiple access channel. The authors name their result a duality connection. (3) The recent work of [18] where the initial duality observation of [9] is extended to the multiple antenna case. (4) In the context of the downlink of a multiple antenna system employing simple linear beamforming strategies followed by single user receivers by the users, [17] and [11] show that the optimal choice of transmit and receive beamforming vectors is closely related to a virtual uplink problem. Our change of variable followed by the conservation law allows us to succinctly generalize the observations above and gives a simple characterization of the largest achievable region with Gaussian inputs in Marton's strategy, [10] . An independent and similar derivation of the duality in the context of linear beamforming strategies with M i = 1 for all i is presented in [14] .
2.1. Two Linear Gaussian Estimation Problems. We present two closely related estimation problems involving Gaussian random variables. We use the minimum mean square error in the estimation as the performance measure. Next we introduce a change of variable in the powers of the random variables being estimated to preserve the same performance in both the problems. Finally we show that this change of variable satisfies a simple conservation law.
2.1.1. Primal Estimation Problem. We focus on the vector Gaussian channel:
with H † being a fixed matrix of dimension k by n. The additive noise z is CN (0, Q) where Q is a covariance matrix of dimension k. Here x dl and y dl are notational abuses since they are also used in (1.1). However, this abuse is on purpose and in the context of this subsection, the careful reader can view these variables as different from those defined in (1.1). We consider vector inputs x dl (of length n) of the form:
where x 1 , . . . , x k are zero mean Gaussian random variables with variance q 1 , . . . , q k respectively. Here v 1 , . . . , v k are fixed vectors (of length n) and normalized so that their l 2 norm is unity. We are interested in the problem of linear mean square estimation of the x i 's from y dl and focus on the following class of separate, linear, estimation strategies,
where u i is a fixed vector (of length k). With this linear filter bank, the signal to interference ratio (SIR) of the random variable x i is defined, and computed as, (see Section 3.2 in [8] , a comprehensive tutorial article),
where
we can rewrite (2.2) in matrix notation as:
Here we have written the diagonal matrix D (of size k) with diagonal elements, 
Reciprocal Estimation Problem.
We now turn to another linear Gaussian estimation problem, one that is reciprocal to (2.1).
(2.5)
Here w ∼ CN (0, I) of length n and the random vector x ul (of length k) is of the form:
where u i 's are fixed vectors (of length k) andx 1 , . . . ,x k are zero mean Gaussian random variables with variances p 1 , . . . , p k respectively. We consider the problem of estimating these random variables from y ul through the bank of linear transforms:
Observe that the dimensions of the received and transmit vectors of this estimation problem are reversed when compared to those of (2.1). Further, the role of transmit and receiver filters (u i , v i 's) is also reversed.
The SIR ofx i with this transmission-reception pair can be written as
we can rewrite (2.6) in matrix notation as:
We observe that the k × k matrix A has (i, j)th component equal to | v † We now claim our key result: this change of variable satisfies the conservation law:
In particular, when the noise z in the primal estimation problem is white (so that the covariance matrix Q = I) and normalizing the transmit vectors u 1 , . . . , u k to have unit norm, (2.9) says that the sum of the minimum transmit powers required in both the estimation problems to maintain a performance level (kept the same for both the problems) are equal.
To see (2.9) , denote e = (1, . . . , 1) and observe that
where the last step follows from (2.4) since b = a and B t = A. Though our transmission-reception strategy was parameterized by the bank of linear filters u i , v i 's, we observe that the performance depended only on them through the elements of the matrices B (in the original problem) and A (in the reciprocal problem). Further, the conservation law is solely dependent on the fact that B = A t .
Successive Cancellation and Costa Precoding
In the previous section, we studied certain estimation problems on the channels (2.1) and (2.5). In this section, we study certain strategies of reliable communication on these two channels. We leverage the observation that the conservation law in (2.9) was due to the fact that B t = A by expanding our set of transmissionreception strategies that retain this property. We consider two strategies: successive cancellation for the reciprocal channel in (2.5) and Costa precoding for the primal channel in (2.1).
Successive Cancellation.
Consider the reciprocal channel of (2.5)
with k independent data streams being communicated through this channel. We retain the bank of linear transmit and receive filters (u i , v i 's) but now demodulate symbols of the data streams using successive cancellation (this is a multiuser receiver in contrast to single user receiver structures of the previous section). Suppose we cancel in the order 1, . . . , k, then the SIR of data stream i with this receiver structure is
with the signals from data streams 1, . . . , j − 1 decoded and perfectly canceled. In the matrix notation of (2.7), we have
Here we have introduced the notation U(A) to indicate the upper triangular part of A, i.e., the (i, j)th entry of U(A) is A ij if j ≥ i and 0 otherwise. This scheme allows joint reliable communication of the data streams at rates R 1 , . . . , R k with
Costa Precoding.
Successive cancellation is a receiver-centric strategy. A transmitter-centric strategy is to precode the data streams at the transmitter so that performance is improved over the linear single user strategies of the previous section. Here we consider a precoding strategy built on a result of Costa [5] . Consider the scalar point-to-point channel:
where s, z are independent Gaussian noise with s known to the transmitter but not to the receiver and z known to no one. Costa showed that the capacity of this channel is the same as that of the AWGN channel y = x + z, i.e. having the side information on s at the transmitter is as powerful as knowing S both at the transmitter and the receiver.
We consider the primary channel in (2.1)
and consider the input composed of k independent data streams as before:
We also retain the bank of linear filters u j 's as before and the received signal at the output of the jth filter is
We use Gaussian i. 
for each i = 1, . . . , k. Note that data stream i now only sees interference from data streams 1, . . . , i − 1, in contrast to the linear beamforming strategy where it sees interference from all other data streams. Hence, joint reliable communication of the data streams is possible at rates
In the matrix notation of (2.3), we can write this as
As in the previous section, D is the diagonal matrix with diagonal elements
Here we defined L(A) as a matrix whose (k, j)th component is equal to
t , we see that the performance of the primary and reciprocal channels are equivalent (in terms of the SIRs achievable and the minimum transmit power required to achieve it) even with this extended set of transmission-reception strategies.
Broadcast and Multiple Access Channels.
We can now see the application of the receiver-centric successive cancellation scheme to a multiple access channel where the transmitters do not cooperate and the Costa precoding scheme to a broadcast channel where the receivers do not cooperate. This allows us to derive a one-one correspondence in achievable rate tuples between broadcast and multiple access channels that are reciprocal to each other. We begin with the broadcast channel of (1.1).
3.3.1. Multiple Antenna Broadcast Channel. We would like to fit the primary channel of (2.1) to correspond to the broadcast channel of interest (see (1.1)). We proceed with the following steps.
• The first step towards this correspondence is to let n = N , the number of transmit antennas and k = K i=1 M i the total number of receive antennas, summed over all the K users.
• The k data streams are divided up with the ith user receiving data from M i of the streams.
• To account for the fact that the users cannot cooperate with each other, we impose the following condition on the receive filters u 1 , . . . , u k . The first M 1 filters which correspond to the data streams associated with user 1 are nonzero in only the first M 1 components. More generally, the M i filters corresponding to the data streams associated with user i are nonzero in only M i components; these components are j<i M j + 1, . . . , j≤i M j .
• The broadcast channel in (1.1) is specified only through the marginal distributions of z 1 , . . . , z K (each having identity covariance). The capacity region of any broadcast channel depends only on the marginal channels from the transmitter to the receivers (Theorem 14.6.1 of [4] ). In this context, this means we can choose the joint distribution of z 1 , . . . , z K to be CN (0, Q) with the covariance matrix satisfying the individual covariance constraints of z 1 , . . . , z K to all be identity.
By this constraint on the receive filters, we ensure that there is no cooperation among the users in implementing the receiver filter bank. In the transmit side, we use Costa precoding, ordering the data streams from k through 1. We can now calculate the achievable rate tuple for this broadcast channel: user i rate is the sum of the rates of the M i data streams associated with it and equal to
The expression for SIR l is given in (3.3) . What is the total power transmit from the base station to achieve this rate? It is equal to the sum of the powers in the k data streams and that is equal to
Multiple Antenna Multiple Access Channel. We now turn to the reciprocal channel of (2.5) retaining the choice of the filter banks u i , v i 's. As we did for the broadcast channel, we take n = N and number of data streams k = K i=1 M i with user i messages contained over M i of the data streams. Now, the role of the filters u i 's is at the transmitter and with the specification as above (with the first M 1 filters having nonzero values in only the first M 1 components, and so on), we see that the transmit strategy using the linear filter bank does not require the users to cooperate. To summarize, we consider this transmit strategy combined with successive cancellation at the receiver, ordering data streams 1 through k on the following multiple access channel:
Here w is CN (0, I) and the transmit vector of user i is
Here x i1 , . . . , x iMi are complex Gaussian with zero mean and unit variance. User i can now communicate at rate R i given by
The value of SIR l is given in (3.1).
3.4. The Inner Bound: An Application of the Conservation Law. Fix a set of u i , v i 's and successive cancellation in the multiple access channel and Costa precoding in the broadcast channel. We would like to achieve the same set of SIR values for each data stream. Then the rate tuple achieved in the reciprocal broadcast and multiple access channels are the same. We choose the the powers of the data streams (q 1 , . . . , q k in the broadcast channel and p 1 , . . . , p k in the multiple access channel) to be the component-wise minimal ones to meet the SIR targets with the fixed linear filters. The total transmit power in the broadcast channel is
The conservation law (2.9) allows us to derive the following constraint on the transmit signal in the multiple access channel
In (3.8) we used the property of the nonzero components of u i 's and the fact that the covariance matrix Q has to satisfy the individual covariance constraints of z 1 , . . . , z K to be all identity. The step of (3.9) follows by the definition of x l to be the transmit signal from user l, which is equal to the sum of the signals of the M l data streams that correspond to user l.
Hence a cost constraint of the type in (3.9) is met by the transmit strategy on the multiple access channel. Suppose we impose the cost constraint in (3.9) on the multiple access channel of (3.6) . Linear transmit strategies of the users followed up with successive cancellation at the receiver are optimal for this channel. In particular, for a given set of transmit filters u i 's and powers p i 's, we can restrict the choice of receive filters v i to be the linear MMSE (minimum mean square error) filter for data stream i treating signals from data streams 1, . . . , i − 1 to be nonexistent and treating signals from data streams k + 1, . . . , k as noise, for every i, i.e., the unnormalized vector v k has the expression (3.10)
(See Section 3 of [20] ). Here l is the user to which the ith stream belongs, i.e.,
M j . Then as we vary over all transmit strategies (u i , p i 's), along with all reordering of the users in the successive cancellation scheme, the capacity region of the multiple access channel in (3.6) is achieved. This capacity region can be expressed as the closed convex hull of
(3.11)
We can now conclude the following. Consider the broadcast channel in (1.1) with a power constraint on the total power transmit out of the base station equal to P . Consider the reciprocal multiple access channel in (3.6) with the cost constraint in (3.9). Then, there is a one-one correspondence (through the change of variable) between a Costa precoding scheme for the broadcast channel (meeting the power constraint) and a successive cancellation scheme for the multiple access channel (meeting the cost constraint) such that they achieve the same rate tuple. Since the successive cancellation schemes achieve the capacity region of the multiple access channel and the Costa precoding schemes form an achievable region of the broadcast channel, we have shown that the capacity region of the broadcast channel is inner bounded by that of the reciprocal multiple access channel (with the corresponding cost constraint).
Although we introduced the broadcast transmission scheme in terms of Costa precoding, it should be noted that the achievable rates are in fact the same as an achievable region for general broadcast region first proposed by Marton [10] (this strategy provides the largest known achievable region for a general broadcast channel). 
Then it can be seen by a direct calculation that the resulting rate point in the Marton's region for data stream i is exactly
where SIR i is given in (3.3). Now if we maintain the restrictions on the receiver filters u i 's as in Section 3.3.1, and identify the M l of the data streams as corresponding to user l, then the Marton region with these inputs yields the same rate tuples as the Costa precoding strategy defined above. The conceptual connection between Marton's and Costa's result is that they are both based on a random binning encoding technique.
Degraded Receivers Outer Bound
The capacity region of nondegraded broadcast channels (such as (1.1)) is unknown. The best known outer bound to a general broadcast channel is also due to Marton (Theorem 5 in [10] ) but is rather complicated to evaluate. In this section, we develop a natural outer bound to the multiple antenna broadcast channel by converting it into a degraded broadcast channel. We first order users according to the permutation π. We form the degraded version by letting user π i be privy to the signals of all users π j , i < j ≤ K. Let us denote the new received signal of user π i byỹ πi = (y πi , . . . y π K ). In other words, the new user π i has access to the signals of all users π i+1 , . . . , π K :
Here we have denoted the overall additive noise vector seen by the new user π i by
This broadcast channel can be depicted through the Markov chain relation:
While the broadcast channel of (1.1) was defined only through the marginal distributions of the noises z 1 , . . . , z K to all be CN (0, I), this degraded broadcast channel depends on the joint distribution of the noises. We take the noise vector seen by the user π i in this degraded channel z (π,i) to be CN (0, Q (π,i) ) where the covariance matrix Q (π,i) of z (π,i) has to satisfy the property that the constituent random vectors z π i , . . . z π K all have covariance less than or equal to (in the sense of the partial order on the cone of p.s.d. matrices) identity. This forms a restriction on the block diagonal matrices of Q (π,i) (K − i + 1 of them) to be less than or equal to the identity matrix. We denote this constraint by
Denoting the capacity region of this degraded broadcast channel by
we have an outer bound to the capacity region of the broadcast channel of (1.1):
Let us fix a permutation π, the joint distribution of the noises denoted by Q (π,i) , i = 1 . . . K and consider the degraded broadcast channel in (4.1) and (4.2). An achievable region is given by the Costa coding strategies described in Section 3.2. Let us denote this region by R degraded costa . The capacity region of a general degraded broadcast channel is known and in this case is expressed as the closed convex hull of the arbitrary union over all joint distributions of x dl and auxiliary random variables r π1 , . . . , r π K (with a power constraint on the transmit signal x dl ) of the region
A succinct characterization of this union region is quite complicated, but evaluating it for jointly Gaussian input distributions (i.e., x dl , r 1 , . . . , r K are jointly Gaussian) is quite easy. In particular, with the choice,
Here x ij 's are i.i.d. zero mean, unit variance Gaussian random variables. With this choice of the parameters, the individual rates in (4.5) are easily evaluated and can be shown to equal R degraded costa , the region achieved by Costa precoding. For the scalar degraded Gaussian broadcast channel, [1] proves that the jointly Gaussian inputs are optimal. This proof also used, for the first time in information theory, the celebrated entropy power inequality. However, we dont know if jointly Gaussian inputs are still optimal for the multiple antenna degraded broadcast channel. We state this as a conjecture.
Conjecture 4.1. Jointly Gaussian inputs of the form (4.6) and (4.7) are optimal for the degraded multiple antenna broadcast channel in (4.2).
Degraded Transmitters Multiple Access Channel
We can now look at the channel reciprocal to the degraded broadcast of (4.1) with Costa coding strategies and use the conservation law to evaluate the achievable region denoted by C π Q (π,1) , . . . , Q (π,K) . Here we have fixed the permutation of users π and the corresponding noise covariances Q (π,i) 's. The reciprocal channel can be viewed as a multiple access channel, as in Section 3.3.2. The degraded broadcast channel of (4.1) allowed the new user π i to be privy to the signals of all the users π i+1 , . . . , π K . In the reciprocal channel the role of transmit and receive strategies are reversed, and the user π i has "access" to the antennas of users π i+1 , . . . , π K . Precisely, the multiple access channel of interest is:
Here y ul is the received signal at the N receive antennas, as in (3.6). The difference from (3.6), however, is that the users have more transmit antennas. Specifically, user π i here has K j=i M π j transmit antennas with the channel denoted by
and the transmit signal is denoted by x π,i (a vector of length K j=i M π j ). Analogous to the degraded nature of the receivers in the broadcast channel of (4.1), here the transmitters are degraded with user π i transmitting signals in the "same channel" as that of users π i+1 , . . . , π K . This suggests us to name (5.1) as a degraded transmitters multiple access channel (MAC).
What is the cost constraint on the input in this degraded transmitters MAC? As we saw in the application of the conservation law in Section 3.4, the colored noise in the primary channel combined with the cost constraint translates into a cost constraint on the reciprocal. In this context, where we consider linear transmit and receive filers with successive cancellation in the degraded transmitters MAC and the same linear strategies with Costa precoding in the degraded receivers broadcast channel, the same performance is obtained by imposing the following cost constraint on the MAC of (5.1):
Analogous to (3.11) , the capacity region of the (5.1) can be written as the closed convex hull of the union over all covariance matrices Σ (π,1) , . . . ,
The cost constraint on the inputs translates into
Here Q (π,i) is a covariance matrix with the constraint that the block diagonal matrices (of sizes corresponding to those of the noise vectors) are all less than or equal to identity, i.e., Q (π,i) (i) I, using the notation from Q (π,i) (i) I, using the notation from (4.3). We now observe that this capacity region in (5.2) is larger than that of the multiple access channel in (3.11) . This is easily seen by restricting the the user π i with channel H (π,i) to signal only on the first M π i components, i.e., each π i user though provided additional antennas (corresponding to all the degraded users π i+1 , . . . , π K ) signals only on its on M πi antennas. With this restriction, we have now reduced this degraded MAC to the multiple antenna MAC of (3.6).
Finding the Right Cost
Matrix. Capacity regions of multiple access and broadcast channels are closed, convex and bounded and hence can be equivalently represented by the half spaces that contain them (Theorem 11.5 in [12] ). We can hence focus on the linear functional
parameterized by the vector (a 1 , . . . , a K ). Referring to the degraded receivers bound (see (4.4)), we need to show that value of the linear functional in (5.3) optimized over all Costa coding strategies over both the broadcast channels (the original one and the degraded one which serves as the outer bound) are equal. To achieve this we need an appropriate ordering π of the users and a choice of the noise covariances Q (π,i) 's. Using the conservation law, this is equivalent to showing that there exists an ordering π and cost matrix Q (π,i) such that the values of the linear functional in (5.3) maximized over the MAC of (3.6) and over the degraded transmitters MAC of (5.1) are equal.
Without loss of generality, let us suppose the ordering a 1 ≤ a 2 ≤ · · · ≤ a K . We pick the ordering of users π to be the same as the ordering of the linear functional, so that π is simply the identity permutation. Henceforth, we assume that the users are simply ordered from 1 through K and drop the notation of π in our variables. The capacity regions of Gaussian multiple access channels have special combinatorial properties. In particular, they belong to a class of polyhedrons known as polymatroids ([16] ). Considering the value of the linear functional maximized over the capacity region of the MAC of (3.6), and using the polymatroidal property we can write this as:
a i R i over rate tuples in the region in (3.11) = max
Here we have written a 0 = 0. On the other hand, the value of the linear functional maximized over the capacity region of the degraded transmitters MAC of (5.1) is max K i=1 a i R i over rate tuples in the region in (5.2) = max
Our proof is complete if we can construct the cost functions Q (i) 's with Q We do this by a slight generalization of a corresponding result in Sections 3.3 and 3.4 of [21] where we characterized the sum capacity of this channel. We briefly mention the main step here and move the proof to the next section. The key step is the choice of the cost function Q (i) that provides user i no benefit by jointly encoding its signal across the "antennas" of the users i + 1, . . . , K. Specifically, we choose the cost functions Q (i) such that the optimal user i input is block diagonal, i.e., there is no cooperative encoding of the user i signal over the antennas of users i + 1, . . . , K. Since user i rate has a weight a i no more than that of the weights to users i + 1, . . . , K, there is no benefit to letting user i transmit any power on the antennas of users i + 1, . . . , K. This means that each user signals only on its own antennas and this performance is equal to that of the MAC in (5.4) . The proof provides a convexity theoretic justification on the lines of the calculation in Section 3.4 of [21] . 
The key step in our proof is contained in the following lemma. It is a slight generalization of a corresponding result derived in characterizing the sum capacity of this channel (in Section 3.3 of [21] ). In other words, the lemma says that the minimizing Q (i) in (5.7) makes the corresponding Σ (i) be block diagonal. We move the proof to the next subsection where we also construct an explicit form of the optimizing Q (i) . Now we use this intermediary step repeatedly in reducing Using the saddle function property of the objective function, we can move the minimization on Q (2) 
