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In this paper some mtegral inequalities involving Lebesgue-Stieltjes integrals 
have been obtained which generalize, in particular, Bellman-Gronwall’s m- 
equality for Stieltjes integrals. Such inequalities will play an important role in 
the study of stability of impulsively perturbed systems. 
In the theory of ordinary differential equations Bellman-Gronwall inequality 
and its various generalizations have significant applications. But these inequali- 
ties are not applicable in the study of stability of measure differential equations 
because of their solutions being discontinuous (see Das and Sharma [l], [2] 
and Leela [5]). For the study of systems of this kind integral inequalities involving 
Lebesgue-Stieltjes integrals are needed. Stieltjes integral inequalities wherein 
the Stieltjes integrals are generated through continuous generating functions 
(see Gyori [4]) are also not applicable for impulsive systems. 
In this paper a fundamental integral inequality involving LS-integral is 
established which is used to generalize Bellman-Gronwall’s inequality for 
Stieltjes integrals. 
I. NOTATION END PRELIMINARIES 
Let I be an interval, finite or infinite, of the real line. We shall denote by 
BV(Z) the space of all real functions of bounded variation on I which are con- 
tinuous from the right. If u E BV(I), the total variation of u on I will be denoted 
by O(U, I); 21, will denote the total variation function of u defined by v,(t) = 
z*(u, [a, t]) where a is the left end point of I. BV(Z) is a Banach space with the 
norm defined by 11 u III = o(u, I) + / u(a+)l. 
The Lebesgue-Stieltjes measure induced by u E Bb’(Z) will be denoted by 
prl . If f is ,u,-integrable on [a, b], we shall write the integral J~~,~lf(s) &, as 
Jh) 44. If 
(1.1) 
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then, by Dunford and Schwartz [3, Theorem 2.20, p. 1141, g E BV(1) and 
A function iz on I is p.,-integrable if and only if gh is CL,-integrable, and 
r’ 4s) MS) = j” Wf(4 W). (1.3) 
“I7 a 
The integration by parts formula for LS integrals states that (see Dunford 
and Schwartz [3, Theorem 6.11, p. 1541) if 01, /3 E SV([u, b]) and if one of the 
functions is continuous, then 
(1.4) 
Let r E BV([a, b]) be continuous. If we put a(t) = /3(t) = r(t) in (1.4), we have 
2 
J 
-b r(t) dr(t) = r2(b) - r2(u). 
n 
In (1.4), if we set cr(t) = r(t) and 
j?(i) = 2 jt Y(S) dY(S) = r2(t) - 12(u), 
n 
we obtain 
2 jb y(t) r(t) dy(t) + jb [y2(t) - y2(u)~ dy(t) = y(b) [r”(b) - yz(u)l, 
a a 
i.e., 
3 jb r”(t) fir(t) = r3(b) - r”(u). 
a 
In general, it can be proved by induction that the result 
(n + 1) lb r”(t) dr(t) = r”+l(b) - Yn+yu) 
‘Cl 
holds for each positive integer n. If we write 
(1.5) 
e”” = 
fr r”(t) 
c- 
n-0 n! 
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and integrate with respect to the LS measure pr, it can be shown by inter- 
changing summation and integration, and using (1.5) that 
2. SOLUTIONS OF STIELTJES INTEGE-ML EQUATIONS 
Consider the integral equation 
40 = g(t) + jff(h 44) W) (2.1) D 
where f is defined on Z x R and g, u E BV(Z), I being a finite or infinite interval 
with left end point a. By a solution of (2.1) on an interval J we mean a function 
in BV( J) which satisfies (2.1) for all t E J. The local existence of solutions of (2.1) 
can be established as in Das and Sharma [l] and [2]. In the sequel we shall make 
use of the following theorem. 
THEOREM 1 (Local existence and uniqueness). Suppose that 
(i) f (t, x) satzijies a Lipschitz condition in x: 
If (t, 4 - f (C y)l <L(t) I N - y I, 
where L is vu-integrable; 
(ii) there exists a pu-integrable function r such that 
If (4 4 < r(t). 
Then there exists a unique solution x( .) of (2.1) on some interval [a, b]. 
Proof. Let c > 0 and choose b > a such that 
t/g //[a.bl + jb r(t) dvu(t) G c. 
a 
(2.2) 
Since g and u are right continuous and v(t) is p,-integrable, it is possible to 
choose such a, b. 
Define 
B = b E BVb, 61): II.r h.b] < c>. 
Define a mapping T on B by 
(TX) (t) = g(t) + jt f@, &)I dub), t E [a, b]. 
(I 
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Then TX E Bk’([a, b]) and 
Thus T maps the complete metric space B into itself. Furthermore, for s, y E B, 
11 TX - 5 li[n.b] < lb If(tv .x(t)) -.f(t,J’(t))l dz’u(t) 
‘Cl 
< 1 bL(f) I .qq - y(t)1 d%(t), by assumption (i) ‘Cl 
Since u is right continuous and L is pU-integrable, 6( > u) can be chosen suffi- 
ciently near a so that 
and then T is a contraction. Hence, by the principle of contraction mapping, 
there is a unique fixed point of T. This completes the proof. 
Remark 1. Observe that the length of interval [a, b] on which the solution 
of (2.1) has been shown to exist, depends on (2.2) and (2.3). Hence if g is re- 
placed byg, in (2.1) where !jg, lltn,~l ,< 11 g /ltu,bl , the solution of the new equation 
will also exist on the same interval [a, b]. 
We shall now consider the linear integral equation 
x(t) = g(t) + St h(s) x(s) czu(s) (2.4) 
” 
where g, h, u E BV(I). 
THEOREM 2. If h and u are continuous on I, a solution of (2.4) is given by 
x(t) = eHft) [&+4 + J”t ecHts) dg(s)] , tcI G3) 
where 
H(t) = j-’ h(s) du(s). 
Cl 
(2.6) 
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Proof. We shall prove the theorem by showing that (2.5) satisfies (2.4) on I. 
If we substitute the value of x(s) given by (2.5) in the right side of (2.4) we obtain 
g(t) + d4 juf eH@‘h(s) du(s) + J”’eHts)(s,” ~~(7) dg(7)) h(s) du(s) 
= g(t) + g(a) jnt eHis) dffcs) + .r,’ eH(s) ( j; ecH(T) dglT)) df+) 
= s(t) + A4 4) + If B(s) 44 
-a 
(2.7) 
where a and j3, defined by 
a(t) = 
J 
*’ eHty) dH(s), 
0 
P(t) = Ja’ ecHts’ dg(s), 
are functions in BV(1) and LY is continuous. By (1.6), we have 
a(t) = P(t) - 1. 
Applying (I .4) we can write (2.7) as 
g(t) +A4 4) + a(t) B(t) - 44 fw - j’ 4s) MS) 0 
= g(t) + (eHft) - 1) [g(a) + J1’ e-H(s) dg(s)] - 1: (eHo) - 1) eeHo) dg(s) 
= g(t) + (eHtf) - 1) [g(u) + 1’ ecHfs) dg(s)] 
-” 
- [g(t) - d4 - J‘: e-H’r’ 4?w] 
= eHtt) [g(u) + jnt e-H(a) dg(s)] 
= x(t), by (2.5). 
Thus (2.5) satisfies (2.4). This completes the proof. 
The following is an extension of Theorem 2. 
THEOREM 3. If k is continuous, (2.5) is a solution of (2.4) for any u E: BP(I) 
with isolated discontinuities. 
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Proof. Let u E BP-(I) have the discontinuities at the points t, , f, ,... which 
are assumed to be isolated. Let the intervals [t? - 7, , t,), i = 1, 2,... contain 
no discontinuities of u. Define 
(1 - h) u (ti - $) + u(tl), if 
%2(t) = 
t : (1 - X) (t, - +) + htj, 
O<h<l, i=l,2 )...) 
r (1 ut, otherwise; II = 1, 2,.... 
Clearly II, is continuous for each 12, and, for all t E I, 
b-5 h(t) = u(t), 
and 
lim ZI(U,~ - 
n+m 
u, [a, t]) = 0. 
Also, for each subinterval J of I, 
Define 
and 
H,(t) = j-f h(s) du, 
(I 
x,(t) = eHJf) [g(a) + f e+(” d&J] . 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
The continuity of h and u, imply the continuity of H,z . By Helly-Bray theorem 
(see Dunford and Schwartz [3, p. 3911) 
bi H,(t) = H(t), t El; (2.14) 
and, consequently, 
hi s,(t) = x(t), t Ez; (2.15) 
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where H(t) and x(t) are given by (2.6) and (2.5) respectively. Furthermore, 
I Hn@)l < j-’ I 44 dvun 
a 
< s t I &)I dv, , by (2.1 I), (2.16) ” 
= Z’H(Q, by (1.2); 
and 
/ “Y&)1 < ez.Hft) [I &)I + jat ez’H(s) dv,(s)] . (2.17) 
Since h and u, are continuous, it follows from Theorem 2 that x, satisfies the 
equation 
I = g(t) + It h(s) x,(s) dd). 
a 
(2.18) 
We shall show that 
hi It h(s) x,(s) dun(s) = I’ h(s) x(s) du(s). 
m (I 
We have 
(2.19) 
1 ja* W) xn(4 dds) -Iat 4s) 4s) MS) 1 
< 1 j-at W .z”n(s) hz- Iat 4) 4s) MS) 1 
+ 1 Jut 4) x,(s) 4 ) - j-at 4) 44 MS) 1 
G It I 44 xn(s)l dz’u,-,b) + St I W bds) - WI dv,N. ” ll 
As n + 00, both the integrals above converge to zero, the first due to (2.17) 
and (2.10), and the second by (2.15), (2.17) and Lebesgue’s dominated con- 
vergence theorem. This proves (2.19). Letting n -+ 03 in (2.18) and using (2.19) 
we obtain (2.4) which completes the proof. 
3. STIELTJES INTEGRAL INEQUALITIES 
The following is a fundamental result on integral inequalities involving 
LS-integrals. 
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THEOREM 4. Let I = [u, b] or [a, co), u E B V(I) and u be nondecreasing. Let f 
be defined on Z x R. Suppose that 
s :$y impZies0 <f(t,y) - f(t, x) <L(t)(y - x), tEI (3.1) 
(i.e., f (t, x) is nondecreasing and Lipschnitzian in .I’), and 
L(t) [u(t) - u(t-)] < I, t EZ (3.2) 
Suppose further that f(t, .v(t)) is pu-integrable for each .v(.) E RF(I). Let c#, 
w E BV(I); and assume that 
(3.3) 
and, for t :a a, the inequalities 
C(t) G g(t) f if fb C(s)) du(s)> (3.4) 
4) > g(t) f it f by dS)) MS) 
-” 
(3.5) 
hold. Then, 
yqt) < w(t), t E I. (3.6) 
Proof. If (3.6) is not true, then the set 
=2 = (t : t > a, +(t) 2 w(t)) 
is nonempty. Let t, = inf A. Since q5 and w are right continuous, and +(a) < 
W(a), it follows that t, E A. Thus, 
and 
4(td 2 w(h) (3.7) 
4(t) -=c w(t), t E Ia, 0 
Bv (3.4), we have 
4(h) G <r(h) + ii’f 6, b(s)) 4s) 
‘” 
= dt,) + J;“*t,, f (s, 4(s)) 4s) + f (4 > 4(td [u(td - u(t,-Il. 
(3.9) 
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Since u is nondecreasing andf(t, X) is nondecreasing in N, we obtain, by (3.8), 
Bv (3.1) and (3.7), we have 
By (3.9), (3.10) and (3.1 I), we obtain 
4(h) 5; g(h) + jh, 4)) MS) + W,) Wd - 4l)l b(h) - 4t,-)l a 
< 41) + WI) Wl) - 4tdl b(h) - &-)I? by (3.5) 
d 44) + Wl) - 4m by (3.2) 
= C(fl). 
We are thus led to the result $(tr) < C(tr) which is absurd. Hence the set A is 
empty and (3.6) holds for all t E I. This completes the proof. 
Remark 2. The inequality (3.2) is obviously satisfied at the points of con- 
tinuity of U. The implication of (3.2) is only to restrict the jumps of IL at its 
points of discontinuity. 
We now prove the following extension of Bellman-Gronwall inequality. 
‘I(HEORERI 5. Let Z = [a, b] or [a, co); 4, g, h, u E BV(Z); u is nondecreasing 
with isolated discontinuities at t, , t, ,...; + is pu-integrable on I, h is continuous; 
and 
h(ft)[u(tg) - u(tk-)] < 1, k = 1, 2,... 
then 
C(t) G g(t) + jt 4) 4(s) d44, t El, (3.12) 
n 
where 
4(t) < eHct) [g(a) + jat e-H@) dg(s)] , t El (3.13) 
H(t) = jt h(s) du(s). 
a 
432 DAS AND SHARMA 
Proof. Consider the integral equation 
w(t) = g(t) + E -t- jt h(s) w(s) du(s), tcz (3.14) 
R 
where E > 0. By Theorem 4, we have 
4(t) < 4) 
where W, is a solution of (3.14). By Theorem 3, we then obtain 
f+(t) < eH(*) [g(a) + E + Jat ecHf8) dg(s)] , t E I. 
Letting E + 0, the inequality (3.13) follows. This completes the proof. 
Lastly we prove the following comparison theorem. 
THEOREM 6. Let u E Bb7(I) be nondecreasing and f be dejned on I x R. 
Suppose that 
s <zyimpliesO <f(t,y) -f(t,x) <L(t)(y-x),tEI 
where L(t) is P.-integrable, and 
L(t)[u(t) - u(t-)] -<, 1, t El. 
Assume that there exists pcL,-integrable function r such that 
1 f(t, 41 d r(t). 
Suppose further that f (t, x(t)) is pFL,-integrable for each x(.) E BV(I). Let g, 4 E 
B V(I) and suppose that 
#W d g(t) +- .$,I f (sy 4(s)) du(s). 
Then, for some a: > 0, 
act, < w(t), t E [a, a + IX] 
where w is a solution of 
4) = g(t) + j’f (s, w(s)) du(s). 
a 
Proof. Consider the integral equation 
(3.15) 
(3.16) 
(3.17) 
w(t) = s?(t) + 6 + jLf (s, w(s)) du(s) 
a 
(3.18) 
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where 0 < E < E” . By Theorem I and Remark 1, for each E, 0 < E < Ed , there 
exists a unique solution w(t, E) of (3.18) on some interval [a, a + CX]; and 
Thus the variations of the functions w(t, C) are uniformly bounded. 
Let 0 < eg < Q < Q, . Then, we have 
44 4 < 4a, 4 
By Theorem 4, we obtain 
w(t, 62) < w(t, 61). 
By an application of Helly’s selection principle, it follows that there exists a 
decreasing sequence l f1 tending to zero as n ---f co such that the limit 
exists on [a, a + LY], and w*(.) E BV([a, a + a]). 
It can be easily shown that w*(.) is a solution of (3.17) on [a, a + cy], and this 
solution is unique by Theorem 1. 
By Theorem 4, we now have 
VW) < 4, 4 
whence (3.16) follows by letting n--, co. This completes the proof. 
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