Abstract. This paper gives the generalized upper and lower solution method for the forced Duffing equation
Introduction
In this paper, we propose a generalized upper and lower solution method for the existence of periodic solutions of the Duffing equation We recall (see [6] ) that f : [0, T ] × R → R is called a Carathéodory function if f (·, x) is measurable for all x ∈ R and f (t, ·) is continuous for a.e. t ∈ [0, T ].
Mawhin in [5] first gave the upper and lower solution method for (1.1)-(1.2) under the continuous case. Nkashama generalized this method to the Carathéodory case in [6] for the first order differential equation. In [3] , Habets et al. obtained similar results to the Carathéodory case for the Liénard equation, which is more general than the Duffing equation. But their results are only applicable to the case k > 0. In [7] , Nieto et al. extended these results in a way.
In this paper, we propose a generalized upper and lower solution method for (1.1)-(1.2) under a Carathéodory condition for k ∈ R\{0}. The upper and lower solutions may no longer be periodic and the above mentioned results are generalized. In addition, we give an applicable example in the last section. with norm
, where x (j) denotes the distributional derivatives of x. Let C(I) denote real valued continuous functions on I, and let |x| ∞ = max{|x(t)||t ∈ I}.
Definitions and Theorems
In this section, we give the definitions of generalized upper and lower solutions and state our main results.
First, we suppose that f (t, x) is a Carathéodory function satisfying the growth restriction, i.e., for each real constant r ≥ 0, there exists a function h r ∈ L 1 (I) such that for a.e. t ∈ I and all x ∈ R with |x| ≤ r, we have
We call a function x : I → R the solution of (1.1)-(1.2) if it is a continuously differentiable function such that x is absolutely continuous and (1.1)-(1.2) hold. 
Remark. Although Theorem 2.1 can be a special case of more general results obtained in [7] and the references therein, we will give it a full proof in our way so as to prove our main result (Theorem 2.2).
Definition 2.2. Let a 1 (t), b 1 (t) ∈ C 1 with absolutely continuous derivatives and a 1 (t) ≤ b 1 (t) for all t ∈ I. Such a 1 (t) and b 1 (t) are called reversedly lower and upper solutions respectively, if they satisfy 
Proof of the Theorems
Proof of Theorem 2.1. First, let us define the function c :
and define
It is evident that F (t, x) is also a Carathéodory function. Now, we modify the periodic boundary value problem (1.1)-(1.2) to the problem
We can prove that (3.3)-(3.4) is equivalent to (1.1)-(1.2) for t ∈ I and a(t) ≤ x ≤ b(t). It is sufficient to show that any solution x(t) of (3.3)-(3.4) satisfies a(t) ≤ x(t) ≤ b(t) for all t ∈ I, and (1.2).
In fact, it is clear that, from (3.4) and (
Letting α(t) = exp k 2 t a(t) and β(t) = exp k 2 t b(t), then α(t) and β(t) are lower and upper solutions of BVP (3.6)-(3.7) respectively which satisfy the following relations: 
Suppose that there exists some t 0 ∈ I such that y(t 0 ) > β(t 0 ). Then, by continuity, there exist t 1 and t 2 ∈ I, t 1 < t 0 < t 2 , such that y(t) − β(t) > 0 for all t ∈ (t 1 , t 2 ), and y(t 1 ) − β(t 1 ) = y(t 2 ) − β(t 2 ) = 0. Thus there exists a subset I 0 in (t 1 , t 2 ) with positive measure such that for all t ∈ I 0 ,
But, by (3.9), for a.e. t ∈ I such that y(t) > β(t) we have
for a.e. t ∈ (t 1 , t 2 ), which conflicts with (3.10). Therefore, y(t) ≤ β(t) for all t ∈ I.
A similar proof shows that y(t) ≥ α(t) for all t ∈ I. Now, we show that x (0) = x (T ). According to what we have proved, i.e., 
In fact,
Also, we can prove that
Next, we prove that the modified periodic BVP (3.3)-(3.4) has at least one solution by applying Leray-Schauder degree theory. Basing on this consideration, we discuss the homotopy
which is equivalent to
Let x(t) be a solution of problem (3.12)-(3.13) for λ = 1. We have to prove that (3.14) which guarantees that x(t) satisfies (3.4).
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
In fact, if x(t) < a(t) for all t ∈ I, then Eq. (3.12) λ=1 can be simplified to a(t))  (3.15) for a.e. t ∈ I. By the first formula in (2.3), we have x (t) + kx (t) ≤ (x(t) − a(t)) + a (t) + ka (t) < a (t) + ka (t), i.e., x (t) + kx (t) < a (t) + ka (t) (3.16) for a.e. t ∈ I.
Integrating (3.16) from 0 to T , we have a (0) < a (T ), which conflicts with the second formula in (2.3) . Therefore, if x(0) < a(0), there must exist a t 01 ∈ I such that x(t 01 ) = a(t 01 ), and x(t) < a(t) for 0 ≤ t < t 01 . Similarly, it follows from the fact x(0) = x(T ), a(0) = a(T ) that there exists a t 02 ∈ I, t 01 < t 02 < T, such that x(t 02 ) = a(t 02 ), and x(t) < a(t) for t 02 < t ≤ T. The same argument shows that (3.16) holds for a.e. t ∈ [0, t 01 ) ∪ (t 02 , T ].
Noticing that x(t) − a(t) increases from negative to nonnegative as t → t − 01 , we can conclude that x (t 01 ) − a (t 01 ) ≥ 0. Therefore, if x (0) − a (0) < 0, then there exists a t 01 ∈ (0, t 01 ) such that x(t 01 ) − a(t 01 ) is a minimum which is smaller than x(0) − a(0). Similarly, we can conclude that x (t 02 ) − a (t 02 ) ≤ 0 because x(t) − a(t) decreases from nonnegative to negative as t increases from t 02 to t
which implies there exists a t 02 ∈ (t 02 , T ) such that x(t 02 )−a(t 02 ) is a minimum not greater than x(T )−a(T ). Finally, supposing x (0) − a (0) = 0, then x (T ) − a (T ) ≥ 0 by (2.3) . Therefore, whether x(0) − a(0) is a minimum or not, there exists a minimum point t 01 ∈ [0, T ] for x(t) − a(t).
Now, given a minimum point t 0 as above, for any ξ sufficiently close to and smaller than t 0 , which implies x (ξ) − a (ξ) ≤ 0, there exists a ζ sufficiently close to and greater than t 0 , which implies x (ζ) − a (ζ) ≥ 0, such that x(ξ) − a(ξ) = x(ζ) − a(ζ). (In case t 0 = T, we may take a ζ which is sufficiently close to and greater than 0.) Integrating (3.16) from ξ to ζ (in case t 0 = T, from ξ to ζ + T ), we obtain (x (ζ) − a (ζ)) − (x (ξ) − a (ξ)) ≤ 0, which conflicts with the choice of ξ and ζ.
Therefore, x(0) ≥ a(0); similarly, x(0) ≤ b(0). Hence, Eq. (3.12) λ=1 -(3.13) is equivalent to Eq. (3.3)-(3.4), and also to Eq. (1.1)-(1.2).
Let us first, as in [2] , define the differential operator L :
where W 
(I) exists and is continuous because 0 ∈ σ(L).
Now define N : L 2 (I) → L 1 (I) by Nx = F (·, x(·)) + c
(a(·), x(·), b(·)
). Then (3.12)-(3.13) can be written in the equivalent form
where λ ∈ [0, 1] and x ∈ W 2,1 1 (I). It follows from the discussion above that K : c(a(t), x(t), b(t) ) ≤ b(t) for all t ∈ I with the continuity of a and b, the definition of F and relation (2.1), that
for some d ∈ L 2 (I) which depends only on a and b but not on λ or x. Also, because of the existence of K = L −1 , taking r = 1/ K , we have
Therefore, it follows from (3.20) and (3.21) that
which proves the a priori boundedness of the solutions of (3.12)-(3.13).
Let (3.3) are now (and in the following) replaced by a 1 (t) and b 1 (t). Then
x(t), where x(t) is any solution of (3.3)-(3.4) and a(t) and b(t) in
holds for almost all t ∈ I such that y(t) − α 1 (t) > 0; and
holds for almost all t ∈ I such that y(t) − β 1 (t) < 0.
Proof. In fact, let C = exp k 2 T , such α 1 (t) and β 1 (t) satisfy and
and α 1 (t) ≤ β 1 (t) for t ∈ I. Let = {t ∈ I|y(t) < β 1 (t)}. Then according to the nonincreasing property of f with respect to the second variable, we have
for a.e. t ∈ , which proves inequality (3.23).
Similarly, we can prove inequality (3.22). The proof of the Lemma is complete.
Proof of Theorem 2.2. Let y(t) = exp
, where x(t) is any solution of (3.3)-(3.4). Similarly to the proof of Theorem 2.1, we first show that α 1 (t) ≤ y(t) ≤ β 1 (t) for all t ∈ I, where α 1 (t) and β 1 (t) satisfy the inequalities (3.8) and (3.9) .
Firstly, we also have
, then by Rolle's Theorem there exists t 0 , 0 < t 0 < t 0 , such that
, which implies by our Lemma that y 1 (t) − α 1 (t) > 0 for t ∈ (0, t 0 ] and therefore y (t 0 ) − α 1 (t 0 ) > y (0) − α 1 (0) > 0, a contradiction to (3.24) . Hence, y(t) − α 1 (t) > y(0) − α 1 (0) ≥ 0 for all t ∈ I. Thus the proof will be completed. Now, suppose that y (0)−α 1 (0) ≤ 0, and there exist t 1 , t 2 and t 3 ∈ I, t 1 < t 2 < t 3 , such that y(
, it follows that t 1 = 0 if and only if t 3 = T.
If t 1 = 0 and t 3 = T, then y ( t 3 ) − α 1 ( t 3 ) ≥ 0 because y(t) − α 1 (t) > 0 for t 3 < t < T and y( t 3 ) − α 1 ( t 3 ) = 0. And y(t) − α 1 (t) > 0 for t 3 < t ≤ T implies y (t) − α 1 (t) > 0 for t 3 < t ≤ T by our Lemma, and therefore (3.25) which contradicts our assumption y (0) − α 1 (0) ≤ 0 because C > 0.
If
Again, by our Lemma, we have y (t)−α 1 (t) > 0 for all t ∈ ( t 4 , T ), which implies y ( t 4 ) − α 1 ( t 4 ) < 0, a contradiction. Therefore, y (T ) − α 1 (T ) ≥ 0, and again by (3.25) we have a contradiction.
Finally, if t 1 = 0, t 3 = T and y (0) − α 1 (0) = 0, then y (0) = α 1 (0), y(0) = α 1 (0). By (3.6), (3.8) , the nonincreasing property of f and differential inequalities (see, for example, Corollary 4.3 [4, Chapter III] and the exercises following it), we get y(t) ≥ α 1 (t) for all t ∈ I.
Therefore, we prove that y(t)−α 1 (t) ≥ 0 for all t ∈ I, and, similarly, y(t)−β 1 (t) ≤ 0 for all t ∈ I. Now, let x(t) be a solution of problem (3.12)-(3.13) for λ = 1. Similarly to the proof in Theorem 2.1, we shall show that
In fact, if x(t) < a 1 (t) for all t ∈ I, then x(t) < b 1 (t) for all t ∈ I according to Definition 2.2. Therefore, Eq. (3.12) λ=1 can also be simplified into
for a.e. t ∈ I. By the nonincreasing property of f (t, x) and the first formulae in (2.3) and (2.4) , we obtain
i.e. The proof of Theorem 2.2 is complete.
Applicable example
In this section, we study the existence of solutions to the following periodic boundary value problem for the second order Duffing equation
x + kx + g(t, x) = s a.e. on [0, T ], (4.1)
where s is a real parameter, g : [0, T ] × R → R is a Carathéodory function and k ∈ R\{0}. We give conditions for periodic BVP (4.1)-(4.2) to have at least one solution by using the existence result obtained in Section 2 and Section 3.
Under the nonincreasing property of g(t, x) with respect to the second variable, by applying Theorem 2.2, one has 
