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Abstract
Partial differential equations (PDEs), especially the diffusion advection and re-
action equations (DAREs), are important tools in modeling complex phenomena,
and they arise in many physics and engineering applications. Due to the difficulty
of finding exact solutions, developing efficient numerical methods for simulating the
solution of the DAREs is a very important and challenging research topic.
In this work, we present the transformation of the DAREs to ordinary differen-
tial equations (ODEs) using the standard finite element (FE) or the discontinuous
Galerkin (DG) spatial discretization method. The resulting system of ODEs is then
solved with standard time integrators such as implicit Euler methods, integrat-
ing factor method, exponential time differencing methods, exponential Rosenbrock
methods, orthogonal Runge-Kutta Chebyshev methods. To illustrate the limitations
of the FE method, we simulate and invert the cyclic voltammetry models using both
spatial discretization methods (i.e. FE and DG) and show numerically that DG is
more efficient.
In many physical applications, there are special features (such as fractures, walls,
corners, obstacles or point loads) which globally, as well as locally, have important
effects on the solution. In order to efficiently capture these, we propose two new
numerical methods in which the mesh is locally refined in time and space. These
new numerical methods are based on the combination of the DG method with local
time stepping (LTS) approaches. We then apply these new numerical methods to
investigate two physical problems (the cyclic voltammetry model and the transport
of solute through porous media). These numerical investigations show that the
combination of the DG with the LTS approaches are more efficient compared to the
combination of DG with standard time integrators.
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that for a given value E0, DGImpl compared to pdepe will spend less
time to simulate the dimensionless voltammogram with a relative er-
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4.1 Comparison of the gradient using adjoint and finite differ-
ence method for the ETO model. In (a) we plot the total deriva-
tive dpˆ1F , compute with the adjoint and finite difference method, as
a function of the parameter Kˆ0. In (b) we plot the logarithm of the
difference E5pˆn1 as a function of the logarithm of Kˆ
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the adjoint method for ETO model. In (a), we plot F(αn)
against αn and fit the result with MATLAB quadratic function. It
shows that Taylor expansion holds for b0 = 1. In (b), we plot G(βn)
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(b), (e), (h), (k) that DG + AD is faster than FE + FD. We plot in
(c), (f), (i), (l) the absolute error on the current and the components
of the model parameter in each experiment of inversion i = 1, 2, 3, 4.
Note from the different scales in (c), (f), (i), (l) that DG + AD is
more accurate than FE + FD. . . . . . . . . . . . . . . . . . . . . . . 105
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4.5 Inversion of the ETO synthetic response with noise. We plot
in (a), (d), (g), (j) the observed voltammogram and the predicted
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i = 1, 2, 3, 4. Note from the different scales in (c), (f), (i), (l) that DG
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difference E5pˆn1 as a function of the logarithm of Kˆ
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4.7 Test of Taylor expansion and gradient descent property using
the adjoint method for EC’ model. In (a), we plot F(αn) against
αn and fit the result with MATLAB’s quadratic function. It shows
that Taylor expansion holds for b0 = 1. In (b), we plot G(αn) against
αn, which shows that the gradient descent property holds for b1 = 0.5. 113
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6.28 Convergence and efficiency of GTS-DG and OLTS-DG schemes
while solving the transport of solute through a domain with
fracture with presence of reaction. In (a), we plot log(errorrDGq)
and log(errorrDGOLTS−q) against log(ht
r) for all r = 0, · · · , 3 and q =
Impl, ETD1, ETD2, EXPR. In (b), we respectively plot log(errorrDGq)
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1.1 Motivation and applications
An issue of incredible significance in natural science is to understand how substance
or, on the other hand, organic contaminants are transported, for instance through a
permeable media or amid an electrochemical response. It emerges in issues such as
the transport of pollution, development of bacteria, oil and gas recovery from hy-
drocarbon supplies, contamination of groundwater tainting and manageable utiliza-
tion of groundwater assets, putting away greenhouse gases (e.g, CO2) or radioactive
waste in the subsurface, and mining heat from geothermal supplies. It is well known,
see for example [159], that the movement of compound or organic contaminants can




+∇ · (vC −D∇C) = f in ]0, T ]× Ω. (1.1)
Here, C(x, t), x in Ω ⊂ Rn, t in ]0, T ] ⊂ R∗+ is the concentration of chemical or
biological contaminants measured in mass per unit volume, D is the coefficient of
diffusion measured in length squared per unit of time, v ∈ Rn is the flow velocity
measured in length per unit of time and f measured in mass per unit volume per
unit of time, is the reaction term that model the generation or decay of the chemical
or biological contaminants. In general f,D and v depend on space, time or the
concentration itself. The DAREs are derived from the mass balance equation, which
1
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states that the rate of change of the total mass in an arbitrary section of the medium
must equal the net rate that mass flows into the section through its boundaries, plus
the rate that mass is created, or destroyed, within the section. Due to the great
mathematical difficulty of finding exact solutions, various numerical approaches have
been developed.
A numerical method for DAREs can be developed, mainly by two ways. One
follows the method of lines in which (1.1) is first semidiscretized in space, using the
finite difference (FD), finite element (FE), finite volume (FV) or the discontinuous
Galerkin (DG) methods, yielding a system of coupled ordinary differential equations
(ODEs). The system of ODEs, obtained from the spatial discretization, would then
be resolved with standard time integrators. Other can follow the space-time methods
which consider the time direction like one of the spatial directions, and discretize
(1.1) directly in both space and time by using FD, FE or DG methods. The DG
method is successfully applied to DAREs and there is a large literature on the area,
see for example, [98, 208, 133, 221, 18, 13, 57, 195, 116, 43]. We examine a new
application in this area of cyclic voltammetry.
Since their introduction in 1973 by Reed and Hill [189] to recreate neutron trans-
port, the DG methods have initiated broad enthusiasm attributable to the quantity
of points of interest they offer in the numerical re-enactment. As indicated by the
correlation of these spatial discretization techniques condensed in Tab 1.1, we can
presume that DG technique consolidates attractive highlights of the FD, FE and
FV methods.
Complex geometries High order accuracy Conservation laws
FD No Yes Yes
FV Yes No Yes
FE Yes Yes (No)
DG Yes Yes Yes
Table 1.1: Comparison of spatial discretisation method: A ”Yes” represents
success, while ”No” indicates a short-coming in the method. Finally, a ”(No)”
reflects that the method, with modifications, is capable of solving such problems
but remains a less natural choice [125].
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Beside the advantages stated in Tab 1.1, the increasing popularity of the DG
method, is also due to other interesting numerical properties, stated as follows.
• Efficient computation properties: the discontinuities lead to a block-diagonal
mass matrix, a diagonal matrix or identity matrix respectively if local basis
polynomials are non orthogonal, orthogonal or orthonormal. The mass matrix
can then be easily inverted. This is on account of the local elemental bases
that can be selected freely because of the lack of any conformity requirement
across the element interfaces. This infers there is no requirement for mass-
lumping, utilized in the case of FE method, which can be problematic when
using high-order finite element bases.
• Suitable for hp-adaptivity: mesh adaptivity is a noteworthy matter, particu-
larly for hyperbolic equations, given the complexity of the solution structure.
The DG method gives a simple and effective approach to bargain locally with
mesh adaptation.
• Intended for advection equations: FE method is predominantly well suited for
resolving diffusion equations, although advection-dominated equations necessi-
tate the introduction of a sufficient quantity of numerical diffusion to stabilize
the continuous methods. Using the DG method, the discontinuities between
elements enable one to use high order advection schemes, for instance the ap-
proximate Riemann solvers, which makes the DG method extremely accurate
for resolving advection-dominated equations.
However, the development and analysis of DG methods has followed two somewhat
parallel routes depending on whether the PDE is hyperbolic or elliptic.
For hyperbolic PDEs, the first mathematical analysis of DG methods was per-
formed by Lesaint and Raviart in 1974 [153, 152] and then upgreded by Johnson et
al. [142] in 1984. All the more as of late, DG methods for hyperbolic and nearly hy-
perbolic equations encountered a noteworthy advancement in view of the thoughts of
numerical fluxes, approximate Riemann solvers, and slope limiters; see for instance
Cockburn et al. [60] and the references therein. For elliptic PDEs, the DG methods
3
Chapter 1: Introduction
started from the early work of Nitsche on boundary-penalty methods [173, 174] and
the utilization of Interior Penalties (IP) to feebly enforce continuity on the solution
or its derivatives over the interfaces among the connecting components; see for in-
stance, Babusˇka [14], Babusˇka and Zla´mal [15], Douglas and Dupont [86], Baker
[17], and Wheeler [220]. Comparative reason was trailed by Arnold [10] formulating
another finite element method for second-order parabolic equations where discon-
tinuous piecewise polynomial functions were used over general meshes. By rewriting
elliptic equations in mixed form, i.e. rewrite in the system of two first order equa-
tions, the DG methods were introduced more recently, see Bassi and Rebay [24] for
the compressible Navier-Stokes equations, and further stretched out by Cockburn
and Shu [63] for convection-diffusion problems, leading to the so-called Local Discon-
tinuous Galerkin (LDG) method. The LDG has been effectively studied and applied
to Stokes, Oseen and Navier-Stokes equations, refer Cockburn et al. [58]. However,
one major drawback of LDG is the loss of compactness due to the introduction of
lifting factors. Explicitly, the LDG stencil goes past immediate neighbours, in front
of the usual DG stencil where degrees of freedom in one element are connected only
to those in the neighbouring elements. To avoid this loss of compactness, compact
discontinuous Galerkin (CDG) was introduced by Peraire and Persson [180] with
application to elliptic problems. The CDG is fundamentally the same as LDG but
it eliminates coupling between degrees of freedom of non-neighbouring elements by
means of alternative local lifting operators, recovering the compactness lost with
LDG. In the instance of the IP methods, unlike for the LDG or CDG, there is no
need to write the problem as a first-order partial derivative equation and no addi-
tional variables or lifting operators have to be introduced. But the drawback of a
DG formulation is that for the same mesh, its cost is, in general, higher than the
one of a continuous formulation because of the duplication of the degrees of freedom
at the element’s boundaries.
The DG method is now widely used for solving a large variety of problems in
many fields of practical engineering such as computational fluid dynamics [127, 190],
aeroacoustics problems [53], magnetohydrodynamics or hydrodynamics [219] and
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ocean modeling [191, 118, 117]. In many physical applications, there are special fea-
tures (such as fractures, walls, corners, obstacles or point loads) which globally as
well as locally, have an important effect on the solution. To capture these local be-
haviours, spatial local refinement is necessary, which can easily lead to a large scale
system of ODEs when using the DG discretization method. Moreover, this requires
a reduction of the time step, compared to the one used with a coarse mesh, in or-
der to accurately simulate the solution in the refined zone and to avoid convergence
problems when solving the discretized equations. Therefore, when applied uniformly
on all the simulation domain, this reduced time step and the large scale DG dis-
cretized system of equations lead to an unacceptable computation time. Thus, the
use of the so-called local time stepping (LTS) methods, which use the standard time
integrator with different time steps on different regions of the solution domain, is
highly desirable. Let us mention that the combination of the DG and LTS methods
has been considered in the particular case of Maxwell’s equations in [184] and wave
equation in [91, 19]. It has also been used in [161] to solve unsteady heat conduc-
tion and diffusion problems in multi dimensions, where the DG discrete space-time
variational formulation and an explicit approximative solution as predictor are used.
1.2 Objectives
The main goal of this thesis is the development of new efficient numerical methods
based on the blending of the domain decomposition, DG and LTS techniques to
solve DAREs and more particularly to investigate the cyclic voltammetry models,
or flow and transport of solute through a porous media. To reach this objective,
various partial objectives are accomplished:
1. derive the IP-DG formulation, providing non symmetric and coercive bilinear
weak forms for the 1D cyclic voltammetry models (forward model),
2. derive the adjoint equation in order to provide the gradients for the inversion
of the voltammetric signal (Inverse model),
3. develop a Matlab code, in order to invert synthetic data of the cyclic voltam-
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metry models demonstrating the applicability of the proposed inverse model,
4. analyse and study the behaviour of the proposed forward and inverse models,
5. derive the IP-DG formulation for the 2D flow and transport of solute through
in a domain with holes or fracture, assuming that the flow velocity is in line
with Darcy’s equation (forward model),
6. develop a Matlab code, in order to simulate the 2D flow and transport of solute
through in a domain with holes or fracture, demonstrating the applicability of
the IP-DG method,
7. propose two numerical methods (denote LTS-DG) for solving DAREs, com-
bining the domain decomposition, DG and LTS methods to reduce the com-
putational time of the two forward models introduced,
8. develop a Matlab code, in order to simulate 1D cyclic voltammetry models, or
the 2D flow and transport of solute through in a domain with holes or fracture,
demonstrating the applicability of the proposed LTS-DG methods,
Let us mention that the partial objectives, 1−4, were achieved during my internship
at Schlumberger Gould Research (SGR) centre in Cambridge, where previously a
commercial available finite element algorithm was used. Thus the powerlessness of
further improve performance of the inversion model, particularly the reduction of
the computation time with the adjoint method (which is based on the operators
obtained from the semidiscretization of the forward model).
1.3 Thesis Outline
This thesis is organized as follows:
In Chapter 2 we review the concepts of well-Posedness for Linear Model prob-
lems and the implementation of the time integrators of ODEs such as implicit Euler
methods [44], Integrating factor method [149], exponential time differencing meth-
ods [131, 129], exponential Rosenbrock methods [132] and Orthogonal Runge-Kutta
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Chebyshev methods [1]. Blending with the FE discretization, we numerically inves-
tigate the convergence of these time integrators when applied to the DAREs.
Chapter 3 introduces the DG analysis along with the implicit Euler method or
exponential time differencing method, to simulate the one dimensional cyclic voltam-
metry models. To that end, we give a concise survey of the cyclic voltammetry and
then apply the DG discretization (using Legendre polynomials) to their governing
equation. In order to show the importance of the better conservation property of
the DG method, we compare here its result with the one obtained by the MATLAB
code ”pdepe”, which is based on the classic FE method [205] for space discretization
and ”ode15s” algorithm, described in [201, 202], as the time discretization.
Chapter 4 investigates the effect of the better conservation property of the DG
method while fitting the data to extract the mechanistic information of the cyclic
voltammetry models. For the seek of efficiency, the adjoint method described in
[49, 213], is used for the computation of the gradient, instead of finite differences.
We present several numerical experiments to propose a more efficient numerical
inversion method.
Chapter 5 is devoted to the approximation of the model of flow and transport
in porous media. To do so, we first review the concept of flow and transport in
porous media. Secondly, we review the DG method for the spatial discretization
of the DAREs in two and three dimensions. Finally, the presented DG method is
combined with the mentioned standard time integrators, to simulate the model of
flow and transport in a two dimensional domain with holes as well as a domain with
a fracture.
Chapter 6 focus on reducing the computational time while simulating the cyclic
voltammetry models, or flow and transport in porous media, using the DG method.
To that end, we introduce two local time stepping methods based on domain de-
composition techniques. For each novel solver, we present the results of several
numerical experiments.
Chapter 7 concludes the thesis by summarizing the main contributions and major
findings. We also suggest here some recommendations for future research.
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In addition to the main chapters, we present in the appendix the details of the
properties of the Legendre polynomials, the projection onto the finite space of the
DG method and computation of several entities needed for the application of the
DG and adjoint method.
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The goal, in this chapter, is to review how the continuous Galerkin method, com-
monly called the finite element (FE) method, can be combined with the standard
time solvers (such as Euler, integrating factor, exponential differencing, exponen-
tial Rosenbrock and the orthogonal Runge-Kutta Chebyshev methods) to solve the
DAREs given by (1.1). To that end, we first review in Section 2.1 the mathematical
tools necessary to aplly the FE method. Secondly, we investigate in Section 2.2
the FE discretization for the DAREs in two dimensions based on piecewise linear
functions. Thirdly, we review in Section 2.3 the standard time solvers mentioned
above. Finally in Section 2.4, we present several numerical experiments. The novel
contribution here is comparison of performance of FE combined with the mentioned
time solvers for some two dimensions DAREs.
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2.1 Basic concepts
The goal in this section is to recall the mathematical tools used for the application of
the FE method. This is based on a variational formulation, which consists of seeking
the solution of a boundary value problem in an appropriate functions space, e.g. H10
for the Poisson’s equation with Dirichlet boundary conditions [38]. Information on
functional analysis can be found for example in [124, 80]. The variational problem
is then reduced to a finite dimensional problem, which is the only one that can be
handled by a computer, by seeking the solution in a finite dimensional subspace of
the original function space. The variational formulation itself is either unmodified
or slightly perturbed by a term which tends to zero at convergence. For this reason
the mathematical tools for proving convergence are closely related to the tools for
proving existence and uniqueness of the solution of the initial problem. More detailed
description on the FE method can be found for example in the book by Brenner
and Scott [38] or Ern and Guermond [97]. There is a large literature on FE method
and some other good reference works are [225, 207, 79, 135, 56, 84, 25, 188].
The equation posed in (1.1), which imposes continuity and differentiability re-
quirements on its potential solutions, is called the strong form. In general, the idea
to obtain the weak form, also called the variational problem, is to first multiply
the strong form by a smooth test function, then integrate over the whole domain
and finally eliminate the highest derivatives with a possible integration by parts. By
construction all solutions of the strong form satisfy the weak form but not vice-versa.
Example 2.1. Let us consider, for example, the Poisson equation i.e. −∇2u = f
on a domain Ω ⊂ Rd with f ∈ L2(Ω); subject to the Dirichlet boundary conditions
i.e. u = 0 on the boundary ∂Ω. Then, by the means of Green’s identity [157] , we










∇u · ∇v = a(u, v). (2.1)
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Thus in this case −∇2u = f is the strong form, while the weak form is given by
Find u ∈ U s.t. a(u, v) = F (v) ∀v ∈ V, (2.2)
where U and V , respectively called the trial and test space, are both equal to H10 (Ω).
The weak form is then an alternate representation of the differential equation, which
relaxes the requirements on solutions to a certain extent. This means that a larger
set of functions are solutions of the weak form.
A standard strategy to prove the existence of solution to the strong form is
to prove the existence of a function which satisfies the weak form (which is often
easier to prove) and then proving that the function is sufficiently continuous and
differentiable to satisfy the strong form. If U = V , the classical theorem for this is
the Lax Milgram theorem that reads as follows
Theorem 2.1. (Lax Milgram [80]) Let V be a Hilbert space. Suppose a(·, ·) is a
continuous bilinear form on V × V and is coercive i.e.
∃α > 0 s.t. ∀u ∈ V, a(u, u) ≥ α ‖ u ‖2V .
Let F be a continuous linear form on V , then the variational problem admits a
unique solution and we have a priori estimate
∀F ∈ V ′, ‖ u ‖V≤ 1
α
‖ F ‖V ′ ,
where V ′ is the dual space i.e. the space of linear functions on V .
It is often mandatory or more efficient to have the trial space U , where the
solution is sought, to be different from the test space V in which the test function
live i.e. U 6= V . The appropriate theoretical tool used in this case, is called Banach-
Necˇas-Babusˇka (BNB) theorem reads as follows
Theorem 2.2. (Banach-Necˇas-Babusˇka [80]) Let U be a Banach space and let V
be a reflexive Banach space. Let us also assume that a(·, ·) is a continuous bilinear
11
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form on U × V and F is a continuous linear form on V and that the following two
hypotheses are verified
1. There exists α > 0 such that





‖ u ‖U‖ v ‖V ≥ α.
2. If a(u, v) = 0,∀v ∈ V then u = 0.
Then the variational problem admits a unique solution and we have the priori esti-
mate
∀F ∈ V ′, ‖ u ‖U≤ 1
α
‖ F ‖V ′ .
The Lax Milgram theorem is a special case of BNB theorem. Indeed, if U = V
and the bilinear form a(·, ·) is coercive, then for any v ∈ V , we have
α ‖ v ‖V≤ a(v, v)‖ v ‖V ≤ supu∈V
a(u, v)
‖ v ‖V . (2.3)
Dividing by ‖ v ‖V and taking the infimum gives condition 1 of BNB, the so called
inf-sup condition. If a(u, v) = 0,∀v ∈ V , then we have for u = v, a(v, v) = 0 and
because of coercivity, this implies v = 0.
Let us now focus on the analysis of Galerkin discretization. The idea is simply to
construct finite dimensional subspaces Uh ⊂ U , Vh ⊂ V and to write the variational
formulation replacing U and V respectively by Uh and Vh. Expanding the functions
on bases of Uh and Vh yields a finite dimensional linear system that can be solved
with standard methods. The convergence theorem for the Galerkin approximation
reads as follows.
Theorem 2.3. [92] Let U,Uh, V and Vh be Banach spaces and let a(·, ·) be a continu-
ous bilinear form on U×V , with continuity constant C > 0 i.e. for all w ∈ U, v ∈ V
we have | a(w, v) |≤ C ‖ w ‖U‖ v ‖V . Let us assume that the exact solution u ∈ U
and the approximate solution uh ∈ Uh satisfy the Galerkin orthogonality condition
i.e.
a(u− uh, vh) = 0, ∀vh ∈ Vh,
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and the bilinear form, a(·, ·), satisfies the discrete inf-sup condition for α > 0
α ‖ wh ‖U≤ sup
vh∈Vh
a(wh, vh)
‖ vh ‖V , ∀wh ∈ Uh. (2.4)
Then the following error estimate holds








‖ u− wh ‖U .
The continuous Galerkin application is now reduced to finding a good approx-
imation Uh of the trial space U which approximates well U . This can be done by
choosing an approximation space based on piecewise polynomials of degree k. In
this case, it can be proven that
inf
wh∈Uh
‖ u− wh ‖L2≤ chk+1,
where h is related to the cell size. If the discrete inf-sup constant α does not depend
on h, the error in FE approximation is the same, up to a constant, as the best
approximation. The error is said to be optimal in this case, more details can be
found for example in [97].
2.2 FE discretization for DAREs
The goal in this section is to discretize the DAREs, given by (1.1) by the FE method
[65, 139, 113, 111]. We focus on the so-called method of lines in which (1.1) is first
semidiscretized in space yielding a system of coupled ODEs which is then solved by
time discretisation. To do so, we consider (1.1) on a domain Ω ⊂ Rd, subject to
Dirichlet boundary condition (i.e. C = 0 on ∂Ω), with diffusion coefficient D(x) ∈
C∞0 (Ω¯), flow velocity v(x) ∈ C∞0 (Ω¯) and reaction term f := f(C). The standard
finite element method is applied, starting from the weak formulation. Once the
weak form is obtained, we define the finite approximate space of the test and the
trial space, using the linear piecewise polynomials.
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2.2.1 FE discretization of DAREs
Let us first derive the weak form of the DAREs subject to the zero Dirichlet boundary
condition. Multiplying (1.1) by a test function v ∈ H10 (Ω), which does not depend
on the time t and integrating by means of the divergence theorem [157], yields the
weak form








(vC −D∇C) · ∇v =
∫
Ω
fv, ∀v ∈ H10 (Ω). (2.5)
Note here that the test and trial spaces are equal to H10 (Ω). Thus, the existence and
the uniqueness can be proven by Theorem 2.1 for U = V = H10 (Ω). For the rest of
this chapter, we assume that the problem we are working on is in two dimensions.
Now that the weak form has been derived, we focus on the finite approximate
space of the original test and trial space V . Let us suppose that the domain Ω ∈ R2
has a polygonal boundary ∂Ω and we can cover Ω¯ by a regular triangulation T of a
closed triangles [181]. It means that the nodes of the mesh lie on the vertices of the
triangles, the element of the triangulation do not overlap and no node lies on an edge
of a triangle T ∈ T . We introduce the notations F ,Fi and Fe to respectively denote
the set of all edges, all internal edges and all external edges. This is illustrated in
Fig 2.1, by plotting the domain Ω = [0, 1] × [0, 1] partitioned into finite triangular
elements using the function distmesh2d in MATLAB. For more details about the
function distmesh2d, see [179, 178].
Figure 2.1: Domain Ω = [0, 1] × [0, 1] partitioned into finite triangular elements
using the function distmesh2d in MATLAB. The internal edges are in blue and the
external edges are in black.
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The good thing with the triangular elements is that they can approximate a huge
range of geometries, while the quadratic elements have difficulties at corners. Each
triangle T ∈ T is represented by three different nodes i.e. T = (NT1 , NT2 , NT3 ). Each
node Np = (xp, yp), p ∈ {1, · · · ,N} is shared by a set Sp of the several triangles.







2 , Np), j = 1, · · · , rp
}
.
Each node Np is associated to one basis function φp such that supp(φp) = Sp and
for all nodes Nj = (xj, yj) we have φp(xj, yj) = δ
j
p. Let us assume here that φp is
piecewise linear on each triangle Tj ∈ Sp i.e. φp |Tj (x, y) = aTjp x+ bTjp y + cTjp . More
explicitly, the restriction of the basis φp on the element Tj ∈ Sp is given by
φp |Tj (x, y) =
FTjp (x, y)
FTjp (xp, yp)














Therefore the approximate finite space Vh = span {φp, p = 1, · · · ,N}. To illustrate
these basis functions, we generate a uniform structured triangulation of the domain
Ω = [0, 4] × [0, 4], then we respectively plot in Fig 2.2(a) and Fig 2.2(b), the basis
function associated to an internal node Ai = (2, 2) and external node Ae = (2, 0).
(a) (b)
Figure 2.2: FE piecewise linear basis functions : For a uniform structured
triangulation of the domain Ω = [0, 4] × [0, 4], we respectively plot in (a) and (b),
the basis function associated to an internal node Ai = (2, 2) and external node
Ae = (2, 0).
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Now let us go back to the semi discretisation of (2.5). Using the definition of the
approximate finite space Vh, we can approximate the solution C and the function
f , at a given node (x, y) and time t, by
C(x, y, t) ≈
N∑
p=1




with Xp(t) = C(xp, yp, t) for all p = 1, · · · N . By substituting (2.7) in (2.5) and





X − SX = MFh(X), (2.8)
where the vectors X = [Xp(t)] , Fh(X) = [f(Xp(t))] ∈ RN×1 and by splitting the
integral over the triangle, the entries of the matrices M, S ∈ RN×N , so-called




mT (φp,φq)︷ ︸︸ ︷∫
T
φpφqdx, S(p, q) =
∑
T∈T
aT (φp,φq)︷ ︸︸ ︷∫
T
(vφq −D∇φq) · ∇φpdx, (2.9)
for all p, q ∈ {1, 2, · · · ,N}. Note from (2.9) that the mass matrix is symmetric.
2.3 Standard time stepping methods for ODEs
The main goal in this section is to review the standard time integrator that can
be used to solve the system of ODEs (2.8) that I use in this thesis. To do so,
let us split the function Fh into the sum of its linear and non linear parts (i.e.
Fh(X) = L1X +N(X)). Therefore, we can rewrite (2.8) as follows
d
dt
X = LX +N(X), L = M−1S + L1. (2.10)
We now focus the time discretization of (2.10), since it is equivalent to (2.8).
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2.3.1 Linearly-implicit method and implicit method
The Linearly Implicit (LI) method, often known as the semi implicit method, uses
the backward Euler scheme for the linear term, and the forward Euler scheme for
the non linear term. The LI method applied to (2.10), yields
(I −∆tL)Xn+1 = Xn + ∆tNn, (2.11)
where I is the identity matrix, ∆t is the time step, Xn and Nn denotes respectively
the numerical approximation of X(tn) and N(X(tn)). Then starting from an initial
condition X0, the function Xn can be computed by repeatedly solving (2.11). The
LI method is a first order method, and can extend to second order by using for ex-
ample the trapezium rule for the linear term and the second-order Adams-Bashforth
formula for the nonlinear terms, as described in [23, 44]. But we cannot extend be-
yond second order without losing A−stability (Dahlquist second stability barrier),
see for example [70, 71] for more details.
The main idea behind the implicit (Impl) method is to first linearise (2.10) using
the Taylor expansion, described in [170], for the non linear function N in each step

















where the matrices Jn and
∂N
∂X
(Xn) are respectively the Jacobian of the function Fh
and N at Xn. Finally, to complete the Impl scheme for (2.10), the backward Euler
scheme is applied to the linear part of (2.12), to get
(I −∆tJn)Xn+1 = Xn + ∆tNnn . (2.13)
Then starting from an initial condition X0, the function Xn can be computed by re-
peatedly solving (2.13). Note from (2.11) and (2.13) that LI and Impl are equivalent
when (2.10) is linear i.e. N = 0.
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2.3.2 First-order integrating factor Euler method
Integrating factor (IF) method appeared first in the work of Lawson [149], see for
example [166] for a more comprehensive review. The basic idea of the IF method is




The purpose now is to use any numerical integrator for (2.14) and then transform
back to the approximated solution to the original solution X. For example, we can
apply the Euler method [41] to (2.14) as follows
un+1 = un + ∆te−tnLN(eLtnu(tn)),
where un is the numerical approximation of u(tn). This yields the first-order Inte-
grating Factor Euler (IFEULER) method
Xn+1 = e−∆tL(Xn + ∆tNn). (2.15)
The aim of transforming the differential equation (2.10) to equation (2.14), is
to remove the explicit dependence in the differential equation on the operator L,
except inside the exponential. The problem is no longer stiff since the linear term
of the differential equation, that constrains the stability, is gone. Therefore, it can
be solved exactly with the possibility of larger time steps. However, for PDEs with
slow variation of the non linear terms, the introduction of the fast decay time scale
into the non linear term introduces large errors into the system [30].
2.3.3 Exponential time differencing method
The exponential time differencing (ETD) method, see for example [131, 129] for
more details, has been re-invented many times over the years, and unfortunately
has been named differently [131]. The term ”exponential time differencing” is used
since this is how the method has been described in electrodynamics literature [131].
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We multiply (2.10) by the integrating factor e−Lt and integrate the result over a
single time step, i.e. from t = tn to t = tn + ∆t, we obtain an exact formula
Xn+1 = e∆tLXn +
∫ ∆t
0
e(∆t−τ)LN(X(tn + τ))dτ. (2.16)
This procedure does not introduce an unwanted fast time scale into the solution and
the schemes can be generalized to arbitrary order. We consider the Taylor expansion
of the non linear term N











By substituting (2.17) in (2.16) and using the change of variable θ = τ/∆t, we
obtain
Xn+1 = e∆tLXn +
∞∑
k=1





(k − 1)!dθ. (2.18)
The ETD scheme is then built on the exponential function and the related functions




, ϕ0(z) = e
z.




is obtained by setting k = 1 in (2.18) or to impose that the function N is constant
on [tn, tn + ∆t] (i.e. for all t ∈ [tn, tn + ∆t], N(t) = Nn). The second order ETD2
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This is obtained by setting k = 2 in (2.18) or using the approximation




for all t ∈ [tn, tn + ∆t]. Note from (2.20) that the computation of X1 requires
the information about N−1, which is not defined. Thus to implement ETD2, we
assume that N−1 = N0. In general, for the multi-step time-discretization methods,
all the information required to start the integration is not available. Therefore, it
is preferable to construct ETD methods based on the Runge-Kutta methods. The
second order ETD Runge-Kutta (ETD2RK1) scheme has been described in [68, 130]
by considering the approximation of the function N for all t ∈ [tn, tn+∆t] as follows
N(X(t)) ≈ Nn + (t− tn)N(an)−N
n
∆t
, an = ϕ0(∆tL)X
n + ∆tϕ1(∆tL)N
n. (2.21)
By substituting (2.21) into (2.16), we obtain the ETD2RK1 scheme





It has been shown that, see [12], when solving stiff problems, such as (2.10), the
selection of the time step size for these methods is only limited by accuracy and not
the stability. It indicates the possibility of using a large time step and consequently
ETD and ETDRK methods provide computational savings over conventional explicit
methods.
2.3.4 Exponential Rosenbrock method
The main idea of the exponential Rosenbrock methods, reviewed in [132], is to
linearise (2.10) in each step at Xn to get (2.12), which is then multiplied by the
integrating factor e−Jnt and the result integrated over a single time step. This yields
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More generally, the class of s-stage exponential Rosenbrock-type schemes takes
the following form








where Xni is the solution at time tn + cihn, the weights bi(z) and the coefficients






aij(z) = ciϕ1(ciz), 1 ≤ i ≤ s. (2.24)
Thus, s-stage exponential Rosenbrock-type scheme require the definition of the co-
efficients ci and the functions aij, bi. Note that the equations (2.24) implies c1 = 0
and consequently Xn1 = Un. This method can be reformulated as follows
Nn(X
ni) = Nn(X
n) +Dni, 2 ≤ j ≤ s,










In particular, let us consider the case s = 2. The weights bi and the coefficients







ϕ1 − 2ϕ3 2ϕ3
.
Therefore the 2-stage exponential Rosenbrock-type method can be reduced as follows
Xn2 = Xn + hnϕ1(hn ∗ Jn)F (Xn),
Dn2 = Nn(X
n2)−Nn(Xn),
Xn+1 = Xn2 + 2hnϕ3(hn ∗ Jn)Dn2.
Remark 2.1. The key element in the implementation of exponential integrators
21
Chapter 2: Finite element and time stepping methods
schemes (IF, ETD and EXPR) is the computation of ϕi(z)x for a given matrix z,
a vector x and a matrix exponential function ϕi, i = 0, 1, · · · . This can be done
with the Pade´ approximation [168, 204], real fast Le´ja points technique [16, 29, 47]
or the Krylov subspace technique [156, 128, 204]. It is well known that a standard
Pade´ approximation for a matrix exponential functions is not an efficient method
for large scale problems [204]. So we consider here the Krylov subspace or real fast
Le´ja points technique, to implement ETD and EXPR.
Also note that if N = 0, then (2.10) is linear. In this case, the time solvers IF,
ETD1, ETD2, ETDRK and EXPR are equivalent; and for a given initial time t0
and final time t1, we have X(t1) = e
−(t1−t0)LX(t0), independently of the time step
∆t used for the mentioned time solvers. This implies that the error between the
exact solution and the solution simulated with IF, ETD1, ETD2, ETDRK or EXPR
is independent of the time step.
2.3.5 Orthogonal Runge-Kutta Chebyshev methods
The orthogonal Runge-Kutta Chebyshev methods (ROCK) are obtained from a
combination of the approach of Van der Houwen and Sommeijer (RKC) proposed
in [216] and the approach proposed by Lebedev (DUMKA) in [151, 150]. These
methods possess nearly optimal stability polynomials which are built on a recurrence
relation. The basic idea of these methods is to search, for a given value of p, the
approximation




where Ps−p is a member of the family of the orthogonal polynomials {Pj}j≥0 with




1− z2 and wp is a positive polynomial of degree p.
Consider the family of polynomials {Pj}j≥0, which satisfies (2.25) for p = 2. In
this case, the ROCK scheme is denoted ROCK2. To compute Xn+1, the solution
of (2.10), at the time tn+1; the three-term recurrence formula associated with the
family polynomials {Pj}j≥0, i.e. Pj(z) = (αjz − βj)Pj−1(z) − γjPj−2(z), is used to
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define the internal stages of the method
K1 =X
n + α1hF (X
n),
Kj =αjhF (Kj−1)− βjKj−1 − γjKj−2, j = 2, · · · , s− 2,
where K0 = X
n and h = ∆t. Then the quadratic factor w2(z) = 1 + 2σz + τz
2 is
represented by the two-stage finishing procedure
K∗s−1 = Ks−2 + σhF (Ks−2),
K∗s = K
∗
s−1 + σhF (K
∗
s−1),
Xn+1 = Ks − hσ(1− τσ−2)(F (K∗s−1)− F (Ks−2)).
In general, note that the ROCK method is also based on the computation of several
coefficients αi, βi, γi, σ and τ . For the numerical experiments, we implement in
MATLAB the ROCK2 scheme with a fixed stage s = 4. For details on this method,
see for example [1], where Abdulle and Vilmart present the adaptive stage ROCK
scheme.
2.4 Numerical experiments
The goal in this section is to first validate the FE method and its implementation
investigated here for the DAREs, through several numerical experiments in two
dimensions. Finally, we compare the performance of the FE method combined
with the time solvers, such as LI, Impl, ETD1, ETD2, EXPR and ROCK2, to solve
DAREs. To that end, we demonstrate the decay of the errors between the numerical
and exact solutions at the final time as we either increase the dimension N of the
finite space (convergence in space) or reduce the time step ∆t of the time solver
(convergence in time).
Convergence in space is implemented by using the uniform refinement of uniform
mesh of the rectangular domain Ω. To construct the uniform mesh, for a given
value Ns ∈ N, we subdivide the domain Ω = [x0, x1]× [y0, y1] into N2s rectangles by
23
Chapter 2: Finite element and time stepping methods
subdividing the interval [x0, x1] and [y0, y1] into Ns uniform intervals respectively in
x and y directions. Then, each rectangle is split into two triangles. This construction
is illustrated in Fig 2.3 for Ns = 4. So the dimension of the finite space of the FE
method is N = (Ns + 1)2 and increases with Ns.
Figure 2.3: Uniform mesh of the domain Ω for Ns = 4 for FE method. We also
highlight the support of the basis function associated to the node Z.
The convergence in time is examined by using the uniform refinement of uniform
mesh of set of the time [t0, t1], where t0 and t1 are respectively the initial and final
time. The time step is given by ∆t = (t1 − t0)N−1t , for a given Nt ∈ N. Thus,
DAREs can be solved once Ns and Nt are given.
2.4.1 Diffusion and advection without reaction
Let us consider the two-dimensional diffusion advection (DA) equation, by setting






 , f(C) = 0, (2.26)
in (1.1) for a given u0, D0 ∈ R. Zoppou and Knight have shown in [226] that for
a unit instantaneous release at (x0, y0), the evolution in time of the concentration
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profile of this diffusion and advection equation is given by














where φ = u−10
√
ln2(x/x0) + ln
2(y/y0). Note from (2.27) that the exact solution
of (1.1) with the settings (2.26) and a unit instantaneous release at (x0, y0) is not










Thus, to simulate (2.27) at the time t1 = 0.1 for u0 = 1, D0 = 2, x0 = y0 = 5, we
solve (1.1) with the settings (2.26) on Ω = [0.01, 50] × [0.01, 50] and subject to the
Dirichlet boundary condition C = 0 on ∂Ω and the initial condition C(t = 0.01) =
Ce(t = 0.01) on Ω, by means of FE method combined with LI and ETD. So the
initial time is given by t0 = 0.01. Here we implement two types of ETD1, denoted
ETD Leja and ETD Arnoldi respectively based on real fast Le´ja points and the
Krylov subspace technique.
To investigate the decay of the errors between the numerical and exact solutions
at the final time as we increase the dimension N of the finite element space, we
simulate (2.27) at the time t1 = 0.1 using FE combined with the Impl, ETD Leja,
ETD Arnoldi for all (Ns, Nt)i, i ∈ {1, · · · , 5} illustrated in Tab 2.1.
i 1 2 3 4 5
Ns 100 200 300 400 500
Nt 100
Table 2.1: Settings to investigate convergence in space for DA.
We denote by Cri , the simulated concentration from the FE method combined
with the time solver r ∈ {LI, ETD Leja, ETD Arnoldi} for the setting (Ns, Nt)i, i ∈
{1, · · · , 5}. For each simulated solution Cri , we compute the error as follows
errorri =‖ Ce − Cri ‖L2(Ω) (2.28)
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Throughout the simulation of Cri for all setting (Ns, Nt)i, i ∈ {1, · · · , 5} and all
time solver r ∈ {LI, ETD Leja, ETD Arnoldi}, we record the CPU time, CPU ri .
We respectively plot in Fig 2.4(a), Fig 2.4(b), Fig 2.4(c), the simulated (2.27)
at the time t1 = 0.1 obtained by using FE combined with the Impl, ETD Leja and
ETD Arnoldi for the setting (Ns, Nt)1 i.e. N = Nt = 100. For each solver used,
we plot in Fig 2.4(d) the logarithm of the error log(errorri ) against the logarithm of
the dimension of the finite space Ni = (Ns,i + 1)2. As expected, Fig 2.4(d) shows
the decay of log(errorri ) as we increase the value of Ni. It also shows that, for a
given setting (Ns, Nt), ETD based on either real fast Le´ja points or Krylov subspace
technique simulate the same solution which is more accurate compared to the one
obtained Impl i.e.
errorETD Arnoldii ≈ errorETD Lejai < errorLIi .
We plot in Fig 2.4(e), the logarithm of the error, log(errorri ), against the logarithm of
the CPU time, log(CPUri ). Note from Fig 2.4(e) that the simulated concentration
with a given error, error0, is obtained practically with the same CPU time while
using FE method with ETD Leja or ETD Arnoldi. Moreover, it shows that
CPUETD Arnoldi0 ≈ CPUETD Leja0 < CPULI0 ,
where CPUr0 is the time spent, to simulate the concentration with the error error0 ,by
the FE method combined with the time solver r ∈ {LI, ETD Leja, ETD Arnoldi}.
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(a) (b) (c)
(d) (e)
Figure 2.4: Convergence in space for DA using FE method combined with
LI, ETD Leja and ETD Arnoldi. We respectively plot in (a), (b) and (c),
the simulited concentration at the time t1 = 0.1 obtained by using FE combined
with the LI, ETD Leja and ETD Arnoldi for the setting N = Nt = 100. We
plot in (d) and (e) the logarithm of the error, log(errorri ), associated to simulated
solution for setting (Ns, Nt)i respectively against the logarithm of the dimension of
the finite space , Ni = (Ns,i + 1)2, and the logarithm of the CPU time, log(CPUri ).
As expected, (d) shows that errorri decrease as we increase Ni. Note from (e) that
ETD here is more efficient compared to LI.
Let us now investigate the convergence in time in this case. To do so, we simulate
(2.27) at the time t1 = 0.1 using FE combined with the Impl, ETD Leja, ETD
Arnoldi for all (Ns, Nt)i, i ∈ {1, · · · , 5} illustrated in Tab 2.2.
i 1 2 3 4
Nt 30 60 100 200
Ns 500
Table 2.2: Settings to investigate convergence in time for DA.
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We follow the same procedure as previously to compute the error, errorri , as-
sociated to the simulated concentration, Cri , at the time t1 = 0.1 for all setting
(Ns, Nt)i, i ∈ {1, · · · , 4} and all time solver r ∈ {Impl, ETD Leja, ETD Arnoldi}.
We then plot in Fig 2.5 the logarithm of the error log(errorri ) against the logarithm
of the time step ∆ti = (t1 − t0)N−1t,i . As expected, we see from Fig 2.5 that the
error is independent of the time step when we use ETD method, while it decreases
with the time step when we use the Impl method. It also shows that ETD Leja and
ETD Arnoldi lead to the same concentration which is more accurate compared to
the concentration obtained using Impl i.e. for all time steps
errorETD Arnoldii ≈ errorETD Lejai < errorImpli .
Thus, we choose to implement the ETD and EXPR methods with the Krylov sub-
space technique from now on.
Figure 2.5: Convergence in time for DA using FE method combined with
LI, ETD Leja and ETD Arnoldi. We plot in this figure, the logarithm of the
error log(errorri ) against the logarithm of the time step ∆ti. As expected, it shows
that the error is independent from the time step when we use ETD method, while
it is decreasing with the time step when we use Impl method.
2.4.2 Diffusion advection with a non linear reaction
Let us consider (1.1) with the settings (2.26) used in Section 2.4.1. But in this case,
we assume that the function f is non linear and given by f(C) = C − C3. We
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then simulate the concentration profile at the time t1 = 0.1 using the FE method
combined with the time solvers LI, ETD1, ETD2RK1 and EXPR for the settings
(Ns, Nt)i, i ∈ {1, · · · , 5} as illustrated in Tab 2.3.
i 1 2 3 4 5
Nt 10 10
2 103 104 105
Ns 200
Table 2.3: Settings to investigate convergence in time for DAREs.
Since the exact solution is unknown in this case, to demonstrate the decay of the
error as we decrease the time step ∆t, we assume that the exact solution is given
by the finest time step i.e. ∆t5. The error between the exact and the simulated
concentration is then computed as follows
errorri =‖ Cr5 − Cri ‖L2(Ω), ∀i ∈ {1, 2, 3, 4}, (2.29)
where Cri is the concentration simulated using the FE method combined with the
time solver r ∈ {LI,ETD1,ETD2RK1 and EXPR} for the setting (Ns, Nt)i, i ∈
{1, · · · , 5}. Throughout each simulation, we also record the CPU time, CPUri .
We plot in Fig 2.6(a) and Fig 2.6(b) the logarithm of the error log(errorri ) re-
spectively against logarithm of the time step log(∆ti) and the logarithm of the CPU
time, log(CPUri ) for all i ∈ {1, 2, 3, 4}, r ∈ {LI,ETD1,ETD2RK1 and EXPR}.
Every data set (log(∆ti), log(error
r
i )), i ∈ {1, · · · , 4} of the time integrator r ∈
{LI,ETD1,ETD2RK1 and EXPR} can be approximated with a straight line, see







We the display in Fig 2.6(a), the slope Slr for all time integrators used. The value
of the slopes represent the order of convergence; as expected, LI and ETD1 are all
first order while ETD2RK1 and EXPR are second order. Note also from Fig 2.6(a)
that the error errorri decrease with the time step ∆ti. Fig 2.6(b) shows that in the
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increasing order of efficiency, we have LI<ETD1<EXPR<ETD2RK1.
(a) (b)
Figure 2.6: Convergence in time for DAREs using FE method combined
with LI, ETD1, EXPR and ETD2RK1. We plot in (a) and (b) the logarithm of
the the error log(errorri ) respectively against logarith of the the time step log(∆ti)
and the logarithm of the the CPU time, log(CPUri ) for all i ∈ {1, 2, 3, 4}, r ∈
{LI,ETD1,ETD2RK1 and EXPR}. (a) that the error errorri decrease with the time
step ∆ti while (b) shows that in the increasing order of efficiency, we have LI <
ETD1 < EXPR < ETD2RK1.
2.4.3 Diffusion with non linear reaction
Let us consider (1.1) on a domain Ω = [0, 1] × [0, 1], with diffusion coefficient D =
10−2, flow velocity v = (0, 0), and the reaction term f(C) = C−C3. This equation,
so-called diffusion and reaction (DR) equation, is then subject to Dirichlet boundary
condition (i.e. C = 0 on ∂Ω) and the initial condition C(x, y, t = t0 = 0) =
sin(2pix) sin(piy). In this case, to investigate the convergence in time, we simulate
the concentration profile at the time t1 = 1 using FE method combined the time
solvers such as LI, ETD1, ETD2 EXPR and ROCK2 for the all setting (Ns, Nt)i, i ∈
{1, · · · , 6} illustrated in Tab 2.4.
i 1 2 3 4 5 6
Nt 10 10
2 5× 102 103 104 5× 104
Ns 100
Table 2.4: Settings to investigate convergence in time for DR.
Once again, we assume that the exact solution here is also given by the simulated
concentration for the finest time step. The error between the exact and the simulated
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concentration is then given by
errorri =‖ Cr6 − Cri ‖L2(Ω), ∀i ∈ {1, · · · , 5}, (2.30)
where Cri is the concentration simulated using the FE method combined with the
time solver r ∈ {LI,ETD1,ETD2,EXPR and ROCK2} for the setting (Ns, Nt)i, i ∈
{1, · · · , 5}. We plot in Fig 2.7(a) and Fig 2.7(b) the logarithm of the the error
log(errorri ) respectively against logarithm of the the time step log(∆ti) and the
logarithm of the the CPU time, log(CPUri ) for all i ∈ {1, · · · , 5}, r ∈ { LI, ETD1,
ETD2 ,EXPR and ROCK2 }. Fig 2.7(a) shows that the error errorri decrease with
the time step ∆ti while Fig 2.7(b) shows that in the increasing order of efficiency, we
have LI<ETD1<EXPR<ETD2<ROCK2. Fig 2.7(a) also shows that EXPR, ETD2,
ROCK2 are second order but LI, ETD1 are first order, as expected.
(a) (b)
Figure 2.7: Convergence in time for DR using FE method combined with
LI, ETD1, ETD2 EXPR and ROCK2. We plot in (a) and (b) the logarithm of
the the error log(errorri ) respectively against logarith of the the time step log(∆ti)
and the logarithm of the the CPU time, log(CPUri ) for all i ∈ {1, · · · , 5}, r ∈
{LI,ETD1, ETD2,EXPR and ROCK2}. (a) shows that the error errorri decrease
with the time step ∆ti while (b) shows that in the increasing order of efficiency, we
have LI < ETD1 < EXPR < ETD2 < ROCK2.
2.5 Summary
In this chapter, we reviewed numerical method based on the FE space discretiza-
tion and standard time discretization for the DAREs. To that end, we follow the
description on the FE found for example in the book by Brenner and Scott [38] or
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Ern and Guermond [97]. In two dimensions, we have applied the combination of the
FE discretization with the time integrators such that LI, Impl, ETD, EXPR and
ROCK2 method to a variety of linear and non-linear DAREs. However, the main
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The biggest challenge in the study of the cyclic voltammetry models is to find the
analytical solution of their governing equations. So the electro-chemists rely on the
software package or finite difference methods to solve numerically these equations
[33, 36, 34, 35]. But this approach is strongly inefficient while inverting the cyclic
voltammetry models by fitting its signal response. Therefore in this chapter, we
proposed a more efficient numerical method, to solve the governing equations of the
cyclic voltammetry models. In order to do so, we first give a brief review on cyclic
voltammetry in Section 3.1, then we investigate the numerical resolution, using DG
space discretization, of two cyclic voltammetry problems respectively in Section 3.2
and Section 3.3.
The contribution here is the investigation of the cyclic voltammetry, based on the
33
Chapter 3: One dimensional discontinuous Galerkin method for Cyclic
Voltammetry models
novel combination of the DG space discretization and standard time discretization
method. The DG method relies on the Legendre polynomials while the standard
time discretization method used are Impl and ETD method. The DG analysis
presented here, can be used for any diffusion and second order non linear reaction
term: it has not been applied in this context before. Contrary to expectations, while
combine with the DG spatial discretization, the standard implicit time integrator out
performs the methods such as the ETD method and adaptive time stepping method
ode15s. We also see that the DG method performs better than the standard FE
method.
3.1 Introduction to cycle voltammetry
Cyclic voltammetry (CV) is a technique used to study electrochemical reaction mech-
anisms that give rise to electroanalytical current signals. It has been frequently used
by electrochemists for a variety of purposes, including chemical and biochemical
sensing (e.g. glucose sensors [187], gas detectors [3, 200], pH meters [224]), tech-
nological applications (e.g. electroplating [224], electrochromic displays [28, 192]),
energy storage (e.g. solar cells [223], batteries [146]), imaging, synthesis, which
underpin much of modern biology and nanotechnology [140, 158, 138]. There are
several good texts that investigate the theory and practice of CV in depth, see for
example [22, 163].
3.1.1 Cycle voltammetry experiment
CV involves applying a voltage to an electrode immersed in an electrolyte solution,
and seeing how the system responds. Let us consider for example the electron




Qn+ + ne−, (3.1)
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where n is the number of electrons transferred per molecule, the rate constants kb
and kf are given by the Buttle-Volmer kinetics Equation [66]. We have













where E(V ) is the potential applied to the electrode, F is Faraday constant, T (◦K)
is the Kelvin temperature, R is the universal gas constant, α ∈ [0, 1] is the charge
transfer coefficient, k0(ms
−1) is the the value of the rate constants at the formal
potential E0(V ). These rate constants describe how the flux of electrons in the
electrode solution interface depends on the applied potential.
In a typical CV experiment, the potential is swept linearly with time from some
starting potential, E1, where species Q is stable to some other potential, E2, at
which electron transfer between species Q and the electrode is rapid, and species
Q+ is formed. The potential is then swept back to E1, causing electron transfer in
the opposite direction and the reformation of Q. The rate of change of the potential
from the initial potential, E1 to the so called vertex potential, E2, and back again
is called the scan rate(ν in V s−1) [66]. This potential waveform is shown in Fig 3.1.
Figure 3.1: The waveform of the potential applied during a typical cyclic voltam-
metry experiment. In this case the initial potential, E1 = −10V , and the vertex
potential, E2 = 10V , and the scan rate, ν = 0.1V.s
−1.
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On the forward sweep, the potential E, is given at any time t by E = E1 + νt.
At the time t = tswitch, the potential reach the reverse potential E2 and change the
direction. On the reverse sweep, the potential E, is given at any time t > tswitch by
E = E2−ν(t−tswitch) or equivalently E = 2E2−E1−νt, since the time the potential
change the direction tswitch is (E2 − E1)/ν. The process can then be repeated in a
periodic, or cyclic manner. Therefore, according to (3.2), the rate constants kb and
kf are function of the time t (i.e. kb := kb(t) and kf := kf (t)).
Throughout this process the current, I, (proportional to the rate of electron
transfer) is recorded. We plot in Fig 3.2, the current-potential curve (or voltam-
mogram) where Ipc and Ipa are called the peak cathodic and peak anodic current.
The peak currents Ipc and Ipa are respectively associated the peak potential Epc
and Epa. Note that in Fig 3.2, as the potential is scanned in the positive direction,
the current rises to a peak and then decays. The current depends on two steps in
the overall process, the movement of electroactive material to the surface and the
electron transfer reaction.
Figure 3.2: Voltammogram produced by the application of the potential waveform.
We plot in this figure, a typical cyclic voltammogram where Ipc and Ipa show the
peak cathodic and peak anodic current respectively associated the peak potential
Epc and Epa
This technique is extremely useful experimentally as the resulting peak shaped
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signal provides a direct fingerprint of the features of the reduction and oxidation
processes. Analysis of the position and shape of the peaks can give important in-
formation about the nature of the electrochemical process taking place and about
the chemical species themselves. The modelling of the CV experiment requires the
definition of the electrical perturbation applied as well as the system under study,
in term of mass transport, boundary conditions and heterogeneous or homogeneous
chemical reaction. Therefore the mathematical problems faced in CV involve the
resolution of a system of PDEs by means of analytical, semi-analytical or numerical
methods. The solution of the problems are the concentration profiles of the species
present in the chemical reaction, from which the voltammogram is deducted. Never-
theless it is not always feasible to use the analytical methods due to the complexity
of the problems. The numerical methods offer a very accurate approximation to the
true solution.
Unfortunately, simulation is usually obscure for non-theoreticians who often have
to rely on software packages such as pdepe of MATLAB, which uses the FE method,
described in [205], for the space discretization and ode15s algorithm, described in
[201, 202], as time discretization. This will allow us to introduce the DG method
in a way that allows any researcher or student to develop their own research and
teaching tools for the study of voltammetry.
3.2 DG for electron transfer only model
We present here the numerical resolution (based on the DG discretization) of the
electron transfer only (ETO) between the electrode and species that are chemically
stable on the time scale of the experiment (3.1) with n = 1 . Schematically, ETO
mechanism is represented in Fig 3.3.
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Figure 3.3: Electron transfer only mechanism.
3.2.1 Governing equations
The mathematical model to describe ETO is derived from the Fick’s Law for mass
transfer [69, 110, 109]. In one dimension, it is a coupled system of PDEs given by
∂tCQ =∂Z(DQ∂ZCQ), ∀(t, Z) ∈ [0, 2tswitch]× [0, Zmax], (3.3)
∂tCQ+ =∂Z(DQ+∂ZCQ+), ∀(t, Z) ∈ [0, 2tswitch]× [0, Zmax], (3.4)
subject to the boundary conditions
∂ZCi(t, Zmax) =0, ∀t ∈ [0, 2tswitch], ∀i ∈ {Q,Q+}, (3.5)
DQ∂ZCQ(t, 0) =kf (t)CQ(t, 0)− kb(t)CQ+(t, 0), ∀t ∈ [0, 2tswitch], (3.6)
DQ+∂ZCQ+(t, 0) =− kf (t)CQ(t, 0) + kb(t)CQ+(t, 0), ∀t ∈ [0, 2tswitch], (3.7)
and the initial condition
Ci(0, Z) = C
0
i , ∀Z ∈ [0, Zmax], ∀i ∈ {Q,Q+}, (3.8)
where Ci(t, Z) ∈ R and Di ∈ R are respectively the concentration and diffusion
coefficients of the species i ∈ {Q,Q+}. The current, I, is given by the flux of
38
Chapter 3: One dimensional discontinuous Galerkin method for Cyclic
Voltammetry models





A useful way to analyse physical models in a more comprehensive manner is
reducing the number of input variable affecting the model response in a way they
can be easily reversed back to its physical properties. This can be done through
dimensionless analysis, see [39] for more details.
Dimensionless parameters
For all species i ∈ {Q,Q+}, the dimensionless concentration, C˜i, is defined as the









Q+ , ∀i ∈ {Q,Q+}, (3.9)
where C0i is the initial concentration of the specie i ∈ {Q,Q+}. For the simulations,
we consider C0Q+ = 0, then we have C˜
0
Q+ = 0 and C˜
0
Q = 1. The dimensionless time








where the dimensionless parameter τ , used to make time dimensionless, represents
the time needed to increase or decrease the potential by one thermal voltage.
Similarly to the time coordinate, the space coordinates can be made dimension-
less by using, as the reference parameter, the diffusion length δ i.e. the distance in
which the electro-active species moves within the reference time scale τ . Then, the







The diffusion coefficients DQ and DQ+ are normalized by the diffusion coefficient
of the electro-active species Q to calculate a dimensionless diffusion coefficient for
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, ∀i ∈ {Q,Q+}. (3.12)
Then, the dimensionless diffusion coefficient D˜Q is always equal one (D˜Q = 1). The






represents the level of reversibility of the system. The change in the applied po-
tential, E, is converted to the dimensionless overpotential, P , by dividing the time




(E − E0). (3.14)
Therefore, the dimensionless time step and dimensionless potential step coincide
during the simulations of the dimensionless system. For the numerical simulation,
we will assume that E0 = 0.











Property 3.1. For the transfer coefficient α = 0.5, it has been shown by Aoki et
al. in [9] that the dimensionless peak cathodic current can be estimated by
Gpc = 0.446 + (0.247
√
α− 0.223)(1− tanh(0.63 log(K0) + 0.189
1− α − 0.219)), (3.16)
with 1.2% relative errors. This shows that the reversibility of electron transfer
depends on the parameters, namely K0 and α, and is independent of D˜Fc+ . ♦
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Dimensionless governing equations
Substituting the dimensionless parameters into (3.3) to (3.8), we get the dimension-
less governing equations of ETO given by
∂t˜C˜Q =∂z(D˜Q∂zC˜Q), ∀(t˜, z) ∈ [0, 2t˜λ]× [0, zmax], (3.17)
∂t˜C˜Q+ =∂z(D˜Q+∂zC˜Q+), ∀(t˜, z) ∈ [0, 2t˜λ]× [0, zmax], (3.18)
subject to the boundary conditions
∂zC˜i(t˜, zmax) =0, ∀t˜ ∈ [0, 2t˜λ], ∀i ∈ {Q,Q+} (3.19)
D˜Q∂zC˜Q(t˜, 0) =Kf (t˜)C˜Q(t˜, 0)−Kb(t˜)C˜Q+(t˜, 0), ∀t˜ ∈ [0, 2t˜λ], (3.20)
D˜Q+∂zC˜Q+(t˜, 0) =−Kf (t˜)C˜Q(t˜, 0) +Kb(t˜)C˜Q+(t˜, 0), ∀t˜ ∈ [0, 2t˜λ], (3.21)
and the initial condition
C˜i(0, z) = C˜
0
i , ∀z ∈ [0, zmax], ∀i ∈ {Q,Q+}. (3.22)
The heterogeneous electron transfer rate constants can then be written in its
dimensionless form as follows
Kf (t˜) = K0 exp[(1− α)P (t˜)], Kb(t˜) = K0 exp[(−α)P (t˜)], (3.23)
where the dimensionless potential, P , in term of the dimensionless time, is given by
P (t˜) =
 P1 + t˜, 0 ≤ t˜ ≤ t˜λP2 − (t˜− t˜λ), t˜λ ≤ t˜ ≤ 2t˜λ , t˜λ = P2 − P1, (3.24)
with P1 and P2 respectively the dimensionless initial and reverse potential.
3.2.2 DG discretisation of the ETO model
Let ∪ni=1Ii, be a partition of the interval Ω = [0, zmax] into n elements with Ii =
[zi−1, zi]. We associate to each element Ii, the step size hi given by hi = zi − zi−1
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for all i in {1, · · · , n}. This is illustrated in Fig 3.4.
Figure 3.4: Sketch of the one dimension domain Ω.
The basic idea of the DG method is to approximate the solution locally on each
element, Ii, i ∈ {1, · · · , n}. Therefore integration by parts is applied locally and
the test space for the variational formulation is defined as follows
Vh = {u ∈ L2(Ω) : u
∣∣∣
Ii
∈ Pki(Ii), ∀ i = {1, · · · , n}},
where Pki(Ii) is the set of polynomials of degree ki on the interval Ii. Unless stated,
we use ki = 2, ∀i ∈ {1, · · · , n} for the numerical experiments.
Jump and average functions in 1D
For a given function u ∈ Vh, let us introduce the notations as follow




u(zi + ), u(z
−





Then at an interior node zi (i.e. zi, i = {1, · · · , n− 1}), the jump function, [u(zi)],
and the average function, {u(zi)}, of u are given by
[u(zi)] = u(z
−
i )− u(z+i ), {u(zi)} =
1
2
(u(z−i ) + u(z
+
i )).
By convention, the definition of jump and average is extended to the external nodes.
At the external nodes z0 and zn, the jump function is given by
[u(z0)] = −u(z+0 ), [u(zn)] = u(z−n ),
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and the average function is given by
{u(z0)} = u(z+0 ), {u(zn)} = u(z−n ).
Formation of the weak problem of ETO
For simplicity, we introduce the following notation
D = D˜Q, D
+ = D˜Q+ , C = C˜Q, C
+ = C˜Q+ .
In order to derive the weak form of ETO, we will apply the methodology described
in [80] to (3.17) and (3.18). Let us multiply (3.17) by u and then integrate by parts






D∂zC∂zudz−D∂zC(z−i )u(z−i )+D∂zC(z+i−1)u(z+i−1) = 0, (3.25)


















0 )−D∂zC(z−n )u(z−n ) = 0.















+(KfC(z0)−KbC+(z0))u(z0) = 0. (3.26)
For all Xj, Yj, j ∈ {1, 2}, we have
X1Y1 −X2Y2 = 1
2
(Y1 + Y2)(X1 −X2) + 1
2
(X1 +X2)(Y1 − Y2). (3.27)
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Then letting X1 = D∂zC(z
−
i ), X2 = D∂zC(z
+
i ), Y1 = u(z
−
i ) and Y2 = u(z
+
i ) for all
interior nodes zi, i ∈ {1, · · · , n− 1}, yields
[D∂zC(zi)u(zi)] = {D∂zC(zi)}[u(zi)] + {u(zi)}[D∂zC(zi)]. (3.28)
Substituting the equality (3.28) into (3.26) and noting that the exact solution C














+(Kf (t˜)C(z0)−Kb(t˜)C+(z0))u(z0) = 0.
We now note that the exact solution also satisfies [C(zi)] = 0 for all interior nodes














−{D∂zC(zi)}[u(zi)] + s{D∂zu(zi)}[C(zi)] +Dσi[C(zi)][u(zi)] = 0 (3.29)
where σi = σ0/hi,i+1, hi,i+1 = max(hi, hi+1), and the coefficients σ0, s ∈ R.
















−{D+∂zC+(zi)}[u(zi)] + s{D+∂zu(zi)}[C+(zi)] + σi[C+(zi)][u(zi)] = 0.
(3.30)
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Cs,σ0D (v, u) =D
n−1∑
i=1
−{∂zv(zi)}[u(zi)] + s{∂zu(zi)}[v(zi)] + σi[v(zi)][u(zi)]︸ ︷︷ ︸
Cs,σ0i (v,u)
, (3.32)
DKf (v, u) =−Kfv(z0)u(z0), EKb(v, u) = −Kbv(z0)u(z0). (3.33)
Then the equation (3.29) for C and (3.30) for C+, can be rewritten as follows
A0(∂t˜C, u) +
As,σ0D,Kf (C,u)︷ ︸︸ ︷
BD(C, u) + Cs,σ0D (C, u)−DKf (C, u) +EKb(C+, u) = 0 (3.34)




+DKf (C, u) = 0 (3.35)
Depending on the choices of the parameters σ0 and s, we obtain different variations
of DG methods that have appeared in the literature:
• If s = −1 and σ0 is bounded below by a large enough constant, the resulting
method, is called the symmetric interior penalty Galerkin (SIPG) method, in-
troduced in 1978 by Wheeler [220] and Arnold [11]. It has also been shown
that in one space dimension, the SIPG method for second order elliptic prob-
lems is stable for polynomial orders ki ≥ 2 using any stabilization parameter
(σ0 = 0) [42].
• If s = 1 and σ0 = 1, the resulting method is called the non symmetric interior
penalty Galerkin (NIPG) method, introduced in 1999 by Riviere, Wheeler and
Girault [196].
In order to not increase the number of parameters of our system, we use NIPG
for the simulations. We now examine in detail the derivation of the linear system of
ODEs from the weak forms (3.34)-(3.35) and its implementation.
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Linear system
To derive the linear system of ODEs from the weak forms (3.34)-(3.35), we first
define the local basis function of Pkj(Ij) from the shifted Legendre polynomials of
degree less or equal to kj on Ij. Since the application z 7−→ X(z) = 2(z−zj−1)/hj−1
is a bijection from Ij onto I = [−1, 1], so the shifted Legendre polynomials, φjr, of
degree r on Ij is defined as follow
φjr(z) = Pr (X(z)) , ∀z ∈ Ij, (3.36)




















, r ∈ {0, · · · , kj}
}
.
For efficiency, we do not compute all the basis functions; but instead we only use
the Legendre polynomials on the reference interval I. The orthonormal global basis
functions of the finite space Vh, given by (3.38), are obtained from the orthonormal
local basis functions by extending them with zero.
Vh = span
{






, z ∈ Ij
0, z /∈ Ij
.
(3.38)
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where the time dependent coefficients αjr and α
+,j
r are the unknown variables to
be solved for. Plugging (3.39), (3.40) into the variational formulations (3.34) and


































αjrDKf (Φjr,Φil) = 0.






























where the vectors α, α+, dtα and dtα
+ are given by
α = (αjr), α






and the block matrices M, As,σ0D,Kf , A
s,σ0
D+,Kb
, EKb , DKf are given by






EKb = (EKb(Φjr,Φil)), DKf = (DKf (Φjr,Φil)),
where i, j ∈ {1, · · · , n}, r ∈ {0, · · · , kj} and l ∈ {0, · · · , ki} .
The matricesM and Ls,σ0D,D+,Kf ,Kb are respectively called the mass matrix and the
stiffness matrix and due to the local definition of the basis functions, most entries
of their block matrices are equal to zeros.
Assembly of the mass matrix
In order to assemble the mass matrix,M, we only need to assemble the block matrix
M = (M IjIi), where M IjIi is a (ki + 1) × (kj + 1) matrix, for all i, j ∈ {1, · · · , n},
with entries A0(Φjr,Φil), r ∈ {0, · · · , kj} and l ∈ {0, · · · , ki}. Since the basis function
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Φjr(z) = 0 for all z /∈ Ij and are orthonormal, then from (3.31) we obtain
A0(Φjr,Φil) =






r if i = j, r ∈ {0, · · · , kj}, l ∈ {0, · · · , ki}
. (3.42)
Therefore the block matrix M is a nT ×nT identity matrix andM is (2nT )× (2nT )




(kj + 1). (3.43)
Assembly of stiffness matrix
In order to assemble the stiffness matrix, Ls,σ0D,D+,Kf ,Kb , we need to assemble the block
matrices EKb , DKf , A
s,σ0
D,Kf
and As,σ0D+,Kb . First we investigate the assembly of EKb and
DKf . Since the entries of the first two block matrices depend only on the boundary
z0 = 0, then their entries will be different to zero only for the basis functions defined
locally on the element I1. We have for r, l ∈ {0, · · · , k1}
DKf (Φ1r,Φ1l ) = −KfΦ1r(0)Φ1l (0), EKb(Φ1r,Φ1l ) = −KbΦ1r(0)Φ1l (0). (3.44)
According to the definition of the global basis functions (see (3.36) and (3.38)), the
above bilinear functions are equivalent to
DKf (Φjr,Φil) = −KfPr(−1)Pl(−1)Γ1{r,l}, EKb(Φ1r,Φ1l ) = −KbPr(−1)Pl(−1)Γ1{r,l},
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for a given j in {1, · · · , n} and set S with NS elements. More generally, the non
zero entries of the block matrix EKb and DKf are given by
EKb(Φ1r,Φ1l ) = −(−1)r+lΓ1{r,l}Kb(t˜), DKb(Φ1r,Φ1l ) = −(−1)r+lΓ1{r,l}Kf (t˜)
Therefore the matrices EKb and DKf are defined as follow
EKb = −Kb(t˜)

F1 0 · · · 0









, DKf = −Kf (t˜)

F1 0 · · · 0










where F1 is (k1 + 1)× (k1 + 1) squared matrix with entry F1(r, l) = (−1)r+lΓ1{r,l}.
Finally we investigate the assembly of As,σ0D,Kf and A
s,σ0
D+,Kb
. Let us introduce two
bilinear function B and Cs,σ0 such that for any function u, v in Vh
BD(u, v) = DB(u, v), Cs,σ0D (u, v) = DCs,σ0(u, v). (3.47)




As,σ0D,Kf (Φjr,Φil) = D(B(Φjr,Φil) + Cs,σ0(Φjr,Φil))−DKf (Φjr,Φil) (3.48)
As,σ0D+,Kf (Φjr,Φil) = D+(B(Φjr,Φil) + Cs,σ0(Φjr,Φil))− EKb(Φjr,Φil), (3.49)
for all i, j ∈ {1, · · · , n}, r ∈ {0, · · · , kj}, l ∈ {0, · · · , ki}. Since the matrices EKb
and DKf have previously been investigated, all that remains to do is to assemble
the spatial contribution matrix, B, with entries B(Φjr,Φil) and the interior nodal
contribution matrix, Cs,σ0 , with entries Cs,σ0(Φjr,Φil). Then we can evaluate the




As,σ0D,Kf = D(B + C
s,σ0)−DKf , As,σ0D+,Kb = D+(B + Cs,σ0)− EKb .
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1. Spatial contribution matrix B: Due to the extension of the local basis function









Therefore B(Φjr,Φil) is equal to zero if i 6= j, since Ii, i = 1, · · · , n represent
a partition. Using the set of reference basis functions, {Pr, r ≥ 0}, on the
































. . . . . . 0





where BIi is a (ki+1)×(ki+1) symmetric matrix with entries B1(Pr, Pl) for all
r, l = 0, · · · , ki. All block matrices BIi can be extracted from BImax associated
to kmax = max{ki, i = 1, · · · , n}. To assemble BImax efficiently, we only need
to compute its entries for all l = 0, · · · , kmax and l ≤ r. Using the Legendre
polynomials properties (A.5) and (A.6), we have for l ≤ r, l = 0, · · · , kmax
BImax(r, l) =
 0 if r + l is oddl(l + 1)Γ{r,l}, otherwise . (3.50)
2. Interior nodal contribution matrix Cs,σ0 : Due to the extension of the local
basis function to global, (3.38), we have
Cs,σ0(Φjr,Φil) 6= 0 if and only if Ii ∩ Ij 6= ∅.
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0 · · · 0 Cs,σ0In−1In Cs,σ0InIn

,
where the block matrix Cs,σ0IjIi is a (ki + 1)× (kj + 1) matrix, which according
to (3.32), is defined as follows
Cs,σ0IjIi =
(Cs,σ0(Φjr,Φil))l=0,··· ,kir=0,··· ,kj , Cs,σ0(Φjr,Φil) = n−1∑
m=1
Cs,σ0m (Φjr,Φil)
The bilinear function Cs,σ0i is defined at the interior node zi and each interior
node zi contributes to four blocks of the global matrix, C







The local stiffness matrix stemming from the interior node can be block-






 , CiIr1Ir2 = (Cs,σ0i (Φr1r ,Φr2l ))l=0,··· ,kr2r=0,··· ,kr1 , r1, r2 ∈ {i, i+1}
such that the matrix Ai is updated by
Ai −→ Ai + Ci, for i = 1, · · · , n− 1.
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Combining the formula of the bilinear function Cs,σ0i , in (3.32), the definition
of our global basis function in (3.36), (3.38) and the properties of Legendre








































For more details about evaluating these quantities, see Section A.3.
By taking Ls,σ00 = B + C








L1(t˜)︷ ︸︸ ︷ Kf (t˜)L1 −Kb(t˜)L1
−Kf (t˜)L1 Kb(t˜)L1
 . (3.52)
Note from (3.52) that the matrix L0, unlike L1, is independent of the dimensionless
time t˜. Therefore only the matrix L1 need to be updated during the resolution of
the ODEs (3.41) by the time integrators such as Impl or ETD.
3.2.3 Computation of the concentrations and the current
The system of PDEs (3.17), (3.18) subject to the boundary conditions from (3.19)
to (3.21) that describe ETO model, is transformed into the system of ODEs (3.41),
which can be rewritten as follows
dχ
dt˜
= −M−1(L0 + L1(t˜))χ = −(L0 + L1(t˜))χ, (3.53)
since M is the identity matrix. The matrices L0,L1 are defined in (3.52). The
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where the entries of the vectors α0 and α
+













hi if r = 0
0, otherwise
, (3.55)
for all i = 1, · · · , n and r = 0, · · · , ki. For more details about evaluating these
quantities, see Section A.2.
The time dependent ODEs of (3.53), can be identified with (2.10), where the
matrix L and the function F are defined as follows
L ≡ L(t˜) = −(L0 + L1(t˜)), F = 0. (3.56)
Since the matrix L depends on the time, t˜, the system of ODEs (3.53) subject to the
initial condition (3.54) can be solved with the time discretization method discussed
in Chapter 2, with the following approximation
∀t˜ ∈ [t˜n, t˜n+1], L ≈ L(t˜n+1).
Throughout the resolution of the system of ODEs (3.53), the dimensionless cur-
rent is simultaneously computed with the formula







where the χ(t˜) = (α(t˜), α+(t˜))T is the solution of system of ODEs (3.53) subject to
the initial condition (3.54) at the time t˜.
3.2.4 Numerical experiments on ETO model
We realise some numerical experiments using MATLAB’s solver (pdepe) and our
solvers (DG method combined with Implicit Euler method or ETD1), in order to
validate our time and space discretization and find the most appropriate solver for
the ETO model. Unless stated, the time solver ETD1 is implemented with the use
of the MATLAB’s code phipm to compute eWX, where W is a square matrix and X
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a vector, see for example [172, 217] for more details. By default we also set K0 = 20
and D˜Q+ = 1. Then according (3.16), the dimensionless peak cathodic current is
G20pc = 0.4444.
Numerical simulation of the concentration profile
In order to validate our space discretization, we simulate the concentration profile
of Q and Q+, using the DG method combined with the Implicit Euler method. If
the species Q and Q+ have the same diffusion coefficient, then according to the
dimensionless governing equations (3.17) to (3.22), the sum, S˜ of the dimensionless
concentration of the species Q and Q+ is subject to the following PDEs







Since C˜m is a constant, we have at any time t and any point z
S˜(t˜, z) = C˜Q(t˜, z) + C˜Q+(t˜, z) = 1. (3.59)
We use the implicit Euler method to solve (3.53) (obtained with the DG discretiza-
tion) subject to (3.54) for D˜Q = D˜Q+ = 1 and K0 = 20. We then show for all t˜, z
the dimensionless concentration C˜Q in Fig 3.5(a), the dimensionless concentration
C˜Q+ in Fig 3.5(b) and the dimensionless concentration S˜ in Fig 3.5(c). Note that
in Fig 3.5(c), we see that S˜ = 1,∀x, t˜ as expected.
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(a) Dimensionless concentration profile C˜Q
(b) Dimensionless concentration profile C˜Q+
(c) Dimensionless concentration profile S˜
Figure 3.5: Dimensionless concentration profile of Q,Q+ and their sum S˜
for D˜Q = D˜Q+ = 1 and K0 = 20. We respectively show for all t˜, z the dimensionless
concentration C˜Q, C˜Q+ and S˜ in (a), (b) and (c). Note that in (c), we see that
S˜ = 1,∀x, t˜ as expected.
If the Q and Q+ do not have equal diffusion coefficient, then the dimensionless
governing equations (3.17) to (3.22) do not hold any more. We use the implicit Euler
method to solve (3.53) (obtained with the DG discretization) subject to (3.54) for
D˜Q = 1, D˜Q+ = 5 and K0 = 20. We then show for all t˜, z the dimensionless
concentration C˜Q in Fig 3.6(a), the dimensionless concentration C˜Q+ in Fig 3.6(b)
and the dimensionless concentration S˜ in Fig 3.6(c). Note that in Fig 3.6(c), we see
that ∃x, t˜, S˜ 6= 1 as expected.
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(a) Dimensionless concentration profile C˜Q
(b) Dimensionless concentration profile C˜Q+
(c) Dimensionless concentration profile S˜
Figure 3.6: Dimensionless concentration profile of Q,Q+ and their sum
S˜ for D˜Q = 1, D˜Q+ = 5 and K0 = 20. We respectively show for all t˜, z the
dimensionless concentration C˜Q, C˜Q+ and S˜ in (a), (b) and (c). Note that in (c), we
see that ∃x, t˜, S˜ 6= 1 as expected.
Even if (3.17) to (3.22) do not hold, the conservation law still holds i.e.
∫
Ω
C˜Q(t˜, z) + C˜Q+(t˜, z)dz =
∫
Ω
C˜Q(0, z) + C˜Q+(0, z)dz = zmax. (3.60)





C˜Q(t˜, z) + C˜Q+(t˜, z)dz = 1. (3.61)
Throughout the computation of the dimensionless concentrations of Q and Q+, we
also compute the R˜(t˜). We then plot R˜ as a function of t˜ in Fig 3.7. Note that
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R˜(t˜) = 1,∀t˜ as expected.
Figure 3.7: Function R˜. Throughout the computation of the dimensionless con-
centrations of Q and Q+, we also compute the R˜(t˜). This plot shows R˜ as a function
of t˜. Note that in this plot, R˜(t˜) = 1,∀t˜ as expected.
We compare the convergence and the efficiency of the solvers pdepe, DG method
combined with implicit Euler method (DGImpl) and DG method combined with
ETD1 (DGETD1), with respect to the time and space discretization, while computing
the concentration profile of the species Q and Q+ at the final time t˜2 = 2(P2−P1).
Firstly, to examine the convergence and the efficiency with respect to the time
discretization, we compute the dimensionless concentration profile of the species Q
and Q+ at the final time, using pedpe , DGImpl and DGETD1 , for the each time step
∆ti = 2
i∆t0, for i = 0, · · · , 5. By considering the concentration profile associated
to the finest time step ∆t0 as exact concentration, we compute the relative error










for the each solver r = pdepe, DGImpl, DGETD1 . We respectively plot C˜Q and C˜Q+
at final time t˜2 for ∆t0 = 3.8147×10−5 in Fig 3.8(a) and Fig 3.8(b). The convergence
and the efficiency in this case are respectively illustrated by plotting E1,ri vs ∆ti in
Fig 3.8(c) and E1,ri vs CPU time in Fig 3.8(d). Note that in Fig 3.8(c), the relative
error E1,ri decrease with the time step and the curves associated to the three solvers
are parallel. We can conclude that the solvers pedpe, DGImpl, DGETD1 converge in
time and have the same order of convergence with respect to the time step. Note
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that in Fig 3.8(d), for a given relative E0, we have
T 0DGETD1




where T 0r is the CPU time spends by the solver r = pdepe, DGImpl, DGETD1 for the
computation of C˜Q and C˜Q+ at the time t˜ = t˜2 such that E
1,r
i0
= E0 . Thus DGImpl
is the most efficient solver with respect to the time discretization.
(a) (b)
(c) (d)
Figure 3.8: Convergence and the efficiency with respect to the time dis-
cretization while computing C˜Q and C˜Q+ with the solvers pdepe, DGImpl
and DGETD1. We respectively plot C˜Q and C˜Q+ at final time t˜2 for ∆t0 =
3.8147× 10−5 in (a) and (b). The convergence and the efficienciness in this case are
respectively illustrated by plotting E1,ri vs ∆ti in (c) and E
1,r
i vs CPU time in (d)
for i = 1, · · · , 5. (c) shows that the solvers pedpe , DGImpl and DGETD1 have the
same order of convergence with respect to the time step. (d) shows that DGImpl is
more efficient, with respect to the time step, to compute the concentration of the
species Q and Q+ at the final time t˜2.
Finally, we examine the convergence and efficiency with respect to the mean
of the space step by computing the concentration profile of the species Q and Q+
at the final time, using pedpe, DGImpl and DGETD1 , for the each partition Ωi, for
58
Chapter 3: One dimensional discontinuous Galerkin method for Cyclic
Voltammetry models
i = 1, · · · , 5. The partitions Ωi , for i = 2, · · · , 5 are obtained by splitting each
element of Ω1 into i equidistant elements, for a given partition Ω1. By considering
the concentration profile associated to the finest space step H5 of the partition Ω5
as exact concentration, we compute the relative error associated to the mean of the










for the each solver r = pdepe, DGImpl, DGETD1 . We respectively plot the dimen-
sionless concentrations C˜Q and C˜Q+ at final time t˜2 for H5 = 0.0582 in Fig 3.9(a)
and Fig 3.9(b). The convergence and the efficiency in this case are respectively
illustrated by plotting E1,ri vs Hi in Fig 3.9(c) and E
1,r
i vs CPU time in Fig 3.9(d).
Note that in Fig 3.9(c), the relative error E2,ri decrease with the mean of the space








for all r, l ∈ {DGImpl, DGETD1}. Therefore the solver DGImpl and DGETD1 are more
accurate than pdepe with respect to the space discretization. Fig 3.9(d) shows that
for a given relative E0, we have
T 0pdepe > T
0
DGETD1
> T 0DGImpl , (3.66)
where T 0r is the CPU time spends by the solver r = pdepe, DGImpl, DGETD1 for the




the time t˜ = t˜2. Thus DGImpl is the most efficient solver with respect to the space
discretization.
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Figure 3.9: Convergence and the efficiency with respect to the space dis-
cretization while computing C˜Q and C˜Q+ with the solvers pdepe, DGImpl
and DGETD1. We respectively plot C˜Q and C˜Q+ at final time t˜2 for H5 = 0.0582
in (a) and (b). The convergence and the efficiency in this case are respectively il-
lustrated by plotting E1,ri vs Hi in (c) and E
1,r
i vs CPU time (d). (c) shows that
the solvers pedpe , DGImpl and DGETD1 have the same order of convergence with
respect to the space step. (d) shows that DGImpl is more efficient, with respect to
the space step, to compute the concentration of the species Q and Q+ at the final
time t˜2.
Numerical simulation of the dimensionless voltammogram
The voltammogram is a finger print of our model and depends only on the concen-
tration of the species Q and Q+ at the boundary z = 0 and the potential. We now
investigate by numerical simulations if DGImpl is still the better solver of the ETO
model.
Since Matlab’s solver pdepe used FE method with ode15s solver, then in order
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to compare space discretization FE method and DG method on the simulation of
the volatammogram, we compare the solution obtained using DG method combined
with MATLAB’s solver ode15s (DGode15s) with the solution obtained using Matlab’s
solver pdepe. Fig 3.10(a) shows both voltammograms and by zooming, we note
that the voltammogram obtained with pdepe present some oscillations. We plot in
Fig 3.10(b), the absolute value of the difference between both voltammograms. it
shows that despite the oscillation of the voltammogram obtained with pdepe, both
voltammograms are almost the same since we have
∣∣∣Gpdepe(t˜)−GDGode15s(t˜)∣∣∣ < 7× 10−3,
where Gpdepe and GDGode15s respectively represent the current obtained with pdepe
and DG combined with ode15s. We can conclude from the results illustrated in
Fig 3.10 that our DG discretisation, compared to the FE method of the solver pdepe,
is more suitable to compute a more stable voltamogramm (without the oscillations).
(a) (b)
Figure 3.10: Comparison of MATLAB’s solver pdepe and the solver DG
combined with ode15s for the ETO model with D˜Q = D˜Q+ = 1 and K0 = 20.
In (a) we plot both voltammograms and a the highlight of their portion. we note that
the voltammogram obtained with pdepe present some oscillations. In (b) we plot the
absolute value of the difference between both voltammograms. it shows that despite
the oscillation of the voltammogram obtained with pdepe, both voltammograms are
almost the same
In order to find the most appropriate time discretization method to combine
with DG method, to accurately simulate the voltammogram, we investigate the
61
Chapter 3: One dimensional discontinuous Galerkin method for Cyclic
Voltammetry models
dimensionless voltammogram using the solver pedpe, DGImpl and DGETD1 . The
exponential time differencing method ETD1 is implemented in three different ways
using the functions expm, detailed in [126, 5, 120, 169], phiv and phipm, detailed in
[172, 217], to compute exp(W )X, where W is a squared matrix and X a vector. Let
us introduce the notations DGETDexpm1 , DGETDphiv1
and DGETDphipm1
to respectively
denote DG combined with ETD1 solver implemented with phipm, phiv and phipm.
For different values of the time step ∆t, we simulate the dimensionless voltammo-
gram using the solvers pedpe, DGImpl, DGETDexpm1 , DGETDphiv1
and DGETDphipm1
. We
respectively plot in Fig 3.11(a), Fig 3.11(b) and Fig 3.11(c) the simulated dimension-
less voltammogram of each solver for ∆t1 = 10
−1, ∆t˜2 = 10−2 and ∆t3 = 10−3. we
also indicate in Fig 3.11(a), Fig 3.11(b) and Fig 3.11(c) the position of dimensionless
peak cathodic current G20pc . The results illustrated in Fig 3.11(a), Fig 3.11(b) and
Fig 3.11(c) show that as we the time step tend to zero, the voltammogramm obtain
with the solvers pedpe, DGImpl, DGETDexpm1 , DGETDphiv1
and DGETDphipm1
converge
but pdepe and DGImpl give a better approximation of the dimensionless peak ca-

















where FS and RS denote respectively the forward sweep and the reverse sweep,
P the overpotential and GiDGr represent the dimensionless current obtained with




1 for the time step ∆ti.
We record in Tab 3.1, the relative error E3,ir associated to the time solver r =




1 for a given time step ∆ti, i = 1, 2, 3. Note that












1 . Therefore the we can conclude that the
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voltammogram simulated with ETD1 doesn’t depend on the function used for the
computation exp(W )X. It also show that the Implicit Euler method gives a more
accurate voltammogram compared to the exponential time differencing method for




Figure 3.11: Dimensionless voltammogram simulated with pedpe, DGImpl,
DGETDexpm1 , DGETDphiv1
and DGETDphipm1
for different time step. We respectively
plot in (a), (b) and (c) the simulated dimensionless voltammogram of each solver
for ∆t1 = 10
−1, ∆t˜2 = 10−2 and ∆t3 = 10−3. we also indicate in (a),(b) and (c)
the position of dimensionless peak cathodic current G20pc . This figure shows that all
the solvers are converging with respect to the time discretisation. It also shows that
pdepe and DGImpl give a better approximation of the dimensionless peak cathodic
current.
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−1 0.6624% 9.9122% 9.9122% 9.9122%
∆t2 = 10
−2 0.0767% 2.7925% 2.7925% 2.7925%
∆t3 = 10
−3 0.0266% 0.5985% 0.5985% 0.5985%
Table 3.1: Relative error on the computation of the current. We
record in this table, the relative error E3,ir associated to the time solver r =




1 for a given time step ∆ti, i = 1, 2, 3. It shows
that the relative error decrease with the time step. It also show that for a given











To find out if the bad performance of exponential time differencing method is
related to the maximum degree, kj, of the local basis function of the finite space
Pkj(Ij), we simulate the dimensionless voltammogram for different values of kj us-
ing DGImpl and DGETD1 . For all k ∈ {1, 2, 3} and ht = 10−1, we respectively
plot in Fig 3.12(a) and Fig 3.12(b), the dimensionless voltammogram simulated
with DGImpl and DGETD1 with kj = k,∀j ∈ {1, · · · , n}. In both Fig 3.12(a) and
Fig 3.12(b), we also plot the dimensionless voltammogram simulated with pdepe and
indicate the position of dimensionless peak cathodic current G20pc . For all k = 1, 2, 3
we compute the relative error Er,kGpc on the simulated dimensionless peak current and
the relative error El,kG on the simulated dimensionless current as follow
Er,kGpc = 100





where Gr,kpc and G
l
k are respectively the simulated dimensionless peak cathodic cur-
rent with the solver r ∈ {pdepe, DGImpl, DGETD1} and the dimensionless current
simulated with the solver l ∈ {DGImpl, DGETD1}. Tab 3.2 gives the values of
Er,kGpc and E
l,k
G for all r ∈ {pdepe, DGImpl, DGETD1}, l ∈ {DGImpl, DGETD1} and












We can conclude from Fig 3.11 and (3.68), we can conclude that DGImpl is better
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solver compared DGETD1 while computing either the dimensionless peak cathodic
current or the dimensionless current. Tab 3.2 also shows that the relative errors
Er,kGpc and E
l,k
G are practically independent of the k. Then we can conclude that the
bad performance of the ETD1 doesn’t depend on the value of k.
(a)
(b)
Figure 3.12: Simulated voltammogram for different maximum degree kj of
the basis function. For all k ∈ {1, 2, 3} and ∆t = 10−1, We respectively plot in
(a) and (b), the dimensionless voltammogram simulated with DGImpl and DGETD1
with kj = k, ∀j ∈ {1, · · · , n}. In both (a) and (b), we also plot the dimensionless
voltammogram simulated with pdepe and indicate the position of dimensionless peak
cathodic current G2pc0. Note that pdepe and DGImpl, give better approximation of
dinmensionless peak cathodic current, compared to DGETD1 .
65





r = pdepe r = DGImpl r = DGETD1 l = DGImpl l = DGETD1
k=1 0.422 0.4406 9.8154 0.6596 9.9220
k=2 0.422 0.4483 9.8078 0.6653 9.9125
k=3 0.422 0.4407 9.8060 0.6624 9.9122
Table 3.2: Relative error on the simulated dimensionless current and peak
cathodic current for different maximum degree kj of the basis function.
We record in this table the relative error Er,kGpc on the simulated dimensionless peak
current and the relative error El,kG on the simulated dimensionless current for all
kj = k, r ∈ {pdepe, DGImpl, DGETD1}, l ∈ {DGImpl, DGETD1} and k ∈ {1, 2, 3}.
Let us now examine the convergence and the efficiency of the solvers pedpe,
DGImpl and DGETD1 with respect to the time and space step, while computing the
dimensionless current. To do so, we firstly simulate the dimensionless voltammogram
using the solvers pedpe, DGImpl and DGETD1 for all time step ∆ti = 2
i ×∆t0, for
i ∈ {0, · · · , 5}. By considering the dimensionless current associated to the finest
time step ∆t0 as the exact dimensionless current, we compute the relative error
associated to the time step ∆ti = 2






where P is the overpotential and Gi,r is the dimensionless current simulated with the
solver r = pdepe, DGImpl, DGETD1 for ∆ti. In Fig 3.13(a) we plot the dimensionless
voltammogram simulated by pdepe, DGImpl and DGETD1 with ∆t0 = 3.8147 ×
10−5. The convergence and the efficiency in this case are respectively illustrated
by plotting E4,ri vs ∆ti in Fig 3.13(b) and E
4,r
i vs CPU time in Fig 3.13(c) for
i = 1, · · · , 5. Note that in Fig 3.13(b), the relative error E4,ri tend to zeros with the
time step for all r = pdepe, DGImpl, DGETD1 , meaning the three solvers converge
with respect to the time step while simulating the voltammogram. Fig 3.13(c) shows
that for a given value E0, DGImpl compared to pdepe, DGETD1 will spend less time
to simulate the dimensionless voltammogram with a relative error equal E0. Thus in
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this case, DGImpl is more efficient than pdepe, DGETD1 to simulate the dimensionless
voltammogram. The curve of pdepe in Fig 3.13(b) and Fig 3.13(c) present a plateau,
due to the fact that for a given time step ∆t, pdepe use an adaptive time solver




Figure 3.13: Convergence and the efficiency with respect to the time step
while simulating the voltammogram. In (a) we plot the dimensionless voltam-
mogram simulated by pdepe, DGImpl and DGETD1 with ∆t0 = 6.1036× 10−4. The
convergence and the efficiency in this case are respectively illustrated by plotting E4,ri
vs ∆ti in (b) and E
4,r
i vs CPU time in (c) for i = 1, · · · , 5. Note that in (b), the rel-
ative error E4,ri tend to zeros with the time step for all r = pdepe, DGImpl, DGETD1 .
Meaning the three solvers converge with respect to the time step while simulat-
ing the voltammogram. (c) shows that for a given value E0, DGImpl compared to
pdepe, DGETD1 will spend less time to simulate the dimensionless voltammogram
with a relative error equal E0. Thus DGImpl is more efficient.
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We finally simulate the dimensionless voltammogram using the solvers pedpe,
DGImpl and DGETD1 , for all partition Ωi, i = 1, · · · , 5. The partitions Ωi , for
i = 2, · · · , 5 are obtained by splitting each element of Ω1 into i equidistant ele-
ments, for a given partition Ω1. By considering the dimensionless voltammogram
associated to the finest mean space step H5 of the partition Ω5 as exact dimension-
less voltammogram, we compute the relative error E5,ri associated to the mean space






where P is the overpotential and Gi,r is the dimensionless current simulated with the
solver r = pdepe, DGImpl, DGETD1 for Ωi. In Fig 3.14(a) we plot the dimensionless
voltammogram simulated by pdepe, DGImpl and DGETD1 with H5 = 0.0582. The
convergence and the efficiency in this case are respectively illustrated by plotting
E5,ri vs Hi in Fig 3.14(b) and E
5,r
i vs CPU time in Fig 3.14(c) for i = 1, · · · , 5.
Note that in Fig 3.14(b), the relative error E5,ri tend to zeros with the mean space
step for all r = pdepe, DGImpl, DGETD1 . Then the three solvers converge with
respect to the mean space step while simulating the voltammogram. Fig 3.14(c)
shows that for a given value E0, DGImpl compared to pdepe, DGETD1 will spend
less time to simulate the dimensionless voltammogram with a relative error equal
E0. Thus in this case, DGImpl is more efficient than pdepe, DGETD1 to simulate the
dimensionless voltammogram.
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Figure 3.14: Convergence and the efficiency with respect to the mean of
the space steps while simulating the voltammogram : In (a) we plot the
dimensionless voltammogram simulated by pdepe, DGImpl and DGETD1 with H5 =
0.0582. The convergence and the efficiency in this case are respectively illustrated
by plotting E5,ri vs Hi in (b) and E
5,r
i vs CPU time in (c) for i = 1, · · · , 5. Note
that in (b), the relative error E5,ri tend to zeros with the mean space step for all
r = pdepe, DGImpl, DGETD1 . Then the three solvers converge with respect to the
mean space step while simulating the voltammogram. (c) shows that for a given
value E0, DGImpl compared to pdepe, DGETD1 will spend less time to simulate the
dimensionless voltammogram with a relative error equal E0. Thus DGImpl is more
efficient.
Another way to strengthen the effectiveness of our solver DGImpl is to verify the
Property 3.1 by simulating the dimensionless peak cathodic current for several values
of the parameters D˜Fc+ and K0, using DGImpl. For the default dimensionless electron
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transfer rate K0 coupled with several dimensionless diffusion coefficients D˜
i
F c+ , i ∈
{1, · · · , 7} as illustrated by Tab 3.3, we simulate the dimensionless current Gi
D˜Fc+
using the solver DGImpl. We then plot in Fig 3.15, the dimensionless currents G
i
D˜Fc+
as function of the overpotential for all i ∈ {1, · · · , 7}. As expected, Fig 3.15 shows
that the dimensionless peak cathodic current does not depend on the dimensionless
diffusion coefficients D˜Fc+ .
i 1 2 3 4 5 6 7
DiF c+ 1 2 4 6 8 10 20
Table 3.3: Settings to investigate the independence of the dimensionless peak ca-
thodic current with respect the dimensionless diffusion coefficients of the ferroce-
nium.
Figure 3.15: Variation of the voltammogram with respect to the dimensionless diffu-
sion coefficients of the ferrocenium. This shows that the dimensionless peak cathodic
current is independent of the dimensionless diffusion coefficients of the ferrocenium.
For the default dimensionless diffusion coefficients DFc+ coupled with several
dimensionless electron transfer rate Ki0, i ∈ {1, · · · , 7}, as illustrated by Tab 3.4,
we simulate the dimensionless current GiK0 using the solver DGImpl. We then plot
in Fig 3.16, the dimensionless currents GiK0 as function of the overpotential for all
i ∈ {1, · · · , 7}. As expected, Fig 3.16 shows that the dimensionless peak cathodic
current increases to a certain limit as we increase the dimensionless electron transfer
rate K0.
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i 1 2 3 4 5 6 7
Ki0 0.5 2 5 10 20 30 50
Table 3.4: Settings to investigate the variation of the dimensionless peak cathodic
current with respect the dimensionless electron transfer rate.
Figure 3.16: Variation of the voltammogram with respect to the dimensionless elec-
tron transfer rate. This shows that the dimensionless peak cathodic current increases
to a certain limit as we increase the dimensionless electron transfer rate.
For several dimensionless electron transfer rate, Ki0 ∈ [0.1, 50] and transfer co-
efficient α = 0.5, we generate the dimensionless peak cathodic currents G˜ipc and
Gipc using respectively our solver DGImpl and the approximation formula (3.16), and
compute the relative error EiGpc as follow
Ki0 = 0.1 + i×
50− 0.1
100
, EiGpc = 100
| G˜ipc −Gipc |
G˜ipc
, ∀i ∈ {0, 1, · · · , 100}.
We plot in Fig 3.17 (a) the dimensionless peak cathodic current Gipc and 1.2%
relative error band around dimensionless peak cathodic current G˜ipc, as a function
of the dimensionless electron transfer rate, Ki0. We plot in Fig 3.17 (b) the relative
error EiGpc against the dimensionless electron transfer rate, K
i
0. As expect, Fig 3.17
(a) shows that the simulated peak cathodic current Gipc lays in the shaded error band
for all i ∈ {0, 1, · · · , 100}, while Fig 3.17 (b) shows that the relative EiGpc < 0.5%
for all i ∈ {0, 1, · · · , 100}, meaning the Property 3.1 is satisfied.
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(a) (b)
Figure 3.17: Comparison of the simulated and the analytic approximated
peack cathodic current. In (a), we plot the dimensionless peak cathodic obtained
with the Aoki et al. approximation formula and the 1.2% relative error band around
the DGImpl simulated dimensionless peak cathodic against the dimensionless electron
transfer rate K0, for α = 0.5. In (b), we plot the relative error between the simulated
and the approximated dinmensionless peak cathodic as a function of K0.
3.3 DG for electro catalytic model
We now introduce an electro catalytic reaction (EC’) model of four species defined




Q+ + e−, B + 2Q+ kr−⇀ 2Q, A kA−⇀↽−
k−A
B. (3.71)
The EC’ model can then be interpreted as electron transfer followed by a catalytic
reaction and an equilibrium reaction. We assume that the species A and B only
participate in the homogeneous reactions. Schematically, the EC’ mechanism is
represented in Fig 3.18.
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Figure 3.18: Electron transfer followed by a catalytic and an equilibrium
reactions experiment.
3.3.1 Governing equations
In one dimension the electron transfer followed by a catalytic reaction (3.71), is
described by the following system of diffusion reaction PDEs
∂tCQ =∂Z(DQ∂ZDQ) + 2krCQ+CB, (3.72)
∂tCQ+ =∂Z(DQ+∂ZCQ+)− 2krCQ+CB, (3.73)
∂tCB =∂Z(DB∂ZCB)− krCQ+CB + kA(CA − CB), (3.74)
∂tCA =∂Z(DA∂ZCA)− kA(CA − CB), (3.75)
where kr is the electro catalytic rate constant, kA is the equilibrium rate constant,
the diffusion coefficient of the species A,B,Q and Q+ are respectively denoted
DA, DB, DQ and DQ+ . The boundary conditions are given by (3.5) to (3.7) for the
species Q and Q+ involved in the ETO model. Since we assume that the species A
and B only participate in the homogeneous reactions, then they are subject to the
no flux boundary conditions,
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= 0, j ∈ {A,B}. (3.76)
Initial conditions are given by (3.8) for the species involved in ETO model and by













represent the total concentration of the specie A.
Note from the governing equations that the voltammogram of EC’ model is
equivalent to the voltammogram of the ETO model when the electro catalytic rate
constant is equal to zero (kr = 0).
Dimensionless governing equations
For consistency in the analyses and to make better comparisons to the ETO model,
this electron transfer followed by a catalytic reaction model, from (3.72) to (3.77),
will also be examined in dimensionless form. Therefore, in addition to the dimen-
sionless parameters used for the electron transfer model in Section 3.2.1, the dimen-
sionless electro catalytic rate constant, Kr, and the dimensionless equilibrium rate
constant, KA, are defined as follow
Kr = krτCm, KA = kAτ. (3.78)
The dimensionless concentration profile of the species involved in the electron
transfer followed by a catalytic reaction model (3.71) follow the system of PDEs
∂t˜C˜Q =∂z(D˜Q∂zC˜Q) + 2KrC˜Q+C˜B, (3.79)
∂t˜C˜Q+ =∂z(D˜Q+∂zC˜Q+)− 2KrC˜Q+C˜B, (3.80)
∂t˜C˜B =∂z(D˜B∂zC˜B)−KrC˜Q+C˜B +KA(C˜A − C˜B), (3.81)
∂t˜C˜A =∂z(D˜A∂zC˜A)−KA(C˜A − C˜B), (3.82)
subject to the dimensionless boundary conditions (3.19) to (3.21) presented for the
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= 0, j ∈ {A,B}, (3.83)
and the dimensionless initial conditions (3.22) presented for ETO model with the











3.3.2 DG discretisation of the EC’ model
To obtain the DG formulation of the EC’, we use the same methodology as for the
DG formulation of the ETO, described in Section 3.2.2. We apply the DG method
to each equation of the dimensionless governing equations of EC’ (from (3.79) to
(3.82)) and we obtain the system of ODEs
Mdt˜X + (S0 +S1(t) +S2︸ ︷︷ ︸
S(t˜)
)X = N(X,Kr), (3.85)
where the vector valued X is the coupled vector of the component of the dimension-
less concentration of the specie Q(α = (αjr)), of the specie Q
+(α+ = (α+,jr )), of the
specie B(β− = (β−,jr )) and the specie A(β = (β
j
r)) in the finite space Vh
X = (α, α+, β−, β)T .
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The associated mass matrix M and stiffness matrix S(t˜) can be assembled, for
D˜Q = 1, D˜Q+ = D
+, D˜B = D
− and D˜A = D as follows
M =

M 0 0 0
0 M 0 0
0 0 M 0




Ls,σ00 0 0 0
0 D+Ls,σ00 0 0
0 0 D−Ls,σ00 0





0 0 0 0
0 0 0 0
0 0 M −M




Kf (t)L1 −Kb(t)L1 0 0
−Kf (t)L1 Kb(t)L1 0 0
0 0 0 0
0 0 0 0

,
where the block matrices M, Ls,σ00 and L1 are defined while assembling the mass and
stiffness matrices associated to the DG formulation of the dimensionless governing
equations of ETO model in Section 3.2.2. So the mass matrix M is then the
4nT × 4nT identity matrix. The source term is given by
N(X,Kr)
T = Kr(2N1(X),−2N1(X),−N1(X), 0),













3.3.3 Computation of the concentrations and the current
The system of PDEs (3.79) - (3.82) subject to the boundary conditions (3.19) -
(3.21) and (3.83) that describe EC’ model, has now been transformed to the system
of time dependent ODEs (3.85). The dimensionless initial conditions (3.22) and
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where the entries of the vectors α0 and α
+
0 respectively associated to the species Q
and Q+, are given by (3.55) while the entries of the vectors β−0 and β0 respectively












hi if r = 0
0, otherwise
. (3.88)
For more details about evaluating these quantities, see Section A.2.
Since the matrix M is the identity matrix, then the time dependent ODEs of
(3.85), can be identified with (2.10), where the matrix L and the function F are
defined as follows
L ≡ L(t˜) = −S(t˜), F = N(X,Kr).
Because the matrix S depends on the time, t˜, the system of ODEs (3.85) subject
to the initial condition (3.87) can be solved with the time discretization method
discussed in Chapter 2, with the following approximation
∀t˜ ∈ [t˜n, t˜n+1], L ≈ S(t˜n+1).
Throughout the resolution of the system of ODEs (3.85), the dimensionless cur-
rent is simultaneously computed with (3.57). These time solvers also require the
computation of the Jacobian, ∂XN of the source term N at each time step.
Computation of the source term
The source term N(X,Kr) can easily be formed once the components of the vector
N1(X) are computed. In order to compute these components, we first rewrite (3.86)
as a linear combination of the integral of the triple product of Legendre polynomials
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By introducing the (kj + 1)× (kj + 1) matrix, denoted Pjl , with the entries
Pjl (r,m) = Γ{r,m,l}
∫
I
PrPmPl, ∀r,m ∈ {0, · · · , kj},








−,j ,∀j ∈ {1, · · · , n},∀l ∈ {1, · · · , kj}. (3.90)
It is well known, see [2, 6] for more details, that the product of two Legendre









(2q + 1)Pq, (3.91)
where the special Wigner 3j symbols are computed by the following formula








(g−i)!(g−m)!(g−q)! if J = 2g
0 if J = 2g + 1
,
for J = i+m+q. Therefore the integral of the triple product of Legendre polynomials
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, if | m− i |≤ q ≤ m+ i.
Using the symmetry of the triple product and the orthogonality of the Legendre
polynomials, the vector N1(X) can be efficiently computed.
Computation of the Jacobian of the source term
Since the entries of the vector, N1(X) defined by (3.90), depend only on the con-




0 2J1 2J2 0
0 −2J1 −2J2 0
0 −J1 −J2 0
0 0 0 0

, (3.92)
where the block diagonal matrices J1 and J2 respectively represent the Jacobian of
the vector N1(X) with respect to the entries α
+ and β− of the vector X. According
to the local definition of the basis function (3.38), the block diagonal matrices J1
and J2 are given by
J1 =






. . . . . . 0









. . . . . . 0
0 · · · 0 Jn2

, (3.93)
with the (kj + 1)× (kj + 1) matrices J j1 and J j2 entries given by
























For more details about the efficient computation and update of the block matrices
J1, J2 and the block vector N1 throughout the numerical resolution of the model EC’,
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see Section A.4.
3.3.4 Numerical experiments on EC’ model
We have shown in Section 3.2.4 that DGImpl, compared to the pdepe, is the best
numerical solver of the ETO model. Since the EC’ model can be reduced to the
ETO model, forKr = 0, then we realise here some numerical experiments to compare
the performance of DGImpl and pdepe on the EC’ model. By default, we set the
parameters K0, D
+, D−, D,KA, Kr and C˜0Atotal as follow
K0 = 20, D
+ = 1, Kr = 10000, D
− = KA = D = 5 and C˜0Atotal = 1. (3.95)
Numerical simulation of the concentration profile of species
In order to validate our space discretization, we simulate the concentration profile
of A, B, Q, Q+ and Q + Q+, using the DG method combined with the Implicit
Euler method. If the species Q and Q+ have the same diffusion coefficient, then
according to (3.79), (3.80) and the boundary conditions from (3.19) to (3.21), the
sum S˜ of the dimensionless concentration of the species Q and Q+ is governed by
(3.58), as for ETO model. We use DGImpl to solve (3.85) (obtained with the DG
discretization) subject to (3.87) for
K0 = 20, D
+ = 1, Kr = 10000, D
− = KA = D = 5 and C˜0Atotal = 1.
For all z and t˜, we respectively plot the dimensionless concentrations C˜Q, C˜Q+ ,
C˜B, C˜A and S˜ in Fig 3.19(a), Fig 3.19(b), Fig 3.19(c), Fig 3.19(d) and Fig 3.19(e).
Note that in Fig 3.19(e), we have S˜ = 1,∀x, t˜ as expected. Fig 3.5(a), Fig 3.5(b),
Fig 3.19(a) and Fig 3.19(b) show that the diffusion layer of the species Q and Q+
is larger in ETO mechanism compared to EC’ mechanism. This is expected since
the specie Q is quickly refurbished by the catalytic reaction in the EC’ mechanism.
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(e) Dimensionless concentration profile C˜Q + C˜Q+
Figure 3.19: Dimensionless concentration profile of the species A,B,Q and
Q+ for K0 = 20, D
+ = 1, Kr = 10000, D
− = KA = D = 5 and C˜0Atotal = 1. For
all z and t˜, we respectively plot the dimensionless concentrations C˜Q, C˜Q+ , C˜B,
C˜A and S˜ in (a), (b), (c), (d). We also plot in (e) the dimensionless concentration
S˜ = C˜Q + C˜Q+ . Note that in (e), we have S˜ = 1,∀x, t˜ as expected.
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We compare the convergence and the efficiency of the solvers pdepe and DGImpl
with respect to the time and space discretization, while computing the concentration
profile of the species A,B,Q and Q+ at the final time t˜2.
Firstly, we examine the convergence and the efficiency with respect to the time
discretization. To do so, we compute the dimensionless concentration profile of the
species A,B,Q and Q+ at the final time, using pedpe and DGImpl, for the each
time step ∆ti = 2
i∆t0, for i = 0, · · · , 4. By considering the concentration profile
associated to the finest time step ∆t0 as exact concentration, we compute the relative










for the each solver r = pdepe, DGImpl. For the time step ∆t0 = 0.0269, we plot E
1,r
i
vs ∆ti in Fig 3.20(a) and E
1,r
i vs CPU time in Fig 3.20(b). Note that in Fig 3.20(a),
the relative error E1,ri decrease with the time step and the curves associated to the
both solvers are parallel. We can conclude that the solvers pedpe, DGImpl converge
in time and have the same order of convergence with respect to the time step. Note
that in Fig 3.8(b), for a given relative E0, we have




where T 0r is the CPU time spends by the solver r = pdepe, DGImpl for the computa-
tion of C˜A, C˜B, C˜Q and C˜Q+ at the time t˜ = t˜2 such that E
1,r
i0
= E0 . Thus DGImpl
is the most efficient solver with respect to the time discretization.
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(a) (b)
Figure 3.20: Convergence and the efficiency with respect to the time dis-
cretization while computing C˜A, C˜B, C˜Q and C˜Q+ with the solvers pdepe
and DGImpl. The convergence and the efficienciness in this case are respectively il-
lustrated by plotting E1,ri vs ∆ti in (a) and E
1,r
i vs CPU time in (b) for i = 1, · · · , 4.
(a) shows that the solvers pedpe and DGImpl have the same order of convergence
with respect to the time step, but DGImpl is more accurate. (b) shows that DGImpl
is more efficient, with respect to the time step, to compute the concentration of the
species Q and Q+ at the final time t˜2.
Finally, we examine the convergence and efficiency with respect to the mean
of the space step by computing the concentration profile of the species A,B,Q
and Q+ at the final time, using pedpe and DGImpl, for the each partition Ωi, for
i = 1, · · · , 5. The partitions Ωi , for i = 2, · · · , 5 are obtained by splitting each
element of Ω1 into i equidistant elements, for a given partition Ω1. By considering
the concentration profile associated to the finest space step H5 of the partition Ω5
as exact concentration, we compute the relative error associated to the mean of the










for the each solver r = pdepe, DGImpl. For H5 = 0.0582 , we plot E
8,r
i vs Hi
in Fig 3.21(a) and E1,ri vs CPU time in Fig 3.21(b). Note that in Fig 3.21(a),
the relative error E2,ri decrease with the mean of the space step Hi for all r =




i for a given time step ∆t.
Therefore the solver DGImpl is more accurate than pdepe with respect to the space
discretization. Fig 3.21(b) shows that for a given relative E0, we have T 0pdepe >
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T 0DGImpl , where T
0
r is the CPU time spends by the both solvers for the computation
of the dimensionless concentration C˜A, C˜B, C˜Q and C˜Q+ such that E
8,r
i0
= E0 at the
time t˜ = t˜2. Thus DGImpl is the most efficient solver with respect to the space
discretization.
(a) (b)
Figure 3.21: Convergence and the efficiency with respect to the space dis-
cretization while computing C˜A, C˜B, C˜Q and C˜Q+ with the solvers pdepe
and DGImpl. The convergence and the efficiency are respectively illustrated by
plotting E1,ri vs Hi in (a) and E
1,r
i vs CPU time (b). (a) shows that the solvers
pedpe and DGImpl have the same order of convergence with respect to the space
step. (b) shows that DGImpl is more efficient, with respect to the space step, to
compute the concentration of the species A,B,Q and Q+ at the final time t˜2.
Numerical simulation of the dimensionless voltammogram
We compare the voltammograms obtained using DGImpl and Matlab’s solver pdepe.
This comparison is illustrated in Fig 3.22. We plot in Fig 3.22(a) both simulated
voltammograms and the zoom of a portion of their curve. Note that in Fig 3.22(a),
the voltammogram obtained with pdepe present some oscillations. We plot in
Fig 3.22(b), the absolute value of the difference between both voltammograms. It
shows that despite the oscillation of the voltammogram obtained with pdepe, both
voltammograms are almost the same since we have
∣∣∣Gpdepe(tn)−GDGImpl(tn)∣∣∣ < 0.12,
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where Gpdepe and GDGImpl respectively represent the current obtained with pdepe
and DGImpl.
(a) (b)
Figure 3.22: Comparison of the dimensionless voltammograms obtained by
DGImpl and Matlab’s solver pdepe for the EC’ model with K0 = 20, D
+ =
1, D− = D = KA = 5, Kr = 10000 and C˜0Atotal = 1. We plot in (a) both voltam-
mograms and a the highlight of their portion. See in (a) that the voltammogram
obtained with pdepe present some oscillations but the one obtained with DGImpl
doesn’t. We plot in (b) the absolute value of the difference between both voltam-
mograms. it shows that despite the oscillation of the voltammogram obtained with
pdepe, both voltammograms are almost everywhere the same.
We now examine the convergence and the efficiency of the solvers pedpe and
DGImpl with respect to the time and space discretization, while computing the
dimensionless current. To do so, we firstly simulate the dimensionless voltammogram
using the solvers pedpe and DGImpl for all time step ∆ti = 2
i∆t0, for i ∈ {0, · · · , 4}.
By considering the dimensionless current associated to the finest time step ∆t0 as
the exact dimensionless current, we compute the relative error associated to the time
step ∆ti = 2
i∆t0, for i ∈ {1, · · · , 4} using (3.69). For ∆t0 = 0.0269, we plot E4,ri vs
∆ti in Fig 3.23(a) and E
4,r
i vs CPU time in Fig 3.23(b) for i ∈ {1, · · · , 4}. Note that
in Fig 3.23(a), the relative error E4,ri tend to zeros with the time step for all r =
pdepe, DGImpl. therefore both solvers converge with respect to the time step while
simulating the voltammogram. Fig 3.23(b) shows that for a given value E0, DGImpl
compared to pdepe will spend less time to simulate the dimensionless voltammogram
with a relative error equal E0. Thus DGImpl is more efficient, with respect to the
time discretization, than pdepe to simulate the dimensionless voltammogram.
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(a) (b)
Figure 3.23: Convergence and the efficiency of pdepe and DGImpl with
respect to the time discretization while simulating the dimensionless
voltammogram. We plot E4,ri vs ∆ti in (a) and E
4,r
i vs CPU time in (b) for
i ∈ {1, · · · , 4}. Note that in (a), the relative error E4,ri tend to zeros with the time
step for both solvers, meaning that the solvers converge with respect to the time step
while simulating the voltammogram. (b) shows that for a given value E0, DGImpl
compared to pdepe will spend less time to simulate the dimensionless voltammo-
gram with a relative error equal E0. Thus DGImpl is more efficient with respect to
the time discretization while simulating the dimensionless voltammogram.
Finally, we examine the convergence and the efficiency of pdepe and DGImpl
with respect to the mean of the space steps while simulating the dimensionless
voltammogram We simulate the dimensionless voltammogram using the solvers
pedpe and DGImpl for all partition Ωi, i = 1, · · · , 5. The partitions Ωi , for
i = 2, · · · , 5 are obtained by splitting each element of Ω1 into i equidistant ele-
ments, for a given partition Ω1. By considering the dimensionless voltammogram
associated to the finest mean space step H5 of the partition Ω5 as exact dimen-
sionless voltammogram, we compute the relative error E5,ri associated to the mean
space step Hi of the partition Ωi, i ∈ {1, · · · , 4} using (3.70). For H5 = 0.0582, we
plot E5,ri vs Hi in Fig 3.24(a) and E
5,r
i vs CPU time in Fig 3.24(b) for i = 1, · · · , 4.
Note that in Fig 3.24(a), the relative error E5,ri tend to zeros with the mean space
step for the solvers pdepe and DGImpl. Then the both solvers converge with re-
spect to the mean space step while simulating the dimensionless voltammogram.
Fig 3.14(b) shows that for a given value E0, DGImpl compared to pdepe will spend
less time to simulate the dimensionless voltammogram with a relative error equal
E0. Thus DGImpl is more efficient than pdepe while simulating the dimensionless
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Figure 3.24: Convergence and the efficiency of pdepe and DGImpl with
respect to the mean of the space steps while simulating the dimensionless
voltammogram. We plot E5,ri vs Hi in (a) and E
5,r
i vs CPU time in (b) for
i = 1, · · · , 4. Note that in (a), the relative error E5,ri tend to zeros with the mean
space step for pdepe and DGImpl. Then both solvers converge with respect to the
mean space step while simulating the dimensionless voltammogram. (b) shows that
for a given value E0, DGImpl compared to pdepe will spend less time to simulate the
dimensionless voltammogram with a relative error equal E0. Thus DGImpl is more
efficient with respect to the space discretization while simulating the dimensionless
voltammogram.
3.4 Summary
In this chapter, we have developed step by step a novel numerical method, based on
the DG space discretization, to solve the governing equations of the cyclic voltam-
metry models and simulate its signal response. The finite DG space is constructed
with the orthonormal shifted Legendre polynomials, which reduced the mass matrix
to the identity matrix.
To that end, we initially investigate in Section 3.2, the DG method for the
ETO models, since it has an analytical results from Aoki et al.[9], that can be used
to validate the numerical solution. We introduced the dimensionless parameters
to transform the linear governing equations into the dimensionless one, which is
a time dependent PDEs. Using the DG space discretization, we transformed the
dimensionless governing equations into an ODEs. The obtained ODEs is then solved
with implicit Euler or Exponential time differencing method. We performed various
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numerical experiments in Section 3.2.4, to validate and compare our solver with
Matlab’s solver pdepe. Contrary to expectations, while combine with the DG spatial
discretization, the standard implicit time integrator out performs the methods such
as the ETD method and adaptive time stepping method ode15s. We also see that
the DG method performs better than the standard FE method.
We finally investigate in Section 3.3, the DG method for the EC’ models, which
is described by a non linear equations. The same process as for ETO model is used
to solve the dimensionless equations of the EC’ model. Once again, various numer-
ical experiments performed in Section 3.3.4, have shown that our novel numerical
method, constructed by the combination of DG space discretization and Euler time
discretization, is much more efficient to investigate EC’ model.
Now that an efficient solver is proposed to simulate the signal response of the
cyclic voltammetry for some given parameters, we will derive in the next chapter
the adjoint equation of the inverse model. The adjoint equation will allow us the
compute efficiently the gradient necessary to invert the forward model, while using
the gradient descent algorithm.
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Central to this chapter is the construction of the numerical process to find all
the parameters of the cyclic voltammetry models ETO and EC’ (investigated in the
previous chapter) from the results of the measurement of the current. This approach
seeks the quantitative agreement of the modelling of the cyclic voltammetry with
results of the experimental measurement of the current. To achieve this goal, the
following steps are taken: we give in Section 4.1 an overview of inverse theory
and specifically define the inversion problem of cyclic voltammetry models. Then
we show how the adjoint method is used to solve our inversion problem. Finally
we combine the DG method, Implicit Euler method and the adjoint method to
respectively invert ETO and EC’ model in Section 4.3 and Section 4.4. The results
of these numerical inversions are then compared to the results obtained using the
MATLAB code pdepe with the finite difference method (FD) used to compute the
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gradient.
The novel contribution here is the inversion of the cyclic voltammetry models
with the combination of the DG discretization, Impl time integrator and the adjoint
method. The performance of our numerical inversion method is tested against a
commercial MATLAB code for the inversion of synthetic data.
4.1 Introduction to the inverse problem
Generally, the purpose of collecting data is to gain meaningful information about a
physical system or phenomenon of interest. However, in many situations the quan-
tities that we wish to determine, which we call model parameters, are different from
the quantities we are able to measure, which we call data. If the data depends, in
some way, on the model parameters, then the data at least contains some informa-
tion about the model parameters.
The forward problem is defined as mapping of model parameters in a functional
space P, typically a Banach or Hilbert space, to the space of data G, typically
another Banach or Hilbert space. It can be mathematically described as follow
G = F(p), for p ∈ P, G ∈ G, (4.1)
where F is a known function, p represent the model parameters and G is the mea-
sured data [144, 21].
Starting with knowledge of the measured data G in G, the problem of trying to
reconstruct the model parameters p in P is called an inverse problem such that (4.1)
holds or an approximatively holds due to the error in the measurement. However,
the resolution of an inverse problem is capable of doing more than estimating model
parameters. It can also be used to bound the range of acceptance of model pa-
rameters, estimate the uncertainties in the model parameters, to do the sensitivity
analysis of the data or to find what kind of data are best suited to determine the
set of model parameters, see for example [210, 119, 7, 222, 209] for more details. If
the inverse problem does not have a unique solution p in P, it is called an ill-posed
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inverse problem [162].
Inverse problems are frequently used in a large variety of problems in sciences:
curve fitting, Acoustic Tomography, X-ray Imaging, factor analysis [165], Gravita-
tional waves [155], satellite navigation [112, 121], earthquake response signals [183].
4.1.1 Inversion problem of Cyclic Voltammetry models
The inversion problem for the cyclic voltammetry models consists of being given data
(current) in order to find parameters in the model (ETO and EC’). This inversion
problem can be rewritten as time dependent PDE-constrained optimization problem.
By means of the discretization in space, this inversion problem is then equivalent to











 h(x, x˙, p, t) = 0g(x(t = 0), p) = 0
(4.2)
where x ∈ Rnx , a vector-valued function of the time t in [0, b] with time derivative
denoted x˙, is the solution of the ODE in its implicit form h(x, x˙, p, t) = 0 subject
to the initial condition g(x(t = 0), p) = 0 parametrized by a vector of unknown
parameters p ∈ P ⊂ Rnp . The function to minimize F is called the objective
function. The function f is called the misfit function and it measures the difference
between the synthetic dimensionless current and the measured dimensionless current
f(x, p, t) =
1
2
(G(x, p, t)−Gobs)2. (4.3)
In order to solve the ODE-constrained optimization problem (4.2), a gradient-based
optimisation algorithm can be used [32, 176, 175]. It requires the computation of
the gradient of the objective function F with respect to the model parameters p
dpF (x, p) = (dpiF (x, p))i=1,··· ,np , (4.4)
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which will indicate a useful search direction. Two methods are commonly used to
approximate the gradient dpF . The first method is to use one of the finite difference
formulas defined as follows for  > 0
dpiF (x, p) =
F (x, p)− F (x, p− ei)

, (4.5)
dpiF (x, p) =
F (x, p+ ei)− F (x, p)

, (4.6)
dpiF (x, p) =
F (x, p+ ei)− F (x, p− ei)
2
, (4.7)
where (ei)i=1,··· ,np represent the standard basis for Euclidean space Rnp . The finite
difference formulas (4.5), (4.6) and (4.7) are respectively called backward, forward
and centred finite difference formula. Therefore the computation of dpF (x, p) will
require the integration of np additional ODEs when we use backward or forward finite
difference formula and the integration of 2np additional ODEs when we use centred
finite difference formula. For large scale optimisation problems, the number np of
parameters can be very large, and calculating the gradient using a finite difference
formula becomes very expensive. The second method, called adjoint method, gives
an efficient way to evaluate the gradient dpF (x, p), with a cost that is independent
of the number np of parameters p.
4.2 Adjoint method for ODE-constrained optimiza-
tion
The adjoint method for ODE-constrained optimization problem is based on develop-
ing a second ODE, called the adjoint equation, involving the Lagrangian multiplier
vector, that is instrumental in the computation of the gradient dpF (x, p), see for
example [49, 213] for more details.
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4.2.1 Derivation of the adjoint equation
Let us introduce the Lagrangian corresponding to the optimization problem (4.2)




f(x, p, t) + λTh(x, x˙, p, t)
]
dt (4.8)
The vector of Lagrangian multipliers λ is a function of the time t and Γ is another
vector of multipliers associated with the initial conditions, therefore not a function of
time. Because the constraints h = 0 and g = 0 are satisfied by construction, we are
free to set the values of λ and Γ, and we will have F = L. Therefore the gradient dpF
of the objective function F is equal to the gradient dpL of the Lagrangian function
L. Taking the total derivative of (4.8), we obtain




∂xfdpx+ ∂pf + λ




The integrand in (4.9) contains terms in dpx and dpx˙. We use integration by parts

































Computing dpx is difficult in most cases. So to easily compute dpL from (4.11),
we set the coefficient of dpx, dpx|b and dpx|0 in (4.11) to zero, since the Lagrangian





, ∂xf + λ
T (∂xh− dt∂x˙h)− λ˙T∂x˙h = 0, λ(b) = 0,
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4.2.2 Algorithm to compute the gradient dpF
For a given parameter p, the gradient dpF of the objective function F can be com-
puted with the following step
1. Solve the forward problem by integrating the ODE constraint
h(x, x˙, p, t) = 0, g(x(t = 0), p) = 0, (4.13)
from t = 0 to b and store the solution xn for each time step tn.
2. Solve the adjoint problem by integrating the adjoint equation
∂xf + λ
T (∂xh− dt∂x˙h)− λ˙T∂x˙h = 0, λ(b) = 0, (4.14)
for λ from t = b to 0.













To improve the efficiency of our code for the numerical simulation, the integrand of
the gradient dpF is computed simultaneously at each time step tn while integrating
the adjoint equation for λ from t = b to 0.
4.2.3 Relationship between forward and adjoint problem
The relationship between the forward (4.13) and the adjoint (4.14), depends only
the type of ODE constraint (linear or non linear) in (4.2). So we show here how to
define the adjoint equation from the explicit form of the ODE constraint in (4.2).
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First case: linear first order explicit ODE constraint
In this case the function h takes the form
h(x, x˙, p, t) = x˙−A(p)x− B(p),
where the vector B describes the boundary conditions and the matrix A depends on
the model parameters p. So we have ∂xh = −A(p), ∂x˙h = I, where I is the identity
matrix. Then, by taking the transpose of (4.14) and introducing the change of
variable t¯ = b− t, we obtain the adjoint problem :
Find λ such that
 dt¯λ = A(p)
Tλ− ∂xfT , t¯ ∈ [0, b]
λ(t¯ = 0) = 0.
(4.16)
The gradient dpF of the objective function is then computed by Algorithm 1, which
requires the computation of the Jacobian ∂x(0)g and the gradients ∂pf, ∂ph and ∂pg
of the functions f, h and g.
Algorithm 1: Computation of the gradient dpF for linear constraint.
1 Solve the forward problem
Find x such that
{
dtx = Ax+ B, t ∈ [0, b]
g(x(t = 0), p) = 0.
(4.17)
2 Solve the adjoint problem
Find λ such that
{
dt¯λ = ATλ− ∂xfT , t¯ ∈ [0, b]
λ(t¯ = 0) = 0.
(4.18)
3 Compute the gradient dpF of the objective function F with (4.15).
Second case: non linear first order explicit ODE constraint
In this case the function h takes the form
h(x, x˙, p, t) = x˙−Ax−N(x, p)− B(p),
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where N is a non linear function of x which also depends on the model parameters p.
So we have ∂xh = −A− ∂xN and ∂x˙h = I. Then by taking the transpose of (4.14)
and introducing the change of variable t¯ = b− t, we obtain the adjoint problem :
Find λ such that
 dt¯λ = (A+ ∂xN)
Tλ− ∂xfT , t¯ ∈ [0, b]
λ(t¯ = 0) = 0.
(4.19)
The gradient dpF of the objective function is then computed by Algorithm 2.
Algorithm 2: Computation of the gradient dpF for non linear constraint.
1 Solve the Forward problem
Find x such that
{
dtx = Ax+N(x, p) + B, t ∈ [0, b]
g(x(t = 0), p) = 0.
(4.20)
2 Solve the adjoint Problem
Find λ such that
{
dt¯λ = (A+ ∂xN)Tλ− ∂xfT , t¯ ∈ [0, b]
λ(t¯ = 0) = 0.
(4.21)
3 Compute the gradient dpF of the objective function F with (4.15).
4.3 Numerical inversion of the ETO model
We have shown, in Section 3.2, that we can generate the synthetic response (current)
of the ETO model for a given value of the parameters (4.22).
pETO = (ν, Cm, T, P1, P2, K0, D
+), (4.22)
where ν is the scan rate, Cm is the initial concentration, T is the temperature, K0 is
dimensionless electron transfer rate, D+ is dimensionless diffusion coefficient of the
specie Q+, P1 and P2 are respectively dimensionless initial and reverse potential.
For the experimental data collected for the ETO model, we assume that the
parameters pknown = (ν, Cm, T, P1, P2) are known. Therefore the inverse problem of
ETO model is given by (4.2), with the model parameter p = (K0, D
+)T , the final
time b = 2(P2 − P1), the function h and g, respectively derived from (3.53) and
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(3.54), take the following form
h(x, x˙, p, t) = x˙+ (L0 + L1(t))x, g(x
∣∣∣
t=0




where x0 is a vector depending on p and x = (α, α+)T is a coupled component α
and α+ respectively of the species Q and Q+ in the DG finite space. Since the
function h is linear, then the gradient dpF of the objective function F is computed
by Algorithm 1 with the matrix A and the vector B defined as follows
A = −(L0 + L1(t)); B = 0. (4.23)
The Algorithm 1 requires the computation of the Jacobian ∂x(0)g, the gradient
∂pf, ∂ph and ∂pg respectively of the function f, h and g.
4.3.1 Computation needed to invert ETO model
To numerically invert the ETO model, we compute here the explicit form of the
additional entities needed. The Jacobian ∂xf(x, p, t) is given by
∂xf(x, p, t) = (G(x, p, t)−Gobs)(Kf (t)Y1,−Kb(t)Y1),
where Y1 is a 1× nT vector defined as follows
Y1(r) =
 (−1)
rΓ1{r} if r ∈ 0, · · · , k1
0 otherwise
. (4.24)
The gradient ∂pf(x, p, t) = (∂K0f(x, p, t), ∂D+f(x, p, t)) is given by
∂K0f(x, p, t) =
G(x, p, t)
K0
(G(x, p, t)−Gobs), ∂D+f(x, p, t) = 0.
From (3.23) and (3.52), we can conclude that only the matrices L1(t) and L0 de-
pend respectively on the positive parameter K0 and D
+. Then the partial derivative
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of h with respect to the parameters K0 and D
+ are respectively defined as follows




∂D+h(x, x˙, p, t) = −∂D+L0x = (0, Ls,σ00 α+)T ,
where the entries of the vector Y2 ∈ R1×nT are defined by
Y2(r) =
 (−1)
r if r ∈ 0, · · · , k1
0 otherwise
. (4.25)
Since the function g depends only on x(0) for the ETO model, then the Jacobian
∂x(0)g and the gradient ∂pg are given by
∂x(0)g = I, ∂pg
∣∣∣
t=0
= (0, 0), (4.26)









Once the adjoint equation associated to the ETO model is solved for the La-
grangian coefficient λ, then the entries of the gradient dpF = (dK0F, dD+F ) of the
objective function are given by




















where λT = (λ1, λ2) with λi ∈ R1×nT for all i = 1, 2.
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4.3.2 Numerical experiment on the inversion of the syn-
thetic response of ETO model
The purpose in this section is to first validate the adjoint method for the computation
of the gradient of the objective function in the case of the ETO model. Finally,
we combine the DG method, Impl method and the adjoint method to invert the
synthetic data from ETO model, considered as observed data. Unless stated, we
assume that the model parameters p = (K0, D
+) are bounded as follows
K0 ∈ [0.1, 50], D+ ∈ [0.1, 30], (4.27)
and the synthetic dimensionless current, considered as the observed data Gobs, is
obtained by using the dimensionless parameters Kobs0 = 8, D
+
obs = 10 for the ETO
model. In order to make the optimization method more efficient, we introduce
the normalised parameters pˆi = (pi − ai)(bi − ai)−1, i ∈ {1, 2}, for all parameter
pi ∈ [ai, bi], i ∈ {1, 2}. Thus, we have pˆi ∈ [0, 1] for all i = 1, 2 and the entries of the
gradient dpˆF of the objective function F are dpˆiF = (bi − ai)dpiF, i ∈ {1, 2}. Let us
respectively denote Kˆobs0 and Dˆ
+




Numerical experiment 1: Test of the adjoint method for ETO model
To validate the adjoint method for the ETO model, we compare the entries of
gradient dpˆF of the objective function F obtained by using Algorithm 1 and (4.7)
i.e. the centred the finite difference formula with  = 10−4. We focus here on
the first entry, denoted dnpˆ1F , of the gradient dpˆF at all the point pˆ
n = (Kˆn0 =
n× (b1 − a1)−1, Dˆ+obs), for all n ∈ {0, · · · , 20}. Then, we compute the difference
E5pˆn1 =
∣∣∣dn,1pˆ1 F − dn,2pˆ1 F ∣∣∣, ∀n ∈ {0, · · · , 20}, (4.28)
where dn,1pˆ1 F and d
n,2
pˆ1
F are respectively the first entry of the gradient dpˆF computed
with Algorithm 1 and (4.7). We plot in Fig 4.1(a) dn,rpˆ1 F against the normalized
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function of log(Kˆn0 ). We can conclude from Fig 4.1(b) that d
n,1
pˆ1
≈ dn,2pˆ1 . The same
procedure is followed in Section A.5.1 to compare the entry dpˆ2F of the gradient
dpˆF using the adjoint method or the centred finite element method (the result of
this comparison is shown in Fig A.1).
(a) (b)
Figure 4.1: Comparison of the gradient using adjoint and finite difference
method for the ETO model. In (a) we plot the total derivative dpˆ1F , compute
with the adjoint and finite difference method, as a function of the parameter Kˆ0. In
(b) we plot the logarithm of the difference E5pˆn1 as a function of the logarithm of Kˆ
n
0 .
According to [185], by a Taylor expansion, for a given parameter p and the unit
vector D there exist a constant ap and b0 such that for all α ∈ [0, b0]
F(α) =
∣∣∣F (p+ αD)− F (p)− αDTdpF (p)∣∣∣ ≈ apα2. (4.29)
And if the direction D is equal to the opposite direction of dpF (p), then by the
gradient descent property in [32], there exist a positive constant b1 such that for all
value of β in the interval [0, b1], we have
G(β) = F (p+ βD)− F (p) < 0. (4.30)
So another approach to validate the adjoint method and its implementation for the
ETO model, is to check if (4.29) and (4.30) hold using the adjoint method. To
this end, we set p = (25, 1) and compute dpF (p) with Algorithm 1. By considering
D = −dpF (p) ‖ dpF (p) ‖−1, we compute F(αn = 2−n) and G(βn = 100 × 2−n) for
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all n ∈ {0, · · · , 32} . In Fig 4.2(a), we plot F(αn) against αn and fit the result
with MATLAB quadratic function. Note from Fig 4.2(a) shows that (4.29) holds
for b0 = 1. We also plot in Fig 4.2(b) F(βn) against βn, which shows that (4.30)
holds for b1 = 80.
(a) (b)
Figure 4.2: Test of Taylor expansion and gradient descent property using
the adjoint method for ETO model. In (a), we plot F(αn) against αn and fit
the result with MATLAB quadratic function. It shows that Taylor expansion holds
for b0 = 1. In (b), we plot G(βn) against βn, which shows that the gradient descent
property holds for b1 = 80.
Numerical experiment 2: Inversion of the ETO synthetic response using
the DG, Impl and adjoint method.
Now that the adjoint method for ETO model and its implementation have been
validated, we focus here in the inversion of the synthetic data using the DG, Impl
and adjoint methods, denoted DG +AD. To do so, we first investigate the inversion of
the default observed data, Gobs. Starting from a guess parameters K0 = 5.8307 and
D+ = 13.8814, we solve the minimization problem using gradient descent algorithm,
described in [32]. We stop the numerical inversion at the parameter p0 when the
norm of the gradient dpF (p0) is less or equal to 5 × 10−6. At this stage the value
of the parameters are K0 = 7.9294 and D
+ = 10.0007. We plot in Fig 4.3(a) the
observed and the initial voltammograms. We plot the absolute value of the difference
between the initial and observed voltammograms in Fig 4.3(b). We plot in Fig 4.3(c)
the observed and the predicted voltammograms. We plot the absolute value of
the difference between the observed and predicted voltammograms in Fig 4.3(d).
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Then we plot in Fig 4.3(e) the path followed by the predicted parameters until the
stopping criteria is satisfied. The relative error on the dimensionless current G is
EG ≈ 0.034%, on the dimensionless electron constant rate K0 is EK0 ≈ 0.88% and




Figure 4.3: Example of the ETO synthetic response inversion using the DG,
Impl and adjoint method. Starting from a guess parameters K0 = 5.8307 and
D+ = 13.8814, we solve the minimization problem using gradient descent algorithm.
We plot in (a) the observed and the initial voltammograms. We plot the absolute
value of the difference between the initial and observed voltammograms in (b). We
plot in (c) the observed and the predicted voltammograms. We plot the absolute
value of the difference between the observed and predicted voltammograms in (d).
then we plot in (e) the path followed by the predicted parameters from the initial
guess until the stopping criteria is satisfied.
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Numerical experiment 3: Efficiency of the combination of DG, Impl and
adjoint method for the inversion of the synthetic response of ETO.
The goal, in this section, is to investigate the efficiency of the DG + AD method to
invert the synthetic response of ETO. To that end, we compare the performance of
the DG + AD against another approach, denoted FE + FD, to invert the synthetic
response of ETO. The FE + FD method is the combination of the centred finite
difference (FD) method for the computation of the gradient of the objective function
and MATLAB code pdepe for the resolution of PDEs.
We then use the two approaches, i.e. DG + AD and FE + FD, to invert the
synthetic responses Gobs,ETOi of the ETO model, associated to the model parameters
pi = (Ki0, D
+
i ) generated randomly such that (4.27) holds for all i in {1, 2, 3, 4}. The
results of the inversion is illustrated Tab 4.1 where pguessi is the initial guess model
parameter of the descent gradient algorithm, pri is the predicted model parameter
obtained using the approach r ∈ {DG+ AD,FE + FD} for all i in {1, 2, 3, 4}.
The results are also schematically presented in Fig 4.4. We plot in Fig 4.4(a),
(d), (g) and (j) the observed voltammogram and the predicted voltammograms
obtained using the approaches DG + AD and FE + FD respectively for the inversion
experiment i = 1, 2, 3, 4. Throughout each inversion, we record the CPU time. We
respectively plot in Fig 4.4(b), (e), (h) and (k) the CPU time of the approaches DG
+ AD and FE + FD during the inversion of the observed data Gobs,ETOi , i = 1, 2, 3, 4.
As expected, Fig 4.4(b), (e), (h) and (k) show that DG + AD is faster compared
to FE + FD to invert the synthetic response of the ETO model. Once the







we compute the absolute error on the dimensionless model parameters K0, D
+
ErK0,i = 100×
∣∣∣Ki0 −Kr,i0 ∣∣∣×∣∣∣Ki0∣∣∣−1, ErD+,i = 100×∣∣∣D+i −D+r,i∣∣∣×∣∣∣D+i ∣∣∣−1, (4.31)
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where Gri is the dimensionless current obtained from the predicted model parameter
pri for all r ∈ {DG+AD,FE+FD} and i ∈ {1, 2, 3, 4}. We then plot these absolute
errors for each inversion method in Fig 4.4(c), Fig 4.4(f), Fig 4.4(i), Fig 4.4(l)
respectively for the inversion experiment i = 1, 2, 3, 4. The scales in Fig 4.4(c),
Fig 4.4(f), Fig 4.4(i), Fig 4.4(l) which show that DG + AD, compared to FE























Table 4.1: Inversion of the ETO synthetic response. This table presents the
model parameters, pi, the initial guess, p
guess
i , the estimated parameters p
DG+AD
i
and pFE+FDi respectively obtained with the approaches DG+AD and FE+FD, for
the inversion of Gobs,ETOi , i = 1, · · · , 4. It shows that DG + AD is more accurate
compared to FE + FD to invert synthetic response of the ETO model.
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Figure 4.4: Inversion of the ETO synthetic response. We plot in (a), (d), (g),
(j) the observed voltammogram and the predicted voltammograms obtained using
DG + AD and FE + FD respectively for the inversion experiment i = 1, 2, 3, 4. We
respectively plot in (b), (e), (h), (k) the CPU time of DG + AD and FE + FD
during the inversion of the observed data Gobs,ETOi , i = 1, 2, 3, 4. As expected, note
from (b), (e), (h), (k) that DG + AD is faster than FE + FD. We plot in (c), (f), (i),
(l) the absolute error on the current and the components of the model parameter in
each experiment of inversion i = 1, 2, 3, 4. Note from the different scales in (c), (f),
(i), (l) that DG + AD is more accurate than FE + FD.
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Numerical experiment 4: Efficiency of the combination of DG, Impl and
adjoint method for the inversion of the synthetic response of ETO with
some additional random noise.
The purpose, in this section, is to investigate the efficiency of the DG + AD method
to invert the synthetic response of ETO with some additional random noise. The
motivation behind this investigation is that the experimental data usually con-
tain some additional noise. We assume that this noise follows the Gaussian dis-
tribution. Therefore we compare the inversion of the noisy synthetic responses,
Gobs,ETOnoisy,i , i ∈ {1, · · · , 4} using DG + AD and FE + FD approaches. The noisy
synthetic responses considered here are defined from the previous inverted synthetic
responses Gobs,ETOi , i ∈ {1, · · · , 4} by adding some noise i.e.
Gobs,ETOnoisy,i = G
obs,ETO




where N (0, σi) is the Gaussian distribution with mean equal zero and standard
deviation σi. The results of the inversion is illustrated in Tab 4.2 where pi, p
guess
i
and pri are respectively the exact, guess and predicted model parameters associated
to the synthetic response Gobs,ETOi for r ∈ {DG+AD,FE+FD} and i ∈ {1, 2, 3, 4}.
It shows that DG + AD is more accurate compared to FE + FD to invert
the noisy synthetic response of the ETO model.
The results are also schematically presented in Fig 4.5. We plot in Fig 4.5(a),
(d), (g) and (j) the observed voltammogram and the predicted voltammograms
obtained using the approaches DG + AD and FE + FD respectively for the inversion
experiment i = 1, 2, 3, 4. We respectively plot in Fig 4.5(b), (e), (h) and (k) the CPU
time of the approaches DG + AD and FE + FD during the inversion of the observed
data Gobs,ETOi , i = 1, 2, 3, 4. Fig 4.5(b), (e), (h) and (k) show that DG + AD is
faster compared to FE + FD to invert the synthetic response of the ETO
model. We compute the absolute error on the dimensionless model parameters
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where Gri is the dimensionless current obtained from the predicted model parameter
pri for all r ∈ {DG+AD,FE+FD} and i ∈ {1, 2, 3, 4}. We then plot these absolute
errors for each inversion method in Fig 4.5(c), (f), (i) and (l) respectively for the
inversion experiment i ∈ {1, 2, 3, 4}, which show that DG + AD, compared to
























Table 4.2: Inversion of the ETO synthetic response with noise. This table
presents the model parameters, pi, the initial guess, p
guess
i , the estimated parame-
ters pDG+ADi and p
FE+FD
i respectively obtained with the approaches DG+AD and
FE+FD, for the inversion of Gobs,ETOnoisy,i , i = 1, · · · , 4. It shows that DG + AD is
more accurate compared to FE + FD.
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Figure 4.5: Inversion of the ETO synthetic response with noise. We plot
in (a), (d), (g), (j) the observed voltammogram and the predicted voltammograms
obtained using DG + AD and FE + FD respectively for the inversion experiment
i = 1, 2, 3, 4. We respectively plot in (b), (e), (h), (k) the CPU time of DG + AD
and FE + FD during the inversion of the observed data Gobs,ETOnoisy,i , i = 1, 2, 3, 4. As
expected, note from (b), (e), (h), (k) that DG + AD is faster than FE + FD. We
plot in (c), (f), (i), (l) the absolute error on the current and the components of
the model parameter in each experiment of inversion i = 1, 2, 3, 4. Note from the
different scales in (c), (f), (i), (l) that DG + AD is more accurate than FE + FD.
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4.4 Numerical inversion of the EC’ model
We have shown in Section 3.3 that the synthetic response of the EC’ model can be
computed in real time for a given value of the parameter
pEC
′
= (pETO, Kr, D
−, KA, D, C˜0Atotal), (4.35)
where pETO is defined by (4.22), Kr is the dimensionless catalytic rate constant, KA
is the dimensionless equilibrium rate constant, C˜0
Atotal
is the the dimensionless total
concentration of the specie A at the initial time, D− and D are respectively the
dimensionless diffusion coefficient of the species B and A. We assume, as before for
ETO model, that for the experimental data collected for EC model, the parameters
pknown = (ν, Cm, T, P1, P2) are known. Therefore the inverse problem of EC’ model
is given by (4.2), with the model parameter p = (K0, D
+, Kr, D
−, KA, D, C˜0Atotal)
T ,
the final time b = 2(P2−P1), the function h and g, respectively derived from (3.85)
and (3.88), take the following form
h(x, x˙, p, t) = x˙+S(t)x−N(X,Kr), g(x
∣∣∣
t=0




where x0 is a vector depending only on C˜0
Atotal
, and x = (α, α+, β−, β)T is a coupled
component α, α+, β− and β respectively of the species Q, Q+, B and A in the DG
finite space. Since the function h is non linear, then the gradient dpF of the objective
function F is computed by Algorithm 2 with the matrices A, B and the non linear
function N(x, p) defined as follows
A = −S(t), N(x, p) = N(X,Kr), B = 0. (4.37)
Algorithm 2 also requires the computation of the Jacobian ∂x(0)g, the gradient
∂pf, ∂ph and ∂pg respectively of the functions f, h and g.
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4.4.1 Computation needed to invert EC’ model
To simulate the inversion of the EC’ model, we compute here the explicit form of
the additional entities required. The Jacobian ∂xf(x, p, t) is given by
∂xf(x, p, t) = (G(x, p, t)−Gobs)(Kf (t)Y1,−Kb(t)Y1, 0, 0), (4.38)
where Y1 is computed with (4.24). Since the function f depends exclusively on the
parameter K0, then the components of the gradient ∂pf(x, p, t) are given by




∂D+f = ∂Krf = ∂D−f = ∂KAf = ∂Df = ∂C˜0
Atotal
f = 0.
Combining (3.23) and (4.36), we compute the entries of the gradient ∂ph as follow
∂K0h(x, x˙, p, t) =
G(x, p, t)
K0
(Y2,−Y2, 0, 0)T , ∂D+h(x, x˙, p, t) = (0, Ls,σ00 α+, 0, 0)T
∂KAh(x, x˙, p, t) =(0, 0, Y3,−Y3)T , ∂Dh(x, x˙, p, t) = (0, 0, 0, Ls,σ00 β)T , ∂C˜0
Atotal
h = 0
∂Krh(x, x˙, p, t) =−
1
Kr




where Y3 is a nT -vector given by Y3 = β
− − β and Y2 given by (4.25).
Since the function g depends only on the the initial solution x(0) and the di-
mensionless total concentration C˜0
Atotal
of the specie A for the EC’ model, then the
Jacobian ∂x(0)g and the gradient ∂pg are given by
∂D+g = ∂Krg = ∂D−g = ∂KAg = ∂Dg = ∂K0g = 0
∂C˜0
Atotal
g = − 1
C˜0
Atotal
(0, 0, β−(t = 0), β(t = 0))T , ∂x(0)g = I.
Once the adjoint equation is solved for the Lagrangian coefficient λ, then the
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entries of the gradient dpF of the objective function are given by




























dKrF (x, p) =
∫ 2tλ
0
−(2λ1 − 2λ2 − λ3)N1(x)︸ ︷︷ ︸
f3(x,p,t)
dt, dKAF (x, p) =
∫ 2tλ
0
(λ3 − λ4)Y3︸ ︷︷ ︸
f5(x,p,t)
dt

















where λT = (λ1, λ2, λ3, λ4) and λi is 1× nT vector for all i = 1, 2, 3, 4.
4.4.2 Numerical experiments on the inversion of the syn-
thetic response of the EC’ model
The purpose in this section is to first validate the adjoint method for the com-
putation of the gradient of the objective function in the case of the EC’ model.
Finally, we investigate the performance of the DG , Impl and the adjoint method
to invert the synthetic data from EC’ model, considered as observed data. Unless
stated, we consider the synthetic dimensionless current associated to the parameter
pobs = (8, 1, 10, 5, 10, 5, 1)T , as our observed data Gobs and the model parameters are
bounded as follows
K0, D
+, D−, KA, D ∈ [0.1, 20], Kr ∈ [0.1, 104]and C˜0Atotal ∈ [0.1, 2]. (4.39)
In order to make the optimization method more efficient, we introduce the nor-
malized parameters pˆi = (pi − ai)(bi − ai)−1, i ∈ {1, · · · , 7}, for all parameter pi ∈
[ai, bi], i ∈ {1, · · · , 7}. Thus, we have pˆi ∈ [0, 1] for all i = 1, · · · , 7 and the entries of
the gradient dpˆF of the objective function F are dpˆiF = (bi−ai)dpiF, i ∈ {1, · · · , 7}.
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Numerical experiment 1: test adjoint method for EC model
To validate the adjoint method for the EC’ model, we compare the entries of gradient
dpˆF , of the objective function F , obtained by using Algorithm 2 and (4.7) i.e. the
centred the finite difference formula with  = 10−4. We focus here on the first entry,
denoted dnpˆ1F , of the gradient dpˆF at all the point
pˆn = (Kˆn0 = n× (b1 − a1)−1, Dˆ+obs, Kˆobsr , Dˆ−obs, KˆobsA , Dˆobs, Cˆ0,obsAtotal),
for all n ∈ {0, · · · , 20}. Then, we compute the difference
E5pˆn1 =
∣∣∣dn,1pˆ1 F − dn,2pˆ1 F ∣∣∣, ∀n ∈ {0, · · · , 20}, (4.40)
where dn,1pˆ1 F and d
n,2
pˆ1
F are respectively the first entry of the gradient dpˆF computed
with Algorithm 2 and (4.7). We plot in Fig 4.6(a) dn,rpˆ1 F against the normalized




a function of log(Kˆn0 ). We can conclude from Fig 4.6(b) that d
n,1
pˆ1
≈ dn,2pˆ1 . The
same procedure is followed in Section A.5.2 to compare the remaining entries of the
gradient dpˆF using the adjoint method or the centred finite element method (the
result of this comparison is shown in Fig A.2 - Fig A.7).
(a) (b)
Figure 4.6: Comparison of the gradient using adjoint and finite difference
method for the EC’ model. In (a) we plot the total derivative dpˆ1F , compute
with the adjoint and finite difference method, as a function of the parameter Kˆ0. In
(b) we plot the logarithm of the difference E5pˆn1 as a function of the logarithm of Kˆ
n
0 .
As in the case of ETO model in Section 4.3.2, to reinforce the validation of the ad-
112
Chapter 4: One dimension Inversion of Cyclic Voltammetry models
joint method and its implementation for the EC’ model, we check if (4.29) and (4.30)
hold for a given model parameter p. To this end, we set p = (9.95, 9.95, 9.95, 9.95, 9.95, 9.95, 1)
and compute dpF (p) with Algorithm 2. By considering D = −dpF (p) ‖ dpF (p) ‖−1,
we compute F(αn) and G(αn) for all αn = 2−n, n ∈ {0, · · · , 20} . In Fig 4.7(a), we
plot F(αn) against αn and fit the result with MATLAB quadratic function. Note
from Fig 4.7(a) shows that (4.29) holds for b0 = 1. We also plot in Fig 4.7(b) G(αn)
against αn, which shows that (4.30) holds for b1 = 0.5.
(a) Function F (b) Function G
Figure 4.7: Test of Taylor expansion and gradient descent property using
the adjoint method for EC’ model. In (a), we plot F(αn) against αn and fit the
result with MATLAB’s quadratic function. It shows that Taylor expansion holds
for b0 = 1. In (b), we plot G(αn) against αn, which shows that the gradient descent
property holds for b1 = 0.5.
Now that the adjoint method for the EC’ model has been validated, we focus
on the inversion of the noiseless and noisy synthetic responses of EC’ model, in the
following numerical experiments.
Numerical experiment 2: Efficiency of the combination of DG, Impl and
adjoint method for the inversion of the synthetic response of EC’.
To simulate the performance of DG method against pdepe, for the inversion of EC’
synthetic response, we invert a sample of four synthetic responses of the EC’ model.
These synthetic responses Gobs,EC
′
i are associated to the model parameters p
i gen-
erated randomly such that (4.39) holds for all i ∈ {1, 2, 3, 4}. First the approaches
FE+FD and DG+AD are used to supply the objective function F and its gradient
dpF to the optimisation code fmincon of MATLAB under the default options. For
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an extensive description on the fmincon Interior Point Algorithm, see [45, 46, 218].
The starter point of fmincon is also generated randomly such that (4.39) holds.
The optimization results are summarized in Tab 4.3 and show that DG+AD is
more accurate in terms of the estimated model parameters. The same structure, as
for ETO model (see Fig 4.4), is used to schematically display the results in Fig 4.8.
Fig 4.8 (a), (d), (g) and (j) show that the observed voltammogram is well fitted with
DG+AD, but not with FE+FD. The different scales in Fig 4.8 (c), (f), (i) and (l)
show that the model parameters are more accurately predicted with DG+AD.
K0 D
+ Kr D
− KA D C˜0Atotal
pguess1 2.1024 15.3597 941.6366 6.7825 2.0334 4.4809 1.0746
pDG+AD1 13.3208 6.6453 3850.75 1.8150 15.4974 6.1808 0.2763




p1 13.3339 6.6445 3847.92 1.8031 15.5743 6.1812 0.2764
pguess2 19.6456 2.6058 8525.04 9.0522 19.9785 19.5280 1.4852
pDG+AD2 19.6725 5.2212 8525.03 0.6973 3.2612 4.2792 0.6273




p2 18.4321 5.2203 9059.63 0.6969 3.3286 4.3159 0.6256
pguess3 19.1343 7.7158 7804.92 2.9023 14.4371 12.7734 1.10922
pDG+AD3 8.1605 4.4636 7804.77 17.9760 17.9260 5.6951 1.9997




p3 8.0274 4.7231 9736.28 19.6732 18.6818 7.4633 1.8723
pguess4 13.7984 5.4695 1167.44 11.4793 1.1074 10.8697 1.6364
pDG+AD4 3.8453 19.4187 7692.33 14.8909 7.6622 8.3843 1.7080




p4 3.8452 19.4348 7696.39 14.8813 7.6564 8.3756 1.7086
Table 4.3: Results of inversion of the synthetic response of the EC’ model
with FE+FD and DG+AD combined with fmincon MATLAB code under
the default settings. This table presents the model parameters p, the initial guess
pguess, the estimated parameters pDG+AD and pFE+FD respectively obtained with the
DG+AD and FE+FD approaches.
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Figure 4.8: Inversion of the synthetic response of the EC’ model with
FE+FD and DG+AD combined with fmincon MATLAB code under the
default settings. We plot in (a), (d), (g), (j) the observed voltammogram and
the predicted voltammograms obtained using DG + AD and FE + FD respectively
for the inversion experiment i = 1, 2, 3, 4. We respectively plot in (b), (e), (h), (k)
the CPU time of DG + AD and FE + FD during the inversion of the observed
data Gobs,EC
′
i , i = 1, 2, 3, 4. We plot in (c), (f), (i), (l) the absolute error on the
current and the components of the model parameter in each experiment of inversion
i = 1, 2, 3, 4. Note from the different scales in (c), (f), (i), (l) that DG + AD is more
accurate than FE + FD.
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Secondly, we use DG+FD to supply the objective function F and its gradient
dpF to fmincon with default settings and compare the results to the one previously
obtained with DG+AD. The results of DG+FD and DG+AD are summarized in
Tab 4.4 and schematically displayed in Fig 4.9. In this case, Fig 4.9 (a), (d), (g) and
(j) show that the observed voltammogram is well fitted with DG+AD or DG+FD;
and as expected Fig 4.9 (b), (e), (h) and (k) show that DG+AD is less expensive in
term of CPU time compared to DG+FD. Since FE+FD can’t even fit the observed
voltammogram, we can conclude that the better conservative property of the DG is
very important for the inversion.
K0 D
+ Kr D
− KA D C˜0Atotal
pguess1 2.1024 15.3597 941.6366 6.7825 2.0334 4.4809 1.0746
pDG+AD1 13.3208 6.6453 3850.75 1.8150 15.4974 6.1808 0.2763




p1 13.3339 6.6445 3847.92 1.8031 15.5743 6.1812 0.2764
pguess2 19.6456 2.6058 8525.04 9.0522 19.9785 19.5280 1.4852
pDG+AD2 19.6725 5.2212 8525.03 0.6973 3.2612 4.2792 0.6273




p2 18.4321 5.2203 9059.63 0.6969 3.3286 4.3159 0.6256
pguess3 19.1343 7.7158 7804.92 2.9023 14.4371 12.7734 1.10922
pDG+AD3 8.1605 4.4636 7804.77 17.9760 17.9260 5.6951 1.9997




p3 8.0274 4.7231 9736.28 19.6732 18.6818 7.4633 1.8723
pguess4 13.7984 5.4695 1167.44 11.4793 1.1074 10.8697 1.6364
pDG+AD4 3.8453 19.4187 7692.33 14.8909 7.6622 8.3843 1.7080




p4 3.8452 19.4348 7696.39 14.8813 7.6564 8.3756 1.7086
Table 4.4: Results of inversion of the synthetic response of the EC’ model
with DG+FD and DG+AD combined with fmincon MATLAB code under
the default settings. This table presents the model parameters p, the initial guess
pguess, the estimated parameters pDG+AD and pDG+FD respectively obtained with the
DG+AD and DG+FD approaches.
116





Figure 4.9: Inversion of the synthetic response of the EC’ model with
DG+FD and DG+AD combined with fmincon MATLAB code under the
default settings. We plot in (a), (d), (g), (j) the observed voltammogram and
the predicted voltammograms obtained using DG + AD and DG + FD respectively
for the inversion experiment i = 1, 2, 3, 4. We respectively plot in (b), (e), (h), (k)
the CPU time of DG + AD and DG + FD during the inversion of the observed
data Gobs,EC
′
i , i = 1, 2, 3, 4. We plot in (c), (f), (i), (l) the absolute error on the
current and the components of the model parameter in each experiment of inversion
i = 1, 2, 3, 4. Note from the different scales in (b), (e), (h), (k) that DG + AD is
less expensive than DG + FD.
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We finally invert the same synthetic responses using the approaches FE+FD
and DG+AD to supply the objective function F and its gradient dpF to fmincon
subject to the termination tolerance TolFun = 10−4 on the function F , Termination
tolerance TolX = 10−4 on the parameter p step size factor for finite differences
HFD = 10
−2, which by default are TolX = TolFun = 10−6 and HFD =
√
eps. The
results are presented in Fig 4.10 and Tab 4.5. It shows that by considering these
additional constraints for fmincon, we can improve the outcomes of FE+FD but it
still not good as the the outcomes of DG+AD.
K0 D
+ Kr D
− KA D C˜0Atotal
pguess1 2.1024 15.3597 941.6366 6.7825 2.0334 4.4809 1.0746
pDG+AD1 12.4445 6.6873 4092.37 2.5124 11.9328 6.2738 0.2675




p1 13.3339 6.6445 3847.92 1.8031 15.5743 6.1812 0.2764
pguess2 19.6456 2.6058 8525.04 9.0522 19.9785 19.5280 1.4852
pDG+AD2 17.81174 5.2677 8993.81 0.6925 3.2663 4.1405 0.6341




p2 18.4321 5.2203 9059.63 0.6969 3.3286 4.3159 0.6256
pguess3 19.1343 7.7158 7804.92 2.9023 14.4371 12.7734 1.10922
pDG+AD3 8.0240 4.7114 9461.51 18.8606 15.3099 6.4511 1.9373




p3 8.0274 4.7231 9736.28 19.6732 18.6818 7.4633 1.8723
pguess4 13.7984 5.4695 1167.44 11.4793 1.1074 10.8697 1.6364
pDG+AD4 3.8499 18.6840 7544.45 15.0992 9.17862 9.4172 1.6653




p4 3.8452 19.4348 7696.39 14.8813 7.6564 8.3756 1.7086
Table 4.5: Results of inversion of the synthetic response of the EC’ model
with FE+FD and DG+AD combined with fmincon MATLAB code under
the non default settings. This table presents the model parameters p, the initial
guess pguess, the estimated parameters pDG+AD and pFE+FD respectively obtained
with the DG+AD and FE+FD approaches.
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Figure 4.10: Inversion of the synthetic response of EC’ model with FE+FD
and DG+AD combined with fmincon subject to non default options. We
plot in (a), (d), (g), (j) the observed voltammogram and the predicted voltam-
mograms obtained using DG + AD and FE + FD respectively for the inversion
experiment i = 1, 2, 3, 4. We respectively plot in (b), (e), (h), (k) the CPU time
of DG + AD and FE + FD during the inversion of the observed data Gobs,EC
′
i ,
i = 1, 2, 3, 4. We plot in (c), (f), (i), (l) the absolute error on the current and the
components of the model parameter in each experiment of inversion i = 1, 2, 3, 4.
these figures show that DG + AD is more efficient than FE + FD.
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Numerical experiment 3: Efficiency of the combination of DG, Impl and
adjoint method for the inversion of the synthetic response of ETO with
some additional random noise.
As for the ETO model case, we defined the noisy synthetic responses Gobs,EC
′
noisy,i by
adding some Gaussian random noise to the synthetic response Gobs,EC
′
i for all i ∈
{1, 2, 3, 4}. The noisy synthetic response is then invert with FE+FD and DG+AD
approaches to supply the objective function F and its gradient dpF to fmincon
subject to the default option.
K0 D
+ Kr D
− KA D C˜0Atotal
pguess 2.1024 15.3597 941.6366 6.7825 2.0334 4.4809 1.0746
pDG+AD 14.1194 6.5525 3700.24 1.4416 16.9973 6.5054 0.2772




p 13.3339 6.6445 3847.92 1.8031 15.5743 6.1812 0.2764
pguess 19.6456 2.6058 8525.04 9.0522 19.9785 19.5280 1.4852
pDG+AD 19.2305 5.2876 8525.00 0.7005 3.1934 4.2764 0.6271




p 18.4321 5.2203 9059.63 0.6969 3.3286 4.3159 0.6256
pguess 19.1343 7.7158 7804.92 2.9023 14.4371 12.7734 1.1092
pDG+AD 8.2238 4.6764 7805.51 18.4184 18.6152 5.3227 1.9985




p 8.0274 4.7231 9736.28 19.6732 18.6818 7.4633 1.8723
pguess 13.7984 5.4695 1167.44 11.4793 1.1074 10.8697 1.6364
pDG+AD 3.8130 15.5459 7732.76 19.0324 18.0103 17.2865 1.3716




p 3.8452 19.4348 7696.39 14.8813 7.6564 8.3756 1.7086
Table 4.6: Inversion of the synthetic response of EC’ model plus additional
random noise with the FE+FD and DG+AD method combined with the
fmincon MATLAB code under the default settings. This table presents the
model parameters p, the initial guess pguess, the estimated parameters pDG+AD and
pFE+FD respectively obtained with the DG+AD and FE+FD approaches.
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Figure 4.11: Inversion of the synthetic response of EC’ model plus addi-
tional random noise with FE+FD and DG+AD combined with fmincon
MATLAB code under the default settings. We plot in (a), (d), (g), (j) the
observed voltammogram and the predicted voltammograms obtained using DG +
AD and FE + FD respectively for the inversion experiment i = 1, 2, 3, 4. We respec-
tively plot in (b), (e), (h), (k) the CPU time of DG + AD and FE + FD during the
inversion of the observed data Gobs,EC
′
i , i = 1, 2, 3, 4. We plot in (c), (f), (i), (l) the
absolute error on the current and the components of the model parameter in each
experiment of inversion i = 1, 2, 3, 4. Note from (a), (d), (g), (j) that DG + AD
gives a good fitting of the noisy observed voltammogram while FE + FD does not.
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The results Fig 4.9 and Tab 4.4 show that DG+AD gives a good fit of the dimen-
sionless noisy current, while FE+FD fitting is very bad. The relative error of the
estimated model parameters obtained with DG+AD, shows that some improvement
needs to be done.
4.5 Summary
We develop point by point in this chapter an inversion solver for the measurements
of the dimensionless current associated to ETO and EC’ model. This inversion
solver combined
• DG method for the space discretization,
• implicit Euler method for the time discretization,
• the adjoint method for the computation of the gradient,
• and gradient descent or fmincon Interior Point Algorithm for the minimization.
Schematically this can be represented as follows
Figure 4.12: Inversion model 1.
In order to validate the good performance of our fit-for-purpose inversion solver,
we investigate another inversion model, based only on the MATLAB PDEs solver
pdepe and the gradient implicitly compute with fmincon MATLAB code. This
MATLAB inversion model can be schematically represent as follow
Figure 4.13: Inversion model 2
The comparison of the results of several numerical experiments shows that the
inversion model Fig 4.12 is more fast, is more accurate and has better stability
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property for the inversion of the noisy or noiseless synthetic response of ETO and
EC’ model. But it’s still need some improvements in the case of EC’ model, since
the relative error on the estimated model parameters can be very high (> 25%) for
a good fit of the noiseless or noisy synthetic response of the EC’ model.
To improve the inversion model Fig 4.12 for the EC’ model, one can use for exam-
ple the Tikhonov regularisation method [197, 171, 93, 122] or another optimisation
algorithm (stochastic or deterministic).
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This chapter is devoted to the approximation of the model of flow and transport
in porous media. We focus on the so-called method of lines in which the evolution
problem is first semidiscretized in space yielding a system of coupled ordinary differ-
ential equations (ODEs) which is then discretized in time. Specifically, we consider
DG semidiscretization together with standard time discretization method (such as
Implicit Euler, ETD, EXPR and ROCK2 methods, see Chapter 2) and uniform
time step on the solution domain. To that end, we first define in Section 5.1 the
concept of flow and transport in porous media. Then we review, in Section 5.2, the
two or three dimensions DG semidiscretization applied to DAREs. Finally, we use
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the proposed numerical method to solve different models of flow and transport in
porous media. Most materials for the DG semidretization schemes, presented in this
chapter, are drawn from Alexandre Ern and Daniele Antonio Di Pietro [80]. Note
that, there is a large literature showing the successful application of the DG method
to the DAREs, see for example [98, 208, 133, 221, 18, 13, 57, 195, 116, 43].
The novel contributions in this chapter are
• the combination of ideas in [80, 125], to efficiently assemble the matrices that
arise from the DG semidiscretization (i.e. mass and stiffness matrices),
• the comparison of the performance of the DG method combined with the time
solvers ( such as ETD1, ETD2 and EXPR) described in Section 2.3 to solve
the DAREs.
5.1 Introduction to flow and transport in porous
media
A porous medium is a material which contains void space called pores allowing a
fluid (liquid or gas) to flow through. Many natural substances such as rocks, soils,
biological tissue (e.g. bones), and man-made materials such as cements, foams and
ceramics can be considered as porous media. A porous medium is characterised by
its porosity, permeability as well as the properties of its constituents (solid matrix
and fluid). We focus here on a porous medium which contains different types of
rocks, called a geological reservoir. If the reservoir contains oil or gas, it is called an
oil reservoir or hydrocarbon reservoir, if it contains water it is called a groundwater
reservoir and if it contains heat it is called a geothermal reservoir.
Porosity, φ, is a measure of the empty spaces in a material, and is given by
fraction of the volume of voids over the total volume i.e.
φ =
Volume of pores
Total Volume of porous medium
.
Therefore the porosity is between 0 and 1, or as a percentage between 0 and 100%.
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Several methods can be used to measure porosity : tomography method using in-
dustrial CT scanning, water saturation method, water evaporation method, gas
expansion method [89], thermoporosimetry [40], cryoporometry [167], etc. Tab 5.1
shows the average of the porosity of some important rock types.
Material Porosity (%) Material Porosity (%)
Sand, coarse 39 Siltstone 35
Sand, medium 39 Claystone 43
Sand, fine 43 Shale 6
Gravel, Coarse 28 Loess 49
Gravel, medium 32 Peat 92
Gravel, fine 34 Schist 38
Table 5.1: Average of the porosity of some sand and gravel [182].
The permeability, k, in the standard international unit [m2] or in practical unit
[Darcy], is the measure of the ability of a porous media to allow fluids to pass
through. The unit [Darcy] is named after the French engineer Henry Darcy, who
made several important contributions to hydraulics and we have 1Darcy ≈ 10−12m2.








If the porous medium is isotropic, then the permeability is reduced to k = kI3,
where I3 is the 3× 3 identity tensor and k ∈ R.
In hydro-geology, the permeability is combined with the fluid properties viscosity
µ, the density ρ, and the constant of gravity g to form the hydraulic conductivity





Tab 5.2 illustrates the range of the hydraulic conductivities (assuming pure water
at room conditions) for some geological media.
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Gravel 3× 10−4 to 3× 10−2
Medium sand 9× 10−7 to 6× 10−4
Silt, loess 1× 10−9 to 2× 10−5
Till 1× 10−12 to 2× 10−6
Clay 1× 10−11 to 5× 10−9










Karst limestone 1× 10−6 to 2× 10−2
Limestone and dolomite 1× 10−9 to 6× 10−6
Sandstone 3× 10−10 to 6× 10−6










s Permeable basalt 4× 10−7 to 2× 10−2
Fractured igneous and metamorphic 8× 10−9 to 3× 10−4
Basalt 2× 10−11 to 4× 10−7
Unfractured igneous and metamorphic 3× 10−14 to 2× 10−10
Weathered grantie 3× 10−6 to 5× 10−5
Table 5.2: Hydraulic conductivity of the water in different porous media [182].
5.1.1 Darcy’s law
In 1856, Henry Darcy investigated the flow of water in a vertical, saturated, homo-
geneous sand filter, see Fig 5.1, in connection with Dijon city’s fountains. From his
experiments, varying the length and diameter of the column, the porous material in
it, and the water levels h3 and h4, respectively in the inflow and outflow reservoirs of
the column, he concluded that the rate of flow Q (volume of water passing through
the porous material per unit time) through a sand column of length L and constant
cross-sectional area is:
• proportional to the cross-sectional area A of the column,
• proportional to the difference h3 − h4 in water level elevations,
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• and inversely proportional to the length L.
From these conclusions, Henry Darcy formulated the equation, now named Darcy’s









where h is the hydraulic head in [m]. For more details about the experiment and
the derivation of Darcy’s law, see [134].
Figure 5.1: Darcy experiment [72].
The hydraulic head h is defined in [134], as the sum of the elevation and the
pressure head




where z is the elevation, p the pressure in the fluid at the considered point. Substi-







As the flow path L goes to zero, (5.5) takes the differential form
Q = −KA∇(z + p
ρg
). (5.6)
The minus signs on the right hand terms reflects that the hydraulic head always
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decreases in the direction of flow.
Darcy’s velocity and the fluid’s velocity














called the equation of motion of the fluid in the porous media. (5.8) represents the
momentum balance for fluid in porous media. Given that in (5.8), we have two
unknowns v and p, we need another equation to be able to solve the flow problem.
This equation will come from mass conservation (or balance) of the fluid.
5.1.2 Mass conservation equation
In fluid mechanics, a system is defined as an identifiable quantity of matter which
has a fixed volume and its mass is assumed to be constant. Therefore when we have
an exchange of mass between the system and the surrounding environment, the
change in the mass within the system must be equal to the difference between the
incoming and the outgoing mass so as to satisfy the fundamental law of physics on
the conservation of mass in the absence of source and sinks. Let us consider a fluid
of density, ρ, and velocity v, in a controlled volume V fixed in space and bounded
by a smooth surface S. Let us also denote, by n, a unit vector in the direction of
the outward normal to S and let M be the mass of fluid in S, see Fig 5.2.
As is shown in [203], the equation of mass conservation of a fluid is obtained as
follows. The volume flow rate across S per unit area is v · n and the mass flow rate











ρv · ndS, (5.9)
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Figure 5.2: Conservation of mass in system.
where the negative sign in equation (5.9), expresses the fact that the velocity is
directed out of S. According to the divergence theorem [157], the surface integral
can be transformed into a volume integral as follows
∫ ∫
S
ρv · ndS =
∫ ∫ ∫
V
∇ · (ρv)dV. (5.10)
The vector ρv is called the mass flux and it has the same magnitude as the mass of
fluid flowing in unit time through a unit area perpendicular to the velocity vector.








dV = 0. (5.11)




+∇ · (ρv) = 0 or ∂(φρ)
∂t
+∇ · (ρq) = 0. (5.12)
This is called the mass conservation equation or continuity equation. According to









where Ss, called specific storage with unit [m
−1], is the volume of fluid that can be
stored by compressing the porous medium and the fluid itself. By substituting (5.7)
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and (5.13) in (5.12), we obtain the formulation of the mass conservation in terms of













In the case of an incompressible fluid, meaning the density is constant (ρ = ρ0) and








and the fluid’s velocity is given by
v = − k
µφ
∇p. (5.16)
Therefore to simulate the velocity of an incompressible fluid flowing through a porous






















where ∂Ω = ∂Ω1D ∪ ∂Ω1N and n is the unit outward normal vector of Ω1N . Finally we
use (5.16), to compute the velocity field of the fluid.
5.1.3 Flow and transport by DAREs
The purpose here is to establish the conservation equation of a dissolved and chem-
ical reactive component in porous media, which includes advection, diffusion and
reaction. More details, see for example [27, 26, 186]. The fluid also called the
solution, during its motion, transport a dissolved substance called solute. These
substances could be toxic and possibly man-made such as contaminants transported
in groundwater, or hydrocarbons transported in oil reservoirs, or CO2 transported
in transported in saline aquifers, ect. Let C denote the concentration of the solute
in [kg m−3].
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Diffusion is a molecular mass transport process in which a solute moves from
areas of higher concentration to areas of lower concentration. This phenomena can
occur in the absence of velocity. The mass flux J1 due to the diffusion is given by
Fick’s law in [110]
J1 = −D∇C, (5.18)
where D is the diffusion tensor. The negative sign before D in (5.18) indicates
that the solutes move towards the area of lower concentration. In the case of an
anisotropic medium, we will assume that this tensor is relative to the principal direc-








Advection is the movement of a solute along with the flowing fluid in porous
media. The mass flux J2 due to the advection is given by
J2 = −vC, (5.20)
for the fluid flowing at the speed v.
The total mass flux due to the diffusion and the advection is then J = J1 + J2.
Let R(C) be the reaction term that represent the variation of the concentration of
the solute due to a sources or sinks. Applying the conservation of mass to the solute
yields the following transport equation
∂C
∂t
= ∇ · (D∇C − vC) +R(C). (5.21)
For an incompressible fluid (∇.v = 0), (5.21) takes the form
∂C
∂t
= ∇ · (D∇C)− v · ∇C +R(C). (5.22)
However, the rates of convective and diffusive transport may be quite different.
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For example, the transport of pollutants in a river is dominated by convection,
whereas the spreading of pollutants in a lake is dominated by diffusion. The relative
strength of the diffusion and the advection can be expressed in terms of the Pe´clet





where v0 is a reference velocity, L0 is a geometric length scale, and D0 is a diffusion
coefficient [147]. The dimensionless Peclet number then is infinite in the limit of
pure convection (D = 0) and vanishes in the limit of pure diffusion (v = 0).
5.2 DG method for DAREs
The purpose of this section is to review how to semidiscretize (5.22) with DG schemes
and assemble the matrices, in dimension d ≥ 2. To do so, we follow the development
in Alexandre Ern and Daniele Antonio Di Pietro [80], to successively semidiscretize
the diffusion equation, the advection-reaction equation, and the DAREs equation.
We combine the idea presented in [80, 125] to efficiently assemble the matrices that
arises from the semidiscretization.
5.2.1 Preliminaires
For a triangulation T , the skeleton Fh can be decomposed into F ih, the internal
edges (or faces in three dimensions) and F eh the external ones. Let consider T+, T−,
two (generic) elements sharing an edge (or face in three dimensions) F ⊂ F ih, with
respective outward normal unit vectors n+ and n− on F , see Fig 5.3.
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Figure 5.3: Triangulation. We respectively show on the left and right the internal
and external face with their element and outward normal vectors.
The Discontinuous Galerkin (DG) method is based on the set of discontinuous
functions across the skeleton of the triangulation T . The test space is defined as
follows
Vh = {v ∈ L2(Ω) : v |T∈ P k(T ),∀T ∈ T }. (5.24)
Then the weak formulation of (1.1), as for the FE method described in Section 2.2,
can not be applied globally on Ω, but has to be split onto the each element of the
triangulation. We now define some standard functions used for the application of
the DG discretization. The standard notation of the jumps function for a function
w is defined as follows
• For the internal face F i.e. F ⊂ F ih




+ + w−h n
− = (w+h − w−h )n+. (5.26)
• For the external face F i.e. F ⊂ F eh
[[∇wh]] = ∇w+h · n+, [[wh]] = w+h n+. (5.27)
Note from (5.25), (5.26), (5.27) that, the jump function of a scalar-valued function
is a vector-valued function and vice versa. Therefore any continuous function along
the internal edges has a zero jump function. The standard notation of the average
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function for a function w is defined as follows
• For the internal face F i.e F ⊂ F ih
{∇wh} = 1
2






• For the external face F i.e F ⊂ F eh
{∇wh} = ∇w+h , {wh} = w+h . (5.29)
Note from (5.27) and (5.29) that for all external faces F ⊂ F eh, we have
{∇vh} · [[wh]] = [[∇vh]] {wh} . (5.30)




(| x | +x), x	 = 1
2
(| x | −x).
We observe that both quantities are, by definition, non negative.
5.2.2 DG for steady diffusion equations
The goal of this section is to review the IP-DG semidiscretization of the steady
homogeneous and heterogeneous diffusion equations define as follow
 −∇ · (∇u) = f on Ωu = 0 on ∂Ω , (5.31)
where f ∈ L2(Ω) and  ∈ R+ are respectively the source term and the diffusion
coefficient. Let us remind that we have used IP-DG method, introduced in by
Wheeler [220] and Arnold [11], to investigate the one dimensional diffusion equation
in Chapter 3. Here, we consider (5.31) in a dimension d ≥ 2
Let us assume that the diffusion coefficient  is constant on Ω (i.e. homogeneous).
From the weak form of (5.31) at the continuous level, we design the IP-DG method
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is design to approximate the solution of (5.31) in L2−setting. In order to derive the
weak form of (5.31) at the continuous level, the solution u is assumed to belong to
the space V = H10 (Ω) = {v ∈ H1(Ω) such that v |∂Ω= 0}. Then by the means of
the integration by parts, the weak form of (5.31) is defined as follows
Find u ∈ V s.t. b(u,w) =
∫
Ω
fw, ∀w ∈ V, (5.32)




∇u · ∇w. (5.33)
Note that the bilinear form b(·, ·) is symmetric and bounded in V × V . According
to the Poincare´ inequality, see [101], there is a constant CΩ such that for all v ∈ V
| b(v, v) |≥  ‖ ∇v ‖[L2(Ω)]d≥

CΩ
‖ v ‖L2(Ω) . (5.34)
Then, owing to Theorem 2.1, the weak form (5.32) is well-posed.
Now that the weak form of (5.31) at the continuous level is reviewed, we now
focus on the design of the IP-DG method to approximate the solution of (5.32) by
a solution in Vh. To this end, we mimic at the discrete level the properties of the
bilinear form b(·, ·) (i.e. symmetry, L2−coercivity and boundness) that holds at the
continuous level, by the means of some penalty terms. Therefore the integration by
















(~n · ∇hu)wh, (5.36)
for all wh ∈ Vh. Using the definition of the jump function in (5.25)- (5.27), we can
transform the second term in the right hand side of (5.36) into a sum of integrals
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As for the 1D case in Chapter 3, by using (3.27) with the definition of the jump and
the average functions in (5.25)-(5.29), we obtain
[[∇huwh]] =
 {∇hu} · [[wh]] + [[∇hu]]{wh}, ∀F ∈ F
i
h
{∇hu} · [[wh]], ∀F ∈ F eh
. (5.38)
Since  is constant, then according to [80], by assuming that the exact solution
u ∈ V ∩W 2,1(Ω), we have
∀F ∈ Fh, [[u]] = 0 and ∀F ∈ F ih, [[∇u]] = 0. (5.39)






















{∇hu} · [[wh]]. (5.40)
Note from (5.40) that the bilinear form Bd(·, ·) is nonsymmetric, owing to the
second term on the right hand side of (5.40). Since a desirable property of the
discrete bilinear form is to preserve the original symmetry of the bilinear form b(·, ·),











({∇hv} · [[wh]] + {∇hwh} · [[v]]) ,
(5.41)
for all v, wh ∈ Vh. Indeed, symmetry can simplify the resolution process of the
resulting linear system and furthermore, it is a natural ingredient to derive optimal
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L2−norm error estimation [11, 80]. The second term on the right-hand side of (5.41)
is called the symmetric term.
Other desirable properties are the discrete L2−coercivity and boundness on the
broken polynomial space Vh with respect to a suitable norm. Indeed, these properties
will ensure the well posedness of the discrete weak form, owing to Theorem 2.1. But











and the second term on the right-hand side has no a priori sign so that, without
adding a further term, there is no hope for discrete coercivity. To achieve discrete
coercivity, we add to Bsd(·, ·), defined by (5.41), a term penalizing interface and
boundary jumps. Namely we set as in [11, 80]









[[uh]] · [[wh]], (5.42)
where hF is a local length scale associated with the face F ∈ Fh, the quantity
η > 0 denotes a user-dependent parameter which is independent of the diffusion
coefficient. The local length scale hF is set to the diameter of the face F in the
dimension d ≥ 2. If the penalty parameter η is large enough then the bilinear form
Bsipd (·, ·) is coercive in Vh, see [11, 80]. The bilinear form Bsipd (·, ·) is called the
SIPG bilinear form. Note from (5.42) that the discrete bilinear form Bsipd (·, ·) is still
symmetric since the bilinear forms Bsd(·, ·) and the so-called penalty bilinear form
Sh are symmetric. Due to (5.39) for all wh ∈ Vh and the exact solution u, we have
Bsipd (u,wh) = Bd(u,wh). This shows that the consistency of Bd has not changed
with the terms added. Therefore, owing to Theorem 2.1, a well-posed weak form of
(5.31) can be formulated as follows
Find uh ∈ Vh s.t. Bsipd (uh, wh) =
∫
Ω
fwh, ∀wh ∈ Vh. (5.43)
Now that the SIPG weak form has been presented for the steady diffusion equa-
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tion subject to the nonhomogeneous Dirichlet boundary condition, we focus on the
formulation of the SIPG weak form in the case of homogeneous Dirichlet, Neumann
and Robin boundary condition. The importance of this investigation is to be able
to weakly enforce any type of boundary condition.
• Firstly, let us consider the steady diffusion equation subject to nonhomoge-
neous Dirichlet boundary condition i.e. u = g on ∂Ω, with g ∈ L2(∂Ω). In
this case the jump function of u is no longer equal to zero across the external
face F ∈ F eh, as in (5.39). Then the weak form of (5.31) can be formulated as
follows : find uh in Vh such that
















for all wh in Vh. The second and third terms on the right-hand side of (5.44)
appeared while adding the terms to mimic at the discrete level the symmetry
and the coercivity of the continuous weak form.
• Secondly, let us consider the steady diffusion equation subject to homogeneous
Neumann boundary condition i.e. n · ∇u = 0 on ∂Ω. In this case the jump
function of the diffusive flux is equal to zero across the external face F ∈ F eh.











{∇hu} · [[wh]]. (5.45)
By adding the terms to mimic at the discrete level the symmetry and the
coercivity of the continuous weak form, we can formulate the weak form of




fwh ∀wh ∈ Vh,
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• Finally, let us consider the steady diffusion equation subject to the Robin
boundary condition λu+ n · ∇u = g on ∂Ω, with g ∈ L2(∂Ω), λ ∈ L∞(∂Ω)
and λ non negative almost everywhere on ∂Ω. Then the weak form of (5.31)











gwh ∀wh ∈ Vh.
To derive the weak form in this case, we estimate the jump function of the
diffusive flux (i.e. n · ∇u) from the boundary condition, then we substitute
the result in (5.40) and follow the process to mimic at the discrete level the
symmetry and the coercivity of the continuous weak form.
We examine the convergence of the IP-DG method reviewed here for an unsteady
and homogeneous diffusion equation in Section 5.3.2.
Theorem 5.1 (IP-DG for heterogeneous diffusion equation). Let assume that there
is a partition of Ω in a set PΩ = {Ωi, i = 1, · · · , n} of polyhedrons such that the
restriction of  to each polyhedron Ωi is constant. If the mesh Th is such that each
element T ∈ Th belongs to only one polyhedron Ωi then the weak form of (5.31) takes
the form
Find uh ∈ Vh s.t. Bswipd (uh, wh) =
∫
Ω
fwh, ∀wh ∈ Vh, (5.46)
where the bilinear form Bswipd is given by
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Here, the weighted average {·}Fw and the diffusion dependent penalty parameter γF





on F = ∂T1 ∩ ∂T2 ∈ F ih






on F = ∂T1 ∩ ∂T2 ∈ F ih
1 on F = ∂T1 ∩ ∂Ω ∈ F eh
,
where i =  |Ti and vi = v |Ti for all i ∈ {1, 2}.
The bilinear form Bswipd , called the symmetric weighted interior penalty galerkin
(SWIPG) method, was introduced in 2003 by Dryja [87] and further analysed by
Ern et al. [81, 98]. Note that if the diffusion coefficient is constant on Ω, the
bilinear forms Bswipd and B
sip
d are equal. In Section 5.3.5, we use B
swip
d to simulate
the velocity of the fluid trough a medium with fracture.
5.2.3 DG for steady advection-reaction equations
Let us consider the steady advection-reaction equation with homogeneous inflow
boundary condition  β · ∇u+ µu = f on Ωu = 0 on ∂Ω− . (5.47)
This is one of the simplest model problems based on a linear, scalar, steady first-
order PDE. The unknown function u is scalar-valued and represents, e.g., a solute
concentration; β is the Rd-valued advective velocity, µ the reaction coefficient, f the
source term, and ∂Ω− denotes the inflow part of the boundary of Ω, namely
∂Ω− = {x ∈ ∂Ω | β(x) · ~n(x) < 0}. (5.48)
The main goal of this section is to review the analysis of the DG method described
in [80], to approximate the solution of (5.47). Let us recall that the application of the
DG method to unsteady advection and reaction has been propelled by the innovative
works of Cockburn et al [62, 61, 64].
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Since the DG methods are essentially tailored to approximate PDEs in an L2-
setting where discrete stability is enhanced by suitable least-squares penalties, the
most natural weak formulation at the continuous level is that based on the concept
of graph space. So, in order to design the DG method for (5.47), we first examine
the weak formulation of (5.47) at the continuous level. For well posedness of the
weak formulation of (5.47), we assume that µ ∈ L∞(Ω), β ∈ [Lip(Ω)]d, f ∈ L2(Ω)
and there is a real number µ0 > 0 such that
µ− 1
2
∇ · β ≥ µ0 a.e. in Ω. (5.49)
The regularity on β can be weakened at least to ‖ β ‖[L∞(Ω)]d and ‖ ∇ · β ‖L∞(Ω)
bounded. For more details about the assumptions on the data and the formulation
of the weak form, see for example [80]. Before we consider the weak formulation
of (5.47), let us first define the graph space and the trace operator. They respec-
tively specify the functional space in which the solution of (5.47) is sought and the
mathematical meaning of the boundary condition.
Definition 5.1. The graph space is a Hilbert space given by V = {v ∈ L2(Ω) |
β · ∇v ∈ L2(Ω)} and equipped with the scalar product
(u, v)V = (u, v)L2(Ω) + (β · ∇u, β · ∇v)L2(Ω).
Let the set L2(| β · n |; ∂Ω) be defined as follows
L2(| β · n |; ∂Ω) = {v ∈ L1(∂Ω) such that
∫
∂Ω
| β · n | v2 <∞}.
Recalling the definition of the inflow boundary with (5.48), we also define the outflow
boundary as
∂Ω+ = {x ∈ ∂Ω | β(x) · ~n(x) > 0}.
We assume that the inflow and outflow boundaries are well separated (i.e. their
intersection is empty). The following result is very important since it allows us to
define the trace operator on the graph space and to use an integration by parts
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formula.
Lemma 5.1. [80] The trace operator
γ : C∞(Ω¯) 3 v 7−→ γ(v) := v |∂Ω∈ L2(| β · n |; ∂Ω),
can be extended to V , meaning that there is a constant Cγ such that, for all v ∈ V ,
‖ γ(v) ‖L2(|β·n|;∂Ω)≤ Cγ ‖ v ‖V .
Moreover, the following integration by parts formula holds for all v, w in V
∫
Ω
∇ · (βv)w + (β · ∇w)v =
∫
∂Ω
(β · n)γ(v)γ(w). (5.50)
We now focus on the derivation of the weak form of (5.47). Using the graph
space V , (5.47) can be cast into the weak form at the continuous level as follows
Find u ∈ V such that a(u,w) =
∫
Ω
fw for all w ∈ V, (5.51)







(β · ∇v)w +
∫
∂Ω
(β · n)	vw. (5.52)
It has been shown, in [80], that (5.51) is well-posed. The following result tells us
in which sense the solution of (5.51) solves (5.47), specifically it shows that the
boundary condition is weakly enforced in (5.51).
Lemma 5.2. [80] If the function u is a solution of (5.51), then we have
 β · ∇u+ µu = f a.e. in Ωu = 0 a.e. in ∂Ω− . (5.53)
Now that (5.51) (i.e. the weak form of (5.47) at the continuous level) has been
proposed, we now focus on the design and the analysis of the DG method to ap-
proximate the solution of (5.51). To this end, we assume that the exact solution
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u, belongs to V∗ = V ∩ Vh, where Vh is given by (5.24). This assumption implies
that for all elements T of a triangulation Th, the restriction u |T has traces almost
everywhere on each face F ∈ FT , and these traces belong to L2(F ) [80].
Lemma 5.3. [80] The exact solution u ∈ Vh is such that, for all F ∈ F ih,
β · [[u]](x) = 0 a.e. x ∈ F. (5.54)
The starting point in the process of defining the suitable DG method here is to
introduce a discrete bilinear form a0h(·, ·) simply derived from the exact bilinear form
a(·, ·), by replacing the advective derivative β · ∇ by its broken counterpart β · ∇h
defined as follows
(β · ∇hvh) |T= β · ∇(vh |T ),







(β · ∇hvh)wh +
∫
Ω
(β · n)	vhwh. (5.55)
Let us now examine the discrete coercivity of the bilinear form a0h(·, ·). By definition,













Applying integration by parts on each mesh element T , the above equation becomes













β · nv2h +
∫
∂Ω
(β · n)	v2h. (5.56)
According to the definition of jump functions and the continuity of the function
β across the interfaces, the second term on the right hand side of (5.56) can be





















(β · n)v2h. (5.57)
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For all F ∈ F ih, there exist two elements T1, T2 such that F = ∂T1 ∩ T2. Let us
introduce the notation vi = vh |Ti , i ∈ {1, 2} and n1 the outward normal to T1 on






(v21 − v22)n1 =
1
2
(v1 + v2)(v1 − v2)n1 = {vh}[[vh]]. (5.58)
















































| β · n | v2h. (5.59)
The second term on the right-hand side, involving interfaces, has no sign a priori.
Therefore, it must be removed in order to ensure the discrete coercivity. This can
be achieved if we set, for all vh, wh ∈ Vh








since (5.54) holds. To strengthen the discrete coercivity, it is proposed in [80] to








| β · n | [[vh]] · [[wh]], (5.60)
where η > 0 is a user dependent parameter. We then consider the bilinear form
Bupa , so called upwind DG bilinear form, defined as follows
Bupa (vh, wh) = a
1
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for all vh, wh ∈ Vh. Therefore the weak form of the equation (5.47) at the discontin-
uous level is defined as follows
Find uh ∈ Vh such that Bupa (uh, wh) =
∫
Ω
fwh, ∀wh ∈ Vh. (5.62)
For more details on the well-posedness and the error estimation of (5.62), see [80].
We now examine how to weakly enforce the nonhomogeneous inflow boundary con-
dition.
Lemma 5.4. [80] In the case of the steady advection-reaction equation with non-
homogeneous inflow boundary condition i.e.
 β · ∇u+ µu = f on Ωu = g on ∂Ω− , (5.63)
the weak formulation is defined as follows
Find uh ∈ Vh s.t. Bupa (uh, wh) = (f, wh) +
∫
∂Ω
(β · n)	gwh, for all wh ∈ Vh.
To validate the DG method proposed here for (5.47), We examine the conver-
gence in space for a given β, µ and f in Section 5.3.1.
5.2.4 DG for DAREs equations and Discretization
The purpose of this section is to present the DG weak form of (1.1) by combining
the upwind and the SIPG method (respectively to handle advection-reaction terms
and diffusion terms). Once the weak form of the DAREs is presented, we investigate
the semi discretization of the weak form obtained, which leads to a system of ODEs.
Let us first consider the steady advection-diffusion-reaction equation with homo-
geneous boundary condition as follows
 −∇(∇u) + β · ∇u+ µu = f on Ωu = 0 on ∂Ω . (5.64)
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According to the analysis presented in Section 5.2.3 and Section 5.2.2, the well-posed
DG weak form of (5.64) can be formulated as
Find uh ∈ Vh s.t. Bsipd (uh, wh) +Bupa (uh, wh) =
∫
Ω
fwh, ∀wh ∈ Vh, (5.65)
where the bilinear form Bupa and B
sip
d are respectively given by (5.61) and (5.42).
For the full details on the proof of the well posedness of (5.65), see for example
[11, 80]. Note that if µ− 1
2
∇ · β = 0, the bilinear form Bupa +Bsipd still coecirve.
More generally, for unsteady advection-diffusion-reaction subject to mixed bound-
ary condition (Dirichlet, Neumann or Robin conditions) and some initial condition





wh + S(uh, wh) =
∫
Ω
fwh + B(wh),∀wh ∈ Vh (5.66)
where the bilinear form S (that handle the advection and diffusion terms) and the
linear form B (that handle the boundary condition) can be derived with the upwind





























{· · · }︸ ︷︷ ︸
BeF (wh)
. (5.68)
Now that the DG weak form has been presented, we focus on its discretization.
To do so, we consider a finite dimensional approximation of the space Vh at the
discrete level. Due to the fact that the restriction of a function uh ∈ Vh to a given
element T ∈ T can be chosen independently of its restriction to other elements, we
reduced the support of the basis functions to a single element. As consequence, the
communication between the mesh elements is reduced. For a structured mesh, it
is natural to assume that the global enumeration of the degrees of freedom is such
that the local degrees of freedom are numbered contiguously for each mesh element.
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Therefore the approximation of the global space Vh is given by




i , i ∈ DTj
}
, (5.69)
where V jh is the the locally defined spaces, NT is the total number of the element
Tj ∈ T , the set DTj = {1, · · · , NTjdof} collects the the local indices of the NTjdof degrees
of freedom for the mesh element Tj ∈ T and where
supp(φ
Tj
i ) = T¯j, ∀Tj ∈ Th, ∀i ∈ DTj . (5.70)




dof . The number of degrees of
freedom N
Tj
dof can vary from element to element. Different choices for the local basis{
φ
Tj
i , i ∈ DTj
}
are investigated in [125, 80]. The global solution u(t, p), for a given
point p ∈ Rd and time t, is then assumed to be approximated as follows












For the steady case, X
Tj
i are constant independent of the time. In the limit of
(NT , N
Tj
dof ) −→∞, we assume that uh converges uniformly to the global solution u.
Therefore, by substituting (5.71) in (5.66) and considering the function wh as the
basis functions φ
Tj




X + SX = F+ B, (5.72)






































As in Chapter 3, the matrices M, S are respectively called the mass and stiffness
matrices. Once the vectors F, B and the matrices M, S are assembled, (5.72) can
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be solved for X by means of the standard time discretization methods presented in
Section 2.3.
5.2.5 Implementation of DG method for DAREs
In this section, we present an efficient way to assemble the matrices M, S and the
vectors F, B. The methodology used to assemble the matrix in the case of DG differs
from the one used for FE methods because the degrees of freedom associated with
each mesh element are decoupled from those associated with the remaining elements;
and the terms involving integrals on interfaces are generally present. The simplest
way to assemble these matrices and vectors is to generate the basis function and
compute every single entry. But due to the local construction of the basis functions
i.e (5.70), most of the entries are equal to zero and even more most of the terms in
their formula is null. So the efficient way to assemble these entities is first to identify
the non zeros entries and then the non zero terms in their formula.
Firstly, let us consider the assembling of the mass matrix. According to the local




MT1T1 0 · · · 0
0 MT2T2 . . . ...
...
. . . . . . 0
0 · · · 0 MTNT TNT

, (5.75)




dof is the local mass matrix












Note from (5.76) that the local mass matrices are symmetric definite positive. Thus
the mass matrix is easily invertible due to its block diagonal structure. A typical
situation where this inverse is needed is when solving (5.72) with ETD, EXPR or
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ROCK2 time solver, see Section 2.3.
Secondly, let us consider the assembling of the stiffness matrix S. In general, the
global stiffness matrix can be block-partitioned as follows
S =

ST1T1 ST1T2 · · · ST1TNT





STNT T1 STNT T2 · · · STNT TNT

, (5.77)




dof is given by
STjTm =
[




Combining the definition of the bilinear form S and the localization of basis functions
to single mesh elements i.e. (5.70), we can conclude that the block matrix STjTm is
non zero only if Tj = Tm (diagonal block) or if Tj and Tm share a common interface
F ∈ Fh. Each summation of the bilinear function S in (5.67) yields a loop over the
corresponding mesh entities to assemble local contributions into the global stiffness
matrix. Moreover, owing to (5.70), for a given T ∈ T , F1 ∈ F ih, F2 ∈ F eh, we have
ST (φTmn , φTji ) 6= 0⇐⇒ T = Tm = Tj, (5.79)
S iF1(φTmn , φ
Tj
i ) 6= 0⇐⇒ F1 ⊆ ∂Tm ∩ ∂Tj, (5.80)
SeF2(φTmn , φ
Tj
i ) 6= 0⇐⇒ F2 = ∂T ∩ ∂Ω and T = Tm = Tj. (5.81)
From (5.79), we can say that the local stiffness matrix stemming from the volume












and it contributes to the diagonal block STjTj of the global stiffness matrix S. From
(5.80), we can conclude that an interface F ∈ F ih (i.e. there exist Tj and Tm with
j < m such that F = ∂Tj ∩ ∂Tm) contributes to four blocks of the global stiffness
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matrix S and the local stiffness matrix stemming from the interface contribution can






 , STpTqF = [S iF (φTqn , φTpi )]
i∈DTp ,n∈DTq
, (5.83)
where the block STpTqF contributes to the block STpTq of the global stiffness matrix
S for all p, q ∈ {j,m}. We can see from (5.81) that a boundary face F ∈ F eh (i.e.
there exist Tj ∈ T such that F = ∂Tj ∩ ∂Ω) contributes to the diagonal block STjTj
of the global stiffness matrix S, through the local stiffness matrix
SeF =
[




Schematically, the approach proposed here to efficiently assembly the global stiffness
matrix S, is illustrated in Fig 5.4.
Figure 5.4: Methodology to assemble the global stiffness matrix S.
151
Chapter 5: Two or three dimensional discontinuous Galerkin method for flow and
transport in porous media
Finally, let us consider the assembly of the vectors V and F. These entities can
















where for all Tj ∈ T , the block vectors FTj ,VTj ∈ RN
Tj















Note from (5.86) that FTj = MTjTjfTj , where fTj is the coupled components of the







to the localization of basis functions to single mesh elements from (5.70) and the
definition of the linear form BeF in (5.68), we have
BeF (φTji ) 6= 0⇐⇒ F = ∂Tj ∩ ∂Ω, (5.87)
for a given basis function φ
Tj
i and an external face F . Therefore a boundary face
F ∈ F eh (i.e. there exist Tj ∈ T such that F = ∂Tj ∩ ∂Ω) contributes to the block







In principle, one can evaluate, one by one, the entries of the block matrices MTqTq ,
STq , STpTqF and VeF by means of suitable quadrature rule. However, such quadrature-
based approach negates the advantage that makes the DG method so attractive for
implementation on graphics processing units (GPUs). As proposed in [125], we use
the 1D and 2D Jacobi polynomials on a reference element to express all non null
block matrices in terms of a few global templates (vandermonde and differentiation
matrices). As consequence, the implementation methodology proposed here can be
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summarised by the following algorithm.
Algorithm 3: Efficient method to assemble V,M and S from DG method.
1 Initialize V,M and S as sparse matrices
2 for q = 1, · · · , NT do (Loop over elements Tq ∈ T )
3 Compute MTqTq and STq resp. with (5.76) and (5.82)
4 STqTq −→ STqTq + STq
5 end for
6 for F ∈ F ih i.e. F = ∂Tj ∩ ∂Tm, j < m do (Loop over internal faces)
7 for p = j,m do
8 for q = j,m do
9 Compute STpTqF with (5.83)




14 for F ∈ F eh i.e. F = ∂Tp ∩ ∂Ω do (Loop over external faces)
15 Compute SeF and VeF resp. with (5.84) and (5.88)
16 STpTp −→ STpTp + SeF
17 VTp −→ VTp + VeF
18 end for
Remark 5.1. In contrast, to assembly the stiffness matrix, Alexandre Ern and
Daniele Antonio Di Pietro in [80], follow the same procedure described here by

























This leads to the extra CPU time since the support of the each basis function is
limited to a single element T ∈ T . It also leads to an extra contribution from the
local stiffness matrix stemming from the internal and external faces.
5.3 Numerical Experiments
The goal in this section is to validate the DG method and its implementation method
proposed here for (1.1), through several numerical experiments in two dimensions.
As DAREs, we consider: steady advection reaction problem, unsteady diffusion
problem, Unsteady Ogata banks problem [177], transport of inert solute trough a
153
Chapter 5: Two or three dimensional discontinuous Galerkin method for flow and
transport in porous media
domain with hole and a domain with fracture. The system of ODEs, obtained from
the DG discretization of DAREs, is solved with either Impl, ETD, EXPR or ROCK
method, as defined in Section 2.3. In order to compare the performance of these time
solver combined with DG method, we introduce the L2−discrete norm, ‖ · ‖L2(T ),
given by
‖ u ‖2L2(T )=
∑
T∈T
‖ u ‖2L2(T ) . (5.90)
We use the linear piecewise polynomials to construct the basis function of the
space Vh. To do so, let us consider the triangle T defined by the set of three
vertices {pTi = (xTi , yTi ), i = 1, 2, 3}. Thus, the corresponding local basis functions
φTi , i = 1, 2, 3 of T are defined as follow





i y + c
T
i ∀(x, y) ∈ T
0 ∀(x, y) ∈ Ω− T
, (5.91)




i ∈ R are taken such that φTi (xj, yj) = δji for all j = 1, 2, 3. The
dimension of the finite space is then N = 3NT , where NT is the total number of
triangles in T . The reason behind the choice of this basis function, is that it enables
us to easily handle the projection of any function onto the finite space i.e.







i (x, y) with X
T
i = u(xi, yi, t). (5.92)
Thus, for the source term f := f(uh), the vector F defined in (5.73) is given by
F = Mf(X). As a consequence, all we need to do to solve any DAREs, is to
define the bilinear forms ST , S iF , SeF and the linear form BeF associated to the DG
formulation of the given DAREs.
5.3.1 Steady advection reaction
The goal here is to validate the upwind DG method proposed for steady advection
reaction equation as well as its implementation. To that end, let us consider (5.47)
with the convection field β = (2, 2)t and the linear reaction constant µ = 1, by the
means of DG method. The source term and the Dirichlet boundary condition are
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chosen so that the exact solution is given by
u(x, y) = sin(2pix) sin(piy),
on the rectangular domain Ω = [0, 1]× [0, 1] ⊂ R2. Therefore, applying the upwind
DG method to (5.47) leads to the system of ODEs








where the matrices M and S can be efficiently assembled with Algorithm 3 by con-
sidering the bilinear forms ST ,SeF and SeF define as follow
ST := Aµ,βT (vh, wh) =
∫
T
µvhwh + (β · ∇hvh)wh,
S iF := Ai,βF (vh, wh) = −
∫
F
β · [[vh]]{wh} − η2 | β · n | [[vh]] · [[wh]],





We now demonstrate the decay of the errors between the numerical and exact
solutions as we increase the dimension N of the finite space. This is done by using
the uniform refinement of uniform mesh. To construct the uniform mesh, for a
given value N , we first subdivide the domain Ω into N2 squares by subdividing the
interval [0, 1] into N uniform intervals in x and y directions. Finally, each squares
is split into two triangles. This construction is illustrated in Fig 5.5 for N = 4. So
the dimension of the finite space is N = 6N2.
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Figure 5.5: Uniform mesh of the domain Ω for N = 4 for DG method.
To construct the uniform refinement, for a given integer n, first each square
obtained in the process of the construction of the initial uniform mesh, is subdivided
into n2 squares, which are then divide into two triangles. The dimension of the finite
space for this refined mesh is then N = 6(nN)2.
To demonstrate the decay of the errors as we increase the dimension of the finite
space, we first construct an initial uniform mesh with N = 10. Then for all uniform
refinement, Tn with n ∈ {1, 2, 3, 4, 5}, we solve (5.93) and compute L2−discrete error
given by
errorn =‖ u− unh ‖L2(T1),
where unh is the numerical solution associated to the uniform refinement Tn. Finally,
we plot in Fig 5.6(a), the numerical solution u5h in three dimension; and we plot in
Fig 5.6(b) the log(errorn) as a function of logN . As expected, note from Fig 5.6(b)
that the errors between the numerical and exact solutions decrease as we increase
the dimension N of the finite space. It also show that the slope of line is 1.178.
Since N = 6 ×N2 = 6 × (nN)2 = 6 × (n
h
)2, thus Fig 5.6(b) shows that the IP-DG
scheme, with the piecewise linear polynomials as basis function, is a second order
scheme as expected.
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(a) (b)
Figure 5.6: Convergence space of DG method for advection and reaction
equation. We plot in (a), the numerical solution u5h in three dimension. We plot in
(b) the log(errorn) as a function of logN . As expected, note from (b) that the errors
between the numerical and exact solutions decrease as we increase the dimension N
of the finite space.
5.3.2 Unsteady diffusion
The purpose here is to validate the SIPG method proposed for diffusion equation as
well as its implementation. To do so, we investigate the unsteady diffusion respec-
tively with linear and non linear reaction term. In both case, the system of ODEs,
obtained from the DG discretisation, is solved with Impl, ETD1, ETD2, EXPR or
ROCK2 method, as described in Section 2.3. We compare the performance of SIPG
method combines with these time solvers.
First, let us consider the unsteady diffusion with linear reaction equation
ut −∇(∇u)− λu = 0, (5.95)
u(0, y, t) = u(1, y, t) = u(x, 0, t) = u(x, 1, t) = 0, (5.96)
u(x, y, 0) = sin(kpix) sin(jpiy), (5.97)
where u(x, y, t) is a function of two spatial variables x, y ∈ [0, 1] and the time
variable t ∈ [0, 1]; and λ, k, j,  ∈ R+. Owing to the Fourier transform (or separation
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of variables), we derive the exact solution of (5.95) - (5.97), which is given by
u(x, y, t) = sin(kpix) sin(jpiy)et(−(k
2+j2)pi2+λ). (5.98)
For the simulation in this case, we set λ = 1, k = 2, j = 2,  = 10−2. According to




X + (S− λM)X = 0, (5.99)
where M is the mass matrix and S is the stiffness matrix. These entities can be
efficiently assembled with Algorithm 3 by considering




S iF := Di,F (vh, wh) = −
∫
F
{∇huh} · [[wh]] + {∇hwh} · [[uh]]− ηhF [[uh]] · [[wh]],
SeF := De,F (vh, wh) = −
∫
F
{∇huh} · [[wh]] + {∇hwh} · [[uh]]− ηhF [[uh]] · [[wh]].
(5.100)
We now demonstrate the decay of the errors as we increase the dimension of
the finite space or decrease the time step using respectively the space or the time
refinement. In space we use the same procedure described in Section 5.3.1 with
N = 10 and n = {2, 3, 4, 5, 6}. For each triangulation Tn, we solve (5.99) subject to
the initial condition (5.97) (by means of Impl and ETD1) with time fixed time step
dt = 10−3 and compute the L2-discrete error
errorrn =‖ u(t = 1)− un,rh (t = 1) ‖L2(T2),
where un,rh is the numerical solution obtained from the combination of SIPG method
with the time solver r ∈ {Impl, ETD1}. Throughout the resolution we also store
the CPU time, denoted CPUrn, associated to each time solver r and triangulation
Tn. We respectively plot in Fig 5.7(a) and Fig 5.7(b), the numerical solution at
time t = 1 for T3 obtained using the combination of SIPG with Impl and ETD1.
We respectively plot in Fig 5.7(c) and Fig 5.7(d), log(errorrn) against log(N ); and
log(errorrn) against log(CPU
r
n). Note from Fig 5.7(c) that the error decreases as we
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increase the dimension of the finite space. It also show that the slope of line is
1.1423 and 1.1762 respectively for ETD1 and Impl integrators. Since N = 6×N2 =
6 × (nN)2 = 6 × (n
h
)2, thus Fig 5.7(c) shows that the IP-DG scheme, with the
piecewise linear polynomials as basis function, is a second order scheme as expected.
Also note from Fig 5.7(d) that, for a given error ETD1 spends less time compared
to Impl to simulate the solution at t = 1.
(a) (b)
(c) (d)
Figure 5.7: Convergence in space of SIPG method combined with Impl and
ETD1 for unsteady diffusion and linear reaction equation. We respectively
plot in (a) and (b), the numerical solution at time t = 1 for T3 obtained using the
combination of SIPG with Impl and ETD1. We respectively plot in (c) and (d),
log(errorrn) vs log(N ); and log(errorrn) vs log(CPUrn). Note from (c) that the error
decreases as we increase the dimension of the finite space. Also note from (d) that,
for a given error, ETD1 spends less time compared to Impl to simulate the solution
at t = 1.
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To illustrate the decay of the error as we decrease the time step of the time
solvers, we solve (5.99) subject to the initial condition (5.97) (by means of Impl and
ETD1) for the time step dti = 10
−i, i ∈ {1, 2, 3} on the triangulation T3. We then
compute the L2-discrete error
errorri =‖ u(t = 1)− ui,rh (t = 1) ‖L2(T3),
where ui,rh is the numerical solution associated to the time step dti and the solver
r ∈ {Impl, ETD1}. We plot in Fig 5.8, log(errorri ) against log(dti). Since (5.99) is
linear in X, as expected the errorETD1i is independent of the time step.
Figure 5.8: Convergence in time of SIPG method combined with Impl and
ETD1 for unsteady diffusion and linear reaction equation. We plot in this
figure, log(errorri ) vs log(dti). As expected, the error
ETD1
i is independent of the time
step.
Finally, let us examine the unsteady diffusion and non linear reaction equation
defined as follows
ut = ∇(∇u) + u− u3, (5.101)
u(0, y, t) = u(1, y, t) = u(x, 0, t) = u(x, 1, t) = 0, (5.102)
u(x, y, 0) = sin(kpix) sin(jpiy), (5.103)
where  = 10−4, k = 2, j = 1. By using the SIPG discretization method, (5.101)
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X = (M− S)X −MX3, (5.104)
where M and S are the same matrices defined for (5.99). To illustrate the decay of
the error as we decrease the time step of the time solvers (LI, ETD1, ETD2, EXPR
and ROCK2 , as defined in Section 2.3), we use the same procedure described
previously. But since the exact solution is unknown in this case, we consider the
solution with time step dt = 10−4 as the exact solution for each time solvers. We
respectively plot in Fig 5.9(a) and (b), log(errorri ) vs log(dti) and log(error
r
i ) vs
log(CPU). Note from Fig 5.9(a) that, for every time solver, the error decreases as
we decrease the time step. Fig 5.9(b) show that in the increasing order of efficiency,
we have LI<ETD1<EXPR<ETD2<ROCK2.
(a) (b)
Figure 5.9: Convergence in time of SIPG method combined with LI and
ETD1, ETD2, EXPR and ROCK2 for unsteady diffusion and non linear
reaction equation. We respectively plot in (a) and (b), log(errorri ) vs log(dti)
and log(errorri ) vs log(CPU). Note from (a) that, for every time solver, the error
decreases as we decrease the time step. (b) show that in the increasing order of
efficiency, we have LI < ETD1 < EXPR < ETD2 < ROCK2.
Now that the DG method and its implementation method has been validated
independently for the diffusion equation and the advection-reaction equation, we
now focus on applying the DG proposed analysis to more physical and practical
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DAREs in the following sections.
5.3.3 Longitudinal dispersion in porous media
The aim here is to validate the implementation and combined analysis of the upwind
DG method and the SIPG method proposed for DAREs. To that end, let us consider
the problem of a semi infinite medium having a source plane at x = 0, investigated
by Ogata and Banks in [177]. In two dimensions, the Ogata and Banks problem is
governed by the mass conserved equation
∂C
∂t
−∇ · (∇C) + β · ∇C = 0, β = (vx, 0), (5.105)
for , vx ∈ R+, the time t ≥ 0 and (x, y) in Ω = [0, L] × [0, 1] where L is a positive
number, large enough. Initially, saturated flow of fluid of concentration C = 0,
takes place in the medium. At time t = 0, the concentration of the plane source
is instantaneously changed to C = C0. Thus, by considering the partition of the
boundary ∂Ω = ∪41=1∂Ωi, schematically illustrated in Fig 5.10.
Figure 5.10: Partition of the boundary ∂Ω = ∪41=1∂Ωi
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Then the appropriate boundary condition (BC) and initial condition (IC) are














 C0 on ∂Ω20 elsewhere . (5.107)
This problem has been solved analytically by Ogata and Banks in [177], and the
solution is given by

























By using the DG method proposed for (5.105) subject to (5.106) can be transformed




X + SX = B, (5.109)
where the mass matrix M, stiffness matrix S and the vector B can be assembled
with Algorithm 3, by considering
ST (uh, wh) = Aµ=0,βT (vh, wh)+DT (vh, wh),
S iF (uh, wh) = Ai,βF (vh, wh)+Di,F (vh, wh),
SeF (uh, wh) =
[











with the bilinear forms {Aµ,βT ,Ai,βF ,Ae,βF } and {DT ,Di,F ,De,F } are respectively given
by (5.94) and (5.100). The function g has the same expression as the concentration
at the initial time on ∂Ω and the function q0 is such that q0 = 1 for all F ∈ ∂Ω2∪∂Ω4
and q0 = 0 for all F ∈ ∂Ω1 ∪ ∂Ω3. The function q0 and the linear form BeF appeared
here to weakly enforced the mixed boundary conditions of Ogata and Banks problem.
In the expression of the bilinear functions ST ,S iF ,SeF and the linear function BeF ,
the term in red and blue respectively handle the advective and diffusion term of
(5.105). Since q0 = 0 for all external edges F ∈ ∂Ω1 ∪ ∂Ω3, then the for loop over
the external edges in Algorithm 3 is limited the the external edges F ∈ ∂Ω2 ∪ ∂Ω4,
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for the seek of efficiency.
To simulate the concentration at the time t = 1, we then use ETD1 method
to solve (5.109). For the simulations, we consider the velocity component vx = 1
and the concentration C0 = 1, and several values of diffusion coefficient i and the
constant Li given by Tab 5.3, thus several Pe´clet numbers.
i 1 2 3 4
i 10
2 10 10−1 10−2
Li 40 15 2.5 2
Table 5.3: Settings for Ogata and Banks experiments. Values of diffusion
coefficient  and length L used for the simulation.
We respectively plot in Fig 5.11 (a),(b),(c) and (d) the simulated concentration
Ci associated to (i, Li) for i ∈ {1, · · · , 4} at the time t = 1 as a function of the
variables x and y. We also plot in Fig 5.11 (e),(f),(g) and (h) respectively the
difference between the exact and simulated concentration C −Ci for i = 1, 2, 3, 4 at
the time t = 1 as a function of the variables x and y. As expected, Fig 5.11 shows
that C ≈ Ci and as we increase the Pe´clet number (by decreasing the diffusion
coefficient) the concentration profile tends to a discontinuous function.
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Figure 5.11: Solution of Ogata and Banks equation for different Ple´clet
number. We respectively plot in (a),(b),(c) and (d) the simulated concentration Ci
at the time t = 1 associated to (, L) equal (102, 40), (10, 15), (10−1, 2.5),(10−2, 2).
We also plot in (e),(f),(g) and (h) respectively C − Ci for i = 1, 2, 3, 4 at the time
t = 1.
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5.3.4 Transport of solute through a domain with holes
The goal in this section is to use DG method proposed for DAREs and Impl method
to investigate transport through more complicated geometry. Let us consider the
transport of an inert solute within an incompressible fluid with an absence of vol-
umetric source and sinks, through a two dimension domain, Ω, delimited by two
parallel rigid plates. We assumed that the domain Ω contain rigid holes, repre-
sented by a finite set of circles, SC = {Ci, i = 1, · · · , nc}, such that ∂Ω ∩ SC = ∅.




−∇ · (Dm∇C) +∇ · vC = 0, (5.111)
where Dm is a molecular diffusivity and the velocity v in each pore, directly given
by the solution of Darcy’s equation i.e. (5.16) with the equation pressure (5.17).
As a boundary condition, we keep the concentration C and the pressure p re-
spectively at a constant value C0 and p0 at the inflow boundary ∂Ω2 and allow it
to undergo pure advection at the outflow boundary ∂Ω4. The boundary conditions
also include the no flux at the rigid boundaries; they are schematically represent in
Fig 5.12 with nc = 1. The solute is subject to the initial condition (5.107).
Figure 5.12: Boundary conditions for the concentration and the pressure.
In order to simulate the concentration of the solute in this case, we first set L = 2
with nc = 6 and generate unstructured mesh for our domain with the function
distmesh2d, for more details see [179, 178]. The mesh is designed such that the
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elements T get smaller as we get close to the holes. This is illustrated in Fig 5.13.







Figure 5.13: Unstructured mesh of a domain with a hole using distmesh2d.
Secondly, we consider p0 = 1, C0 = 1, φ = 1, kµ
−1 = 1. Then, we use the SIPG
method to discretize the steady homogeneous diffusion equation of the pressure,
given by (5.17). This leads to the linear system
SpXp = Bp, (5.112)
where Xp is the component of the pressure in the finite space Vh; the stiffness matrix
Sp and the vector Bp are efficiently assembled with Algorithm 3 by considering
ST (uh, wh) = DT (vh, wh),









with the set of the bilinear forms {DT ,Di,F ,De,F } given by (5.100). The function g
has the same expression as the pressure on ∂Ω2 (i.e. g = p0) the function q1 is such
that q1 = 1 for all F ∈ ∂Ω2 and q1 = 0 for all F ∈ (∂Ω ∪ SC) \ ∂Ω2. Thus, the for
loop over the external edges in Algorithm 3 is limited to all edges F ∈ ∂Ω2.
Once the pressure is simulated, we compute the velocity, vT , of the fluid on each
element T using the expression of the velocity in (5.16). Note that vT is constant ,
since the pressure is approximate with a linear function, for a given element T . We
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then defined the time step ∆tT for a given element T ∈ T as follows
∆tT = 2
−NT , NT =
⌈
log2




where d·e is the ceiling function [123], Cmax ∈ R is the Courant number [67], RT is
the radius of the incircle of the element T . This ensures that the CFL condition is
verified on each element T . Thus, to apply the time solver reviewed in Chapter 2,
we consider the global time step
ht = min{∆tT , T ∈ T }. (5.115)
Finally, we use the DG and Impl method to discretize (5.111) subject to the
boundary conditions illustrated in Fig 5.13. This leads to a system of ODEs (5.109)
and (5.110) where q0 here is equal to q1 (i.e. q0 = 1 on ∂Ω2 and q0 = 0 on ∂Ω∪SC)\
∂Ω2). To simulate the concentration at t = 1, we then use here the Impl method
(5.109) for Dm = 10
−2max(‖ vT ‖, T ∈ T ) and Cmax = 0.08. The results are
illustrated by plotting in Fig 5.14 (a) the vector field obtained from solving Darcy,s
equation. We plot in Fig 5.14 (b), the concentration at the time t = 1 as function
of x and y.








Figure 5.14: Transport of solute through a domain with hole. We plot in (a)
the vector field obtained from solving Darcy’s equation using DG method. We plot
in (b), the concentration at the time t = 1, obtained from the DAREs using the DG
combined with Impl method, as function of x and y.
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Let us now focus on the investigation of the convergence in time of the numerical
method, denoted DGImpl, used here (i.e. DG + Impl method). To that end, we
simulate the concentration, CrDGImpl , at the time t = 1 using the solver DGImpl for
all universal time step htr = 2
−r × ht, r = 0, · · · , 4. Since the exact function is
unknown, we assume that it is given by the finest universal time step ht4 associated
to C4max. We then compute the error, error
r, as follows
errorrDGImpl =‖ C4DGImpl − CrDGImpl ‖L2(T ), r ∈ {0, · · · , 3},
The decay of the error with respect to the time step is illustrated in Fig 5.15 (a) by
plotting the errors errorrDGImpl against the universal time steps htr. We then plot

















Figure 5.15: Convergence in time of the DG combined with Impl method
to simulate the transport of solute through a domain with hole. We plot
in (a) the errors errorrDGImpl against the universal time steps htr. As expected, this
shows the decay of the error with respect to the universal time step. We plot in (b)




5.3.5 Transport of solute through a domain with fracture
The aim in this section, is to examine the combination of the DG method with the
standard time integrators such as Impl, ETD and EXPR for the simulation of the
transport of solute through a domain with a fracture. To do so, we first re-conduct
the problem described in the previous section but in this case with a domain with
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fracture. The fracture is represented by the domain Ωr = [xr, xr + l] × [yr, yr − h].
We assumed that within the fracture, the permeability is 1000 times greater than
the permeability of the remaining domain. The boundary condition is schematically
illustrated in Fig 5.16.
Figure 5.16: Boundary conditions for the concentration and the pressure.
For the simulation of the concentration profile, as in the previous section, we
design the unstructured mesh of the domain for L = 1 with distmesh2d, such that
for a given element T within the fracture we have the radius on the incircle of T is
less than h/3. The finest elements are located in the fracture characterized by the
coordinates xr = 0.2, yr = 0.51, the height h = 0.02 and the length l = 0.6. This is
illustrated in Fig 5.17.
Figure 5.17: Unstructured mesh of domain with fracture using distmesh2d.
In this case, the equation of the pressure is a steady heterogeneous diffusion
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equation given by (5.17) with
p0 = 1, p1 = 0, kµ
−1 =
 1000 on Ωr1 on Ω \ Ωr (5.116)
We then simulate the fluid velocity on each element T after using the SWIPG
method to solve the equation of the pressure. For the sake of clarity, we plot in
Fig 5.18 the streamline of the simulated fluid velocity. As expected, Fig 5.18 shows
that the velocity of the fluid is higher within the fracture. Once the vector field of
the velocity is obtained, we compute the time step ∆ti obtained using (5.114) and
(5.115) for all Cimax = 0.08× 2−i, i = 0, · · · , 4.
Figure 5.18: Streamline of the simulated fluid velocity of solute through domain
with fracture. Note from this figure that the velocity of the fluid is higher within
the fracture.
To simulate the concentration at the time t = 1 here, we use the DG method
to discretize (5.111) subject to the boundary condition illustrated in Fig 5.16. This
leads to a system of ODEs (5.109) and (5.110) where q0 = 1 on ∂Ω2 and q0 = 0
on ∂Ω \ ∂Ω2, which can be solved with either the Impl or ETD1 method. Thus, to
examine the convergence in time, we simulate the concentration, Ci,r, at the time
t = 1 for all time step ∆ti, i ∈ {0, · · · , 4} using the time integrators r = Impl,
ETD1. We then assume that the exact solution is given by C4,r and compute the
error as follows
errori,r =‖ C4,r(t = 1)− Ci,r(t = 1) ‖L2(T ), (5.117)
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for all i = 0, · · · , 3 and r = Impl, ETD1. We respectively plot in Fig 5.19 (a) and
(b) the concentration C4,Impl and C4,ETD1 as a function of the variables x, y. We also
plot the errors errori,Impl and errori,ETD1 against the time step ∆ti in Fig 5.19 (c).
As expected, Fig 5.19 (c) shows that errori,Impl decays with the time step ∆ti. We
plot in Fig 5.19 (d) the errors errori,r against the CPU time CPU i,r for r = Impl,
ETD1. Note from Fig 5.19 (d) that ETD1 is more efficient compared to Impl.
(a) (b)
(c) (d)
Figure 5.19: Transport of solute through a domain with fracture without
the presence of source and reaction. We respectively plot in (a) and (b) the
concentration C4,Impl and C4,ETD1 as a function of the variables x, y. We plot in
(c), the errors errori,Impl and errori,ETD1 against the time step ∆ti. As expected,
(c) shows that errori,Impl decays with the time step ∆ti. We plot in (d) the errors
errori,r against the CPU time CPU i,r for r = Impl, ETD1.
Finally, let us consider the case where the source and reaction term is given by
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R(C) = C − C3. Then, the governing equation of the solute becomes
∂C
∂t
−∇ · (Dm∇C) +∇ · vC = C − C3. (5.118)
Applying the DG method to (5.118) subject to the boundary conditions illustrated in
Fig 5.16 leads to (5.104) where the mass and stiffness matrices are the same as in the
case of no source term. Then, to simulate the concentration of the solute at the time
t = 1, we use the time integrators such as Impl, ETD1, ETD2 and EXPR reviewed
in Chapter 2 on (5.104), for all ∆ti associated to C
i
max = 0.5 × 2−i, i = 0, · · · , 4.
We compute the error, errori,r, using (5.117) for all , i = 0, · · · , 4 and r = Impl,
ETD1, ETD2 and EXPR. We plot in Fig 5.20(a) the error errori,r against the time
step ∆ti for all r = Impl, ETD1, ETD2 and EXPR. It shows the decays of the error
as we decrease the time step. As expected, Fig 5.20(a) shows that Impl and ETD1
are one order time integrators while ETD2 and EXPR are second order. We plot in
Fig 5.20(b) the error errori,r against the CPU time CPU i,r for all r = Impl, ETD1,
ETD2 and EXPR. Here, the CPU i,r for all r = ETD1, ETD2 and EXPR are almost
constant due to the computation of time of eLX with phipm.
(a) (b)
Figure 5.20: Transport of solute through a domain with fracture and the
presence of source and reaction. We plot in (a) the error errori,r against the
time step ∆ti for all r = Impl, ETD1, ETD2 and EXPR. It shows the decays of the
error as we decrease the time step. As expected, (a) shows that Impl and ETD1 are
one order time integrators while ETD2 and EXPR are second order. We plot in (b)
the error errori,r against the CPU time CPU i,r for all r = Impl, ETD1, ETD2 and
EXPR.
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5.4 Summary
In this chapter, we investigate a numerical method, based on the IP-DG method
and the standard time integrators (such as Implicit Euler, ETD, EXPR and ROCK2
methods, see Chapter 2), to simulate the flow and transport in porous media in two
and three dimensions. To that end, we revisit the DG space discretization for the
DAREs in two or three dimensions, by following the analysis reviwed by Alexandre
Ern and Daniele Antonio Di Pietro [80]. In two dimensions, we have applied the
combination of the DG discretization with the time integrators such that Impl, ETD,
EXPR method, reviewed in Chapter 2 to a variety of linear and non-linear DAREs.
This has shown that these numerical methods are suitable for the simulation of
the flow and transport in porous media. But even if these numerical methods are
reliable, they still expensive for large scale problem i.e. when the dimension of the
finite space Vh is large enough (See for example Fig 5.15 (b), Fig 5.20(b)). In the
next chapter, this high cost of the proposed numerical method will be investigated
by the means of the DG method combines with local time stepping integrators.
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The purpose of this chapter is to reduce the computational cost of the numer-
ical methods used in Chapter 3 and Chapter 5, to simulate respectively the cyclic
voltammetry models and the transport of solute through the porous media. To that
end, we introduce two novel local time stepping discontinuous Galerkin (LTS-DG)
schemes for solving efficiently the DAREs on complex geometries. These LTS-DG
methods combine domain decomposition techniques, the DG spatial discretization
and the standard time integrators such as Impl, ETD, EXPR presented in Chapter 2.
The format of this chapter is as follows. In Section 6.1, we give a brief review
of the local time stepping (LTS) method for different types of equations. Next,
in Section 6.2, we describe our proposed LTS-DG schemes. Finally in Section 6.3,
various numerical results are presented to validate and compare the efficiency of
the proposed LTS-DG schemes against GTS-DG schemes used in Chapter 3 and
Chapter 5.
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6.1 Introduction to LTS
As seen in Chapter 3, the voltammetric response depends only on the local spatial
and temporal behaviour of the concentration of the electro-reactive species at the
electrode. Moreover, the change of concentration of these species originates from the
electrode and then diffuses into the body of domain (see for example Fig 3.5). Also
in Chapter 5, we notice a rapid change of the concentration of the solute through the
fracture and between the holes (respectively illustrated in Fig 5.19 and Fig 5.14).
In general, there are often special features (e.g. fractures, walls, corners, obstacles,
electrodes, point loads or irregular material interfaces), which affect locally the flow
and transport of solute and as consequence the global solution.
To accurately capture such local behaviour, spatial local refinement is necessary.
However, this requires a reduction of the time step, ∆t, for stability purpose (while
using the explicit time integrator) and for accuracy purposes (while using both
explicit and implicit time integrators). Unfortunately, when applied uniformly on
all the simulation domain, Ω, the reduced time step leads to an unacceptable large
CPU time, making the use of LTS methods highly desirable. The key feature of LTS
methods is to split the solution domain Ω into several sub-domains Ωi each with a
time step ∆ti as large as possible for efficiency. According to [103], the LTS method
is efficient if it ensures accuracy of the solution, i.e. the solution has to be more
accurate than the one obtained with a global coarse mesh, and in addition leads to
reduced CPU time compared to the one obtained when using a small time step on
the whole domain.
LTS methods have their roots in the work of Rice [193], who in 1960 developped
the so-called multirate Runge-Kutta methods for a two scale system of ODEs. The
multirate approach, for ODEs, was then combined with linear multistep integrators
in 1984 by Gear et al. [115] to improve the accuracy; and their stability properties
were analyzed in 1989 by Skelboe et al. [206]. These multirate methods were based
on the static partitioning of the domain Ω generated from the priori knowledge of
the physics of the problem. This limitation was overcomed in 1997 by Engstler et al.
[94] when they introduced the multirate extrapolation methods for ODEs, based on
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the Richardson extrapolation. Due to their unconditional stability, the DG method
was also used to handle the time refinement of ODEs. The DG method, denoted
DG(q) while using the polynomials of degree q ∈ N, applied to ODEs was first
studied in 1974 by LeSaint et al. [154]. It was proven to be strongly A-stable of
order 2q+ 1 by the authors. Note that the case q = 0 is equivalent to implicit Euler
scheme. In 1981, another class of DG(q), of order 2q + 2, appeared in the work
of Delfour, Hager et al. [76]. Further earlier work on DG for ODEs can be found
in [136, 137]. Adaptive error control was introduced in [141] and more recently
considered in [99, 37]. For more insight on the DG method applied to ODEs, see
for example [59].
In the case of PDEs, several schemes using the DG method have been devel-
oped to handle space and time refinement problems. The FE method in space
followed by the DG method in time was used in [4, 55, 54, 95, 96, 100, 198, 199] to
solve parabolic problems and extended in [106] to a linear nonstationary convection-
diffusion-reaction problem. This method, denoted CG(p)DG(q), used a piecewise
polynomials of degree p and q respectively for the space and time discretization.
Feistauer et al. [107] proposed the theory of error estimates for CG(p)DG(q) ap-
plied to a nonstationary convection-diffusion problem with a nonlinear convection
and linear diffusion. The DG method is used in both space and time by Feistauer
et al. [50, 108, 85] to solve the nonstationary parabolic problems with nonlinear
convection and diffusion.
Other than the DG time discretization, Lo¨rcher et al. [160] used the LTS method
(denoted ADER-DG) based on arbitrary high-order derivatives methods and allows
every element of the mesh to have its own time-step, which is dictated by the element
size. The ADER-DG schemes, as presented for electromagnetism [211] and elastic
wave propagation in [90], were obtained by the extension to the DG framework,
of the ADER finite volume (ADER-FV) approach which was developed by Toro
et al [212]. The ADER-DG scheme was used by Fambri et al. [105] on space-
time adaptive meshes for compressible Navier-Stokes equations and the equations
of viscous and resistive magnetohydrodynamics in two and three space-dimensions.
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Angulo et al. [8] introduced the LTS schemes (denoted LTS-LF) based on the
leapfrog (LF) and Runge-Kutta (RK) time integrators, where the mesh is sorted
into different sub-domains with appropriate time step on each. In 2009, Diaz and
Grote introduced an energy-conserving LTS-LF scheme [82] for the acoustic wave
equation, which they extended in 2015 into a multi-level version [83]. Rietmann
et al. [194] developed a new LTS method based on the Newmark scheme for large
scale wave propagation, which also can be extended to accommodate multiple sub-
domains of mesh refinement.
Unfortunately, the DG method in space and time considered in [50, 108, 85, 160,
8, 82, 83, 194] were still special, since they always had boundaries in time aligned
with the time direction i.e. the spatial boundaries are independent of the time. To
overcome this limitation, an alternative space-time DG method was introduced by
van der Vegt et al. in [77, 78] for inviscid compressible flows and extended in [145]
to the compressible Navier-Stokes equation. The key feature of this space-time DG
method is that no distinction is made between space and time variables and the DG
discretization is directly and simultaneously performed in space and time. This then
provides flexibility to deal with time dependent boundaries, deforming elements and
naturally results in a conservative discretization, even on deforming, locally refined
meshes with hanging nodes. A complete hp-error and stability analysis of the space-
time DG discretization for the linear advection-diffusion equation is given in [208].
However, the bottleneck of these LTS methods, based on the DG discretization,
is that they lead to a large discrete problem in space-time, specially in the presence
of complex geometry or localized small-scale physics. As consequence, they can
become very expensive in term of storage and computational time. Thus, we focus
here on splitting the solution domain on several small regions, yielding several low
dimension system of ODEs from the DG spatial discretization, which can then be
solved separately. We look at two approaches: the first based on [31, 164, 215,
88, 148, 214] where the sub-domains are overlapped and the second using non-
overlapping sub-domains based on [74, 73, 75].
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6.2 LTS-DG schemes
The basic idea used in this thesis for the construction of the LTS-DG schemes is to
combine domain decomposition techniques, the DG spatial discretization and the
time integrators presented in Chapter 2. It follows three basic steps:
1. First, we use a priori knowledge of the local behaviour of the solution due to
fractures, walls, corners, obstacles, point loads, etc, to construct a refined mesh
of the spatial domain. For example, this is illustrated in Fig 5.17 by showing
the refined mesh for the domain with fracture, as described in Section 5.3.5.
2. Secondly, we choose the local time step on each element of the mesh such that it
is proportional to the element size (similar to [160]) and inversely proportional
to the norm of the fluid velocity (if it is different from zero). This splits the
solution domain, Ω, into sub-domains, Ωi with the local time steps ∆ti for all
i ∈ {0, · · · ,m}.
3. Finally, we use either interpolation or extrapolation techniques to estimate the
solution at the internal boundary, Γi, given by
Γi = ∂Ωi \ ∂Ω, (6.1)
for all i ∈ {0, · · · ,m}. So, one can solve the PDEs independently on each
sub-domains, Ωi, using the DG method combined with the standard time
integrators and local time step ∆ti.
We now look at these steps in more details. The first step can be implemented, for
example, using the MATLAB’s code distmesh [179, 178]. We complete the second
step by assuming that, beside being proportional to the element size and inversely
proportional to the norm of the fluid velocity, the local time step on the sub-domain
Ωi is given by
∆ti = λi ×∆t, (6.2)
with λi ∈ N, for a given ∆t ∈ R+ and all i ∈ {0, · · · ,m}. Thus, for a given initial
time T 0 and final time T 1, we have a time synchronization over all sub-domains at
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a certain time t ∈ [T 0, T 1] i.e. there exist a time qi ∈ N such that
t = qi ×∆ti, (6.3)
for all i ∈ {0, · · · ,m}. This is achieved, in two dimension case for example, by
using (5.114) which yields the synchronization time t = tn and decomposition of the
solution domain defined as follows




Ωi such that Ωi =
Ni⋃
p=1
Tp, with Ni ∈ N, Tp ∈ Th.
(6.4)
The sub-domains obtained when we applied the second step to the fracture problem
(described in Section 5.3.5) is illustrated in Fig 6.1. Note from Fig 6.1 that m = 2
with the sub-domains Ω0,Ω1 and Ω2 respectively represented by the color black, blue
and yellow. One can also see that the sub-domain Ω1 is the union of two disjoint
regions while its interior boundary Γ1 is shared with the sub-domains Ω0 and Ω2.
Figure 6.1: Sub-domains: Ω0(black), Ω1(blue) and Ω2(yellow).
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Once the sub-domains are defined, the large system of ODEs (5.72), obtained
from the DG space discretization of the DAREs, can then be split into m+1 smaller




Xi + SiXi = Fi + Bi + SeiXi
∣∣∣
Γi
on Ωi × [0, T ]. (6.5)
Here, Xi, Si,Mi, Fi and Bi respectively represent the local solution, stiffness matrix,
the mass matrix, source term and the contribution of the global boundary condition
on the sub-domain Ωi. The matrix Sei is used to weakly enforce the internal bound-
ary condition. Therefore, the sum of the last two terms at the right hand side of
(6.5) enforces the local boundary condition on ∂Ωi. Because the IP-DG method is
compact and the global mass matrix obtained from the IP-DG spatial discretization
is either block-diagonal or diagonal, then the local entities Xi, Si,Mi, Sei , Fi and Bi
can be easily extracted from their global values defined in Section 5.2.4. An example
of this extraction is shown in Section 6.3.2.
Remark 6.1. Let us introduce the following notation
tji = T
0 + j ×∆ti, si = T
1 − T 0
∆ti








means, then the local solution Xji at time t
j
i can be obtained from its initial value
X0i , by applying the time integrator schemes (described in Chapter 2) to the local
system SOi given by (6.5), with the uniform local time step ∆ti.
As a consequence of Remark 6.1, the construction of our LTS-DG schemes is
reduced to finding a way to estimate the component Xji
∣∣∣
Γi
at any time tji for all
i ∈ {0, · · · ,m} and all j ∈ {0, · · · , si}. We only need to describe the LTS-DG
schemes to advance the global solution X, on the solution domain Ω, from its known
value at the synchronized time tn (as it happens at the initial time T 0) to the
synchronized time tn+1. The process can then be repeated, in order to estimate the
global solution X at the final time T 1 from the global solution X0 at the initial time
T 0. Next, in Section 6.2.1 and Section 6.2.2, we described two different techniques
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respectively refer as overlap LTS-DG and non-overlap LTS-DG methods to locally
advance the solution from synchronized time tn to tn+1.
6.2.1 Overlap LTS-DG schemes (OLTS-DG)
The key idea of the overlap LTS-DG methods, OLTS-DG, proposed here is to overlap
the different sub-domains obtained from the decomposition of the solution domain
Ω, in order to extrapolate the components Xji
∣∣∣
Γi
at any time tji for all i ∈ {0, · · · ,m}
and all j ∈ {0, · · · , si}. This approach appeared in [31], where a Crank-Nicolson
scheme was used for the time-space discretization of the one spatial dimension heat
equation. The authors proved that without local refinement in time (∆ti = ∆t) and







where Lh for L ∈ N is the size of the overlap, and an error estimate of the form
O(∆t2 + h2). So, in this case, increasing the size of the overlap can reduce the
stability constraint on the time step. To avoid the stability constraint, Ewing et
al. [102] used a standard centred finite difference scheme in space with backward
Euler in time for a linear DAREs. More recently, an approach based on domain
decomposition and finite volume discretization, has been proposed by Faille et al.
[104] for the one dimensional heat equation. It was used by Gander et al. [114] to
investigate the one dimensional convection dominated nonlinear conservation laws.
Here, we extend this approach to the DAREs in one, two or three spatial di-
mensions, by using the DG method for the space discretization and time integrators
such as Impl, ETD, EXPR for the resolution in time of (6.5), in order to avoid the
instability.
Overlapping procedure of the domain solution
Once the sub-domains Ωi, i ∈ {0, · · · ,m} are obtained, we overlap them by pushing
the internal boundary Γi in the direction of the outward normal vector. This is
schematically illustrated in Fig 6.2, for given two sub-domains Ω0 and Ω1. The
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initial internal boundary is represented by the red line.
Figure 6.2: The procedure to overlap the regions for Ω = Ω1 ∪ Ω2. On the left:
original sub-domains Ω1 and Ω2. Middle: we push the internal boundary in the
direction of the outward nornal vector. Right: new sub-domains Ω1 and Ω2
During the overlapping procedure, if any new sub-domain Ωi swallows entirely
another initial sub-domain Ωj, then we set ∆tj = ∆ti so that the sub-domain Ωj
will be included in Ωi. Later on, in Section 6.3.1, we investigate numerically the
effect of the size of the overlap on the accuracy of our OLTS-DG schemes.
Let us denote Γi,j the part of the internal boundary Γi included in the sub-
domain Ωj with i 6= j (i.e. Γi,j = Γi ∩ Ωj). This is schematically illustrated in
Fig 6.3. It shows the overlapped sub-domains Ωi, Ωj and also the internal boundary
Γi,j in red dash. In this case, every time we advance the local solution Xj on Ωj, we




Figure 6.3: Two overlapped sub-domains, Ωi and Ωj, showing the internal boundary
Γi,j with a red dash line. On the internal boundary Γi,j, The solution is updated
everytime we advance the solution locally on Ωj.
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Definition 6.1 (Eligible sub-domains). For a given r ∈ {1, · · · , ∆tmax
∆t
}, the set of
eligible sub-domain Sr is the set of sub-domains on which the known solution has




∣∣∣∃j ∈ N, tji = tnr} . (6.7)
Note that there is a freedom in the order of which the sub-domains are updated.
For example it could either be in the increasing or decreasing order of local time
step. If the time integrator INT ∈ {Impl, ETD, EXPR } is used to advance locally
the solution, we denote DGOLTSD-INT and DGOLTSI-INT the OLTS-DG scheme that
updates the solution on the eligible sub-domains Sr respectively in the decreasing
and increasing order of the local time step. In Section 6.3.1, we compare the accuracy
of the DGOLTSD-Impl and DGOLTSI-Impl and examine how the direction of the bulk
velocity of the DAREs or the size of the overlap affect their accuracy. Unless stated,
the OLTS-DG method considered for the numerical experiments is the DGOLTSD-INT.
Next, we describe step by step the algorithm of the OLTS-DG scheme, DGOLTSD-INT,
in order to advance the solution from a synchronized time tn to tn+1.
Description of the OLTS-DG algorithm
In this section, we describe step by step the algorithm of the OLTS-DG scheme,
DGOLTSD-INT, in order to advance the solution from a synchronized time t
n to tn+1.
To that end, we consider the overlapped sub-domains illustrated in Fig 6.4, where
the solution domain is split into three different sub-domains (i.e. m = 2) with
the coefficient λi in (6.2) given by λi = 2
i for all i = 0, · · · ,m. The overlapped
sub-domains Ω0, Ω1 and Ω2 are respectively represented by the color red, blue and
green. Note from Fig 6.4 that the internal boundaries are given by Γ0 = Γ0,1, Γ1 =
Γ1,0unionsqΓ1,2, Γ2 = Γ2,1. For a given time tnr , let us denote Xnri and Xnri,j the restriction
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Figure 6.4: Overlaped sub-domains of the solution domain.
Now let discuss step by step, how to update the solution on these interior bound-
aries in order to advance the solution from the synchronized time tn to tn+1.
• Step one: for r = 1, the set of eligible sub-domains is given by S1 = {Ω0}
and requires Xn10 to advance locally on Ω0 from tn to tn1 = tn + ∆t. To that
end, we then use the extrapolation Xn10 = Xn0 . The completion of this step
defines Xn11,0, as illustrated in Fig 6.5.
Figure 6.5: The eligible solution advanced to tn1 .
• Step two: for r = 2, the set of eligible sub-domains is given by S2 = {Ω0,Ω1},
and we require Xn20 and X
n2
1 to locally advance the solution to t
n2 = tn+2×∆t.




1,2 = Xn1,2 to locally advance
the solution on Ω1 from t
n to tn2 . Note from Fig 6.6 that the completion of
this simulation defines Xn20 and X
n2
2 . We finally use X
n2
0 to advance locally the
solution on Ω0 from t
n1 to t = tn2 .
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Figure 6.6: The eligible solution advanced to tn2 .
• Step three: for r = 3, the set of eligible sub-domains is given by S3 = {Ω0}
and require Xn30 to advance locally on Ω0 to tn3 = tn + 3 × ∆t. We use the
extrapolation Xn30 = X
n2
0 . This is illustrated in Fig 6.7 and it shows that the
completion of this step defines Xn31,0.
Figure 6.7: The eligible solution advanced to tn3 .
• Step four: for r = 4, the set of eligible sub-domains is given by S4 =
{Ω0,Ω1,Ω2}, and we require Xn40 ,Xn41 and Xn42 to locally advance the solu-
tion to tn4 = tn + 4×∆t. We first locally advance the solution on Ω2 from tn
to t = tn4 , using the extrapolation Xn42 = X
n2
2 . This is illustrated in Fig 6.8
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the extrapolation Xn41,0 = X
n3
1,0, to locally advance the solution on Ω1 from t
n2
to tn4 . This is also illustrated in Fig 6.8. It shows that this simulation defines
Xn40 , which we then use to locally advance on Ω0 from tn3 to tn4 .
Figure 6.8: The eligible solution advanced to tn4 .
At this point, the time is synchronized across the whole domain Ω. By repeating
this process (i.e. from step one to step four) ms = T
1−T 0
∆tmax
times, we can estimate
the solution at the final time T 1, from the solution at the initial time T 0. One can
implement Algorithm 4, where S is the set of all overlapped sub-domains Ωi, E and
Ai respectively represent the extrapolation procedure and the iterative function of
the standard time integrators used to solve the local system SOi.
Algorithm 4: Pseudo algorithm of the overlap LTS method.
1 for n = 0, · · · ,ms − 1 do (Advance the solution from T 0 to T 1);
2 tn = T 0 + j ×∆tmax; (Computation of synchronized time tn)
3 tknowni = t
n ∀i ∈ S; (initialize the time of the known Xi)
4 for r = 1, · · · , ∆tmax
∆t
; (Advance the solution from tn to tn+1)
5 tnr = tn + r ×∆t; (Computation of tnr)
6 for Ωi ∈ Sr; (Loop over the eligible sub-domains)





,Ωl ∈ S \ {Ωi}
)











; (Advance solution on Ωi to t
nr)
9 tknowni = t
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6.2.2 Non overlap LTS-DG schemes (NOLTS-DG)
Another way to explicitly estimate the value of X
∣∣∣
Γi
appeared in [74] in finite dif-
ference context for heat equation. In which case there is no need of extending the
boundary of the sub-domain Ωi, once the local time steps ∆ti are defined. The key
idea of the non overlap method, NOLTS-DG, is to first advance the solution globally
to the time tn + ∆t∗ from the known solution at time tn, where the global time step
∆t∗ larger than the maximum local time step ∆tmax. This step is called the pre-




to advance the solution locally on the sub-domain Ωi. This last step is called the
correction step. It has been applied in finite element context [73] and discontinuous
Galerkin context [75] for parabolic equations.
In this section, we extend this approach to the DAREs in one, two or three spatial
dimensions, using the DG method for the space discretization and time integrators
such as Impl, ETD or EXPR for the resolution of the local system SOi.
Non overlap LTS-DG algorithm
Once again, we consider the case where the solution domain Ω is split into three
different sub-domains Ωi with the local time step ∆ti = 2
i×∆t for all i = 0, · · · ,m,
m = 2 and a given time step ∆t. Therefore, in order to obtain the component X of
the concentration entirely on Ω at the time tn+1, from its known value at the time
tn using the non overlap LTS method, we use the following steps.
• First step (Prediction): advance the solution globally from tn to t∗ =
tn + ∆t∗, by solving globally the DAREs using the DG spatial discretization
method and a time integrator with uniform time step ∆t∗. This is schemati-
cally illustrated in Fig 6.9.
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Figure 6.9: Prediction step of the non overlap LTS method, while the solution
domain Ω is split into three regions Ω0,Ω1 and Ω2 respectively with time step ∆t, 2∆t
and 4∆t.
• Second step (Correction): For all sub-domains Ωi, use the known compo-
nent X of the concentration at the time tn and t∗ to interpolate the value of
Γi at at every time t
j
i , in order to advance the local component Xi from time
tn to tn+1. This is schematically illustrated in Fig 6.10.
Figure 6.10: Correction step of the non overlap LTS method, while the solution
domain Ω is split into three regions Ω1,Ω2 and Ω3 respectively with time step ∆t, 2∆t
and 4∆t.
This process can be repeated, in order to estimate the solution at any final time
T 1 from the known solution at initial time T 0. To that end, one can implement






for all i ∈ {0, · · · ,m}. Here, the func-
tion I is the interpolation function while the functions AG and Ai are the iterative
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function of the standard time integrators (described in Chapter 2) respectively used
to solve the system of ODEs globally on Ω and locally on Ωi.
Algorithm 5: Pseudo algorithm of the non overlap LTS method.
1 for n = 0, · · · ,ms − 1; do (Advance the solution from T 0 to T 1)
2 tn = T 0 + j ×∆tmax; (Computation of synchronized time tn)










;(Computation of predicted solution)
5 parfor i = 0, · · · ,m; (Loop over all local regions - Correction step)
6 tiold = t
n,
7 for j = 1, · · · , ri; (Advance the solution on Ωi from tn to tn+1)




























; (Advance solution from tiold to t
i
new)





The goal of this section is to investigate the convergence of LTS-DG schemes and
compare their efficiency against the one of the GTS-DG schemes while applied to
several DAREs. Firstly in Section 6.3.1, by applying the OLTS-DG scheme to the
two dimensional Ogata and Banks problem, described in Section 5.3.3, we examine
how the direction of the bulk velocity of the DAREs and the the size of the overlap
affect the accuracy of the OLTS-DG schemes. Secondly in Section 6.3.2, we com-
pare the efficiency of the GTS-DG, OLTS-DG and NOLTS-DG schemes, by applying
them to the one dimensional ETO model described in Section 3.2. Thirdly in Sec-
tion 6.3.3, we examine the convergence and compare the efficiency of the GTS-DG
and NOLTS-DG when applied to the transport of solute through a 2D domain with
holes described in Section 5.3.4. Finally in Section 6.3.4, we examine the conver-
gence and compare the efficiency of the GTS-DG and OLTS-DG when applied to the
transport of solute through a 2D domain with fracture described in Section 5.3.5.
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6.3.1 Effect of the bulk velocity and the size of overlap on
the OLTS-DG schemes
The purpose of this section is to investigate how the direction of the bulk velocity
or the size of the overlap and the order in which the solution restraints to the
eligible sub-domains Sr are consecutively solved, affect the accuracy of the numerical
solution obtained with OLTS-DG schemes. To that end, the DGOLTSD-Impl and
DGOLTSI-Impl schemes are used to solve the Ogata Banks equation (described in
Section 5.3.3) with the bulk velocity β = (1, 0) and the diffusion coefficient  = ‖β‖
Pe
where Pe is the Pe´clet number.
Effect of the bulk velocity on the OLTS-DG schemes
To investigate the effect of the bulk velocity on the accurracy of the OLTS-DG
schemes, we conduct two numerical experiments. Here, we use the implicit Euler
(Impl) scheme as the local time integrator. The solution domain Ω = [0, 1]× [0, 1] is
initially split into two sub-domains Ω0 = [0, 0.4]× [0, 1] and Ω1 = [0.4, 1]× [0, 1] with
the local time steps ∆t0 and ∆t1, respectively. The overlapped sub-domains are
defined as the union of the the initial sub-domains, Ωi, and the neighbour elements
of the mesh sharing node with the initial sub-domains Ωi. We assume that the
Pe´clet number is given by Pe = 100. We examine two cases: where Ω0 has a fine
and Ω1 a coarse triangulation and then the reverse.
First, let us consider the region Ω0 with the finer space triangulation and take
∆t0 = 2
−12 and ∆t1 = 2−11. This is schematically shown on Fig 6.11, with the se-
quence in which the eligible sub-domains are considered for the solver DGOLTSD-Impl
and DGOLTSI-Impl. Note that the order in which DGOLTSI-Impl and DGOLTSD-Impl
schemes update the local solution on eligible sub-domains respectively follow the
direction and the opposite direction of the bulk velocity of the DAREs.
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Figure 6.11: Domain decomposed such that the order, in which the local solution
is updated in the case of DGOLTSI-Impl scheme, has the same direction as the bulk
velocity. This is achieved by choosing ∆t0 < ∆t1 (e.g. ∆t0 = 2
−12 and ∆t1 = 2−11).
We also display the order in which the solution is updated in the case of DGOLTSI-Impl
and DGOLTSD-Impl schemes.
We simulate the concentration Cir at the time t = 0.25 using the solversDGOLTSD-Impl
and DGOLTSI-Impl for every configuration of the time step ∆t
i
j = 4
i × ∆tj for
all i ∈ {0, 1, 2, 3} and j ∈ {0, 1}. Note here that the local time step ∆tij de-
creases with the index i. For all the configurations i ∈ {0, 1, 2, 3} and solvers
DGr, r ∈ {OLTSD-Impl, OLTSI-Impl}, we record the computational time, CPU ir,
and compute the errors errorir and E





∣∣∣CiOLTSDImpl − CiOLTSIImpl∣∣∣L2(Ω) (6.9)
where C is the exact concentration given by (5.108). In Tab 6.1, we display the
values of errorir and Ei. This shows that DGOLTSI-Impl is more accurate compared
to DGOLTSD-Impl. Here note that DGOLTSI-Impl updates the solution on the eligible
sub-domains in the same direction as the bulk velocity. In Fig 6.12 (a) and (b), we




r. This shows that
both overlap LTS-DG methods converge.
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0 2.70× 10−3 2.64× 10−3 6.19× 10−5
1 4.29× 10−3 4.08× 10−3 2.60× 10−4
2 1.16× 10−2 1.08× 10−2 1.19× 10−3
3 3.60× 10−2 3.27× 10−2 6.19× 10−3
Table 6.1: We display in this table the values of errorir and Ei, when the global
domain is decomposed such that the order, in which the local solution is updated
in the case of DGOLTSI-Impl scheme, has the same direction as the bulk velocity.
(a) (b)
Figure 6.12: In (a) and (b), we plot the error log(errorir) respectively against
log(dt = ∆ti0) and CPU
i
r, when the global domain is decomposed such that the
order, in which the local solution is updated in the case of DGOLTSI-Impl scheme, has
the same direction as the bulk velocity.
Secondly, let us consider the region Ω0 with the coarser space triangulation
and takes ∆t0 = 2
−11 and ∆t1 = 2−12. This is schematically shown on Fig 6.13,
with the sequence in which the eligible sub-domains are considered for the solver
DGOLTSD-Impl and DGOLTSI-Impl. Note that the order in which DGOLTSD-Impl and
DGOLTSI-Impl schemes update the local solution on eligible sub-domains respectively
follow the direction and the opposite direction of the bulk velocity of the DAREs.
193
Chapter 6: Local time stepping DG methods for DAREs
Figure 6.13: Domain decomposed such that the order in which the local solution is
updated, in the case of DGOLTSI-Impl scheme, is in the opposite direction as the bulk
velocity. This is achieved by choosing ∆t0 > ∆t1 (e.g. ∆t0 = 2
−11 and ∆t1 = 2−12).
Here, we also display the order in which the solution is updated in the case of
DGOLTSI-Impl and DGOLTSD-Impl schemes.
We simulate the concentration Cir using the solvers DGOLTSD-Impl and DGOLTSI-Impl
for every configuration of the time step ∆tij = 4
i × ∆tj for all i ∈ {0, 1, 2, 3} and
j ∈ {0, 1}. For all configurations i ∈ {0, 1, 2, 3} and solversDGr, r ∈ {OLTSD-Impl,
OLTSI-Impl}, we record the computational time, CPU ir, and compute the errors
errorir and E
i using (6.9). In Tab 6.2, we display the values of errorir and Ei.
This shows that DGOLTSD-Impl is more accurate compared to DGOLTSI-Impl. Here
DGOLTSD-Impl updates the solution on the eligible sub-domains in the same direc-
tion as the bulk velocity. In Fig 6.14 (a) and (b), we plot the error log(errorir)
respectively against log(∆ti1) and CPU
i
r. This shows that both overlap LTS-DG
methods converge.
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0 3.02× 10−3 3.08× 10−3 6.27× 10−5
1 6.22× 10−3 6.41× 10−3 2.70× 10−4
2 1.88× 10−2 1.94× 10−2 1.31× 10−3
3 5.22× 10−2 5.51× 10−2 6.95× 10−3
Table 6.2: We display in this table the values of errorir and Ei, when the global
domain is decomposed such that the order, in which the local solution is updated
in the case of DGOLTSI-Impl scheme, has the opposite direction as the bulk velocity.
(a) (b)
Figure 6.14: In (a) and (b), we plot the error log(errorir) respectively against
log(dt = ∆ti0) and CPU
i
r, when the global domain is decomposed such that the
order, in which the local solution is updated in the case of DGOLTSI-Impl scheme, has
the opposite direction as the bulk velocity.
In the Ogata and Banks problem the fast change of the concentration of the
solute takes place in a region close to the boundary at x = 0. So the sub-domain
that contains the boundary at x = 0 should have the finest local time step, for a
high accuracy of the OLTS-DG methods. This is illustrated by the better accuracy
of both OLTS-DG methods obtained in the first experiment compared to the second
experiment (comparing data in Tab 6.1 and Tab 6.2). Thus to improve the efficiency
of the OLTS-DG method, the choice of the fine and coarse discretized sub-domains
and the order of update of the local solution should respect the a priori physics.
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Effect of the size of overlap on the OLTS-DG schemes
In this section, we investigate how the size of the overlap between two sub-domains
affect the accuracy of the global solution. To that end, we consider the Ogata
and Banks problem with the initial sub-domains Ω0 = [0, x1] × [0, 1] and Ω1 =
[x1, x2] × [0, 1], as illustrated in Fig 6.15 (a). For a given n ∈ {1, 2, · · · , 11} and
hx = 0.02, we consider the overlapped sub-domains Ω0,n and Ω1,n given by
Ω0,n = [0, x1 + n× hx]× [0, 1], Ω1,n = [x1 − n× hx, x2]× [0, 1], (6.10)
as illustrated in Fig 6.15 (b). Note that the size of the overlap (i.e. (Ω0,n
⋂
Ω1,n)
is equal to 2n × hx and increases with n. The local time steps are ∆t0 = 2−11 and
∆t1 = 2
−10, thus we consider the DGOLTSI-Impl scheme for more accuracy.
(a)
(b)
Figure 6.15: In (a) we shows the initial sub-domains (Ω0,∆t0) and (Ω1,∆t1). In
(b), we illustrate the overlap sub-domains (Ω0,n, ∆t0) and (Ω1,n, ∆t1) for a given
space step hx and integer n. The size of the overlap is equal to 2n× hx.
For all Pe´clet number Pe ∈ {0.1, 1, 10, 100} and all n ∈ {1, 2, · · · , 11}, we sim-
ulate the global solution, CnPe at the time t = 0.5, using the DGOLTSI-Impl scheme
on the overlapped sub-domains (Ω0,n, ∆t0) and (Ω1,n, ∆t1). We then compute the
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where C is the exact solution (given by 5.108) at the time t = 0.5 and Ω the solution
domain. The results are summarized in Tab 6.3 and illustrated in Fig 6.16, where
we plot the logarithm relative error (log(EnPe)) against the integer n for all the Pe´clet
numbers considered. A few conclusions can be drawn from the results in Tab 6.3
and Fig 6.16:
• For the Pe´clet number Pe > 1 ( < 1), the relative error EnPe increases slightly
as we increase the size of the overlap (i.e. as we increase n). Thus, in the case
of high Pe´clet number, the overlapped sub-domains obtained by including only
the direct neighbour into the initial sub-domains, is the best choice to simulate
efficiently the global solution.
• For the Pe´clet number Pe ≤ 1 ( ≥ 1), the relative error EnPe decreases as we
increase the size of the overlap (i.e n).
• For large size of overlap, i.e. n >> 1, the relative error EnPe decreases as
we decrease the Pe´clet number Pe (or increase ). The same behaviour is
observed in [114], when the overlapping Schwarz waveform relaxation scheme
was applied to the viscous Burger equation with various values of the viscosity
parameter. For the overlap equal 0.2 (n = 10 in our case), the error decreases






























Pe = 100, x1 = 0.4, x2 = 1 Pe = 10, x1 = 0.8, x2 = 2 Pe = 1, x1 = 2, x2 = 4 Pe = 0.1, x1 = 7, x2 = 14
n = 1 8.2962× 10−3 6.8431× 10−4 9.5306× 10−4 1.3114× 10−3
n = 2 8.3353× 10−3 8.2657× 10−4 4.6384× 10−4 6.1631× 10−4
n= 3 8.3738× 10−3 8.8051× 10−4 3.1240× 10−4 4.0108× 10−4
n = 4 8.4275× 10−3 9.0963× 10−4 2.4465× 10−4 2.9913× 10−4
n = 5 8.4983× 10−3 9.2963× 10−4 2.0955× 10−4 2.4038× 10−4
n = 6 8.5827× 10−3 9.4555× 10−4 1.8985× 10−4 2.0268× 10−4
n = 7 8.6719× 10−3 9.5908× 10−4 1.7819× 10−4 1.7682× 10−4
n = 8 8.7528× 10−3 9.7075× 10−4 1.7101× 10−4 1.5829× 10−4
n = 9 8.8130× 10−3 9.8072× 10−4 1.6647× 10−4 1.4459× 10−4
n = 10 8.8442× 10−3 9.8910× 10−4 1.6355× 10−4 1.3422× 10−4
n = 11 8.8459× 10−3 9.9598× 10−4 1.6164× 10−4 1.2621× 10−4
Table 6.3: The relative error (EnPe) for all Pe´clet number Pe ∈ {0.1, 1, 10, 100} and all n ∈ {1, 2, · · · , 11}. The size of the overlap is equal to
2n× hx with hx = 0.02. Note that for large Pe´clet number Pe, ther is no advantage in taking large overlap.
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Figure 6.16: We plot the logarithm relative error (log(EnPe)) against the integer n
for all Pe´clet number considered. The size of the overlap is equal to 2n × hx with
hx = 0.02
6.3.2 Comparison of GTS-DG and LTS-DG schemes when
applied to the 1D ETO model
In this section, we compare the performance of the GTS-DG and LTS-DG schemes,
when solving the one dimension ETO model described in Chapter 3. Let us recall
that GTS-DG schemes described in Chapter 3, unlike both LTS-DG schemes de-
scribed in Section 6.2, use a time step defined uniformly on the domain solution.
To that end, we first describe how we split the global solution domain. Secondly,
we investigate the derivation of the local system SOi associated to the sub-domain
Ωi for all i = 0, · · · ,m. Finally, we present the numerical results. According to the
analysis presented in Chapter 3, the most efficient GTS-DG scheme was the one
using the time integrator Impl. Therefore, we consider here the LTS-DG schemes
that use the time integrator Impl as well. Thus in this case, we respectively denote
DGOLTS-Impl and DGNOLTS-Impl the overlap and non overlap LTS-DG schemes.
As stated in Chapter 3, the solution domain is given by Ω = [0, zmax], with zmax
proportional to the diffusion length δ (i.e. zmax = kδ, k ∈ N). Since the dimen-
sionless current depends only on the concentration of the species at the boundary
z = 0, we consider the partition Ω = ∪ni=1Ii where the interval Ii = [zi−1, zi] is such
that the step size hi = zi− zi−1, respectively, follows the geometric and the uniform
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progression on [0, δ] and [δ, zmax]. Specifically for a given number r ∈ N and the
increasing factor q, we have
hi =
 h× q
i−1, i = 1, · · · , r
h× qr, i = r + 1, · · · , n











Unless stated, for the simulation we use q = 1.05 and r = 100. We associate
to each element Ii the time step ∆TIi ≤ 2ni , ni = dlog2 (Cmaxhi)e for a given
Courant number Cmax. We then update the time step on each element Ii by setting
∆TIi = ∆TI1 for all i = 1, · · · , r and ∆TIi = ∆TIr+1 for all i = r + 1, · · · , n.
For the simulation, we consider the geometry settings and the ETO model pa-
rameters given by
δ = 20, zmax = 5δ,Cmax = 0.3, K0 = 20, D˜
+ = 1. (6.12)
This leads to the local time steps ∆tI1 ≤ 2−9 and ∆tIr+1 ≤ 2−2. We finally consider
the sub-domains Ω0 = [0, zr] and Ω1 = [zr, zn] with the local time step ∆t0 = 2
−9
and ∆t1 = 2
−6, respectively.
Local ODE system for the overlap LTS-DG scheme
In this section, we show how to extract the local ODE system for the OLTS-DG
scheme from the global ODE system of the 1D ETO model, given by (3.53). To
overlap the sub-domains here, we include the direct neighbour into the initial sub-
domains. Thus, the overlapped sub-domains are Ω0 = [0, zr+1] and Ω1 = [zr−1, zn],
illustrated in Fig 6.17. In this case, we consider as internal boundary Γ0 and Γ1 as
the node zr+1 of [zr+1, zr+2] and zr−1 of [zr−2, zr−1], respectively.
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Figure 6.17: The overlapped regions for one dimension domain for ETO model.
The system of ODEs given by (3.53), obtained from the DG spatial discretization














where χj ∈ R2nΩj is the coupled component of the concentration of the species




(ki + 1), nΩ1 =
n∑
i=r
(ki + 1), (6.15)
where ki is the highest degree of the Legendre polynomials considered on Ii (i.e. ki+1
is the dimension of the DG finite space on Ii). The matrices Lj, Sej ∈ R2nΩj×2nΩj for
all j = 0, 1 can be obtained from the matrix L given by (3.56) as follows
L1 =
 DLs,σ00,0 +Kf (t˜)L1 −Kb(t˜)L1
−Kf (t˜)L1 D+Ls,σ00,0 +Kb(t˜)L1





Here, the matrix L1 ∈ RnΩ0×nΩ0 takes the same form as the matrix L1 defined in
(3.46); the matrices Ls,σ00,0 and L
s,σ0
0,1 are efficiently extracted from the matrix L
s,σ0
0
(defined in (3.56)) as illustrated by Fig 6.18, due to its tridiagonalisation. Note
from Fig 6.18 that only the block matrices Ls,σ0,Ir+2Ir+1 and L
s,σ
0,Ir−1Ir , from the matrix












Figure 6.18: Extraction of the matrices Ls,σ00,1 and L
s,σ0
0,1 from the matrix L
s,σ0
0 when
applying the overlap LTS method to the one dimension ETO model. It shows that
only the block matrices Ls,σ0,Ir+2Ir+1 and L
s,σ
0,Ir−1Ir , from the matrix L
s,σ0
0 respectively
contribute to the computation of the vectors BT1 and B
T
2 .
For all j ∈ {0, 1}, we have Bj = [Bαj ,Bα+j ] where the transpose of the block
vectors Bαj ,B
α+











, pi = i+ r − 1, (6.17)
for all ζ = α, α+. According to the extraction of matrices illustrated in Fig 6.18, we
have for all ζ = α, α+
Bζ0,Ii =
 D
ζLs,σ0,Ir+2Ir+1ζIr+2 if i = r + 1





ζLs,σ0,Ir−1IrζIr−1 if i = 1
0 if i = 2, · · · , n− r + 2
,
where the coefficient Dζ is the dimensionless diffusion coefficient of the species with
the component in the DG finite space ζ = α, α+.
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Local ODE system for the non overlap LTS-DG scheme
In this section, we show how to extract the local ODE system for the NOLTS-DG
scheme from the global ODE system of the 1D ETO model, given by (3.53). The non
overlapped sub-domains are Ω0 = [0, zr] and Ω1 = [zr, zn], illustrated in Fig 6.25. In
this case, we consider as internal boundary Γ0 and Γ1 as the node zr of the interval
[zr, zr+1] and [zr−1, zr], respectively.
Figure 6.19: The non overlapped sub-domains for one dimension domain for ETO
model.
The system of ODEs given by (3.53), obtained from the DG spatial discretization
of the dimensionless governing equation of the ETO model, can be split into two




(ki + 1), nΩ1 =
n∑
i=r+1
(ki + 1), (6.18)
where ki is the highest degree of the Legendre polynomials considered on Ii. Also,
the matrices Lj,Sej ∈ R2nΩj×2nΩj for all j = 0, 1 are given by (6.16) where the matrix
L1 ∈ RnΩ0×nΩ0 takes the same form as the matrix L1 defined in (3.46); the matrices
Ls,σ00,0 and L
s,σ0
0,1 are efficiently extracted from the matrix L
s,σ0
0 (defined in (3.56)) as
illustrated by Fig 6.20, due to its tridiagonalisation.
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Figure 6.20: Extraction of the matrices Ls,σ00,1 and L
s,σ0
0,1 from the matrix L
s,σ0
0 when
applying the non overlap LTS method to the one dimension ETO model. It shows
that only the block matrices Ls,σ0,Ir+1Ir and L
s,σ
0,IrIr+1
, from the matrix Ls,σ00 respectively
contribute to the computation of the vectors BT1 and B
T
2 .









and BT1 = Se1χ0
∣∣∣
Γ1
. For all j ∈ {0, 1}, we have Bj = [Bαj ,Bα+j ] where the transposes
of the block vectors Bαj ,B
α+











, pi = i+ r. (6.19)




ζLs,σ0,Ir+1IrζIr+1 if i = r





ζLs,σ0,IrIr+1ζIr if i = 1
0 if i = 2, · · · , n− r + 1
,
where the coefficient Dζ is the dimensionless diffusion coefficient of the species with
the component in the DG finite element space.
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Numerical results of GTS-DG, OLTS-DG and NOLTS-DG schemes ap-
plied to the ETO model
Let us now focus on the numerical comparison of the accuracy and the efficiency of
the GTS-DG and LTS-DG schemes, while simulating the dimensional current of the
ETO model. To that end, for a given i ∈ {0, · · · , 4}, we simulate the dimensionless
current Gi,q, q = DGImpl, DGOLTS-Impl, DGNOLTS-Impl for the local time step ∆t
i
j =
2−i × ∆tj on the local solution domain Ωj for all j = 0, 1. Note that for a given
i ∈ {0, · · · , 4}, the universal time step, hti = ∆ti0 , is considered for the GTS-DG
schemes (i.e. the finest local time step of LTS-DG schemes). During the simulation
of Gi,q, we also record the computation time CPUi,q.
By assuming that the exact dimensionless current is given by G4,DGImpl , we then
compare it against G4,q q = DGOLTS-Impl, DGNOLTS-Impl to see which of the LTS-DG
schemes is more accurate. This is illustrated in Fig 6.21, by plotting the dimension-
less currentsG4,q against the overpotential for all q = DGImpl, DGOLTS-Impl, DGNOLTS-Impl
in Fig 6.21(a); and the absolute difference Eqabs =
∣∣∣G4,DGImpl −G4,q∣∣∣ against the over-
potential for all q = DGOLTS-Impl, DGNOLTS-Impl in Fig 6.21(b).

















Figure 6.21: Voltammogram of the ETO model simulate with GTS-DG
and LTS-DG schemes. In (a), we plot G0,q against the overpotential for all
q = DGImpl, DGOLTS-Impl, , DGNOLTS-Impl. In (b), we plot the absolute difference
Eqabs against the overpotential for all q = DGOLTS-Impl, , DGNOLTS-Impl.
To investigate the convergence and the efficiency of the GTS-DG and LTS-DG
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for all i = 0, · · · , 3 and all solver q = DGImpl, DGOLTS-Impl, DGNOLTS-Impl. We
then plot in Fig 6.22(a) the error , log(erroriq), against the minimum of the local
time step, log(hti). This shows the decay of the error with respect to the min-
imum local time step, meaning the DGImpl, DGOLTS-Impl, DGNOLTS-Impl converge
in time. In Fig 6.22(b), we plot the error, log(erroriq), against the computation
time, log(CPUi,q). Note from Fig 6.22(b) that for a given error E ∈ R such that
E = erroriq, q = DGImpl, DGOLTS-Impl, DGNOLTS-Impl, we have
CPUi,DGNOLTS-Impl < CPUi,DGOLTS-Impl < CPUi,DGImpl .
Fig 6.22(b) shows that the LTS-DG schemes, compared to GTS-DG schemes, are
















Figure 6.22: Convergence and efficiency of the GTS-DG and LTS-DG
schemes for the ETO model. We respectively plot in (a) and (b) the er-
ror log(erroriq) against the minimum time step log(ht
i) and the computation time
log(CPUi,q) for all i = 0, · · · , 3 and all q = DGImpl, DGOLTS-Impl, DGNOLTS-Impl.
The 1D numerical experiment realized in this section has shown that
206
Chapter 6: Local time stepping DG methods for DAREs
• even if the OLTS-DG schemes is not as accurate as GTS-DG scheme, the
computation time of the OLTS-DG schemes is small enough to make them
more efficient compare to the GTS-DG schemes,
• the non overlap LTS-DG scheme is more accurate than the overlap LTS-DG
scheme. This is because the estimation of the needed internal value Γi, for the
resolution of the system SOi, is more accurate with the non overlap LTS-DG
scheme.
6.3.3 Comparison of GTS-DG and NOLTS-DG schemes when
applied to the 2D transport of solute through a do-
main with holes
The purpose of this section is to compare the accuracy and the efficiency of the GTS-
DG and NOLTS-DG schemes while simulating transport of an inert solute within a
fluid, with an absence of volumetric sources and sinks, through a 2D domain with
holes. We consider here the GTS-DG scheme using the Impl as time integrator and
NOLTS-DG schemes using the Impl, ETD1 as time integrators. Let us recall that,
in Section 5.3.4, this problem has been investigated with the GTS-DG scheme using
Impl as time integrator. During that investigation, we have
• described the construction of the refined mesh,
• simulated the velocity field from Darcy’s equation,
• computated the local time step on every element of the triangulation for
Cmax = 0.8, which split the solution domain, Ω into several sub-domains
(Ωi,∆ti), i ∈ {0, · · · ,m = 5} schematically represented by the different colors
in Fig 6.23,
• investigated the convergence and efficiency of GTS-DG scheme while simulat-
ing the concentration of the solute with the minimum local time step.
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Figure 6.23: The non overlapped levels for two dimensions domain with holes for a
given Courant number Cmax = 0.08. The colors represent the different sub-domains
Ωi, i = 0, · · · , 5 with different time steps.
Thus, to complete the goal of this section, we just need to investigate the problem
under the same settings considered in Section 5.3.4 using the NOLTS-DG schemes.
Numerical results
For a given r ∈ {0, · · · , 4}, we simulate the concentration Crp of the solute at the
time t = 1 using the solver p ∈ {DGNOLTS-Impl, DGNOLTS-ETD1} where the sub-
domain Ωi has the local time step ∆t
r
i = 2
−r×∆ti for all i ∈ {0, · · · , 5}. Note that,
in Section 5.3.4, we use the universal time step htr given by
htr = min{∆tri , i = 0, · · · , 5},
to simulate the concentration CrDGImpl of the solute at the time t = 1 using the solver
DGImpl for a given r ∈ {0, · · · , 4}. Throughout these simulations, we record the
computation time,CPUrp , for all solver p ∈ {DGImpl, DGNOLTS-Impl, DGNOLTS-ETD1}
and all r ∈ {0, · · · , 4}. By assuming that the exact solution is given C4DGImpl , we
compute the absolute error, errorrp given by
errorrp =‖ C4DGImpl − Crp ‖L2(T ), r ∈ {0, · · · , 3},
for all solvers p ∈ {DGImpl, DGNOLTS-Impl, DGNOLTS-ETD1}. To investigate the con-
vergence and efficiency of solvers considered here, we respectively plot in Fig 6.24(a)
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and Fig 6.24(b) the error log(errorrp) as a function of the minimum local time step
log(htr) and the computation time log(CPUrp). Note from Fig 6.24(a) that the er-
rors errorrp decrease with the time step ht
r, meaning the GTS-DG and NOLTS-DG




for all p ∈ {DGNOLTS-Impl, DGNOLTS-ETD1}. This shows that GTS-DG schemes is
more accurate compared to NOLTS-DG schemes.This is expected since the GTS-DG
schemes, unlike the NOLTS-DG schemes, consider the finest time step, uniformly
on the solution domain. However, note from Fig 6.24(b) that the computation time








Sl LTS Impl =1.0039
Sl LTS ETD1 =0.97259
(a)









Figure 6.24: Convergence and efficiency of the GTS-DG and NOLTS-DG
schemes while solving the transport of solute through a domain with
holes without presence of reaction. We respectively plot in (a) and (b) the
error log(errorrp) as a function of the minimum local time step log(ht
r) and the
computation time log(CPUrp). As expected, this shows that NOLTS-DG schemes is
more efficient compared to GTS-DG schemes.
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6.3.4 Comparison of GTS-DG and OLTS-DG schemes when
applied to the 2D transport of solute through a do-
main with fracture
In this section, we compare the accuracy and the efficiency of the GTS-DG and
OLTS-DG schemes while simulating transport of an inert solute within a fluid with
or without an absence of volumetric sources and sinks through a 2D domain with
fracture. In Section 5.3.5, these problems (i.e. reaction term given by R(C) = 0 or
R(C) = C − C3) were investigated with the GTS-DG scheme. Thus, we consider
here the same problems under the same settings as in Section 5.3.5.
In Section 5.3.5, we described the construction of the refined mesh, simulated
of the velocity field from Darcy’s equation and computated the local time step ∆tT
on every element T of the triangulation, which split the 2D domain with fracture
into three sub-domains (Ωi,∆ti), i = 0, 1, 2. Here, we consider the Pe´clet number
Pe = 3000. So according to the analysis completed in Section 6.3.1, the suitable
overlapped sub-domains are obtained by including the direct neighbour to the initial
sub-domains. The overlapped sub-domains are illustrated in Fig 6.25 with the colors
black, blue and yellow.
Figure 6.25: The overlapped sub-domains for two dimensional domain with fracture
for a given Courant number Cmax = 0.08. The domain are represented by the color
black, blue and yellow.
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Numerical results for the case R(C) = 0
For a given r ∈ {0, · · · , 4}, we simulate the concentration Crp of the solute at the
time t = 1 using the solver p ∈ {DGOLTS-Impl, DGOLTS-ETD1} where the sub-domain
Ωi has the local time step ∆t
r
i = 2
−r × ∆ti for all i ∈ {0, · · · , 5}. Note that, in
Section 5.3.5, we use the universal time step htr given by
htr = min{∆tri , i = 0, · · · , 2},
to simulate the concentration Crp of the solute at the time t = 1 using the solver
p ∈ {DGImpl, DGETD1} for a given r ∈ {0, · · · , 4}. Throughout these simulations
(i.e. for all r ∈ {0, · · · , 4}), we record the computation time, CPUrp, for all solver
p ∈ {DGq, DGOLTS−q} with q ∈ {Impl, ETD1}. We respectively plot in Fig 6.26 the
concentration of the solute at the time t = 1, obtained with the solvers DGOLTS-Impl,
DGOLTS-ETD1, DGImpl and DGETD1.
(a) (b)
(c) (d)
Figure 6.26: GTS-DG and OLTS-DG schemes applied to the transport
of solute through a domain with fracture without presence of source and
reaction. We respectively plot in (a), (b), (c) and (d) the concentration of the solute
at time t = 1, obtained with the solvers DGOLTS−Impl, DGOLTS−ETD1, DGImpl and
DGETD1. As expected, note the rapid transport and flow of the solute through the
fracture.
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To investigate the convergence, the accuracy and efficiency of solversDGOLTS−Impl,
DGOLTS−ETD1, DGImpl and DGETD1, we assume that for a given time integrator
q ∈ {Impl, ETD1}, the exact concentration of the solute at the time t = 1 is given
by C4DGq . We then compute the error, error
r
p, given by
errorrDGq =‖ C4DGq − CrDGq ‖L2(T ), errorrDGOLTS−q =‖ C4DGq − CrDGOLTS−q ‖L2(T ),
for all r ∈ {0, · · · , 3} and all time integrator q ∈ {Impl, ETD1}. We plot in




r = 0, · · · , 3 and q = Impl, ETD1. We plot in Fig 6.27(b) the errors log(errorrDGq)




DGOLTS−q) for all r =
0, · · · , 3 and q = Impl, ETD1. Note from Fig 6.27(a) that the errors errorrp decrease
with the time step htr, meaning the GTS-DG and OLTS-DG schemes, considered




for all time integrator q ∈ {Impl, ETD1}. This shows that the OLTS-DG schemes
is less accurate compared to GTS-DG schemes. This is expected since the GTS-DG
schemes, unlike the OLTS-DG schemes, consider the finest time step, uniformly on
the solution domain. However, note from Fig 6.27(b) that the computation time is
reduced enough to make the OLTS-DG schemes more efficient compared to GTS-DG
schemes.
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(a) (b)
Figure 6.27: Convergence and efficiency of GTS-DG and OLTS-DG
schemes while solving the transport of solute through a domain with frac-
ture without presence of source and reaction. In (a), we plot log(errorrDGq)
and log(errorrDGOLTS−q) against log(ht
r) for all r = 0, · · · , 3 and q = Impl, ETD1. In





and log(CPUrDGOLTS−q) for all r = 0, · · · , 3 and q = Impl, ETD1.
Numerical results for the case R(C) = C − C3
Let us consider the flow and transport of solute through a domain with fracture
with the presence of non linear reaction term, given by R(C) = C3 − C. We
have investigated this problem in Section 5.3.5, with the GTS-DG solvers DGq,
q ∈ {Impl, ETD1, ETD2, EXPR}. By considering the same settings, used in Sec-
tion 5.3.5, we compare the accuracy and efficiency of the solvers DGq and DGOLTS−q
with q ∈ {Impl, ETD1, ETD2, EXPR}. We use the previous strategy to illustrate
the results of this comparison in Fig 6.28.




for all r = 0, · · · , 3 and q ∈ {Impl, ETD1, ETD2, EXPR}. In Fig 6.28 (b),





log(CPUrDGOLTS−q) for all r = 0, · · · , 3 and q ∈ {Impl, ETD1, ETD2, EXPR}.
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Figure 6.28: Convergence and efficiency of GTS-DG and OLTS-DG
schemes while solving the transport of solute through a domain with
fracture with presence of reaction. In (a), we plot log(errorrDGq) and
log(errorrDGOLTS−q) against log(ht
r) for all r = 0, · · · , 3 and q = Impl, ETD1, ETD2,





DGOLTS−q) for all r = 0, · · · , 3 and q ∈ {Impl, ETD1,
ETD2, EXPR}.
Note from Fig 6.28 (a) that the errors errorrp decrease with the time step ht
r,
meaning the GTS-DG and OLTS-DG schemes, considered in this section, converge.




for all time integrator q ∈ {Impl, ETD1, ETD2, EXPR}. This shows that OLTS-
DG schemes is less accurate compared to GTS-DG schemes. This is expected since
the GTS-DG schemes, unlike the OLTS-DG schemes, consider the finest time step,
uniformly on the solution domain. However, note from Fig 6.28 (b) that the com-
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putation time is reduced enough to make the OLTS-DG schemes more efficient
compared to GTS-DG schemes. As stated in Section 5.3.5, the GTS-DG with time
integrator ETD1, ETD2 and EXPR are almost constant due to the computation of
time of eLX using phipm.
6.4 Summary
In order to efficiently capture the localized small-scale physics of DAREs on a com-
plex geometry, we developed here two solvers, the overlap and non overlap LTS-DG
schemes, based on the domain decomposition techniques, the DG spatial discretiza-
tion method and the standard time integrators such as Impl, ETD, EXPR presented
in Chapter 2. The several numerical investigations lead to the following findings:
• When applied to Ogata and Banks problem, the numerical results of the over-
lap LTS-DG method show that the choice of the fast and slow components can
significantly affect the accuracy of the solution. A better accuracy is obtained
if the eligible sub-domains are considered in the same direction as the bulk
velocity. In a high Pe´clet number regime, unlike in the low Pe´clet number
regime, the size of the overlap doesn’t improve the accuracy of the overlap
LTS-DG method.
• When applied to the one dimension ETO model and the two dimension trans-
port of solute through a domain with fracture or holes, the numerical re-
sults showed that the computation time is reduced enough to make the LTS-
DG schemes proposed here more efficient compared to the GTS-DG schemes.
These numerical results also showed that the non overlap LTS-DG method is
more accurate and efficient compared to the overlap LTS-DG method. This is
due to the fact that the needed information are more accurately computed in
the case of the non overlap LTS method.
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Conclusion and Future Work
This chapter recapitulates the key results, main contributions and proposes recom-
mendations for future research.
The primary aim of this thesis is the development of new efficient numerical
methods to solve DAREs, specifically to investigate the one dimension cyclic volat-
mmetry models (ETO and EC’ models) and the two dimension flow and transport
of solute in porous media. To that end, we focus on the method of lines in which the
evolution problem is first discretized in space using the FE or DG method, yielding
a system of coupled ODEs. The obtained system of ODEs is then discretized in time
using globally or locally the time solvers such as Impl, ETD, EXPR or ROCK2.
In Chapter 2, we review the time integrators schemes (Impl, ETD, EXPR and
ROCK2) considered in this thesis. We also investigate numerically the performance
of Impl, ETD, EXPR and ROCK2 when used to solve DAREs. To that end, we
consider the method of lines with FE method as the spatial discretization method.
From Chapter 3 to Chapter 4, we develop a numerical inversion method for
the one dimensional cyclic voltammetry models by fitting the entire signal response
(i.e. the dimensionless current G). The inversion problem is equivalent to a PDEs-









(Gp −Gobs)2dt s.t. Gp = W (p)
}
, (7.1)
where st is the duration of the scan, G
obs is the measured signal response and Gp is
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the signal response obtained by solving the PDEs, W , for a given parameter p. We
numerically show that we can efficiently compute
• the function Gp, thus F (p), by solving the PDEs, W , with the method of lines
which combines the DG method and the time integrator Impl (see Chapter 3),
• the gradient ∇F (p) by using the adjoint method (AD) (see Chapter 4)
for a given parameter p and measured signal response Gobs. Regardless of the di-
mension n of the parameter p, the computation of the functions F (p) and ∇F (p),
using DG, Impl and AD methods, is then reduced to the resolution of the PDEs, W ,
and an ODE called the adjoint equation. In order to estimate the solution of (7.1),
the functions F (p) and ∇F (p) (obtained with DG and AD methods) are supplied
to the gradient descent algorithm such as fmincon of MATLAB.
The performance of the proposed numerical inversion method is then compared
to the one that used MATLAB’s pdepe (which is the combination of the classic
FE method with the time solver ode15s) to only supply F (p) to fmincon. This
investigation has shown that the better conservation property of the DG method
compared to the classic FE method improves enormously the efficiency of the sim-
ulation and the fitting of the voltammogram. For the ETO model, unlike the EC’
model, the novel numerical method computes efficiently the parameter model, and
leads to better estimation for both models when compared to the MATLAB’s pdepe
based code.
Note that the results presented in Chapter 3 and Chapter 4 represent a part of the
mathematical aspects of the work completed during my internship at Schlumberger
Gould Research (SGR) centre in Cambridge. Previously the approach involving
pdepe was used for the inversion of the signal response and was limited by the un-
acceptable computation time and inefficient fitting. These limitations were removed
by combining DG, Impl and AD methods.
Chapter 5 is devoted to the approximation of the model of flow and transport
in porous media (in 2 or 3 dimensions), using the IP-DG method together with a
time integrator. To do so, we revisit the IP-DG schemes reviewed by Ern in [80],
to semidiscretize the governing equation (DAREs) and assemble the matrices that
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arise from the semidiscretization (i.e. mass and stiffness matrices). We compare
the performance of the IP-DG method combined with the time solvers described in
Section 2.3, to simulate the flow and transport of solute through a two dimensional
domain with fracture or holes). The numerical experiments have shown that this
approach is accurate, however it can become greatly expensive in term of computa-
tional time.
In Chapter 6, we use the prior knowledge of the solution domain to construct
two LTS methods (overlap and non overlap methods) in order to reduce the compu-
tational time of the numerical resolution of the DAREs. The LTS method combines
the domain decomposition techniques and the standard time step method used lo-
cally on several broken regions of the solution domain with different time steps. We
then investigate the one dimensional cyclic voltammetry models and the two di-
mensions transport and flow in porous media with the combination of the proposed
LTS methods and the DG method. These investigations have shown that in general,
when combined with the DG method, the LTS methods are more efficient compared
to the standard time step methods used globally with the same time step. But more
specifically, numerical experiment in one dimension indicates that the non overlap
method is more efficient than the overlap method.
7.1 Future Work
The results mentioned above, motivate further research:
• Improve the the numerical inversion method for the EC’ model by using for
example the Tikhonov regularisation method [197, 171, 93, 122] or another
optimisation algorithm (stochastic or deterministic).
• Combine the DG method, LTS methods, the adjoint method and the MATLAB
code fmincon to develop a new numerical inversion method for the cyclic
voltammetry models.
• Carry out a theoretical analysis to prove that the convergence of the numerical
methods based on the combination of the DG and LTS methods proposed in
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this thesis is independent of the number of subdomains.
• Introduce a new LTS method that will use locally the more efficient time solver
as illustrated in Fig 7.1.
(a) LTS overlap (b) LTS Non overlap
Figure 7.1: LTS method with different local time solvers.





In this appendix, we include the full details of some computations needed for the
construction and the validation of the numerical inversion method for the simulation
and the inversion of the one dimension cyclic voltammetry models. We also include
a code in MATHEMATICA that help for the symbolic computations.
A.1 Some properties of Legendre polynomials
In this section, we focus on the computation of several quantities needed for the
assemble of the mass and stiffness matrices that arise from the DG semi discretiza-
tion, based on the Legendre polynomials, of the cyclic voltammetry models. Let
{Pr, r ≥ 0} be the set of Legendre polynomials of degree less or equal to k on the
interval I = [−1, 1], then we have


















‖ P(l−1)(x) ‖2 +
2P(l−1)−2(x)
‖ P(l−1)−2(x) ‖2 +
2P(l−1)−4(x)




dxPl(−1) = 2P(l−1)(−1)‖ P(l−1)(x) ‖2 +
2P(l−1)−2(−1)
‖ P(l−1)−2(x) ‖2 +
2P(l−1)−4(−1)
‖ P(l−1)−4(x) ‖2 + · · ·
=
2(−1)(l−1)
‖ P(l−1)(x) ‖2 +
2(−1)(l−1)−2
‖ P(l−1)−2(x) ‖2 +
2(−1)(l−1)−4
‖ P(l−1)−4(x) ‖2 + · · ·
=(−1)(l−1)( 2‖ P(l−1)(x) ‖2 +
2
‖ P(l−1)−2(x) ‖2 +
2
‖ P(l−1)−4(x) ‖2 + · · · )
=(−1)(l−1)dxPl(1)
dxPl(−1) = l(l + 1)
2
(−1)(l−1). (A.4)
Combining (A.1) and (A.3), with the orthogonality of the Legendre polynomials, we
obtain the following results
• if r + l is odd then ∫
I
dxPr(x)dxPl(x)dx = 0 (A.5)
• if r + l is even and l ≤ r then
∫
I
dxPr(x)dxPl(x)dx = ‖ dxPl(x) ‖2
=
4
‖ P(l−1)(x) ‖2 +
4
‖ P(l−1)−2(x) ‖2 +
4
‖ P(l−1)−4(x) ‖2 + · · ·
=2dxPl(1)∫
I
dxPr(x)dxPl(x)dx =l(l + 1) (A.6)
A.2 Projection in the DG finite space Vh
The goal in this section is to approximate the initial condition of the cyclic voltam-
metry models by a function in the DG finite space Vh (given by (3.38)), in order to
simulate the voltammogram. Since the DG finite space Vh is orthonormal, then for













F (z)Φjr(z) dz. (A.7)
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hj if r = 0,∀j ∈ {1, · · · , n}
0, otherwise
. (A.8)
A.3 The local stiffness matrix stemming from the
interior nodes
The purpose of this section is to give the details of the computation of the entries of
the local stiffness matrix stemming from the interior nodes, summarized in (3.51).
For a given the index of the interior nodes i ∈ {1, · · · , n − 1} and basis functions
Φr1r ,Φ
r2
l , we have
Cs,σ0i (Φr1r ,Φr2l ) = Γr1{r}Γr2{l}Cs,σ0i (φr1r , φr2l ),
with 0 ≤ r ≤ kr1, 0 ≤ l ≤ kr2, r1, r2 = i, i + 1. By combining the properties of
the Legendre polynomials stated in Section A.1 and the definition the bilinear form
Cs,σ0i given by (3.32), we have the following results
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A.4 Computation and update of the matrices N1, J1
and J2
We explain here how to efficiently assembly and update, the vector N1 and the
matrices J1, J2, needed for the numerical resolution of the model EC’. We have





j∈{1,··· ,n}, J1 = Diag(J
j
1)j∈{1,··· ,n}, J2 = Diag(J
j
2)j∈{1,··· ,n},





(kj + 1)× (kj + 1) block matrices with entries given by (3.94). The block matrices
J j1 , J
j
2 and the block vector N
j
1 depend on α
+,j and β−,j (respectively the component
of the species Q+ and B on the element Ij). For the seek of clarity, we use the
notation
α+,jl = al, β
−,j
l = bl, ∀l ∈ {0, · · · , kj}.





We run Algorithm 6 in Mathematica, in order to compute the matrices N j1 , J
j
1 and
J j2 for all kj ∈ {1, 2, 3} and a given components of the species Q+, B on the interval
Ij (respectively denoted al, bl). The result is summarised in Tab A.1 and Tab A.2.
The expressions of the block vector N j1 are presented in Tab A.1 and the expressions
of the block matrices J j1 , J
j
1 are presented in Tab A.2. Tab A.2 shows that the block
matrices J j1 depends on bl, l ∈ {1, · · · , kj} while the block matrices J j2 depends on
al, l ∈ {1, · · · , kj}.
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2 for all kj ∈ {1, 2, 3}.
1 (*===Code for the computation of the integral of triple product===*)
tripLeg[i0 ,m0 , q0 ] :=Module[{i = i0,m = m0, q = q0}],
If[Abs[m− i] ≤ q&&q ≤ m+ i,
z = 2 ∗ (ThreeJSymbol[{i, 0}, {m, 0}, {q, 0}])∧2; z = 0]; z ]
2 (∗ ===== Code for the computation of the source term N j1 ===== ∗)
SourceTermOrthonormal[k1 , h , A1 , B1 ]:=
Module[{k = k1, hj = h,A2 = A1, B2 = B1},
For[l = 0;M = IdentityMatrix[k + 1];ST = Array[0&, k + 1], l ≤ k,+ + l,
For[r = 0, r ≤ k,+ + r,For[n = 0;n ≤ k,+ + n,
M[[r+ 1;n+ 1]] = (Sqrt[(2 ∗ l+ 1) ∗ (2 ∗ r+ 1) ∗ (2 ∗ n+ 1)]) ∗ tripLeg[r, n, l]]];
ST[[l + 1]] = A2.M.B2]; (1/(2 ∗ Sqrt[hj])) ∗ ST ]
3 ”−−−−−−−− Computation of N j1 , J j1 and J j2 for kj = 1 −−−−−−−− ”
4 k = 1
5 A = {a0, a1}
6 B = {b0, b1}
7 MatrixForm[SourceTermOrthonormal[k, hj, A,B]]
8 MatrixForm[D[SourceTermOrthonormal[k, hj, A,B], {A}]]
9 MatrixForm[D[SourceTermOrthonormal[k, hj, A,B], {B}]]
10 MatrixForm[D[SourceTermOrthonormal[k, hj, A1, B1], {B1}]]
11 ”−−−−−−−− Computation of N j1 , J j1 and J j2 for kj = 2 −−−−−−−− ”
12 k = 2
13 A = {a0, a1, a2}
14 B = {b0, b1, b2}
15 MatrixForm[SourceTermOrthonormal[k, hj, A,B]]
16 MatrixForm[D[SourceTermOrthonormal[k, hj, A,B], {A}]]
17 MatrixForm[D[SourceTermOrthonormal[k, hj, A,B], {B}]]
18 ”−−−−−−−Computation of N j1 , J j1 and J j2 for kj = 3 −−−−−−−− ”
19 k = 3
20 A = {a0, a1, a2, a3}
21 B = {b0, b1, b2, b3}
22 MatrixForm[SourceTermOrthonormal[k, hj, A,B]]
23 MatrixForm[D[SourceTermOrthonormal[k, hj, A,B], {A}]]


















































































































































Table A.1: Computation of the block vector N j1 : This table gives the expression of the block vector N
j
1 for all kj ∈ {1, 2, 3} and a given










































































































































































































Table A.2: Computation of the block matrices J j1 , J
j




2 for all kj ∈ {1, 2, 3}
and a given components of the species Q+, B on the interval Ij (respectively denoted al, bl).
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A.4.2 Update of the matrices N1, J1 and J2
The goal in this section is to present how we efficiently update the matrices N1, J1
and J2 at each step of the simulation of the EC’ model. Let us introduce the
following notations for a given k ∈ N
• Ik: the (k + 1)× (k + 1) identity matrix,
• Ok: the (k + 1)× (k + 1) matrix with entries 0,
• Ok: the (k + 1)× 1 matrix with entries 0.
Since the initial dimensional concentration C˜0Q+ of the specie Q
+ is equal to zero,
then according to (3.55), we have
al = 0,∀l ∈ {0, · · · , kj}, (A.9)
for all element Ij, j ∈ {1, · · · , n} at the time t˜ = 0. Therefore from Tab A.1 and
Tab A.2, the block matrix J j2 and the block vector N
j
1 take the form
J j2 = Okj , N
j
1 = Okj , j ∈ {1, · · · , n}, (A.10)








hj if l = 0
0, if l = 1, · · · , kj
, (A.11)
for all element Ij, j ∈ {1, · · · , n} at the time t˜ = 0. Therefore from Tab A.2, the




C˜0AtotalIkj , j ∈ {1, · · · , n}. (A.12)




C˜0AtotalInT , J2 = OnT , N1 = OnT , (A.13)
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for nT given by (3.43).
Moreover at the boundary zmax, the species Q
+ and B are subject to no flux





• for all j ≥ jQ+n , the component of Q+ on Ij is given by (A.9) and
• for all j ≥ jBn , the component of B on Ij is given by (A.11).
Therefore N j1 , J
j
2 are given by (A.10) for all j ≥ jQ+n and J j1 is given by (A.12) for
all j ≥ jBn . Thus to compute N1, J2 and J1 at the time t˜ = t˜n from (A.13), we only
need to update N j1 for all j < j
Q+
n with Tab A.1, J
j
2 for all j < j
Q+
n with Tab A.2
and J j1 for all j < j
B
n with Tab A.2.
A.5 Adjoint method for cyclic voltammetry mod-
els
In this section, we present the remaining tests for the comparison of the gradient
of the objective function computed with the adjoint and finite difference method,
while inverting numerically the cyclic voltammetry models.
A.5.1 Test of adjoint method for ETO model
The normalized model parameter of the ETO model is pˆ = (Kˆ0, Dˆ
+)T . Since the
comparison of the total derivative dKˆ0F obtained with the adjoint and finite dif-
ference methods has been investigated in Section 4.3.2, we focus here on the total
derivative dDˆ+F . To this end, we use the same procedure described in Section 4.3.2
for the comparison of the total derivative dKˆ0F . The results is then illustrated in
Fig A.1. We plot in Fig A.1(a) dn,rpˆ2 F against the normalized parameter pˆ
n
2 for all
r = 1, 2. We plot in Fig A.1(b) the difference log(E5pˆn2 ) as a function of log(pˆ
n
2 ). We
can conclude from Fig A.1(b) that the finite difference method and our implemented




Figure A.1: Comparaison of the gradient dpF of ETO model using adjoint
and finite difference method. In (a) we plot the total derivative dpˆ2F , compute
with the adjoint and finite difference method, as a function of the parameter pˆ2 =
Dˆ+. In (b) we plot the logarithm of the difference E5pˆn2 as a function of the logarithm
of pˆn2 .
A.5.2 Test of adjoint method for EC’ model
The normalized model parameter of the EC’ model is given by
pˆ = (Kˆ0, Dˆ
+, Kˆr, Dˆ
−, KˆA, Dˆ, Cˆ0Atotal).
Since the comparison of the total derivative dKˆ0F obtained with the adjoint and fi-
nite difference methods has been investigated in Section 4.4.2, we focus here on the
total derivative of the objective function F with respect to entries pˆi, i = 2, · · · , 7
of the model parameter pˆ of the EC’ model. To this end, we use the same proce-
dure described in Section 4.4.2 to compare the total derivative dpˆiF obtained with
the adjoint and finite difference method for all i = 2, · · · , 7. The results is then
illustrated in Fig A.2 to Fig A.7. We respectively plot in Fig A.2(a) to Fig A.7(a)
dn,rpˆi F against the normalized parameter pˆ
n
i for all r = 1, 2 and i = 2, · · · , 7. We
respectively plot in Fig A.2(b) to Fig A.7(b) the difference log(E5pˆni ) as a function of
log(pˆni ) for all i = 2, · · · , 7. We can conclude from Fig A.2(b) to Fig A.7(b) that the
finite difference method and our implemented adjoint method leads approximatively
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to the same total derivative dpˆiFi = 2, · · · , 7.
(a) (b)
Figure A.2: Comparaison of the gradient dpF of EC’ model using adjoint
and finite difference method. In (a) we plot the total derivative dpˆ2F , compute
with the adjoint and finite difference method, as a function of the parameter pˆ2. In




Figure A.3: Comparaison of the gradient dpF of EC’ model using adjoint
and finite difference method. In (a) we plot the total derivative dpˆ3F , compute
with the adjoint and finite difference method, as a function of the parameter pˆ3. In






Figure A.4: Comparaison of the gradient dpF of EC’ model using adjoint
and finite difference method. In (a) we plot the total derivative dpˆ4F , compute
with the adjoint and finite difference method, as a function of the parameter pˆ4. In




Figure A.5: Comparaison of the gradient dpF of EC’ model using adjoint
and finite difference method. In (a) we plot the total derivative dpˆ5F , compute
with the adjoint and finite difference method, as a function of the parameter pˆ5. In






Figure A.6: Comparaison of the gradient dpF of EC’ model using adjoint
and finite difference method. In (a) we plot the total derivative dpˆ6F , compute
with the adjoint and finite difference method, as a function of the parameter pˆ6. In




Figure A.7: Comparaison of the gradient dpF of EC’ model using adjoint
and finite difference method. In (a) we plot the total derivative dpˆ7F , compute
with the adjoint and finite difference method, as a function of the parameter pˆ7. In





A.6 Implementation of the FE method
Here, we focus on how to efficiently assemble the mass and stiffness matrices derived
from the FE discretization of the DAREs an unstructured triangulation. To that
end, we first identify the non zeros entries of the mass and stiffness matrices. These
entries, given by (2.9), are the sum of integral over the triangles of the triangulation.
Finally, the non zero entries computed, by considering the non zeros integrals.
For a given p, q ∈ {1, · · · ,N}, the entries M(p, q) and S(p, q) are non zero if and
only if the intersection of the set Sp and Sq contains at least one element T ∈ T . In









for all p ∈ {1, · · · ,N}. In the case p 6= q, the intersection of Sp and Sq is not empty
if only there is an edge F ∈ F such that F = F pq where F pq represent the segment
linking the nodes Np and Nq. Thus non diagonal entries of M and S that are non
zero can be computed throughout the edges F ∈ F . If the edge F belongs to Fi,
then there exists two element Tj, Tn ∈ T such that F = ∂Tj ∩ ∂Tn; and we have
M(p, q) = M(q, p) =
∑
i=j,n
mTi(φq, φp), S(p, q) =
∑
i=j,n




If the edge F belongs to Fe, then there exists only one element Tj ∈ T such that
F = ∂Tj ∩ ∂Ω; and we have
M(p, q) = M(q, p) = mTj(φq, φp), S(p, q) = a
Tj(φq, φp), S(q, p) = a
Tj(φp, φq).
This shows that neither the mass nor stiffness matrices is diagonal or block diagonal.
But since the bilinear form mT (·, ·) for a given element T is symmetric, the mass
matrix is symmetric. Therefore the mass and stiffness matrices can be efficiently
assembled with Algorithm 7.
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Algorithm 7: Efficient method to assemble M and S from FE method.
1 Initialize M and S as sparse matrices
2 for p = 1, · · · ,N do (Loop over node Np)
3 find support Sp of φp
4 for i = 1, · · · , rp do
5 M(p, p) −→M(p, p) +mTi(φp, φp)
6 S(p, p) −→ S(p, p) + aTi(φp, φp)
7 end for
8 end for
9 for F pq ∈ F i i.e. F pq = ∂Tj ∩ ∂Tn do (Loop over internal edges)
10 for i = j, n do
11 S(p, q) −→ S(p, q) + aTi(φq, φp)
12 S(q, p) −→ S(q, p) + aTi(φp, φq)
13 M(p, q) −→M(p, q) +mTi(φq, φp)
14 end for
15 M(q, p) −→M(p, q)
16 end for
17 for F pq ∈ F e i.e. F pq = ∂Tj ∩ ∂Ω do (Loop over external edges)
18 S(p, q) −→ S(p, q) + aTj(φq, φp)
19 S(q, p) −→ S(q, p) + aTj(φp, φq)
20 M(p, q) −→M(p, q) +mTj(φq, φp)
21 M(q, p) −→M(p, q)
22 end for
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