In general, intrinsic image decomposition algorithms interpret shading as one unified component including all photometric effects. As shading transitions are generally smoother than albedo changes, these methods may fail in distinguishing strong (cast) shadows from albedo variations. That in return may leak into albedo map predictions. Therefore, in this paper, we propose to decompose the shading component into direct (illumination) and indirect shading (ambient light and shadows). The aim is to distinguish strong cast shadows from reflectance variations. Two end-to-end supervised CNN models (ShadingNets) are proposed exploiting the fine-grained shading model. Furthermore, surface normal features are jointly learned by the proposed CNN networks. Surface normals are expected to assist the decomposition task. A large-scale dataset of scene-level synthetic images of outdoor natural environments is provided with intrinsic image ground-truths. Large scale experiments show that our CNN approach using fine-grained shading decomposition outperforms state-of-the-art methods using unified shading.
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Index Terms-computer vision, intrinsic images, machine learning I. INTRODUCTION Intrinsic image decomposition is the problem of recovering the image formation components in terms of reflectance (albedo) and shading (illumination) [1] . The reflectance component contains information about the real color (i.e. albedo) of an object and is independent of illumination. On the other hand, the shading component contains different types of photometric effects such as direct light, ambient light (interreflections) and cast shadows. As a result, using intrinsic images rather than raw RGB images can be favourable for different computer vision tasks. For instance, reflectance images (i.e. illumination invariant) are useful for semantic segmentation [2] , whereas shading images are a source of information for 3D shape reconstruction tasks [3] .
The problem of intrinsic image decomposition is ill-posed, because there are multiple solutions to compute the intrinsic components. As a consequence, most of the traditional methods impose priors on the intrinsic components to constrain the search space by means of an optimization process [4] , [5] , [6] . More recent approaches use large-scale datasets with powerful deep learning methods [7] , [8] , [9] , [10] .
In general, existing (traditional and new) algorithms assume that strong image variations are due to albedo changes and that smooth image variations are caused by shading. However, this assumption does not always hold for real images as they may suffer from strong photometric changes due to environmental conditions such as cast shadows and interreflections. As a consequence, existing methods may fail to correctly distinguish strong (cast) shadows from albedo variations. Altering strong shadows by reflectance variations may negatively influence the quality of the resulting intrinsic image decomposition.
According to the Lambert's law, shading is directly proportional to the cosine of the angle between the light source direction and surface normals, which only models direct shading. Nonetheless, most of the intrinsic image decomposition methods assume a single unified shading component including all photometric effects. Assuming a single shading term, these methods may fail to distinguish strong (cast) shadows from albedo variations. Therefore, our aim is to represent the different illumination effects separately into direct (i.e. light source) and indirect light (i.e. ambient light and strong shadows) components. The aim is to explicitly model photometric effects that may cause drastic changes in pixel values to provide extra cues to the albedo map estimation for better disentanglement of color changes from those strong intensity variations.
In this paper, instead of decomposing images into shading and reflectance only, we propose to decompose the shading component into three separate components to represent the different photometric effects. To this end, the body term of the dichromatic reflection model [11] is extended to decompose the shading component into direct (light source) and indirect light conditions (ambient light and cast shadows). Based on the fine-grained model, two different end-to-end deep convolutional neural networks (CNNs) are proposed. Furthermore, surface normal features are jointly learned by the proposed CNN networks. Surface normals are expected to assist (1) the shading prediction as they are part of the shading formation process and (2) the reflectance prediction as they are invariant to photometric effects.
Supervised deep learning methods heavily depend on the availability of large-scale datasets with ground-truth annotations. Recently, supervised intrinsic image decomposition research is enhanced by the availability of large-scale datasets [12] , [13] , [9] , [10] , [14] . A drawback is that these large-scale datasets are limited in the number of different photometric effects (e.g. cast shadows). These datasets are either object centered, focusing solely on indoor scenes, or they are limited by sparse annotations. On the other hand, outdoor scenes usually contain complex shading and shadow patterns. Additionally, the lighting conditions can be very diverse in outdoor scenes. Lately, [2] , [15] introduced a dataset of natural environments (NED) under varying illumination conditions containing dense intrinsic image decomposition labels, surface normals, light source properties, semantic segmentation and optical flow maps. In this paper, we extend a subset of that dataset to generate direct shading (shading due to surface geometry and illumination conditions), cast shadows, and ambient light (inter-reflections) maps. The dataset includes more than 30K images with corresponding intrinsic components and surface normal ground-truths. It is the first available large-scale dataset providing dense photometric maps.
In summary, our contributions are: (1) a reflection model is used to represent fine-grained shading decomposition, (2) two end-to-end supervised CNN models are proposed exploiting the fine-grained model, (3) an analysis is provided on the gains of the different shading decompositions, (4) an analysis is given of the contribution of surface normals which are jointly learned by the CNNs, and (5) the creation of a dataset of scenelevel synthetic images of outdoor natural environments with fine-grained intrinsic image and surface normal ground-truths.
II. RELATED WORK
Intrinsic image decomposition is an ill-posed and underconstrained problem. Traditional work usually aims to constrain the search space by imposing priors on the intrinsic components. One of the pioneering work is the Retinex algorithm [16] . It assumes that reflectance changes cause large gradients, whereas shading variations result in smaller ones. Since then, many priors have been introduced to approach the problem, such as reflectance sparsity [5] , texture [6] and depth [17] . It is also shown that using image sequences (video) is favorable for intrinsic image decomposition as it imposes a constant reflectance prior and varying shading over the same pixels within the sequence [18] . On the other hand, recent research uses large-scale datasets and supervised CNNs. [19] is the first work that directly predicts albedo and shading maps from RGB images. Since then, many deep learning based methods are proposed. For instance, [10] exploits the correlation between the intrinsic components, [7] considers both a physics-based reflection model and intrinsic gradient supervision to steer the learning process, and [20] introduces a Laplacian pyramid inspired neural network architecture to exploit the scale space properties. Finally, [21] , [22] exploit image sequences over time to constrain the reflectance within a deep learning framework.
Surface normals are used by a number of intrinsic image decomposition methods as they provide valuable information about an object's geometry. For example, [23] computes lowdimensional, neighborhood-preserving embeddings by using surface normals to ensure both local and global shading consistency. [17] uses surface normal information to model the spatial and angular coherence of direct illumination. Recently, for face intrinsics, surface normal features are considered by SfSNet to achieve inverse rendering [24] . However, to the best of our knowledge, no existing work provides a thorough analysis on the influence of surface normals on the intrinsic image decomposition problem.
Most of the intrinsic image decomposition algorithms represent shading as one unified component including all photometric effects. However, there are a number of optimization-based methods that disentangle the shading problem by performing additional decompositions. For instance, [4] presents a model that recovers shape, albedo and chromatic illumination. [25] proposes a model that not only separates albedo from illumination, but also factorizes the illumination into a sun, sky and an indirect layer. [17] decomposes an image into albedo, shading, direct irradiance, indirect irradiance and illumination color by using a multiplicative model that prevents further decomposition of cast shadows and ambient light. Moreover, their method requires that all components to be individually regularized. On the other hand, there are a few deep learning based methods that perform additional decompositions. [26] decomposes single images to albedo, shape, and lighting conditions. However, instead of modelling the photometric effects, they approximate the shading process of a rendering engine, which again aims at estimating a unified shading component. Finally, [27] decomposes an object centered image to albedo, occlusion, diffuse illumination, specular shading and surface normals for user friendly photo editing. In contrast to existing methods, we propose to decompose (scene-level) shading into direct and indirect shading terms to model the different photometric effects such as shading caused by object geometry, ambient light and shadows without any specialized regularization.
Both traditional and recent approaches may fail to disentangle different photometric effects like surface albedo transitions and strong cast shadows [4] , [7] , [17] , [5] , [19] , [10] . In fact, [28] shows that intrinsic image decomposition methods perform relatively weak in detecting cast shadows. To separate these photometric effects (i.e. direct light, ambient light, and cast shadows), in this paper, the body reflection term [11] is extended to incorporate a shading component which is decomposed into direct and indirect light. Then, based on the extended image formation model, we propose to represent the photometric changes separately by using end-to-end supervised CNN models.
Recently, supervised-based CNN methods use large-scale datasets [2] , [9] , [22] , [10] . Outdoor scenes are frequently influenced by cast shadows and varying lighting conditions. Unfortunately, existing large-scale datasets lack variations of these types of photometric effects. Except for [2] , [15] , other datasets are either object centered or taken from indoor scenes. This dataset contains natural (outdoor) environments under varying illumination with intrinsic ground-truths. We extend a subset of this dataset to generate direct shading (shading due to surface geometry and illumination conditions), cast shadows, and ambient light (inter-reflections) ground-truth images.
III. IMAGE FORMATION MODELS A. Standard Image Formation Model
We use the diffuse (Lambertian) component of the dichromatic reflection model [11] as the basis of our image formation model. Then, an image I over the visible spectrum ω is modelled by:
where n indicates the surface normal, l denotes the light source direction, and m is a function of the geometric dependencies (e.g. Lambertian n · l). Furthermore, λ represents the wavelength, f indicates the camera spectral sensitivity, and e describes the spectral power distribution of the illuminant. Finally, ρ denotes the reflectance i.e. the albedo (intrinsic color). Then, assuming a linear sensor response, a single light source, and narrow band filters, the equation can be simplified as follows:
where an image I can be modelled by a product of its unified shading s u = e( n · l) and reflectance ρ components. If the light source e is colored, then the color information is embedded in the illumination (shading) component. In general, in the context of intrinsic image decomposition, the shading component s u is only defined for direct light (i.e. no occlusion) as follows:
where e d is the intensity of the light source. Obviously, Equation (3) does not include photometric effects such as ambient light or cast shadows. However, this assumption is often violated for real images. To compute intrinsic images, explicitly modelling these photometric effects may help to correctly distinguish strong (cast) shadows from albedo variations.
B. Extended Image Formation Model with Composite Shading
To incorporate the photometric effects of ambient light and (cast) shadows, two terms are added to Equation (2):
where e d is the intensity of direct light as defined by Equation (3), and l a and l s are the ambient light directions (if any). If we assume that the ambient light is uniform (not directional), then it is independent of the ambient light direction:
The indirect light e i = e + a + e − a consists of ambient light, denoted by (e + a ), resulting in an additive term. Shadows are modelled by a negative term e − a . Ambient light (e + a ) causes objects to appear brighter, whereas shadows (e − a ) cause objects to appear dimmer. Then, the intensity of the composite lighting effects is given by e = e d + e + a + e − a . Finally, we obtain the composite shading model: 2)), in the middle, intrinsic modification with Squeeze−and−Excitation blocks [29] , on the right, extrinsic modification with extra decoders. e d denotes direct shading, e − a is for cast shadows and e + a is for ambient light, su is for unified shading, and ρ is for albedo.
where the fine-grained shading component s distinguishes the three photometric effects according to Equation (4) or Equation (5).
IV. SHADINGNET
Using the image formation model of Equation (6), we propose two different modifications that can be applied to any regular encoder-decoder type CNN architecture that is designed for the standard intrinsic image decomposition task (simultaneous estimation of the intrinsics of Equation (2)). Both modifications include end-to-end trainable encoder-decoder CNN models, ShadingNets. Figure 1 illustrates the different models. First, we extend the shading decoder to contain multiple outputs for the photometric effects (intrinsic modification). Secondly, we extend the entire architecture by adding extra decoder blocks for each photometric effect (extrinsic modification). We show the effectiveness of the extensions by modifying ShapeN et [10] which is a state-of-the-art architecture specifically engineered for intrinsic image decomposition. We use this model, because it is lightweight and the cross links in the decoders further enforces correlations between intrinsic components. Both modifications can be directly applied to any encoder-decoder type of network. For the evaluation phase, all models are trained including the image formation loss (IMF), which also includes the shading formation process.
A. Intrinsic Modification
We extend the shading decoder to generate multiple outputs for the different photometric effects. To this end, we elaborate Squeeze-and-Excitation blocks (SE) [29] into the shading decoder module. The motivation is that for the standard intrinsic image decomposition task, shading is taken as a single, unified component including all photometric effects. The shading decoder includes all shading features which can be further decomposed into the photometric effects. Therefore, we integrate SE blocks at the end of the shading decoder to perform feature re-calibration. By using SE blocks, predictions of the photometric cues are conditioned by one unified shading decoder enhancing feature discriminability.
B. Extrinsic Modification
We extend the entire architecture by adding extra decoder blocks per photometric effect. As a result, the architecture has 1 encoder and 4 distinct decoders; for albedo, direct shading, cast shadows and ambient light predictions. Unlike intrinsic modification, shading features are not shared within one decoder. In this way, the gradient flow from separate decoder blocks will individually boost the feature discriminability. Furthermore, we follow the design of ShapeNet and interconnect all the decoder blocks with each other to reinforce joint learning of features.
C. Joint Learning of Surface Normal Features
We also explore the usage of surface normals. The surface normals are expected to assist (1) the shading prediction as they are part of the shading formation process and (2) the reflectance prediction as they are invariant to photometric effects. We explore two different ways to utilize surface normals as an input to a network. First, we use a single encoder with a 6-channel input: RGB color image and surface normal ground-truths are concatenated and fed to the network for joint learning (joint learning by early fusion). Second, we use one separate encoder per input source. Then, the latent representations of both branches are combined to create a joint representation of the image (joint learning by intermediate fusion).
D. Network Details
Following the design of ShapeNet [10] , the initial encoder block takes an input image of 3 channels (RGB) and produces 16 feature maps. Then, the number of feature maps is doubled for each following convolution block until the penultimate block. Then, the bottleneck has 256 feature maps. Convolution kernels have size of 3 × 3 with stride of 2 (downsampling). On the decoder side, the encoder part is mirrored. Furthermore, for all blocks, the convolutions are followed by batch normalization [30] and ReLU activation. Decoder convolutions have size of 3 × 3 with stride of 1. Bilinear upsampling is used to recover the sizes of feature maps. Moreover, before applying a convolution in the decoder block, the encoder's corresponding block is concatenated channel-wise with the output from the previous block as a skip connection [31] . For the cases where surface normals are used as input, the encoder part is replicated. All the block parameters remain the same. After the bottleneck, the features are concatenated together, fused with 1 × 1 convolution, and fed into the decoder blocks. Skip connections are used for both encoders. Finally, Squeezeand-Excitation blocks have a reduction ratio of 2. The blocks are followed by a final convolution to obtain the estimations.
E. Training Details
All kernel weights are initialized using a normal distribution. To train the models, Adadelta [32] optimizer with learning rate of 0.01 is used. The learning rate is decayed until 1e − 5. Moreover, the input and output image sizes are fixed to 256 × 256 pixels and normalized to a range of [0, 1]. Images that are not 256 × 256 are resized to the this resolution for all the models in all the experiments for fair comparison. A batch size of 4 is used and the networks are trained for 35 epochs.
F. Loss Functions

1) Intrinsic Component Reconstruction Loss:
We train our models using mean squared error (MSE) together with its scale invariant version (SMSE). Nowadays, it is the standard reconstruction loss for the intrinsic image decomposition task as the combination yields better results than using just MSE. LetĴ be the ground-truth intrinsic image and J be the estimation of the network. Then, MSE is defined as:
where c is the color channel index, x, y denotes the pixel coordinate, and N is the total number of valid pixels. Then, SMSE first scales J and then compares its MSE withĴ:
Then, we combine MSE and SMSE into one loss function; L c . Thus, to evaluate the quality of the estimation of an intrinsic component, the loss becomes:
where the γs are the loss weights. For the experiments, we follow common practice and set γ SM SE to 0.95 and γ M SE to 0.05. Then, for fine-grained intrinsics, one L c is assigned to each intrinsic component, yielding 4 distinct loss functions (albedo, direct shading, ambient light and cast shadows). In the end, all the loss functions are added up without any weight tuning (all the weights are set to 1).
2) Shading and Image Formation Loss: Here, we present the image formation loss (IMF) that is used for the final model, which also involves the shading formation process and loss. IMF compares the input image I with the reconstructed image of the predicted albedo ρ and shading images (s u ):
In the case of the extended image formation model, we do not predict one unified shading component, but we estimate fine-grained shading components (direct shading (e d ), ambient light (e + a ) and cast shadows (e − a )). As a result, to use the IMF, the unified shading needs to be reconstructed with the finegrained shading components. Thus, the reconstructed unified shading (s r u ) is defined as:
Then, the image formation loss for the extended image formation model (IM F * ) becomes:
which also embeds the shading formation process and loss by nature. For the image formation loss, only MSE is used (no SMSE). Then, for the final model that uses the image Diffuse formation loss, we essentially add IM F * to the overall loss by giving it a weight factor of 0.05.
V. DATASET A. Natural Environments Dataset (NED)
To train our models and baselines, we extend a subset of the (synthetic) Natural Environment Dataset (NED) introduced by [2] , [15] to generate albedo, surface normal, direct shading (shading due to surface geometry and illumination conditions), cast shadows, and ambient light (inter-reflections) ground-truth images. The dataset contains garden/park like natural (outdoor) scenes including trees, plants, bushes, fences, etc. Furthermore, scenes are rendered with different types of terrains, landscapes, and lighting conditions. Additionally, real HDR sky images with a parallel light source are used to provide realistic ambient light. Moreover, light source properties are designed to model daytime lighting conditions to enrich the photometric effects. Figure 2 illustrates a sample scene from the dataset with dense ground-truth annotations. For the experiments, the dataset is randomly (scene) split resulting 15 gardens for training, around 25k images, and 3 gardens for testing, around 6k images.
B. Fine-grained Shading Rendering Pipeline
From NED, we randomly pick 15 garden models and re-render them to obtain fine-grained shading components with dense ground-truth annotations. Scenes are rendered by using the physics-based Blender Cycles 1 engine. The rendering pipeline is modified to output albedo and (unified) shading ground-truth intrinsic images, ground-truth surface normal images, and light source properties (color, position, and intensity). Then, we use Lambert's law to form the direct shading (e d ) component.
where e i is the intensity of the light source, e c is the color of the light source, n is the surface normals, and l denotes 1 https://www.blender.org/ the light source position (direction). Since Blender Cycles engine is modified to output surface normals and light source properties, ground-truth direct shading component can be created using the above equation.
Next step is to create the ground-truth indirect light effects (i.e. ambient light and cast shadows). For the task, we use the ground-truth unified shading component, which is already made available by the rendering engine. Ambient light is due to extra light present on top of the direct shading, while cast shadows cause reduction in intensity values. As a result, subtracting the direct shading ground-truth from the unified shading ground-truth, we are left with indirect light effects that are modelled on top of the direct shading component. After the subtraction, the resulting component has both positive (due to extra indirect light) and negative (due to lack of direct light) pixel values. We classify positive values as ambient light, whereas negative values are classified as cast shadows. In the end, Equation (12) is satisfied and the input image is created by element-wise multiplying the unified shading and albedo components to obtain a composite image that follows the physics-based image formation model. Finally, it is also good to mentioned that in our case a pixel is not classified as either in shadow or not, but has a continuous value. In that sense, umbra and penumbra regions can also be observed in the shadow map depending on the intensity. Nonetheless, the formulation can be modified to facilitate a binary shadow map if desired.
VI. EXPERIMENTS AND EVALUATION
We perform experiments on NED [2] , [15] and MPI Sintel [33] , both datasets of synthetic outdoor scenes but having completely different rendering processes, and 3DRMS [15] dataset of real world outdoor garden scenes. All reported models are trained on the extended NED for fair comparison. We report on the mean squared error (MSE), where the absolute brightness of each image is adjusted to minimize the error, the local mean squared error (LMSE) with window size 20, and the structural dissimilarity index (DSSIM) for perceptual visual quality comparison.
A. Influence of Surface Normals
In this experiment, we provide ablation studies to evaluate the influence of surface normals as an extra source of information for intrinsic image decomposition. We train ShapeNet [10] architecture with modifications to the input branch by using NED. First, we use a single encoder with a 6-channel input; RGB color image and surface normal ground-truth image are concatenated an used as an input (early fusion). Second, one separate encoder is used per input source to create a joint image representation (intermediate fusion). In this case, skip connections [31] are used for both encoders. We compare the results with the baseline that only use one branch encoder with RGB color images as input. All networks produce one reflectance map and one unified shading map. For the experiments, ground-truth surface normals are used. The results are summarized in Table I . TABLE I  INFLUENCE OF SURFACE NORMALS ON THE ACCURACY OF INTRINSIC  IMAGES. INTERMEDIATE FUSING STRATEGY APPEARS TO BE THE BEST  APPROACH AS IT OUTPERFORMS THE It is shown in Table I that providing ground-truth surface normals provides strong information for the intrinsic image decomposition task. However, for the early fusion strategy (even with ground-truth normals) a decline in performance for half of the measures is obtained. As a result, simply using surface normals as input to the networks is not helpful. In contrast, intrinsic image decomposition highly benefits from surface normals as an additional input using the intermediate fusion strategy. The approach is to assign each input source by its own encoder (with skip connections).
The ablation study demonstrates the positive influence of the surface normals when modelled carefully. However, in practice, accurate surface normals are never available. Even if a depth sensor is available, normals are still noisy and may not cover the whole image. To this end, we train an encoderdecoder VGG16 [34] network to predict surface normals and use them instead of ground-truths to obverse the predicted surface normal influence to simulate real world cases.
For the training, we use a similar strategy as [35] and use a combination of L1, SMSE and angular error. All three errors are equally weighted with 1 without any tuning. Table II provides quantitative results for the performance of the surface normal prediction network as a reference for quality assessment. For this, we follow the evaluation criterion introduced in [36] . Mean, median, and RMSE are provided as the difference in degrees (the lower the better), and 11.25, 22.5, 30 intervals (in degrees) count the number of pixels within the specified angle thresholds and are provided in percentages (the higher the better). The network is able to achieve decent degrees of errors. For the intrinsic image decomposition task, the results denoted as (-) in Table I show that better performance is achieved even with estimated normals.
The results show that intrinsic image decomposition benefits from surface normals as an additional input using the intermediate fusion strategy (joint learning). Thus, we provide ShadingNet modifications including a surface normal encoder employing the intermediate fusion strategy. Thus, surface normals are jointly learned with the intrinsic images. Similar strategy was successfully applied for face intrinsics by SfS-Net to achieve inverse rendering [24] . Before integrating the surface normal encoder branch, the VGG16 model is first pre-trained for 150k iterations for stabilization. In this way, instead of using an external surface normal estimator, the process is embedded in our solution in an end-to-end fashion. For the next sections, ShadingNets using surface normals based on joint learning are denoted by ( * ).
B. Intrinsic vs. Extrinsic Modification
In this experiment, we evaluate the architectural modifications. We train the ShadingNet architectures with the intrinsic modification, where a single shading decoder contains multiple outputs for the photometric effects with SE blocks, and, the extrinsic modification, where photometric effects are estimated via individual decoder blocks. Ultimately, modifications with surface normal features using intermediate fusion strategy are presented by ( * ). The results are summarized in Table III The results show that albedo estimations are improved by the proposed fine-grained shading model. Both intrinsic and extrinsic modifications improve the reflectance results. Thus, intrinsic image decomposition benefits from the fine-grained shading decomposition. Further, the contribution of surface normal features is more significant than the standard Lambertian model. That is because trying to estimate additional shading components is already significantly increasing the number of parameters to estimate. Then, the surface normal features act as a regularizer to constrain the predictions.
To evaluate the accuracy of the shading component for both intrinsic and extrinsic modification, the 3 photometric effects are combined to form the unified shading. For the Lambertian model, there is only one shading component estimated, which may explain the drop in some of the shading results for the the multi-varied shading models.
Additionally, the quality of the photometric effects and the influence of the surface normal are presented for both modifications in Table IV . Finally, we present visual results of ShadingNet with both modifications for fine-grained shading components on NED. Figure 3 shows cast shadow predictions. Both models can differentiate most of the shadow cues. In general, EM estimates proper shadow maps. However, IM sometimes has difficulties in distinguishing strong cast shadows from objects with very dark albedo, see the second row of the figure. Then, Figure 4 provides direct shading predictions. Both models can differentiate most of the direct shading cues. As in the case of the cast shadow prediction, EM estimates are better than IM ones. Finally, Figure 5 illustrates ambient light predictions. Both models can differentiate ambient light cues. As in the previous cases, also for the ambient light prediction, EM estimates are better than IM ones. Table IV shows that surface normal features influence positively the quality of the fine-grained shading intrinsics. The extrinsic model with individual decoders appears to be the better option for direct shading and photometric effects, and appears to differentiate intrinsic cues better. Fig. 3 . Qualitative results for cast shadow estimations. IM is for intrinsic modification, EM is for extrinsic modification. Both models can differentiate shadow cues. EM appears better.
C. Influence of Fine-Grained Shading
In this experiment, we evaluate our (additive) extended image formation model. We compare our model with [17] , as it is the only work that performs additional shading decompositions with a specialized image formation model. To that end, we train the ShadingNet architecture with the multiplicative image formation model of [17] and compare it with our model. Both setups have 3 decoders; reflectance, direct shading (e d ) and composite indirect shading (e i ). The results are summarized in Table V .
The results show that our (additive) model yields better results than the (multiplicative) model of [17] . The reason is that their shading estimates are very noisy caused by the multiplicative model yielding unstable indirect shading values. 
D. Synthetic Outdoor Images
In this section, we compare our method with the color version of Retinex [37] a threshold-based traditional method, IIW [12] using optimization-based dense CRF, DirectIntrinsics [19] the pioneering coarse-to-fine multi-scale CNN network, and ShapeNet [10] with interconnections (all layers are connected to promote correlation between components). All the models are trained on the same dataset (NED). Table VI shows the quantitative evaluation results (6000 images) and Figure 6 displays the visual comparison results for NED. In addition, Table VII Table VI shows that our proposed models outperforms other baselines on all metrics for the NED dataset. Table VII demonstrates the generalization ability of our models. Moreover, our ShadingNet models obtain better albedo and shading results. Further, Figure 6 shows that ShadingNet with extrinsic modification (extra decoders) obtains better reflectance images. Moreover, our models remove cast shadows and the shading leakage is minimal for the reflectance images.
E. In-the-wild Real World Outdoor Images
We present a comparison for a real world (outdoor) garden dataset [15] in Figure 7 . Region of interests are marked by a red bounding box. Extrinsic modification produces better reflectance images with minimal shadow leakage. ShapeNet [10] baseline almost completely fails. To conclude, our approach, which is based on the extended shading model, is more stable and achieves better results than the baselines using the standard model for in-the-wild real world complex outdoor images. Extrinsic modification is capable of extracting strong cast shadows. Fig. 6 . Qualitative results on NED. ShadingNets produce better reflectance images with minimal shadow leakage compared with the ShapeNet [10] baseline using the standard model.
Finally, fine-grained shading estimations of the EM model for the real world garden data are presented in Figure 8 . Shadow predictions can detect strong shadows where the bushes meet the ground, and complex shadow patterns of the bushes due to their intrinsic geometry. Further, the sky is completely ignored by the predictions. Ambient light estimations mostly focus on the sky and extra reflected light from the buildings in the background. The extended dataset does not include sky images to the inputs and the outputs as it is not possible to acquire ground-truth values of the sky. Nonetheless, the results suggest that the network is capable of detecting the extra light presented in scenes and ignoring shadow regions. That also shows the complementary relation between ambient light and shadow predictions. Direct shading computations yield smooth ground patterns as they share the same normals and the light source direction. However, they are not so good at handling internal shadow leakages. Finally, unified shading is presented by adding up all the 3 photometric components together.
F. Significance of the Results
Finally, we conduct statistical significance tests to prove that our quantitative results are meaningful. The test results show that, for all metrics of the all experiments, our improvements are significant within 95% confidence interval, except for MSE for the shading maps. For the shading estimations, the 3 finegrained photometric effects (direct shading, ambient light and cast shadows) are combined to form the unified shading. For the Lambertian model, there is only one shading component estimated, which may explain the drop in performance in some Fig. 7 . Qualitative results on real world garden images. Extrinsic modification produce better reflectance images with minimal shadow leakage. ShapeNet [10] baseline almost completely fails producing artifacts. of the shading results for the the multi-varied shading models. The significance of the results are more compelling when evaluated visually. For instance, consider Figure 7 , where the baseline completely fails on real world outdoor images.
VII. CONCLUSION
Our aim was to improve the intrinsic image decomposition quality by extending the standard (Lambertian) image formation model. To that end, we proposed to separate shading into different photometric effects such as shading caused by direct shading (object geometry) and indirect shading (shadows and ambient light) to improve intrinsic image decomposition results. Two end-to-end supervised CNN models, ShadingNets, were utilized to exploit the fine-grained shading model. Further, surface normals were considered as an input to the models using joint feature learning. To train the models, a large-scale dataset of synthetic images of outdoor natural environments was extended to generate fine-grained intrinsic image and surface normal ground-truths.
The proposed models were evaluated on synthetic and real world in-the-wild images. The evaluation results show that intrinsic image decomposition highly benefits from (1) surface normals as an input to a CNN model and (2) the proposed fine-grained shading model. For almost all cases, ShadingNet with extrinsic modification, where photometric effects are Fig. 8 . Qualitative results of the fine-grained shading components on real world garden images for EM model. shadow predictions can detect strong shadows where the bushes meet the ground, and complex shadow patters of the bushes due to their intrinsic geometry. Ambient light estimations mostly focus on the sky and extra reflected light from the buildings in the background. Direct shading computations yield smooth ground patterns as they share the same normals and the light source direction. Finally, unified shading is presented by adding up all the 3 photometric components together. estimated via individual decoder blocks, achieve better results than intrinsic modification, where a single shading decoder contains multiple outputs for the photometric effects. Both of our approaches outperform the existing unified shading methods. Moreover, visual analysis shows that the proposed method reduces the leakage of photometric effects in reflectance images and appears more stable.
