Abstract. We study h 0 (X, L) for line bundles L on a semistable curve X of genus g, parametrized by the compactified Picard scheme. The theorem of Riemann is shown to hold. The theorem of Clifford is shown to hold in the following cases: X has two components; X is any semistable curve and d = 0 or d = 2g − 2; X is stable, free from separating nodes, and d ≤ 4. These results are shown to be sharp. Applications to the Clifford index, the combinatorial description of hyperelliptic curves, and plane quintics are given.
Introduction and preliminaries
The dimension of complete linear series on singular curves is, in general, quite difficult to control. The Riemann-Roch theorem, and the Serre duality theorem, do not yield such strong information as for smooth curves. Furtheremore, several other classical theorems for smooth curves trivially fail for singular ones, as we shall illustrate.
On the other hand, it is well known that the Picard scheme of a singular curve tends to be too large of an object. As a consequence, any good compactification of the Picard scheme of a family of generically smooth curves, parametrizes only a distinguished subset of line bundles on the singular fibers.
This paper studies the dimension of complete linear series parametrized by the compactified Picard scheme of stable curves. They correspond to so-called balanced line bundles on semistable curves (defined in 2.1.1).
In the literature there exist other approaches to study the Brill-Noether theory of singular curves. Some of them are by now considered classical, such as the theory 1 Dip. di Matematica, Università Roma Tre, Largo S.L.Murialdo, 00146 Roma Italycaporaso@mat.uniroma3.it of admissible covers, of J. Harris and D. Mumford ([HM] ), and the theory of limit linear series, of D. Eisenbud and J.Harris ([EH] ). Although they have been successfully applied to solve important problems, and they have been pursued by other people ([O06] , [EM02] for example), several open questions, such as the ones we consider in the present paper, remained open. Our method, which we applied also in [Ca08] to a special type of curves, is different as it departs from the compactified Picard scheme and does not use degerenation techniques.
We proceed in analogy with the classical theory of Riemann surfaces. Our first result is Theorem 2.2.1, generalizing the theorem of Riemann. Although this theorem fails on infinitely many components of the Picard scheme of a reducible curve (see Example 2.2.3), we prove that, quite pleasingly, it does hold for every balanced line bundle, that is for every line bundle in the compactified Picard scheme.
We then turn to study the theorem of Clifford. The situation is much more complex, as this theorem turns out to fail (for balanced line bundles) in certain situations. Nonetheless, we prove that Clifford's theorem does hold in several cases. Namely, it holds for all degrees on curves with two components (Theorem 3.2.1). Also it holds for all stable curves if the degree is 0 or 2g − 2. Finally, it holds for degree at most 4, for all stable curves free from separating nodes (Theorem 4.2.8). Some counterexamples are exhibited to show that the result is sharp: the Clifford inequality fails for all positive degree for curves with separating nodes; furthermore if d ≥ 5 then it fails even for curves free from separating nodes (see example 4.3.6).
The last section is devoted to applications of the previous results. For curves with two components the Clifford's theorem is valid, it is thus interesting to study their (suitably defined) Clifford's index and its connection with the gonality; we do that in Proposition 5.1.1. Next, we focus on weakly hyperelliptic curves (i.e. curves admitting a balanced g 1 2 ), give a combinatorial characterization of them (Theorem 5.2.3) and use it to describe the combinatorics of hyperelliptic curves (Proposition 5.2.5). As a consequence we get that graph curves are never (weakly) hyperelliptc (Proposition 5.2.7). We conclude the paper with a classification of g 2 5 's on two-component curves of genus 6 (Theorem 5.3.2).
I wish to thank Edoardo Sernesi for several enlightening conversations and Silvia Brannetti for precious remarks.
1.0.1. Conventions. We work over any algebraically closed field. The following notation will be kept thoughout the paper. X is a connected, reduced, projective curve, having at most nodes as singularities. g is the arithmetic genus of X. The irreducible component decomposition of X is denoted X = ∪ γ i=1 C i , and g i is the arithmetic genus of C i . We shall usually denote by Z a complete subcurve of X, by g Z its arithmetic genus, and by Z c = X Z its complementary curve. Given two subcurves Z, Z ′ of X with no components in common, we shall denote
The formula g = g Z + g Z c + δ Z − 1 will be used several times. Whenever we shall decompose a curve as a union of subcurves, e.g. X = Z ∪ Y , it will always be understood that Z and Y have no components in common. d = (d 1 , . . . , d γ ) will always be an element of Z γ , and |d| = γ 1 d i . We denote Pic d X the set of line bundles L on X having multidegree d i = deg Ci L for i = 1 . . . γ.
1.1. Gluing global sections. In this subsection, we collect several technical lemmas needed in the sequel.
1.1.1. Let ν : Y → X be some (partial or total) normalization of X; consider the (surjective) morphism ν * : Pic X → Pic Y . For every M ∈ Pic Y we will denote the fiber of ν * over M as follows
Let δ be the number of nodes normalized by ν : Y → X. For each of such nodes, n i , call {p i , q i } = ν −1 (n i ) its two branches. We represent the above data by the self explanatory notation (3)
Y −→ X = Y / {pi=qi, ı=1,...,δ} .
Fix M ∈ Pic Y such that h 0 (Y, M ) = 0. Pick L ∈ F M (X); then (cf. [Ca07] 2.1.1)
To study when h 0 (X, L) = h 0 (Y, M ) we introduce a convenient notation.
Definition 1.1.2. Let Y be a curve, M ∈ Pic Y and p, q nonsigular points of Y . We say that p and q are neutral with respect to M , and write p ∼ M q, if Proof. By contradiction, suppose that p is not a base point of M Z1 (− β i=1 p j ). Then there exists s 1 ∈ H 0 (Z 1 , M Z1 (− β ij=1 p j )) such that s 1 (p) = 0. Since s 1 vanishes at p i for i ≤ β, s 1 can be glued to the zero section in H 0 (Z 2 , M Z2 ), to give a section s ∈ H 0 (Y, M ). By construction, s(p) = 0 and s(q) = 0. Therefore p ∼ M q, which is a contradiction.
The next Lemma follows trivially from Lemmas 2.2.3 and 2.2.4 in [Ca07] . Proof. If δ = 1 this follows from 1.1.5. So assume δ ≥ 2. Assume first δ = 2. Denote Y ′ = Y /{p 1 = q 1 }, and call M ′ ∈ Pic Y ′ the (unique) line bundle corresponding to M . By hypothesis (and 1.1.3 (B)) M has no pair of base point in (p i , q i ). By 1.1.5 we have 
, hence s 1 (p 1 ) = 0 by hypothesis. Therefore s 2 (q 1 ) = 0. Finally, as q 2 ∼ M2 q 1 , we get s 2 (q 2 ) = 0, hence s(q 2 ) = 0. So p 2 ∼ M ′ q 2 . By 1.1.5 this implies that there exists
, so we are done. If δ ≥ 3, we just apply the previous argument by replacing p 2 , q 2 with p i , q i , i ≥ 3, and use 1.1.3 (A).
1.1.7. Let X be connected, and assume d = 0 = (0, . . . , 0). Then for every L ∈ Pic 0 X we have h 0 (X, L) ≤ 1 and equality holds iff L = O X (2.2.5 of [Ca07] ).
The following easy remark will be applied several times.
Iterating, we are done.
In the next lemma we use the conventions of 1.0.1.
Proof. We simplify the notation setting δ = δ C . Let X 0 := C Z and ν 0 : X 0 → X be the natural map (the normalization of
We can factor ν 0 by normalizing one node in C ∩ Z at the time, as follows. Denote
is the normalization of exactly one node of X i+1 , whose branches p i , q i satisfy p i ∈ C and q i ∈ Z. For all i < δ, denote ν i : X i −→ X the composition, and
We have, of course,
. We claim that, for every e ≤ min{δ − 1, e C }, we have
By induction on e. If e = 0, then deg L C ≥ 2g C , therefore L C has no base points. By 1.1.5 we obtain
p j ) does not have base points; in particular, p e+1 is not a base point. By Lemma 1.1.4 we have p e+1 ∼ Me q e+1 . By Lemma 1.1.5, this implies
proving (7), which, combined with (6), proves (i). From (7) we also immediately derive (ii). Finally, for (iii) it suffices to apply the uniqueness part of Lemma 1.1.5.
1.2. Clifford index of a line bundle. The Clifford index of a line bundle on a curve X is the number Cliff L :
then L has no base points; if Cliff L = 1 then L has at most one base point.
The next Lemma relates Cliff L to the equivalence ∼ L defined in 1.1.2.
Proof. Let p 1 , . . . , p e ∈ E; for every i = 1, . . . , e we have
Proof. Combine 1.1.6 with 1.2.1.
. . , p δ ∈ C 1 and q 1 , . . . , q δ ∈ C 2 be the points corresponding to the nodes of X. Also, let
Now, as l ≤ l 1 + l 2 we always have
This immediately implies that Cliff L i ≥ 2 for i = 1, 2. Moreover, if either L 1 does not have a base point at some p i , or L 2 does not have a base point at some q i , we have l ≤ l 1 + l 2 − 1, by Lemma 1.1.5 . Therefore
Assume Cliff L = 0. If Cliff L 1 = 0, then L 1 has no base points, so (9) yields Cliff L 2 = 0. Moreover in that case we have equality occurring in (9), hence l = l 1 + l 2 − 1. By 1.1.6 we obtain that p i ∼ L1 p j and q i ∼ L2 q j for all i, j. If d = 0 and δ ≥ 3, this is impossible by 1.2.1. We obtained δ = 2 If Cliff L 1 = 1, then as δ ≥ 2 we again have that there exists p i which is not a base point for L 1 (as a line bundle having Clifford index 1 has at most one base point). So (9) gives 0 ≥ 1 + Cliff L 2 , which is impossible. Now assume Cliff L = 1. If Cliff L 1 = 1 then (9) applies, and we get 1 ≥ 1 + Cliff L 2 , hence Cliff L 2 = 0. Similarly, if Cliff L 2 = 0 by (9) we get Cliff L 1 = 1. Moreover equality holds in (9), so that l = l 1 +l 2 −1. Hence p i ∼ L1 p j and q i ∼ L2 q j for all i, j (by 1.1.6 as before). Now, if either d 1 ≥ 3 and δ ≥ 4, or if d 2 ≥ 2 and δ ≥ 3, this is impossible by 1.2.1. This completes the proof of (i) and (ii).
Part (iii) follows from the two previous ones, observing that in both cases L 2 has no base points. Therefore by 1.1.5 we have l ≤ l 1 + l 2 − 1, as claimed. Finally, if Cliff L = 0 we have
; so we are done.
Riemann's theorem for semistable curves
The well known Riemann's theorem for a smooth curve C of genus g states the following:
More generally, using the normalization, it is easy to prove the following:
(Part (1) follows from Riemann-Roch and Serre duality, (2) follows from (1)).
If X is reducible, Riemann's theorem trivially fails. In fact, for every fixed d ≥ 2g − 1 there exist infinitely many multidegrees d,
3). On the other hand, it is well known that, for every d, there exists a well defined finite set of multidegrees, of total degree d, which appear as the multidegrees of all line bundles parametrized by the compactified Picard variety of a stable curve X. More precisely, for any stable curve X we shall denote by P d X the compactified Picard scheme constructed (independently) in [OS79] , [S94] , [Ca94] , [P96] (known to be all isomorphic by [Al04] and [P96] ). Recall that P d X is a reduced scheme of pure dimension g, which appears as the specialization of the degree-d Picard varieties of smooth curves specializing to X. There are several modular descriptions of P d X ; the one we shall use interprets its points as equivalence classes of balanced line bundles on curves stably equivalent to X. See 2.1 and 2.1.1 for more details.
The main result of this section, Theorem 2.2.1, states that if L is a line bundle on a semistable curve X, having degree at least 2g − 1, and balanced multidegree, then, just as for smooth curves, we have h 0 (X, L) = d − g + 1. In other words, every line bundle, parametrized by the compactified Picard scheme P d X satisfies Riemann's theorem.
2.1. Balanced line bundles. Let X be fixed. For every subcurve Z ⊂ X with δ Z := Z · Z c , we set (10)
Recall that a (nodal connected) curve X of genus g ≥ 2 is stable if for every subcurve Z ⊂ X we have 0 < w Z < w. X is semistable if for every Z ⊂ X we have
and w Z = 0 iff Z is a union of exceptional components of X (a component E ⊂ X is called exceptional if E ∼ = P 1 and if δ E = 2). We say that a semistable curve X is stably equivalent to a stable curve X if X is the curve obtained from X by contracting all of its exceptional components.
Assume that X is stable. We say that d is balanced if for every (connected) subcurve Z ⊂ X we have
We say that d is strictly balanced if strict inequalities occur for every Z.
More generally, if X is semistable, we say that d is balanced if (12) holds, and if for every exceptional component E of X we have d E = 1 (note that if a semistable curve admits some balanced multidegree, then it is quasistable, i.e. two exceptioanl components do not intersect). Set
A line bundle on a semistable curve is balanced if its multidegree is balanced.
The word "balanced" is sometimes replaced by the word "semistable". In particular, this is quite common when d = g − 1. We here chose "balanced", as "semistable" is already used with a completely different meaning.
2.2. Positivity properties of balanced line bundles. We denote (14)
X sep := {n ∈ X sing : n is a separating node of X} ⊂ X.
Theorem 2.2.1 (Balanced Riemann). Let X be a semistable curve of genus g ≥ 2,
, then L has no base points.
Proof. Let Z X be any connected subcurve. We claim that
To prove this, set d = 2g − 2 + a with a ≥ 0. As d is balanced, we have
Now, δ Z ≥ 1 and w Z ≥ 0 (cf. (11)). Therefore the above inequality yields 
To prove that L has a section not vanishing at n it suffices to
of course, it suffices to prove (17). Let Z ′ ⊂ Y be a connected subcurve, and
also g Z ≥ g Z ′ and strict inequality holds if and only if both q 1 and q 2 lie on Z ′ , in which case g Z = g Z ′ + 1. Therefore
We can thus apply Lemma 2.2.2, proving (17) as follows:
By the same argument, to prove (iii) it suffices to show that d Z ≥ 2g Z for every Z ⊂ X. Now, d > 5(g − 1) implies d ≥ 2g, so by the previous parts it suffices consider subcurves Z having δ Z = 1. So let Z be such a subcurve of X; note that g Z ≥ 1 (since X is semistable) hence w Z = 2g Z − 2 + δ Z ≥ 2 − 2 + 1 = 1. As d is balanced, and d > 2(g − 1) + 3(g − 1) = w + 3(g − 1), we have
Hence d Z ≥ 2g Z + 1 and we are done.
Proof. If Y is not connected, call X 1 , . . . , X c its connected components. Then
; therefore it suffices to prove the lemma for a connected curve X of genus g.
We shall use induction on the number of irreducible components of X. The base case, X irreducible, is known (cf. 2.0.4). Assume X reducible.
We begin by showing that there exists an irreducible component, C 1 , of X such that
By contradiction, assume the contrary. Then
contradicting the assumption d ≥ 2g − 1. This proves (18). Let us write X = C 1 ∪ Z with Z = X C 1 . Let Z = Z 1∪ . . .∪Z c , with Z i connected. We use induction and get
Now, by (18) we can apply Lemma 1.1.9(ii) and obtain
Example 2.2.3. Fix X having γ ≥ 2 components and genus g; let d ≥ 2g − 1. The theorem of Riemann fails for all but finitely many d with |d| = d. To prove that it will be enough to show the following. For every fixed i ∈ {1, . . . , γ} there exists m i such that for every d such that
Clifford's Theorem for all degrees
In this section we prove the following cases of Clifford's theorem: Theorem 3.2.1, for curves with two components and every degree; Theorem 3.3.1 for all curves and degree 2g − 2; and Proposition 3.1.1 for all curves and all degrees, provided the hypothesis that the degree be at most twice the genus is "uniformly" satisfied on all irreducible components 3.1. Uniform extension.
Proposition 3.1.1 (Uniform Clifford). Let X be a connected curve of genus g.
If equality holds and |d| ≤ 2g − 2, L is free from base points.
Proof. If X is irreducible this is well known (and easy to prove). Assume X re-
We continue using induction on the number of irreducible components. By 3.3.4, we can decompose X = Z 1 ∪ Z 2 so that the Z i are connected. We set
2 + 1 and if equality holds, L Zi has no base points. We distinguish three cases.
If equality holds we get
Therefore L Z1 and L Z2 have a base point over every node in Z 1 ∩ Z 2 . This implies that Z 1 · Z 2 = 1. Indeed, by induction, Clifford holds on Z i , yielding that L Zi can have at most one base point (indeed, if L Zi had two base points, p and p ′ , then
We proved that L has no base points, finishing the proof of (i) and (ii) in Case 1. Case 2: l 1 = dZ 1 2 + 1 and l 2 < dZ 2 2 + 1. By induction, L 1 has no base point. Therefore, by 1.1.5
So, in this case strict inequality always holds and we are done. Case 3: l i = dZ i 2 + 1 for both i = 1, 2. By induction L Zi is free from base points. We get, again by 1.1.5,
Now equality holds iff h 0 (X, L) = l 1 + l 2 − 1. Let p ∈ X be a nonsingular point, say p ∈ Z 1 . As L Z1 and L Z2 are free from base points,
hence L is free from base points and we are done.
Proof. We use the proof of 3.1.1. In Case 1, Cliff L = 0 exactly when the d Zi are both odd, Z 1 and Z 2 intersect in only one point, and
Observe that we did not use the irreducibility of Z 2 . In Case 2 equality never holds. In Case 3 we have Cliff L = 0 exactly when the d Zi are even, Cliff L Zi = 0 for i = 1, 2, and
Notice that by Lemma 1.1.6 this implies that for every pair of points q i , q j ∈ Z 1 ∩ Z 2 ⊂ Z 2 we have q i ∼ LZ 2 q j (and similarly for Z 1 ).
To complete the proof, we need to show that
On the other hand Z 2 is irreducible, hence Clifford's theorem applies to
3.2. Curves with two components. Clifford's inequality holds for curves with two irreducible components, by the following result.
As usual, denote δ := C 1 ∩ C 2 . By Theorem 2.2.1 we can and will assume that d ≤ 2g − 2. We begin with
(using (21)). Combining the above with (22) yields
as stated. Finally, it remains to treat the case d 2 − δ ≥ 2g 2 , i.e.
We argue by contradiction, assuming that l ≥ d 2 + 1. This is to say, by (22),
On the other hand, as d is balanced, we have
Using these two inequalities we get
contradicting (23). This finishes Case 0.
For the rest of the proof, we can restrict to d i ≥ 0 for i = 1, 2. By 3.1.1 and 1.2.3 (iii), we can assume that d i ≥ 2g i + 1 for at least one i, so let
Combining with (24) we have
So we are done. Note that equality holds if and only if d = 2g.
Using (24) and (25) we get
2 + 1 and we are done.
By 1.1.9 we have
Using (26) we have
Now e 1 ≥ 1 hence l < d 2 + 1 and we are done. Also, strict inequality holds. If d 2 ≥ 2g 2 + 1, set d 2 = 2g 2 + e 2 with e 2 ≥ 1. We can also assume e 2 ≤ δ − 1, otherwise we are done by Case 1 (interchanging C 1 with C 2 ). Now the situation is symmetric between C 1 and C 2 , so up to switching them we may assume e 1 ≥ e 2 . By 1.1.9 we have,
As e 1 ≥ e 2 we conclude l ≤ d 2 + 1. Moreover, equality holds if e 1 = e 2 and l = l 1 + l 2 − e 1 − 1.
Proof. We just need apply (12) and compute, using d ≤ 2g − 2 = w:
Now the thesis follows at once from
3.3. Clifford's Theorem in degree 2g − 2. The following statement summarizes the situation for d = 2g − 2.
Theorem 3.3.1. Let X be a connected nodal curve of genus g ≥ 2. Let d be such that |d| = 2g − 2. Assume that one of the following conditions hold.
Proof. If assumption (1) holds, then the theorem is proved in the subsequent Proposition 3.3.3. Now, (2) implies (1). Indeed,
As d Z is an integer, we obtain d Z ≥ 2g Z − 1. This settles the theorem under hypothesis (2).
If (3) holds, the fact that h 0 (L) ≤ g is a special case of 3.1.1. Now let L be such that h 0 (L) = g. By Riemann-Roch and Serre duality this is equivalent to
Indeed, as X is free from separating nodes, for every i = 1, . . . , γ we have
Example 3.3.2. The assumption that X sep be empty is indeed necessary in the last part of Theorem 3.3.1, as the present example shows. Let
Then, as ω C1 is free from base points, by 1.1.5 we have
The following is a part of Theorem 3.3.1.
The hypothesis allows us to apply Proposition 2.2.2, getting
for every Z X.
Step 1. If there exists i such that then (29) holds with strict inequality. Assume d 1 ≥ 2g 1 + δ 1 − 1. We can apply lemma 1.1.9 to X = C 1 ∪ Z where Z = X − C 1 . Using (30) we obtain
This is trivial: on the one hand
On the other 2g − 2 = 2 γ i=1 g i + 2δ − 2γ. So it suffices to compare the two identities. Now, as e i ≤ δ i − 2 by assumption, we have
therefore equality must hold, which can only happen if e i = δ i − 2 for every i. This is of course the same as saying d i = deg Ci ω X , so we are done.
Step 3. If d i ≤ 2g i + δ i − 2 for every i, then the statement holds.
By
Step 2 the hypthesis is equivalent to d = deg ω X . By
Step 1 this is the only case that remains to be treated. By lemma 3.3.4 we can order the irreducible components of X in such a way that for every i = γ we have
Now we shall bound l by gluing one component at the time, starting with gluing C 2 to C 1 and ending with gluing C γ to ∪ γ−1 h=1 C i . At each step we apply lemma 1.1.9. So, denote
The first gluing (of C 2 to C 1 ) yields, using (33) and assuming γ ≥ 3 (if γ = 2 we jump to the last step, gluing
More generally, iterating up to the index i ≤ γ − 1, applying lemma 1.1.9 and (33) at each step, we obtain
The last step is the gluing of C γ , for which we need
Combining everything we obtain
. This finishes the proof of (29). Observe that in our computation we had equality holding at every step (see (34)) but the last one, when we glued C γ . At that point, by (35), we are in the situation of Lemma 1.1.9 (iii). We obtain that equality holds for at most one L. Now, if L = ω X , equality does hold, so this is the only case for which h 0 (X, L) = d 2 + 1 = g. We used the following simple combinatorial remarks.
Lemma 3.3.4. Let X be a reducible, connected curve.
(i) Then X admits an irreducible component C such that X C is connected (such a C will be called a non disconnecting component).
(ii) The irreducible components C 1 , . . . , C γ of X can be ordered so that for every i < γ there exists j > i such that
Proof. By passing to the dual graph Γ X of X, part (i) is equivalent to claiming that any connected graph Γ admits a vertex which does not disconnect it. Note that a vertex of valency 1 (if it exists) does not disconnect Γ. If Γ is a tree, then it has vertices of valencies 1; indeed for a tree the number of vertices γ and the number of edges δ satisfy the relation δ = γ − 1 (the first Betti number is zero). If every vertex had valency at least 2 we would get (as every edge is contained in two distinct vertices) δ ≥ γ, contraddicting the previous relation. Now let Γ be any connected graph. Then it admits a spanning tree Γ ′ (a tree which is a subgraph of Γ and whose vertices are the same as Γ). By the previous discussion, Γ ′ admits a non disconnecting vertex v. If v does not disconnect Γ ′ , a fortiori it does not disconnect Γ. This proves (i).
To prove part (ii) we use induction on γ. The case γ = 2 is obvious. Assume γ ≥ 3; by (i) X has a non disconnecting component, call it C 1 . Then X ′ = X C 1 is connected and has fewer components than X. By induction we can order the components of X ′ , in such a way that, denoting C 2 , . . . , C γ the ordering, for every 2 ≤ i ≤ γ − 1 there exists j > i such that C i ∩ C j = ∅. Now, adding C 1 , it is clear that the ordered set C 1 , C 2 , . . . , C γ does what we want on X.
Clifford's Theorem in low degree
4.1. Line bundles of degree at most 0. 
Proof. If d = (0, . . . , 0) the statement follows from 1.1.7. We can thus assume d ≥ 0. As d is balanced, for every subcurve Z ⊂ X we have (
Proof. This follows from 3.3.1, applying Riemann-Roch and Serre duality, together with some trivial arithmetic. 4.2.1. Let n ∈ X sep be a separating node of X; then there exist two subcurves Z 1 and Z 2 of X such that X = Z 1 ∪ Z 2 and {n} = Z 1 ∩ Z 2 . Such curves Z 1 , Z 2 are called the tails of X generated by n. So, a subcurve Z ⊂ X is called a tail if Z · Z c = 1. As X is connected, its tails are connected. Let C ⊂ X be a subcurve. C is called a separating line if C ∼ = P 1 and if C meets its complementary curve C c only in separating nodes of X. Equivalently: a separating line C ⊂ X is a smooth rational component such that C c has a number of connected components equal to C · C c . If X ∼ = P 1 , then X is a separating line of itself. If Y is a disconnected curve and C ⊂ Y , we say C is a separating line of Y if it is so for the connected component of Y containing C.
Observe that if C is a separating line,
Remark 4.2.2. Assume X sep = ∅; equivalently, assume that X has no tails. Let Z be a subcurve of X. If g 1 ≥ 1 the lemma follows from 1.1.8. So it suffices to assume C 1 ∼ = P 1 . If C 1 is not a separating line there exists at least one connected component of Y , Y 1 say, such that C 1 · Y 1 ≥ 2. Set X 1 = C 1 ∪ Y 1 , then by Remark 1.1.8 and Lemma 1.1.9 we conclude as follows
If C 1 is a separating line and for some component of Y , Proof. Assume h 0 (L) ≥ 3. For every nonsingular point p of X we have
Of course, deg L(−p) = 1 and, if we pick p in a component C 1 having positive degree, deg L(−p) ≥ 0. By Lemma 4.2.3 we get h 0 (L(−p)) ≤ 1, unless X has a separating line E with deg E L(−p) = 1. If X does not have such a separating line we got a contradiction to (39). Now, X admits such a separating line if and only if either d 1 = 2 and E = C 1 , with C 1 a separating line. Or d 1 = 1, hence d 2 = 1, and C 2 is a separating line. By placing p ∈ C 2 we get that both C 1 and C 2 are separating lines. By 4.2.3 h 0 (L(−p)) = 2, so h 0 (L) = 3 by (39) and we are done. Proof. We first treat the case |d| = 3. Consider the irreducible component C 1 of X; we shall denote C c 1 = Y 1 . . . Y m the connected component decomposition. Observe that for every Y i we have Y i · C 1 ≥ 2. We set
We shall repeatedly apply Lemma 1.1.9 and Remark 1.1.8. Case 1: d = (3, 0, . . . , 0). We have h 0 (X, L) ≤ h 0 (X 1 , L X1 ) by 1.1.8. Hence it suffices to assume that C 1 has (arithmetic) genus g 1 ≤ 1.
If g 1 = 1, by the initial observation and Lemma 1.1.9 we have h 0 (X 1 , L X1 ) ≤ 3 + 1 − 2 = 2 and we are done.
By 1.1.8 we are done. Case 2: d = (1, 2, 0, . . . , 0).
) ≤ 3 and equality holds iff C 2 is a separating line of C c 1 . If that is not the case, using 1.1.9 and δ 1 ≥ 2, we get h 0 (X, L) ≤ l 1 + 2 − 2 ≤ 4 − 2 = 2, as wanted. If C 2 is a separating line of C 
and we are done. This part works regardless of C c 1 being connected. Assume now C c 1 has m ≥ 2 connected components. We can also assume that C 2 is not a separating line of C c
. By 1.1.8 we are done.
Case 3: d = (1, 1, 1, 0, . . . , 0). By 3.1.1 we may assume that C 1 ∼ = P 1 . Moreover, by Lemma 4.2.7, up to permuting the first three components, we can assume that C 2 and C 3 are not separating lines of C 
.9 we have
) − 2 ≤ 2 + 2 − 2 ≤ 2 and we are done.
The proof for d = 3 is complete.
Now let |d| = 4. By contradiction, suppose that
In the proof we used the following combinatorial Lemma.
Lemma 4.2.7. Let X be stable, X sep = ∅,and C 1 , C 2 two irreducible components of X. Assume C 2 is a separating line of C 
2 is connected, C 1 must intersect every T i . As C 1 is a separating line of C c 2 , we have 
If |d| = 1, 2 the hypotheses on X can be weakened as follows. (36)). Now define
so V 1 is the union of V 0 with all components of degree 0 which intersect V 0 . Next
. . ⊆ X, therefore there exists an m ≥ 0 minimum for which V n = V m for every n ≥ m. We set V := V m .
For every s ∈ H 0 (X, L) we claim that s vanishes identically on V . It is clear that s vanishes on V 0 ; let us prove the claim inductively. So, let h ≥ 0 be such that V h+1 is not equal to V h ; by induction s vanishes identically on
The claim is thus proved.
If V = X we have H 0 (X, L) = 0 and we are done. So assume that the complementary curve Y := V c of V is not empty. Denote G Y ∈ Div Y the divisor cut out by V , so that
By construction we have
We claim that (41) and (43). Now, notice that w Y < w. Indeed, as d V ≥ 0 by construction, V = Y c is not a union of exceptional components (see the initial observation). Hence (cf. 2.1) w V > 0 and w Y = w − w V < w. As d is balanced, we obtain (44) 
This concludes the proof if d = 2. We also showed that if h 0 (X, L) = 2 then d ≥ 0. Observe that the argument works if X is semistable, so the Theorem and the Addendum are proved. The remaining cases will be treated similarly.
Case d = 3. By (44) we have two possibilities: 
This finishes the proof in case d = 3.
Case d = 4. By (44) we have three possibilities:
Therefore Y has at most three connected components (again by 4.2.2 (A)). Arguing as in the analogous case 
and we are done. 
with, for i, j ≥ 2, C i ∩ C j = ∅ and C 1 · C i = 1 (X is of compact type). Assume C 1 = P 1 (C 1 is a separating line) and g i = h ≥ 1 (X is stable). Thus g = 3h and w = 6h − 2. Set d = (1, 0, 0, 0), one checks that d ∈ B 1 (X). Let
(as X is of compact type, L is uniquely determined). Then, as all L i are free from base points, we get h 0 (X, L) =
is a separating node; for i = 2, 3, call q i ∈ C i the point corresponding to this node. Assume g 1 = g 2 = 1 and g 3 = 4, thus g = 7. Set d = (1, −1, 1); one checks that
(as Z meets C 3 in only one node of X, this determines L uniquely). Then, as L 1,2 and O C3 (q 3 ) have each a base point in the respective branch (q 2 and q 3 ) of n,
and g 2 = g 3 = g 4 = 3 so that g = 10. Let d = (−1, 1, 1, 1); one checks that d is the unique balanced multidegree of degree 2. Let L 1 be any line bundle of degree −1 on C 1 . For i = 2, 3, 4 call q i ∈ C i the point corresponding to the node
As every section of O Ci (q i ) vanishes in q i , we get that H 0 (X, L) = 3. . . ∪ C 2d whose dual graph is a 2d-cycle, i.e. a closed polygon with 2d vertices, C 1 , . . . , C 2d . We set C i · C i+1 = C 2d · C 1 = 1 for all i ≥ 1 and C i · C j = 0 for all other intersections. So X has 2d nodes. Let C 2i−1 ∼ = P 1 for all i, so that the odd indexed components are exceptional; now pick all the even indexed components smooth of genus 1 (to simplify the computation). Therefore g = d + 1. Now choose the multidegree d = (1, 0, 1, . . . , 1, 0) and set
One easily checks that d is balanced. It is also clear that for any L ∈ Pic X whose restrictions to the C i are as above, we have h 0 (X, L) ≥ 2d+d−2d = d. So Clifford's inequality fails as soon as d ≥ 3. 
So every node of X lies on C 1 , and δ = 10. Now let h be any nonnegative integer. Let C 1 be of genus g 1 = h, and let C i have genus h + 3 for every i ≥ 2. Hence g = 5h + 16. We now pick d = 5 and d = (−3, 2, 2, 2, 2). It is straightforward to check that d is balanced.
Now every section s of L vanishes identically on C 1 , hence s vanishes on p i , q i . Conversely, any quadruple of sections
. So L violates Clifford inequality. Similar examples exist for higher degree d.
Applications
If g ≥ 3 we denote H g ⊂ M g the closure of the locus of hyperelliptic curves. Recall that H g is an irreducible subscheme of dimension 2g−1. Following a common practice, we say that a stable curve X is hyperelliptic if [X] ∈ H g . Definition 5.0.7. We call a stable curve X weakly hyperelliptic if there exists a balanced line bundle L ∈ Pic 2 X such that h 0 (L) ≥ 2.
Lemma 5.0.8. If X is hyperelliptic, X is weakly hyperelliptic.
Remark 5.0.9. The converse is false, see 5.1.4.
Proof.
As X ∈ H g there exists a one parameter smoothing of X, f : X → Spec R, whose generic fiber is a smooth hyperelliptic curve. We can also assume that X is regular, and that there exists L ∈ Pic X such that the restriction of L to the generic fiber is the hyperelliptic bundle. Set L = L |X . Up to tensoring L with a divisor supported entirely on the closed fiber X we can assume that L is balanced.
By uppersemicontinuity of h 0 we have h 0 (X, L) ≥ 2, so we are done 5.1. Clifford index of two-components curves. Recall that hyperelliptic smooth curves can be characterized using Clifford's inequality; we shall now generalize this to stable curves having two components. So, let X = C 1 ∪ C 2 have genus g ≥ 2; we proved in Theorem 3.2.1 that the Clifford's inequality holds. We defined the Clifford index of a line bundle in 1.2. If X is smooth, its Clifford index is defined as Cliff X = min{Cliff L} where L varies in the set of line bundles on X such that h 0 (L) ≥ 2 and h 1 (L) ≥ 2. By Clifford's theorem, Cliff X ≥ 0; moreover, Cliff X = 0 if and only if X is hyperelliptic. We extend the definition of the Clifford index to a semistable curve X as follows.
By Theorem 3.2.1, Cliff X ≥ 0 if X = C 1 ∪C 2 . We now ask: when is Cliff X = 0?
Proposition 5.1.1. Let X = C 1 ∪ C 2 be semistable.
(1) Cliff X = 0 if and only if X is weakly hyperelliptic.
(2) If X is weakly hyperelliptic, then C 1 · C 2 ≤ 2 unless X is a hyperelliptic binary curve.
Proof. As we said, 3.2.1 yields Cliff X ≥ 0. Therefore if X is weakly hyperelliptic, then Cliff X = 0.
there is nothing to prove, so assume d > 2. As usual, set δ = C 1 · C 2 . We must prove that there exists a J ∈ Pic 2 X such that h 0 (J) = 2 and deg J ∈ B 2 (X).
• Assume first d i ≤ 2g i for i = 1, 2. By Corollary 3.1.2 we have δ ≤ 2. Suppose δ = 2; again by 3.1.2 we have Cliff
, which easily implies that g 2 > g 1 , and hence that multidegree (0, 2) is balanced. Consider the line bundle M :
, for both i. Suppose g 1 ≤ g 2 ; arguing as above we see that (0, 2) is balanced and that there exists J ∈ W 1 (0,2) (X) such that the pull-back of J to the normalization of X is (O C1 , H 2 ). Up to switching C 1 and C 2 we are done. Suppose δ = 1. If (1, 1) is balanced, then X is (trivially) weakly hyperelliptic (see 5.1.3). So assume (1, 1) not balanced. By example 2.1.2 we may assume g 1 < g 2 and B 2 (X) = {(0, 2)}. By 3.1.2, Cliff L 2 = 0, therefore C 2 is hyperelliptic. Let H C2 be its hyperelliptic bundle, and set J = (O C1 , H 2 ); it is clear that h 0 (X, Y ) = 2.
• Now assume that d 1 = 2g 1 + e with e ≥ 1. We will prove that X is necessarily a binary curve. In such a case, the result is known; in fact it is known that a binary curve is hyperelliptic if and only if it is weakly hyperelliptic, and such curves can be completely described ([Ca08] section 3.).
We are in the situation treated in the proof of 3.2.1, from which we now use the notation. We saw there that the Clifford inequality can be an equality only in Case 2, at the very end. More precisely, in order for Cliff L = 0 we must have d 2 = 2g 2 + e (so that d = 2g 1 + 2g 2 + 2e) and
Now, as d < 2g − 2 and g = g 1 + g 2 + δ − 1 we have 2(g 1 + g 2 + e) < 2(g 1 + g 2 + δ − 2), hence
so that ν is the partial normalization of X at δ − β nodes. Let M = ν * L; we have, by Lemma 1.1.9 (ii),
using (47). Therefore ∀i = β + 1, . . . , δ, we have p i ∼ M q i , by Lemma 1.1.5. This implies that, for all i ≥ β + 1, p i is a base point of
If X is not a binary curve, we may assume g 2 ≥ 1. Then, L 2 (− β j=1 q j ) (having degree 2g 2 − 1) can have at most one base poin. Therefore δ − β ≤ 1, i.e. δ − e ≤ 2, which is in contradiction with (48). We conclude that X is a binary curve.
Curves of compact type
For any integer h with 1 ≤ h ≤ g/2, let ∆ h be the divisor in M g whose general point is a curve X = C 1 ∪ C 2 with C i smooth, C 1 · C 2 = 1 and g 1 = h. Fix such and X; for i = 1, 2 we shall denote by q i ∈ C i the branches of the node of X. We computed B 2 (X) in example 2.1.2.
Let g 1 ≥ (g + 1)/4. Then X is weakly hyperelliptic; more precisely, (1, 1) is balanced and
is weakly hyperelliptic if and only if C 2 is hyperelliptic, if and only if
, so the first part is proved. Now suppose g 1 < (g + 1)/4, then (0, 2) is the unique balanced multidegree. If C 2 is hyperelliptic, the balanced line bundle L = (O C1 , H C2 ) ∈ Pic X has, of course, h 0 (X, L) = 2. So, X is weakly hyperelliptic. Conversely, if there exists L ∈ Pic (0,2) X such that h 0 (L) = 2, we can apply 3.1.2 (we necessarily have g 2 ≥ 3 by hypothesis) and conclude that h 0 (C 2 , L 2 ) = 2, so we are done.
Remark 5.1.4. The previous result shows that there exist (plenty of) weakly hyperelliptic curves that are not hyperelliptic. Indeed, it is well known that a curve of compact type X = C 1 ∪ C 2 is hyperelliptic if and only if both C 1 and C 2 are hyperelliptic, and the two branches, q 1 and q 2 , are Weierstrass points (cf. [CH] for example). Also, there exist globally generated balanced line bundles L ∈ W 1 2 (X) which are not limits of hyperelliptic bundles of smooth curves (indeed (O C1 , H C2 ) is always globally generated).
Hyperelliptic and weakly hyperelliptic curves.
The next definition will be used only when X sep = ∅. Example 5.2.2. Let X be a binary curve (i.e. a union of two copies of P 1 meeting transversally in g + 1 points); then its irreducible components form a B-pair. Also, if
Let (C, D) be a binary pair of X. Denote C ∩ D = {n 1 , . . . , n l }, with l ≥ 0, and q 
Conversely, if X and d satisfy the above properties, there exists a unique line bundle
We fix C a nondisconnecting component of X (cf. 3.3.4), and call Z = C c its complementary curve.
Step
By contradiction, suppose D is not a separating line of Z;
and every point in Z ∩ C ⊂ C must be a base point for L C (by 1.1.5). This is impossible, as Z · C ≥ 2 and d C = 1. Now let
a contradiction. Therefore D is a separating line of Z, and h 0 (Z, L Z ) = 2. By Remark 4.2.2 (B)), D is a nondisconnecting component of X. So, we can switch C with D and, by the previous argument, we obtain that C is a separating line of D c . In other words, (C, D) is a B-pair of X, as stated. Now, as h 0 (L) = 2, the restriction of L to the complement of C ∪ D is trivial. Also, one easily checks that L is globally generated. Therefore L determines a map
for all j (notation as in (49)). Hence ψ induces an isomorphism of the n-marked curves C, D with the same n-marked P 1 . This shows that the pair (C, D) is special.
Step 2.
The fact that L has no base points in the smooth locus of X follows from 4.2.3. Moreover, we are going to show that for every node n, the branches of n are not base points of the pull-back of L to the normalization of X at n. Hence L has a section non vanishing at n; so L is globally generated. Now, observe that X must be a stable curve (an exceptional component must have degree 1). We must prove that L Z ∼ = O Z , that C · Z = 2 and that, setting
with equality only if L C has no base point; also, h 0 (Z, L Z ) ≤ 1 with equality iff L Z = O Z (by 1.1.7). It is clear that, for h 0 (X, L) = 2, we must have equality in both cases. Hence L Z = O Z . If C · Z ≥ 3, by Lemma 1.1.6 there exist three points p, q, r ∈ C such that p ∼ LC q ∼ LC r. Now L C has no base points, hence we get
The unicity of L follows from 1.1.5 (??). Now let us prove that C ∼ = P 1 . By contradiction, if C ∼ = P 1 , then δ 1 ≥ 3 and h 0 (C, L C ) = 3. By Lemma 1.1.9 we obtain
which is impossible.
Step 3.
c is connected (by 4.2.2 (B)); we may thus replace C with E, and be back in the situations treated in the previous steps.
So, we are reduced to assume Z contains no such separating line. By 4.2.4, 
The converse follows easily from 1.1.5. The proof is complete.
Remark 5.2.4. Let X be a stable curve such that X sep = ∅. Then X admits a decomposition (unique up to the order) X = A 1 ∪ . . . ∪ A α such that every A i is either a B-subcurve or an irreducible component of X not part of any B-pair This follows from the fact that, by Lemma 4.2.7, every irreducible component of X belongs to at most one B-pair.
Proposition 5.2.5. Let X be a hyperelliptic stable curve such that X sep = ∅.
Consider the decomposition
Proof. We begin as in the proof of Lemma 5.0.8 Let f : X → B be a regular oneparameter smoothing of X, whose generic fiber is hyperelliptic, and let L ∈ Pic X be a balanced line bundle such that the restriction of L to the generic fiber is the hyperelliptic bundle, set L |X = L. Now for every divisor T ∈ Div X supported on X, denote 
, we derive that Z 1 contains a subcurve A 2 with the same properties as A 1 ; in particular, A 2 is either irreducible or a Bsubcurve, and
Thus the part of the statement concerning A 1 and A 2 is satisfied; so, if A 2 = Z 1 we turn to Z i with i ≥ 2. If instead A 2 Z 1 , we iterate the procedure with A 2 as the starting component and −T equal to a connected component of Z 1 A 2 . Obviously this iteration stops after finitely many steps.
By repeating this argument for every Z i we are done.
5.2.6. Graph curves. A stable curve of genus g ≥ 2 is called a graph curve if it has 3g − 3 nodes and 2g − 2 components, all isomorphic to P 1 (so, the dual graph of X has no loops). Graph curves form a distinguished finite set of points in M g .
Note that a graph curve X has X sep = ∅. Indeed suppose X has a decomposition X = Z 1 ∪ Z 2 with Z 1 · Z 2 = 1. Call δ and γ the number of nodes and irreducible components of X, as usual, and δ i and γ i the number of nodes and of irreducible components of Z i . Then δ = 1 + δ 1 + δ 2 and γ = γ 1 + γ 2 . As X is stable we have δ i = 3γ i /2 − 1 for i = 1, 2; hence δ = 1 + 3(γ 1 + γ 2 )/2 − 2 = 3γ/2 − 1 = δ − 1, a contradiction. Proof. If X is stable, every irreducible component C of X has δ C = 3. If X is strictly semistable, a balanced multidegree must have degree 1 on every exceptional component. Therefore, as X sep = ∅ (see 5.2.6) by Theorem 5.2.3 it suffices to prove that X does not contain any B-pair. This is a purely combinatorial statement.
We claim that for every irreducible component C, C c has no separating nodes (hence, a fortiori, no separating line).
Let X be stable. By contradiction, let C c = Z 1 ∪ Z 2 with Z 1 · Z 2 = 1. Call δ i and γ i the number of nodes and of irreducible components of Z i . As C · C c = 3 we have δ = 4 + δ 1 + δ 2 and γ = 1 + γ 1 + γ 2 . We can also assume C · Z i = i for i = 1, 2. As X is stable we have δ 1 = 3γ 1 /2 − 2, and δ 2 = 3γ 1 /2 − 3; hence
Now, to prove the claim for a strictly semistable curve, it is enough to suppose that C is an exceptional compnent. Therefore it suffices to prove that for a graph curve X, the normalization X ′ of X at a single node has no separating nodes. By contradiction, let X ′ = Z 1 ∪ Z 2 with Z 1 · Z 2 = 1. Call δ i and γ i the number of nodes and of irreducible components of Z i . Then δ = 2 + δ 1 + δ 2 and γ = γ 1 + γ 2 . As X is stable we have δ 1 = 3γ 1 /2 − 2, and δ 2 = 3γ 1 /2 − 2; hence δ = 2 + 3(γ 1 + γ 2 )/2 − 4 = 3γ/2 − 2 = δ − 2 a contradiction. We have thus proved that W 1 d (X) = ∅. Let us explain the last sentence, which is almost trivial. Let X s be a stable curve such that [X s ] ∈ H g . Then there must exist a semistable curve X stably equivalent to X s , and a line bundle L ∈ Pic 2 X such that deg L is balanced and h 0 (X, L) ≥ 2. By what we just proved, if X s is a graph curve this is impossible.
5.3. Curves of genus 6 admitting a g 2 5 . 5.3.1. Throughout this subsection we shall consider curves X = C 1 ∪C 2 , of genus 6, such that C 1 and C 2 are smooth, of respective genus g 1 and g 2 . For any
We fix points p 1 , . . . , p δ ∈ C 1 and q 1 , . . . , q δ ∈ C 2 , so that X = (C 1 C 2 )/ (pi=qi, i=1,...,δ) . We set δ = C 1 · C 2 and (51)
Finally, we denote g := (g 1 , g 2 ), and we always assume g 1 ≤ g 2 . ( 3) and one of the following cases occurs
Remark 5.3.3. The cases (I) and (II), i.e δ ≤ 2, are contained in Propositions 5.3.5 and 5.3.6, where a more precise statement is proved.
Proof. Our curve X has a priori δ ≤ 7 nodes. The case that δ = 7, i.e. X is a binary curve, is ruled out by [Ca08] . Therefore, by the above remark, we can assume 3 ≤ δ ≤ 6.
Pick d and L ∈ W 
Step 1. We exclude all the cases for which l 1 + l 2 − β ≤ 2. This only requires a trivial checking. To begin with, the following cases are all excluded: Finally, this method applies to exclude
This finishes the list of cases for which l 1 + l 2 − β ≤ 2. From now on we always have l 1 + l 2 − β = 3 (by (53)).
Step 2. To exclude another group of cases we now use Lemma 1.1.4 and its consequence, Lemma 5.3.4. Let us begin with case δ = 6 and d = (1, 4). In this case β = 3, so that we obviously have 
. Now, by Lemma 1.1.4, this implies that L 2 (−q 1 − q 2 ) has at least two base points, which is clearly impossible.
• By Step 2, (55) and (56) there are no more cases with δ = 5.
Step 3. Now we shall use Corollary 1.2.2 to exclude all the cases for which l 1 +l 2 = 4 and there is i ∈ {1, 2} such that l i ≥ 2 and δ > Cliff L i + 2. This amounts to the following list of cases. δ = 4, g = (0, 3) and d = (0, 5). l 2 = 3 and Cliff L 2 = 1. δ = 4, g = (1, 2) and d = (1, 4). l 2 = 3 and Cliff L 2 = 0. By the previous step and (57) the only case left with δ = 4 is g = (0, 3) and d = (1, 4). Now β = 2, therefore (as l 1 + l 2 − 2 = 3 by (53)) we have l 2 = 3, i.e. L 2 is the canonical bundle of C 2 . To prove that L 2 = O C2 ( 4 1 q i ) it suffices to prove that L 2 (−q 1 −q 2 ) has q 3 and q 4 as base points (and note that we are free to permute the q i ). We argue as at the end of Step 2: let X ′ = (C 1 C 2 )/ (pi=qi,i=1,2) and let L ′ be the pull back of L to X ′ . Then h 0 (X ′ , L ′ ) = 3 = h 0 (X, L), so, L 2 (−q 1 − q 2 ) has q 3 and q 4 as base points.
• (IV) is proved. δ = 3, g = (1, 3). We exclude d = (1, 4) (as l 2 = 3 and Cliff L 2 = 0), and d = (2, 3) (as l 1 = 2 and Cliff L 1 = 0). δ = 3, g = (2, 2). We exclude d = (1, 4) (as l 2 = 3 and Cliff L 2 = 0), and d = (2, 3) (as l 1 = 2 and Cliff L 1 = 0).
Step 4. From now on we assume δ = 3.
Let g = (2, 2) and d = (2, 3). Now l 1 + l 2 = 4 iff L 2 = H C2 (p). So L 2 has a base point, which is impossible by hypothesis. By Step 3, there are no more balanced bultidegrees to treat, when g = (2, 2).
Let g = (0, 4). By (57) there are two cases to rule out: d = (0, 5) and d = (1, 4) Let d = (0, 5). As l = 3 we have l 1 + l 2 = 1 + 3 = 4. It is clear that Lemma 1.1.6 applies, giving q 1 ∼ L2 q 2 ∼ L2 q 3 . Therefore, if 1 ≤ i = j ≤ 3 2 = h 0 (C 2 , L 2 (−q i )) = h 0 (C 2 , L 2 (−q i − q j )) = h 0 (C 2 , L 2 (−q 1 − q 2 − q 3 )).
But then C 2 is hyperelliptic (deg L 2 (−q 1 − q 2 − q 3 ) = 2), which implies that L 2 has a base point. A contradiction. Let d = (1, 4). As β = 2 and l = 3 we have l 1 + l 2 = 2 + 3, so C 2 is hyperelliptic and L 2 = H ⊗2 C2 . Consider X ′ = (C 1 C 2 )/ (pi=qi, i=1,2) ν −→ X and let M = ν * L.
Then h 0 (X ′ , M ) = 3, therefore p 3 ∼ M q 3 . By 1.1.4 we obtain that q 3 is a base point of L 2 (−q 1 − q 2 ), hence (permuting the gluing points) H C2 = O C2 (q i + q j ) for all i = j. So, L 2 (−q 1 − q 2 ) = O C2 (q ′ 1 + q ′ 2 ) where q ′ 1 is conjugate to q 1 under the hyperelliptic series, and the same for q ′ 2 , q 2 . But then, as q 3 is a base point of L 2 (−q 1 − q 2 ) = O C2 (q ′ 1 + q ′ 2 ), we get that (say) q 3 = q ′ 1 , which is a contradiction.
• By Step 3, the remaining cases with δ = 3 have g = (1, 3) and either d = (3, 2) or d = (0, 5). This is (III).
Lemma 5.3.4. Let δ and β be two positive integers with δ > β. Consider the partial normalization of X defined as follows
Proof. We argue by contradiction, as follows. We prove that if β < deg L 1 , and if there exists L ∈ F M (X) such that h 0 (X, L) = h 0 (X ′ , M ), then deg L 1 ≥ δ. Let such an L be fixed. By Lemma 1.1.5 we have p i ∼ M q i for all i = β +1, . . . , δ. Now Lemma 1.1.4 yields that, ∀i ≥ β + 1, p i is a base point of L 1 (− β j=1 p j ) (and q i is a base point of L 2 (− β j=1 q j )). As deg L 1 > β, deg L 1 (− β j=1 p j ) ≥ 1. On the other hand, a line bundle of positive degree can have at most as many base points as its degree. We proved above that L 1 (− β j=1 p j ) has δ − β base points. We conclude deg L 1 − β ≥ δ − β, hence deg L 1 ≥ δ. So we are done. Proof. As X is semistable we have g 1 ≥ 1. If L is globally generated, so are L 1 and L 2 ; hence if h 0 (X, L) = 3 we have 3 = l 1 + l 2 − 1 by 1.1.5. Therefore l 1 + l 2 = 4. Case g = (1, 5). The balanced multidegrees are (0, 5) and (1, 4). If d = (1, 4) and l 1 = 1 then L 1 has a base point, which is not possible. If l 1 = 0 then h 0 (X, L) ≤ 2. So d = (1, 4) is ruled out.
Assume d = (0, 5). By the initial observation, we must have L 1 = O C1 , l 2 = 3 and L 2 free from base points, hence C 2 is not hyperelliptic. Conversely, if L 2 ∈ W 2 5 (C 2 ) then L 2 is g.g., because C 2 is not hyperelliptic; let L = (O C1 , L 2 ) then obviously h 0 (X, L) = 3. Case g = (2, 4). The balanced multidegrees are (1, 4) and (2, 3). We rule out d = (1, 4) just as in the previous case. Assume d = (2, 3); as l i ≤ 2 we have l 1 = l 2 = 2 and C 2 cannot be hyperelliptic (for otherwise L 2 has a base point). The converse is easily proved as before.
Case g = (3, 3). This case is symmetric, so it suffices to consider the balanced multidegree d = (2, 3). We will show that C 1 is hyperelliptic and that C 2 is not. If C 1 is not hyperelliptic, then l 1 ≤ 1; as l 2 ≤ 2 to have h 0 (X, L) = 3 both L 1 and L 2 must have a base point at the attaching point, which is not possible. So C 1 must be hyperelliptic. The rest of the argument is exactly as in the previous case. Proof. Notice that, as L has no base points, L 1 and L 2 have no base points. Let g = (0, 5) and d = (1, 4) (this is a strictly semistable curve and C 1 its exceptional component). By Lemma 1.1.9 we have l ≤ l 1 + l 2 − 2 ≤ 2 + 3 − 2 = 3, and equality holds iff l 2 = 3, iff C 2 is hyperelliptic and L 2 = H ⊗2 C2 , as stated. It is clear that every L pulling back to (O(1), H ⊗2 C2 ) on the normalization of X has h 0 (L) = 3. If g 1 ≥ 1, one checks easily (using 1.2.3 and the fact that L 1 and L 2 have no base points) that we always have l 1 + l 2 = 4. Therefore by 1.1.6 we have (61) p 1 ∼ L1 p 2 and q 1 ∼ L2 q 2 , and L is uniquely determined by its pull-back to the normalization, by Lemma 1.1.5.
• Assume g = (1, 4). If d = (0, 5). Then, by 1.2.3 (ii) we obtain L 1 = O C1 and Cliff L 2 = 1 so h 0 (L 2 ) = 3. C 2 cannot be hyperelliptic, for otherwise L 2 will have a base point. Moreover, as q 1 ∼ L2 q 2 , we have
as claimed. The converse follows easily from Lemma 1.1.6. Suppose now d = (1, 4). As p 1 ∼ L1 p 2 , we have L 1 = O C1 (p) with p = p i . So, L 1 has a base point in p, which is not possible. This case does not occur. Finally, let d = (2, 3). We must have l 1 = l 2 = 2 (as C 2 cannot be hyperelliptic, as before). By (61) we obtain L 1 = O C1 (p 1 + p 2 ) and L 2 = O C1 (q 1 + q 2 + q) for a (uniquely determined) q ∈ C 2 . The converse follows from Lemma 1.1.6.
• Now assume g = (2, 3). If d = (2, 3) we argue exactly as in the previous case (g = (1, 4), d = (2, 3)), If d = (1, 4) we have l 1 = 1 so that L 1 = O C1 (p) with p = p i for i = 1, 2 (as p 1 ∼ L1 p 2 ). So L has a base point in p; this case is excluded. Finally, if d = (3, 2), arguing as before one obtains that L 1 has a base point in p ∈ C 1 , impossible. This finishes all the possible cases, so we are done.
