Abstract. This paper investigates various new subordination results for certain p -valent analytic functions involving a generalized multiplier transformation operator J m p (λ ,l),m ∈ Z, defined recently by J. K. Prajapat [Math. Comput. Modelling, 55 (2012), 1456-1465. Several lines of approach are followed to obtain the subordination results. We also consider some simpler and precise forms of the derived results.
Introduction and preliminaries
Let H (U) denote a linear space of all analytic functions defined in the open unit disk U = {z ∈ C : |z| < 1} . which satisfies the condition that Re (p(z)) > α.
If the functions f (z) and g(z) are analytic in U, then we say that f (z) is subordinate to g(z) in U, and write f (z) ≺ g(z) (z ∈ U) , if there exists a Schwartz function ω(z) analytic in U such that |ω(z)| < 1, z ∈ U, and ω(0) = 0 with f (z) = g(ω(z)) in U. In particular, if f (z) is univalent in U, then f (z) ≺ g(z) (z ∈ U) is equivalent to f (0) = g(0) and f (U) ⊂ g(U). Various special cases studied earlier of the operator J m p (λ , l) are given in [15] . For reader's convenience, we reproduce here briefly some of these special cases as follows.
For m ∈ Z + ∪ {0} , the operator J m p (λ , l) = I m p (λ , l) was studied by Cȃtaş [3] , and for which the operator I m p (1, l) = I p (m, l) was earlier studied by Kumar et al. [8] , and I p (m, 0) = D m p is the generalized Sȃlȃgean operator studied in [13] , whereas, D m 1 = D m is the well-known operator Sȃlȃgean operator [18] . Also, for m ∈ Z − ∪ {0} , the operator J m p (λ , l) was introduced and investigated by El-Ashwah and Aouf in [5] (see also [2] , [20] ) and the operatorJ m p (1, 1) by Patel and Sahoo [14] . It also includes the important and vastly used operators of Jung et al. [7] .
In obtaining various subordination results, we require the following lemmas.
LEMMA 1. ( [6] ; see also [11] , p. 71) Let h(z) be a convex (univalent) function in U with h(0) = 1 , and let the function p(z) of the form (1.2) be analytic in U. If
where the function q(z) is convex and is the best dominant.
The function 
The Gaussian hypergeometric function 2 F 1 (a, b; c; z) (see also, for example [4] ) is an analytic function in U and is defined for a, b, c ∈ C (c = 0,
where (a) n is the Pochhammer symbol representing the product that
We record here the following results for the function 2 F 1 (a, b; c; z) which are quite well-known. 
In this paper, we obtain some interesting new subordination results for certain pvalent analytic functions involving the operator J m p (λ , l) (m ∈ Z), in the open unit disk. Some of our results are essentially motivated by the works of Wang et al. [22] and Liu [9] . We adopt various methods to study and derive the different subordination results. Many of the results presented in this paper extend the results on subordination theory involving known linear operators and, for their details and references, one may refer to [15] . Further, we consider only new simpler and precise forms of some of the results.
Main results
We begin by establishing the following result on subordination.
where q(z) is the best dominant.
Proof. Making use of the series representation (1.4), we can express
where the coefficients c i (i = p + 1, p + 2, ...) depend upon the parameters λ , μ, l and m. Evidently, the function θ (z) is analytic in U with θ (0) = 1. Differentiating (2.3) logarithmically, we get
which on using the identity (1.5) yields
Consequently, by using (2.3) and the operator defined by (1.4) and the condition (2.1), we are lead to
which by virtue of (1.7) and Lemma 1 establishes the desired result.
The above result of Theorem 1 can also be expressed as a subordination preserving result involving the integral operator
, and is contained in the following:
COROLLARY 1. If the subordination condition (2.1) holds (under the same parametric constraints of Theorem 1), that is, if
Theorem 1 also provides a sharp bound for the dominating coefficient a p+1 in the series expansion of the function f ∈ A p .
COROLLARY 2. If for the function f ∈ A p of the form (1.1), the subordination condition (2.1) holds (under the same parametric constraints of Theorem 1), that is, if (2.7) holds for h(z)
= 1 + h 1 z + h 2 z 2 + ..., then a p+1 |h 1 | μ + λ ν p+l 1 + λ p+l m . (2.8)
The bound in (2.8) is sharp for the function f (z) given by
Proof. Let for the function f ∈ A p of the form (1.1), the function θ (z) be defined by (2.3). We have then for the function F(z) (defined by (2.1) with its series expansion given by (2.6)):
which by a well-known result of Rogosinski [17] on subordination shows that
Now comparing the coefficient of z on both the sides of (2.3) by using (1.4), we get
and the result (2.8) follows upon using the inequality (2.9) for n = p + 1.
If we choose a bilinear transformation defined by h(z) = 
, and the condition that 
For |B| = 1, the result is sharp and the extremal function of (2.11) is given by
Proof. Under the given constraints on A and B, setting h(z) = 1+Az 1+Bz in Theorem 1, we get
and we also note that for z ∈ U,
Inequalities (2.14), (2.15) and (2.16) can be expressed by a single inequality, viz.
and the desired result (2.11) is evidently arrived at from (2.13). Sharpness can be verified from (2.12) for the case if |B| = 1 as z → ±1.
We next prove the following:
COROLLARY 4. If under the same parametric constraints stated in Corollary 3
which is best possible.
Proof. From (2.17), we have
Since, under the constraints imposed on A and B in Corollary 3 with |B| = 1, we write |B − A| = 1 − AB, hence, we get
Now to prove the result, we consider
19) where q(z) is analytic satisfying q(0) = 1 with positive real part in U . Differentiating (2.19) logarithmically and using the identity (1.5), we get
On applying a well-known estimate [10] :
in (2.20), we obtain that
, where r 0 (λ , μ, ν, l) is given by (2.18) which is best possible. Since, for the function f ∈ A p given by
we have
By putting h(z) = 1 + Az, −1 < A < 1 (A = 0) in Theorem 1, we obtain the following result which may be looked upon as providing a sufficiency condition for the starlikeness of the function J m p (λ , l) f (z) .
, and for 0 < |A| 1 − 2(p+l)μ pλ ν , the condition that
Proof. Let θ (z) be defined by (2.3), then following the proof of Theorem 1, from the subordination condition (2.21), we have 22) which proves that θ (z) ≺ 1 + Az, z ∈ U, and hence, it implies that |θ (z)| > 1 − |A| . Also, from (2.22), we have
Thus, we get
and hence,
which from (2.4) yields the desired result.
Our next main result is contained in the following theorem.
, and for μ, ν > 0, the condition that
23)
where p i (z) (for i = 1, 2 ) is defined by
The result is sharp when
Proof. Let (for i = 1, 2)
Then, we have
and by Herglotz formula, we get
where the symbol * appearing above (and elsewhere also) denotes the familiar convolution (or Hadamard product). Again, if p i (z) defined by (2.24) has the series expansion:
then, it follows that (for i = 1, 2)
Hence, for
we obtain by using (1.4) that
Using now (1.8), (2.26), (2.27) and the identities (i) and (ii) of Lemma 5, we get
This proves (2.23). Sharpness of the result (2.23) follows for the functions
Since, for such functions, we get
therefore,
This completes the proof of Theorem 2.
For μ = 1, Theorem 2 reduces to the following simple form.
and for ν > 0 the condition that
The result is sharp when 
where
The result is sharp when B i = −1 for i = 1, 2.
Next main result is given by the following theorem. 
and q(z) is the best dominant of (2.29).
Proof. Let θ (z) be defined by (2.3), then θ (0) = q(0) = 1. Using (2.5), we put the subordinate condition in the form:
Let Θ (w) = kw a and φ (w) = w b , be analytic in a domain D containing θ (U) and q(U), with φ (w) = 0, when w ∈ q(U). Then, Q(z) = zq (z)φ (q(z)) = zq (z)(q(z)) b is starlike in U. For b 0, and for a convex (hence, starlike) function q(z), we note that 
and under the condition that |a − b − 1| 1, we have
and therefore, with the use of (2.30) and ka 0, the condition (ii) of Lemma 4 also holds. In view of (2.29), the other conditions of Lemma 4 are also satisfied. Hence, by Lemma 4, we obtain (2.29), which establishes Theorem 3. Now, we consider some applications of Theorem 3 below.
and
By using the above stated assertions, Theorem 3 yields the following result.
, and for θ (z) defined by (2.3) , the condition that
and 1+Az 1+Bz
γ is the best dominant of (2.31).
Putting A = 1 and B = −1, in Corollary 8, we get the following simple form of the result. 
Considering now μ to be a non-zero complex number, we derive the following result. THEOREM 4. Let for 0 = μ ∈ C and 0 β < 1, either
The result is sharp.
Proof. Let θ (z) be defined by (2.3), then from (2.5) and (2.32), we obtain
Suppose that
is univalent by the assertion of Lemma 3, and r(z), ϑ (w) and ϕ(w) satisfy the conditions of Lemma 4. Also,
is univalent and starlike in U, and
Hence, the conditions of Lemma 4 are satisfied, and we have
and this proves the result (2.33) of Theorem 4. Sharpness can be seen for the function
Since for such function and for θ (z) defined by (2.3), we have from (2.5) that
For μ real and positive, we obtain the following result directly from Theorem 4. 
