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Abstract
This thesis presents the design, layout, construction and characterization of a continuous-
time analog adaptive biquadratic filter. After reviewing the Wiener-Hopf formula and the
Least Mean Square (LMS) algorithm to derive the update formulas, this thesis describes
the design process by which the transfer function and update formulas were realized using
discrete operational amplifiers, analog multipliers, capacitors and resistors. Block dia-
grams as well as the full schematics and layout drawings are included.
The circuit was built up onto a tinned copper-clad ground plane. The adaptive filter's per-
formance was characterized using a two-channel synthesizer and a noise generator for the
input stimulus, and monitoring the output with an oscilloscope and spectrum analyzer.
Performance was excellent when the filter was required to follow a single-tone's ampli-
tude and phase by adapting the zeroes of its transfer function. When adaptation of poles
was required, the filter sometimes had trouble when there were not enough constraints. I
determined that the circuitry adapted as well as it could, but would reach a local minimum,
where the error was orthogonal to the signal. This is a common problem with IIR filters.
The filter was able to duplicate the magnitude response of a reference filter when both
were driven by a random noise source.
1.0 INTRODUCTION
Adaptive filters are now a common building block in electronic signal processing systems.
Digital adaptive filters of the finite impulse response (FIR) variety are dependable, robust,
always stable, and not surprisingly the most frequently chosen. Infinite impulse response
(UR) filters have a size advantage because they able to meet filter requirements with less
stages than FIR filters, but require cautious application because they are not inherently sta-
ble. Analog signal processing is chosen over digital signal processing wherever its advan-
tages of low power, low complexity, and high frequency may be put to use, including in
adaptive filtering. Analog FIR filters in discrete as well as continuous time are now well
known signal processing components. IIR continuous time analog adaptive filters have
been simulated, but do not yet see widespread use.
This thesis is about a continuous time analog IIR adaptive filter which uses the Modified
Equation Error Algorithm as its adaptation process. This architecture has been simulated
by James Little [1] and looks promising. My purpose in selecting this topic was to choose
a learning vehicle with which I could tie in knowledge from previous engineering courses
and take the learning process still further. The objective was to design, build, and charac-
terize an IIR, continuous-time, analog adaptive filter with biquadratic transfer function:
(Equation 1)
1.1 Review of Filter Adaptation Algorithms
An adaptive filter consists of the filter and the algorithm. The algorithm adjusts the filter's
impulse response h(t) to minimize the error e(t), where error is the difference between the
desired output d(t) and the actual output yet). If the algorithm succeeds in making e(t) van-
ish, then yet) =d(t).
2
Figure 1: Adaptive Filter B~sic Block Diagram
yet)x(t)
d(t) ----------,
Algorithm 1...~e~t:L)_---l
From Figure 1, y (t) = x (t) *h (t) where the asterisk signifies the convolution operation.
So e (t) = d (t) - fh (1:) X (t - 't) dr. The goal is to minimize the mean squared error. That is,
to minimize MSE = E {e 2 (t)} , where E{.} signifies the expectation operation. When h(t)
is optimized (call the optimized impulse response hopt (t) ), e(t) will be orthogonal to x(t)
such that E{e(t)x(t-a)} = 0 for all a. Substituting for e(t) we get
E{ [d (I) -Ih,p, «) x (t- <) d<]X (1- (X)} = o. This distributes out to:
E{d(t)x(t-a)} - fhopt('t)E{x(t-'t)x(t-a)}d't = 0 (Equation 2)
Notice that the first term in Equation 2 is the cross-correlation function of d(t) and x(t),
and that the expectation within the second term of Equation 2 is the autocorrelation func-
tion of x(t). Designating these as Rdx and Rxx respectively, we may rearrange Equation 2 to
get Rdx (a) = f hopt (1:) Rxx (a - 't) d't. Taking the Fourier transform of correlation function
Rdx (a) yields the power spectral density function Pdx (ro) . Thus Pdx (ro) = Hopt (ro) Pxx (ro)
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which results in the Weiner-Hopf equation, which is the basis for adaptive filter develop-
ment.
(Equation 3)
Equation 2 is non-causal and therefore the transfer function of Equation 3 is not realizable
but may only be approximated. One approximation is known as the method of steepest
descent. If we designate the MSE as the cost function to be reduced, we compute the MSE
and its gradient for some h(t). The gradient of h(t) points (in state space) toward the direc-
tion of steepest increase in MSE. The filter's h(t) is therefore adjusted in the opposite
direction, i.e. that of the negative of the gradient. If wen) is the state of the filter at time n,
11 is the adjustment factor or gain, and VJw is the gradient of the MSE for state w, then
1
w (n + 1) = w (n) - 11VJw
is the update formula for the method of steepest descent.
(Equation 4)
To know the MSE exactly would require knowledge of e(t) for all time. Monitoring e(t)
over less time reduces the accuracy of the MSE, but for many purposes, excellent results
may be realized by simply substituting the instantaneous error for the mean squared error.
This substitution results in what is known as the LMS (for least mean squared) adaptive
filter algorithm.
1.2 LMS Algorithm in Continuous Time
In the frequency domain, error as a function of the Laplace variable, s and the present state
of the adaptive filter, w may be expressed as e (s, w) = D (s) - Y(s, w) . Define the cost
function to be the square of the magnitude of the instantaneous error. Thus
J = e (s, w) e* (s, w) = Ie (s, w) 12 , where the asterisk denotes complex conjugation. Taking
thegradientofJ, we get VJ = 2e(S,W)aa
w
[D(S) -Y(s,w)] = -2e(s,W)aawY (S,W).
4
The impulse response of the adaptive filter h(t) transfonns into the transfer function R(s)
so that Y (.I') = X (.I') H (.1') . For a biquadratic filter we have in general:
A (.I')
B (.I') (Equation 5)
Then w (the state of R(s)) is the set of coefficients of A(s) and B(s). The partial derivative
of Y with respect to w is the collection of partial derivatives of Y with respect to each of
the coefficients. Thus we have a set of gradients, one for each coefficient in R(s):
ay
VIA = -2e (.I') aA and
ay
'lIB = -2e (.I') aB . The partial derivatives of Y with respect
to each coefficient are derived below in Equation 6.
2
Y(S,w) aos + a,s + Q 2= X (.I') 2
.I' +b l s+b2
a 2
= Xes) .I' == PO (.I')ayes, w) 2ao .I' +b,s+b2
a
=X (.I') .I' ==PI (.I')ayes, w) 2a,
.I' +b l s+b2
a I
(Equation 6)
ayes, w) =X (.I') 2 . == P2 (.I')
a2 s +b l s+b2
a
abY(S, w)
I
a
abY(S, w)
2
The set of gradients are then:
VlaO = -2e (.I') PO (.I')
Vlal = -2e (.I') PI (.I')
V la2 = -2e (.I') P2 (.I')
Vlbl = 2e (.I') QI (.I')
VJb2 = 2e (.I') Q2 (.I')
5
(Equation 7)
It will be shown that PO(s) is the Laplace transform of the high-pass output of a biquad fil-
ter. PIes) is from the band-pass output and P2(s) is from the low-pass output. If a copy of
that same biquad filter were driven by Yes), then QI(s) and Q2(s) would be obtained from
its band-pass and low-pass outputs.
In a discrete time filter, the outputs would be sampled and held at regular intervals, n. The
filter coefficients would then be updated according to the following formulas:
Q i (n + 1) = Q i (n) + 211e (n) Pi (n), where i = 0,1,2
bj(n+ 1) = bj(n) +2ve(n) Qj(n),wherej = 1,2 (Equation 8)
Converting this to continuous time implies decreasing n until the addition process
becomes integration, and we get what is known as the Output Error Formula:
Q i (t) = 211fe (1:) Pi (1:) d1:, where i = 0, 1,2
o
bj (t) =-2vfe (1:) Qj (1:) d1:, where j = 1,2
o
(Equation 9)
The implication for the circuitry is that the error signal be multiplied by the appropriate
biquad output and the product integrated and scaled appropriately to yield a particular fil-
ter coefficient. A slight variation yields what is known as the Equation Error Formulation.
Adaptation forces yet) to approach d(t). The Equation Error Formulation uses d(t) rather
than yet) as the input to the denominator biquad.
The choice of update coefficients 11 and v involves a trade-off between adaptation speed
and residual noise in the filter's state. An upper bound for 11 and v is given in [3] relating
them to the maximum eigenvalue of the autocorrelation matrix, but this turns out to be an
overly optimistic upper bound. High update values cause the filter state to converge more
quickly, but also cause the filter state to fluctuate more after convergence. Low update val-
ues cause a smoother, slower convergence with less fluctuation.
6
Figure 2 summarizes the algorithm.
Figure 2: Equation Error Formulation Block Diagram
e(t)
a2(t
P2(t au
aO(t)
POet) PI(t
IN BI-QUd(t
-v e(t}-----_*'=tlid-I----1~
11 e(t)-__+*+---+- ~'M__+_____I~
x(t IN
The remainder of this thesis is organized as follows. Chapter 2 covers the development of
the circuitry from the block diagram to the final schematics and layouts. First the voltage
controlled biquadratic filter will be designed, then the adaptation algorithm will be derived
from its transfer function, leading up to block diagrams and final circuits for the copy
biquad and the coefficient adapters. The layout and construction of the prototype circuit
will be discussed in Chapter 3. In Chapter 4 the debug and circuit evaluation results will
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be discussed. Finally, the conclusions and suggestions for future work will be summarized
in Chapter 5.
2.0 VOLTAGE CONTROLLED BIQUADRATIC FILTER
2.1 VCBQ Block Diagram And Analysis
Figure three shows the block diagram of the biquad that will be used for the adaptive filter.
Figure 3: BIQUADRATIC FILTER BLOCK DIAGRAM
x
Kl
K2
PI
Gl
G2
GO
This architecture is suitable because once the adaptation circuit makes the filter coeffi-
cients K[1,2] and G[O:2] available, they may be applied directly to the biquad as inputs to
2
voltage multipliers. In Figure 3 we have PI = - 000PO, and P2 = - 000 PI = 00; PO. PO is the
S S s
2
. 000 000 •.
sum of three mputs such that PO = X+KIPI-K2P2 = X-KI-PO-K22:PO. SImIlarly we
s s
can substitute and find PI and P2. Collecting terms and solving we get:
8
2
S
PO = X 2 2
S + KI roos + K2Wo
-roos
PI = X 2 2
S + Kl roos + K2Wo
2
roo
P2 = X 2 2
S + Kl roos + K2Wo
(Equation 10)
Each of these is multiplied by an output factor, and the final sum is the output, such that
2 2Y GOs + G1roos + G2wo
- = 2 2 .
X S + Kl roos +K2wo
(Equation 11)
Comparing Equation 11 to Equation 1 (the general biquadratic transfer function), we can
a l a2 hi h2
see that GO = ao' G1 = - , G2 = "2' Kl =-, and K2 = "2 are the quantities that mustWo Wo Wo Wo
be generated by the adapter circuits. The biquadratic transfer function may also be
A(l+ ~zs+w;)
expressed in terms of second order filter parameters as H (s) = Z . Compar-
2 W p 2
S +Q/+WP
ing this to Equation 11 gives us the following relationships:
GO = A
G1 = A_(W......;Z,:::-/_W_o)
QZ
2G2 = A (wz/Wo)
(w p/ roo)
K 1 = -----'~­Qp
2K2 = (WZ/ roo)
2.2 VCBQ Schematics and Analysis
(Equation 12)
Figure 4 is page 1 of the schematics for the completed adaptive filter, and consists of the
circuitry for the voltage controlled biquadratic filter. Circuit analysis in this section will
result in the filter's transfer function.
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Let us begin analyzing the circuitry of Figure 4 at the top of the page. The analog multi-
plier MKI and its nearby resistors are configured such that IKP1 = (VKI . PI) ,Amps.(2.5V· Ik,Q)
Multiplier MK2 and its resistors are configured such that IKP2 = (\~~~ 'l:ci) . The invert-
ing input of operational amplifier APO is held at zero Volts, thus IX = 1:,Q' The three cur-
rents are summed such that 10 = IX + IKP1 + IKP2 . By the op-amp action of APO then, the
voltage at node PO is PO = - (10 . 1k,Q) or:
PO = -X VK1· P1_ VK2· P2
+ 2.5V 10V (Equation 13)
Operational amplifier AlA, with its feedback capacitor and resistors, forms an integrator
A
PI 0)0 I.
such that PO = -8"' where 0)0 = 5.11k,Q. O.Oll!F "" 21t . 3kHz. A2A also forms an mtegrator
A A A2
P2 0)0 0)0 0)0
with - = -- So we have PI = -- . PO and P2 = 2"' PO. Inserting these into the
PI s s s
(
A A 2)
. . VK10)0 VK2O)o
expreSSIon for PO and solvIng for PO we get PO 1 + 2.5V8" + lOV 7" = -X.
The state nodes of the biquadratic filter (the three op-amp output nodes, PO, PI and P2)
may now be expressed in terms of the input signal X as:
PO
=X
2
S
B (s)
A
PI O)oS
X = B(s)
A 2
P2 0)0
X--B(s)
2 VK1 A VK2 A 2
Where, B (s) = s + 2.5VO)oS + lOVO)o
11
(Equation 14)
Next, the circuit of multipliers MG[2:0] and op-amp AY are set up so that IG2 = I~~~'I ~~ ,
IG 1 = VG 1. PI, and IGO = VGO· PO , Amps (because of the virtual ground at the invert-
2.5V·lkQ IOV·lkQ
ing input to AY). These currents sum to IY and the output voltage is Y = -IY· lOkQ. So,
Y = - VGO . PO + 4 . VG 1 . PI - VG2 . P2 , and:
Y VGO . / + 4 . VG 1 . mo .s+ VG2 . m:
X - 2 4 K A 1 VK2 ' 2
s + 10 . VI· roo . s + 10 . . roo
(Equation 15)
Equation 15 is the transfer function of the voltage controlled biquad filter of Figure 4.
VG[O:2] are the numerator control voltages to be developed by the adapter circuits. And
VK[ 1:2] are the denominator control voltages to be developed by the denominator biquad.
2.3 Numerator Adaptation Circuit for VCBQ
The partial derivatives of Equation 15 with respect to the numerator control voltages are:
a s2
aVGOY(s) = X(s) B(s) =-PO
a 4mos
aVGl Y(s) = X(s) B(s) =4Pl
,2a roo
aVG2Y(s) = X(s) B(s) =-P2
(Equation 16)
Plugging these values into Equation 9, we may solve for the control voltages VG[O:2].
VGO (t) = -2JlJe (1:) PO (1:) d't
o
VGl(t) = 8JlJe(1:)Pl(1:)d1:
o
VG2(t) = -2JlJe (1:) P2 (1:)d1:
o
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(Equation 17)
(Equation 18)
(Equation 19)
The numerator adapter circuits each have the following block diagram.
Figure 5: Numerator Adapter Block Diagram
e(t)
VGi(t)
Figure 6 is page 2 of the schematics for the completed adaptive filter, and consists of the
circuitry for the numerator control voltage adapters. Circuit analysis in this section will
confirm that the numerator control voltages update as in Equations 17 - 19. In the upper
left hand corner, op amp AE is configured as a differential amplifier with a gain of one-
half, input signals Y and D, and output signal E/2. D is the desired response signal. The
output of AE is E/2 = D~ Y, one-half the error.
One of the adapter circuits on this page will be analyzed and the general results applied to
the other two adapters. Analog multiplier MPO multiplies PO by E/2. The resulting current
through R27 (and trimming pot R28) is el~~: :gk~ ,Amps, where e(t) is twice the value
of E/2(t). (The trimming pot tweaks the output current to 250J.lAmps when e(t) =POet) =
10 Volts.) R29 and R30 form a current divider such that the current through R29 is scaled
by 0.0175. This current goes through the integrating capacitor C21 of op-amp AGO to gen-
erate the control voltage VGO.
t
0.0175 JVGO (t) = lOV. 40k,Q. 2.2J.lF· e ('t) . PO ('t) d't
o
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(Equation 20)
~TG[O:2] are test points, from which VG[O:2] may be
manually 'pushed'. A positive voltage on the test
~
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......
.j>.
pin will drive the control voltage lower, and vice versa.
Comparing Equation 20 to the desired adapter transfer function
VGO (t) = 2J.lfe ('t) PO ('t) d't , we get
o
(Equation 21)
The other two adapter circuits on this page work the same way, except that the current
divider for VG 1 scales the current out of multiplier MPI by 0.071. The adapter for VG2 is
identical to the adapter for VGO. So, the time domain equations for the numerator control
voltages turn out to be: '
VGO (t) = 2J.lfe ('t) PO ('t) d't
o
VGl (t) = 8J.lje ('t) PI ('t)d't
o
VG2 (t) =-2J.lfe ('t) P2 ('t) d't
o
(Equation 22)
The update-gain value of 11100 was chosen for both numerator and denominator control
voltages. This value makes the adaptation process to take place at a human-observable
rate, and proved invaluable while debugging the finished prototype filter. But as a conse-
quence the filter tended to permanently settle into local minima as will be reported later.
2.4 Denominator Filter Block Diagram and Analysis
As stated in the introduction, a copy of the voltage controlled biquad is required for
denominator control voltage adaptation for either the Equation Error Formulation or the
Output Error Formulation. Only the band-pass and low-pass nodes of this filter are used.
Figure 7 is a block diagram of the denominator filter.
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Figure 7: Denominator Filter Block Diagram
Kl
d
Ql
2
, '
K2
2.5 Denominator Filter Schematics and Analysis
Figure 8 is page 3 of the schematics, and comprises the denominator biquadratic filter. It is
a copy of the numerator filter. The transfer functions for Q[1:2] are:
A
Q1 = OM
D B(s)
A 2
Q2 (00
15 - -B(s)
2 VK1 A VK2 A 2
Where, B (s) =s + 2.5V(OoS + IOV(Oo
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(Equation 23)
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2.6 Denominator Adaptation Circuit for VCBQ
Taking the partial derivatives of Equation 15 with respect to VKl we get
a A (s) roo s ~ s h' .
aVKl Y(s) = -X(s) B (s) 2.5B (s) = -Y(s) OA<O°B (s) . T e Equation Error FormulatIOn sub-
stitutes D(s) for Yes) in the preceding expression. Making this substitution for both the
required partial derivatives we get:
a o:>os
aVKI Y(s) = -OAD(s) B(s) =-OAQI
2a roo
aVK2 Y(s) = -O.lD(s) B(s) =O.IQ2
The continuous time formulas for denominator control voltages are then:
VKl (t) = -O.8vJe ('t) Ql ('t) d't
o
VK2 (t) = O.2vJe ('t) Q2 ('t) d't
o
(Equation 24)
(Equation 25)
To keep the poles of H(s) from adapting into the right half-plane, we need to make sure
VK[l :2] never become negative. A simple way to do this was to pass the integrator output
through a precision half-wave rectifier. This is shown in the block diagram for the denom-
inator adapter circuits. Figure 10 is the complete schematic page.
Figure 9: Denominator Adapter Block Diagram
e(t)
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Multipliers MQl and MQ2 put out 250llAmps for both inputs at 10 Volts, as in the
denominator adapters. The current dividers scale by 0.007 (for VKl) and by 0.0018 (for
VK2). The resulting time domain equations are:
VK1 (t) = -0.8v .fe (or) . Q1 (or) dor
o
VK2 (t) = 0.2v .fe (or) . Q2 (or) dor
o
1
v = 100
3.0 PROTOTYPE CONSTRUCTION
(Equation 26)
I constructed a prototype of the adaptive filter using the Wainwright SOLDER-MOUNT®
system. The substrate in this system is a tinned, copper-clad, epoxy resin ground plane.
The solder-mounts are pieces of epoxy PCB material, with etched and tinned patterns
matched to various package dimensions. The bottom side of these pieces has an adhesive
coating for attaching to the ground planes. Solder-mount pieces are available for 8-pin and
l4-pin dual in-line packages for op-amps and analog multipliers respectively. For passive
components, solder-mount pieces are cut to fit as needed. There is also adhesive mylar
tape with tinned copper foil on the top side, used as a low impedance power supply bus.
After attaching solder-mount pieces to the ground plane and soldering components in
place, power and signal wires are routed and soldered in place. All ground pins are easily
connected directly to the ground plane, resulting in a low-impedance current return. Low
noise and ease of use are other advantages of this system.
Using the graphics feature of this word processor, I drew a scaled layout for the circuitry.
This was done by first drawing a few basic shapes, then combining them into subcircuits
such as an op-amp along with its de-coupling capacitors, resistors, etc. These subcircuit
layouts were then positioned onto the ground-plane layout. The layout was optimized for
compactness, with short signal routing secondary - I didn't want to use more than two
20
ground planes. To minimize conducted interference coupling in through power supplies,
each power supply pin was individually routed to its power bus. I worked from the sche-
matics and the layout drawing, building a subcircuit then testing and tweaking it before
moving on to the next.
The layout drawings appear below as Figures 11 and 12. The power supplies enter at the
upper left-hand comers and the buses go across the top. (Further power supply routing is
not shown.) The input and output pads are labeled X, Y, D, and E/2, and the major nodes
such as P[O:2] and Q[O:2] are marked. Figure 11 is the layout for the two biquads and the
differential amplifier. Figure 12 is the layout for the coefficient adapting circuits. The lay-
outs were drawn before the op-amps were selected and show resistors from the non-invert-
ing inputs to ground. These resistors don't appear in the final schematics because of the
final choice of op-amps. (Op-27s and their twins in dual packages, AD708s, don't have
bipolar inputs and thus don't require matching of source resistances.)
The numerator filter was built and tested separately as a voltage controlled biquad. Analog
multipliers MKI and MGl require trimming resistors to achieve devisors other than lOY.
These multiplier circuits were tweaked separately as built. When completed the numerator
filter was set up and tested as a low-pass, band-pass, and high-pass filter across its operat-
ing frequency range.
Next, the denominator filter was built up and tested. To improve matching, corresponding
integrator op-amps of the numerator and denominator filters are from dual op-amp pack-
ages (AD708s). In the schematics they are labeled AD708A in for the numerator and
AD708B for the denominator circuits respectively. Power supplies and bypassing are
labeled AD708P and appear on the denominator circuit page. The denominator circuit was
tested for matching to the numerator filter. Driving control voltages of each circuit from
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Figure 11: ADAPTIVE FILTER LAYOUT, BOARD 1.
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Figure 12: Adaptive Filter Layout, Board 2
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the same source, and applying the same signal to each input, the difference in outputs was
displayed on an oscilloscope and found to be less than 1% across the operating frequency
range. The differential amplifier was balanced by tweaking its lk trim resistor.
The coefficient adapter circuits were built next. Full-scale current output from the multi-
pliers was tweaked with a precision multi-meter. The integrator capacitors were hand-
matched to better than 1%. A loose test was done on each adapting circuit, by driving it
with a very low frequency, low amplitude, square wave and judging the time constant of
the output with a stop watch.
The four main sections all performed well and I expected overall good performance when
all interconnections were complete. The two separate ground planes were attached to a
larger section of perforated copper-clad epoxy board, and the interconnecting wires were
soldered in place.
4.0 CHARACTERIZATION AND PERFORMANCE
To characterize the completed prototype circuit, three performance tests were devised.
The first test measured how well the filter follows a single-tone input signal. The second
test measured how well the filter follows a two-tone input signal, with and without DC off-
set. The third and most comprehensive test measured how well the circuit identifies a ref-
erence filter while driven by a random noise signal. The test methods and results follow.
5.1 Simple Tests
The first test was to see if the adaptive filter could match amplitude and follow phase. The
signal input, X and desired response input, D were generated by an HP 3326A 2-Channel
Synthesizer. The X signal was set to 5V peak with its phase taken to be 0 degrees. The D
signal was set to various amplitudes and phases, beginning with 5Vp and 0 degrees. The X
and D inputs, the Y output and E/2 node were monitored on an oscilloscope. All control
voltages were preset to full-scale positive by toggling the negative power supply off, then
24 .
on. These reset values were 13.7V for the numerator control voltages and 12.4V for the
denominator control voltages. (Note the extra diode drop for the denominator control volt-
ages due to the half-wave rectifier.) The Y output signal was initially clipped to the power
supply rails at the input frequency. In about 5 seconds, the filter's gain adapted to the point
where the Y output was sinusoidal. By 15 seconds Y overlaid D to within the width of a
scope trace. Without manipulating the control voltages I then increased the D signal
amplitude from 5Vp to 8Vp and observed Yonce again overlaying D within 4 seconds. At
this point I changed the phase of D by 90 degrees. Keeping its amplitude almost constant,
the phase of Y shifted to overlay D within 10 seconds. I then verified the reverse of this,
changing D back to 0 degrees. It was more interesting to see the results of shifting D by
180 degrees. The Y amplitude first decreased by about two-thirds, while keeping the same
phase. Then the phase shifted while keeping the low amplitude. When the phases almost
..
matched, the amplitude increased. Finally, Yonce again overlaid D. The transient process
took about 25 seconds. These experiments were repeated at other frequencies, amplitudes,
and phases with similar results and times. There was no combination to which the filter
was not able to adapt as long as the D input was greater than about 800mV peak to peak.
The Y output becomes noticeably distorted at this level. (I have no explanation for this
observed behavior.)
./
4.2 Tests Using Reference Filter
I designed and built an additional biquad filter to use in further tests of the adaptive filter.
High performance was not required of this filter, so it was adequate to build it up on a
plug-in prototype board. The configuration I used was a band-pass filter designed for the
following transfer function. Figure 13 is the Bode plot for this transfer function. It matches
well with the Bode plot measured with a network analyzer.
0.75s2+ 36ks + 75MR(s) = S2+ 17.4ks+ 151M
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(Equation 27)
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Figure 13: Reference Filter Bode Plot
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I measured the magnitude of the reference filter with an HP 3577A network analyzer and
found a gain of 1.86 at a center frequency of 1750 Hz. The reference filter, the adaptive fil-
ter, and the signal source were then hooked up as shown in Figure 15.
Figure 14: Test Circuit For Adaptive Filter
~ Reference E/2Filter .. D ~
Adaptive
Filter
Signal
Source .. X Y .............
The signal source is one channel from the synthesizer in this case. Once again the X, D, Y,
and E/2 signals are monitored on an oscilloscope. The mean value of the E/2 signal was
additionally monitored with a digital voltmeter. From this experiment onward, switching
from Equation Error Formulation to Output Error Formulation architecture was done by
rewiring the denominator filter's input from D to Y. Both formulations were checked for
each experiment to detect any strengths or weaknesses.
For this experiment, the signal source was set to 14Vp-p at various frequencies. For each
frequency, the control voltages were first preset, then allowed to adapt. After some time,
the peak-to-peak magnitude of the error signal (2 x E/2) was measured, and compared to
the magnitude of the Y signal. (Also, I did confirm that D - Y measured differentially with
the scope was twice the size of E/2.)
The results of this experiment are summarized in the following table. Note that this exper-
iment does not require reference filter identification. The reference filter is simply used to
generate phase shifts and gains to be followed. No significant difference in error voltage
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was found when the experiment was repeated after re-wiring the filter in the output error
formula configuration.
Table 1: One-Tone Test Results
FREQ,Hz Y, Vp-p ERROR, ERROR/Y,Vp-p PERCENT
970 13.1 0.3 2.3
1750 26.0 0.30 1.1
1900 25.4 0.18 0.7
2000 24.2 0.23 0.9
2100 22.9 0.30 1.3
2250 21.0 0.32 1.5
3170 12.75 0.33 2.6
Dual tone tests were performed by applying two tones from the synthesizer. When the two
tones were lOVp-p at 1750 Hz and lOVp-p at 3170Hz, the error signal was lOVp-p out of
l4.23Vp-p which is about 70% error. This was judged by viewing D-Y differentially on
the scope and comparing it to Y in peak-to-peak Volts. Performance was no better in the
output error configuration. The Bode plot of the adaptive filter's transfer function is calcu-
lated from the measured control voltages and appears below as Figure 15.
Given the four constraints of amplitude and phase for the two tones of the input signal, the
adaptive filter with its 5 degrees of freedom appears to have tried to adapt to the nearest
local minimum. The gains seem to match fairly well, but the error in phase makes the
time-domain error very large. The error although large, is orthogonal to the state signals
used for adaptation, thus the filter is at a local minimum of the error surface. Adding a
third tone would add two more constraints (its amplitude and phase) so I tried adding a DC
offset to the test signal, along with lOVp-p at 1750 and lOVp-p at 3170 Hz.
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Figure 15: Bode Plots from 1\vo-Tone Test:
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It turned out that an added 2.5V DC offset constrained the adaptation to produce much
smaller error. After adaptation the error was down to 3.14 Vp-p out of 14.23 Vp-p. (Recall
that error was lOVp-p with no DC offset applied.) The results are shown graphically
below in Figure 16 for both the equation error and output error configurations. Both did a
much better job adapting into a band-pass filter. The absolute gain and phase are incorrect,
but the improvement is encouraging.
The next question is why didn't it adapt better? The average (i.e. DC) voltages at the w-
outputs of the analog multipliers of the adaptation circuitry may be measured and trans-
lated to a control voltage time derivative in units of mVIs. See the MPO circuitry of Figure
6. The trimming resistor R28 is set to 3.33k plus or minus what is needed to correct for
resistance inaccuracies within the analog multiplier. Assuming R28 to be exactly 3.33k,
we have the following relationships:
d mV
-dVGO = 237 x VWGO't sec
d mV
-dVGl = 944 x VWG l't sec
d mV
-dVG2 = 237 x VWG2't sec
d mV
-dVKl = 96 x VWKJ>t sec
d mV
-dVK2 = 24 x VWK2't sec
(Equation 28)
Ten volts measured at V_WGO would indicate adaptation was taking place at 2.37 Volts
per second for instance. At the time the control voltages were recorded, the measured mul-
tiplier output voltages were -2.9, 3.2, -8.3, -48.8, -55.6 mV (DC) for the equation error
adaptive filter. Multiplying these as in Equation 28 results in adaptation rates of -0.7,3.0, -
2.0, -4.7, and -1.33 mV per second. The filter had settled and was slowly varying about its
settled state. Although the average multiplier voltages were in the low mV range, their
peak-to-peak voltages were about half a volt. The large peak-to-peak product with a very
small average level indicates that the error signal is nearly orthogonal to the signals from
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Figure 16: Bode Plots from 1\vo-Tones Plus DC Test
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each of the biquad nodes P[O:2], Q[l :2]. The orthogonality implies that a minimum has
been found, and the adaptation algorithm can do no better. Now if a larger update-gain
coefficient had been chosen, it is quite possible that fluctuations of the filter's state would
kick the adapters out of such a false optimum and into a deeper minimum.
4.3 Test Using Noise Generator as Signal Source.
System identification is an interesting application of adaptive filters. To see if the adaptive
filter could identify the reference filter the test set-up was as in Figure 17. The noise gener-
ator was a Noise-Com model 6107. A 3kHz low pass filter of the Sallen-Key architecture
band limited the noise to within the bandwidth of the adaptive filter. The reference filter
was modified somewhat, for a (measured) center frequency of 1.95 kHz, Q =0.7, and gain
=1.5 at the center frequency. Input level from the low pass filter was about 9Vp-p, judged
by adjusting the trigger level of an oscilloscope until only occasional sweeps were trig-
gered.
Figure 17: Set-up for Noise Based System Identification Test
NOISE ~ Reference ~ D E/2GENERATOR Filter ~ ~
Adaptive
Filter
y. LPF
""
.. X Y~~
To judge how well the filter adapted to match the reference filter, I viewed results in the
frequency and time domains as well as analyzing the resulting control voltages. The
experiment was performed with both the equation error and the output error adaptive filter
configuration. An HP 8568A spectrum analyzer was used to check the signal spectrum out
of the low-pass filter, then capture the spectrum out of the reference filter for comparison
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to the spectrum out of the adaptive filter. A long sweep time and small resolution band-
width were necessary to get a readable display. The small adaptive update gains (11100)
allowed the filter to adapt slowly enough for the spectrum analyzer display to be consis-
tent with the long sweep time. The reference filter output and adaptive filter output were
also monitored with an oscilloscope set for chop display and normal trigger mode with the
trigger level set so that it was tripped by the random waveform about once per second. The
band-pass filtering of the noise signal made it possible to crudely compare waveforms
between the adaptive and reference filters.
First, here are the results for the equation error filter. Upon initialization the large control
voltages cause very high gain, resulting in severe clipping of the adaptive filter's output.
The filter gain quickly adapted so that the clipping soon stopped. The spectrum analyzer at
this point displayed flat gain from 100Hz to 10kHz at about 3dB less than the reference fil-
ter's spectrum. The zeroes next transformed into a low-Q high-pass configuration, with
the low frequency roll-off matching nicely with that of the reference filter. Up until this
point the denominator coefficients had not moved, but now VKl grew smaller and intro-
duced a peak at about 3kHz while the numerator changed to more of a low-pass setting.
As VK2 reduced, the peak slowly shifted lower until it overlaid the peak of the reference
filter. All five control voltages continued to change until the final spectrum overlapped that
of the reference filter except for about 2dB too much peaking at the center frequency. The
scope traces seemed quite similar in shape as to the larger features of their wave shapes.
Average error after adaptation was about SOmY. RMS error was about O.SY. By scope
measurement, the error waveform was about 4Vp-p.
The output error filter adapted to nearly the same state but its trajectory was quite differ-
ent. It also quickly attenuated its gain to eliminate the output clipping, but then trans-
formed into a high-Q low-pass filter with about 10 dB of peaking. The comer frequency
shifted lower until it reached the reference filter's center frequency. The filter then became
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more of a band-pass and the peaking reduced. It almost settled to the same state as that of
the equation error filter, but its peaking never did reduce far enough. In its final state the
output error filter had a significantly higher Q then that of the equation error filter, but the
error voltages were identical for both filters: 50mVdc, O.8V RMS, and 4Vp-p. By the
scope display, the waveforms from the output error filter did not match those from the ref-
erence filter as well as did the waveforms from the equation error filter. Using the control
voltages to reconstruct the transfer function of the adaptive filters results in the Bode plots
of Figure 18. These plots show much higher peaking than was visible with the spectrum
analyzer.
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Figure 18: Bode Plots for the Noise-Based Test
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5.0 CONCLUSIONS
The analog continuous-time adaptive filter worked successfully as designed and built. In
situations where only the numerator coefficients required adaptation, the circuit adapted
precisely and directly, without wandering away from the settled value. When the denomi-
nator coefficients were required to adapt, however, the system faced problems with set-
tling into local minimum states where the error is orthogonal to the adapting criterion
signal. It met with limited success in system identification.
I can think of at least three variations which may improve performance.
• Increase the update gains ~ and v to help the filter jump out of local minima, at the
expense of more residual fluctuations.
• Use the magnitude of the error signal to control the size of the update gains.
• If the range of expected pole frequencies is known a priori, further limit the range of
denominator control voltages.
Possible applications of this adaptation algorithm and circuit architecture could be for
high frequency or low power situations where analog techniques have advantage over dig-
ital signal processing, if it could be implemented as an integrated circuit rather than a dis-
crete assembly.
As a study vehicle the project was a success, drawing from signal processing, circuit and
system design and analysis, component evaluation and selection, prototype construction,
and testing and measurement techniques. Realizing that the circuit operated better with the
largest possible signals kept me busy re-running experiments right down to the last possi-
ble moment.
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