These results are illustrated with computer simulations of images with signal-dependent noise correlated with binary, phase-only filters and ternary-phase-amplitude filters.
Introduction
It is well known that many optical image-noise sources are signal-dependent in nature. 1 In this paper the implementation of optimal filters designed for images with SDN on spatial light modulators (SLM's) of constrained-modulation capability in an updatable optical correlator is addressed. The two approaches discussed above are again considered, and focus is turned to whether the optimal versions of these filters that can be encoded in the coding domain of the SLM device in the filter plane can be determined. The remainder of this paper is divided into three sections.
In Section 2 the models of film-grain noise and speckle are considered and the optimal complex filters that maximize the correlation-peak SNR are presented.
The technique  ofpreprocessingan  image  with  SDN by the  use of a nonlinear  variancestabilizing  algorithm  and then correlating  it with a  classical  matched  filter is also discussed.  In Section   3, a previously  developed  algorithm  for designing constrained-modulation filters for images with signalindependent noise {SIN) is discussed, and its application to the problem of images with SDN is considered. It is shown that, although the algorithm is readily applicable to the variance-stabilizing approach, it cannot be simply applied to the design of linear constrained-modulation filters for images with SDN. However, two realizable optical systems that allow the straightforward implementation of filters for images with SDN are briefly discussed.
A summary and some conclusions are given in Section 4.
Correlation of Images with Signal-Dependent Noise

A. Image-Noise Models and Optimal Filters
For 
where 0 < p < 1, nl(x) represents a random noise process and K is a constant that we assume is equal to 1.0 from now on without limitation to the analysis. The second term in Eq. ( 1 ) represents the noise that is clearly dependent on the signal strength. Although not necessary, for convenience we assume that nl(x) is white noise.
The powerp is commonly held to bep = 0.5 for film-grain noise, _,_ but we treat it generally for Given a signal s(x) that is centered, the central pixel in the correlation function c(x) is denoted as co and can be written as
(3:_ Because we intend to implement correlations optically, we can also often express co in the Fourier domain as
where R(u) is the Fourier transform of r(x) and H(u) is the Fourier-plane filter, which is, of course, the Fourier transform of h(x). The correlation performance quantity of interest is the SNR of c0, defined as
The expressions for the correlation-peak SNR for both film-grain images and speckle images were derived in Ref. 6. For the case of film-grain noise, we have
where S(u ) is the Fourier transform ofs(x), G(u) is the Fourier transform of sp(x), P,_(u) is the power spectral density ofn_lx), and ® represents the convolution operation.
For images with speckle noise, the SNR result is
The result in Eq. (7) assumes that the speckle noise nsp(x) is spatially uncorrelated.
In the general case, n_p(x) may actually be colored, but the simpler model employed here is sufficient for our purposes of comparing the two approaches.
Both Eqs. (6) and (7) are written in the Fourier domain because, in an optical correlator, we design H(u) to be placed in the Fourier plane of a 4-f system.
In this case we wish to design H(u) to maximize the correlation-peak SNR. However, by inspection of Eqs. (6) and (7), we find that it is impractical to solve for the filter H(u) to maximize those expressions because of the convolution terms in the denominators. 
Assuming thatp = 0.5, we can simplify Eq. (8) to
where b(x} is the silhouette ors(x), i.e.,
1,
For speckle images, the optimal filter is t ,
The filters given in Eqs. (9) and (11) are optimal in the sense that they will maximize the SNR of the central correlation peak for images with film-grain noise and speckle noise, respectively. This implies that all other filter designs will necessarily produce SNR values less than or equal to those of these filters.
Thus the classical matched filter, i.e.,
will also be inferior in this sense.
We note that the filters given in Eqs. (9) and ill)
are not optimized for other correlation metrics such as discrimination.
B. Variance-Stabilizing Method
The second approach to dealing with the correlation of images with SDN is motivated by previous work by researchers working in the field of image processing and restoration. After transformation, the images will have SIN properties, and thus the optimal filter to apply for correlation is the classical matched filter designed for the transformed signal.
As above, let r(x) represent a noisy image with SDN.
For a given x, let the mean value of r(x) be denoted as txr with standard deviation _r. Because the noise is signal dependent, the standard deviation of r(x) is a known function of the mean value, and so we can write 
where we have set the constants in front to 1.0 for convenience.
The prime symbol denotes that this is the matched filter for the transformed signal. For speckle images, the classical filter is
Theoretical results that compare the correlation peak SNR performances for the two approaches to the detection of images with film-grain and speckle SDN have been derived previously. 6 For film-grain images, the variance-stabilization approach always yields a peak SNR value 6 dB higher than that of the optimal linear filter, regardless of the object function. The comparison is object dependent for speckle images, but it has been found that the variancestabilization approach usually is again significantly superior.
For a quantitative comparison, the SNR results for the gray-scale object in Fig. 1 were calculated. the image is preprocessed and then correlated with the matched filter for the transformed object. The last approach is clearly the best for performance in terms of SNR. We note that the optimal linear filters for film-grain noise and speckle indeed produce better SNR's than the classical matched filter for the original object, but the improvements are fairly small for this object.
Constrained Modulation Filters for Images with Signal-Dependent Noise
The filter designs presented in Eqs. (9) and (11) (for the optimal linear filter) and Eqs. (17) and (18) In both studies and with different mathematical approaches, the optimal filters encoded in the domain of the SLM were found to result from first designing the optimal fully complex filter and then taking the Euclidean projection of that optimal complex filter onto the coding domain.
If H+(u) is the optimal complex filter, then the optimal realizable filter is given by with SDN, we obtain in general
where n(x) is now signal independent. For example, for speckle images we have
and for film-grain images we have
using the image models of Eqs. (1) and (2). Assuming in general that n(x) in Eq. (20) is colored noise, the optimal Fourier plane filter to apply is of course the classical matched filter,
S'(u)
where S '(u) is the Fourier transform ofs'(x) and Pn(U) is the noise power spectral density. Regarding Eqs.
(20) and (23), it is clear that these are the same conditions of additive, SIN that were assumed in the earlier studies of constrained-modulation filter design. Thus the same design approach of Euclidean projection will also be optimal here to maximize the peak SNR.
The necessary design steps are as follows:
(1) Transform the object s(x) to produce s'(x) according to the proper transformation rule.
Calculate the optimal complex filter to maximize the SNR as in Eq. (23).
(3) Calculate the optimal constrained-modulation filter according to the minimum Euclidean distance rule as in Eq. (20).
Of course this same basic algorithm also applies for a generalized metric including SNR, or an optimal trade-off between the SNR and another performance criterion. Now we consider the first approach. We have already found the optimal filter functions in the space domain for maximizing SNR when correlating directly with the images with SDN, e.g., hrg(X) and hsp(x).
Thus we obviously also know the optimal complex frequency-domain filters simply by Fourier transforming the space-domain filters.
The question is then whether we can apply the minimum Euclidean distance principle to this filter to obtain the optimal constrained-modulation filter. First recall the expressions for SNR expressed in the frequency domain as given by Eqs. (6) and (7), for film-grain noise and speckle noise, respectively. These expressions are rewritten as discrete summations for convenience as
.=_ S(u)H*(u) 2 
Summary
We have studied the design of optical correlation filters for application to images corrupted with SDN. In particular, the design of filters for implementation on constrained-modulation SLM's in an optical correlator system was addressed.
As examples, SDN was analyzed as modeled by film-grain noise and speckle noise and two different approaches for their treatment in the correlation process were studied. The minimum Euclidean distance design rule, which was previously developed by other researchers for general correlation metrics that assumed additive, signalindependent image noise, was reviewed. We found that we can apply the same mapping algorithm to those complex filters designed with the second approach, in which the image is nonlinearly transformed to have SIN. This is because the conditions are then the same as those assumed during the derivation of the minimum Euclidean distance rule.
However, we found that we cannot simply apply that mapping rule to the complex optimal linear filters (approach 1) that maximize SNR when correlating directly with the images with SDN. Qualitatively, this is because the mean square error of the correlation peak contains a convolution involving the Fourierplane filter, and minimizing the mean square error cannot be accomplished by simple projection of the optimal complex filter onto the coding domain. We are not able to determine the optimal realizable Fourier-plane filter in this situation, but are able to say only that the design rule that works for images with SIN does not produce optimal filters for images with SDN. The conclusion is that the nonlinear transformation preprocessing step must be applied to images with SDN that are to be correlated in an optical system with currently available SLM's, at least if peak SNR is part of the measured correlation metric.
Only in this way can one design a filter that is known to be optimal for the defined metric. Two examples of BPOF and TPAF designs that confirmed this point were presented.
Finally, we noted that it is possible to implement the filters optimally for images with SDN (approach 1) in a constrained optical system if the filter is encoded in the spatial domain, such as in a JTC or an acousto-optic correlator.
In that case we can indeed apply the minimum Euclidean distance rule to the design of spatial-domain filters that maximize SNR or OTOF's that balance the SNR with another correlation metric, such as optical efficiency. However, even in this case the nonlinear image transformation approach will probably provide superior performance and should be carefully considered.
This work was supported by the National Aeronautics and Space Administration Office of Advanced
Concepts
and Technology under RTOP 233-02-05-06. The author thanks Philippe Rdfr6gier for helpful conversations.
