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We consider continuous self-maps of compact metric spaces, and for each point of the
space we define the notion of eulerian entropy by considering the exponential growth
rate of complexity in the initial chunks of the orbit of the point. We show that eulerian
entropy is constant on a residual subset for transitive dynamical systems. For elements in
the shift dynamical systemwe define an equivalent notion named non-repetitive subword
complexity, and show that for a large class of mixing subshifts of finite type, the set of
points forwhich the non-repetitive subword complexity is equal to the topological entropy
is residual. If f is either a transitive interval map or an infinite transitive subshift of finite
type, we establish that there is t ∈ N such that the eulerian entropy of f t is a positive
constant that is attained on a residual set of points.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
We introduce a pointwise notion of complexity called eulerian entropy – that is a conjugacy invariant – for compact
dynamical systems and make a preliminary study, especially for subshifts and interval maps. We hope that this notion
will be of interest to researchers working on topics related to subword complexity, and on the concept of entropy from a
quantitative perspective.
As a single number quantifying the complexity of a dynamical system, entropy has served successfully over the years;
see the survey [7]. Often, for particularly nice class of systems, the entropy can be related to the exponential growth rate of
various types of combinatorial sequences associated to the system. For transitive subshifts of finite type, it is well known
that the entropy is just the exponential growth rate of the number of periodic points of period n (Theorem 4.3.6 of [10]).
For piecewise monotone interval maps, entropy is given by the exponential growth rate of both the following sequences:
the number of ‘monotonic pieces’ of the nth iterate of the map (Proposition 8.18 of [2]), and also the number of different
permutations of length n possible (with respect to the linear order of the interval) for finite chunks of orbits [1]. When for-
mulated suitably, the recurrence rate of most of the points coincides with the entropy for many systems; see [15,4,9,19,17].
In the setting of symbolic dynamics, entropy is the exponential growth rate of subword complexity, but other notions of
complexity such as the Lempel–Ziv complexity, Kolmogorov complexity, Hausdorff dimension (appropriately defined in the
symbolic setting), etc. may also lead to entropy; for example, see [21,18] for the precise statements. Recently, the notion of
abelian complexity has been considered in [16], and it was shown that abelian complexity togetherwith subword complexity
characterizes Thue–Morse sequences.
Alternate notions of complexity may be helpful in
(i) calculating the entropy of the system through different means, and
(ii) getting a better understanding of the system, for instance in classification problems.
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To motivate our definition of eulerian entropy, let us first recall Bowen’s definition of topological entropy. Consider a
dynamical system (X, f ), where X is a compact metric space with an admissible metric d and f : X → X is a continuous
map. For n ∈ N and ϵ > 0, a subset S ⊂ X is said to be an (n, ϵ)-separated set of f if for any two distinct a, b ∈ S, there is
j ∈ {0, 1, . . . , n− 1} such that d(f j(a), f j(b)) > ϵ. Let α(f , n, ϵ) denote the maximum cardinality of an (n, ϵ)-separated set
of f — this number is finite since X is compact. The topological entropy h(f ) of f is defined as
h(f ) = lim
ϵ→0

lim sup
n→∞
logα(f , n, ϵ)
n

. (1)
Convention. In the expression above and in the rest of the paper, log is considered with base e.
Now imagine that (X, f ) is a transitive dynamical system and let x ∈ X be a pointwith dense f -orbit. If S = {a1, . . . , ak} ⊂
X is an (n, ϵ)-separated set of f , then we can choose nj ∈ N such that f nj(x) is sufficiently close to aj for 1 ≤ j ≤ k so that
{f nj(x) : 1 ≤ j ≤ k} also becomes an (n, ϵ)-separated set of f . Thus in a transitive dynamical system we can determine
the topological entropy by considering only the (n, ϵ)-separated sets contained in a dense orbit. But note that in the above
approximation, the numbers nj’s can be quite large. The main issue we consider in this article is the following.
Question. If (X, f ) is a dynamical system, is it possible to get some idea about h(f ) by looking only at the initial chunks of
the orbit of some point x ∈ X?
We introduce some new definitions in order to make the question precise. If (X, f ) is a dynamical system, x ∈ X , n ∈ N
and ϵ > 0, let β(f , x, n, ϵ) be the maximum of m ∈ N such that {x, f (x), . . . , f m−1(x)} is an (n, ϵ)-separated set of f . That
is,
β(f , x, n, ϵ) = max{m ∈ N : ∀ 0 ≤ i < j ≤ m− 1, ∃ 0 ≤ k ≤ n− 1 with d(f i+k(x), f j+k(x)) > ϵ}. (2)
We define the eulerian entropy of the point x ∈ X as
hE(f , x) = lim
ϵ→0

lim sup
n→∞
logβ(f , x, n, ϵ)
n

. (3)
Clearly hE(f , x) ≤ h(f ) for every x ∈ X .
Also it may be observed that
hE(f , x) = lim
j→∞

lim sup
n→∞
logβ(f , x, n, ϵj)
n

(4)
for any sequence (ϵj) of positive reals converging to 0.
We define the eulerian entropy of f as
hE(f ) = sup{hE(f , x) : x ∈ X}. (5)
Remark. (i) In the setting of symbolic dynamics, wewill discover a close connection between eulerian entropy of points and
eulerian paths in certain directed graphs. This is the motivation for using the term ‘eulerian entropy’. (ii) If it is necessary to
specify the space X , then we will write h(X, f ) in the place of h(f ) and hE(X, f ) in the place of hE(f ).
Now, we may ask many questions.
Questions. Let (X, f ) be a dynamical system with h(f ) > 0. Under what hypothesis can we say that (i) hE(f , x) > 0 for
some x ∈ X? (ii) hE(f , x) > 0 for a residual set of points x ∈ X?, (iii) hE(f , x) > 0 for all x ∈ X? (iv) hE(f ) = h(f )?
(v) hE(f , x) = h(f ) for some x ∈ X? (vi) hE(f , x) = h(f ) for a residual set of points x ∈ X? (vii) hE(f , x) = h(f ) for all x ∈ X?,
etc.
Let us fix a few definitions before we proceed further. If (X, f ) is a dynamical system and x ∈ X , let O(f , x) =
{x, f (x), f 2(x), . . .} be the (forward) orbit of x, let←−O (f , x) = {y ∈ X : f n(y) = x for some n ≥ 0} be the backward orbit of
x, and letO(f , x) = {y ∈ X : f n(x) = f m(y) for some n,m ∈ N} be the grand orbit of x. Clearly, O(f , x) ∪←−O (f , x) ⊂O(f , x)
but the inclusion can be strict. We say (X, f ) is transitive if for any two nonempty open sets U, V ⊂ X , there is n ∈ N such
that f n(U) ∩ V ≠ ∅; andmixing if for any two nonempty open sets U, V ⊂ X , there is n0 ∈ N such that f n(U) ∩ V ≠ ∅ for
every n ≥ n0. It is known that D(f ) := {x ∈ X : O(f , x) = X} is a dense Gδ subset of X when (X, f ) is transitive.We say (X, f )
is minimal if D(f ) = X . A dynamical system (Y , g) is called a factor of a dynamical system (X, f ) if there is a continuous
surjection φ : X → Y such that φ ◦ f = g ◦ φ. Here, φ is called a factor map. If φ is in addition a homeomorphism, we say
(Y , g) is topologically conjugate to (X, f ).
The paper is organized as follows. We provide some basic properties of eulerian entropy in the next section. It will also
be shown that eulerian entropy is constant on a residual subset for transitive systems. In Section 3, we will introduce the
notion of non-repetitive subword complexity for symbolic sequences andwill show that this is equivalent to eulerian entropy.
Using the technique of de Bruijn graphs, we will show that some of our questions above have positive answers for a large
class of mixing subshifts of finite type. Also we will establish that if f is either an infinite transitive subshift of finite type or
a transitive interval map, then for some power of f , the eulerian entropy is a positive constant that is attained on a residual
subset. In Section 4, we will discuss some counter examples regarding the irregularity in the pointwise behavior of eulerian
entropy.
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2. Basic properties of the eulerian entropy
First we establish that eulerian entropy is conjugacy invariant, and in particular independent of the metric.
Proposition 1. Let (Y , g) be a factor of (X, f )with factormapφ : X → Y , let x ∈ X and y = φ(x) ∈ Y . Then, hE(f , x) ≥ hE(g, y)
and hence hE(f ) ≥ hE(g). Consequently, hE(f ) = hE(g) if the systems (X, f ) and (Y , g) are topologically conjugate.
Proof. If (ϵj) is a decreasing sequence of positive reals converging to 0, then by the uniform continuity of φ there is a
decreasing sequence (δj) of positive reals converging to 0 such that dX (a, b) ≤ δj implies dY (φ(a), φ(b)) ≤ ϵj for every
a, b ∈ X and every j ∈ N. Hence β(f , x, n, δj) ≥ β(g, y, n, ϵj) for every j, n ∈ N. This implies hE(f , x) ≥ hE(g, y). 
The next two results give one-way inequalities.
Proposition 2. For i = 1, 2, let (Xi, fi) be dynamical systems and let xi ∈ Xi. Let X = X1×X2, f = f1× f2 and x = (x1, x2). Then
we have hE(f , x) ≥ max{hE(f1, x1), hE(f2, x2)}.
Proof. Let di be ametric on Xi, and on X we consider themetric d given as d((x1, x2), (y1, y2)) = max{d1(x1, y1), d2(x2, y2)}.
Then, clearly β(f , x, n, ϵ) ≥ max{β(f1, x2, n, ϵ), β(f2, x2, n, ϵ)} for any n ∈ N and ϵ > 0, and this gives the result. 
Remark: It is not possible to give an upper bound to hE(f , x) in terms of hE(f1, x1) and hE(f2, x2); see Corollary 6 in the last
section.
Proposition 3. Let (X, f ) be a dynamical system, x ∈ X and t ∈ N. Then, hE(f t , x) ≥ t hE(f , x). Consequently, hE(f t) ≥ t hE(f ).
Proof. Let 0 < r < hE(f , x). It suffices to show hE(f t , x) ≥ rt . Since hE(f , x) > r , there is a decreasing sequence (ϵm) of
positive reals converging to 0 such that the set Γm := {n ∈ N : β(f , x, n, ϵm) ≥ enr} is infinite for each m ∈ N. Let (δm)
be a decreasing sequence of positive reals converging to 0 such that d(a, b) ≤ δm implies d(f i(a), f i(b)) ≤ ϵm for every
i ∈ {0, 1, . . . , t},m ∈ N, and a, b ∈ X .
Fix m ∈ N, n ∈ Γm, and consider 0 ≤ i < j < β(f , x, n, ϵm)/t . Then, 0 ≤ it < jt < β(f , x, n, ϵm) so that there
is 0 ≤ k ≤ n − 1 with d(f it+k(x), f jt+k(x)) > ϵm. Write k = k′t + k′′ and n = n′t + n′′, where 0 ≤ k′′ ≤ t − 1
and 0 ≤ n′′ ≤ t − 1. Then, 0 ≤ k′ ≤ n′ and d(f it+k′t(x), f jt+k′t(x)) > δm by the choice of δm. This shows that
β(f t , x, n′ + 1, δm) ≥ β(f , x, n, ϵm)/t ≥ enr/t and hence
logβ(f t , x, n′ + 1, δm)
n′ + 1 ≥
nr − log t
n′ + 1 (6)
for every n ∈ Γm. Since Γm is infinite, we deduce now that lim supn→∞ logβ(f
t ,x,n,δm)
n ≥ rt for each m ∈ N, and therefore
hE(f t , x) ≥ rt . Thus hE(f t , x) ≥ t hE(f , x). 
Remark. A little surprisingly, the other inequality ‘hE(f t , x) ≤ t hE(f , x)’ is false. Later, in Corollary 5, we will show that it is
possible to have hE(f , x) = 0 and hE(f t , x) > 0 simultaneously for t ≥ 2.
Below, it will be proved that the eulerian entropy defines a Borel map on the phase space X . This will help us to establish
that the eulerian entropy is ‘almost constant’ for semi-open transitive systems and ergodic systems.
Proposition 4. Consider a dynamical system (X, f ).
(i) If n,m ∈ N and ϵ > 0 are fixed, then the set {x ∈ X : β(f , x, n, ϵ) ≥ m} is open in X.
(ii) For any real number r ≥ 0, the set {x ∈ X : hE(f , x) > r} is a Gδσ subset of X. Hence hE(f , ·) : X → [0,∞] is a Borel map.
(iii) β(f , x, n, ϵ)− 1 ≤ β(f , f (x), n, ϵ) ≤ β(f , x, n+ 1, ϵ) for every x ∈ X, n ∈ N and ϵ > 0.
(iv) hE(f , f (x)) = hE(f , x) for every x ∈ X.
Proof. (i) Let x ∈ X be such that β(f , x, n, ϵ) ≥ m. We may find ϵ′ > 0 such that for every 0 ≤ i < j ≤ m − 1, there
is 0 ≤ k ≤ n − 1 such that d(f i+k(x), f j+k(x)) > ϵ + 2ϵ′. Now, using the uniform continuity of f and its powers, choose
δ > 0 such that d(a, b) < δ implies d(f i(a), f i(b)) < ϵ′ for 0 ≤ i ≤ m+ n. Then by triangle inequality, it may be seen that
β(f , y, n, ϵ) ≥ m for every y ∈ B(x, δ).
(ii) Note that {x ∈ X : hE(f , x) > r} =∞k0=1∞k=k0∞n0=1∞n=n0{x ∈ X : β(f , n, x, 1/k) > ern} and use part (i).
Statement (iii) is direct from the definition, and (iv) is a consequence of (iii). 
See [20] for basic notions of measure theoretic dynamics.
Proposition 5. Let (X, f ) be a dynamical system and let g : X → X be a continuous map commuting with f (i.e., f ◦ g = g ◦ f ).
Then,
(i) hE(f , x) ≥ hE(f , g(x)) for every x ∈ X (so if g is in addition a homeomorphism, then hE(f , x) = hE(f , g(x)) for every x ∈ X).
(ii) If µ is an ergodic Borel probability measure for g, then hE(f , ·) is constant µ-almost everywhere on X.
(iii) If g is transitive and semi-open (i.e., int[g(U)] ≠ ∅ for every nonempty open set U ⊂ X), then hE(f , ·) is constant on a
residual subset of X.
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Proof. (i) To see hE(f , x) ≥ hE(f , g(x)), imitate the proof of Proposition 1. If g is in addition a homeomorphism, then to
get the required equality observe that g−1 also commutes with f .
(ii) By Proposition 4, hE(f , ·) is a Borelmap on X (hencemeasurable). Nowby part (i) above and the ergodicity of g , it follows
that hE(f , ·) is constant µ-almost everywhere on X (see Theorem 1.6 and the Remark immediately after it in [20]).
(iii) This is a topological analogue of part (ii). A zero-one law of Glasner and King [6] says that if g is a transitive
homeomorphism, then any Borel set Y ⊂ X satisfying g(Y ) ⊂ Y must be either residual or of first category in X .
This result remains true if g is only a transitive semi-open map, see [12] for a proof (semi-openness is needed in
[12] to say that the pre-image of a first category set is also of first category). Part (i) above together with the Borel
nature of hE(f , ·) implies that for any r ∈ [0,∞], the set Yr := {x ∈ X : hE(f , x) ≤ r} is Borel and g-invariant. Let
c = inf{r ∈ [0,∞] : Yr is residual}. Assume first c ∈ (0,∞). Let sn < c < rn be such that limn→∞ sn = c = limn→∞ rn.
Then Ysn is of first category by the zero-one law, and Yrn is residual. Hence hE(f , ·) ≡ c on the residual subset[∞n=1 Yrn ] \ [∞n=1 Ysn ] of X .
The remaining cases are proved similarly in the following way. If c = 0, then hE(f , ·) ≡ 0 on the residual subset∞n=1 Yrn .
If c = ∞, then hE(f , ·) ≡ ∞ on the residual subset X \ [∞n=1 Ysn ]. 
Remark. If g = f , then the constant coming up in statements (ii) and (iii) of Proposition 5may have some connection to the
(measure-theoretic or topological) entropy of f , at least for certain classes of dynamical systems. Partial positive statements
are proved later in Theorems 4 and 5. However, we do not have complete information about this issue.
There is a class of dynamical systems to which Proposition 5 is readily applicable. Let A be a finite set with at least two
elements and let σ : AZ → AZ be the shift map. The map σ is a mixing homeomorphism and it has many ergodic Borel
probability measures including the uniform Bernoulli measure on AZ. A continuous map f : AZ → AZ commuting with the
shift map is called a cellular automata (see [8] for more details). Applying Proposition 5 with g = σ , we get the following.
Corollary 1. Let f : AZ → AZ be a cellular automata and let µ be an ergodic Borel probability measure for the shift map
σ : AZ → AZ. Then,
(i) hE(f , ·) is constant µ-almost everywhere on AZ.
(ii) hE(f , ·) is constant on a residual subset of AZ.
Even if a transitive map is not semi-open, we can show that the eulerian entropy is constant on a residual subset (see
Corollary 3 below). But this requires some extra work. The main tool needed is the following.
Theorem 1. Let (X, f ) be a dynamical system, and let y ∈ X be such that the grand orbit O(f , y) = {z ∈ X : f n(y) =
f m(z) for some n,m ∈ N} is dense in X. Then {x ∈ X : hE(f t , x) ≥ hE(f t , y)} is residual in X for each t ∈ N.
Proof. Fix t ∈ N and choose a sequence (δk) of positive reals converging to 0 such that d(a, b) ≤ δk implies d(f i(a), f i(b)) ≤
1/k for 0 ≤ i ≤ t .
Write g = f t for convenience. If hE(g, y) = 0, then there is nothing to prove. So assume hE(g, y) > 0. We will show that
for any r with 0 < r < hE(g, y), the set Gr := {x ∈ X : hE(g, x) ≥ r} is residual in X . If this is done, let G = r Gr , where
the intersection is taken over all r ∈ Qwith 0 < r < hE(g, y). Then, G is residual in X , and it is clear that hE(g, x) ≥ hE(g, y)
for every x ∈ G. So now consider a real number r with 0 < r < hE(g, y). We have to show Gr is residual in X . Choose
s ∈ R with 0 < r < s < hE(g, y). Since hE(g, y) > s, there exists k0 ∈ N with the property that for each k ≥ k0, we have
β(g, y, n, 1/k) ≥ ens for infinitely many n ∈ N.
For k, n ∈ N, let A(k, n) = {x ∈ X : β(g, x, n, δk) ≥ ern}. By Proposition 4(i), each A(k, n) is open. Hence
A := ∞k=k0∞m=1∞n=m A(k, n) is a Gδ in X . Since A ⊂ Gr , it is enough to show A is dense in X . In view of Baire category
theorem, we just have to prove that
∞
n=m A(k, n) is dense in X for each k ≥ k0 and m ∈ N. For this, we will show thatO(f , y) ⊂∞n=m A(k, n). Fix k ≥ k0 andm ∈ N, and consider z ∈O(f , y).
There are i1, i2 ∈ N such that f i1(y) = f i2(z), and then f i1+l(y) = f i2+l(z) for every integer l ≥ 0. So we may assume that
there are p, q ∈ N and 0 ≤ j < t such that gp(y) = gq(f j(z)). Since r < s, we have ens ≥ e(n+q)r + p for all large n ∈ N.
Choose n ≥ m such that
β(g, y, n, 1/k) ≥ ens ≥ e(n+q)r + p. (7)
Applying Proposition 4(iii) to g , we have
β(g, f j(z), n+ q, 1/k) ≥ β(g, gq(f j(z)), n, 1/k) = β(g, gp(y), n, 1/k) ≥ β(g, y, n, 1/k)− p. (8)
Moreover, the choice of δk gives that
β(g, z, n+ q, δk) ≥ β(g, f j(z), n+ q, 1/k). (9)
Thus β(g, z, n+ q, δk) ≥ e(n+q)r and so z ∈ A(k, n+ q), completing the proof. 
Corollary 2. Let (X, f ) be a dynamical system such that O(f , y) is either finite or dense in X for each y ∈ X. Then the set
{x ∈ X : hE(f t , x) = hE(f t)} is residual in X for each t ∈ N.
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Proof. Fix t ∈ N and write g = f t . We may suppose hE(g) > 0. Let (yn) be a sequence in X such that hE(g, yn) > 0 and
limn→∞ hE(g, yn) = hE(g). EvidentlyO(f , yn) (and henceO(g, yn)) cannot be a finite set since hE(g, yn) > 0. Therefore,O(f , yn)must be dense in X for every n ∈ N by hypothesis. Let Yn = {x ∈ X : hE(g, x) ≥ hE(g, yn)}. Each Yn is residual in X
by Theorem 1. Setting Y =∞n=1 Yn, we see that Y is residual in X and hE(g, x) = hE(g) for every x ∈ Y . 
Corollary 2 applies to the following four classes of dynamical systems:
(i) Minimal systems (where all forward orbits are dense).
(ii) One-sided transitive subshift of finite type (where every point has a dense backward orbit).
(iii) Continuous transitive maps f : [0, 1] → [0, 1] (where all but finitely many points have dense backward orbits and all
the finitely many (possibly empty) exceptional points have finite grand orbits (see Section 5 in chapter 6 of [2])).
(iv) Non-minimal transitive dynamical systems (X, f ) with positive entropy where every x ∈ X \ D(f ) is a periodic point
(such systems exist by [5]).
Corollary 3. Let (X, f ) be a transitive dynamical system, t ∈ N and define h∗E,t(f ) = sup{hE(f t , y) : y ∈ D(f )}. Then the set
{x ∈ X : hE(f t , x) = h∗E,t(f )} is residual in X.
Proof. Fix t ∈ N. Let (yn) be a sequence in D(f ) such that (hE(f t , yn)) → h∗E,t(f ), and let Yn = {x ∈ D(f ) : hE(f t , x) ≥
hE(f t , yn)}. Then Yn is residual in X by Theorem 1 and the residuality of D(f ). Setting Y =∞n=1 Yn, we see that Y is residual
in X and hE(f t , x) = h∗E,t(f ) for every x ∈ Y . 
We add some more questions to our list.
Questions. If (X, f ) is a transitive dynamical systemwith h(f ) > 0 or hE(f ) > 0, and t ∈ N, can we say that (i) h∗E,t(f ) > 0?
(ii) h∗E,t(f ) = hE(f t)? (iii) h∗E,t(f ) = h(f t)?
Remark. By Corollary 2, for every t ∈ Nwe have that h∗E,t(f ) = hE(f t) for the four classes of dynamical systems mentioned
immediately after Corollary 2.
3. Non-repetitive subword complexity
In this section, we will establish that for a large class ofmixing subshifts of finite type, some of our questions have positive
answers. A weaker version of this result will be extended to all infinite transitive subshifts of finite type and all transitive
interval maps. In the course of our discussion, we will introduce a combinatorial notion named non-repetitive subword
complexity, which may be of interest in its own right. We refer the reader to [10] for details about the dynamical systems
called subshifts; the essential points needed for us are sketched below.
Let p ≥ 2 be an integer and A = {1, . . . , p}. We say A is an alphabet and elements of A are called letters. Any
w ∈ An = {1, . . . , p}n will be called a word of length n over the alphabet A and we denote the length of a word w by
the symbol |w|. The k-fold concatenation of a word w is denoted as wk. The collection of all nonempty words over A is
A+ := ∞n=1 An. Let Σp = {(xn)∞n=0 : xn ∈ {1, . . . , p} for every n ≥ 0}. With respect to the product topology, this space Σp
has the structure of a Cantor space. An admissiblemetric d onΣp is described as follows. If x = (xn) and y = (yn) are distinct
elements ofΣp, then d(x, y) = 2−n, where n ≥ 0 is the minimum such that xn ≠ yn.
The (one-sided) shift map σ : Σp → Σp is defined as (x0, x1, x2, . . .) → (x1, x2, x3, . . .). Then σ is a continuous
surjection and the dynamical system (Σp, σ ) is called the one-sided full shift on p symbols. It is known (see [10]) that
(Σp, σ ) is mixing and h(σ ) = log p. If X ⊂ Σp is a non-empty σ -invariant closed set, then the dynamical system (X, σ |X )
(or denoted simply as (X, σ )) is called a subshift. If (X, σ ) is a subshift over the alphabet A, then its language L(X) is the
collection of all words appearing in some x ∈ X . We sayw ∈ L(X) is a periodic word for (X, σ ) ifwn ∈ L(X) for every n ∈ N,
or equivalently ifw∞ := www · · · ∈ X . Let Ln(X) = {w ∈ L(X) : |w| = n} and Pn(X) = {w ∈ Ln(X) : w is a periodic word}.
If F ⊂ A+ is a finite set, then we denote by XF the collection of all x ∈ Σp such that no word in F appears in x. Then (XF , σ )
is a subshift, and it is called a subshift of finite type. Moreover, the words in F are called forbidden words for (XF , σ ). Note
that if F = ∅, then XF = Σp. Given a subshift (XF , σ ) of finite type, after a conjugacy (where we may have to change the
alphabet) we may assume that F ⊂ A2, and so this will be assumed for the rest of this article. Now, we may represent XF
by a directed graph G(F) where the vertex set is the alphabet A and there is an edge from vertex a to vertex b iff ab /∈ F
(equivalently, we can represent XF by the adjacency matrix of this directed graph).
A directed graph G is said to be strongly connected or irreducible if for any two vertices u, v, there is a path from u to
v; and G is eulerian if it is strongly connected and has a eulerian cycle, i.e., a cycle in which every edge of the graph appears
exactly once.
It is known (see [10]) that (i) (XF , σ ) is transitive iff the directed graph G(F) is irreducible, and (ii) h(XF , σ ) = log λ,
where λ is the largest eigenvalue of the adjacency matrix of G(F).
We now give a simpler expression for the eulerian entropy of elements x ∈ Σp through combinatorial means. For this
purpose we introduce a new notion called non-repetitive subword complexity. If x ∈ Σp and 0 ≤ i ≤ j, then let x[i,j] denote
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the word xixi+1 · · · xj of length j − i + 1. For x ∈ Σp and n ∈ N, we now count the maximum number of distinct words of
length n appearing in the beginning of xwithout repetition. That is, let
π(x, n) = max{m ∈ N : x[i,i+n−1] ≠ x[j,j+n−1] for every 0 ≤ i < j ≤ m− 1}. (10)
The non-repetitive subword complexity hN(x) of an element x ∈ Σp is defined as
hN(x) = lim sup
n→∞
logπ(x, n)
n
. (11)
We have π(x, n) − 1 ≤ π(σ(x), n) ≤ π(x, n + 1) and hence hN(σ (x)) = hN(x). This similarity to the statement in
Proposition 4 is not surprising since we have the following.
Theorem 2. hE(σ , x) = hN(x) for every x ∈ Σp.
Proof. Let d be the metric on Σp described above, and consider x ∈ Σp. For any n ∈ N and 0 ≤ i < j < π(x, n),
we have [σ i(x)][0,n−1] ≠ [σ j(x)][0,n−1]. Hence there is k ∈ {0, 1, . . . , n − 1} such that [σ i+k(x)]0 ≠ [σ j+k(x)]0 and
therefore d(σ i+k(x), σ j+k(x)) ≥ 1. This shows that for any ϵ ∈ (0, 1) and n ∈ N, we have β(σ , x, n, ϵ) ≥ π(x, n). Hence
hE(σ , x) ≥ hN(x).
To prove the converse, consider n, t ∈ N and 0 ≤ i < j < β(σ , x, n, 2−t). There is k ∈ {0, 1, . . . , n − 1} such that
d(σ i+k(x), σ j+k(x)) > 2−t . Hence [σ i+k(x)][0,t] ≠ [σ j+k(x)][0,t] and therefore x[i, i+n+t−1] ≠ x[j, j+n+t−1]. This shows that
π(x, n+ t) ≥ β(σ , x, n, 2−t) for every n, t ∈ N. Now it is not difficult to deduce that hN(x) ≥ hE(σ , x). 
Our immediate goal is to show that for a large class of mixing subshifts of finite type, there is a residual set of points
where the eulerian entropy coincides with the topological entropy. Let u, v, w be words with w = uv. Then u is called a
prefix of w and v is called a suffix of w. Consider (XF , σ ), a subshift of finite type with the set of forbidden words F ⊂ A2.
For each integer n > 1, we associate a directed graph Gn(XF ) to XF using the periodic words as follows.• The vertex set of Gn(XF ) is {u ∈ An−1 : u is a prefix or suffix of somew ∈ Pn(XF )}.• For vertices u, v of Gn(XF ), there is an edge from u to v in Gn(XF ) iff there is w ∈ Pn(XF ) such that u is a prefix of w and v is a
suffix ofw (i.e.,w = ub = av for some a, b ∈ A).
We call Gn(XF ) the nth de Bruijn graph of XF . In general Gn(XF ) need not be irreducible. For example if XF ⊂ Σ3 is given
by the condition that L2(XF ) = {1, 2, 3}2 \ F = {11, 12, 23, 31} (so the representing graph is just a cycle 1 → 2 → 3 → 1
together with a loop at 1), then it is easy to check that (XF , σ ) is mixing, and Gn(XF ) fails to be irreducible for all large n (∵
as 1n−12 is not a periodic word, the only out-going edge from the vertex 1n−1 is to 1n−1 itself in Gn(XF ), and so there is no
path from 1n−1 to 31n−2 in Gn(XF )).
Theorem 3. Let (XF , σ ) be a mixing subshift of finite type. If the nth de Bruijn graph Gn(XF ) is irreducible for all large n ∈ N, then
there is x ∈ XF such that hN(x) = h(XF , σ ).
Proof. Let A = {1, . . . , p} be the alphabet over which XF is defined and let G(F) be the directed graph with vertex set A
representing XF . Since (XF , σ ) is mixing, there is m0 ∈ N such that for every a, b ∈ A and every m ≥ m0, there is a path of
lengthm from a to b in G(F). Then in particular Pm(XF ) ≠ ∅ for everym ≥ m0.
Let n0 > m0 be such that the nth de Bruijn graph Gn(XF ) is irreducible for every n ≥ n0. We make the following
observation taken from [14]: if u ∈ An−1 is a vertex of Gn(XF ) and a ∈ A, then ua ∈ Pn(XF ) iff au ∈ Pn(XF ), and therefore for
each vertex in Gn(XF ), the in-degree is same as the out-degree; consequently (by irreducibility) Gn(XF ) is eulerian for every
n ≥ n0.
Since (XF , σ ) is a mixing subshift of finite type, by Theorem 4.3.6 of [10] we also know that
h(XF , σ ) = lim sup
n→∞
log |Pn(XF )|
n
. (12)
Write λ = h(XF , σ ). We will now construct a special sequence (w(k)) of words in L(XF ) inductively. Let n1 > n0
be such that
log |Pn1 (XF )|
n1
> λ − 1 and let w(1) ∈ L(XF ) be a word corresponding to a eulerian cycle in Gn1(XF ). Then
|w(1)| = |Pn1(XF )| + n1 − 1 and each v ∈ Pn1(XF ) appears in w(1) as a subword exactly once (following the standard
terminology – see [14] for example – we may call w(1) a de Bruijn word or a de Bruijn sequence for the collection Pn1(XF ) of
words, with the only difference that we writew(1) as an ordinary word rather than as a cyclic word).
Let k > 1, and assume we have chosenw(1), . . . , w(k− 1). Let nk > |w(k− 1)| +m0 be such that log |Pnk (XF )|nk > λ− 1/k,
and let w(k) ∈ L(XF ) be a word of length |Pn1(XF )| + nk − 1 corresponding to a eulerian cycle in Gnk(XF ), that is, each
v ∈ Pnk(XF ) appears inw(k) as a subword exactly once. By the choice of nk andm0, there is v ∈ Pnk(XF ) such thatw(k− 1)
is a prefix of v. Since w(k) corresponds to a eulerian cycle, we may also assume that v is a prefix of w(k), and therefore
w(k− 1) is a prefix ofw(k). Note also that nk > |w(k− 1)| ≥ nk−1.
The sequence (w(k)) of words in L(XF ) obtained by the above construction has the properties that limk→∞ |w(k)| = ∞,
andw(k− 1) is a prefix ofw(k) for every k > 1. Hence there is a unique x ∈ XF such that the starting word of length |w(k)|
of x isw(k). Moreover, we have π(x, nk) ≥ |Pnk(XF )| for every k ∈ N by the choice ofw(k). Therefore,
hN(x) ≥ lim sup
k→∞
log |Pnk(XF )|
nk
≥ lim sup
k→∞
(λ− 1/k) = λ = h(XF , σ ). (13)
Since the other inequality hN(x) ≤ h(XF , σ ) is always true, we conclude that hN(x) = h(XF , σ ). 
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Evidently (Σp, σ ) satisfies the hypothesis of Theorem3. There aremany othermixing subshifts of finite type (for example,
the golden mean subshift) to which Theorem 3 is applicable. This is clarified by the following observation (where we have
stated part (i) separately only because of its importance).
Corollary 4. (i) There is x ∈ Σp such that hN(x) = log p.
(ii) Let (XF , σ ) be a mixing subshift of finite type over an alphabet A with F ⊂ A2. If there is a ∈ A such that {ab, ba} ⊂ L2(XF )
for every b ∈ A, then Gn(XF ) is irreducible for all large n ∈ N, and consequently, there is x ∈ XF such that hN(x) = h(XF , σ ).
Proof. (i) This is clear since (Σp, σ ) satisfies the hypothesis of Theorem 3 and since h(Σp, σ ) = log p.
(ii) Since (XF , σ ) is mixing, there is n0 ∈ N such that Pn(XF ) ≠ ∅ for every n ≥ n0 (see the proof of Theorem 3). Let n > n0
and consider two vertices u, v ∈ An−1 of Gn(XF ). The hypothesis about the letter a implies that any subword of length n
of uanv belongs to Pn(XF ). Hence there is a path from u to v in Gn(XF ), and so Gn(XF ) is irreducible for every n > n0. 
Theorem 4. Let (XF , σ ) be a mixing subshift of finite type such that the nth de Bruijn graph Gn(XF ) is irreducible for all large
n ∈ N, and let t ∈ N. Then, h∗E,t(XF , σ ) = hE(XF , σ t) = h(XF , σ t), and the set {x ∈ XF : hE(σ t , x) = h(XF , σ t)} is residual in XF .
Proof. By Theorems 2 and 3, there is y ∈ XF such that hE(σ , y) = h(XF , σ ). Using Proposition 3 together with the power
law of topological entropy, we obtain that t h(XF , σ ) = t hE(σ , y) ≤ hE(σ t , y) ≤ h(XF , σ t) = t h(XF , σ ) and hence
hE(σ t , y) = h(XF , σ t). Since every element in a mixing (in fact, transitive) subshift of finite type has a dense backward
orbit, the result now follows by Corollaries 2 and 3. 
Remark 1. Let u(1), u(2), . . . be the listing of all the nonempty words over {1, 2} in the natural order. That is, u(1) = 1,
u(2) = 2, u(3) = 11, u(4) = 12, u(5) = 21, u(6) = 22, u(7) = 111, and so on. Let v(n) = 1n2 , and let
x = u(1)v(1)u(2)v(2) · · · ∈ Σ2. Then x ∈ D(σ ). Since |u(j)| ≤ j, we have that |u(1)v(1) · · · u(n − 1)v(n − 1)u(n)| ≤
(
n
j=1 j)+(
n−1
j=1 j2) ≤ n2+n3. Since any two subwords of length n of v(n) are the same, we conclude thatπ(x, n) ≤ n2+n3
for all large n ∈ N, and so hN(x) = 0. This shows that if we consider (Σp, σ ), then D(σ ) is not contained in the residual set
mentioned in Theorem 4.
Remark 2. What we have proved for one-sided shifts can be transferred to the corresponding two-sided shifts. Let (XF , σ )
be a one-sided mixing subshift of finite type satisfying the hypothesis of Theorem 4, let (XF ,σ) be the corresponding two
sided mixing subshift of finite type, and let φ : XF → XF be the natural factor map given as (xn)n∈Z → (xn)∞n=0. Also
fix t ∈ N. Since h∗E,t(XF , σ ) = h(XF , σ t), there is x ∈ D(σ ) such that hE(σ t , x) = h(XF , σ t). Considerx ∈ φ−1(x). Thenx ∈ D(σ), and hE(σ t ,x) = h(XF ,σ t) (since h(XF , σ t) = h(XF ,σ t) and since the eulerian entropy does not decrease
by going up via a factor map). Now by Theorem 1 we conclude that h∗E,t(XF ,σ) = hE(XF ,σ t) = h(XF ,σ t), and the set
{y ∈ XF : hE(σ t ,y) = h(XF ,σ t)} is residual in XF .
For transitive subshifts of finite type and transitive interval maps, we could not prove a conclusion as strong as that in
Theorem 4. But we still have something positive.
Theorem 5. Let (X, f ) be either an infinite transitive subshift of finite type or a transitive dynamical system on [0, 1]. Then there
exists t ∈ N such that
(i) h∗E,t(f ) = hE(f t) > 0.
(ii) The set {x ∈ X : hE(f t , x) = hE(f t)} is residual in X.
Proof. We claim that there are t ∈ N and λ > 0 such that {x ∈ X : hE(f t , x) ≥ λ} is residual in X . If this claim is proved,
then the result follows by Corollaries 2 and 3.
Case 1. (X, f ) is an infinite transitive subshift of finite type. Then it is not difficult to check (see Theorem 4.1.6 of [11] for
instance) there is t ∈ N such that (Σ2, σ ) is a factor of (X, f t). Hence there is y ∈ X such that λ := hE(f t , y) > 0. Since←−O (f , y) is dense in X , we get that {x ∈ X : hE(f t , x) ≥ λ} is residual in X by Theorem 1.
Case 2. f : [0, 1] → [0, 1] is a continuous transitivemap. Then h(f ) > 0 (see Propositions 6.52 and 8.34 of [2]), and therefore
there is t ∈ N such that (Σ2, σ ) is topologically conjugate to a subsystem of ([0, 1], f t) by [13]. Hence there is y ∈ [0, 1]
such that λ := hE(f t , y) > 0. As mentioned earlier, since f is a transitive interval map,O(f , x) is either finite or dense
in [0, 1] for each x ∈ [0, 1]. Also,O(f , y) cannot be finite since hE(f t , y) > 0. ThusO(f , y) is dense in [0, 1]. Therefore,
{x ∈ [0, 1] : hE(f t , x) ≥ λ} is residual in [0, 1] by Theorem 1. 
4. Some examples
The purpose of this section is to point out that the eulerian entropy can exhibit strange behavior at the pointwise level.
For the eulerian entropy, it is tempting to think that the power law hE(f t , x) = t hE(f , x) (where t ∈ N) may be true.
The inequality hE(f t , x) ≥ t hE(f , x) was established in Proposition 3. But we will see below that the reverse inequality
hE(f t , x) ≤ t hE(f , x) is false. It will be shown that one can have hE(f , x) = 0 < hE(f t , x) for t ≥ 2.
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Proposition 6. Let t ≥ 2. Then there is a continuous injective map φ : Σp → Σp such that
(i) hE(σ t , φ(x)) ≥ hE(σ , x) for every x ∈ Σp.
(ii) hE(σ , φ(x)) = 0 for every x ∈ Σp.
Proof. We give the proof for t = 2. It will be clear how tomodify the construction to suit the general case. So assume t = 2.
In this case, the map φ : Σp → Σp will have the form
φ(x) = x0y0x1y1x2y2x3y3 · · ·
where y = (yn) ∈ Σp is an element chosen depending on x. This form of φ guarantees that φ is injective and hE(σ 2, φ(x)) ≥
hE(σ , x) (we leave the proof to the reader). Our main job now is to choose y for a given x in such a way that φ becomes
continuous and hE(σ , φ(x)) = 0 holds. Write
φ(x) = x0 ∗ x1∗  
u(1)
x2 ∗ x3 ∗ x4∗  
u(2)
x5 ∗ x6 ∗ x7 ∗ x8∗  
u(3)
x9 ∗ x10 ∗ x11 ∗ x12 ∗ x13∗  
u(4)
· · · .
Here,we have to fill the positions denoted by ∗ suitably. Andwehave divided the image into blocks u(n)with |u(n)| = 2n+2
for the convenience of filling the positions.
In all u(n)’s we fill the last position by x0. For filling the remaining positions, we consider two cases: whether n is even or
odd. If n is even, say n = 2k, and u(n) = xi∗xi+1∗· · · xi+2kx0, thenwe fill the first k vacant positions by xi+k+1, . . . , x2k and the
next k vacant positions by xi, . . . , xi+k−1 in that order. Then u(n) takes the form u(n) = v(n)xi+kv(n)x0, where |v(n)| = n. If
n > 1 is odd, say n = 2k+ 1, and u(n) = xi ∗ xi+1 ∗ · · · xi+2k+1x0, then we fill the first k vacant positions by xi+k+1, . . . , x2k
and the next k+ 1 vacant positions by xi, . . . , xi+k in that order. Then u(n) takes the form u(n) = v(n)v(n)xi+2k+1x0, where
|v(n)| = n. Finally we fill u(1) as u(1) = x0x0x1x0. Thus,
φ(x) = x0x0x1x0  
u(1)
x2x4x3x2x4x0  
u(2)
x5x7x6x5x7x6x8x0  
u(3)
x9x12x10x13x11x9x12x10x13x0  
u(4)
· · · .
This completes the definition of φ. Then φ is clearly continuous. Since a word of length n appears at least twice in u(n), we
have π(φ(x), n) ≤nj=1 |u(j)| =nj=1(2j+ 2) = n(n+ 1)+ 2n = n2 + 3n.
Hence hE(σ , φ(x)) = hN(φ(x)) = lim supn→∞ logπ(φ(x),n)n = 0. 
Corollary 5. Let p, t ≥ 2. Then there is z ∈ Σp such that hE(σ , z) = 0 and hE(σ t , z) ≥ log p > 0.
Proof. Let x ∈ Σp be with hE(σ , x) = log p, let φ be as in Proposition 6, and put z = φ(x). 
The next example concerns product systems.
Proposition 7. For i = 1, 2, let (Xi, fi) be dynamical systems and let xi ∈ Xi. If x2 is a periodic point for f2 with period t (i.e.,
f t2 (x2) = x2 and f j2(x2) ≠ x2 for 0 < j < t), then hE(f t1 , x1) = t hE(f1 × f2, (x1, x2)).
Proof. Write X = X1× X2, f = f1× f2 and x = (x1, x2). Let di denote the metric on Xi and let d = max{d1, d2} be the metric
on X . Without loss of generality wemay assume that X2 = {f j2(x2) : 0 ≤ j < t} and themetric d2 on X2 is the discrete metric.
Since f t = f t1 × IX2 (where IX2 is the identity map on X2), we get that hE(f t1 , x1) = hE(f t , x) ≥ t hE(f , x) by Proposition 3. It
remains to show hE(f t1 , x1) ≤ t hE(f , x).
If t = 1, then we are done by Proposition 2. So assume t > 1. Let (δk) be a sequence of reals in (0, 1) converging to 0
such that d(a, b) ≤ δk implies d(f s(a), f s(b)) ≤ 1/k for 0 ≤ s ≤ t and a, b ∈ X . Write g = f t1 and let r be a real number with
0 < r < hE(g, x1). It is enough to show that hE(f , x) ≥ r/t . Since hE(g, x1) > r , there exists k0 ∈ N so that for every k ≥ k0
the set Γk := {n ∈ N : β(g, x1, n, 1/k) > ern} is infinite.
Fix k ≥ k0, n ∈ Γk, and let m = β(g, x1, n, 1/k). Now consider 0 ≤ i < j < (m − 1)t . If the second coordinates of f i(x)
and f j(x) are distinct, then d(f i(x), f j(x)) ≥ 1 > δk. If the second coordinates of f i(x) and f j(x) are the same, then t divides
j − i. So there are natural numbers p < q and 0 < s ≤ t such that i = pt − s and j = qt − s. Then 0 < p < q < m and
therefore there is 0 ≤ l < n such that d1(gp+l(x1), gq+l(x1)) > 1/k. Note that (p+ l)t = i+ lt + s and (q+ l)t = j+ lt + s.
Therefore d(f i+lt+s(x), f j+lt+s(x)) > 1/k, and so d(f i+lt(x), f j+lt(x)) > δk by the choice of δk. Since 0 ≤ lt ≤ (n−1)t ≤ nt−1
andm > ern, we conclude that
β(f , x, nt, δk) > (ern − 1)t. (14)
Since this holds for every k ≥ k0 and every n ∈ Γk, we deduce that hE(f , x) ≥ r/t . 
Corollary 6. Let p ≥ 2. Then there are elements x, y ∈ Σp such that hE(σ , x) = 0 = hE(σ , y) but hE(σ × σ , (x, y)) ≥
(log p)/2 > 0.
Proof. By Corollary 5, there is x ∈ Σp such that hE(σ , x) = 0 and hE(σ 2, x) ≥ log p. Let y ∈ Σp be a periodic point for σ
with period 2. Clearly hE(σ , y) = 0. By Proposition 7, we have hE(σ × σ , (x, y)) = hE(σ 2, x)/2 ≥ (log p)/2 > 0. 
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Remark. We do not know whether the pathologies expressed at the pointwise level by Corollary 5 and Corollary 6 can
happen also at the global level. That is, we do not know whether there are systems satisfying hE(f ) = 0 < hE(f t) and
hE(f1) = hE(f2) = 0 < hE(f1 × f2). Note that if at all there exist (X, f ) and t ≥ 2 such that hE(f ) = 0 < hE(f t), then we will
also have hE(f ) = 0 < h(f ) since h(f ) = h(f t)/t ≥ hE(f t)/t .
Nowwe come to our final example. Askingwhether there is a dynamical system (X, f ) such that hE(f , x) < h(f ) for every
x ∈ X is relevant only within the class of transitive systems. Without the assumption of transitivity, we can create counter
examples in the following way.
Proposition 8. Let X be the Cantor space. For each λ ∈ (0,∞], there is a homeomorphism f : X → X such that hE(f , x) < λ =
h(f ) for every x ∈ X.
Proof. Let 0 < λn < λ be such that limn→∞ λn = λ. By [3], there is a homeomorphism fn : Xn → Xn on a Cantor space
Xn such that h(fn) = λn. Let X be the sequential sum of the Xn’s. We explain this simple construction. Let η be a symbol that
does not belong to any of the Xn’s. Form the disjoint union X = {η} ∪ X1 ∪ X2 ∪ · · ·. Topologize X by the following two
conditions. (i) Each Xn is clopen in X and the subspace topology on Xn is the original topology on Xn. (ii) For each k ∈ N,
{η} ∪ (∞n=k Xn) is a basic neighborhood of η. It may be seen that X becomes a Cantor space with the resulting topology.
Define f : X → X as f (η) = η and f |Xn = fn. Then f is a homeomorphism with h(f ) = supn∈N h(fn) = λ. Moreover,
hE(f , η) = 0 and hE(f , x) ≤ h(fn) = λn < λ for x ∈ Xn. 
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