Doubled Aspects of Vaisman Algebroid and Gauge Symmetry in Double Field
  Theory by Mori, Haruka et al.
January, 2019
Doubled Aspects of Vaisman Algebroid and
Gauge Symmetry in Double Field Theory
Haruka Moria, Shin Sasakib and Kenta Shiozawac
Department of Physics, Kitasato University
Sagamihara 252-0373, Japan
Abstract
The metric algebroid proposed by Vaisman (the Vaisman algebroid) governs the gauge
symmetry algebra generated by the C-bracket in double field theory (DFT). We show
that the Vaisman algebroid is obtained by an analogue of the Drinfel’d double of Lie
algebroids. Based on a geometric realization of doubled space-time as a para-Hermitian
manifold, we examine exterior algebras and a para-Dolbeault cohomology on DFT and
discuss the structure of the Drinfel’d double behind the DFT gauge symmetry. Similar
to the Courant algebroid in the generalized geometry, Lagrangian subbundles (L, L˜) in a
para-Hermitian manifold play Dirac-like structures in the Vaisman algebroid. We find that
an algebraic origin of the strong constraint in DFT is traced back to the compatibility
condition needed for (L, L˜) be a Lie bialgebroid. The analysis provides a foundation
toward the “coquecigrue problem” for the gauge symmetry in DFT.
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1 Introduction
String theory is a candidate of consistent quantum gravity. A large amount of efforts has been
devoted to study string theory and physicists and mathematicians revealed that the theory
exhibits rich mathematical structures of symmetries. Among other things, dualities, which
relate various different theories for the same physical phenomena, play important roles to
unravel the overall picture of the theories. For example, when one considers strings propagating
in a compact space-time, the strings can wrap around non-trivial cycles. The energy spectrum
is determined by the quantized momentum along the compactified direction (the Kaluza-Klein
(KK) modes n ∈ Z) and the number of windings for the string (the winding modes w ∈ Z).
The Hamiltonian H is totally invariant under the exchange of n and w (and the radii of the
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compactified directions): H(n,w)↔ H(w, n). This invariance is generalized to that byO(D,D)
when the compact space is TD and the symmetry is called T-duality. T-duality relates several
consistent string theories and therefore it is important to study its physical and mathematical
properties in order to understand the whole structures of string theories.
Double field theory (DFT) [1] is an effective theory of strings where T-duality is realized
manifestly. DFT is a gravity theory whose dynamical fields are the generalized dilation and
the generalized metric. They are the O(D,D) tensor fields defined in the doubled space-time
M of dimension 2D. The doubled space-time is characterized by the coordinate xM = (xµ, x˜µ)
where xµ is the Fourier dual of the KK momentum while x˜µ is the dual of the winding momen-
tum. Since the physical degrees of freedom is doubled by construction, one needs to impose
a constraint (called the strong constraint) to the O(D,D) tensor fields to obtain a physical
gravity theory in the ordinary D-dimensional space-time. Along with the O(D,D) T-duality
symmetry, the theory involves a gauge symmetry that originates from the diffeomorphism and
the U(1) gauge symmetry of the NSNS B-field. A mathematical structure of the gauge sym-
metry in DFT has been studied in [2, 3] and it is found that the algebra associated with the
symmetry is governed by the so-called C-bracket (see [4] for earlier related works):
[Ξ1,Ξ2]C = [X1, X2]L + Lξ1X2 − Lξ2X1 −
1
2
d (ιX2ξ1 − ιX1ξ2)
+ [ξ1, ξ2]L˜ + LX1ξ2 − LX2ξ1 −
1
2
d˜(ι˜ξ2X1 − ι˜ξ1X2), (1.1)
where Ξi = Ξ
M
i ∂M (i = 1, 2) are vector fields on the doubled space-time and Xi = X
µ
i ∂µ, ξi =
ξi,µ∂˜
µ are the components of Ξi = Xi + ξi corresponding to the decomposition x
M = (xµ, x˜µ).
The precise definition of each term is found in Appendix B. Among various properties of the C-
bracket, the most notable one is that it does not satisfy the Jacobi identity. Therefore the gauge
symmetry of DFT must not be prescribed by a Lie group. The C-bracket (1.1) looks quite similar
to the Courant bracket which has been appeared in the Hitchin’s generalized geometry [5].
Although, they share various properties, there is a crucial difference between them. The C-
bracket is defined on a doubled space-time while the Courant bracket in generalized geometry
is defined on a non-doubled (conventional) space-time. The latter appears only after one solves
the strong constraint in DFT. The strong constraint is a sufficient condition that makes DFT
be a physical theory. Mathematics of algebra based on the Courant bracket is well-established
(see for example [6]).
Mathematical structures of the symmetry algebra based on the C-bracket have been studied
in several contexts [7–9]. Recently, the para-Hermitian structure of the doubled space-time has
appeared to be a basic mathematical framework of the geometry behind DFT [10–12]. Among
other things, a mathematical ground of algebroid structures in the para-Hermitian manifold
is discussed [13]. Remarkably, based on a tangent bundle on a para-Hermitian manifold, an
algebra defined by the C-bracket is proposed in [14]. The author of [14] call this the metric
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algebroid (we call this Vaisman algebroid after his name). The bracket of the Vaisman algebroid
satisfies parts of defining axioms of the Courant algebroid but some of them are not satisfied.
The Vaisman algebroid is re-discovered as the (pre-)DFT algebroid in the study of geometric
structures in DFT [15].
On the physical side, there are doubled structures as a whole in DFT. On the other hand,
there is an independent notion of “double” in mathematics. For example, the idea of the
Drinfel’d double of Lie bialgebras has been established in [16]. Even more, an analogue of
the Drinfel’d double for Lie bialgebroids was proposed [17]. Notably, some aspects of doubled
structures for the Vaisman algebroid were studied [18]. We are therefore guided to find out
a correspondence between the “doubled” structures in DFT from physics and mathematical
sides. Although, the doubled structure of Courant algebroids based on the Courant bracket,
both from the viewpoints of physics [19] and mathematics [17] has been studied, the relation
between the C-bracket and the Vaisman algebroid needs more investigation.
In this paper, we study doubled aspects of the Vaisman algebroid and discuss the mathe-
matical structure of the gauge symmetry in DFT. We push forward the work in [18] and make
the algebroid structures of the DFT gauge symmetry be more explicit. We also study another
aspect of the prescription from the pre-DFT algebroid to a Courant algebroid in [15] where a
geometric origin of the strong constraint is discussed. We will show that an algebraic origin
of the strong constraint, needed for the closure of the DFT gauge algebra, is traced back to a
compatibility condition of Dirac structures in the Vaisman algebroid. The condition makes the
Vaisman algebroid be a Courant algebroid through the Drinfel’d double of a Lie bialgebroid.
The organization of this paper is as follows. In the next section, we introduce the notions
of the Drinfel’d double and the Manin triple for Lie bialgebras. We also provide definitions of
Lie algebroids, Lie bialgebroids, Courant algebroids and their doubled structures. Dirac struc-
tures as subbundles of Courant algebroids are also discussed. In Section 3, we then introduce
the metric algebroid proposed by Vaisman (the Vaisman algebroid) which is nothing but the
algebraic structure defined by the C-bracket in DFT. We examine an analogue of the Drinfel’d
double for the Vaisman algebroid. We show that there is a natural pair of Lie algebroids (E,E∗)
behind Vaisman algebroids. They are much like the Lie bialgebroid but not by itself. We show
that even though the derivation condition of Lie bialgebroids is not satisfied, a remnant of the
Drinfel’d double survives in the Vaisman algebroid. We also study an analogue of the Manin
triple for the Vaisman algebroid. In Section 4, in the DFT language, we demonstrate that
there is a doubled Lie algebroid structure of the gauge symmetry. After introducing a geo-
metric framework based on the para-Hermitian manifold and the Dirac structures (L, L˜), we
construct an exterior algebra in DFT. We show that a para-Dolbeault cohomology is naturally
defined on the doubled space-time and they make the structure of the double of Lie algebroids
be more apparent. We will explicitly show that the double L⊕ L˜ defines a Vaisman algebroid
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governed by the C-bracket. We also discuss physical aspects of the gauge symmetry based on
these doubled structures. Section 5 is devoted to conclusion and discussions where the “inte-
gration” of the infinitesimal gauge symmetry is briefly discussed. A quick introduction to DFT
is found in Appendix A. Relevant calculus on the C-bracket are found in Appendix B. Detailed
calculations of useful formulae are found in Appendix C.
The notations used in this paper is summarized as follows.
M Manifold
M Doubled space-time (or para-Hermitian manifold)
g Lie algebra
E (L, L˜) Lie algebroid (Lagrangian subspace; Dirac structure)
E∗ Dual space of E
ρ• : • → TM Anchor map
C Courant algebroid
V Vaisman algebroid
[·, ·] Lie bracket on TM
[·, ·]E,L,L˜ Lie bracket on E, L, L˜
[·, ·]S Schouten(-Nijenhuis) bracket
[·, ·]c Courant bracket on C
[·, ·]V Vaisman bracket on V
[·, ·]C C-bracket
〈·, ·〉 Inner product
(·, ·) Bilinear form
2 Drinfel’d double, Manin triple and Courant algebroid
In this section, we give a brief review on the Drinfel’d double of Lie bialgebras, the Manin triple
and related topics. We then generalize these notions to the cases for Lie algebroids, bialgebroids
and their double. We then discuss the relation of these notions and Courant algebroids. The
material presented in this section is nicely summarized, for example, in [20, 21] and references
therein.
2.1 Drinfel’d double of Lie bialgebra and Manin triple
We first introduce the notion of Lie bialgebras. Let (V, [·, ·]) be a Lie algebra over a field K
defined by a vector space V together with a skew-symmetric bilinear bracket (the Lie bracket)
[·, ·] : V × V → V satisfying the Jacobi identity. We denote a Lie algebra by g. Since V is a
vector space, we can define the dual Lie algebra g∗ based on the dual vector space V ∗ equipped
with the dual Lie bracket [·, ·]∗. Since they are dual with each other as a vector space, a natural
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bilinear inner product 〈·, ·〉 between g and g∗ taking value in K is defined. Once a Lie algebra
g is given, we can consider a vector space M of a representation % of g. For x ∈ g and m ∈M ,
we say that x acts on M as %(x) ·m. A Lie algebra element x ∈ g acts on itself by the adjoint
representation ad : x ∈ g 7→ adx ∈ End g by adx(y) = [x, y] for x, y ∈ g. More generally, x ∈ g
acts on any tensor products ⊗pg = g⊗ g⊗ · · · ⊗ g as
%(x) · (y1 ⊗ · · · ⊗ yp) = ad(p)x (y1 ⊗ · · · ⊗ yp)
= adx(y1)⊗ y2 · · · ⊗ yp + y1 ⊗ adx(y2)⊗ · · · ⊗ yp + · · ·
· · ·+ y1 ⊗ · · · ⊗ adx(yp). (2.1)
Therefore the adjoint action satisfies the Leibniz rule. By the same way, x ∈ g acts on a p-th
exterior product of g, ∧pg = g ∧ g ∧ · · · ∧ g, which is naturally defined by the totally anti-
symmetrized tensor products ⊗pg for any positive integers p. The action on it is defined, for
example, as
%(x) · y1 ∧ y2 = [x, y1] ∧ y2 + y1 ∧ [x, y2]. (2.2)
As an analogue of an exterior derivative d in the cotangent bundle over a manifold, we can
define an exterior derivative d : ∧pg∗ → ∧p+1g∗ which satisfies d2 = 0. Similarly, an exterior
derivative d∗ : ∧pg→ ∧p+1g, d2∗ = 0 is also defined in the dual side. Using these, we can further
define the Lie algebra cohomology on g [22].
It is worthwhile to discuss a generalization of the Lie bracket to the one in ∧pg. The skew-
symmetric Schouten-Nijenhuis bracket [·, ·]S : ∧pg×∧qg→ ∧p+q−1g is defined by the following
properties [23]:
(i) [a, b]S = −(−)(p−1)(q−1)[b, a]S.
(ii) [a, b ∧ c]S = [a, b]S ∧ c+ (−)(p−1)qb ∧ [a, c]S.
(iii) (−)(p−1)(r−1)[a, [b, c]S]S + (−)(q−1)(r−1)[b, [c, a]S]S + (−)(r−1)(q−1)[c, [a, b]S]S = 0.
(iv) The bracket of an element ∧pg and an element in ∧0g = K is 0.
Here a ∈ ∧pg, b ∈ ∧qg and c ∈ ∧rg. Indeed, the Schouten-Nijenhuis bracket is a unique
generalization of the Lie bracket that makes ∧pg be a Gerstenhaber algebra.
We next examine an algebraic structure between the Lie algebra g and its dual g∗. Let the
Lie bracket [·, ·] be a bilinear map µ : ∧2g → g. We can then define a co-bracket δ : g → ∧2g
as an adjoint of the dual Lie bracket µ∗ : ∧2g∗ → g∗. The adjoint of a map µ∗, denoted as µ∗∗,
is defined through the inner product 〈·, ·〉 between ∧•g and ∧•g∗ 1 by 〈x, µ∗(ξ)〉 = 〈µ∗∗(x), ξ〉
1In the following, ∧• stands for any powers of the wedge products.
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where x ∈ g and ξ ∈ ∧2g∗. The co-bracket satisfies the co-Jacobi identity. This is equivalent to
say that δ∗ defines the Lie bracket [·, ·]∗ on g∗. Even more, if δ satisfies the 1-cocycle condition:
δ([x, y]) = ad(2)x δ(y)− ad(2)y δ(x), x, y ∈ g, (2.3)
then, the structure (g, µ, δ) is called the Lie bialgebra. Since if (g, µ, δ) is a Lie bialgebra, then
(g∗, δ∗, µ∗) is so too, we use the notation (g, g∗) for the Lie bialgebra defined by g. Given a Lie
bialgebra (g, g∗), we can define a non-degenerate symmetric bilinear form (·, ·) on d = g ⊕ g∗
by
(x, y) = (ξ, η) = 0, (x, ξ) = 〈ξ, x〉, x, y ∈ g, ξ, η ∈ g∗. (2.4)
We then require that there is a skew-symmetric bracket [·, ·]d on d = g ⊕ g∗ under which the
bilinear form is invariant and g, g∗ are subalgebras of d. A natural definition of such kind of
bracket is
[x, y]d = [x, y], [ξ, η]d = [ξ, η]∗, x, y ∈ g, ξ, η ∈ g∗. (2.5)
For the mixing term [x, ξ]d, the invariant condition implies that
(y, [x, ξ]d) = ([y, x]d, ξ) = ([y, x], ξ) = 〈ξ, [y, x]〉 = 〈ξ,−adx(y)〉 = 〈ad∗xξ, y〉 = (y, ad∗xξ). (2.6)
The first equality follows from the definition of the invariance. The second comes from the
fact that g is a subalgebra of d. Here we have defined the co-adjoint ad∗x = −(adx)∗ for x ∈ g.
Similarly, we have (η, [x, ξ]d) = −(η, ad∗ξx). These facts result in the definition:
[x, ξ]d = −ad∗ξx+ ad∗xξ. (2.7)
One can confirm that the bracket [·, ·]d defined by (2.5) and (2.7) satisfies the Jacobi identity
due to the properties of the Lie bialgebra (g, g∗). Therefore (d, [·, ·]d) defines a new Lie algebra.
This is called the Drinfel’d double of a Lie bialgebra (g, g∗) [16]. Since g, g∗ are subalgebras of
d = g⊕g∗ and the scalar product (·, ·) vanishes on g, g∗, they are complementally isotropic with
respect to (·, ·). Let p be a Lie algebra with an invariant, non-degenerate, symmetric bilinear
form (·, ·), and a, b are complementally isotropic Lie subalgebras of p, then the structure (p, a, b)
is called the Manin triple [24]. It is shown that if (p, a, b) is a finite dimensional Manin triple,
then one can make (a, b) be a Lie bialgebra by defining the co-bracket on a by the dual of the
Lie bracket on b.
2.2 Double of Lie bialgebroid and Courant algebroid
We then generalize the above discussion to those for Lie algebroids. A Lie algebroid is a
generalization of a Lie algebra defined over a base manifold M [25]. Let E be a vector bundle
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over M , E
pi−→M . A Lie bracket [·, ·]E : Γ(E)×Γ(E)→ Γ(E) as a skew-symmetric bilinear form
on the section Γ(E) is defined. We demand that the Lie bracket satisfies the Jacobi identity.
A bundle map called the anchor ρ : E → TM is defined such that it satisfies ρ([X, Y ]E) =
[ρ(X), ρ(Y )] where the bracket [·, ·] is a Lie bracket on TM . Here X, Y ∈ Γ(E) are vector
fields. For a function f ∈ C∞(M), we also demand that the Lie bracket [·, ·]E satisfies the
condition [X, fY ]E = (ρ(X) ·f)Y +f [X, Y ]E. Here ρ(X) ·f represents that ρ(X) acts on f as a
differential operator. Then (E, [·, ·]E, ρ) defines a Lie algebroid over M . Given a Lie algebroid,
we can define the dual Lie algebroid (E∗, [·, ·]E∗ , ρ∗) on the same base manifold. Again, there
is a natural inner product 〈·, ·〉 between E and E∗. As a generalization of ordinary calculus
for (multi)vectors and forms in Γ(TM) and Γ(T ∗M), we define exterior algebras in Γ(∧•E)
and Γ(∧•E∗). A natural inner product 〈ξ,X〉 between ∧pE and ∧pE∗ is defined. We then
define a Lie algebroid differential as a map d : Ωp(E) = Γ(∧pE∗)→ Ωp+1(E) where Ωp(E) is a
generalization of p-form on T ∗M . More explicitly, the exterior derivative d is defined through
the action of ξ ∈ Γ(∧pE∗) on vectors Xi ∈ Γ(E) [26]:
dξ(X1, . . . , Xp+1) =
p+1∑
i=1
(−)i+1ρ(Xi) ·
(
ξ(X1, . . . , Xˇi, . . . , Xp+1)
)
+
∑
i<j
(−)i+jξ([Xi, Xj]E, X1, . . . , Xˇi, . . . , Xˇj, . . . , Xp+1), (2.8)
where the notation Xˇi stands for that the term is omitted in the expression. We sometimes
use the notation such as ξ(X) = 〈ξ,X〉 for the natural scalar product between ξ ∈ Ωp(E) and
X ∈ Ωp(E∗).
The exterior derivative, in particular, satisfies the following properties:
d(ξ ∧ η) = dξ ∧ η + (−)|ξ|ξ ∧ dη,
df(X) = ρ(X) · f,
dξ([X, Y ]E) = ρ(X) · (ξ(Y ))− ρ(Y ) · (ξ(X))− ξ([X, Y ]E), (2.9)
where X, Y ∈ Γ(E), ξ, η ∈ Γ(E∗). Similarly, a Lie derivative LX : Γ(∧pE∗) → Γ(∧pE∗) by
X ∈ Γ(E) is defined by
LX(ξ)(Y1, . . . , Yp) = ρ(X) · (ξ(Y1, . . . , Yp))−
p∑
i=1
ξ (Y1, . . . , [X, Yi]E, . . . , Yp) , (2.10)
where Y1, . . . , Yp ∈ Γ(E), ξ ∈ Γ(∧pE∗). The interior product ιX : Γ(∧pE∗) → Γ(∧p−1E∗) by
X ∈ Γ(E) is defined by
ιX(ξ(Y1, . . . , Yp−1)) = ξ(X, Y1, . . . , Yp−1), (2.11)
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where Y1, . . . , Yp−1 ∈ Γ(E), ξ ∈ Γ(∧pE∗). They satisfy the following relations:
L[X,Y ]E = LX · LY − LY · LX ,
ι[X,Y ]E = LX · ιY − ιY · LX ,
LX = d · ιX + ιX · d,
LfX(ξ) = fLX(ξ) + df ∧ ιX(ξ),
LX〈ξ, Y 〉 = 〈LXξ, Y 〉+ 〈ξ,LXY 〉, (2.12)
where X, Y ∈ Γ(E), f ∈ C∞(M), ξ ∈ Γ(∧•E∗).
As we have discussed in the previous subsection, the Lie bracket [·, ·]E can be generalized
to those for multi-vector fields Γ(∧pE). For X ∈ Γ(∧p+1E), Y ∈ Γ(∧q+1E) and f ∈ C∞(M),
the Schouten-Nijenhuis bracket satisfies the following properties:
(i) [X, Y ]S = −(−)pq[Y,X]S.
(ii) [X, f ]S = ρ(X) · f for X ∈ Γ(E).
(iii) For X ∈ Γ(∧p+1E), the bracket [X, ·]S acts on Γ(∧qE) as a degree-p derivation.
Here a derivation D is defined by an operator that satisfies the Leibniz rule D(ab) = Da·b+aDb.
The Schouten-Nijenhuis bracket defines the Lie derivative LX(ξ) = [X, ξ]S for X ∈ Γ(∧•E),
ξ ∈ Γ(∧•E∗). We also define an exterior derivative d∗, the interior product and the Lie derivative
on Γ(∧•E). We note that when the base manifold M consists of a point, then Γ(E) represents
a globally defined vector. In this case, (E, [·, ·]E, ρ = 0) becomes a Lie algebra. We also note
that E = TM , ρ = id, [X, Y ]E = LXY defines a Lie algebroid with a trivial structure.
Once a Lie algebroid is defined, we can define a Lie bialgebroid. This is a generalization
of the Lie bialgebra discussed in the previous subsection. Let (E, [·, ·]E, ρ) be a Lie algebroid
E
pi−→ M and (E∗, [·, ·]E∗ , ρ∗) be its dual. For X, Y ∈ Γ(∧•E) and d∗ : Γ(∧•E) → Γ(∧•+1E), if
the following compatibility condition
d∗[X, Y ]S = [d∗X, Y ]S + [X, d∗Y ]S (2.13)
is satisfied, then (E,E∗) is called a Lie bialgebroid over M . This implies that d∗ acts on the
Schouten-Nijenhuis bracket of Γ(∧•E) as a derivation. Therefore we call (2.13) the derivation
condition. The notion of a Lie bialgebroid was first introduced in [26]. If M is a point and ρ
is trivial, then (E,E∗) becomes a Lie bialgebra and the condition (2.13) becomes the 1-cocycle
condition (2.3).
Now we consider the Drinfel’d double of a Lie bialgebroid (E,E∗). We may expect, from
the discussion on the Lie bialgebra, that a double E ⊕ E∗ possesses a Lie algebroid structure.
However, the result is not the case. Before discussing this issue, we introduce the notion of
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Courant algebroids [17, 27]. Let C pi−→ M be a vector bundle over M . We introduce a non-
degenerate, symmetric bilinear form (·, ·) on the bundle. We also introduce a skew-symmetric
bracket [·, ·]c on Γ(C) 2 and an anchor map ρc : C → TM . An isomorphism β : E → E∗ and a
map D : C∞(M)→ Γ(C) defined by D = 1
2
β−1∗ρcd0, in which d0 is a natural exterior derivative
on T ∗M , such that (Df, e) = 1
2
ρc(e) · f for f ∈ C∞(M), e ∈ Γ(C), are also introduced. A
bracket [·, ·]c that satisfies the following axioms C1-C5 is called the Courant bracket3:
Axiom C1. For any e1, e2, e3 ∈ Γ(C), the Jacobiator of [·, ·]c is given by
[[e1, e2]c, e3]c + c.p. = DT (e1, e2, e3), (2.15)
where T (e1, e2, e3) =
1
3
([e1, e2]c, e3)+c.p. and c.p. is terms obtained by the cyclic permutations.
Axiom C2. For any e1, e2 ∈ Γ(C),
ρc([e1, e2]c) = [ρc(e1), ρc(e2)], (2.16)
where [·, ·] is the Lie bracket on TM .
Axiom C3. For any e1, e2 ∈ Γ(C), f ∈ C∞(M),
[e1, fe2]c = f [e1, e2]c + (ρc(e1) · f)e2 − (e1, e2)Df. (2.17)
Axiom C4. ρc · D = 0, namely, for any f, g ∈ C∞(M), we have
(Df,Dg) = 0. (2.18)
Axiom C5. For any e1, e2, e3 ∈ Γ(C), we have the compatibility between the bilinear form (·, ·)
and the anchor ρc:
ρc(e1) · (e2, e3) = ([e1, e2]c +D(e1, e2), e3) + (e2, [e1, e3]c +D(e1, e3)). (2.19)
Then (C, [·, ·]c, ρc, (·, ·)) defines a Courant algebroid. We note that the first axiom C1 in the
above implies the failure of the Jacobi identity.
Now we discuss the double of a Lie bialgebroid (E,E∗). This notion was first introduced by
Liu, Weinstein and Xu in [17]. Given a Lie bialgebroid (E,E∗), they considered the following
doubled structure on C = E ⊕ E∗:
2 There is a definition of Courant algebroids based on a non-skew-symmetric bracket for which the Jacobi
identity holds. We here employ the definition based on a skew-symmetric bracket.
3 We note that the original Courant bracket on TM ⊕ T ∗M introduced by T. Courant is defined by
[X1 + ξ1, X2 + ξ2]c = [X1, X2] + (LX1ξ2 − LX2ξ1) +
1
2
d0(ξ1(X2)− ξ2(X1)), (2.14)
for Xi ∈ Γ(TM), ξi ∈ Γ(T ∗M). We call (2.14) the c-bracket. It of course satisfies the axioms defined above.
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(I) For X1, X2 ∈ Γ(E), ξ1, ξ2 ∈ Γ(E∗), a non-degenerate, bilinear forms (·, ·)± are defined by
(X1 + ξ1, X2 + ξ2)± =
1
2
{
〈ξ1, X2〉 ± 〈ξ2, X1〉
}
, (2.20)
where 〈·, ·〉 is a natural inner product between E and E∗
(II) A skew-symmetric bracket [·, ·]c on Γ(C) is defined by
[e1, e2]c = [X1, X2]E + Lξ1X2 − Lξ2X1 − d∗(e1, e2)−
+ [ξ1, ξ2]E∗ + LX1ξ2 − LX2ξ1 + d(e1, e2)−, (2.21)
where ei = Xi + ξi ∈ Γ(C), (i = 1, 2).
(III) An anchor ρc : C → TM is defined by ρc = ρ+ ρ∗. Namely, ρc(X + ξ) = ρ(X) + ρ∗(ξ) for
∀X ∈ Γ(E), ∀ξ ∈ Γ(E∗).
(IV) An exterior derivative D = d + d∗ on C = E ⊕ E∗ is defined.
Given these structures, the authors in [17] showed that (C = E ⊕ E∗, [·, ·]c, ρc, (·, ·)+) becomes
a Courant algebroid satisfying the axioms C1-C5. We again stress that the Jacobiator of the
Courant bracket [·, ·]c does not vanish in general. Therefore a Courant algebroid, obtained by
the double of a Lie bialgebroid, is not a Lie algebroid. This is in contrast to the double of a
Lie bialgebra.
The authors in [17] also showed that if there are complementally isotropic subbundles E,E∗
with respect to the bilinear product (·, ·) in a Courant algebroid C, and if they are closed under
the Courant bracket [·, ·]c, then there is a natural Lie bialgebroid structure on (E,E∗). When
E,E∗ are maximally isotropic, i.e. dimE = dimE∗ = 1
2
dim C, then E,E∗ are called Dirac
structures and they provide therefore a natural generalization, a Lie algebroid analogue, of the
Manin triple (C, E, E∗). Indeed, when M consists of a point, a Courant algebroid becomes a
quadratic Lie algebra, namely, a Lie algebra with the non-degenerate bilinear form (·, ·). This
is just the double of a Lie bialgebra.
The Courant bracket naturally appears in the context of generalized geometry [5] where
the generalized tangent bundle TM = TM ⊕ T ∗M is prepared in order to realize manifest
T-duality. We will comment on the relations of DFT and generalized geometry in Section 4.
3 Doubled aspects of Vaisman algebroid
In this section, we study doubled aspects of Vaisman algebroids. It has been discussed that
the gauge symmetry algebra of DFT, which is governed by the C-bracket, is characterized by
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an algebroid proposed by Vaisman [14, 18]4. In the following, we introduce the notion of the
Vaisman algebroid and discuss its doubled structures.
3.1 Vaisman and Courant algebroids
The definition of the Vaisman algebroid is the following5. Let V pi−→ M be a vector bundle
over a manifold M . We introduce a non-degenerate symmetric bilinear form (·, ·) : Γ(V) ×
Γ(V) → M × C and an anchor ρV : V → TM . A morphism D : C∞(M) → Γ(V) is defined
through (Df, e) = 1
2
ρV(e) · f for e ∈ Γ(V) and f ∈ C∞(M). When a skew-symmetric bracket
[·, ·]V on Γ(V) satisfies the following axioms V1-V2, then a Vaisman algebroid is defined by
(V , [·, ·]V, ρV, (·, ·)):
Axiom V1. [e1, fe2]V = f [e1, e2]V + (ρV(e1) · f)e2 − (e1, e2)Df .
Axiom V2. ρV(e1) · (e2, e3) = ([e1, e2]V +D(e1, e2), e3) + (e2, [e1, e3]V +D(e1, e3)).
Here e1, e2 ∈ Γ(V), f ∈ C∞(M). The above conditions are nothing but the axioms C3 and
C5 for the Courant algebroid. If a Vaisman algebroid further satisfies the axioms C1, C2, C4
in the previous section, it becomes a Courant algebroid. Properties of Vaisman algebroids are
discussed in detail in [14,18]. As its definition stands for, the Vaisman algebroid is a weakened
cousin of the Courant algebroid. It follows therefore that any Courant algebroids are Vaisman
algebroids. The author of [14,18] showed that on a flat para-Hermitian manifold M , when there
are two Lagrangian foliations L = TF , L˜ = T F˜ where TM = L ⊕ L˜, then there is a natural
structure of the Vaisman algebroid on TM whose anchor is trivial ρ = id. It was shown that the
bracket [·, ·]V defined on TM is nothing but the C-bracket discussed in the physics literature.
Indeed, as discussed in [10, 11, 14, 18], a natural geometry underlying the doubled space-time
in DFT is a para-Hermitian manifold. One notices that the C-bracket (1.1) appearing in the
DFT language is quite similar to the Courant bracket (2.21) introduced in Section 2. However,
it was discussed that the C-bracket lacks appropriate properties of Courant brackets [13,14,18]
and it does not define a Courant algebroid in general. In the following, we make it be more
apparent with showing that this nature follows from the failure of the derivation condition of
Lie bialgebroids.
4 This is originally called metric algebroid by himself. This, in his original definition, needs an appropriate
metric in a para-Ka¨hler geometry. We define the metric algebroid by purely algebraic way without introducing
any metric and call it Vaisman algebroid.
5 We employ the definition in [28] where the bracket is skew-symmetric. An alternative (but equivalent)
definition based on a non-skew-symmetric bracket is found in [14,18].
11
3.2 Drinfel’d double behind Vaisman algebroid
Following the prescription given by Liu-Weinstein-Xu [17] on Courant algebroids, we exam-
ine doubled aspects of Vaisman algebroids. Given a Lie algebroid (E, [·, ·]E, ρ) and its dual
(E∗, [·, ·]E∗ , ρ∗) over a manifold M , we consider a vector space V = E⊕E∗. Note that we never
assume the Lie bialgebroid structures on (E,E∗). We then define non-degenerate bilinear forms
(·, ·)± on V as
(e1, e2)± =
1
2
(
〈ξ1, X2〉 ± 〈ξ2, X1〉
)
, (3.1)
where ei = Xi + ξi ∈ Γ(V) (i = 1, 2), Xi ∈ Γ(E), ξi ∈ Γ(E∗) and 〈·, ·〉 is the inner product
between E and E∗. We next define a skew-symmetric bracket [·, ·]V in Γ(V) as
[e1, e2]V = [X1, X2]E + Lξ1X2 − Lξ2X1 − d∗(e1, e2)−
+ [ξ1, ξ2]E∗ + LX1ξ2 − LX2ξ1 + d(e1, e2)−, (3.2)
where LX ,Lξ, d∗, d are natural Lie derivatives and de Rahm differentials defined on Γ(E),Γ(E∗).
We employ the morphism ρV = ρ+ ρ∗ as the anchor in V . The morphism D : C∞(M)→ Γ(V)
is defined by (Df, e) = 1
2
ρV(e) · f which is expressed as D = d + d∗. The expression (3.2)
is nothing but the one defined in (2.21) but we here again stress that we never assume that
(E,E∗) is a Lie bialgebroid, i.e. the derivation condition (2.13) is not satisfied in general. In
the following, we show that (E ⊕ E∗, ρ + ρ∗, [·, ·]V, (·, ·)+) introduced above indeed defines a
Vaisman algebroid, but not a Courant algebroid.
We now examine to what extent the axioms C1-C5 for the Courant algebroid are lacked
due to the failure of the derivation condition. Before the discussion, let us define the following
quantity:
T (e1, e2, e3) =
1
3
(
([e1, e2]V, e3)+ + c.p.
)
. (3.3)
Here c.p. represents cyclic permutations. For later convenience, we first rewrite the above
quantity. By the definition of the bracket [·, ·]V in (3.2) and the bilinear form (·, ·)+, we have
([e1, e2]V, e3)+ =
1
2
{
〈ξ3, [X1, X2]V〉+ 〈ξ3,Lξ1X2〉 − 〈ξ3,Lξ2X1〉 − ρ∗(ξ3) · (e1, e2)−
+ 〈[ξ1, ξ2]V, X3〉+ 〈LX1ξ2, X3〉 − 〈LX2ξ1, X3〉+ ρ(X3) · (e1, e2)−
}
. (3.4)
By defining properties of Lie derivatives in (2.12) we have
〈ξ3,Lξ1X2〉 = Lξ1〈ξ3, X2〉 − 〈[ξ1, ξ3]V, X2〉,
〈LX1ξ2, X3〉 = LX1〈ξ2, X3〉 − 〈ξ2, [X1, X3]V〉. (3.5)
The first terms in each equation can be rewritten as
LX1〈ξ2, X3〉 = ιX1d〈ξ2, X3〉 = ρ(X1) · 〈ξ2, X3〉, (3.6)
Lξ1〈ξ3, X2〉 = ιξ1d∗〈ξ3, X2〉 = ρ∗(ξ1) · 〈ξ3, X2〉. (3.7)
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Note that the definition of the exterior derivative in a Lie algebroid has been used. Therefore,
the equation (3.4) is calculated as
([e1, e2]V, e3)+ =
1
2
{
〈ξ3, [X1, X2]V〉+ 〈[ξ1, ξ2]V, X3〉+ ρ(X3) · (e1, e2)−− ρ∗(ξ3) · (e1, e2)−+ c.p.
}
+
1
2
ρV(e1) · (e2, e3)+ −
1
2
ρV(e2) · (e3, e1)+. (3.8)
By summing up all the contributions from the cyclic permutation parts, we then have the
following expression for T (e1, e2, e3):
T (e1, e2, e3) =
1
2
{
〈ξ3, [X1, X2]V〉+ 〈[ξ1, ξ2]V, X3〉+ ρ(X3) · (e1, e2)−− ρ∗(ξ3) · (e1, e2)−
}
+ c.p.
(3.9)
We also derive other useful relations. By expanding the bracket [·, ·]V and the bilinear form
(·, ·)±, and using the relations (3.6),(3.7), we find
([e1, e2]V, e3)− + ([e1, e2]V, e3)+ = 〈[ξ1, ξ2]V, X3〉+ ρ(X1) · 〈ξ2, X3〉 − 〈ξ2, [X1, X3]V〉
− ρ(X2) · 〈ξ1, X3〉+ 〈ξ1, [X2, X3]V〉+ ρ(X3) · (e1, e2)−.
(3.10)
The summation over all the permutations of (3.10) results in
([e1, e2]V, e3)− + c.p. = T (e1, e2, e3)
+
{(
ρ(X3) · (e1, e2)− + 2ρ∗(ξ3) · (e1, e2)− − 〈[ξ1, ξ2]V, X3〉
)
+ c.p.
}
,
(3.11)
where we have used the relation (3.9). The equations (3.9) and (3.11) are just the formulas of
Lemma 3.2 and Lemma 3.4 in [17]. These relations will be useful in the following discussions.
Analysis on C1 We first examine axiom C1 for Courant algebroids. Given the bracket
structure (3.2), where (E,E∗) is not necessarily assumed to be a Lie bialgebroid, then the left
hand side of (2.15) is calculated as
[[e1, e2]V, e3]V + c.p. = I1 + I2, (3.12)
I1 = [[ξ1, ξ2]V, ξ3]V + [LX1ξ2 − LX2ξ1, ξ3]V + [d(e1, e2)−, ξ3]V
+ L[X1,X2]E+Lξ1X2−Lξ2X1−d∗(e1,e2)−ξ3
− LX3 [ξ1, ξ2]V − LX3LX1ξ2 + LX3LX2ξ1 − LX3d(e1, e2)− + d([e1, e2]V, e3)− + c.p., (3.13)
I2 = [[X1, X2]V, X3]V + [Lξ1X2 − Lξ2X1, X3]V − [d∗(e1, e2)−, X3]V
+ L[ξ1,ξ2]E∗+Lξ1X2−Lξ2X1+d(e1,e2)−X3
− Lξ3 [X1, X2]V − Lξ3Lξ1X2 + Lξ3Lξ2X1 + Lξ3d∗(e1, e2)−− d∗([e1, e2]V, e3)−+ c.p. (3.14)
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Now we define the Γ(E∗) and Γ(E) parts as I1 and I2 respectively. Since the calculations are
the same for I1 and I2, we consider I1 only in the following.
First, because of the Jacobi identity of the Lie algebroid E∗, we have [[ξ1, ξ2]V, ξ3]V + c.p. =
[[ξ1, ξ2]E∗ , ξ3]E∗ + c.p. = 0. We then decompose the Lie bracket into each part
L[X1,X2]E+Lξ1X2−Lξ2X1−d∗(e1,e2)− = L[X1,X2]E + LLξ1X2−Lξ2X1 − Ld∗(e1,e2)− . (3.15)
Since it is the ordinary Lie derivative, the first term is L[X1,X2]E = LX1LX2−LX2LX1 . Therefore
this with the cyclic permutations give a vanishing contribution in (3.13). Then the remaining
parts in I1 are
I1 = [LX1ξ2 − LX2ξ1, ξ3]V + [d(e1, e2)−, ξ3]V + LLξ1X2−Lξ2X1ξ3 − Ld∗(e1,e2)−ξ3
− LX3 [ξ1, ξ2]V − LX3LX1ξ2 + LX3LX2ξ1 − LX3d(e1, e2)− + d([e1, e2]V, e3)− + c.p. (3.16)
Now we focus on the term LX3 [ξ1, ξ2]V in the second line. One finds that this with the cyclic
permutations give (see Appendix C for detail)
LX3 [ξ1, ξ2]V + c.p. = [LX1ξ2 − LX2ξ1, ξ3]V + LLξ1X2−Lξ2X1ξ3
+ 2[d(e1, e2)−, ξ3]V + 2d(ρ∗(ξ3) · (e1, e2)−)− d〈[ξ1, ξ2]V, X3〉
+ ιX3(d[ξ1, ξ2]V − Lξ1dξ2 + Lξ2dξ1) + c.p. (3.17)
Substituting the expression (3.17) into (3.16) and using (3.11), we find that there are several
cancellations among terms. The result is
I1 = dT (e1, e2, e3)− {K1 +K2}+ c.p., (3.18)
where we have defined the following quantities:
K1 = ιX3(d[ξ1, ξ2]V − Lξ1dξ2 + Lξ2dξ1),
K2 = Ld∗(e1,e2)−ξ3 + [d(e1, e2)−, ξ3]V. (3.19)
By the same way, we have
I2 = d∗T (e1, e2, e3)− {K3 +K4}+ c.p.,
K3 = ιξ3(d∗[X1, X2]V − LX1d∗X2 + LX2d∗X1),
K4 = −
(
Ld(e1,e2)−X3 + [d∗(e1, e2)−, X3]V
)
. (3.20)
With the above results at hand, the Jacobiator of the bracket [·, ·]V is evaluated as
[[e1, e2]V, e3]V + c.p. = I1 + I2 = DT (e1, e2, e3)− (J1 + J2 + c.p.). (3.21)
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Here we have defined the following quantities:
J1 = K1 +K3
= ιX3
(
d[ξ1, ξ2]V − Lξ1dξ2 + Lξ2dξ1
)
+ ιξ3
(
d∗[X1, X2]V − LX1d∗X2 + LX2d∗X1
)
,
J2 = K2 +K4
=
(
Ld∗(e1,e2)−ξ3 + [d(e1, e2)−, ξ3]V
)
−
(
Ld(e1,e2)−X3 + [d∗(e1, e2)−, X3]V
)
. (3.22)
It is obvious that the last term J1 + J2 + c.p. in (3.21) does not vanish in general. Therefore,
we find that (E ⊕ E∗, [·, ·]V, ρV, (·, ·)+) fails to satisfy the relation (2.15) in axiom C1.
Analysis on C2 We next examine the relation
ρV([e1, e2]V) · f = [ρV(e1), ρV(e2)]f, (3.23)
in axiom C2. We evaluate LHS − RHS for (E ⊕ E∗, [·, ·]V, ρV, (·, ·)+) and examine whether it
vanishes or not. Given the definition of ρV and [·, ·]V in (3.2), the left hand side of the above
equation is evaluated as
ρV([e1, e2]V) · f
= [ρ(X1), ρ(X2)] · f + ρ(Lξ1X2) · f − ρ(Lξ2X1) · f −
1
2
ρρ∗∗d0(〈ξ1, X2〉 − 〈ξ2, X1〉) · f
+ [ρ∗(ξ1), ρ∗(ξ2)] · f + ρ∗(LX1ξ2) · f − ρ∗(LX2ξ1) · f +
1
2
ρ∗ρ∗d0(〈ξ1, X2〉 − 〈ξ2, X1〉) · f, (3.24)
where we have used the fact d∗ = ρ∗∗d0, d = ρ
∗d0 and E,E∗ are Lie algebroids. Here d0 is the
ordinary exterior derivative defined on Γ(T ∗M).
On the other hand, the right hand side of (3.23) is
[ρ(X1), ρ(X2)]f + [ρ∗(ξ1), ρ(X2)]f + [ρ(X1), ρ∗(ξ2)]f + [ρ∗(ξ1), ρ∗(ξ2)]f. (3.25)
We examine the second and the third cross terms in the above. In order to evaluate these
terms, we use the following expression:
ρ∗(ξ)ρ(X) · f = −ρρ∗∗d0 〈ξ,X〉 · f + 〈ξ,LdfX〉+ 〈df,LξX〉. (3.26)
This follows from the relation
ρρ∗∗d0 〈ξ,X〉 · f = 〈d∗ 〈ξ,X〉 , df〉
= Ldf 〈ξ,X〉
= −〈Lξdf,X〉+ 〈ξ,LdfX〉 , (3.27)
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together with
〈Lξdf,X〉 = Lξ 〈df,X〉 − 〈df,LξX〉
= ιξd∗ 〈df,X〉 − 〈df,LξX〉
= ρ∗(ξ)ρ(X) · f − 〈df,LξX〉 . (3.28)
Here we have used the relation Lξf = 〈ξ, d∗f〉 for the Lie derivative and the definition of the
anchors ρ, ρ∗. Then we obtain
[ρ(X), ρ∗(ξ)]f = (ρ(X)ρ∗(ξ)− ρ∗(ξ)ρ(X)) · f
= ρ(X)ρ∗(ξ) · f + (ρρ∗∗d0 〈ξ,X〉) · f − 〈ξ,LdfX〉 − ρ(LξX) · f. (3.29)
Using this expression, we find that LHS− RHS in (3.23) is evaluated as
ρV([e1, e2]V) · f − [ρV(e1), ρV(e2)]f
= −〈ξ1,
(LdfX2 − [X2, d∗f ]E)〉+ 〈ξ2, (LdfX1 − [X1, d∗f ]E)〉
+
1
2
(
ρρ∗∗ + ρ∗ρ
∗
)
d0(〈ξ1, X2〉 − 〈ξ2, X1〉) · f. (3.30)
We find that the right hand side in (3.30) does not vanish in general. Therefore we conclude
that (E ⊕ E∗, [·, ·]V, ρV.(·, ·)+) does not satisfy axiom C2.
Analysis on C3 For axiom C3, the left hand side of (2.17) is expanded as
[e1, fe2]V = [X1, fX2]V + [X1, fξ2]V + [ξ1, fX2]V + [ξ1, fξ2]V. (3.31)
By the definition of the bracket [·, ·]V (3.2), we find
[X1, fξ2]V = −Lfξ2X1 +
1
2
d∗(f〈ξ2, X1〉) + LX1(fξ2)−
1
2
d(f〈ξ2, X1〉). (3.32)
By using (2.12) and the definition D, this expression is rewritten as
[X1, fξ2]V = −fLξ2X1 − d∗f〈X1, ξ2〉+
1
2
d∗f〈X1, ξ2〉+ 1
2
fd∗〈X1, ξ2〉
+ fd〈X1, ξ2〉+ ιXdfξ2 + fιXdξ2 − 1
2
df〈ξ2, X1〉 − 1
2
fd〈ξ2, X1〉
= f [X1, ξ2]V + (ρ(X1) · f)ξ2 − 1
2
Df〈ξ2, X1〉. (3.33)
Similarly, [ξ1, fX2]V is evaluated as
[ξ1, fX2]V = f [ξ1, X2]V + (ρ∗(ξ1) · f)X2 − 1
2
Df〈ξ1, X2〉. (3.34)
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On the other hand, since E and E∗ are both Lie algebroids, their Lie brackets satisfy the
following relations,
[X1, fX2]V = [X1, fX2]E = f [X1, X2]V + (ρ(X1) · f)X2,
[ξ1, fξ2]V = [ξ1, fξ2]E∗ = f [ξ1, ξ2]V + (ρ∗(ξ1) · f)ξ2. (3.35)
Therefore, by summing up all the contributions (3.33), (3.34) and (3.35), we find
[e1, fe2]V = f [e1, e2]V + (ρ(e1)f)e2 −Df(e1, e2)+. (3.36)
This is nothing but the relation in axiom C3.
Analysis on C4 We now confirm axiom C4. To this end, we evaluate the left hand side of
(2.18). The result is
(Df,Dg)+ = (df + d∗f, dg + d∗g)+
=
1
2
(〈df, d∗g〉+ 〈d∗f, dg〉)
=
1
2
(ρ∗(df) · g + ρ(d∗f) · g)
=
1
2
(
ρ∗ρ∗ + ρρ∗∗
)
(d0f) · g. (3.37)
Therefore, if the operator ρρ∗∗ is skew-symmetric, namely, ρρ
∗
∗ = −ρ∗ρ∗6, then, the axiom C4
holds (Df,Dg)+ = 0. In order to examine the skew-symmetric nature of the operator ρρ∗∗, we
first derive a variant of the proposition 3.4 in [26].
Using the properties of Lie algebroids, one finds the following relation for any X, Y ∈ Γ(E)
(see Appendix C for detail):
(LdfX + [d∗f,X]E) ∧ Y
= −f
(
d∗[X, Y ]E + LY d∗X − LXd∗Y
)
+
(
d∗[X, fY ]E − LXd∗(fY ) + LfY d∗X
)
. (3.38)
One finds that the right hand side of the above expression vanish when the derivation condition
(2.13) is satisfied. This means that the relation
LdfX + [d∗f,X]E = 0 (3.39)
holds if the derivation condition is satisfied. Equivalently, the right hand side in (3.39) is
generically non-zero without imposing the derivation condition. The equation (3.39) is just the
one in proposition 3.4 in [26].
6 An operator O : E∗ → E is called skew-symmetric when for ∀X ∈ Γ(E), 〈OX,X〉 = 0 is satisfied. For
O = ρρ∗∗, this implies 0 = 〈ρρ∗∗X,X〉 = 12 〈ρρ∗∗X,X〉+ 12 〈X, (ρρ∗∗)∗X〉 leading to the expression.
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In the following, we show that ρρ∗∗ is skew-symmetric if the equation (3.39) is satisfied, i.e.
if the derivation condition is satisfied. By substituting X = d∗f in (3.39), we find
d∗
(
ρρ∗∗(d0f) · f
)
= 0. (3.40)
Here we have used the relations in (2.12). By replacing f with f 2, this becomes
d∗
(
ρρ∗∗(d0f
2) · f 2
)
= 0. (3.41)
On the other hand, since we have
ρρ∗∗(d0f
2) · f 2 = 〈d0f 2, ρρ∗∗d0f 2〉 = 〈df 2, d∗f 2〉 = 4f 2〈df, d∗f〉, (3.42)
we find (
ρρ∗∗(d0f) · f
)
d∗f 2 = d∗
{(
ρρ∗∗(d0f) · f
)
f 2
}
− d∗
(
ρρ∗∗(d0f) · f
)
f 2
=
1
4
d∗
(
ρρ∗∗(d0f
2) · f 2
)
− d∗
(
ρρ∗∗(d0f) · f
)
f 2. (3.43)
The right hand side vanishes due to the relations (3.40), (3.41). Then we find(
ρρ∗∗(d0f) · f
)
ρ∗∗d0f
2 = 0. (3.44)
Note that d∗ = ρ∗∗d0. Applying ρ and taking the inner product with d0f , we finally obtain
2f
(
ρρ∗∗(d0f) · f
)2
= 0. (3.45)
This implies that 0 = ρρ∗∗(d0f) ·f = 〈ρρ∗∗(d0f), d0f〉, namely, ρρ∗∗ is a skew-symmetric operator.
Now we go back to the discussion on E⊕E∗. Since we have not assumed any Lie bialgebroid
structures on E ⊕E∗, the derivation condition is not satisfied anymore. Then, (3.39) does not
follow and the relation (3.45) never holds. Therefore the right hand side in (3.38) does not
vanish in general and (E ⊕ E∗, [·, ·]V, ρV, (·, ·)+) fails to satisfy axiom C4.
Analysis on C5 Finally, we examine the relation (2.19) in axiom C5. It is useful to start
from the relation (3.8). This implies
([e, e1]V, e2)+ = T (e, e1, e2) +
1
2
ρV(e) · (e1, e2)+ −
1
2
ρV(e1) · (e, e2)+,
(e1, [e, e2]V)+ = T (e, e2, e1) +
1
2
ρV(e) · (e2, e1)+ −
1
2
ρV(e2) · (e, e1)+. (3.46)
By summing up those, we find
ρV(e) · (e1, e2)+ = ([e, e1]V, e2)+ + (e1, [e, e2]V)+ +
1
2
ρV(e1) · (e, e2)+ +
1
2
ρV(e2) · (e, e1)+. (3.47)
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Note that the contributions coming from T are canceled due to their skew-symmetric nature.
By their defining properties of ρV and D, we evaluate the third term as
1
2
ρV(e1) · (e, e2)+ =
1
2
ρ(X1) · (e, e2)+ +
1
2
ρ∗(ξ1) · (e, e2)+
=
1
2
(
〈d(e, e2)+, X1〉+ 〈ξ1, d∗(e, e2)+〉
)
= (d(e, e2)+ + d∗(e, e2)+, X1 + ξ1)+
= (D(e, e2)+, e1)+. (3.48)
Similarly, we have
1
2
ρV(e2) · (e, e1)+ = (D(e, e1)+, e2)+. (3.49)
Substituting these into (3.47), we find
ρV(e) · (e1, e2)+ = ([e, e1]V +D(e, e1)+, e2)+ + (e1, [e, e2]V +D(e, e2)+)+. (3.50)
The result (3.50) shows that the relation (2.19) in axiom C5 is satisfied for (E ⊕E∗, [·, ·]V, ρV,
(·, ·)+).
Collecting all together, we have demonstrated that (E⊕E∗, [·, ·]V, ρV, (·, ·)+) indeed satisfies
the axioms C3 and C5 of Courant algebroids. This is nothing but the axioms V1 and V2
of Vaisman algebroids. This means that given a Lie algebroid E and its dual E∗, one can
always define a Vaisman algebroid V = E ⊕ E∗ with the appropriate bracket (3.2), the anchor
ρV = ρ + ρ∗ and the bilinear form (·, ·)+. This is an analogue of the Drinfel’d double for a
Courant algebroid [17]. As we have discussed in Section 2, when one imposes the derivation
condition (2.13) as the compatibility condition between E and E∗, then (E,E∗) becomes a Lie
bialgebroid. As we have explicitly shown, the equations (3.22), (3.30), (3.37), (3.39) all vanish
when the derivation condition is satisfied. This means axioms C1, C2 and C4 are satisfied for
a Lie bialgebroid (E,E∗). In this case, the discussion here reduces to the ones in [17] and the
double V = E ⊕ E∗ becomes a Courant algebroid. We will see that these structures naturally
appear in DFT and the strong constraint implies the derivation condition which enable one to
find the doubled structure behind the DFT gauge symmetry.
3.3 Dirac structures in Vaisman algebroid
In this subsection, we study Dirac structures in Vaisman algebroids. It is shown that when
there are Dirac subbundles L, L˜ of a Courant algebroid (C, [·, ·]c, ρc, (·, ·)), namely, L, L˜ are
maximally isotropic with respect to (·, ·), satisfing C = L⊕ L˜ and involutive (integrable), then
the vector bundle L˜ is regarded as the dual bundle of L under the natural paring 2(·, ·). Given
these structures, it is shown that (L, L˜) becomes a Lie bialgebroid. We briefly demonstrate
this fact following the discussion in [17]. Before showing the above statement, we first refer the
Proposition 2.3 in [17]:
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Proposition 2.3 in [17]. If L is an integrable isotropic subbundle of a Courant algebroid
(C, [·, ·]c, ρc, (·, ·)), then (L, [·, ·]c, ρc|L) becomes a Lie algebroid.
Here the isotropy is defined with respect to the bilinear form (·, ·). Namely, for any X, Y ∈
Γ(L), they satisfy (X, Y ) = 0. This proposition is confirmed by showing that the bracket [·, ·]c
on L satisfies the Jacobi identity. This immediately follows from the relation (2.15) in axiom
C1 of Courant algebroids and the isotropic nature of L. Due to the proposition 2.3, any Dirac
structures L, L˜ in a Courant algebroid become Lie algebroids. Their anchors are defined by
ρ = ρc|L, ρ∗ = ρc|L˜.
By its defining axiom C5, for X ∈ Γ(L), ξ ∈ Γ(L˜), one can show that
[X, ξ]c = −LξX + 1
2
d∗〈ξ,X〉+ LXξ − 1
2
d〈ξ,X〉. (3.51)
Here in deriving (3.51), we have used the fact that L, L˜ are Lie algebroids and isotropic. With
this relation, the following Lemma 5.2 in [17] follows:
Lemma 5.2 in [17]. Given Dirac structures L, L˜ such that C = L⊕ L˜ for a Courant algebroid
C, then the following relations hold:
Ld∗fξ = −[df, ξ]L˜, LdfX = −[d∗f,X]L. (3.52)
Here d, d∗ are induced de Rahm differentials on L and L˜.
This is shown as follows. By the axiom C4, one first find the relation
ρ∗ · d = −ρ · d∗. (3.53)
Then using this relation, we find
[ρ∗(ξ), ρ(X)] = ρ(LξX)− ρ∗(LXξ) + ρ∗(d〈ξ,X〉), (3.54)
where we have assumed the axiom C2 and used the relation (3.53). On the other hand, by
using the properties of Lie algebroids, we calculate
ρ∗(d〈ξ,X〉) · f = [ρ∗(ξ), ρ(X)]f − ρ(LξX) · f + ρ∗(LXξ) · f + 〈Ld∗fξ + [df, ξ]L˜, X〉. (3.55)
comparing the above relations, one proofs the first part in (3.52). Performing the same calculus
by exchanging ξ ↔ X the latter also follows.
Given the Lemma 5.2, now we focus on the Jacobiator of the Courant bracket. As we have
shown before, if L, L˜ are Lie algebroids, we have
[[e1, e2]c, e2]c + c.p. = DT (e1, e2, e3)− (J1 + J2 + c.p.), (3.56)
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where J1, J2 are given in (3.22). Since C = L⊕L˜ satisfies the axiom C1, we have J1+J2+c.p. = 0.
Due to the Lemma 5.2, one can show that J2 = 0 and the above condition implies J1 +c.p. = 0.
If we take e1 = X1, e2 = X2, e3 = ξ3, then this condition yields
d∗[X1, X2]L − LX1d∗X2 + LX2d∗X1 = 0. (3.57)
This is nothing but the derivation condition (2.13) for Lie bialgebroids. As we have mentioned
before, Dirac structures L, L˜ in a Courant algebroid defines a Manin triple (C, L, L˜).
We then in turn switch to the discussion on Vaisman algebroids. A Dirac structure on a
Vaisman algebroid V is defined by a maximally isotropic subbundle in V with respect to a
bilinear form (·, ·) defined on Γ(V). Now we assume that there are Dirac structures L, L˜ such
that V = L ⊕ L˜ in a Vaisman algebroid V . Indeed, there is a Dirac structure in a Vaisman
algebroid defined in a para-Ka¨hler manifold [14,18]. For Vaisman algebroids, however, only the
axioms C3 and C5 of Courant algebroids are satisfied. Obviously, the proposition 2.3 in [17]
does not follow since it requires the axiom C1. Therefore, the bracket does not satisfy the
Jacobi identity and L, L˜ are not Lie algebroid in general. Even though they have Lie algebroid
structures, since V = L ⊕ L˜ does not satisfy the axioms C2 and C4, Lemma 5.2 in [17] does
not hold. Therefore we conclude that the Dirac structures L, L˜ in Vaisman algebroids do not
satisfy the derivation condition and they never define a Lie bialgebroid in general. It is known
that a Lie algebroid L and its dual L∗ form a Lie bialgebroid (L,L∗) if and only if the pair
(L,L∗) defines differential Gerstenhaber algebras [29]. This means that a differential operator
d∗ (d) is compatible with the Schouten-Nijenhuis bracket [·, ·]S ([·, ·]∗S) in L (L∗). This will
be explicitly seen in the DFT viewpoint in the next section. In particular, we will explicitly
show that the exterior algebras of DFT defined on the Kaluza-Klein and winding spaces are
incompatible with the derivation condition need for the Lie bialgebroid.
4 Gauge symmetry algebra in DFT
In this section, we study doubled aspects of the gauge symmetry in DFT. We first introduce a
para-Hermitian manifold and its foliation structures as a geometric realization of doubled space-
time [10, 11, 13, 14, 18]. Subbundles L, L˜ on the doubled space-time are naturally introduced
due to the para-complex structure. We then study a para-Dolbeault cohomology in the DFT
framework. Based on this result, we examine the Lie algebroid structures on L, L˜ and discuss
the relation between the strong constraint and the derivation condition for Lie bialgebroids.
We also address the relations among Lie bialgebroids, Vaisman and Courant algebroids realized
in DFT.
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4.1 Para-Hermitian manifold for doubled space-time geometry
The doubled space-time was introduced such that its local coordinate is characterized by a
pair of KK and winding coordinates xM = (xµ, x˜µ). It was proposed that this structure is
naturally incorporated in a para-Hermitian (Ka¨hler) manifold [14, 18]. The para-Hermitian
structure is a basic ingredient to understand the doubled nature of space-time behind DFT. In
the following, we exhibit basic materials related to para-Hermitian geometries [10,11] and then
discuss algebroid structures realized in DFT.
Before discussing the para-Hermitian structure, we first define an almost para-complex
manifold.
Definition 4.1. An almost para-complex manifold (M, K) is a differential manifold M with
a vector bundle endomorphism K : TM→ TM where K2 = +1. This K is called the almost
para-complex structure.
Obviously, the almost para-complex structure is a real analogue of the almost complex
structure J2 = −1. Given an almost para-complex structure K, the tangent bundle TM
is decomposed into the eigenbundles L, L˜ associated with the eigenvalues K = ±1. This
decomposition is performed via the projection operators P, P˜ that map elements in TM to
those in L or L˜:
P =
1
2
(1 +K), P˜ =
1
2
(1−K). (4.1)
The subbundles L, L˜ are distributions7 of TM. We stress that the para-complex structure K
provides a natural decomposition of vectors in doubled space-time.
We now discuss the notion of integrability. The integrability of a distribution is properly
represented by the Frobenius theorem. The Frobenius theorem is understood as a property of
vector fields. For any vector fields X, Y ∈ Γ(L) where L is a distribution, if their Lie bracket
[X, Y ]L belongs to L, then the distribution L is called involutive. The Frobenius theorem states
that a distribution L (resp. L˜) is completely integrable if and only if L (resp. L˜) is involutive.
When the eigenbundle L (resp. L˜) defined on an almost para-Hermitian manifold is involutive,
then the tensors NP , NP˜ defined in the following vanish:
NP (X, Y ) = P˜ [P (X), P (Y )], NP˜ (X, Y ) = P [P˜ (X), P˜ (Y )], (4.2)
7 A distribution is defined as follows. Let M be an m-dimensional C∞-manifold. For any x ∈ M , we can
consider an n-dimensional (n ≤ m) subbundle ∆x ⊂ TxM . We then consider a neighborhood of x, Nx ⊂M . In
Nx, there are n independent vector fields X1, . . . , Xn. They define a linear span for any point y ∈ Nx. Namely,
these n vector fields generate a subbundle ∆y = {X1(y), . . . , Xn(y)}. For any x ∈ M , with a set ∆x, we call
∆ =
⋃
x∈M ∆x the n-dimensional distribution over M . This is also known as the C
∞ n-plane distribution over
M . A set of the smooth vector fields {X1, . . . , Xn} is called the local basis of ∆.
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where X, Y ∈ Γ(TM). We can define the Nijenhuis tensor associated with K by adding the
two tensors in (4.2): NK(X, Y ) = NP (X, Y ) + NP˜ (X, Y ). This is again a real analogue of the
Nijenhuis tensor defined on an ordinary complex manifold:
NK(X, Y ) =
1
4
{
[K(X), K(Y )] + [X, Y ]−K([K(X), Y ] + [X,K(Y )])}. (4.3)
The Nijenhuis tensor is a torsion on a (para-)complex manifold. When NK vanishes, K is
integrable. Then the definition of a para-complex manifold is given as follows:
Definition 4.2. When K is integrable, namely, the Nijenhuis tensor NK vanishes identically,
then an almost para-complex manifold (M, K) is a para-complex manifold.
Contrast to the ordinary complex manifolds, the notion of integrability for the two distri-
butions L and L˜ are totally independent with each other. Namely, the integrability of L is
defined through the condition NP (X, Y ) = 0 for any X, Y ∈ Γ(TM). This does not imply
NP˜ = 0 in general. Since the integrability condition is independent for L and L˜, we can define
a half-integrability in a para-complex manifold [10,11]:
Definition 4.3. An L-para-complex manifold is an almost para-complex manifold (M, K)
where only L is integrable. The same is true for L˜. When the L-para-complex and the L˜-para-
complex conditions are satisfied simultaneously, then (M, K) is a para-complex manifold.
We next define an almost para-Hermitian manifold by introducing a metric η:
Definition 4.4. An almost para-Hermitian manifold (M, η,K) is an almost para-complex man-
ifold M equipped with a neutral metric η : TM× TM→ R which satisfies the compatibility
condition η(K·, K·) = −η(·, ·). η is called the para-Hermitian metric.
By its definition, the distribution L is maximally isotropic with respect to η. Namely, for
any X, Y ∈ Γ(L), since they are elements of the eigenbundle with K = 1, we have η(X, Y ) = 0
for a para-Hermitian metric η. The same is true even for L˜. Since η is neutral, it follows
that L and L˜ have the same rank D = 1
2
dimM. Given an almost para-complex structure K
and a compatible metric η, then we can define a non-degenerate 2-form ω = ηK. This can
be seen as an almost symplectic structure on M and it is not closed in general dω 6= 0. This
means that an almost para-Hermitian manifold (M, K, η) is an almost symplectic manifold
(M, ω) and vice-versa. When ω is closed, (M, K, η) and (M, ω) are said to be almost para-
Ka¨hler and symplectic, respectively (see Table 1.) We note that a symplectic manifold is a
Poisson manifold. The compatibility between η and ω results in that L and L˜ are Lagrangian
subbundles with respect to ω. Namely, for any X, Y ∈ Γ(L) (resp. Γ(L˜)), we have ω(X, Y ) = 0.
We note that even for the case where ω is not closed, we can define a Lagrangian subspace of
ω. Given the almost structures, an analogue of a Hermitian manifold is defined:
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dω 6= 0 dω = 0
NK 6= 0 almost para-Hermitian
(almost symplectic)
almost para-Ka¨hler
(symplectic)
NK = 0
para-Hermitian
(almost symplectic)
para-Ka¨hler
(symplectic)
Table 1: The integrability and closeness of ω.
Definition 4.5. When (M, K) is an L-para-complex manifold, then an almost para-Hermitian
manifold (M, η,K) is an L-para-Hermitian manifold. This is also the same for L˜. An almost
para-Hermitian manifold that satisfies both the L- and L˜-integrability conditions is a para-
Hermitian manifold.
The subbundles L, L˜ on a para-Hermitian manifold is therefore Dirac structures. Namely,
they are maximally isotropic with respect to η and involutive.
An alternative representation of the Frobenius theorem states that a subbundle E ⊂ TM
is integrable if and only if it is defined by a regular foliation of M. Namely, an integrable
subbundle E ⊂ TM defines the tangent bundle of a foliation F in M. Therefore when L and
L˜ are integrable, then they have foliation structures:
L = TF and L˜ = T F˜ . (4.4)
Here the foliation F (resp. F˜) is given by the union of leaves ∐[p] M[p]. A leaf Mp is a subspace
of F (resp. F˜) that pass through a point p ∈ M and its tangent vectors are specified by L
(resp. L˜). The index space in the union is the leaf space M/F or M/F˜ . For F , the local
coordinate xµ is given along a leaf Mp while the one for the transverse directions to leaves is
x˜µ. This means that x˜µ is a constant on a leaf Mp in F .
The metric η overM can be seen as a map η : TM = L⊕ L˜→ T ∗M = L∗⊕ L˜∗. Then the
metric η defines the following two isomorphisms:
φ+ : L˜→ L∗ and φ− : L→ L˜∗. (4.5)
They map vectors in L˜ (resp. L) to forms in L∗ (resp. L˜∗). The converse is also true. Given
these isomorphisms, the following new isomorphisms are naturally defined:
Φ+ : TM→ L⊕ L∗ and Φ− : TM→ L˜⊕ L˜∗. (4.6)
In particular, the map Φ+ is utilized to relate DFT and generalized geometry and it is called
the natural isomorphism.
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4.2 Para-Dolbeault cohomology
In this subsection, we define a para-Dolbeault cohomology in L, L˜. It is always true that there
is a natural exterior algebra on the tangent bundle over an almost para-complex manifold M.
We introduce the section of ∧kTM (the totally anti-symmetric k-th tensor products of TM)
and denote it as Aˆk(M). Since L, L˜ are subbundles in TM, we can define exterior algebras
in Γ(L) and Γ(L˜). If we define Ar,s(M) as the section of (∧rL) ∧ (∧sL˜), then, we obtain the
following decomposition:
Aˆk(M) =
⊕
k=r+s
Ar,s(M). (4.7)
Here we have defined the canonical projection operator pir,s : Aˆr+s(M) → Ar,s(M) that is
induced by P and P˜ (see the explicit example in the next subsection). We then define the
exterior derivatives acting on L and L˜:
d˜ : Ar,s(M)→ Ar+1,s(M), (4.8)
d : Ar,s(M)→ Ar,s+1(M). (4.9)
They are called the para-Dolbeault operators and have the following properties:
d2 = 0, d˜2 = 0, dd˜ + d˜d = 0. (4.10)
Due to the nilpotency of the para-Dolbeault operators, we can define the para-Dolbeault coho-
mology. This is a real analogue of the Dolbeault cohomology defined in a complex manifold.
For any A ∈ Γ(L), α ∈ Γ(L˜), the interior products ιA, ι˜α are defined:
ιA : Ar,s(M)→ Ar−1,s(M) and ι˜α : Ar,s(M)→ Ar,s−1(M). (4.11)
By these operations, we define the Lie derivatives on L and L˜:
LAξ = (dιA + ιAd)ξ, L˜αξ = (d˜ι˜α + ι˜αd˜)ξ. (4.12)
Here A ∈ Γ(L), α ∈ Γ(L˜), ξ ∈ Ar,s(M) are arbitrary (multi-)vectors. By a para-Hermitian
metric η, there is a natural C∞(M,R)-bilinear map on A1,0(M) ×A0,1(M). We call this the
(symmetric) pairing. The pairing is denoted as (α,A) 7→ 〈〈α,A〉〉 8. When A ∈ Ar,0(M),
α ∈ A0,s(M), r 6= s, then the pairing is given by 〈〈α,A〉〉 = 0. In particular, for α ∈ A0,s(M)
and A1, . . . , As ∈ A1,0(M), we write
〈〈α,A1 ∧ · · · ∧ As〉〉 = α(A1, . . . , As). (4.13)
8 This is an analogue of the inner products between vectors and forms on TM and T ∗M. Here we note that
L and L˜ are not necessarily dual with each other.
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Similarly, for A ∈ Ar,0(M) and α1, . . . , αr ∈ A0,1(M) we write
〈〈α1 ∧ · · · ∧ αr, A〉〉 = A(α1, . . . , αr). (4.14)
Now we express the interior products (4.11) by these quantities. For α ∈ A0,s(M), ιAα is an
element of A0,s−1(M). Therefore, for A1, . . . , As−1 ∈ A1,0(M), it is written as
ιAα(A1, . . . , As−1) = α(A,A1, . . . , As−1). (4.15)
Similarly, for A ∈ Ar,0(M), ι˜αA is an element of Ar−1,0(M). Therefore by α1, . . . , αr−1 ∈
A0,1(M), it is written as
ι˜αA(α1, . . . , αr−1) = A(α, α1, . . . , αr−1). (4.16)
The interior product ιA (resp. ι˜α) is a degree −1 derivation on the exterior algebras of L˜ (resp.
L):
ιA(α ∧ β) = (ιAα) ∧ β + (−1)sα ∧ ιAβ,
ι˜α(A ∧B) = (ι˜αA) ∧B + (−1)rA ∧ ι˜αB. (4.17)
Here α ∈ A0,s(M), β ∈ A0,•(M), A ∈ Ar,0(M), B ∈ A•,0(M).
4.3 Doubled aspects of Vaisman algebroid in DFT
Now we discuss the algebroid structure governed by the C-bracket (1.1) in DFT. The doubled
space-time on which DFT is defined is given by a flat para-Hermitian manifoldM whose local
coordinate is xM [10] 9. The tangent space TM is spanned by ∂M (M = 1, . . . , 2D). Vector
fields on TM are decomposed by the projection operators P, P˜ defined by the para-complex
structure K. Namely, for Ξ = ΞM∂M ∈ TM, we have
ΞM∂M = A
µ(x, x˜)∂µ + αµ(x, x˜)∂˜
µ, (4.18)
where A ∈ Γ(L), α ∈ Γ(L˜). Here xM = (xµ, x˜µ) is the induced decomposition of the local
coordinate on the base space M. Therefore L is spanned by ∂µ (µ = 1, . . . , D) while L˜ is
spanned by ∂˜µ in the DFT framework. In a flat para-Hermitian manifold, there is always a
local frame where the para-Hermitian metric η is expressed as
ηMN =
(
0 1
1 0
)
. (4.19)
9 In this paper, we never consider geometric frameworks that encompass the generalized metric H which is
a dynamical field in DFT (see Appendix A). This issue is studied in the context of Born geometry [11].
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Since this metric induces a map L→ L˜:
ηMNA
N = AM (4.20)
as the way obvious with its index position, there is a natural isomorphism between L˜ and L∗.
With this isomorphism at hand, we can identify these spaces. We note that the metric (4.19)
implies that the inner product among X, Y ∈ Γ(L) is 〈X, Y 〉 = 0 and the same is true even for
L˜. This means that L and L˜ are maximally isotropic subbundles and TM = L⊕ L˜.
Given these structures, one can define the space of multi-vectors Aˆk(M) and the canonical
projectors pir,s. The projectors are defined, for example, as follows. The projectors in a para-
complex manifold with K = diag(−1,+1), in their apparent representation, are given by
P =
(
0 0
0 1
)
, P˜ =
(
1 0
0 0
)
. (4.21)
We consider the case of r = 2, s = 0. The component expression of an element T ∈ Aˆ2(M) is
denoted by
TMN =
(
tµν tµ
ν
tµν t
µν
)
. (4.22)
The canonical projector pi2,0 defined through P is given by
PMKT
KLPNL =
(
0 0
0 tµν
)
. (4.23)
Here, tµν is the element of A2,0(M). This implies pi2,0(TMN) = tµν . The other projectors
pi1,1, pi0,2 are defined similarly.
Now we define the Lie bracket on L. For A,B ∈ Γ(L), this is given by
[A,B]L = [A,B]
µ
L∂µ = (A
ν∂νB
µ −Bν∂νAµ)∂µ. (4.24)
Since this is the ordinary Lie bracket in differential geometry, it satisfies the Jacobi identity
trivially. It is obvious that it also satisfies the Leibniz rule. With this bracket and the trivial
bundle map ρL = idL as the anchor, then L is endowed with a Lie algebroid structure. Note
that since L is involutive with respect to [·, ·]L, it is integrable and define a Dirac structure on
TM. As discussed in Section 2, by introducing multi-vectors, we generalize the Lie bracket to
the Schouten-Nijenhuis bracket. An explicit realization of the Schouten-Nijenhuis bracket in
DFT is as follows. Given a k-vector A ∈ Γ(∧kL),
A =
1
k!
Aµ1···µk∂µ1 ∧ · · · ∧ ∂µk , (4.25)
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we introduce the “odd coordinate” ζµ := ∂µ. Then the k-vector is expressed as
A =
1
k!
Aµ1···µkζµ1 · · · ζµk . (4.26)
Note that ζµ can be treated as a Grassmann number whose differential ∂/∂ζµ is defined by the
right derivative. Namely,
∂
∂ζµn
(ζµ1 · · · ζµn · · · ζµk) = (ζµ1 · · · ζµn · · · ζµk)
←−
∂
∂ζµn
= (−1)k−nζµ1 · · · ζˇµn · · · ζµk . (4.27)
Here the symbol ζˇµn stands for that ζµn is removed. By using this ζµ derivative, the Schouten-
Nijenhuis bracket is explicitly given by
[A,B]S =
(
∂
∂ζµ
A
)
∂µB − (−1)(p−1)(q−1)
(
∂
∂ζµ
B
)
∂µA. (4.28)
Here A ∈ Γ(∧pL), B ∈ Γ(∧qL). The discussion is totally parallel in L˜. The same definition
holds for [·, ·]∗S on L˜ where ζµ = ∂µ is replaced by ζ∗µ = ∂˜µ. One can show that this expression
satisfies the definition of the Schouten-Nijenhuis bracket discussed in Section 2. It is known
that multi-vectors on a manifold define a Gerstenhaber algebra by the Schouten-Nijenhuis
bracket [30]. By the Vaintrob theorem [31], a Lie algebroid structure over a vector bundle
V →M and a Gerstenhaber algebra over multi-vectors Γ(∧•V ) are equivalent.
The symmetric pairing 〈〈α,A〉〉 is defined, for example,
α(A1, · · · , As) = αµ1···µsAµ11 · · ·Aµss , (4.29)
and so on. Since L˜ and L∗ are identified via the natural isomorphism, the symmetric pairing
〈〈·, ·〉〉 is the inner product 〈·, ·〉 in disguise. A Lie algebroid coboundary operator that maps a
k-vector to a (k + 1)-vector is given by the para-Dolbeault operator d˜ : ∧kL→ ∧k+1L. This is
characterized by the following general relation:
d˜X(α1, . . . , αk+1) =
k+1∑
i=1
(−1)i+1ρL˜(αi) · (X(α1, . . . , αˇi, . . . , αk+1))
+
∑
i<j
(−1)i+jX([αi, αj]∗S, α1, . . . , αˇi, . . . , αˇj, . . . , αk+1). (4.30)
Here X ∈ Γ(∧kL), αi ∈ Γ(L˜) and the symbol αˇi stands for that the i-th α is removed. The
bracket [·, ·]∗S and the anchor ρL˜ is defined on L˜. In particular, using the local coordinate, we
find that the action of d˜ on a k-vector X is explicitly given by
d˜X =
1
k!
∂˜µXν1···νk(x, x˜)∂µ ∧ ∂ν1 ∧ · · · ∧ ∂νk . (4.31)
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We confirm that this definition of d˜ is compatible with the bracket [·, ·]∗S. By the definition of
d˜ (4.30), for k = 1, A ∈ Γ(L), α1, α2 ∈ Γ(L˜) we have
d˜A(α1, α2) = (−1)2ρL˜(α1) · (A(α2)) + (−1)3ρL˜(α2) · (A(α1)) + (−1)3A([α1, α2]∗S)
= ρL˜(α1) · (A(α2))− ρL˜(α2) · (A(α1))− A([α1, α2]∗S). (4.32)
Then in the DFT realization, since ρL˜(α1) = α1µ∂˜
µ, we have
A([α1, α2]
∗
S) = ρL˜(α1) · (A(α2))− ρL˜(α2) · (A(α1))− d˜A(α1, α2)
= α1µ∂˜
µ(Aνα2ν)− α2ν ∂˜ν(Aµα1µ)− (∂˜µAν − ∂˜νAµ)α1µα2ν
= Aµ(α1ν ∂˜
να2µ − α2ν ∂˜να1µ). (4.33)
Therefore we find that the exterior derivative d˜ on L and the bracket [·, ·]∗S is compatible. The
same discussion holds also for the operator d on the Lie algebroid L˜.
We next derive the Lie derivative in DFT. For A,B ∈ A1,0(M) and α, β ∈ A0,1(M), the
interior products (or the symmetric pairing) are realized as follows:
ιAβ = A
µβµ, ιAdβ = (A
ν∂νβµ − Aν∂µβν)∂˜µ,
ι˜αB = αµB
µ, ι˜αd˜B = (αν ∂˜
νBµ − αν ∂˜µBν)∂µ. (4.34)
The Lie derivative defined in (4.12) is therefore given by
LAβ = (dιA + ιAd)β
= d(ιAβ) + ιA(dβ) = d(A
νβν) + ιA(∂µβν ∂˜
µ ∧ ∂˜ν)
= [(∂µA
ν)βν + A
ν∂µβν ]∂˜
µ + Aµ∂µβν ∂˜
ν − Aν∂µβν ∂˜µ
= (Aν∂νβµ + βν∂µA
ν)∂˜µ. (4.35)
Similarly we have
L˜αB = (d˜ι˜α + ι˜αd˜)B = d˜(ανBν) + ι˜α(∂˜µBν∂µ ∧ ∂ν)
= [(∂˜µαν)B
ν + αν ∂˜
µBν ]∂µ + αµ∂˜
µBν∂ν − αν ∂˜µBν∂µ
= (αν ∂˜
νBµ +Bν ∂˜µαν)∂µ. (4.36)
We have consistently defined the Lie algebroid (∧•L, [·, ·]S, d) and its dual Lie algebroid (∧•L˜,
[·, ·]∗S, d˜) in DFT.
We are now in a position to discuss doubled structures of (L, L˜). As we have discussed
in Section 2, a Lie bialgebroid is defined by a Lie algebroid (L, [·, ·]L, ρL, d) and its dual Lie
coalgebroid (L∗, [·, ·]L∗ , ρL∗ , d∗) together with a compatibility condition between them called the
derivation condition (2.13). Again, this is given by
d∗[X, Y ]S = [d∗X, Y ]S + [X, d∗Y ]S, X, Y ∈ Γ(∧•L), (4.37)
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where d : ∧kL∗ → ∧k+1L∗ and d∗ : ∧kL → ∧k+1L are exterior derivatives defined above. Now
we examine the derivation condition in DFT by the explicit calculations. It is enough to show
for A,B ∈ Γ(L). The left hand side of (4.37) is given by
d˜[A,B]S = ∂˜
µ[A,B]νS∂µ ∧ ∂ν
= ∂˜µ(Aρ∂ρB
ν −Bρ∂ρAν)∂µ ∧ ∂ν
= (∂˜µAρ∂ρB
ν + Aρ∂ρ∂˜
µBν − ∂˜µBρ∂ρAν −Bρ∂ρ∂˜µAν)∂µ ∧ ∂ν , (4.38)
while the right hand side is calculated by using the explicit form of the Schouten-Nijenhuis
bracket:
[d˜A,B]S =
(
∂
∂ζρ
d˜A
)
∂ρB − (−1)0
(
∂
∂ζρ
B
)
∂ρd˜A
= (∂˜µAρζµ − ∂˜ρAµζµ)∂ρBνζν −Bρ∂ρ∂˜µAνζµζν
= (∂˜µAρ∂ρB
ν − ∂˜ρAµ∂ρBν −Bρ∂ρ∂˜µAν)∂µ ∧ ∂ν ,
[A, d˜B]S = −[d˜B,A]S
= −(∂˜µBρ∂ρAν − ∂˜ρBµ∂ρAν − Aρ∂ρ∂˜µBν)∂µ ∧ ∂ν . (4.39)
From these expressions, we obtain
d˜[A,B]S = [d˜A,B]S + [A, d˜B]S + (∂˜
ρAµ∂ρB
ν + ∂˜ρBν∂ρA
µ)∂µ ∧ ∂ν . (4.40)
The last contribution represents the violation of the derivation condition (4.37). We have then
explicitly shown that given the Lie algebroid structures L and L˜ ' L∗ in DFT, they do not
form a Lie bialgebroid in general. Although this is true, following the general discussion in
Section 3, the double L⊕L∗ defines a Vaisman algebroid. The anchor in the Vaisman algebroid
is defined as ρV = ρL + ρL∗ while the bilinear form (Ξ1,Ξ2) for Ξi ∈ Γ(TM) is given by
(Ξ1,Ξ2) = (A+ α,B + β) =
1
2
{
〈〈α,B〉〉+ 〈〈β,A〉〉
}
. (4.41)
Here 〈〈·, ·〉〉 is the symmetric pairing defined before. The differential operator is defined as
D = d + d˜. By using the Lie brackets [·, ·]L, [·, ·]L∗ , Lie derivatives LA, L˜α and operators
d, ι, d˜, ι˜, we define the Vaisman bracket for vectors Ξi ∈ Γ(TM):
[Ξ1,Ξ2]V = [A+ α,B + β]V = [A,B]L + LAβ − LBα− 1
2
d(ιAβ − ιBα)
+ [α, β]L˜ + L˜αB − L˜βA−
1
2
d˜(ι˜αB − ι˜βA), (4.42)
This is nothing but the C-bracket (1.1). The quadruple (L ⊕ L˜, [·, ·]C, ρV, (·, ·)) then defines a
Vaisman algebroid.
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We note that the last term in (4.40) is rewritten as
∂˜ρAµ∂ρB
ν + ∂˜ρBν∂ρA
µ = ηKL∂KA
µ∂LB
ν . (4.43)
It is obvious that this vanishes when the strong constraint is imposed. This means that the
derivation condition between L and L˜ is satisfied and (L, L˜) becomes a Lie bialgebroid when the
strong constraint is imposed and the gauge transformation parameters are restricted [2]. In this
case, the double L⊕L˜ defines a Courant algebroid following the general discussions [17,19]. This
completely agrees with the analysis in [15] where the pre-DFT algebroid (Vaisman algebroid)
becomes a Courant algebroid after imposing the strong constraint. We again stress that an
algebraic origin of the strong constraint is the derivation condition that is a compatibility
condition between L and L˜ which allows them to be a Lie bialgebroid.
4.4 Gauge symmetries, foliations and generalized geometry
In this subsection, we discuss the gauge symmetries associated with L, L˜ and the relation to
generalized geometry. As discussed in [13,18], the structure of the C-bracket in DFT naturally
arises as a Vaisman bracket on a para-Hermitian geometry. The C-bracket is recognized as a T-
duality covariantized Lie bracket-like structure that accommodates the diffeomorphism and the
B-field gauge symmetry algebra in the NSNS sector of supergravity. The geometric realization
of the C-bracket does not necessarily require the strong constraint. In this sense, the C-bracket
governs the “off-shell” gauge symmetry of DFT (a symmetry without the strong constraint).
Due to the para-complex structure underlying the doubled space-time M, there is a natural
decomposition of the tangent bundle TM = L⊕ L˜ in which Lie algebroid structures are found.
Since the distributions L, L˜ are Dirac structures and therefore are integrable, they are given by
tangent bundles of foliations F , F˜ inM. A physical space-time is therefore identified as a leaf
defined by x˜µ = const. in a para-Hermitian manifold. With the natural isomorphism induced
by an inner product defined by the metric η, the vector components in L˜ = TF ' L∗ = T ∗F
is identified with 1-forms over a leaf inM. Therefore, one can understand that the Lie bracket
[·, ·]L over L governs the diffeomorphism parametrized by vector gauge parameters ξµi while
the bracket [·, ·]L˜ over L˜ represents the B-field gauge symmetry parametrized by 1-forms ξ˜i,µ.
Since the Lie bracket for the 1-forms [ξ˜1, ξ˜2]L˜ is generically non-zero, the T-duality covariantized
B-field gauge symmetry is effectively enhanced to non-Abelian “off-shell”.
Upon the imposition of the strong constraint, the gauge algebra is closed by the C-bracket.
Therefore in order that the algebra given by the C-bracket generates a symmetry, the strong
constraint is necessarily satisfied, ether implicit or explicitly. A way to solve the strong con-
straint trivially is to make the winding derivative be vanishing ∂˜∗ = 0. In this case, the bracket
including 1-forms vanish [ξ˜1, ξ˜2]L˜ = 0 and the C-bracket is reduced to the c-bracket defined
in (2.14). This means that by imposing the section condition on any DFT fields and gauge
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C-bracket
strong constraint ∂˜∗ = 0
c-bracket
Vaisman bracket
derivation condition (2.13)
Courant bracket in (2.21)
[·, ·]∗ = 0
c-bracket
Figure 1: Paths to the c-bracket in DFT and Vaisman algebroids.
parameters and making the theory be “on-shell” (i.e. defined on a physical subspace), the
non-Abelian “off-shell” B-field gauge symmetry becomes an Abelian symmetry “on-shell”. In
this sense, the c-bracket is an “on-shell” counterpart of the C-bracket. From a mathematical
point of view, the c-bracket is obtained by first imposing the derivation condition (2.13) on
the Vaisman bracket and then make the Lie bracket on L˜ be a zero-bracket [·, ·]L˜ = 0 (see Fig
1). As we have explicitly shown, with the adaptation of the derivation condition, (L, L˜) forms
a Lie bialgebroid. Through the prescription by Liu-Weinstein-Xu [17], the c-bracket defines
a Courant algebroid. This c-bracket is nothing but the original Courant bracket appeared in
generalized geometry [5].
Given a para-Dolbeault cohomology, the “on-shell” fields and gauge parameters in DFT
satisfying the strong constraint are characterized by para-holomorphic quantities defined by
the para-Dolbeault operators:
para-holomorphic : d˜Φ = 0, (4.44)
where Φ is any doubled fields and gauge parameters. This is equivalent to say that the para-
holomorphic quantities are restricted in leaves in the foliation F . We note that this is not the
unique solution to the strong constraint. The other possibility
anti-para-holomorphic : dΦ = 0, (4.45)
also satisfies the strong constraint trivially. The anti-para-holomorphic quantities are defined
along the transverse directions to leaves. Namely, they live in the winding space defined by
xµ = const. We note that this kind of winding dependent space-time actually appears in
solutions to DFT [32].
5 Conclusion and discussions
In this paper, we studied the doubled aspects of the Vaisman algebroid which governs the
gauge symmetry in double field theory. In the first half of the paper, we studied the Lie
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algebroid and its doubled structures behind Vaisman algebroids from a mathematical viewpoint.
A Vaisman algebroid is obtained through an analogue of the Drinfel’d double of a pair of
Lie algebroids (E,E∗). The exterior algebras based on the Schouten-Nijenhuis bracket are
naturally defined in each E,E∗. Due to the failure of the derivation condition of the exterior
derivative on the Schouten-Nijenhuis bracket, the pair (E,E∗) does not form a Lie bialgebroid
in general. Although (E,E∗) fails to be a Lie bialgebroid, we show that their double L ⊕ L∗,
with appropriate definition of a bracket, satisfies two axioms for Vaisman algebroids. This is a
weakened construction of the Drinfel’d double of Lie bialgebroids for Courant algebroids [17].
Indeed, when the deviation condition is imposed, the bracket [·, ·]V satisfies three additional
axioms which are necessary for Courant algebroids. We then consider Dirac structures, namely,
maximally isotropic integrable subbundles L, L˜ ' L∗ of a Vaisman algebroid. We show that
each L,L∗ does not inherit the Lie algebroid structures in general. Even though they are Lie
algebroids, the derivation condition of the exterior derivatives does not follow in general and
(L,L∗) does not have Lie bialgebroid structure.
In the latter half of the paper, we investigated doubled structures in the gauge symmetry
of DFT. The symmetry is generated by the C-bracket on the doubled space-time. We intro-
duce the doubled space-time as a flat para-Hermitian manifoldM with dimension 2D. By the
para-complex structure K, the tangent bundle TM is decomposed into the two eigenbundles
TM = L⊕ L˜ associated with K = ±1. Subsequently, the doubled vector Ξ = ΞM∂M ∈ Γ(TM)
is separated into two parts Ξ = Aµ∂µ + αµ∂˜
µ where A ∈ Γ(L), α ∈ Γ(L˜). We discussed natural
Lie algebroid structures on L, L˜. With the Schouten-Nijenhuis bracket, they are extended into
a Gerstenhaber algebra. We then examined the exterior algebras and the para-Dolbeault coho-
mology on L, L˜. We showed that the dual exterior derivative d˜ does not satisfy the derivation
condition on the Lie bracket [·, ·]L in L. By the general discussion in Section 2, therefore,
(L, L˜) never define a Lie bialgebroid. Instead, the double L ⊕ L˜ defines a Vaisman algebroid
and the C-bracket is identified with the Vaisman bracket. We showed that the failure of the
derivation condition is resolved by imposing the strong constraint. With these results at hand,
we found an algebraic origin of the strong constraint. Namely, it is an efficient condition for
the derivation condition that ensures that (L, L˜) becomes a Lie bialgebroid.
Based on these structures, we discussed physical aspects of the symmetry generated by the
C-bracket. The gauge transformation of the NSNS B-field should be effectively non-Abelian due
to the O(D,D) covariantization of the symmetry. The integrability condition of L, L˜ implies
that they are given by foliations F , F˜ of M, L = TF , L˜ = T F˜ . Geometrically, this results in
the fact that the base space of L is given by leaves determined by x˜µ = const. The physical
space-time is a slice of doubled space-time whose winding coordinates are fixed values. With
the foliated structure and the natural isomorphism L˜ → L∗, the part of the doubled vectors
α = αµ∂˜
µ is identified with 1-forms α = αµdx
µ over a leaf in M. A trivial way to solve the
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strong constraint is to consider all the DFT fields that take values in the (anti)holomorphic
quantities. Then the Vaisman algebroid is reduced to a Courant algebroid where the B-field
gauge field is realized as an Abelian symmetry.
In this paper, we have worked with a para-Hermitian geometry. There are independent but
maybe equivalent approaches based on graded geometries [9, 19, 33] which is traced back to
an equivalence between Courant algebroids and QP-manifolds [34]. It would be interesting to
study the structure of the C-bracket with the derived brackets [9, 35].
Although the strong constraint is needed for the closure of the gauge algebra in DFT and
it makes a Vaisman algebroid be a Courant algebroid, we stress that the strong constraint
is not necessary in more general setups [36]. This implies that Vaisman algebroids would
play important roles in applications of DFT. For example, DFT in a group manifold is a key
ingredient for studies on Poisson-Lie T-duality [37]. Indeed, the Drinfel’d double and Courant
algebroids play significant roles to understand the Poisson-Lie T-duality in string theory [38–41].
Finally, we comment on the gauge symmetry in DFT. As we mentioned in the introduction,
the gauge symmetry in DFT is characterized by the C-bracket. This is in fact true for the
infinitesimal gauge transformations. The nature of the finite gauge transformations in DFT has
been studied in various viewpoints [3,7,42–47]. Mathematically, the finite gauge transformation
in DFT is governed by an “integrated” version of Vaisman and Courant algebroids. This is
analogous to the fact that the infinitesimal object of a Lie group is given by a Lie algebra
(cf. the Lie’s third theorem). Indeed, it is known that a Lie bialgebra is the infinitesimal
counterpart of a Poisson-Lie group [48]. Similarly, a Lie algebroid and a Lie bialgebroid are
infinitesimal objects of a Lie and a Poisson groupoids [25,26]. It is also discussed that a kind of
the Courant algebroid is an infinitesimal object of a groupoid [49]. It is therefore interesting to
study the integration of Vaisman and Courant algebroids [50] from mathematical and physical
viewpoints. These kind of issues are known as the “coquecigrue problem” – finding an imaginary
creature that appears in the famous texts Gargantua and Pantagruel. This was first proposed
by J. L. Loday as an analogue of the Lie’s third fundamental theorem for Lie groups. The
doubled structure discussed in this paper would provide a mathematical foundation towards
the coquecigrue problem for gauge symmetry in DFT. We believe that revealing a geometric
origin of DFT gauge symmetry is important to understand the stringy winding effects to space-
times [32,51–54]. We will come back to these issues in future works.
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A A quick introduction to DFT
Double Field Theory (DFT) [1] is an effective theory of string theory that realizes T-duality
manifestly. The T-duality transformation is expressed as anO(D,D) rotation in 2D-dimensional
doubled space-time while the physical space-time is D-dimensional. The doubled space-time is
characterized by the coordinate:
xM =
(
x˜µ
xµ
)
(M = 1, . . . , 2D; µ = 1, . . . , D). (A.1)
Here xµ is the coordinate of a conventional space-time probed by particles. The coordinate x˜µ,
called the winding coordinate, is the Fourier dual of the winding modes of strings. The doubled
space-time inherits the O(D,D) invariant metric and its inverse:
ηMN =
(
0 δµν
δµ
ν 0
)
, ηMN =
(
0 δµ
ν
δµν 0
)
. (A.2)
All the indices of O(D,D) tensors are raised and lowered by ηMN and η
MN .
The dynamical objects in DFT is the so-called generalized metric HMN and the generalized
dilaton d defined by
HMN =
(
gµν −gµρBρν
Bµρg
ρν gµν −BµρgρσBσν
)
, e−2d =
√−ge−2φ. (A.3)
All the component fields (g,B, φ) depend on the doubled coordinate xM . Here gµν , g
µν cor-
respond to the metric of the physical space-time when it is restricted to the space spanned
by xµ. Similarly, Bµν , φ correspond to the Kalb-Ramond B-field and the dilaton in type II
supergravities, respectively. The inverse of HMN satisfies the following relation,
HMN = ηMKηNLHKL. (A.4)
The generalized metric HMN parametrized the coset space O(D,D)/(O(D) × O(D)). The
O(D,D) invariant DFT action is given by [55]
SDFT =
∫
d2Dx e−2dR(H, d), (A.5)
R = 1
8
HMN∂MHKL∂NHKL − 1
2
HMN∂MHKL∂KHNL
+ 4HMN∂M∂Nd− ∂M∂NHMN − 4HMN∂Md ∂Nd+ 4∂MHMN∂Nd. (A.6)
The O(D,D) invariance is manifest in this action. There is an additional Z2 symmetry that
corresponds to reversing the orientation of closed strings. In addition, the action (A.5) is
invariant under the DFT gauge transformation.
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The gauge symmetry in DFT originates from the T-duality convariantized diffeomorphism
and the U(1) gauge symmetry of the NSNS B-field. The infinitesimal gauge transformation δΞ
of O(D,D) tensors is given by the generalized Lie derivative L̂Ξ. The generalized Lie derivative
on a doubled vector V M with weight w(V ) is defined by [55],
L̂ΞV M = ΞK∂KV M + (∂MΞK − ∂KΞM)V K + w(V )V M∂KΞK . (A.7)
Here Ξ is a gauge parameter which takes value in a doubled vector. The weight of the generalized
metric is w(H) = 0 while that of the generalized dilaton is w(e−2d) = 1. Sometimes the
generalized Lie derivative is called the D-bracket (a generalization of the Dorfman bracket in
generalized geometry). This defines the algebra of the DFT gauge symmetry, namely, the
commutator of the generalized Lie derivative L̂Ξ is calculated as
[L̂Ξ1 , L̂Ξ2 ] = L̂[Ξ1,Ξ2]C + F (Ξ1,Ξ2, ·). (A.8)
Here ΞMi (i = 1, 2) are gauge parameters. As its notation stands for, the algebra (A.8) is
governed by the C-bracket:
[Ξ1,Ξ2]
M
C = Ξ
K
1 ∂KΞ
M
2 − ΞK2 ∂KΞM1 −
1
2
ηKL(Ξ
K
1 ∂
MΞL2 − ΞK2 ∂MΞL1 ). (A.9)
The extra term F in (A.8) is given by
F (Ξ1,Ξ2, V )
M =
1
2
ηKL(Ξ
K
1 ∂
PΞL2 − ΞK2 ∂PΞL1 )∂PV M − (∂PΞM1 ∂PΞK2 − ∂PΞM2 ∂PΞK1 )VK .
(A.10)
Due to the non-zero contributions of F , the commutator of the generalized Lie derivative does
not close by the C-bracket in general. In order that the algebra closes, one should impose the
following strong constraint on the DFT fields and the gauge parameters:
ηMN∂M ∗ ∂N∗ = 0. (A.11)
Here ∗ stands for arbitrary DFT fields and gauge parameters. Solutions to the constraint (A.11)
determine a physical space-time. A trivial way to solve the strong constraint is to impose the
condition ∂˜µ∗ = 0. This means that any DFT fields and gauge parameters depend only on
the coordinate xµ that is the Fourier dual of the KK-modes. Therefore the strong constraint
is needed to make DFT be a physical theory10. We stress that ∂˜µ∗ = 0 provides a solution to
(A.11) but it is not the unique way to find solutions. We also note that the strong constraint
is a sufficient condition for the closure of the DFT gauge algebra but it is not a necessary
condition of the theory.
10 Strictly speaking, the physical condition necessary for the DFT fields is given by the section condition
ηMN∂M∂N∗ = 0 which is nothing but the level matching condition for closed strings. Contrast to the strong
constraint, this is called the weak constraint.
36
The gauge transformation of the generalized Ricci scalar R is [36]
δΞR = L̂ΞR = ΞK∂KR+G(Ξ,H, d), (A.12)
where G is a contribution which vanishes under the strong constraint. Although the DFT
action (A.5) is an O(D,D) scalar, it is not invariant under the DFT gauge transformation in
general. In order to make it be gauge invariant, one needs the strong constraint (A.11). When
all the fields do not depend on the winding coordinate x˜µ, namely, when we impose the trivial
constraint ∂˜µ∗ = 0, then the DFT action (A.5) reduces to the one for the NSNS sector of type
II supergravity:
SDFT
∂˜µ∗=0−−−→ SNSNS =
∫
dDx
√−ge−2φ
[
R + 4(∂φ)2 − 1
12
(H3 )
2
]
. (A.13)
Here R is the Ricci scalar constructed from the metric gµν . H3 = dB is the field strength of
the Kalb-Ramond B-field. In the same way, the D-bracket is reduced to the Dorfman bracket
in generalized geometry by the condition ∂˜µ∗ = 0:
L̂Ξ1ΞM2 = [Ξ1,Ξ2]MD ∂˜
µ∗=0−−−→ [A+ α,B + β]d = [A,B]L + LAβ − ιBdα. (A.14)
Here the doubled vector is decomposed as Ξ1 = A+α, Ξ2 = B+β and [A,B]L is the ordinary Lie
bracket for vectors on the D-dimensional space-time. The “lower components” of the doubled
vectors α, β are recognized as 1-forms on the physical space-time. Finally, the C-bracket is
reduced to the Courant bracket (2.14) in generalized geometry by the condition ∂˜µ∗ = 0:
[Ξ1,Ξ2]C
∂˜µ∗=0−−−→ [A+ α,B + β]c = [A,B]L + LAβ − LBα− 1
2
d(ιAβ − ιBα). (A.15)
B Calculus on C-bracket
In this section, we introduce relevant properties of the C-bracket in DFT. The relation between
the C-bracket and the D-bracket is as follows:
[P,Q]MD = [P,Q]
M
C +
1
2
ηMN∂N(ηKLP
KQL). (B.1)
We note that the D-bracket is not skew symmetric with respect to its arguments. Then the
C-bracket is defined as the anti-symmetric combination of the D-bracket:
[P,Q]MC =
1
2
(L̂PQM − L̂QPM) = 1
2
([P,Q]MD − [Q,P ]MD ). (B.2)
In order to see the role of the strong constraint in the Jacobi identity, we evaluate the Jacobiator
of the C-bracket:
JC(P,Q,R)
M = [[P,Q]C, R]
M
C + [[Q,R]C, P ]
M
C + [[R,P ]C, Q]
M
C . (B.3)
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In the following calculus, we never impose the constraint (A.11). Before the discussion, we first
show the (left-)Leibniz identity (Jacobi-like identity) of the D-bracket. The D-bracket can be
written as [P,Q]MD = [P,Q]
M +QK∂MPK by using the ordinary Lie bracket [·, ·] on TM. The
ordinary Leibniz identity for the Lie bracket [·, ·] is given by
[P, [Q,R]] = [[P,Q], R] + [Q, [P,R]]. (B.4)
Here P,Q,R are vectors in the doubled space-time. We now calculate the corresponding terms
of the D-bracket. The first term [P, [Q,R]D]D is evaluated as
[P, [Q,R]D]
M
D
= [P, [Q,R]D]
M + ηKL[Q,R]
K
D ∂
MPL
= [P, [Q,R]]M + (PN∂N(ηKLR
K∂MQL)− (ηKLRK∂NQL)∂NPM)
+ ηKL[Q,R]
K∂MPL + ηKL(ηIJR
I∂KQJ)∂MPL. (B.5)
On the other hand, the term [[P,Q]D, R]D is calculated to be
[[P,Q]D, R]
M
D
= [[P,Q]D, R]
M + ηKLR
K∂M [P,Q]LD
= [[P,Q], R]M + ((ηKLQ
K∂NPL)∂NR
M −RN∂N(ηKLQK∂MPL))
+ ηKLR
K∂M [P,Q]L + ηKLR
K∂M(ηIJQ
I∂LP J). (B.6)
We then obtain
[[P,Q]D, R]
M
D + [Q, [P,R]D]
M
D
= [P, [Q,R]]M + ηKL([Q,R]
K∂MPL + (ηIJR
I∂KQJ)∂MPL + PN∂N(R
K∂MQL))
+ ηKL(Q
K∂NPL∂NR
M −RK∂NPL∂NQM). (B.7)
Again by using (B.5), we obtain the following relation,
[P, [Q,R]D]
M
D = [[P,Q]D, R]
M
D + [Q, [P,R]D]
M
D + SCD(P,Q,R)
M , (B.8)
SCD(P,Q,R)
M = ηKL(R
K∂NPL∂NQ
M −QK∂NPL∂NRM −RK∂NQL∂NPM). (B.9)
This is the (left-)Leibniz identity for the D-bracket. Note that the term SCD vanishes under
the imposition of the strong constraint.
By using the (left-)Leibniz identity of the D-bracket (B.8), we calculate the Jacobiator of
the C-bracket (B.3). The analysis is based on the proposition 3.16 in [6]. We first evaluate
the term [[P,Q]C, R]C. Since the C-bracket is the anti-symmetric combination of the D-bracket
(B.2), we have
[[P,Q]C, R]C =
1
2
([[P,Q]C, R]D − [R, [P,Q]C]D)
=
1
4
([[P,Q]D, R]D − [[Q,P ]D, R]D − [R, [P,Q]D]D + [R, [Q,P ]D]D). (B.10)
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Then, by the (left-)Leibniz identity (B.8), the relation (B.10) becomes
[[P,Q]C, R]C =
1
4
([P, [Q,R]D]D − [Q, [P,R]D]D − SCD(P,Q,R)
− [Q, [P,R]D]D + [P, [Q,R]D]D + SCD(Q,P,R)
− [R, [P,Q]D]D + [R, [Q,P ]D]D). (B.11)
Therefore the summation over the cyclic permutations of the above expression gives
[[P,Q]C, R]C + c.p.
=
1
4
([P, [Q,R]D]D − [Q, [P,R]D]D − SCD(P,Q,R) + SCD(Q,P,R) + c.p.). (B.12)
By using the Leibniz identity again, we find
[[P,Q]C, R]C + c.p. =
1
4
([[P,Q]D, R]D − SCD(Q,P,R) + c.p.). (B.13)
Using the relation between C- and D-brackets (B.1), we obtain
[[P,Q]C, R]C = [[P,Q]C, R]D − ∂•([P,Q]C, R)+
= [[P,Q]D, R]D − [∂•(P,Q)+, R]D − ∂•([P,Q]C, R)+. (B.14)
Here ∂• is a differential operator whose index is raised by ηMN and (P,Q)+ =
1
2
ηMNP
MQN .
The second term in (B.14) is calculated as
[∂•(P,Q)+, R]
M
D =
1
2
(
∂N(PKQK)∂NR
M + (∂M∂N(P
KQK)− ∂N∂M(PKQK))RN
)
=
1
2
∂N(PKQK)∂NR
M . (B.15)
We note that this part vanishes under the strong constraint. Finally, by using the result (B.14),
the Jacobiator of the C-bracket (B.13) is
[[P,Q]C, R]C + c.p.
=
1
4
([[P,Q]C, R]C + ∂
•([P,Q]C, R)+ + [∂
•(P,Q)+, R]D − SCD(Q,P,R) + c.p.)
=
1
4
(JC(P,Q,R) + 3∂
•NC(P,Q,R) + 3SCC(P,Q,R)), (B.16)
where
NC(P,Q,R) =
1
3
(
([P,Q]C, R)+ + c.p.
)
, (B.17)
SCC(P,Q,R) =
1
3
(
[∂•(P,Q)+, R]D − SCD(Q,P,R) + c.p.
)
. (B.18)
39
Therefore we obtain
JC(P,Q,R) = ∂
•NC(P,Q,R) + SCC(P,Q,R). (B.19)
Here NC is the Nijenhuis operator and the contribution SCC vanishes under the strong con-
straint. It is clear that the C-bracket never satisfies the axiom C1 of the Courant algebroid
unless the strong constraint is imposed.
In order to see the doubled aspects of the gauge symmetry, we decompose the C-bracket
into the components. The gauge parameters are decomposed into their KK and winding parts:
PM =
(
αµ
Aµ
)
, QM =
(
βµ
Bµ
)
. (B.20)
Then the C-bracket is rewritten as
[P,Q]MC = P
K∂KQ
M −QK∂KPM − 1
2
ηKL(P
K∂MQL −QK∂MPL)
= αν ∂˜
νQM + Aν∂νQ
M − βν ∂˜νPM −Bν∂νPM
− 1
2
(αν∂
MBν + Aν∂Mβν − βν∂MAν −Bν∂Mαν). (B.21)
Now we consider the doubled basis ∂M = (∂µ, ∂˜
µ). Then, by contracting this with the C-bracket,
we obtain
[P,Q]C = [P,Q]
M
C ηMN∂
N = αν ∂˜
νβµ∂˜
µ + Aν∂νβµ∂˜
µ − βν ∂˜ναµ∂˜µ −Bν∂ναµ∂˜µ
+ αν ∂˜
νBµ∂µ + A
ν∂νB
µ∂µ − βν ∂˜νAµ∂µ −Bν∂νAµ∂µ
− 1
2
(αν ∂˜
µBν + Aν ∂˜µβν − βν ∂˜µAν −Bν ∂˜µαν)∂µ
− 1
2
(αν∂µB
ν + Aν∂µβν − βν∂µAν −Bν∂µαν)∂˜µ. (B.22)
Each part is given by
[A,B]L = [A,B]
µ
L∂µ = (A
ν∂νB
µ −Bν∂νAµ)∂µ,
[α, β]L˜ =
(
[α, β]L˜
)
µ
∂˜µ = (αν ∂˜
νβµ − βν ∂˜ναµ)∂˜µ,
dιAβ = d(A
νβν) = ∂µ(A
νβν)∂˜
µ = (βν∂µA
ν + Aν∂µβν)∂˜
µ,
d˜ιAβ = d˜(A
νβν) = ∂˜
µ(Aνβν)∂µ = (βν ∂˜
µAν + Aν ∂˜µβν)∂µ,
L˜αB = (αν ∂˜νBµ +Bν ∂˜µαν)∂µ,
LAβ = (Aν∂νβµ + βν∂µAν)∂˜µ. (B.23)
Then, L becomes a Lie derivative by a vector field, while L˜ becomes a (T-dualized) Lie derivative
by a “winding vector field”. [·, ·]L is the ordinary Lie bracket while [·, ·]L˜ is the Lie bracket for
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the “winding vector field”. d is the exterior derivative and d˜ is the winding exterior derivative.
Then the C-bracket is decomposed as
[P,Q]MC ∂M = ([α, β]L˜)µ∂˜
µ + Aν∂νβµ∂˜
µ −Bν∂ναµ∂˜µ + [A,B]µL∂µ + αν ∂˜νBµ∂µ − βν ∂˜νAµ∂µ
− 1
2
(2Aν ∂˜µβν − (d˜ιAβ)µ + (d˜ιBα)µ − 2Bν ∂˜µαν)∂µ
− 1
2
((dιAβ)µ − 2βν∂µAν − (dιBα)µ + 2αν∂µBν)∂˜µ
=
(
[A,B]µL + L˜αBµ − L˜βAµ +
1
2
(d˜(ιAβ − ιBα))µ
)
∂µ
+
(
([α, β]L˜)µ + LAβµ − LBαµ −
1
2
(d(ιAβ − ιBα))µ
)
∂˜µ. (B.24)
This is explicitly written as a sum of the Courant bracket-like structures [2]:
[P,Q]C = [A+ α,B + β]C = [A,B]L + LAβ − LBα− 1
2
d(ιAβ − ιBα)
+ [α, β]L˜ + L˜αB − L˜βA+
1
2
d˜(ιAβ − ιBα). (B.25)
From this expression, when we consider the supergravity frame ∂˜∗ = 0 the second part vanishes
and the C-bracket reduces to the original Courant bracket (c-bracket) (2.14).
C Detailed calculations on algebroids
In this section, we exhibit detailed calculations on (3.17) and (3.38).
C.1 Calculations on (3.17)
We here derive eq. (3.17). By its definition, the Lie derivative on [ξ1, ξ2]V is calculated as
LX3 [ξ1, ξ2]V = (dιX3 + ιX3d)[ξ1, ξ2]V
= d〈X3, [ξ1, ξ2]V〉+ ιX3Lξ1dξ2 − ιX3Lξ2dξ1
+ ιX3(d[ξ1, ξ2]V − Lξ1dξ2 + Lξ2dξ1), (C.1)
where we have extracted out the derivation condition part.
In order to evaluate the cyclic permutations of the above expression, it is convenient to
rewrite the interior product parts ιX3Lξ1dξ2 − ιX3Lξ2dξ1. To this end, we first show that the
following relation holds:
ιXLξdη = [ξ,LXη]V − LLξXη + [d〈η,X〉, ξ] + d(ρ∗(ξ) · 〈η,X〉)− d〈[ξ, η]V, X〉. (C.2)
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Deriving this expression needs a little effort. First, the Leibniz rule of the Lie derivative in
(2.12) results in
〈ιXLξdη, Y 〉 = Lξ(dη(X, Y ))− dη(LξX, Y )− dη(X,LξY ). (C.3)
The first term in the above gives Lξdη(X, Y ) = ρ∗(ξ) · (dη(X, Y )) while the remaining terms
are evaluated by the definition of the exterior derivative:
dξ(X, Y ) = ρ(X) · 〈ξ, Y 〉 − ρ(Y ) · 〈ξ,X〉 − 〈ξ, [X, Y ]E〉 . (C.4)
Therefore, (C.3) is written as
〈ιXLξdη, Y 〉 = ρ∗(ξ)ρ(X) · 〈ξ, Y 〉 − ρ∗(ξ)ρ(Y ) · 〈η,X〉 − ρ∗(ξ) · 〈η, [X, Y ]E〉
− ρ(LξX) · 〈η, Y 〉+ ρ(Y ) · 〈η,LξX〉+ 〈η, [LξX, Y ]E〉
− ρ(X) · 〈η,LξY 〉+ ρ(LξY ) · 〈η,X〉+ 〈η, [X,LξY ]E〉 . (C.5)
Using (3.6),(3.7), the first terms in each line in the right hand side of (C.5) is evaluated as
ρ∗(ξ)ρ(X) · 〈ξ, Y 〉 = ρ∗(ξ) · 〈LXη, Y 〉+ ρ∗(ξ) · 〈η, [X, Y ]E〉 ,
ρ(LξX) · 〈η, Y 〉 = 〈LLξXη, Y 〉+ 〈η, [LξX, Y ]E〉 ,
ρ(LξY ) · 〈η,X〉 = 〈LLξY η,X〉+ 〈η, [LξY,X]E〉 . (C.6)
Therefore we find
〈ιXLξdη, Y 〉 = ρ∗(ξ) · 〈LXη, Y 〉 − ρ∗(ξ)ρ(Y ) · 〈η,X〉 − 〈LLξXη, Y 〉
+ ρ(Y ) · 〈η,LξX〉 − ρ(X) · 〈η,LξY 〉+ 〈LLξY η,X〉 . (C.7)
The right hand side is rewritten as the inner products with Y as follows. Again, by the defining
properties of the Lie derivative (2.12), we have
ρ(Y ) · 〈η,LξX〉 = ρ(Y )ρ∗(ξ) · 〈η,X〉 − ρ(Y ) · 〈[ξ, η]V, X〉
= 〈d(ρ∗(ξ) · 〈η,X〉), Y 〉 − 〈d 〈[ξ, η]V, X〉 , Y 〉 . (C.8)
Using this we obtain
〈ιXLξdη, Y 〉 = 〈d(ρ∗(ξ) · 〈η,X〉), Y 〉+ 〈d 〈[ξ, η]V, X〉 , Y 〉 − 〈LLξXη, Y 〉+ 〈[ξ,LXη]V, Y 〉
− Lξ 〈LY η,X〉 − Lξ 〈η,LYX〉 − 〈η,LXLξY 〉+ 〈LLξY η,X〉 . (C.9)
Since we have the following relation,
〈LLξY η,X〉 − 〈η,LXLξY 〉 = 〈LLξY η,X〉+ 〈η,LLξYX〉
= LLξY 〈η,X〉
= 〈d 〈η,X〉 ,LξY 〉
= Lξ 〈d 〈η,X〉 , Y 〉 − 〈[ξ, d 〈η,X〉]V, Y 〉 . (C.10)
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We find
〈ιXLξdη, Y 〉 = 〈d(ρ∗(ξ) · 〈η,X〉), Y 〉+ 〈d 〈[ξ, η]V, X〉 , Y 〉 − 〈LLξXη, Y 〉
+ 〈[ξ,LXη]V, Y 〉 − 〈[ξ, d 〈η,X〉]V, Y 〉
− Lξ 〈LY η,X〉 − Lξ 〈η,LYX〉+ Lξ 〈Y, d 〈η,X〉〉 . (C.11)
We note that the terms in the third line vanish due to the following relation,
Lξ 〈Y, d 〈η,X〉〉 = LξLY 〈η,X〉
= Lξ 〈LY η,X〉+ Lξ 〈η,LYX〉 . (C.12)
Then, the expression (C.2) follows.
Now we go back to the evaluation of (C.1). Using the relation (C.2), the interior product
parts ιX3Lξ1dξ2 − ιX3Lξ2dξ1 in (C.1) are calculated. Then we find
LX3 [ξ1, ξ2]V = −d〈[ξ1, ξ2]V, X3〉
+ [ξ1,LX3ξ2]V − LLξ1X3ξ2 + [d〈ξ2, X3〉, ξ1]V + d(ρ∗(ξ1) · 〈ξ2, X3〉)
− [ξ2,LX3ξ1]V + LLξ2X3ξ1 − [d〈ξ1, X3〉, ξ2]V − d(ρ∗(ξ2) · 〈ξ1, X3〉)
+ ιX3(d[ξ1, ξ2]V − Lξ1dξ2 + Lξ2dξ1). (C.13)
The cyclic permutations of the second and the third terms are found to be
[ξ1,LX3ξ2]V − [ξ2,LX3ξ1]V + c.p. = [LX1ξ2 − LX2ξ1, ξ3]V + c.p.,
− LLξ1X3ξ2 + LLξ2X3ξ1 + c.p. = LLξ1X2−Lξ2X1ξ3 + c.p.,
[d〈ξ2, X3〉, ξ1]V − [d〈ξ1, X3〉, ξ2]V + c.p. = +2[d(e1, e2)−, ξ3]V + c.p.,
d(ρ∗(ξ1) · 〈ξ2, X3〉)− d(ρ∗(ξ2) · 〈ξ1, X3〉) + c.p. = 2d(ρ∗(ξ3) · (e1, e2)−) + c.p. (C.14)
We then finally obtain
LX3 [ξ1, ξ2]V + c.p. = −d〈[ξ1, ξ2]V, X3〉
+ [LX1ξ2 − LX2ξ1, ξ3]V + LLξ1X2−Lξ2X1ξ3
+ 2[d(e1, e2)−, ξ3]V + 2d(ρ∗(ξ3) · (e1, e2)−)
+ ιX3(d[ξ1, ξ2]V − Lξ1dξ2 + Lξ2dξ1) + c.p. (C.15)
This is the equation (3.17).
C.2 Calculations on (3.38)
We here derive the relation (3.38). For any X, Y ∈ Γ(E), f ∈ C∞(M), we have
[X, fY ]E = f [X, Y ]E + (ρ(X) · f)Y. (C.16)
43
Then, we obtain
d∗[X, fY ]E = d∗f ∧ [X, Y ] + fd∗[X, Y ]E + d∗ (ρ(X) · f) ∧ Y + (ρ(X) · f)d∗Y
= d∗f ∧ [X, Y ] + f
(
−LY d∗X + LXd∗Y
)
+ f
(
d∗[X, Y ]E + LY d∗X − LXd∗Y
)
+ d∗ (ρ(X) · f) ∧ Y + (ρ(X) · f)d∗Y. (C.17)
Here we have extracted out the derivation condition part.
On the other hand, since we have
− LfY d∗X + LXd∗(fY )
= −LfY d∗X + LX(d∗f ∧ Y + fd∗Y )
= −LfY d∗X + (LXd∗f) ∧ Y + d∗f ∧ LXY + (ρ(X) · f)d∗Y + fLXd∗Y, (C.18)
then we find
d∗[X, fY ]E =
(
d∗[X, fY ]E − LXd∗(fY ) + LfY d∗X
)
+
(
−d∗[X, fY ]E + LXd∗(fY ) + LfY d∗X
)
=
(
d∗[X, fY ]E − LXd∗(fY ) + LfY d∗X
)
− LfY d∗X + (LXd∗f) ∧ Y + d∗f ∧ LXY + (ρ(X) · f)d∗Y + fLXd∗Y. (C.19)
By comparing the two expressions (C.17) and (C.19), we find{
LXd∗f − ιdfd∗X − d∗(ρ(X) · f)
}
∧ Y = f
(
d∗[X, Y ]E + LY d∗X − LXd∗Y
)
−
(
d∗[X, fY ]E − LXd∗(fY ) + LfY d∗X
)
, (C.20)
where we have used the relation LfY d∗X = fLY d∗X−Y ∧ιdfd∗X which follows from a property
in (2.12). Again, using the properties in (2.12), we have
LXd∗f − ιdfd∗X − d∗(ρ(X) · f) = LXd∗f − LdfX + d∗(ιdfX)− d∗(ρ(X) · f)
= − LdfX + LXd∗f + d∗
(
ιdfX − ρ(X) · f
)
= − LdfX + [X, d∗f ]E. (C.21)
Here we have used ιdfX = 〈df,X〉 = ρ(X) · f . Then, the equation (3.38) follows.
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