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LOCALIZATION AND IDS REGULARITY IN THE DISORDERED HUBBARD MODEL
WITHIN HARTREE-FOCK THEORY
RODRIGO MATOS AND JEFFREY SCHENKER
Abstract. Using the fractional moment method it is shown that, within the Hartree-Fock approximation
for the Disordered Hubbard Hamiltonian, weakly interacting Fermions at positive temperature exhibit lo-
calization, suitably defined as exponential decay of eigenfunction correlators. Our result holds in any
dimension in the regime of large disorder and at any disorder in the one dimensional case. As a con-
sequence of our methods, we are able to show Ho¨lder continuity of the integrated density of states with
respect to energy, disorder and interaction using known techniques.
1. Introduction
Our goal in this note is to present a somewhat elementary proof of Anderson Localization for the
Disordered Hubbard model within Hartree-Fock Theory at positive temperature. Ground states prop-
erties of the (deterministic) Hubbard model under Generalized Hartree-Fock Theory were studied long
ago in [26]. However, to the best of our knowledge, the localization properties of the disordered version
of this model remained unexplored up to the present work whose conclusion can be stated as follows:
Under suitable conditions on the probability distribution of the random potential, the localization results
obtained for the Anderson model on ℓ2
(
Z
d
)
, at large disorder in dimension d ≥ 2 and at any disorder
in dimension d = 1, remain valid under the presence of weak interactions. More specifically, in the
regime of strong disorder this is accomplished in any dimension by theorem 1 below whereas theorem 2
contains the improvement in dimension one, where any disorder strength leads to localization provided
the interaction strength is taken sufficiently small. Our methods can also be applied to prove Ho¨lder
regularity (in various forms) of the integrated density of states (IDS), which is the content of theorem 3.
The above results lie in between the vast literature on single particle localization and the recent efforts
to study many particle systems as in the case of an arbitrary, but finite, number of particles as in the series
of works by Chulaevsky-Suhov [11],[12],[13] and Ainzenman-Warzel [7], the case of the XY spin chain
in [25] and the droplet spectrum of the XXZ quantum spin chain in [18] and [9]. As the formulation of
our problem treats infinitely many particles as independent but subject to an effective field, our setting
can be thought as a single particle Anderson model with correlated random potentials. In comparison to
the cases of spin chains, the notions of localization are more clear and can be hierarchically displayed
from pure point spectrum, exponential decay of eigenfunctions to exponential decay of eigenfunction
correlators [6][Theorem 7.2 and Theorem 7.4]. In comparison to the recent result on Hartree-Fock theory
for lattice fermions in [15], achieved via multiscale analysis, our results establish exponential decay of
the eigenfunction correlators. In particular, we obtain for any t > 0, almost sure exponential decay for
the matrix elements of the effective Hamiltonian evolution 〈m|e−itHe f f |n〉.
Moreover, the result of complete localization in dimension one is also new and deserves attention
on it’s own since, due to the correlations on the potential, the application of Furstemberg’s theorem or
Kotani theory to obtain positivity of the Lyapunov exponent is difficult. Moreover, a large deviation
theory for the Green’s function is a further obstacle to establish dynamical localization from uniform
positivity of the Lyapunov exponent. We overcome these challenges using ideas of chapter 12 in [6]
which has arguments reminescent of the proof of the main result in [28]. The main difference in our result
is that independence is not available. However, one can obtain positivity of the Lyapunov exponent L(E)
at any disorder using uniform positivity for the Lyapunov exponent of the Anderson model LAnd(E)
combined with a continuity result on the interaction strength g. Independence is more crucial when
it comes to establishing a large deviation theorem as in [6, Theorem 12.8]. Our modification of the
argument relies on strong decorrelations in the effective potential in the form of a strong mixing lemma.
It is worth clarifying that we have not established localization in one dimension for rough potentials
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as in [27] since the fractional moment a priori bound is a key element in our proof. Moreover, the
gap assumption in [15] is replaced by working at positive temperature thus our results do not apply to
Hartree-Fock ground states.
2. Definitions andMain Result
2.1. Notation. In what follows, Zd will be equipped with the norm |n| = |n1|+...+|nd | for n = (n1, ..., nd).
Given a subset Λ ⊂ Zd we define ℓ2(Λ) := {ϕ : Λ → C |∑n∈Λ |ϕ(n)|2 < ∞} and for ϕ ∈ ℓ2(Λ),
‖ϕ‖ℓ2(Λ) :=
(∑
n∈Λ |ϕ(n)|2 < ∞}
)1/2
. Throughout this note, η will be a positive constant and F a fixed
function which is analytic on the strip S = {z ∈ C : |Imz| < η} and continuous up to the boundary of
S, in which case we define ‖F‖∞ := supz∈S |F(z)|. Our main goal is to study localization properties for
non-local perturbations of the Anderson model HAnd := −∆ + λVω which arise naturally in the context
of Hartree-Fock theory for the Hubbard model. As usual, the random potential Vω is the multiplication
operator on ℓ2(Zd) defined as
(Vωϕ) (n) = ωnϕ(n) (2.1)
for all n ∈ Zd and {ωn}n∈Zd are independent, identically distributed random variables on an underlying
probability space Ω which can be realized as R|Λ| in the finite volume case or RZ
d
in the infinite volume
case. The hopping operator (∆ϕ) (n) =
∑
|m−n|=1 (ϕ(m) − ϕ(n)) is the discrete Laplacian on Zd. The proofs
of localization via fractional moments usually do not require the hopping to be governed by ∆; below we
will replace ∆ by a more general operator H0 whose matrix elements decay sufficiently fast away from
the diagonal. It is technically useful to formulate some of our results in finite volume, i.e, we will work
with restrictions of the operators to ℓ2(Λ) but the results obtained will be volume independent meaning
that all the constants involved are independent of Λ ⊂ Zd. We will use 1Λ to denote the characteristic
function of Λ and well as the projection PΛ : ℓ
2(Zd) → ℓ2(Λ). With these preliminaries we are ready to
define the Schro¨dinger operators studied in this work.
2.2. Definition of the operators. Let HAnd = H0 + λVω be the Anderson model on ℓ
2
(
Z
d
)
where:
(A1)
sup
m
∑
n∈Zd
|H0(m, n)|
(
eν|m−n| − 1
)
< η, ν > 0 fixed.
(A2) Vω is defined as in (2.1) and the random variables {ω(n)}n∈Zd are independent, identically dis-
tributed with a Gaussian density:
P (ω(0) ∈ I) =
ˆ
I
ρ(v) dv for ρ(v) =
1√
π
e−v
2
.
Define
HHub =
(
H↑(ω) 0
0 H↓(ω)
)
:=
(−H0 + λVω + gV↑(ω) 0
0 −H0 + λVω + gV↓(ω)
)
(2.2)
where (
V↑(ω)(n)
V↓(ω)(n)
)
=
( 〈n|F(H↓)|n〉
〈n|F(H↑)|n〉
)
. (2.3)
Note that this only defines H↑(ω) and H↓(ω) implicitly. Existence and uniqueness of V↑ and V↓ will
be shown below in section 5, proposition 6. The model 2.2 is usually referred to as the Hartre ap-
proximation due to the absence of exchange terms. On section 3 below we will comment that, for
attractive interaction, we can indeed include exchange terms in the pressure functional P(Γ) for one
particle density matrices Γ ∈ ℓ∞
(
Z
d
)
⊕ ℓ∞
(
Z
d
)
, 0 ≤ Γ ≤ Id , which is referred to as Hartree-Fock
approximation. However, the exchange terms are not present at the minimizer Γ0 of −P(Γ) hence the
terminology Hartree-Fock approximation is justified in our context.
The Hubbard model is schematically represented in the following picture. The black edges represent
hopping between sites and the red edges represent the effective interaction between the two layers.
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n↓
n↑
2.3. Main Theorems. Fix an interval I ⊂ R and define the eigenfunction correlator through
QI(m, n) := sup
|ϕ|≤1
| 〈m|ϕ(HHub)|n〉 | (2.4)
the supremum being taken over Borel measurable functions bounded by one. In case I = R we simply
write Q(m, n). Our main result is the following:
Theorem 1. For any dimension d ≥ 1, whenever |g| < η(1−e
−ν)
d
12
√
2‖F‖∞
there exists a positive constant λ0(g)
such that if λ > λ0(g)
E (Q(m, n)) ≤ Ce−ν′|m−n|. (2.5)
holds for any m, n ∈ Zd and some positive constants ν′, C(β, d, g, λ, ‖F‖∞).
Before we state our next result recall the definition of the Lyapunov exponent for an ergodic operator
H on ℓ2
(
Z
d
)
. Initially, for z ∈ C+ we define
L(z) = −E
(
ln | 〈0|(H+ − z)−1 |0〉 |
)
(2.6)
where H+ = H[0,∞)∩Z. By Herglotz theory (see, for instance, [6, Appendix B] and references therein) it
is seen that L(E) is well defined as limη→0L(E + iη) for Lebesgue almost every E ∈ R. Finally, recall
the uniform positivity of the Lyapunov exponent for the Anderson model
ess inf
E∈R
LAnd(E) > L0 > 0 (2.7)
Theorem 2. In dimension d = 1,let H0 = −∆. For any λ > 0, whenever |g| < min
{η(1−e−ν)‖F‖∞
12
√
2
,C(s, η, γ, ‖F‖∞)L0
}
we have, for any compact interval I ⊂ R
E (QI(m, n)) ≤ Ce−ν
′ |m−n|. (2.8)
holds for any m, n ∈ Zd and positive constants ν′, C(η, g, λ, ‖F‖∞, I).
Recall the definition of the integrated density of states for an Ergodic operator H:
NH(E) = lim|Λ|→∞
TrP(−∞,E)(1ΛH1Λ)
|Λ| . (2.9)
In what follows, we denote by N0(E) the corresponding quantity for the free operator H0 defined above.
Theorem 3. Fix a interval I where E 7→ N0(E) is α0-Ho¨lder continuous and a bounded interval J ⊂ R.
The integrated density of states Nλ,g(E) of HHub is Ho¨lder continuous with respect to E,(λ, g). More
precisely:
(IDS 1) For E, E
′ ∈ I
|Nλ,g(E) − Nλ,g(E′)| ≤ C(α, I, g)|E − E′|α (2.10)
for α ∈ [0, α0
2+α0
] and C(α, I, g) independent of λ.
(IDS 2) If λ, λ
′ ∈ J, we have, for any E ∈ I, α ∈ [0, α0
2+α0
]. for any β ∈ [0, 2α+3+3d ]
|Nλ,g(E) − Nλ′,g′(E)| ≤ C(α0, I)
(
|λ − λ′|β + |g − g′|β
)
. (2.11)
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3. Motivation
We shall explain the motivation for the choice of the effective potential above. Let Λ ⊂ Zd be a finite
subset. Similarly to [26, Equation 3a.8], given Γ ∈ ℓ∞(Λ)
⊕
ℓ∞(Λ) with 0 ≤ Γ ≤ 1 we define the
pressure functional P(Γ) as
− P(Γ) = E(Γ) − β−1S(Γ). (3.1)
The energy functional in our case is
E(Γ) = Tr (−∆ − µ + λVω)Γ + g
∑
n
〈
n↑
∣∣∣Γ∣∣∣n↑〉 〈n↓∣∣∣Γ∣∣∣n↓〉 , (3.2)
and
S(Γ) = −Tr (Γ log Γ + (1 − Γ) log(1 − Γ)) (3.3)
is the entropy. Generally, the choice of energy functional (3.2) is referred to as Hartree approximation
as exchange terms are neglected. However, in the case of attractive interaction among the particles, it
is easy to prove that such exchange terms do not affect the choice of minimizer and the process may be
referred to as the Hartree-Fock approximation. The minimizer Γ of −P(Γ) exists since Λ is a finite set
and satisfies
Γ↑(n) := 〈n|
1
1 + eβ(−∆−µ+λVω+Γ↓)
|n〉 . (3.4)
Γ↓(n) := 〈n|
1
1 + eβ(−∆−µ+λVω+Γ↑)
|n〉 . (3.5)
Thus, the effective Hamiltonian on ℓ2 (Λ)
⊕
ℓ2 (Λ) is determined by
HΛω :=
(−∆ + λω(n) + gVΛ↑ (n) 0
0 −∆ + λω(n) + gVΛ↓ (n)
)
VΛ↑ (ω)(n) := 〈n|
1
1 + eβ(−∆−µ+λω+gV↓)
|n〉 (3.6)
VΛ↓ (ω)(n) := 〈n|
1
1 + eβ(−∆−µ+λω+gV↑)
|n〉 . (3.7)
We shall see below that if Λn is an increasing sequence with ∪n∈NΛn = Zd then, for fixed m ∈ Zd,
lim
n→∞V
Λn
eff
(m) = Veff(m) (3.8)
and this fact ensures that, for localization purposes in the Hubbard model, it suffices to study HHub and
it’s finite volume restrictions.
4. Sketch of the Proof
We now want to sketch the proof of the main theorem on the particular case where H = (−∆) +
λω(n) + gVeff(n) is defined on ℓ
2
(
Z
d
)
and F(z) = 1
1+eβ(z−µ) is the Fermi-Dirac function. Despite not being
physically well motivated, this example contains all the features of the model we are aiming at hence we
first explain our methods here where the effective potential is given by
VΛe f f (n) = 〈n|
1
1 + eβ(−∆−µ+λω+gVeff )
|n〉 . (4.1)
For now let’s assume existence and uniqueness of Veff are proven as well as its regularity with respect
to {ω(n)}n∈Zd . This, together with estimates on the derivatives of Veff is a significant portion of the proof
which is developed in sections 5 and 6. However, proceeding with the sketch, we define
Uω(n) = λω(n) + gVeff(n, ω). (4.2)
From now on, to keep the notation simple, we drop the dependence of ω in the new variables which are
not independent random variables anymore. The strategy is to show that for g sufficiently small, they
still behave as if they were independent in the following sense:
Lemma 4. The conditional distribution of U(n0) = v at specified values of {U(n)}n,n0 has a bounded
density ρn0
eff
(v).
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The proof of the above lemma is detailed in section 8; it requires exponential decay of
∂Veff(n)
∂ω(n) and
∂2Veff(n)
∂ω(m)ω(k) . The need for this decay is the main reason to require β < ∞ or, in other words, to require
analiticity of F in a strip. The intuitive idea is that the random variables U(n) and U(n0) decorrelate in
a strong fashion as |n − n0| becomes large. Assuming lemma 4, we can finish using the basics of the
fractional moment method which goes back to [5] and [1]. Define the Green’s function
GΛ(m, n, z) := 〈m|(HΛ − z)−1|n〉 .
Because of lemma 4, for any 0 < s < 1 we have
E
(∣∣∣∣GΛ(m, n; E + i0)
∣∣∣∣s
)
≤ Ce−ν|m−n|. (4.3)
See, for instance [6, Theorem 10.2]. Moreover, to check that (4.3) implies
E (Q(m, n)) ≤ C′e−ν′ |m−n|, (4.4)
it is enough to check the conditions in [2, Theorem A.1], which is done using the exponential decay
estimates on Veff .
5. Existence of the effective potential
Let Φ(V) : ℓ∞(Zd) → ℓ∞(Zd) be given by Φ(V)(n) := 〈n|F(T + λVω + gV)|n〉 . Recall that F is
analytic, bounded on the strip S = {|Imz| < η} and continuous up to the boundary of S . Our goal is to
check that Φ is a contraction, i.e.,
‖Φ(V) − Φ(W)‖ℓ∞(Zd) < κ‖V −W‖ℓ∞(Zd) (5.1)
holds for some κ < 1 and all V,W ∈ ℓ∞(Zd). Using the analiticity of F we have the following represen-
tation [3, Equation (D.2)]
F(T + λVω + gV) =
1
2πi
ˆ ∞
−∞
(
1
T + λVω + gV − iη + t
− 1
T + λVω + gV + iη + t
)
f (t) dt (5.2)
for all V ∈ ℓ∞(Zd) where f = F+ + F− + D ∗ F for F±(u) = F(u ± iη) and D(u) = η4π(η2+u2) is the
Poisson kernel. It follows immediately that ‖ f ‖∞ ≤ 3‖F‖∞. This is a prelude for the following fixed
point argument.
Proposition 5. (C1) For any self-adjoint operator T on ℓ
2
(
Z
d
)
satisfying supn
∑
m |T (m, n)|
(
eν|m−n| − 1
)
<
∞ and bounded potentials V,W, 0 < ν′ < ν we have
∣∣∣∣ 〈m|(F(T + V) − F(T +W))|n〉
∣∣∣∣ ≤ 72
√
2e−ν
′|m−n|
η
(
1 − eν′−ν)d ‖F‖∞‖V −W‖∞. (5.3)
(C2) For any self-adjoint operator T on ℓ
2
(
Z
d
)
⊕ℓ2
(
Z
d
)
satisfying supn
∑
m |T (m, n)|
(
eν|m−n| − 1
)
< ∞
and bounded potentials V,W on ℓ2
(
Z
d
)
⊕ ℓ2
(
Z
d
)
for we have
∣∣∣∣ 〈m|(F(T + V) − F(T +W))|n〉
∣∣∣∣ ≤ 72
√
2e−ν
′ |m−n|
η
(
1 − eν′−ν)2d ‖F‖∞‖V −W‖∞ (5.4)
(C3) ∣∣∣∣∂ 〈m|F(T + gV)|n〉
∂V( j)
∣∣∣∣ ≤ g72
√
2e−ν(|m− j|+|n− j|)
η
‖F‖∞‖V‖∞. (5.5)
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Proof. The resolvent identity gives
〈m| 1
T + V − t − iη −
1
T +W − t − iη |n〉 + 〈m|
1
T +W − t + iη −
1
T + V − t + iη |n〉
= 〈m|( 1
T + V − t − iη −
1
T + V − t + iη )(W − V)
1
T +W − t − iη |n〉 −
〈m|
(
1
T +W − t + iη −
1
T +W − t − iη
)
(W − V) 1
T + V − t + iη |n〉 .
Taking absolute values on the first term on the right-hand side we obtain
∣∣∣∣ 〈m|
(
1
H0 + V − t − iη
− 1
H0 + V − t + iη
)
(W − V) 1
H0 +W − t − iη
|n〉
∣∣∣∣
≤
∑
l∈Zd
|GV (m, l; t + iη) −GV(m, l; t − iη)||W − V |(l)|GW (l, n; t + iη)|
≤ 24
∑
l
|(V −W)(l)|e−ν(|l−n|+|l−m|) 〈m| 1
(H0 + V − t)2 + η2/2
|m〉1/2 〈l| 1
(H0 + V − E)2 + η2/2
|l〉1/2 .
In the above we made use of the Combes-Thomas bound |GW(m, n; t + iη)| ≤ 2ηe−ν|m−n| as well as lemma
3 in [3, appendix D] to estimate the difference between the Green functions as
|GV (m, l; t + iη) −GV (m, l; t − iη)| ≤ 12ηe−ν|m−l| 〈m| 1
(H0 + V − t)2 + η2/2
|m〉1/2 〈l| 1
(H0 + V − E)2 + η2/2
|l〉1/2 .(5.6)
Integrating over t we conclude, using Cauchy-Schwarz and the spectral measure representation,
´ ∞
−∞
∣∣∣∣ 〈m|( 1H0+V−t−iη − 1H0+V−t+iη
)
(W − V) 1
H0+W−E−iη |n〉
∣∣∣∣ dt (5.7)
≤ 24
√
2π
η
∑
l |(V −W)(l)|e−ν(|l−n|+|l−m|) . (5.8)
The above implies
1
2π
ˆ ∞
−∞
∣∣∣∣ 〈m|
(
1
H0 + V − t − iη
− 1
H0 + V − t + iη
)
(W − V) 1
H0 +W − t − iη
|n〉
∣∣∣∣ dt
≤ 12
√
2
η
‖V −W‖∞e−ν
′|m−n|
∑
l∈Zd
e(ν
′−ν)|l−n|
=
12
√
2
η
‖V −W‖∞e−ν
′|m−n| 1(
1 − eν′−ν)d .
As a similar bound holds for 1
2π
´ ∞
−∞
∣∣∣∣ 〈m|( 1H0+W−t+iη − 1H0+W−t−iη
)
(V −W) 1
H0+V−t+iη |n〉
∣∣∣∣ dt , we conclude
the proof of the first inequality by recalling that ‖ f ‖∞ ≤ 3‖F‖∞. The second inequality in the statement
of 5 follows from the same argument and, in fact, can be realized as the first one with d replaced by 2d.
The third one is proven similarly: Note that h12
√
2π
η e
−µ| j−n|e−µ|m− j| is an upper bound to the left-hand side
of equation (5.7) with V replaced by gV and W = g(V + hP j), this time there is no summation over l
hence the introduction of the ν′ is unnecessary. We then conclude
∣∣∣∣ 〈m|F(T + gV + hP j)|n〉 − 〈m|F(T + gV)|n〉
h
∣∣∣∣ ≤ 72
√
2π
η
e−µ| j−n|e−µ|m− j|. (5.9)
Letting h → 0 concludes the proof. 
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Taking m = n, as a consequence of the above proposition, the map Φ is a contraction as long as
g <
η
(
1 − e−ν)d
72
√
2‖F‖∞
. (5.10)
By the contraction mapping principle, it follows that
Proposition 6. Let g0 =
η(1−e−ν)d
72
√
2‖F‖∞
. Then, for |g| < g0 there is a unique Veff ∈ ℓ∞
(
Z
d
)
satisfying
Veff(n) = 〈n|F(H0 + λω + gVeff |n〉 . (5.11)
Moreover, forΛ ⊂ Zd, there is a unique VΛ
eff
in ℓ2 (Λ) satisfying (5.11) with H replaced by HΛ = 1ΛH1Λ.
Remark 7. Replacing H0 by H0 − µI we can incorporate a chemical potential in our results. For
simplicity, we will make no reference to µ during the proofs and assume it was already incorporated to
H0.
Remark 8. It follows from the Borel-Cantelli lemma that for almost every ω ∈ Ω there is a Nω for
which max |ω(k)||k|<n < ln n for |n| > Nω. In particular, for almost every ω ∈ Ω, the operator HHub =
H0 + λVω + Ve f f ,ω is well defined on D = {ϕ : Zd → C :
∑
n∈Zd\0 |ϕ(n)|2 ln2(|n|) < ∞}. Since H0 and
Ve f f ,ω are bounded operators it follows that HHub = H0 + λVω + Ve f f ,ω has a self adjoint extension
defined on a domain which contains D.
Ergodicity of {HHub(ω)}ω∈Ω is a key element to our study of the one dimensional case as well as to
establish existence of the integrated density of states and study it’s regularity. We refer the reader to
[Chapter 3][6] for the basic facts on ergodic Schro¨dinger operators.
Proposition 9. The family {HHub(ω)}ω∈Ω is ergodic as well as the family of operators = H0+λVω+Ve f f ,ω
acting on ℓ2
(
Z
d
)
.
6. Regularity of the effective potential
Our goal in this section is to conclude that, for a fixed finite subset Λ ⊂ Zd with |Λ| = n, the
effective potential Veff is a smooth function of {ω( j)} j∈Λ. This will be of relevance for several resampling
arguments later in the note. For that, define a map ξ : ℓ∞
(
Z
d
)
× Rn → ℓ∞
(
Z
d
)
by
ξ(V, ω)( j) = V( j) − 〈 j|F(H0 + λω + gV)| j〉 (6.1)
Then, Veff is the unique solution of ξ(V, ω) = 0. Thus, its regularity can inferred via the implicit function
theorem once we check that the derivative Dξ(., ω) is non-singular. Note that
∂ξ(V, ω)( j)
∂V(l)
= δ jl −
∂ 〈 j|F(H0 + λω + gV)| j〉
∂V(l)
. (6.2)
Using lemma 5, we have that
∣∣∣∣∂ 〈 j|F(H0 + λω + gV)| j〉
∂V(l)
∣∣∣∣ ≤ g72
√
2e−2ν| j−l|
η
‖F‖∞. (6.3)
In particular, whenever g
72
√
2‖F‖∞
η(1−e−2ν)d < 1 we have that the operator Dξ(ω, .) : ℓ
∞ (
Z
d
)
→ ℓ∞
(
Z
d
)
is
invertible since it has the form I + gM with g‖Mϕ‖ℓ∞(Zd) < ‖ϕ‖ℓ∞(Zd). Note the smallness condition
on g is independent of Λ ⊂ Zd. From the implicit function theorem it follows that V is a smooth
function of (ω(1), ..., ω(n)). Moreover, a similar reasoning allow us to conclude that for fixed n0 ∈ Zd
U(n0) = ω(n0) + gVeff(n0) is a smooth functions of a fixed set of variables ((ω(1), ..., ω(n)).
7. Decay estimates for the effective potential
Here we establish the following lemma, which will be applied to a key result on the decay of correla-
tions between U(n) and U(m) as |m − n| → ∞.
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Lemma 10. There are constants C1(d, g, η, ‖F‖∞, ν) = β1−gθ and C2(d, g, η, ‖F‖∞, ν) such that for all
0 < ν′ < ν: ∑
m
eν
′|n−m|
∣∣∣∣∂Veff(n)
∂ω(m)
∣∣∣∣ ≤ C1 (7.1)
∑
l,m,n
eν
′(|l−n|+|n−m|+|l−m|) ∂
2Veff(n)
∂ω(m)∂ω(l)
≤ C2. (7.2)
Moreover C1 is of the form C1 =
β
1−gθ with β and θ independent of g and these constants are explicit in
the proof.
Proof. For convenience we denote Veff = V . As in section 5 wewrite F(H) =
1
2πi
´ ∞
−∞
(
1
H+t−iη − 1H+t+iη
)
f (t) dt
where f is bounded by 3‖F‖∞. Thus
V(n, ω) =
1
2πi
ˆ ∞
−∞
K(n, t, ω) f (t) dt (7.3)
where K(n, t, ω) = G(n, n; t− iη)−G(n, n; t+ iη). Denote by Pm the projection from ℓ2
(
Z
d
)
onto ℓ2({δm}).
Using difference quotients, it is easy to check
∂
∂ω(m)
1
H − z + g
1
H − z
∂V
∂ω(m)
1
H − z = −
1
H − zPm
1
H − z . (7.4)
Taking matrix elements we obtain
∂K(n, t, ω)
∂ω(m)
= −g
∑
l
G˜(l,m)
∂V(l)
∂ω(m)
+ r(m, n).
G˜(l, n) := G(l, n; t + iη)G(n, l; t + iη) −G(l, n; t − iη)G(n, l; t − iη).
r(m, n) := G(n,m; t + iη)G(m, n; t + iη) −G(n,m; t − iη)G(m, n; t − iη).
Note
G˜(l,m) = (G(l, n; t + iη) −G(l, n; t − iη))G(n, l; t + iη) + (G(n, l; t + iη) −G(n, l; t − iη))G(l, n; t − iη).
(7.5)
We now make use of Lemma 3 in [3]:
|G(l, n; t + iη) −G(l, n; t − iη)| ≤ 12ηe−ν|l−n| 〈n| 1
(H − t)2 + η2/2 |n〉
1/2 〈l| 1
(H − t)2 + η2/2 |l〉
1/2 . (7.6)
This, together with the Combes-Thomas bound |G(l, n, t ± iη)| ≤ 2ηe−ν|l−n| and (7.5) implies
|G˜(l,m)| ≤ 48e−2ν|l−n| 〈n| 1
(H − t)2 + η2/2 |n〉
1/2 〈l| 1
(H − t)2 + η2/2 |l〉
1/2 .
|r(m, n)| ≤ 48e−2ν|m−n| 〈m| 1
(H − t)2 + η2/2 |m〉
1/2 〈n| 1
(H − t)2 + η2/2 |n〉
1/2 .
The Cauchy-Schwarz inequality and the bound
´ ∞
−∞ 〈m| 1(H−t)2+η2/2 |m〉 dt ≤
√
2π
η imply
K˜(l,m) :=
ˆ ∞
−∞
|G˜(l,m)| dt ≤ 48
√
2π
η
e−2ν|l−n|
r˜(n) :=
ˆ ∞
−∞
|r(n)| dt ≤ 48
√
2π
η
e−2ν|m−n|.
To summarize, we have shown∣∣∣∣ ∂V(n)
∂ω(m)
∣∣∣∣ ≤ g3‖F‖∞
2π
∑
l
K˜(l,m)
∣∣∣∣ ∂V(l)
∂ω(m)
∣∣∣∣ + 1
2π
r˜(m, n).
Whenever
124
√
2g
η(1−e−2ν)d
< 1 we have
g‖K˜‖∞,∞ = g sup
l
∑
m
K˜(l,m) < 1. (7.7)
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Considering the weight W(n) := eν|m−n| and let
θ :=
3‖F‖∞
2π
sup
n
∑
l
W(n)
W(l)
K˜(n, l). (7.8)
By the triangle inequality,
θ ≤ 3‖F‖∞
2π
sup
n
∑
l
eν|n−l|K˜(n, l)
≤ 124
√
2‖F‖∞
η (1 − e−ν)d
.
hence, under the above condition
124
√
2g
η(1−e−2ν)d
< 1, we have that gθ < 1. Moreover,
β :=
∑
n
W(n)r˜(n) ≤ 124
√
2‖F‖∞
η
∑
n
e−ν|n−m|
≤ 124
√
2‖F‖∞
η
∑
n
e−ν|n−m|
=
124
√
2
η (1 − e−ν)d
.
It readily follows from [6, Theorem 9.2] that
∑
m
eν|n−m|
∣∣∣∣ ∂V(n)
∂ω(m)
∣∣∣∣ < β
1 − gθ := C1(d, ‖F‖∞, g, η, ν). (7.9)
Differentiating (7.4),
∂2
∂ω(m)∂ω(l)
1
H − z + g
∂
∂ω(l)
1
H − z
∂V
∂ω(m)
1
H − z + g
1
H − z
∂V
∂ω(m)
∂
∂ω(l)
1
H − z
+g
1
H − z
∂2V
∂ω(m)∂ω(l)
1
H − z = −
∂
∂ω(l)
1
H − zPm
1
H − z −
1
H − zPm
∂
∂ω(l)
1
H − z
Repeating the previous argument and using the established decay of
∂V(n)
∂ω(m) we conclude, for
g <
124
√
2‖F‖∞
η (1 − e−ν)d

−2
(7.10)
that ∣∣∣∣ ∂2V(n)
∂ω(m)∂ω(l)
∣∣∣∣ ≤ C2(d, g, η, ‖F‖∞)e−ν′(|l−n|+|n−m|+|l−m|) . (7.11)

Given a finite set Λ ⊂ Zd, let us define T : R|Λ| → R|Λ| by
(Tω) (n) = ω(n) − gVeff(n). (7.12)
We denote (Tω) (n) = U(n) which are new coordinates in our probability space. As we have seen above,
T is a differentiable perturbation of the identity by an operator with norm less than one hence T −1 is
well defined. Fix n0 ∈ Λ and denote Uα = U + (α − U(n0)) δn0 . Let ωα(n) =
(
T −1Uα
)
(n). The variables
ωα(n) correspond to the change in ω(n) when a resampling argument is applied to the new probability
space at a point n0. Intuitively, the exponential decay guarantees that this change is not too large if n and
n0 are far away. This is the content of the lemma below.
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Lemma 11. For all α ∈ R and ν′ < ν∑
n
eν
′|n−n0 |∣∣∣ωα(n) − ω(n)∣∣∣ ≤ |α − U(n0)|
1 − gC1(d, ‖F‖∞, g, η, ν′)
.
Proof. Using the given definitions and the mean value theorem we obtain, for every l ∈ Zd and for some
ωˆα with ωˆα(l) in the interval connecting ω(l) to ωα(l) that
|ω(n) − ωα(n)| ≤ |U(n) − Uα(n)| + |g||V(n, ω) − V(n, ωα)|
≤ |α − U(n0)|δn0 + |g|
∑
l∈G
∣∣∣∣∂Veff(n, ωˆα)
∂ω(l)
∣∣∣∣
∣∣∣∣ωα(l) − ω(l)
∣∣∣∣.
Similarly as above, let W(n) = eν
′|n−n0 | so, according to the previous lemma,
sup
n
∑
l
W(n)
W(l)
∂Veff(n, ωˆα)
∂ω(l)
≤ sup
n
∑
l
eν
′|n−l| ∂Veff(n, ωˆα)
∂ω(l)
= C1(d, ‖F‖∞, g, η, ν′).
Once again, the conditions of [6, Theorem 9.2] are satisfied for g < C−1
1
(d, ‖F‖∞, g, η, ν′) therefore∑
n
eν
′|n−n0 |∣∣∣ωα(n) − ω(n)∣∣∣ ≤ |α − U(n0)|
1 − gC1(d, ‖F‖∞, g, η, ν′)
.

Since another application of the mean value theorem gives, after a possible correction on ωˆα that∣∣∣∣∂Veff(n, ω)
∂ω(m)
− ∂Veff(n, ωα)
∂ω(m)
∣∣∣∣ ≤ ∑
l∈Zd
∣∣∣∣∂2Veff(n, ωˆα)
∂ω(l)∂ω(m)
∣∣∣∣
∣∣∣∣ω(l) − ωα(l)
∣∣∣∣
we obtain, for any ν′′ < ν′,∣∣∣∣∂Veff(n, ω)
∂ω(m)
− ∂Veff(n, ωα)
∂ω(m)
∣∣∣∣ ≤ C2(d, ‖F‖∞, g, η, ν′)|α − U(n0)|
1 − gC1(d, ‖F‖∞, g, η, ν′)
∑
l
e−ν
′(|l−n|+|n−m|+|l−m|)e−ν
′|l−n0 |
=
C2(d, ‖F‖∞, g, η, ν′)|α − U(n0)|
1 − gC1(d, ‖F‖∞, g, η, ν′)(1 − eν′′−ν′)d
e−ν
′ |m−n|−ν′′(|n−n0 |+|m−n0 |).
Letting m = n, ∣∣∣∣∂Veff(n, ω)
∂ω(n)
− ∂Veff(n, ωα)
∂ω(n)
∣∣∣∣ ≤ C2(d, ‖F‖∞, g, η, ν′)|α − U(n0)|e−ν
′′ |n−n0 |
(1 − gC1(d, ‖F‖∞, g, η, ν′))
(
1 − e−ν′′)d
therefore if A = g
(
∂Veff (ni,ωα)
∂ω(n j)
)
|Λ|×|Λ|
and B = g
(
∂Veff(ni ,ω)
∂ω(n j)
)
|Λ|×|Λ|
we have
|tr(A − B)| ≤ C2(d, ‖F‖∞, g, η, ν
′)|α − U(n0)|
(1 − gC1(d, ‖F‖∞, g, η, ν′))
(
1 − e−ν′′)2d . (7.13)
We summarize the above observation below.
Lemma 12. Let A = g
(
∂Veff(ni ,ωα)
∂ω(n j)
)
|Λ|×|Λ|
and B = g
(
∂Veff(ni,ω)
∂ω(n j)
)
|Λ|×|Λ|
|tr(A − B)| ≤ C3(d, ‖F‖∞, g, η, ν)|α − U(n0)|. (7.14)
Finally, we analyze how the effective potential varies with respect to disorder and interaction. This
will be relevant to the Integrated Density of States regularity. More precisely
Lemma 13. For a fixed ω ∈ Ω
|Vλ,g(n) − Vλ′,g′(n)| ≤
C5(d, ‖F‖∞, g, η, ν, ω)
1 − gC6(d, ‖F‖∞, g, η, ν)
|λ − λ′| +C7(d, ‖F‖∞, g, η, ν)|g − g′|. (7.15)
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Note when λ , λ′ the bound depends on ω through the constant C5.
Proof. Let Rλ,g(z) =
1
H0+λω+gVλ,g−z and Rλ′,g′(z) =
1
H0+λ′ω+g′Vλ′,g′−z for z = t+ iη. Similarly as in the above
proofs, it is immediate to check that
Rλ,g(z)−Rλ′,g′(z) = (λ−λ′)Rλ,g(z)VωRλ′,g′(z)+(g−g′)Rλ,g(z)Vλ′,g′Rλ′,g′(z)−gRλ,g(z)
(
Vλ,g − Vλ′,g′
)
Rλ′,g′(z).
(7.16)
Replacing z by z¯ and subtracting the resulting equations:(
Rλ,g(z) − Rλ,g(z¯)
)
−
(
Rλ′,g′(z) − Rλ′,g′(z¯)
)
=
(
Rλ,g(z) − Rλ,g(z¯)
) (
(λ − λ′)Vω + (g − g′)Vλ′,g′
)
Rλ′,g′(z)
+ Rλ,g(z)
(
(λ − λ′)Vω + (g − g′)Vλ′,g′
) (
Rλ′,g′(z) − Rλ′,g′(z¯)
)
− gRλ,g(z)
(
Vλ,g − Vλ′,g′
) (
Rλ′,g′(z) − Rλ′,g′(z¯)
)
.
Taking matrix elements, multiplying by f (t), integrating with respect to t and taking absolute values we
can read from the representation (7.3) that, denoting
Kλ,g(n, l) = |Gλ,g(n, l; z) −Gλ,g(n, l; z¯)|, (7.17)
|Vλ,g(n) − Vλ′,g′(n)| ≤
3‖F‖∞
2π
|λ − λ′|
∑
l∈Zd
|ω(l)|
ˆ ∞
−∞
(
Kλ,g(n, l)Kλ′ ,g′(l, n) + |Gλ,g(n, l)|K˜λ′ ,g′(l, n)
)
dt
+
3‖F‖2∞
2π
|g − g′|
∑
l∈Zd
ˆ ∞
−∞
(
|Gλ,g(n, l)|Kλ′ ,g′(l, n) +Gλ′,g′(n, l)|Kλ,g(l, n)
)
dt.
+ g
∑
l∈Zd
ˆ ∞
−∞
|Gλ,g(n, l)||Vλ,g(l) − Vλ′,g′(l)|Kλ′,g′(l, n) dt.
Using lemma 7.6 together with [6, Theorem 9.2] we conclude the proof. 
7.1. Improvements. We will now improve upon the previous bounds. Specifically, we need robust
bounds which also reflect the decay of Veff(n) when the local potential ω(n) is large. The improvements
on this section will be important to treat the case of the Gaussian distribution and result on the following
Lemma 14. For any 0 < ν′ < ν
∑
m
eν
′ |n−m|max{|ω(n)|, |ω(m)|}| ∂V(n)
∂ω(m)
| ≤ C4(η, d, g, ‖F‖∞)
∑
l,n
eν
′(|l−n|+|n−m|+|l−m|) max{|ω(n)|, |ω(l)|}
∣∣∣ ∂2V(n)
∂ω(m)∂ω(l)
∣∣∣ ≤ C5(η, d, g, ‖F‖∞).
As a consequence,
∑
n
eν
′|n−n0 |
∣∣∣ω(n)(ωα(n) − ω(n))∣∣∣ ≤ |ω(n0)||α − U(n0)|
1 − gC1(d, ‖F‖∞, g, η, ν′)
.
Proof. We start from the identity
(U(m) − z)G(m, n; z) = δmn −
∑
k
G(m, l; z)H0(k, n). (7.18)
replacing z by z¯
(U(m) − z¯)G(m, n; z¯) = δmn −
∑
k
G(m, l; z¯)H0(k, n). (7.19)
subtracting (7.19) from (7.18) we reach, for Imz = η
U(m) (G(m, n; z) −G(m, n; z¯)) = 2iη (G(m, n; z) −G(m, n; z¯)) +
∑
k
(G(m, k; z) −G(m, k; z¯))H0(k, n).
(7.20)
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From the previous section we already know
∂V(n)
∂ω(m)
=
ˆ ∞
−∞
−g
∑
l
G˜(n, l)
∂V(l)
∂ω(m)
+ r(m, n)
 dt (7.21)
where
G˜(n, l) = (G(l, n; t + iη) −G(l, n; t − iη))G(n, l; t + iη) + (G(n, l; t + iη) −G(n, l; t − iη))G(l, n; t − iη).
r(m, n) = G(n,m; t + iη)G(m, n; t + iη) −G(n,m; t − iη)G(m, n; t − iη)
We observe, for z = t + iη,
U(n)G˜(l, n) = (G(l, n; t + iη) −G(l, n; t − iη))G(n, l; t + iη) + (G(n, l; t + iη) −G(n, l; t − iη))G(l, n; t − iη)
= 2iη
(G(l, n; z) −G(l, n; z¯)) +
∑
n′
(
G(l, n′; z) −G(l, n′; z¯))H0(n′, n)
G(n, l; t + iη)
+ 2iη
(G(n, l; z) −G(n, l; z¯)) +
∑
n′
(
G(n′, l; z) −G(n′, l; z¯))H0(n′, n)
G(l, n; t − iη).
Moreover,
max{|U(m)r(m, n)|, |U(n)r(m, n)|} = 2η|G(m, n; z) −G(m, n; z¯)| +
∑
k
|G(m, k; z) −G(m, k; z¯)||H0(k, n)|.
(7.22)
Now we can proceed as in the previous section and, using the exponential decay of
∂V(n)
∂ω(m) , conclude
the proof. 
8. Proof of lemma 4
In this section we show the existence of the effective density ρeff . Fix Λ ⊂ Zd finite. Recall for
m, n ∈ Λ,
U(n, ω) := λω(n) + gVeff(n, ω). (8.1)
Until the end of this section we suppress the ω dependence on U(n) and Veff . Note that
∂U(m, ω)
∂ω(n)
= δmn + g
∂Veff(m, ω)
∂ω(n)
. (8.2)
Recall we have a bound (uniform in Λ) on the operator norm supn∈Λ
∑
m∈Λ
∣∣∣∂Veff (n)
∂ω(m) ϕ(n)
∣∣∣ of the matrix(
∂VΛ
e f f
(m,ω)
∂ω(n)
)
m,n∈Λ
. Thus we can conclude, for small g, that I + g
∂Veff
∂ω is a differentiable perturbation of the
identity, hence globally invertible onR|Λ|. Let us denote the above change of variables by T : R|Λ| → R|Λ|
which reads
T (ω(n1), ..., ω(n|Λ|)) = (U(n1), ...,U(n|Λ|)) (8.3)
We can now compute the joint distribution of the {U(n)}. Using the fact that the random variables
{ω(n)}n∈Zd have a common density ρ we conclude that for all Borel sets I1, ..., IN in R:
P
(
U(n1) ∈ I1, ... ,U(n|Λ|), ∈ I|Λ|
)
= P{T (ω(n1), ..., ω(n|Λ|)) ∈ I1 × ... × I|Λ|}
= P{(ω(n1), ..., ω(n|Λ|)) ∈ T −1
(
I1 × ... × I|Λ|
)}
=
ˆ
T −1(I1×...×I|Λ|)
|Λ|∏
k=1
ρ(ω(nk)) dω(nk)
=
ˆ
I1×...×I|Λ|
|Λ|∏
k=1
ρ
(
T −1U(nk)
)
| det JT −1 | dU(n1)...dU(n|Λ|)
=
ˆ
I1×...×I|Λ|
|Λ|∏
k=1
ρ
(
U(nk) − gVeff(nk,T −1U)
) ∣∣∣ det (I + g∂Veff(ni,T −1U)
∂U(n j)
)∣∣∣ dU(k).
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Therefore the joint distribution of {U(nk)}|Λ|k=1 is given by the measure
|Λ|∏
k=1
ρ
(
U(nk) − gVeff(nk,T −1U)
)
det
(
I + g
∂Veff(ni,T −1U)
∂U(n j)
)
dU(n1)...dU(n|Λ|). (8.4)
It follows that the conditional expectation of U(n0) at specified values of {U(n)}n,n0 has a density given
by
ρΛn0 =
∏|Λ|
k=1
ρ
(
U(nk) − gVeff(nk,T −1U)
) ∣∣∣ det (I + g∂Veff (ni,T −1U)∂U(n j)
)∣∣∣
´ ∞
−∞
∏|Λ|
k=1
ρ
(
Uα(nk) − gVeff(nk,T −1Uα)
) ∣∣∣ det (I + g∂Veff(ni ,T −1Uα)∂U(n j)
)∣∣∣ dα (8.5)
Where Uα(n) := U(n) + (α − U(n0)) δn=n0 . This strategy naturally leads to the analysis of ratios of
determinants since a sufficient condition for an upper bound to the right-hand side of (8.5) is to obtain
positive constants C,D which are independent of |Λ| and such that the following bounds hold true
ˆ ∞
−∞
|Λ|∏
k=1
ρ
(
Uα(nk) − gVeff(nk,T −1Uα)
)
ρ
(
U(nk) − gVeff(nk,T −1U)
) dα ≥ C (8.6)
∣∣∣ det (I + g∂Veff (ni,T −1Uα)∂U(n j)
)∣∣∣∣∣∣ det (I + g∂Veff (ni,T −1U)∂U(n j)
)∣∣∣ ≥ D (8.7)
Lemma 15. Let A, B be matrices with 1+B invertible and such that the following bound on the operator
norm of (A − B)(1 + B)−1 holds:
‖(A − B)(1 + B)−1‖ < 1. (8.8)
Then, ∣∣∣∣∣det (1 + A)det (1 + B)
∣∣∣∣∣ ≤ Cetr((A−B)(1+B)−1). (8.9)
Proof. We make use of the elementary identities
det(1 + A)
det(1 + B)
= det(1 + A)(1 + B)−1 (8.10)
and
(1 + A)(1 + B)−1 = 1 + (A − B)(1 + B)−1. (8.11)
Moreover,
det (1 + M) =
∏
n
(1 + λn(M)) (8.12)
where {λn}n=1,...,N denotes the set eigenvalues of the matrix M. The proof is finished by using the fact
that 1 + x ≤ ex and noting that, by assumption, |λn(M)| < 1. for M = (A − B)(1 + B)−1. 
Applying the above lemma to A =
(
∂V(ni,ω
λ)
∂U(n j)
)
|Λ|×|Λ|
and B =
(
∂V(ni,ω)
∂U(n j)
)
|Λ|×|Λ|
, using lemma 12 and
using that (1 + gB)−1 has uniformly bounded operator norm we conclude the bound (8.7) holds for
D = D(‖F‖∞, d, g, η).
We now check equation (8.6) holds when ρ is the Gaussian distribution. The left-hand side of (8.6)
reduces to ˆ ∞
0
∏
n∈Λ
eω
2(n)−ω2α(n) dα =
ˆ ∞
0
e
∑
n∈Λ ω2(n)−ω2α(n) dα.
Using lemmas 11 and 14, letting C4 :=
1
1−gC1(d,‖F‖∞,g,η,µ) we conclude
ω2(n) − ω2α(n) = −(ω(n) − ωα(n))2 + 2ω(n)(ω(n) − ωα(n))
≥ −e−ν′ |n−n0 |
(
C24 |α|2 + 2C4|ω(n0)|α|
)
= −e−ν′ |n−n0 |
[
(C4|α| + |ω(n0)|)2 + ω(n0)2
]
.
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Therefore, ∑
n∈Λ
(ω2(n) − ω2α(n)) ≥ −
1(
1 − e−ν′)d
[
(C4|α| + |ω(n0)|)2 + ω(n0)2
]
thus
1´ ∞
0
∏
n∈Λ eω
2(n)−ω2α(n) dα
≤ C5(d, ‖F‖∞, g, η, ν)e
− 1
(1−e−ν′)
d ω(n0)
2
. (8.13)
Replacing the roles of ω and ωα we conclude
Lemma 16.
ρΛeff(n0) ≤ C5(d, ‖F‖∞, g, η, ν)e
− 1
(1−e−ν′)
d ω(n0)
2
. (8.14)
9. The Hartree approximation for the Hubbard model
We adapt the techniques from the previous sections to a situation of interest in physics. We consider
the operator
(
H↑(ω) 0
0 H↓(ω)
)
:=
(
H0 + λVω + gV↑(ω) 0
0 H0 + λVω + gV↓(ω)
)
acting on ℓ2
(
Z
d
)⊕
ℓ2
(
Z
d
)
. The operators H0 and Vω are defined as before, i.e; H0+λVω is the standard
Anderson model acting on ℓ2
(
Z
d
)
. The effective potentials are defined as(
V↑(ω)(n)
V↓(ω)(n)
)
=
( 〈n|F(H↓)|n〉
〈n|F(H↑)|n〉
)
. (9.1)
Mathematically, the treatment of the above model is very similar to the the proof of theorem 1 above,
therefore some details are skipped and we just indicate the required modifications.
9.1. Existence of the Effective potential. Let Φ(X, Y) : ℓ∞
(
Z
d
)
⊕ ℓ∞
(
Z
d
)
→ ℓ∞
(
Z
d
)
⊕ ℓ∞
(
Z
d
)
be
given by
Φ(X, Y)(m, n) := ( 〈n|F(H0 + Vω + gY)|n〉 , 〈m|F(H0 + Vω + gX)|m〉) .
using proposition 5, we immediately reach
Φ(X1, Y1) − Φ(X2, Y2)‖ℓ∞(Zd)⊕ℓ∞(Zd) ≤ g
72
√
2
η
(
1 − eν′−ν)d ‖F‖∞
(
‖X1 − X2‖ℓ∞(Zd) + ‖Y1 − Y2‖ℓ∞(Zd)
)
. (9.2)
Therefore, if g 72
√
2
η(1−eν′−ν)d
‖F‖∞ < 1 we conclude Φ has a unique fixed point Veff =
(
V↑,V↓
)
belonging to
ℓ∞
(
Z
d
)
⊕ ℓ∞
(
Z
d
)
.
9.2. Regularity of the effective potential. Here wewill define functions ξ :
(
ℓ∞
(
Z
d
)
⊕ ℓ∞
(
Z
d
))
×Rn →
ℓ∞
(
Z
d
)
⊕ ℓ∞
(
Z
d
)
through
ξ↑(V, ω)( j) = V↑( j) − 〈 j|F(H0 + λω + gV↓)| j〉 . (9.3)
ξ↓(V, ω)( j) = V↓( j) − 〈 j|F(H0 + λω + gV↑)| j〉 . (9.4)
Our goal is to conclude V↑,V↓ are smooth functions of an arbitrary, but finite, list (ω(1), ..., ω(n)). Again,
this can be done via implicit function theorem once we check that the derivative
∂ξ(ω,V)( j)
∂V(l)
= δ jl −
∂ 〈 j|F(H0 + λω + gV)| j〉
∂V(l)
. (9.5)
is non-singular. Using lemma 5, we have that for ♯ ∈ {↑, ↓}
∣∣∣∣∂ 〈 j|F(H0 + λω + gV♯)| j〉
∂V(l)
∣∣∣∣ ≤ g72
√
2e−2ν| j−l|
η
‖F‖∞. (9.6)
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In particular, whenever g
144
√
2‖F‖∞
η(1−e−2ν)d < 1 we have that the operator Dξ(ω, .) : ℓ
∞ (
Z
d
)
⊕ ℓ∞
(
Z
d
)
→
ℓ∞
(
Z
d
)
⊕ ℓ∞
(
Z
d
)
has an inverse. From the implicit function theorem it follows that V is a smooth
function of (ω(1), ..., ω(n)).
9.3. Decay estimates. The decay rate in the case of the Hubbard model is dictated by∣∣∣∣∂V↑(n)
∂ω(m)
∣∣∣∣ ≤ 3g‖F‖∞∑
l
K˜↓(l,m)
∣∣∣∣ ∂V↓(l)
∂ω(m)
∣∣∣∣ + r˜↓(n). (9.7)
∣∣∣∣∂V↓(n)
∂ω(m)
∣∣∣∣ ≤ 3g‖F‖∞∑
l
K˜↑(l,m)
∣∣∣∣ ∂V↑(l)
∂ω(m)
∣∣∣∣ + r˜↑(n). (9.8)
where, for ♯ ∈ {↑, ↓}
G˜♯(l,m) := G♯(l, n; t + iη)G♯(n, l; t + iη) −G♯(l, n; t − iη)G♯(n, l; t − iη).
r♯(m, n) := G♯(n,m; t + iη)G♯(m, n; t + iη) −G♯(n,m; t − iη)G♯(m, n; t − iη).
K˜♯(l,m) :=
ˆ ∞
−∞
|G˜♯(l,m)| dt.
r˜♯(n) :=
ˆ ∞
−∞
|r♯(n)| dt.
In particular,∣∣∣∣∂V↑(n)
∂ω(m)
∣∣∣∣ +
∣∣∣∣∂V↓(n)
∂ω(m)
∣∣∣∣ ≤ 3g‖F‖∞ ∑
l
(
K˜↑(l,m) + K˜↓(l,m)
) (∣∣∣∣ ∂V↑(l)
∂ω(m)
∣∣∣∣ +
∣∣∣∣ ∂V↓(l)
∂ω(m)
∣∣∣∣
)
+
(
r˜↑(n,m) + r˜↓(n,m)
)
.
(9.9)
The analysis from the previous sections applies and we obtain lemmas 10,11,12 and 14 with
Veff(n) =
V
↑
eff
(n)
V
↓
eff
(n)
 |Veff(n)| = |V↑eff(n)| + |V↑eff(n)|. (9.10)
∂Veff(n)
∂ω(m)
=

∂V↑
eff
(n)
∂ω(m)
∂V↓
eff
(n)
∂ω(m)

∂2Veff(n)
∂ω(m)∂ω(l)
=

∂2V↑
eff
(n)
∂ω(m)ω(l)
∂2V↓
eff
(n)
∂ω(m)ω(l)
 . (9.11)
∣∣∣∣∂V↑(n)
∂ω(m)
∣∣∣∣ +
∣∣∣∣∂V↓(n)
∂ω(m)
∣∣∣∣ ≤ C(η, ν, d, ‖F‖∞)e−ν′ |n−m|
|ω(n)|
(∣∣∣∣∂V↑(n)
∂ω(m)
∣∣∣∣ +
∣∣∣∣∂V↓(n)
∂ω(m)
∣∣∣∣
)
≤ C(η, ν, d, ‖F‖∞)e−ν
′ |n−m|
∣∣∣∣ ∂
2V↑(n)
∂ω(m)∂ω(l)
∣∣∣∣ +
∣∣∣∣ ∂
2V↓(n)
∂ω(m)∂ω(l)
∣∣∣∣ ≤ C(η, ν, d, ‖F‖∞)e−ν′(|l−n|+|n−m|+|l−m|)
|ω(n)|
(∣∣∣∣ ∂
2V↑(n)
∂ω(m)∂ω(l)
∣∣∣∣ +
∣∣∣∣ ∂
2V↓(n)
∂ω(m)∂ω(l)
∣∣∣∣
)
≤ C(η, ν, d, ‖F‖∞)e−ν
′(|l−n|+|n−m|+|l−m|) .
10. One dimensional Aspects:proof of theorem 2
In this section we will prove theorem 2. Recall in this case H0 = −∆ hence, we define HHub acting on(
ℓ2 (Z) ⊕ ℓ2 (Z)
)
by
HHub =
(
H↑(ω) 0
0 H↓(ω)
)
(10.1)
where, denoting by HAnd the standard Anderson model −∆ + Vω on ℓ2 (Z),(
H↑(ω) 0
0 H↓(ω)
)
:=
(
HAnd + gV↑(ω) 0
0 HAnd + gV↓(ω)
)
. (10.2)
The effective potentials are defined as (2.3).
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Theorem 17. There exists a uniform constant C(s, γ, η, ‖F‖∞) > 0 such that
|L(z) − LAnd(z)| ≤ gC(s, λ, η, ‖F‖∞) (10.3)
holds locally uniformly for all z ∈ C+.
Proof. We denote H+ = H[0,∞)∩Z. Recall the definition of the Lyapunov exponent:
L(z) = −E
(
ln
(
| 〈0|(H+ − z)−1 |0〉 |
))
(10.4)
LAnd(z) = −E
(
ln
(
| 〈0|(H+And − z)−1|0〉 |
))
. (10.5)
From the resolvent identity we obtain
| 〈0|(H+ − z)−1|0〉 |
| 〈0|(H+
And
− z)−1|0〉 | ≤ 1 + g‖F‖∞
∑
n
|G+(0, n; z)|
|G+
And
(n, 0; z)|
| 〈0|(H+
And
− z)−1 |0〉 | (10.6)
| 〈0|(H+
And
− z)−1|0〉 |
| 〈0|(H+ − z)−1|0〉 | ≤ 1 + g‖F‖∞
∑
n
|G+(0, n; z)|
| 〈0|(H+ − z)−1|0〉 | |G
+
And(n, 0; z)| (10.7)
Using the bound ln(1 + x) ≤ xs
s
for 0 < s < 1 and x > 0 we obtain, for 0 < s < 1/2
ln
 | 〈0|(H
+ − z)−1|0〉 |
| 〈0|(H+
And
− z)−1|0〉 |
 ≤ g‖F‖∞
∑
n
|G+(0, n; z)|s
|G+
And
(n, 0; z)|s
| 〈0|(H+
And
− z)−1|0〉 |s . (10.8)
By Cauchy-Schwarz
LAnd(z) − L(z) ≤ g‖F‖∞ sup
n
E
(
|G+(0, n; z)|2s
)1/2 ∑
n
E
 |G
+
And
(n, 0; z)|2s
| 〈0|(H+
And
− z)−1|0〉 |2s
 := C(s, λ, η, d)g‖F‖∞.
(10.9)
It follows from Feenberg’s expansion [6, Theorem 6.2] that
|G+And(n, 0; z)| = |G+And(0, 0; z)||G+And(1, n; z)| (10.10)
where G+
And
(1, n; z) denotes the Green’s function of HAnd restricted to ℓ
2 (Z) ∩ [1,∞). From the a-
priori fractional moment bound [6, Theorem 8.3] combined with localization for the one dimensional
Anderson model
E
(
|G+And(1, n; z)|2s
)
< C(s)e−µAnd |n| (10.11)
that C(s, η) < ∞. The estimate for L(z) − LAnd(z) is similar. 
Corollary 18. For |g| < ess infE∈RLAnd(E)
C(s,λ,η,d)‖F‖∞ we have
ess inf
E∈R
L(E) > 0. (10.12)
The ultimate goal will be to translate the Lyapunov exponent positivity into Green’s function decay
using a large deviation statement for the Green’s function fractional moments. An useful tool will be the
moment generating function
ϕ(s, z) = lim
|x|→∞
lnE(|G(0, x; z)|s)
|x| . (10.13)
An important step towards proving the existence of the above limit will be the following version of the
result below, known as Fekete’s lemma.
Lemma 19 (Fekete). Let {an}n∈R be a sequence of real numbers such that, for every pair m, n of natural
numbers ,
an+m ≤ an + am. (10.14)
Then,
limn→∞
an
n
exists and equals infn
an
n
.
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The proof of the above lemma is elementary and allows for various generalizations. It is based on the
observation that
akm
km
≤ am
m
(10.15)
holds for every pair of natural numbers k,m. Because we would like to apply lemma 19 with an =
E (|G(0, n; z)|s) and it’s variations, the condition (10.16) is not satisfied due to the correlations between
the potentials. Moreover, the well studied modifications (for instance by P. Erdo¨s and N. G. de Bruijn
[17]) of lemma 19, do not seem to suffice either.
To the best of our knowledge the result given below is new. It’s formulation aims taking into account
the strong decorrelation between the potentials in the Hubbard model. It’s proof has a multiscale analysis
flavor, aiming at a suitable modification of the basic inequality (10.15) where k cannot be taken to be
arbitrary but it can be taken to be of the order logm and universal constants are introduced as remainders.
Lemma 20 (Fekete’s lemma for almost subbaditive indices). Let {an}n∈N be a sequence of real numbers
such that, for every triplet m, n, r of natural numbers with r ≥ max{logm, log n},
an+m+r ≤ an + am +C (10.16)
holds with a constant C > 0 independent of the triplet (m, n, r). Then,
L = lim
N→∞
aN
N
(10.17)
exists. Moreover, L ∈ [−∞, 0].
Proof. Before proceeding with the proof, we would like to clarify it’s main idea which is simple, despite
of having a seemingly complicated execution. Our goal will be to compare terms aM and am where M
belongs to a larger scale than m. Due to the a priori bound implicitly stated on equation (10.16) , this
could seem to be an straightforward task. However, in order to iterate the argument, one has to take into
account that the remainder r cannot be taken arbitrarily small in equation (10.16) and, therefore, even to
compare a2m to am many applications of (10.16) are necessary.
Let N ∈ N to be determined and f (x) = √x (x + log x) . Define X1 = ⌊ f (2)⌋ = 3 and, for k ∈
N ∩ [3,∞), Xk+1 = ⌊ f (Xk)⌋. Note ∪∞j=−N+1[XN+ j, XN+ j+1) = [3,∞). Fix j ∈ N. To state our goal more
precisely, given M of the order of ⌊XN+ j⌋ we would like to bound aMM from above by amm , where m is of
the order of ⌊XN⌋. The main difficulty is to handle remainders which are small relative to scale M but
are large relative to the scale m.
Observe that, applying the subbaditive property (10.16) with r = 2
⌊
log XN+ j
⌋
, n =
⌊
XN+ j
⌋
and chang-
ing the values of m successively according to
mk =
⌊ (√
XN+ j − k
) (
XN+ j + 2 log XN+ j
) ⌋
k = 1, ...,
√
XN+ j (10.18)
we reach, whenever l ∈ [XN+ j+1, XN+ j+1 + 2
√
XN+ j log XN+ j],
al ≤
√
XN+ j
(
a⌊XN+ j⌋ +C
)
. (10.19)
Thus, by definition of XN+ j+1,
al
l
≤ 1
1 + ⌊ log XN+ j
XN+ j
⌋
a⌊XN+ j⌋
⌊XN+ j⌋
+
C
XN+ j + ⌊log XN+ j⌋
. (10.20)
Our goal is to estimate the right-hand side of the above equation. This can be done using equation
(10.16) once more to reach
a⌊XN+ j⌋ ≤ a⌊XN+ j−1+√XN+ j−2 log √XN+ j−2⌋ +C. (10.21)
therefore
a⌊XN+ j⌋
⌊XN+ j⌋
≤
a⌊XN+ j−1+
√
XN+ j−2 log
√
XN+ j−2⌋
⌊XN+ j−1 +
√
XN+ j−2 log
√
XN+ j−2⌋
+
C
⌊XN+ j⌋
. (10.22)
which means we can iterate the above process to reach
al
l
≤
j∏
p=0
1
1 +
log XN+p
⌊XN+p⌋
a⌊XN⌋
⌊XN⌋
+
j∑
p=0
(
1
XN+p + log XN+p
+
1
XN+p
)
C. (10.23)
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The convergence of the series
∞∑
p=0
1
XN+p
∞∑
p=0
log
(
XN+p
)
XN+p
(10.24)
guarantees that for every ε > 0 it is possible to choose N sufficiently large such that
al
l
≤ eε a⌊XN⌋⌊XN⌋
+ εC
≤ eε aN
N
+ (ε +
eε
XN
)C.
If necessary, we can now increase N to ensure that
aN
N
≤ lim infn→∞ ann + ε and XN > e
ε
ε in which case
we conclude
al
l
≤ eε(lim inf
n→∞
an
n
+ ε) + 2εC. (10.25)
The proof is now concluded by letting ε → 0. 
The decoupling estimate below guarantees the applicability of the above lemma with an = E
(
|Gˆ(0, n; z)|s
)
where Gˆ(0, n; z) = 〈0|(H[0,n] − z)−1|n〉 is the Green’s function of the operator H restricted to ℓ2 ([0, n] ∩ Z).
Lemma 21 (Strong mixing decoupling). The inequality
E
(
|Gˆ(0, n + m + r; z)|s
)
≤ eC(η,g,‖F‖∞)e−ν
′r(m+n)
E
(
|Gˆ(0, n; z)|s
)
E
(
|Gˆ(0,m; z)|s
)
(10.26)
holds with 0 < C(η, g, ‖F‖∞) < ∞.
Proof. Firstly, let us specify the random variables {U( j)}n+2≤ j≤n+r−1. Denote the expectation over the
remaining variables by E,[n+2,n+r−1] (.). We claim that
E,[n+2,n+r−1]
(
Gˆ(0, n + m + r; z)|s
)
≤ eC(η,g,‖F‖∞)e−ν
′r(m+n)
Eˆ
(
|Gˆ0(0, n; z)|s
)
Eˆ
(
|Gˆ0(n + r + 1, n + r + m; z)|s
)
.
(10.27)
In the above inequality Gˆ0(0, n; z) denotes the Green’s function of the operator H restricted to ℓ
2 ((0, n] ∩ Z)
and with the values of {U( j)}n+r+1≤ j≤n+r+m set to zero. Similarly, Gˆ0(n + r + 1, n + r + m; z) denotes the
Green’s function of the operator H restricted to ℓ2 ([n + r + 1, n + r + m] ∩ Z) and with the values of
{U( j)}0≤ j≤n set to zero. Let ρeff(l) = ρ (U(l) − gVeff(l)). To check that (10.27) holds we change variables
to compute
E,[n+2,n+r−1]
(
|Gˆ(0, n + m + r; z)|s
)
=
ˆ
|G(0, n+r+m; z)|s det
(
I + g
∂Veff( j)
∂U(k)
)
,[n+2,n+r−1]
∏
l,[n+2,n+r−1]
ρeff(l) dU(l).
(10.28)
Now me make a key use of Feenberg’s expansion, similarly to (10.10).
|Gˆ(0, n + r + m; z)|s = |G(0, n; z)|s |G+(n + 1, n + r; z)|s |G+(n + r + 1, n + r + m; z)|s. (10.29)
Integrating out the variables U(n + 1) and U(n + r) and using the fractional moment a-priori bound we
can eliminate the Green’s function in the middle to reach
E,[n+2,n+r−1]
(
|Gˆ(0, n + m + r; z)|s
)
=
ˆ
|Gˆ(0, n; z)|s |G+(n + r + 1, n + r + m; z)|s
× det
(
I + g
∂Veff( j)
∂U(k)
)
,[n+1,n+r]
∏
l,[n+1,n+r]
ρeff(l) dU(l).
Let’s now observe that, by the Schur complement formula, the above determinant obeys
det
(
I + g
∂Veff( j)
∂U(k)
)
,[n+1,n+r]
= det A detD det (I − M) .
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where, by the estimates on lemmas 7.1 and 7.2,
A =
(
I + g
∂Veff( j)
∂U(k)
)
[0,n]
,D =
(
I + g
∂Veff( j)
∂U(k)
)
[n+r+1,n+r+m]
and M satisfies
|TrM| ≤ C(η, g, ‖F‖∞)e−ν
′r(m + n).
Thus, similarly as in the proof of lemma 15, we can bound det (I − M) by eC(η,g,‖F‖∞)e−ν
′r(m+n)
E,[n+2,n+r−1]
(
|Gˆ(0, n + m + r; z)|s
)
≤eC(η,g,‖F‖∞)e−ν
′r(m+n)
ˆ
|Gˆ(0, n; z)|sdet
(
I + g
∂Veff( j)
∂U(k)
)
[0,n]
∏
0≤l≤n
ρeff(l) dU(l)
× |G+(n + r, n + r + m; z)|sdet
(
I + g
∂Veff( j)
∂U(k)
)
[n+r+1,n+r+m]
∏
n+r+1≤n+r+m
ρeff(p) dU(p).
Nowwe can get rid of the correlations between the determinants det
(
I + g
∂Veff ( j)
∂U(k)
)
[0,n]
and det
(
I + g
∂Veff ( j)
∂U(k)
)
[n+r+1,n+r+m]
as well as in between the effective densities
∏
l,[n+1,n+r] ρeff(l) and
∏
p,[n+1,n+r] ρeff(p) by observing that,
as a consequence of the exponential decay on lemma 14, setting U(p) = 0 for p ≥ n would only alter
det
(
I + g
∂Veff( j)
∂U(k)
)
,[n+1,n+r]
∏
l,[n+1,n+r]
ρeff(l) dU(l)
by at most a constant independent of m, n and r. This follows from the bounds on the second derivatives
∂2Veff( j)
∂ω(k)∂ω(p) on lemma 14. Similarly, we can set U(l) = 0 for l ≤ n + r + 1 and this only changes
det
(
I + g
∂Veff( j)
∂U(k)
)
[n+r+1,n+r+m]
∏
n+r+1≤n+r+m
ρeff(p)
by at most a constant independent of m, n and r. We then arrive at
E,[n+2,n+r−1]
(
|Gˆ(0, n + m + r; z)|s
)
≤ eC(η,g,‖F‖∞)e−ν
′r(m+n)
ˆ
|Gˆ(0, n; z)|sdet0
(
I + g
∂Veff( j)
∂U(k)
)
[0,n]
∏
0≤l≤n
ρ0eff(l) dU(l)
× |G+(n + r, n + r + m; z)|sdet0
(
I + g
∂Veff( j)
∂U(k)
)
[n+r+1,n+r+m]
∏
n+r+1≤n+r+m
ρ0eff(p) dU(p).
which implies equation (10.27). Integrating both sides of (10.27) with respect to the variables U(n +
2), ...U(n+r−2) and finally reassembling the variables {U(p)}p≥n+r+1 and {U(l)}l≤n+1 inside the integrals
by replacing the determinants and the effective densities
det0
(
I + g
∂Veff( j)
∂U(k)
)
[n+r+1,n+r+m]
∏
n+r+1≤n+r+m
ρ0eff(p)
by
det
(
I + g
∂Veff( j)
∂U(k)
)
[n+r+1,n+r+m]
∏
n+r+1≤n+r+m
ρeff(p)
as well as
det0
(
I + g
∂Veff( j)
∂U(k)
)
[n+r+1,n+r+m]
∏
n+r+1≤n+r+m
ρ0eff(p)
by
det
(
I + g
∂Veff( j)
∂U(k)
)
[n+r+1,n+r+m]
∏
n+r+1≤n+r+m
ρeff(p)
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we obtain
E
(
Gˆ(0, n + m + r; z)|s
)
≤ eC(η,g,‖F‖∞)e−ν
′r(m+n)
E
(
|Gˆ(0, n; z)|s
)
E
(
|Gˆ(n + r + 1, n + r + m; z)|s
)
. (10.30)
Applying translation invariance we finish the proof.

We are now in a position to prove theorem 2 i.e. dynamical localization in the regime{
(λ, g) : λ > 0 , |g| < C(s, η, λ)ess inf
E∈R
LAnd(E)‖F‖∞
}
. (10.31)
Firstly, we must establish Green’s function decay from positivity of the Lyapunov exponent. This is
done essentially as in [6, Theorem 21.8] using the moment generating function previously defined on
equation 10.13. As in the iid context, ϕ(s, z) is convex and non-increasing in [−1,+∞) and ∂ϕ(0,z)∂s =
−L(z). Specifically, we will need a consequence of these facts which is the inequality (12.87) in [6],
namely
ϕ(s, E) ≤ − s
2
L(E). (10.32)
Lemma 22. [6, Theorem 12.8] For any z ∈ C+∪R, there are cs(z),Cs(z) ∈ (0,∞) such that for all x ∈ Z
c−1s (z)e
ϕ(s,z)|x| ≤ E (|G(0, x; z)|s) ≤ Cs(z)eϕ(s,z)|x|. (10.33)
Moreover, for any compact set K ⊂ R and S ⊂ [−1,∞), we have the local uniform bound
sup
s∈S
sup
z∈K+i(0,1]
max{cs(z),Cs(z)} < ∞ (10.34)
Proof. The proof is essentially the same as in [6]. Since {U(n) = ω(n)+gVeff (n)}n∈Z is not a sequence of
independent potentials, we only need to observe that the proves goes through once we have an a-priori
bound and the subaditivity of the sequence an = E (|G(0, n; z)|s), which holds in the case of independent
random variables, can be replaced by lemma 20. 
The dynamical localization statement follows from corollary 18, uniform positivity for LAnd(E) and
[2, Theorem A1.1].
11. Ho¨lder Continuity for the integrated density of states at weak interaction
In this section we shall address the problem of Ho¨lder continuity for the integrated density of states
for the Hubbard model with respect to energy, disorder and interaction. Our results follow from modifi-
cations of the methods in [24] and references therein after we have established the existence of a suitable
conditional density as in lemma 4.
Let’s now prove theorem 3, starting from Ho¨lder continuity with respect to energy, equation (2.10).
We proceed as in [24, Section 2]. For that purpose, fix an energy interval I of length ε > 0 centered at
E ∈ R. The idea is to use the Ho¨lder continuity of N0 and the resolvent identity to reach the following
inequality for ε << 1 and |I| = ε, where we denote by PΛ(I) the spectral projection of HΛ on the interval
I.
(1 − o(ε))E (TrPΛ(I)) ≤ C(I, ρ)εα|Λ|. (11.1)
Dividing both sides of (11.1) by |Λ| and letting |Λ| → ∞ gives (2.10). To obtain (11.1) we fix an interval
J containing I with |J| to be determined. We then write, with P0,Λ(J) = P
(
HΛ
0
)
(J),
Tr(PΛ(I)) = Tr(PΛ(I)P0,Λ(J)) + Tr(PΛ(I)P0,Λ(J
c)). (11.2)
Note
Tr(PΛ(I)P0,Λ(J)) ≤ Tr(P0,Λ(J)) (11.3)
The above equation combined with to the Ho¨lder continuity of N0 with respect to E ∈ R
|N0(E) − N0(E′)| ≤ C(I, d)|E − E′|α0 . (11.4)
yields, for |Λ| sufficiently large depending only on J,
Tr(PΛ(I)P0,Λ(J)) ≤ C(J, d)|J|α0 |Λ|. (11.5)
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We now estimate the remaining term in equation (11.2). By the resolvent identity,
Tr
(
PΛ(I)P0,Λ(J
c)
)
= Tr
(
PΛ(I)(H − E)P0,Λ(Jc)(H0,Λ − E)−1
)
− λTr
(
PΛ(I)U
ΛP0,Λ(J
c)(H0,Λ − E)−1
)
.
(11.6)
Where we have written U = Vω +
g
λVeff . Moreover, using using functional calculus and that E is the
center of I, we estimate the first term in equation (11.6) by
Tr(PΛ(I))(H
Λ − E)P0,Λ(Jc)(H0,Λ − E)−1 ≤
|I|
|J| − |I|Tr(PΛ(I)). (11.7)
Now, the second term in in equation (11.6) can be controlled by means of
−λTr
(
PΛ(I)U
ΛP0,Λ(J
c)(H0,Λ − E)−1
)
= − λTr
(
(HΛ − E)(PΛ(I))UΛP0,Λ(Jc)(H0,Λ − E)−2
)
+ λ2Tr
(
UΛ(PΛ(I))U
ΛP0,Λ(J
c)(H0,Λ − E)−2
)
.
= A + B
Now, because UΛ is unbounded, we continue a slight modification of the argument in [24]. The only
difference is that we bound term (A) above (which corresponds to [24, (iii) in equation (2.6)] as
|Tr
(
(HΛ − E)(PΛ(I))UΛP0,Λ(Jc)(H0,Λ − E)−2
)
| ≤ |I|
(|J| − |I|)2 |Tr
(
PΛ(I)U
Λ
)
|. (11.8)
At this point, with an estimate analogous to the one in the proof of Proposition 3.2 in [10] we reach
E (|TrPΛ(I)Vω|) ≤ sup
m∈N
{ ˆ (m+1)ε
mε
ω jρ(ω j) dω j
}
|Λ| ε = |I|. (11.9)
Thus, with M1(ε) := supm∈N
{ ´ (m+1)ε
mε ω jρ(ω j) dω j
}
,
λ|Tr(HΛ − E)PΛ(I)UΛP0,Λ(Jc)(HΛ0 − E)−2| ≤
λ|I|
|J|2 (M1(ε) + g)|Λ|. (11.10)
Similarly, with M2(ε) := supm∈N
{ ´ (m+1)ε
mε ω
2
j
ρ(ω j) dω j
}
, we estimate term (B) through
λ2|TrUΛ(PΛ(I))UΛP0,Λ(Jc)(H0,Λ − E)−2| ≤
4λ2
(|J| − |I|)2 ((M2(ε) + gλTr(PΛ(I))) |Λ|. (11.11)
Choosing the interval J such that |J| = εδ for δ < 1 and combining the bounds (11.5),(11.7), (11.10)
and (11.11) we reach (11.1) with o(ε) = ε1−δ and C(I, d, g, ρ) = (M1(ε) + M2(ε) + 2g)ε1−2δ + Cεδα0 .
Finally, optimizing over δ gives δ = 1
2+α0
hence α ∈ [0, α0
2+α0
] and (2.10) is proven. To prove (IDS 2) we
follow the proof of theorem 1.2 in [24]. We fix λ, λ′ ∈ J and E ∈ I. As explained in [24], using (2.10)
and trace identities it suffices to estimate E
(
TrP0ϕ(Hλ)(ϕ(Hλ) − ϕ(H′λ))P0
)
where ϕ ∈ C4(R) is such that

ϕ ≡ 1 on (−∞, E],
ϕ ≡ 0 on (−∞, E + |λ − λ′|δ + |g − g′|δ)c,
‖ϕ( j)‖∞ ≤ C|λ − λ′| jδ, j = 1, 2, 3, 4
(11.12)
with δ > 0 to be determined. By the Helffer-Sjo¨strand formula,
Tr (P0ϕ(Hλ)(ϕ(Hλ) − ϕ(Hλ′))P0) =
1
π
ˆ
C
∂zϕTrP0ϕ(Hλ)Rλ(z)
(
(λ′ − λ)Vω + g′Veff(g′) − gVeff(g)
)
Rλ′(z)P0 d
2z
=
(λ′ − λ)
π
ˆ
C
∂zϕTrP0ϕ(Hλ)Rλ(z)VωRλ′(z)P0 d
2z
+
(g′ − g)
π
ˆ
C
∂zϕTrP0ϕ(Hλ)Rλ(z)Veff(g)Rλ′(z)P0 d
2z
+
1
π
ˆ
C
∂zϕTrP0ϕ(Hλ)Rλ(z)g
′ (Veff(g′) − Veff(g))Rλ′(z)P0 d2z.
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By the resolvent identity
Rλ(z)VωRλ′(z) =Rλ(z)VωRλ(z) + (λ
′ − λ)Rλ(z)VωRλ′(z)VωRλ(z) + (g′ − g)Rλ(z)VωRλ′(z)Ve f f ,λ(g)Rλ(z)
+ gRλ(z)(Veff ,λ(g) − Veff,λ(g′))Rλ′(z)VωRλ(z).
The above considerations lead to a perturbative expansion of Tr (P0ϕ(Hλ)(ϕ(Hλ) − ϕ(Hλ′))P0) into six
terms, each of them involving an integral and terms which can be bounded in terms of either |λ − λ′| or
|g − g′|. We start by estimating E
(∣∣∣∣ (λ−λ′)2π ´C ∂zϕTrP0ϕ(Hλ)Rλ(z)VωRλ′(z)VωRλ(z)P0 d2z
∣∣∣∣
)
with a slight
modification of equation (3.15) in [24] since Vω is unbounded. By the Combes-Thomas bound
E
(∣∣∣∣ (λ − λ′)2
π
ˆ
C
∂zϕTrP0ϕ(Hλ)Rλ(z)VωRλ′(z)VωRλ(z)P0 d
2z
∣∣∣∣
)
≤
E

∑
m,n,l
ϕ(Hλ)(0,m)Vω(m)Vω(l)e
−cImz(|m|+|m−n|+|n−l|+|l|)
 |λ − λ
′|2
||λ − λ′|δ + |g − g′|δ)3
Summing the geometric series and making use of the fact that for z = E + iη
|∂zϕ(z)| ≤ |η|4|ϕ(5)(E)| (11.13)
we obtain
E
(∣∣∣∣ (λ − λ′)2
π
ˆ
C
∂zϕTrP0ϕ(Hλ)Rλ(z)VωRλ′(z)VωRλ(z)P0 d
2z
∣∣∣∣
)
≤ C
(
1 + E2(|Vω|)
) |λ−λ′ |2
(|λ−λ′ |δ+|g−g′ |δ)3+3d .
Similarly,
E
(∣∣∣∣ (λ − λ′)(g − g′)
π
ˆ
C
∂zϕTrP0ϕ(Hλ)Rλ(z)Ve f f ,λRλ′(z)VωRλ(z)P0 d
2z
∣∣∣∣
)
≤
C (1 + E(|Vω|))
|λ − λ′||g − g′|
(|λ − λ′|δ + |g − g′|δ)3+3d .
and
E
(∣∣∣∣ (λ − λ′)
π
ˆ
C
∂zϕTrP0ϕ(Hλ)Rλ(z)(Ve f f ,λ(g) − Ve f f ,λ′(g′))Rλ′(z)VωRλ(z)P0 d2z
∣∣∣∣
)
≤
C (1 + E(|Vω|))
|g||λ − λ′||g − g′|
(|λ − λ′|δ + |g − g′|δ)3+3d .
Using the same arguments as in (3.15) in [24], for W1,W2 ∈ {λ, λ′}
E
(∣∣∣∣ (g − g′)2
π
ˆ
C
∂zϕTrP0ϕ(Hλ)Rλ(z)W1Rλ′(z)W2Rλ(z)P0 d
2z
∣∣∣∣
)
≤ C
(
1 + E2(|Vω|)
) |λ − λ′|2
((λ − λ′)δ + |g − g′|δ)3 .
as in [24, Equations 3.17 and 3.18]
|E (Tr(P0ϕ(H(λ)Rλ(z)VωRλ(z)P0)) | ≤ C(|λ − λ′|−δ + |g − g′|−δ). (11.14)
Finally, we conclude that |Nλ,g(E) − Nλ′,g′(E)| is bounded from above by
C(α0, I)
(
|λ − λ′|δα + |g − g′|δα + |λ − λ′|2−(3+3d)δ + |g − g′|2−(3+3d)δ + |λ − λ′|1−δ + |g − g′|1−δ
)
.
Choosing δ = 2α+3+3d we obtain, for any β ∈ [0, 2α+3+3d ],
|Nλ,g(E) − Nλ′,g′(E)| ≤ C(α0, I)
(
|λ − λ′|β + |g − g′|β
)
. (11.15)
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