ABSTRACT: With the rapid development of science and technology, data analysis has become an indispensable part of people's work and life. Horizontal bar training has multiple categories. It is an emphasis for the research of related workers that categories of the training and match should be reduced. The application of data mining methods is discussed based on the problem of reducing categories of horizontal bar training. The BP neural network is applied to the cluster analysis and the principal component analysis, which are used to evaluate horizontal bar training. Two kinds of data mining methods are analyzed from two aspects, namely the operational convenience of data mining and the rationality of results. It turns out that the principal component analysis is more suitable for data processing of horizontal bar training.
INTRODUCTION
With the advent of the big data era, data mining methods are now playing a more and more important part in people's work and life, especially in sports, finance and other fields. Analyses on big data problems and the pursuit of relevant instructions have become effective ways and means to solve the problem.
In 2012, Yun Xu studied various applications of data mining in sports, drawing a conclusion that the application problem of data mining needs further studies [1] . For example, tactical analyses of real-time games or after games, the monitoring of national physique and health, and other data analyses. This research mainly includes three key points. First, the establishment of a sports data platform is the basis of data mining, which is beneficial to data communication and resource sharing among sports workers. Second, based on existing resources, cross-technological tools used to develop various data mining methods are essential means to realize the convenience of data mining with a view to the applicability and the universality of data mining. At last, the integration with technologies other than data mining is an important way of promoting the value of data mining. For example, the integration of the simulation system of various sports events and data mining technology can further realize simulation studies of sports.
In 2013, Xiangyang Xie illustrated relevant theoretical problems of data mining, such as the concept of data mining, applications of classification and prediction in data mining, traditional ways of data mining and the general process of data mining [2] . Meanwhile, the author carried out a series of discussions on data mining in terms of sports data analyses. In addition to relevant theories, the author also indicated important applications of data mining in various sports events with basic data of football, basketball and track and field trainings as analytical objects, especially in the aspect of data analysis. In physical education, data mining plays an irreplaceable role in creating humanized education classrooms. Finally, the author concluded that the data mining technology plays an important part in promoting sports events and physical education.
In 2014, Xinhui Zhao organized relevant documents on data mining's applications in sports research, which were categorized based on the knowledge of mathematical statistics. The six major categories include management, match, training, teaching, summary and others [3] . Results show that there are problems in the results of data analyses due to the fact that the main research focus lies in the theoretical analysis while studies on the database establishment and applications are quite less. For this reason, the author pointed out that it is still an important research direction that the data mining technology should be truly applied to tactical analyses and instructions of sports games.
With the difficulty of horizontal bar movements as the example, this paper compares two methods of data mining from the aspect of reducing categories of horizontal bar movements so as to provide instructions for practical trainings of horizontal bar. 
MATEC Web of Conferences 2 GRADING OF HORIZONTAL BAR MOVE-MENTS
Horizontal bar is an important sports match of the Olympic Games. The match is divided into five groups. Movement data of the horizontal bar finals in the 29 th and 30 th Olympic Games is taken as the example and data mining methods are studied, as shown in Table 1 and Table 2 .
Data in Tables 1 and 2 are processed for the convenience of the cluster analysis and the principal component analysis. A-G are replaced with 1-6. Results are shown in Tables 3 and 4 .
CLUSTER ANALYSIS
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clustering and two-step cluster. The hierarchical clustering is adopted in this paper.
Idea of cluster analysis
Suppose there are n samples 1 X , (1) Calculate the similarity between two samples. If a variety of properties are similar, the similarity is higher which will not exceed 1.
(2) Calculate the distance between two points and a coordinate point represents a sample. Calculate the coordinate distance of each point and points in near distance are regarded as one type.
4. Calculate the distance matrix or the similarity coefficient matrix D.
General steps of cluster analysis (Q type classification)
(1) Each sample is an individual class, (4) Repeat step (2) until all matrixes is clustered as one class.
There are eight methods of cluster analysis, namely sin, com, med, cen, ave, fle and ward.
Results of cluster analysis
Carry out a cluster analysis on data in Table 3 . Results are shown in Figure 1 . And carry out another cluster analysis on data in Table 4 in order to ensure the accuracy of the data mining method. Results are similar to those in Figure 1 .
It can be seen from Figure 1 that group 3 and group 5 are the most similar, followed by group 2 and group 3. Group 2 and group 4 are less similar to each other. Group 1 is listed individually.
PRINCIPAL COMPONENT ANALYSIS
The main idea of principal component analysis is the dimensionality reduction of variable [6] . It is a statistical analysis method that converts multiple variables into a few main variables. It is commonly applied in data compression, system evaluation, regression analysis, weighted analysis and so on. 
Concept of principal component analysis
The main method of principal component analysis is to weaken multiple variables, only left variable that cannot be weakened. It actually means that many original variables are recombined into a set of independent variables so as to achieve the goal of reducing variables.
Suppose 
Where, and are respectively the mean value and the standard deviation of . The mean value of is 0 and the standard deviation is 1. (1) Comprehensive indexes are mutually independent or uncorrelated.
(2) The amount of information of multiple samples reflected by comprehensive indexes equals to the eigenvalue of the corresponding eigenvector (the coefficient of comprehensive index). The contribution sum of the eigenvalue of selected comprehensive indexes is usually required to be larger than 80%.
General steps of principal component analysis
(1)Calculate and according to the observation data. 
Results of principal component analysis
Carry out a cluster analysis according to data in Table  3 and the results are shown in Figure 2 . Carry out another cluster analysis on data in Table 4 in order to ensure the accuracy of the data mining method. Results are similar to those in Figure 2 : Figure 2 . Scree plot It can be seen from Figure 2 that groups with eigenvalue which is larger than 1 are groups 1, 2 and 3. Therefore, these three groups are principal components. According to the obtained results, groups 1, 2 and 3 can be particularly trained in practical trainings of horizontal bar.
The convenience of the data mining method and the rationality of the results are evaluated with BP neural network.
5 BP NEURAL NETWORK MODEL [7] 
Concept of neural network model
Neural network model originates from neurobiology, the calculation process of which is similar to the reaction process of biological neurons. Neurotransmitters of different sources released by synapses have certain influences on membrane potential changes of same neurons. It can be seen that the ability of neurons of integrating information is spatially to integrate the input information of different sources on dendrite. Based on this ability, people created artificial neuron model by simulating the reaction process of neurons. Symbols in Figure 3 are described in Table 5 .
The output form of the threshold is decided by under the common effect of inputting . Graphs of two excitation functions are 
presented in Figure 4 . The second excitation function is adopted by the model of this paper. 
So,
Formula (2) is the integral mathematical model expression of a single neuron.
Calculation steps of BP neural network model
BP neural network is a kind of multilayer feed-forward network, the calculation method of which is the minimum mean square error. Sigmoid is used as the excitation function when the back propagation algorithm is applied in the multilayer 
Where,
In this formula, , 4. Solve the calculation error of each layer. As for the output layer, and
As for other layers,
5. Revise and ,
6. After the weight coefficient of each layer is solved, it is able to determine whether the requirements are met according to the established criteria. If the requirements are not met, go back to step . Otherwise, end the calculation.
processing, the investigation results are shown in Tables 6 and 7.
The analysis is carried out with the cluster analysis and principal component analysis on horizontal bar training data as the research object, results of which are shown in Figure 5 . Figure 5 is obtained by the programming of Matlab according to the calculation steps of BP neural network. In this figure, "*" stands for excellent data mining methods while "O" stands for inferior data mining methods. Red symbols represent data mining methods of horizontal bar training. It can be inferred from the figure that the principal component analysis is more suitable for data processing of horizontal bar training.
CONCLUSION
In this paper, BP neural network model is applied in the evaluation problems of horizontal bar training data. Based on the elaboration of calculation steps of cluster analysis and principal component analysis, this paper carries out data acquisition in the way of an actual survey and objectively reflects the evaluation situation from the aspect of data. Although, BP neural network is widely applied in evaluation problems in real life, neural network needs to estimate training errors reasonably. Once the error is not estimated reasonably, there might be incorrect calculation results.
