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Povzetek 
Tema te disertacije je označevanje ujemajočih se parov vzorcev za pridobivanje globinskih 
slik v zunanjem okolju s pomočjo aktivne strukturirane osvetlitve. Največji problem, s 
katerim se soočamo pri zajemanju globinskih slik na prostem, so močna osvetlitev ozadja 
(sonce, drugi svetlobni viri) in motnje drugih podobnih sistemov, ki delujejo na istem 
območju, ali pa namerne motnje sistema. V delu je predstavljen sistem, ki uporablja 
poseben, sinhroniziran zajem slike projiciranega vzorca, s katerim odpravi večino motenj 
in neželene osvetlitve ozadja, s čimer pridobi želeno sliko projiciranega vzorca na prizoru. 
Pri metodah pridobivanja slike s strukturirano osvetlitvijo je ključni problem določitev 
ujemajočih se parov točk projiciranega vzorca in točk na zajeti sliki, ki pripadajo 
projiciranemu vzorcu. Podobni sistemi uporabljajo posebne projekcijske vzorce ali celo 
barve in s tem olajšajo problem iskanja parov. V tem delu se osredotočimo na iskanje 
parov z uporabo preprostega enobarvnega vzorca (ena valovna dolžina projicirane 
svetlobe), ki je sestavljen iz    vzporednih premic. Uporaba takega vzorca omogoča 
uporabo zelo preprostega projektorja vzorcev (laser s posebno lečo, ki žarek razprši v 
vzporedne premice), uporaba samo ene valovne dolžine svetlobe pa omogoča uporabo 
ozkopasovnih optičnih filtrov na kameri, ki zajema sliko. S tem se že izloči večina motenj. 
Pridobljena slika vsebuje projekcijski vzorec na opazovanem prizoru, ki ga je treba izluščiti 
iz slike in točkam na vzorcu dodeliti oznake oziroma pare, ki so pripadajoče točke na 
projiciranem vzorcu. V tem delu je predstavljena rešitev, ki ta problem rešuje z uporabo 
verjetnostnih grafičnih modelov. Predlagamo novo metodo, ki upošteva večje število 
zaporednih slik, in predstavimo vpliv števila slik na točnost označevanja projiciranih 
vzorcev. Zaznani projicirani vzorec na sliki razdelimo na večje število rojev slikovnih točk in 
vsakemu roju dodelimo naključno spremenljivko. Vsi roji slikovnih točk (naključnih 
spremenljivk) povežemo v verjetnostni grafični model. Naključne spremenljivke, ki 
pripadajo sosednjim rojem slikovnih točk, uporabimo za izgradnjo faktorjev, s katerimi 
modeliramo soodvisnost sosednjih naključnih spremenljivk. Upoštevamo soodvisnosti v 
vodoravni in navpični smeri, vključimo pa še informacijo zaporednih slik, tako da določimo 
faktorje med prekrivajočimi se roji slikovnih točk v zaporednih slikah na istem položaju na 
sliki. Izkaže se, da upoštevanje te informacije iz zaporednih slik pomaga pri določevanju 
oznak rojev slikovnih točk. 
Kljub specializiranemu senzorju, ki odpravi večino motenj, se lahko v sliki pojavijo slikovni 
elementi (roji slikovnih točk), motnje, ki niso posledica projiciranega vzorca. Take motnje 
poskušamo odpraviti s posebno prilagoditvijo grafičnega modela. Naključnim 
spremenljivkam pri gradnji verjetnostnega grafičnega modela dodamo še eno stanje, ki 
 
 
 
 
predstavlja oznako »šum«. Zaželeno je, da model rojem točk, ki ne pripadajo 
projiciranemu vzorcu, dodeli to oznako.  
V zadnjem delu predstavimo rešitev z uporabo vrste povratnih nevronskih mrež (ang. 
recurrent neural network), nevronskega omrežja z dolgim kratkoročnim spominom (ang. 
Long short-term memory, LSTM). Vhodno sliko razdelimo na večje število manjših 
področij, ki predstavljajo vhodno zaporedje v nevronsko mrežo. Vsakemu področju 
dodelimo ustrezno oznako v odvisnosti od dela projekcijskega vzorca na danem področju 
slike. Nevronsko mrežo učimo tako, da hkrati na sliki zaznava in označuje projicirane 
vzorce iz surovih podatkov slike brez njene predobdelave. S to metodo je mogoče z veliko 
natančnostjo na sliki pravilno zaznati in označiti projicirani vzorec. 
Ključne besede: 
Zajemanje globinskih slik, triangulacija, strukturirana osvetlitev, verjetnostni grafični 
modeli, povratne nevronske mreže, LSTM 
  
  
 
Abstract 
The subject of this dissertation is matching correspondence points for depth image 
acquisition in outdoor environments utilizing active illumination techniques. The biggest 
challenge that we are facing when acquiring depth image data outdoor is the presence of 
strong background illumination (e.g. sunlight) and disturbances caused by other similar 
systems operating in the same environment or intentional disturbances of the system. In 
this work a synchronized image acquisition system is presented, which eliminates most of 
the disturbances and unwanted background illumination, yielding the desired image of 
illumination pattern on the object. With structured light techniques, the key problem 
which needs to be solved before obtaining a three dimensional reconstruction of the 
image is finding pairs of points in the image which correspond to the same part of the 
projected pattern. Similar active triangulation systems utilize special projection patterns 
or even color which make the correspondence problem easier. In this work we focus on 
correspondence problem using a simple monochromatic projection pattern (one 
wavelength) composed of    parallel lines (light planes). Utilizing such a projection 
pattern enables the use of very simple pattern projectors (laser with a special lens which 
splits the beam in several parallel lines). The use of monochromatic light also enables the 
use of band-pass optical filters on the camera, which already filters out most of the 
disturbances. The acquired frame contains the deformed projected pattern on the 
observed scene which needs to be segmented out and points on the pattern need to be 
assigned a pair from the original projected pattern, which comes down to assigning a 
corresponding label of a projected pattern light plane. In this work a solution utilizing 
probabilistic graphical models is presented. We propose a method that takes into account 
a larger number of subsequent frames and test the effect on accuracy of labeling 
projected patterns. The detected (and segmented out) pattern is divided on a larger 
number of small pixel-clusters which are also assigned a random variable. All the pixel-
clusters (random variables) are connected to form a probabilistic graphical model. The 
random variables which belong to neighboring pixel-clusters are used to form factors 
through which co-dependencies of neighboring pixel-clusters are modeled. Co-
dependency in vertical and horizontal direction is considered, we also include the 
information of subsequent images, so that we assign factors between overlapping pixel-
clusters in subsequent frames on the same position in the image. It turns out that 
including this information helps with labeling the pixel-clusters. 
Despite the use of a special imaging sensor which suppresses most of the background and 
disturbances, unwanted pixel-clusters can appear in the image which are not caused by 
the projected pattern. We try to remove such pixel-clusters with a special modification of 
 
 
 
 
factors in graphical models. When constructing the probabilistic graphical model we 
assign an additional state to the random variables, which represents the label “noise”. It 
is desired that the model assigns this label to the pixel-clusters which do not belong to 
the projected pattern. 
 In the last part of this work we present a solution using a kind of recurrent neural 
network, long short-term memory (LSTM). The input image is partitioned into a larger 
number of smaller sub-images, which represent the input sequence for the neural 
network. Each sub-image is assigned a label depending on the part of the projected 
pattern which is occupying that particular part of the image. We train the neural network 
end-to-end from raw image data to label projected patterns in the corresponding parts of 
the image. The image thus does not need to be preprocessed (thresholding, pixel-cluster 
detection). Using this method it is possible to detect and assign the correct labels to the 
projected pattern with high accuracy. 
Keywords: 
Depth image acquisition, triangulation, structured light, probabilistic graphical models, 
recurrent neural networks, LSTM 
  
  
 
 
Terminološki slovar 
Termin Razlaga 
 
časovni faktor Faktor, katerega definicijsko območje 
določajo naključne spremenljivke časovnih 
sosedov. 
časovni sosed Roji slikovnih točk v zaporednih slikah, ki se 
krajevno (na istih koordinatah slike) vsaj 
deloma prekrivata, so časovni sosedi. 
faktor V primeru grafičnih modelov je faktor 
splošna funkcija naključnih spremenljivk. 
linijski segmenti Vse neničelne slikovne točke upragovljene 
slike, ki so obkrožene samo z ničelnimi 
slikovnimi točkami. 
navpični faktor Faktor, katerega definicijsko območje 
določajo naključne spremenljivke navpičnih 
sosedov. 
navpični sosed Roja     in    sta  navpična soseda, če sta 
en nad drugim in na vsaj eni koordinati x 
med njima v navpični smeri ne obstaja 
noben drug roj   . 
nevronsko omrežje z dolgim kratkoročnim 
spominom 
(ang. long short-term memory, LSTM) 
Oblika povratne nevronske mreže, ki 
omogoča lažje učenje daljših časovnih 
zaporedji. 
povratna nevronska mreža Nevronska mreža, ki vsebuje povratne 
povezave. Pri posodobitvi stanja mreže ob 
času   upošteva tudi stanje nevronske 
mreže ob času    . 
projekcijski vzorec Geometrijski vzorec svetlobe iz projektorja. 
roj slikovnih točk Podmnožica sosednjih točk linijskega 
segmenta, katerih vodoravna koordinata je 
omejena na poljuben interval        . 
svetlobna ravnina Ravnina, ki jo določata točka izvora 
svetlobe in daljica na projekcijskem vzorcu.  
 
strukturirana osvetlitev 
 
Metoda za pridobivanje globinskih slik, pri 
kateri se uporablja kamero in projektor 
vzorcev. 
 
 
 
 
ujemajoči se par točk, korespondenca Projekcija iste točke v trirazsežnem 
prostoru na dve različni sliki daje par 
ujemajočih se točk. 
verjetnostni grafični model Verjetnostni model, za katerega z grafom 
izrazimo pogojno odvisnost med 
naključnimi spremenljivkami. 
vodoravni faktor Faktor, katerega definicijsko območje 
določajo naključne spremenljivke 
vodoravnih sosedov. 
vodoravni sosed Roj    je vodoravni sosed roja   , če se v 
vodoravni smeri dotikata. 
vrtiljak konstantne napake (ang . constant error carrousel, CEC) Del 
LSTM nevronske mreže, ki vsebuje enotino 
povratno zanko, ki omogoča prenos 
informacije skozi daljša časovna obdobja. 
 
  
 
  
 
 
 
 
Notacija 
Primer oznake Razlaga 
 
  Skalarje označujemo z malimi črkami. 
  Vektorje in točke označujemo z malimi 
okrepljenimi črkami. 
  Matrike označujemo z velikimi okrepljenimi 
črkami. 
     Funkcije in spremenljivke označujemo s 
poševnimi črkami. 
    Naključne spremenljivke označujemo z 
velikimi črkami. 
  Množice označujemo z velikimi pisanimi 
črkami. 
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1. Uvod 
Zajemanje globinskih slik je področje, ki ima veliko možnih aplikacij, vse od globinske 
rekonstrukcije oblik kipov in umetnin [1], uporabe v medicini in za namene biometrije, 
preiskovanja kraja zločina [2], [3], iger in zabavne industrije ter industrije [4], [5] do 
zaznave ovir, avtonomnih vozil [6], [7] in še drugih podobnih področij [2], [8]. 
Raziskovalno področje je široko in je v preteklih desetletjih že obrodilo obilico metod za 
zajem globinskih slik. Metode lahko v grobem delimo v dve kategoriji: metode z aktivno 
osvetlitvijo [9] in pasivne metode [10], [11]. 
Posebno zanimive in preproste za implementacijo so metode z aktivno triangulacijo [12], 
ki se zanašajo na projiciran svetlobni vzorec. Raziskovalci usmerjajo veliko pozornosti in 
truda v izboljšave metod s strukturirano osvetlitvijo, še posebno za uporabo na 
prostem [13], kjer je delovanje večine obstoječih metod omejeno. 
Večina metod s strukturirano osvetlitvijo se zanaša na barvno kodirane projicirane vzorce 
[14], [15], [16], [15], [17], [18], [19], [20] ali na vzorce s krajevno kodiranimi znaki 
(posebnimi geometrijskimi vzorci) [21], [22], [16], [8], [23], [24], [25], [26], [19]. S tem se -
zelo poenostavi problem iskanja ujemajočih se točk projiciranega vzorca na objektu in 
zaznanega vzorca na sliki. Taki pristopi zahtevajo (bolj) napredne projektorje vzorcev in 
onemogočajo uporabo pasovno prepustnih filtrov na zaznavni strani (kamera) zaradi 
potrebe po projiciranju barvnih vzorcev. Uporaba osvetlitve s samo eno valovno dolžino 
(laserji) v kombinaciji z optičnimi filtri predstavlja enostaven način, s katerim naredimo 
metode robustnejše za zunanjo uporabo, saj optični filter odpravi večji del energije 
osvetlitve ozadja [27]. Za nadaljnje zmanjšanje vpliva osvetlitve ozadja in možne 
(namerne ali nenamerne) motnje uporabimo predlagano metodo modulirane intenzitete 
osvetlitve s sinhronizirano demodulacijo v senzorju kamere [28], [29]. Pri uporabi 
osvetlitve z eno valovno dolžino (odsotnost barvnih kod in drugih kodirnih shem) in 
projekciji vzorca, sestavljenega iz vzporednih ravnin svetlobe, postane problem iskanja 
ujemajočih se točk med projiciranimi in zaznanimi vzorci težavno in dvoumno. Primer 
dvoumnosti lahko vidimo na sliki 1.1. Zaradi globinskih nezveznosti na prizoru (leva stran 
slike 1.1 postane problem določevanja, kateri projicirani svetlobni ravnini pripada 
določena slikovna točka v vzorcu, zelo težaven (desna stran slike 1.1). 
1.1 Izvirni prispevki dela  
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Slika 1.1: Ilustracija problema ujemajčih se točk. Na levi: projekcija vzorca na prizor. Na 
desni: segmentiran projicirani vzorec. Vidno je, da se zaradi različne globine določene 
daljice zamaknejo in na sliki spojijo z drugimi projiciranimi daljicami.  
 
V tem delu predstavimo nadgradnjo že obstoječih metod in jih priredimo za uporabo na 
prostem. Predstavimo uporabo metode za robustno zaznavanje projiciranega vzorca, ki 
uporablja krajša zaporedja projiciranih vzorcev in odštevanje ozadja za zajem projiciranih 
vzorcev. Sledi predstavitev metode za reševanje problema ujemajočih se točk med 
projiciranim in zaznanim vzorcem, ki temelji na verjetnostnih grafičnih modelih in pri 
kateri se vključuje časovna informacija v proces reševanja problema ujemajočih se točk. 
Na koncu predstavimo še sistem za hkratno zaznavanje in označevanje projiciranih 
vzorcev s pomočjo nevronskih mrež. 
1.1 Izvirni prispevki dela 
V tem razdelku predstavimo izvirne prispevke doktorskega dela, ki so povzeti v naslednjih 
točkah.  Pri vsaki točki podamo tudi številko poglavja, v katerem je prispevek predstavljen 
podrobneje. 
• Razvoj metode za samodejno označevanje ujemajočih se parov točk, ki upošteva 
krajevno-časovno zaporedje slik (predstavljeno v razdelku 7.3, ovrednoteno v poglavju 8) 
Ob odsotnosti zanesljive kode, kot je na primer barva, je pravilna določitev ujemanja 
zaznanih vzorcev s projiciranimi otežena. Medsebojna krajevna odvisnost zaznanih 
projiciranih vzorcev veliko pove o njihovih ujemanjih s projiciranimi vzorci. V večini 
primerov že samo upoštevanje te odvisnosti daje dobre rezultate. Pokažemo, da je z 
istočasnim upoštevanjem več zaporednih slik mogoče ta rezultat dodatno izboljšati in 
zmanjšati ali celo odpraviti nepravilno ugotovljena ujemanja ob prisotnih nezveznostih na 
1. Uvod 
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prizoru.  Ta postopek je nadgradnja metode, ki so jo predstavili avtorji Ulusoy in drugi 
[30]. 
• Postopek za odpravljanje šuma in izločanje napačno zaznanih projiciranih vzorcev 
(predstavljeno v razdelku 7.3.6, ovrednoteno v poglavju 8) 
Na zajeti sliki je lahko veliko zaznanih vzorcev, ki niso posledica projekcije svetlobnega 
vzorca na prizor, temveč so posledica delovanja drugih virov osvetlitve, ki nam jih ni 
uspelo povsem odstraniti. Za pravilno določitev globinske slike je treba take vzorce 
izločiti, sicer je rezultat lahko popačen do te mere, da ni več uporaben. Z upoštevanjem 
časovnega zaporedja slik lahko zmanjšamo število napačno zaznanih projiciranih vzorcev. 
• Postopek za vrednotenje pravilnosti ugotavljanja ujemanja zaznanih in projiciranih 
vzorcev (predstavljeno v poglavju 8) 
Kvantitativno ovrednotenje sistema zahteva metodo, s katero lahko primerjamo pravo 
globinsko sliko z izmerjeno globinsko sliko. Posredno je mogoče to meritev narediti prek 
pravilno določenih parov točk, ki jih uporabimo za triangulacijo in s tem izračun globinske 
slike. Za pridobitev globinske slike je namreč treba najprej določiti pare točk. Delovanje 
sistema lahko tako ocenimo kar kot delež pravilno določenih parov točk. Sistem smo 
preizkusili na prizoru z množico predmetov v notranjosti in zunanjosti. Na pridobljenih 
slikah smo ročno označili pare točk. Za lažjo primerjavo rezultate kvantitativno 
ovrednotimo kot razmerje med številom pravilno določenih parov točk, ki jih poda sistem, 
in številom vseh parov točk. 
1.2 Vsebina 
Preostanek dela je razdeljen kot je opisano v nadaljevanju. V poglavju 2 na kratko 
opišemo obstoječe delo, ki je sorodno temu. Podan je širši pregled področja zajemanja 
globinskih slik. Predstavljene so najpogostejše metode zajema slik. Prav tako podamo 
pregled najnovejših aplikacij nevronskih mrež na raznovrstnih problemih in pokažemo, da 
so take metode primerne tudi za naš problem. V poglavju 3 so podrobneje opisane 
metode triangulacije, ki so tudi sorodne metodi, opisane v tem delu. Poglavje 4 je 
posvečeno kratkemu uvodu v teorijo verjetnostnih grafičnih modelov in algoritmov 
sklepanja na verjetnostnih grafičnih modelih. Problem ujemajočih se parov točk v tem 
delu predstavljamo v obliki verjetnostnih grafičnih modelov, zato je hiter pregled teorije 
dobrodošel. V poglavju 5 povzamemo teorijo nevronskih mrež. Predstavimo nekaj 
osnovne teorije in izpeljavo kompleksnejših modelov, ki smo jih uporabili pri zaznavanju 
vzorcev na sliki in reševanju problema ujemajočih se točk. V poglavju 6 predstavimo 
1.2 Vsebina  
4 
 
sistem za zajem slikovnih podatkov in postopek za zaznavanje projiciranega vzorca. 
Opisana je mehanska zgradba sistema projektorja vzorcev in kamere, kakor tudi notranje 
delovanje senzorja in metoda za odpravljanje motenj na sliki. V poglavju 7 predstavimo 
dve metodi za reševanje problema ujemajočih se točk. V razdelku 7.3  formuliramo 
reševanje problema ujemajočih se točk s pomočjo verjetnostnih grafičnih modelov. 
Predstavljeni sta struktura in gradnja posameznih faktorjev na podlagi obdelane slike. 
Alternativno rešitev z uporabo nevronskih mrež predstavimo v razdelku 7.4 Rezultate 
reševanja problema ujemajočih se točk s pomočjo verjetnostnih grafičnih modelov 
predstavimo v poglavju 8. Delo zaključimo v poglavju 9 s kratkim povzetkom in 
predstavimo možnosti za nadaljnje delo. 
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2.?Pregled področja 
V tem poglavju na kratko predstavimo metode zajema globinskih slik in opišemo osnove 
njihovega delovanja. 
2.1? Stereo triangulacija 
Stereo triangulacija je primer pasivne metode. Metoda je relativno poceni, saj zahteva 
samo dve kalibrirani kameri [31] in se je uspešno uporabljala za določevanje položaja 
robotov [6], [7], za meritve v industrijskem okolju [5] in rekonstrukcijo kraja zločina [3]. 
Vendar pa je metoda zaradi potrebe po reševanju problema ujemajočih se parov točk na 
obeh slikah računsko zelo zahtevna [11]. 
 
Slika 2.1: Triangulacija na podlagi dveh slik. Z znano lokacijo projekcije točke na levi in 
desni sliki ter medsebojno podstavitvijo slik je mogoče s triangulacijo izračunati položaj 
točke v trirazsežnem prostoru. Na sliki so osi označene z ?? ?? ?, ? predstavlja goriščno 
razdaljo, ? pa razdaljo med optičnima središčema. 
 
Globino točk določimo na podlagi triangulacije (glej sliko 2.1), pri čemer moramo za vsako 
točko na eni sliki poiskati pripadajočo točko na drugi sliki, ki ustreza isti točki v prostoru 
? 
? 
? 
? ? 
? 
? 
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[32]. Stereo triangulacija je poseben primer triangulacijskih metod skupaj z aktivno 
strukturirano osvetlitvijo in je podrobneje opisana v poglavju 3. 
2.2 Interferometrija 
Metode z aktivno osvetlitvijo zahtevajo projiciranje svetlobnega vzorca ali kakšen drug vir 
elektromagnetnega valovanja. Aktivno osvetljevanje prizora s projekcijskim vzorcem 
lahko pomaga zmanjšati računsko zahtevnost, ki je problem pri metodi stereo 
triangulacije, hkrati pa vnaša na površino opazovanega prizora umetno teksturo, ki še 
poenostavi iskanje rešitve problema ujemajočih se točk, še posebej ko prizor ne vsebuje 
izrazite teksture [33]. Za druge metode pa je aktivno osvetljevanje prizora princip 
delovanja metode. Sistemi, ki se poslužujejo interferometrije, na primer delujejo na 
principu faznega zamika izsevane in odbite svetlobe (glej sliko 2.2), kar omogoča merjenje 
zelo majhnih razdalj na intervalu valovne dolžine svetlobe, in so zato primerni za 
pregledovanje kvalitete in gladkosti površin [34], [35].  
Interferometrija deluje na podlagi faznega zamika referenčnega valovanja in valovanja, 
odbitega od opazovanega objekta. Svetloba, ki jo generira vir svetlobe, najprej doseže 
polprepustno zrcalo, kjer se razcepi. Del svetlobe se odbije proti referenčnemu zrcalu (na 
sliki spodaj), ki se nato odbije nazaj skozi polprepustno zrcalo proti senzorju. Del svetlobe 
gre skozi polprepustno zrcalo proti opazovanemu objektu, se odbije in na polprepustnem 
zrcalu odbije proti senzorju, kjer interferira z referenčnim valovanjem. Zaradi različne 
fazne razlike (na sliki 2.2 označeno z    in   ) med referenčnim valovanjem in 
valovanjem, odbitim od objekta, ki je posledica različne oddaljenosti od merilnega 
instrumenta, se amplituda valovanja ustrezno zmanjša in je sorazmerna z merjeno 
razdaljo. 
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Slika 2.2: Slika prikazuje princip delovanja interferometrije. Del svetlobnega valovanja se 
odbije od zrcala, del pa od predmeta. Fazna razlika obeh valovanj nosi informacijo o 
reliefu predmeta. 
2.3? Metoda časa preleta 
Podobno deluje metoda časa preleta (ang. time of flight, TOF), ki pridobiva podatke o 
globini z merjenjem časovnega zamika med izsevanim in prejetim signalom. Za 
pridobivanje gostih globinskih slik se uporabljajo dvorazsežni nizi slikovnih senzorjev, kjer 
vsak opravlja take meritve [36]. V [37] je prikazana demonstracija aplikacije senzorja TOF 
v avtomobilski industriji in biometriji. Podoben sistem in njegove aplikacije opišejo 
Ringbeck in drugi v [38]. 
Osnovni princip delovanja metode TOF je na kratko povzet v nadaljevanju, več pa je 
mogoče izvedeti v [39]. Senzor, ki se uporablja pri tej metodi, je sestavljen iz foto 
detektorja (fotodiode), ki zaznava prejeto svetlobo in jo pretvarja v električni naboj. 
Generirani naboj shranjuje v dveh ločenih shranjevalnikih naboja (kondenzatorjih). Senzor 
izseva proti opazovanemu objektu kratek impulz svetlobe, po navadi dolg nekaj 
nanosekund. Svetlobni impulz je po navadi generiran s svetlobnimi viri, na primer laserji 
ali LED-diodo. Medtem ko je svetlobni vir prižgan, je fotodioda sklopljena s prvim 
Senzorska mreža 
Vir svetlobe Polprepustno  
zrcalo 
Zrcalo 
?? ?? 
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shranjevalnikom naboja. Ko se svetlobni vir ugasne, senzor preklopi na drugi shranjevalnik 
naboja. Razmerje nabojev, ki so po koncu meritve shranjeni v vsakem od kondenzatorjev, 
je odvisno od razdalje merjenega objekta. 
 
Slika 2.3: Ilustracija metode časa preleta. Ko je vir osvetlitve prižgan, se naboj, generiran v 
diodi (senzorju), shranjuje v kondenzator ??, nato pa se preklopi na kondenzator ??. 
Zaradi časovnega zamika ? se bo del naboja shranil v kondenzator ??. Z ?? in ?? označimo 
preklopa stikala. 
 
Na sliki 2.3 je ilustriran princip metode TOF. Na desni strani slike je prikazan časovni potek 
signalov v takem sistemu. Svetlobni vir je prižgan za določen čas ?? ? ?? ? ??. Razdalja, ki 
jo v tem času opravi svetloba, je enaka ?? ? ???, kjer je ? hitrost svetlobe. Hkrati je ?? 
tudi maksimalna razdalja, ki jo lahko na tak način izmerimo. 
Čas, ki ga svetloba potrebuje, da prepotuje razdaljo od naprave, se odbije od objekta in 
prileti nazaj do senzorja, je enak  
 
? ?
??
?
? (2.1) 
 
Iz tega sledi, da je razdalja ? do objekta enaka 
? 
amplituda osvetlitev 
d 
senzor ???? ????
????
????
???? ????
???? ????
???
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(2.2) 
 
Čas   je odvisen od razdalje od objekta, hkrati pa ga lahko izmerimo na podlagi zakasnitve 
prejete svetlobe. Kot je prikazano na sliki 2.3, se del naboja (označimo ga z   ) nabere v 
prvem shranjevalniku (kondenzatorju), ko pa je vir osvetlitve izključen, se bo preostali 
naboj (označimo ga z   ) nabral v drugem kondenzatorju. Zakasnitev izračunamo iz 
razmerja nabojev, 
 
  
    
     
  
 
(2.3) 
 
Razdaljo   lahko nato s pomočjo razmerja nabojev in maksimalne razdalje, ki jo lahko 
izmerimo, izračunamo s pomočjo naslednje enačbe, 
 
  
     
        
 
    
        
  (2.4) 
 
 
2.4 Strukturirana osvetlitev 
Metode strukturirane osvetlitve opazovani objekt aktivno osvetljujejo s projiciranjem 
svetlobnega vzorca [12], [40]. Metoda je sorodna stereo triangulaciji, pri čemer eno od 
kamer zamenjamo s projektorjem vzorcev [41]. Ključni problem, ki ga je treba rešiti za 
uspešno merjenje globine na podlagi triangulacije, je določevanje parov ujemajočih se 
točk. Vsaka točka v trirazsežnem prostoru se projicira v dvorazsežno ravnino senzorja 
vsake kamere. Pri določevanju parov točk moramo v stereo paru slik za vsako točko v 
trirazsežnem prostoru določiti ustrezno projekcijo točke v vsaki izmed slik [32]. Z uporabo 
stereo triangulacije kot pasivne metode je uspešnost določevanja parov odvisna od že 
prisotne teksture na opazovanem prizoru. Ob odsotni teksturi postane stereo 
triangulacija zelo nerobustna, saj je zelo težko zanesljivo določiti pare točk [42]. 
Metoda s strukturirano osvetlitvijo se zato poslužuje vira osvetlitve, ki zamenjuje eno od 
kamer stereo para [42]. Ta na opazovani prizor projicira znan vzorec in tako vnaša 
teksturo, kar zelo olajša iskanje parov točk. 
2.5  Oblika iz fokusa 
Metode, ki določajo globinsko sliko na podlagi ostritve, imenujemo oblika iz fokusa (ang. 
Shape from focus). Ta metoda zahteva samo eno kamero in izračunava globinsko sliko 
opazovanega prizora z zajemanjem množice slik, pri čemer vsako sliko zajamemo pri 
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različnih nastavitvah fokusa. Za vsako slikovno točko se nato globino določi na podlagi 
kriterija najostrejše slike okolice slikovne točke [43], [44]. Metoda se uspešno uporablja za 
pridobivanje globinskih slik majhnih objektov pod mikroskopom [45]. 
 
Slika 2.4: Slika prikazuje merjenje razdalje na podlagi fokusa. Za dano goriščno razdaljo 
leče in fiksno razdaljo ?? senzorja od leče so na sliki ostri samo predmeti na razdalji ?, ki je 
dana z enačbo (2.5). Na sliki so ostri predmeti na razdalji ?? pri goriščni razdalji ??, za 
predmete na drugih razdaljah, na primer ??, je na senzorju slika razmazana. Da bi bila 
slika teh predmetov tudi ostra, je treba goriščno razdaljo leče spremeniti na ??. 
 
Iz geometrijske optike je znana relacija za tanke leče, 
 ?
??
?
?
?
?
?
?
? 
 
(2.5) 
 
Enačba pravi, da slika objekta na razdalji ? od leče nastane na razdalji ?? za lečo, ? pa je 
goriščna razdalja leče. Merjenje razdalje iz fokusa deluje na principu merjenja ostrine 
posameznih slikovnih točk (oziroma okolice). Da bi lahko določili razdaljo posamezne 
slikovne točke, moramo torej le izmeriti, pri kateri goriščni razdalji je točka ostra (slika 
2.4). Postopek določanja globine je sestavljen iz naslednjih korakov: 
-? zajem slik istega prizora s spreminjanjem goriščne razdalje ?, 
-? za vsako slikovno točko določi, pri kateri goriščni razdalji ? je točka najostrejša. 
Pri drugem koraku se je treba posluževati metod, ki dajejo neko oceno ostrine slikovne 
točke [46]. Kadar točke niso v fokusu, se poveča zamegljenost slike oziroma posamezne 
?? 
?? 
??? 
?? 
?? 
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slikovne točke. To je posledica integracije intenzitet okoliških slikovnih točk. Integracija je 
tudi ekvivalentna nizkoprepustnemu filtriranju, kar oslabi višje frekvence signala. Mero 
fokusa zato lahko merimo na podlagi prisotnosti višjih frekvence v slikovnem signalu. [46] 
povzema različne mere, s katerimi se lahko ocenjuje ostrine slikovnih točk. 
Z             označimo sliko prizora v odvisnosti od goriščne razdalje     , kjer 
        predstavlja kvantno spreminjanje goriščne razdalje med posameznimi 
slikami, s  ( (        )) pa označimo poljubno funkcijo za oceno ostrine slike. Mero 
ostrine vsake slikovne točne podaja enačba 
           ( (        ))  (2.6) 
 
Za vsako slikovno točko je slika najostrejša pri različnih goriščnih razdaljah, ki jih dobimo s 
pomočjo enačbe 
         (      
 
        )  (2.7) 
 
kjer je        goriščna razdalja, pri kateri je točka     na sliki najbolj ostra. 
Z upoštevanjem enačbe tanke leče dobimo razdaljo 
 
       (
 
      
 
 
  
)
  
  
 
(2.8) 
 
kjer        predstavlja oddaljenost točke    . 
2.6 Ožje sorodno področje 
Postopki za zajem globinskih slik, ki temeljijo na strukturirani osvetlitvi z eno sliko (ang. 
one-shot), so bili v literaturi že opisani. Temeljit pregledni članek na to temo so objavili 
Battle in drugi [47] in povzema metode, znane do leta 1996. Posodobljeno verzijo so leta 
2004 objavili Salvi in drugi [19]. Večina metod, ki so podobne naši, je izpeljanih iz ene od 
opisanih v teh člankih. Koninckx in drugi [48] so projicirali vzporedne ravnine svetlobe z 
barvno kodiranimi diagonalnimi ravninami za lažje reševanje problema ujemajočih se 
točk. Dekodiranje točk se izvede z algoritmom za rezanje grafa (ang. graph-cut). Ulusoy in 
drugi [30] so predstavili drugačen pristop, pri katerem projicirajo dvobarvno mrežo, v 
kateri so posamezne vodoravne in navpične premice med seboj razmaknjene po De-
Bruijnovih razmikih. Presečišča navpičnih in vodoravnih ravnin predstavljajo vozlišča v 
grafu. Vodoravna, navpična in druga geometrijska razmerja med točkami so tudi 
upoštevana pri iskanju ujemajočih se točk med točkami projiciranega vzorca in točk na 
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zajeti sliki vzorca. Za izračun končnega stanja spremenljivk vozlišč so uporabili algoritem 
za ciklični prenos zaupanja (ang. loopy belief propagation) [49]. Brink in drugi [50] so 
predlagali podoben pristop kot v prej omenjenem delu, ki temelji na nekodirani 
strukturirani osvetlitvi, kjer s terminom nekodirana strukturirana osvetlitev označujemo 
projiciranje vzorca z eno valovno dolžino svetlobe, vzorec pa je sestavljen iz preprostih 
geometrijskih elementov, na primer iz vzporednih premic (svetlobnih ravnin). 
Pomanjkljivost te metode je, da ne more zaznati zamika svetlobnih ravnin na zajeti sliki, 
če so na prizoru prisotne nezveznosti v globini. To pomanjkljivost se lahko deloma odpravi 
s projiciranjem svetlobnih ravnin različne intenzitete svetlobe. Kljub tej prilagoditvi 
metode je maksimalni zamik svetlobnih ravnin, ki ga še lahko zaznamo na zajeti sliki, enak 
ena. To pomeni, da se na sliki zaradi zloma in zamika spojita sosednji projicirani svetlobni 
ravnin. Če sta njuni intenziteti svetlobe različni, jih je še mogoče razločiti, pri večjem 
zamiku pa se spojita daljici enake svetlobne intenzitete in ni mogoče vedeti ali je to slika 
iste ali dveh različnih projiciranih svetlobnih ravnin. V [20] so avtorji predlagali metodo, ki 
temelji na projiciranju barvnih svetlobnih ravnin, ki jih na sliki dekodirajo z uporabo 
dinamičnega programiranja. 
Zajemanje in zaznavanje vzorcev je bilo v neki meri tudi že opisano v literaturi. V [15] so 
avtorji predstavili sistem za zajem globinskih slik s projiciranjem barvnega vzorca. V [13] 
so avtorji na primer predlagali sistem z metodo odštevanja ozadja, ki je podobna naši v 
načinu pridobivanja slike prizora. Sistem je sposoben odpraviti velik del osvetlitve ozadja, 
kot je na primer sončna svetloba, in že lahko deluje na prostem. Pomanjkljivost te metode 
pa je v tem, da zajem slike ni moduliran (kot je na primer pri našem sistemu), zaradi česar 
postane sistem dovzeten za motnje, še posebej če dva taka sistema delujeta v istem 
okolju in pride do interference med obema projiciranima vzorcema. Poleg tega je 
projicirani vzorec sestavljen iz samo ene projicirane svetlobne ravnine, s tem pa se lahko 
zajame le manjše število globinskih slik naenkrat, in zahteva skeniranje objekta oziroma 
prizora za gostejšo globinsko sliko. 
Še en podoben sistem so predstavili Ilstrup in drugi [51], kjer so na prizor projicirali eno 
svetlobno ravnino, za zaznavanje projiciranega vzorca na sliki pa so uporabili posebne 
značilke in dinamično programiranje. Upoštevanje časovne informacije je bilo 
predstavljeno v [52]. Ta metoda uporablja časovno informacijo za izboljšanje natančnosti 
pozicije vzorca in za samo zaznavanje vzorca na sliki. V našem delu bomo gradili na 
podobni ideji in časovno informacijo uporabili za izboljšanje označevanja točk pri 
problemu ujemajočih se točk pri kompleksnejšem projiciranem vzorcu. 
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Časovno informacijo so uporabili tudi Koninckx in drugi [48] za izboljšanje določevanja 
parov točk. Da bi rezultate izboljšali, so uporabili časovno sledenje znanih točk med 
zaporednima zajetima slikama   in    . 
V [53] so avtorji uporabili sledenje vzorca za izboljšanje in pohitritev reševanje problema 
ujemajočih se točk.  
V zadnjem času je za zajem globinskih slik zelo priljubljena in poceni metoda uporaba 
senzorja Microsoft Kinect [54]. Večinoma se uporablja pri računalniških igrah, s pridom pa 
to tehnologijo izkoriščajo tudi v industriji in raziskavah [55]. Ta metoda se večinoma 
uporablja v notranjih prostorih, kjer ni močne osvetlitve ozadja, delovanje na prostem pa 
je oteženo, kot to navajajo na Microsoftovi spletni strani: “Also because it uses IR, the 
Kinect will not work in direct sunlight, e.g. outdoors” [56]. 
V nadaljevanju predstavljamo postopek, ki je razširitev zgoraj navedenih idej in temelji na 
množici enobarvnih projiciranih svetlobnih ravnin, problem ujemajočih se parov točk pa 
rešuje na vezanem časovno-krajevnem dekodiranju projiciranega svetlobnega vzorca na 
zajeti sliki. 
2.7 Uporaba nevronskih mrež 
V zadnjih letih smo priča hitremu napredku strojnega učenja na področju računalniškega 
vida. Najodmevnejši je najbrž preporod in uspeh nevronskih mrež, še posebej na področju 
razvrščanja slik in zaznavanja objektov [57], [58]. Pri tem problemu so v ospredju 
konvolucijske nevronske mreže [59], na določenih problemih pa tudi povratne nevronske 
mreže, na primer razpoznavanje pisane pisave [60], [61]. Povratne nevronske mreže so 
primerne predvsem za modeliranje časovnih zaporedij [62], [61]. 
Uspeh teh metod se pripisuje predvsem dejstvu, da se pri gradnji modelov uporablja čim 
manj ročno zgrajenih komponent. Pri klasičnem stojnem učenju po navadi delujemo v 
treh korakih: obdelava signala/podatkov, izračun značilk, razvrščanje. Pri tem je potrebno 
veliko znanja s področja uporabe, predvsem pri izbiri metode za izračun značilk, ki jih 
potem razvrščamo v določene razrede z eno od metod razvrščanja (npr. perceptron, SVM, 
naključna drevesa ...). Pri tem se graditelj sistema zanaša na svoje razumevanje problema 
in intuicijo o tem, kaj vpliva na razvrščanje oziroma katere značilke so pomembne za 
razvrščanje določenega signala v določen razred. Seveda pa je lahko človeška intuicija 
napačna in zavajajoča. Zato je zaželeno, da vse korake in komponente sistema za 
razpoznavanje vzorcev naučimo iz surovih podatkov in tako gradnjo značilk in določevanje 
parametrov popolnoma prepustimo optimizacijskemu algoritmu, ki optimizira celoten 
sistem, od podatkov na vhodu v sistem do razvrščanja na izhodu iz sistema (ang. end-to-
2.7 Uporaba nevronskih mrež  
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end learning) [63], tako da minimizira določeno kriterijsko funkcijo. Poleg tega pa lahko 
ob količini podatkov, ki je dandanes ni problematično pridobiti, in računski moči, ki je na 
voljo in katere cena hitro pada, mogoče pridobiti veliko bolj zapletene in točne modele 
razvrščanja vzorcev, kot bi jih lahko zgradili ročno. Naloga snovalca sistema za razpoznavo 
je določiti dovolj prilagodljiv sistem, ki ga je mogoče z izbranimi optimizacijskimi algoritmi 
oblikovati tako, da se čim bolj približa funkciji, ki preslika vhodne podatke v želene izhode. 
Problem označevanja linijskih segmentov je podoben problemu razpoznavanja časovnih 
zaporedij, na primer pri razpoznavanju govora zaporedje akustičnih značilk prevedemo v 
zaporedje črk oziroma fonemov [63]. Metode so se izkazale za uspešne celo pri strojnem 
prevajanju [62], pri čemer pretvorimo vhodno sekvenco besed v enem jeziku v izhodno 
sekvenco besed v drugem jeziku. Sistem je naučen iz surovih podatkov (besed), tako da se 
minimizira napaka pri prevajanju iz enega jezika v drugega.  
Raziskovalci se niso ustavili le pri razpoznavanju govora in prevajanju, temveč so ugotovili, 
da je mogoče vhodno zaporedje zamenjati z značilkami področij slik, izhodno zaporedje 
pa predstavlja opis slike. S tem je mogoče naučiti sistem, ki z besedami opiše sliko [64], 
[65]. Mnogi uspešni primeri uporabe nevronskih mrež nakazujejo, da je morda mogoče 
take metode uporabiti za prevajanje poljubnih sekvenc na vhodu v poljubne sekvence na 
izhodu, kot pokažejo avtorji v [62]. 
Po zgledu prej navedenih implementacij nevronskih mrež zgradimo podoben sistem za 
označevanje linijskih segmentov. Oznaka določenega linijskega segmenta je odvisna od 
lokalne soseščine, oznak sosednjih segmentov, ki monotono naraščajo ali padajo v 
navpični smeri, medtem ko v vodoravni smeri po večini obdržijo enako oznako. Problem 
lahko tako pretvorimo v označevanje zaporedja, kjer je vhod manjši del slike, na primer 
okno         slikovnih točk, izhod pa je oznaka linijskega segmenta oziroma oznaka, ki 
označuje ozadje.  
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3.?Teoretična podlaga triangulacije 
V tem poglavju predstavimo nekaj osnovne teoretične podlage, ki je potrebna za 
razumevanje triangulacije. Postopek, ki ga v našem delu uporabljamo za rekonstrukcijo 
globinskih slik, temelji na geometrijski triangulaciji točk. Prej opisana postopka, stereo 
triangulacija in strukturirana osvetlitev, oba sodita v to skupino metod za določevanje 
globinskih slik. Najprej predstavimo model kamere, sledi pa predstavitev matematičnih 
modelov, s katerimi opišemo model kamere. 
3.1? Model kamere 
Za uspešno triangulacijo točk je treba kalibrirati kamero [66]. Kamero predstavimo z 
modelom kamere s točkasto odprtino [67]. 
 
Slika 3.1: Kamera s točkasto odprtino. ?  predstavlja goriščno razdaljo,?? predstavlja 
razdaljo predmeta do kamere. Predmet ? se v kameri preslika v predmet ??. 
 
Kamera s točkasto odprtino (slika 3.1) ima na sprednji strani majhno (idealno točkasto) 
odprtino, skozi katero vstopa svetloba in na zadnji strani kamere ustvari obrnjeno sliko 
prizora. Razdalja od odprtine do zadnjega dela kamere, kjer nastane slika, predstavlja 
goriščno razdaljo ?. Točkasto odprtino si lahko predstavljamo kot projekcijski center, ki 
projicira žarke na sliko (ali nazaj na prizor) oziroma iz katerega izhajajo (ali kjer 
konvergirajo) žarki. Projekcijo slike lahko zato ekvivalentno predstavimo, če postavimo 
nastalo sliko za goriščno razdaljo pred odprtino kamere (slika 3.2). 
? 
? ?? 
? 
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Slika 3.2: Model kamere. 
 
Zisserman in Hartley sta v [67] obsežno opisala modele kamer in projekcijsko geometrijo. 
V nadaljevanju le povzemamo najnujnejše iz tega dela.  
Namen kalibracije kamere je poiskati parametre transformacije, ki preslika točke iz enega 
koordinatnega sistema v drugega. Konkretno nas zanima, kako se poljubna točka v 
svetovnem koordinatnem sistemu1 preslika na sliko, ki jo zajemamo s kamero. Na sliki 3.2 
je točka ?? predstavljena v svetovnem koordinatnem sistemu, ki je označen z osmi 
?? ?? ?, v koordinatnem sistemu kamere, označen z osmi ?? ?? ?, projekcija točke na 
dvorazsežno ravnino slike oziroma senzorja kamere, katerega koordinatni sistem je 
označen z ????? ???? , pa je označena s točko ? . Preslikavo točke iz svetovnega 
koordinatnega sistema v koordinatni sistem kamere pogojuje relativna postavitev enega 
koordinatnega sistema glede na drugega. To preslikavo opišemo s parametri, ki se 
imenujejo ekstrinzični parametri kamere. Projekcijo točke v koordinatnem sistemu 
kamere na ravnino slike kamere opisujejo intrinzični parametri kamere. 
3.2? Ekstrinzični parametri kamere 
V splošnem so točke lahko predstavljene v svetovnem koordinatnem sistemu, ki je 
drugačen od koordinatnega sistema kamere. Kamera je v svetovnem koordinatnem 
sistemu lahko premaknjena za translacijo ?  in zavrtena za rotacijo ? . Točko ?? , 
                                                          
1 Svetovni koordinatni sistem je koordinatni sistem v katerem definiramo položaje predmetov in kamere. 
? 
? 
? 
? 
? 
?? 
?? 
???? 
???? 
?? ? 
????? 
? 
? 
? 
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predstavljeno na sliki 3.2, označimo kot  , kadar točko predstavljamo v svetovnem 
koordinatnem sistemu, kadar točko predstavljamo v koordinatnem sistemu kamere, jo 
označimo s  . Točko   lahko predstavimo v koordinatnem sistemu kamere s pomočjo 
transformacij, translacije   in rotacije , kot je predstavljeni v enačbi (3.1) 
           (3.1) 
 
Obe transformaciji je mogoče združiti v skupno transformacijsko matriko (enačba (3.2)). 
Rotacija in translacija točke se prevedeta v zmnožek transformacijske matrike s točko   
v obliki homogenih koordinat2. 
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(3.2) 
 
Označimo transformacijsko matriko    
 
  [
            
            
            
   
   
   
    
]  
 
(3.3) 
 
kjer      predstavljajo elemente rotacijske matrike,     pa elemente vektorja translacije, in  
   
     
   (3.4) 
 
kjer    predstavlja homogene koordinate točke v koordinatnem sistemu kamere. 
3.3 Intrinzični parametri kamere 
Točke na ravnini senzorja kamere, ki ustrezajo točkam v trirazsežnem prostoru v 
koordinatnem izhodišču kamere (osi, označene z      ), dobimo s centralno projekcijo 
točke                      
  v točko         
  na ravnini senzorja (enačba 
(3.5)). Matematično ta proces opišemo z množenjem točke mk s projekcijsko matriko   
(enačba (3.7)) 
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]  
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(3.5) 
 
                                                          
2
 Točko            v homogenih koordinatah prevedemo v nehomogene,         , tako da delimo z 
zadnjim elementom   , torej       in      . To velja, če   ni enak  . Oznakam točk, ki so predstavljene 
v homogenih koordinatah, bomo dodali opuščaj, na primer   .  
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S pomočjo homogenih koordinat predstavimo model kot 
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(3.6) 
 
oziroma bolj kompaktno 
       
   
 
(3.7) 
 
kjer je   projekcijska matrika, 
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]  
 
(3.8) 
 
in kjer točki   in    predstavimo v homogenih koordinatah, tako da je    
[       ]
 
 in     [               ]
 
. S tem dobimo točke, predstavljene na 
ravnini senzorja v koordinatnem sistemu kamere. Koordinatna sistema kamere in slike po 
navadi ne sovpadata, zato potrebujemo še model, ki točke iz tega koordinatnega sistema 
prestavi v koordinatni sistem slike, saj navsezadnje prizor opazujemo prek zajete slike. 
Ustrezno nato posodobimo še projekcijsko matriko  . Tak model predstavimo v 
matematični obliki z množico parametrov v obliki kalibracijske matrike  . Izrazimo najprej 
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]  
 
(3.9) 
 
kjer    in    predstavljata koeficient goriščne razdalje za vsako izmed smeri   in   
posebej,    in    pa določata koordinate optičnega središča. Matriko   in   je mogoče 
združiti (enačba (3.10)) in predstaviti v skupni matriki ' (enačba (3.12)), pri čemer 
koeficiente in goriščno razdaljo predstavimo kot goriščno razdaljo v smeri x in y skupaj. 
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(3.10) 
 
In točke v koordinatah slike 
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(3.11) 
 
Kjer označimo  
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(3.12) 
 
in predstavlja kalibracijsko matriko kamere z intrinzičnimi parametri. Celotno projekcijo 
točke v trirazsežnem prostoru na sliko predstavlja enačba 
         
                  
 
(3.13) 
Kjer je   posodobljena projekcijska matrika, ki slika točke iz svetovnega koordinatnega 
sistema v slikovne točke, s    pa označimo projekcijsko matriko iz enačbe (3.8). 
3.4 Rekonstrukcija 
Točke v trirazsežnem prostoru se prek matrik, predstavljenih v prejšnjem odseku, 
preslikajo v točke v dvorazsežnem prostoru na senzorju kamere. S pomočjo zaznanih točk 
na sliki lahko prek kalibriranih parametrov kamere izračunamo projekcijski žarek oziroma 
premico, na kateri leži točka v prostoru, ki jo zaznavamo na sliki. To lahko naredimo za 
vsako točko na sliki. Še vedno pa je nedoločena globina na tej premici, na kateri dejansko 
leži objekt. Zato je treba imeti še drug vir informacije. Pri stereo triangulaciji je na voljo 
par kalibriranih kamer. Za vsako kamero posebej je mogoče določiti premico, na kateri leži 
točka v prostoru, ki jo opazujemo z dvema kamerama, in izračunati presečišče premic v 
trirazsežnem prostoru. Na obeh slikah je treba poiskati točki, ki predstavljata isto točko v 
prostoru in ju imenujemo ujemajoči se točki. Ujemajoči se točki v obeh slikah zapišemo za 
vsako kamero posebej z ustrezno projekcijsko matriko za vsako kamero. 
Za levo kamero uporabimo projekcijsko matriko      , ki projicira točko    v točko 
           na senzorju leve kamere, tako da je 
                      (3.14) 
 
In nato še projekcijsko matriko       , ki isto točko,   , projicira v točko            na 
senzorju desne kamere, tako da je 
3.5 Epipolarna geometrija in ujemajoče se točke  
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                        (3.15) 
S pomočjo teh dveh enačb lahko določimo sistem enačb [68], predstavljen v enačbi (3.16). 
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(3.16) 
 
 
kjer s     označimo elemente leve, s    ' pa elemente desne projekcijske matrike,    in    
sta elementa točke         ,    in    sta elementa točke          ,     ,     in     
pa so elementi točke  . 
Bolj kompaktno zapišemo 
        (3.17) 
 
kjer z  označimo matriko na levi strani enačbe (3.16), z   pa označimo vektor na desno 
strani enačbe (3.16). Sistem rešimo za   , ki daje rešitev točke    v svetovnem 
koordinatnem sistemu. 
3.5 Epipolarna geometrija in ujemajoče se točke 
Najtežji problem, ki ga rešujemo pri globinski rekonstrukciji, je določevanje parov 
ujemajočih se točk na obeh stereo slikah. Določiti je treba, katera točka     na sliki 
        ustreza točki     na sliki        . Pri tem je treba določiti nekatere mere 
podobnosti točk, kot je na primer izračun in primerjava posebnih značilk. Ujemanje točk 
primerjamo na podlagi podobnosti značilk na obeh slikah (najbližji sosed ...), lahko pa tudi 
na podlagi križne korelacije lokalne okolice (okna) točke, ki nas zanima, s sliko, na kateri 
iščemo ujemajočo se točko. Ujemajoči se pari pa ne ležijo kar na poljubnih področjih na 
sliki. Zaradi omejitev epipolarne geometrije kalibriranega para kamer lahko z izbrano 
točko   na sliki          določimo premico    na sliki         , na kateri mora ležati 
ujemajoča se točka (Slika 3.3). 
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Slika 3.3: Epipolarna geometrija. Centra kamer in vektor, ki je definiran s centrom desne 
kamere in točke ?? , katere par iščemo (na sliki označeno z zeleno barvo), tvorijo 
epipolarno ravnino. Presek epipolarne ravnine z ravnino slike leve kamere definira 
epipolarno linijo ?? (na levi kameri označeno z rdečo črto), na kateri iščemo kandidate za 
par točki na ravnini slike desne kamere. 
 
Zisserman in Hartley epipolarno geometrijo in relacije med točkami prav tako opisujeta v 
[67]. Točki na dveh ravninah povezuje tako imenovana fundamentalna matrika F, ki 
preslika točko m na eni sliki v premico ?, vzdolž katere mora ležati ujemajoča se točka 
(enačba (3.18)) 
 ? ? ??? 
 
(3.18) 
 
? parametrizira premico na drugi sliki 
 ? ? ???? ??? ????? (3.19) 
 
Kjer posamezni elementi predstavljajo koeficiente premice 
?? 
?? ?? 
?? 
?? 
? 
? 
? 
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 ??? ? ??? ? ?? ? ?? (3.20) 
 
Na sliki 3.3 je premica prikazana z rdečo bravo. Ujemajoča se točka desne slike 
(obkroženo z zeleno bravo) torej leži nekje vzdolž premice, ki je definirana z enačbo 
(3.19). 
Ko na obeh slikah določimo pare točk, lahko s pomočjo projekcijskih matrik kamere 
izračunamo projekcijske žarke (ang. back-projection rays). Presečišče teh žarkov v 
prostoru predstavlja trirazsežni položaj točke na opazovanem predmetu (enačba (3.17)). 
3.6? Triangulacija s projektorjem in kamero 
V primeru aktivne triangulacije, kjer eno kamero zamenjamo s projektorjem vzorcev, je 
princip triangulacije enak, le da eno kamero nadomešča projektor, ki je ekvivalenten 
inverzni kameri. V tem delu smo uporabili projektor, ki je bil izvor svetlobnih ravnin, ki se 
na prizoru manifestirajo kot vzporedne premice, če je prizor ravnina, sicer pa kot krivulje. 
(glej sliko 3.4). 
 
Slika 3.4: Aktivni triangulacijski sistem. Eno kamero zamenja projektor, ki projicira 
poseben vzorec, v tem primeru svetlobne ravnine, ki so označene z ? ? ?? ?? ? ? ?. 
 
Globinska rekonstrukcija točk v prostoru se izvede z določitvijo preseka projiciranih žarkov 
iz kamere z ravninami, ki jih projicira projektor. Projekcijo točke v prostoru, ki je 
predstavljena na dvorazsežni sliki, je mogoče pretvoriti v premico, ki izvira v optičnem 
središču kamere in seka ravnino slike v dani točki na sliki. Premico predstavimo v 
parametrični obliki (enačba (3.21)) 
? ? ? 
? 
? ? ? 
? 
? 
??? 
kamera 
projektor 
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      (
  
  
  
)                 
(3.21) 
 
Pri tem je   pozitivni skalirni faktor, ki definira položaj točke v trirazsežnem prostoru.  ,   
in  so vektor translacije, rotacijska matrika in kalibracijska matrika, definirani v razdelku 
3.2 in 3.3,      predstavlja točko na sliki. 
Sistem, ki je obravnavan v tem delu, je zasnovan tako, da projicira vzorce v obliki 
vzporednih daljic, ki jih matematično lahko predstavimo kot ravnine v prostoru (skupaj s 
točko izvora svetlobe). Denimo, da je projektor postavljen v točki 
     [                 ]
 
 
 
(3.22) 
 
v prostoru, iz katerega izvirajo ravnine. Da bi določili ravnino, je treba določiti še normalo 
(enačba (3.23)) vsake ravnine   posebej 
    [              ]
 
  
 
(3.23) 
 
Na podlagi dane parametrične oblike premice, točke, v kateri izvirajo svetlobne ravnine, in 
njihove orientacije v prostoru oziroma normale je mogoče izračunati presečišče, za katero 
velja 
 (      )
 
       
 
(3.24) 
 
Če v gornjo enačbo vstavimo enačbo premice, dobimo 
 (                 )
 
       
 
(3.25) 
 
Izrazimo  , ki definira položaj točke vzdolž premice, ki je definirana z enačbo (3.21) 
 
  
(     )
 
  
            
   
(3.26) 
 
3.7 Kalibracija in rekonstrukcija s pomočjo referenčnih posnetkov 
Globinska rekonstrukcija opazovanega objekta v trirazsežnem prostoru z geometrijsko 
triangulacijo svetlobnih ravnin projektorja in žarkov kamere zahteva zahtevno kalibracijo 
kamere in projektorja. Sistem je mogoče na preprostejši način umeriti tako, da se za vsako 
razdaljo na globinskem merilnem območju posname referenčni posnetek. Na določeno 
razdaljo postavimo ravno ploščo in zajamemo sliko projiciranega vzorca. Nato ta postopek 
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ponavljamo, tako da ravnino premaknemo za določen prirastek razdalje po globini   . S 
tem se zgradi tabela, ki preslika položaj vzorca na sliki v razdaljo objekta od kamere. 
Na sliki 3.5 je mogoče videti tri referenčne posnetke, pri čemer je ploskev, na katero 
projiciramo triangulacijski vzorec (   rdečih daljic), vsakič postavljena na različno 
oddaljenost   od kamere. Vsako izmed enajstih projiciranih daljic lahko označimo s 
številko od   do    v smeri od spodaj navzgor. Na sliki 3.5 so označene s črko  . 
Globinsko rekonstrukcijo merjenega objekta dobimo tako, da na zajeti sliki projiciranega 
vzorca na objektu določimo oznako zaznanih daljic in za vsako označeno daljico izmed 
množice referenčnih slik izberemo tisto, pri kateri je referenčna daljica z isto oznako   v 
navpični smeri najbližje. Razdalja te daljice v zajeti sliki je enaka razdalji referenčne 
ravnine, pri kateri je bila zajeta referenčna slika.   
   
Slika 3.5: Primer referenčnih slik, leva slika prikazuje sliko projiciranega vzorca, kot ga vidi 
kamera pri razdalji h1, srednja slika pri razdalji h2 in desna slika pri razdalji h3. 
 
Označimo globine, pri katerih so bile zajete referenčne slike z  
                   
   (3.27) 
 
Razmik po globini   z vsakim   naraste za prirastek   , ki ga določimo pri zajemanju 
referenčnih posnetkov,    pa je začetna razdalja. 
Z          označimo sliko posnetega referenčnega vzorca pri globini     . Na vsaki izmed 
slik s pomočjo postopkov, ki so opisani v naslednjih poglavjih, določimo oznake 
projiciranim vzorcem, torej daljicam. Množico oznak označimo z  . Označimo višino   
(enačba (3.28)), na kateri leži vzorec v odvisnosti od vodoravnega položaja, oznake vzorca 
  in indeksa referenčnega posnetka vzorca   
                (3.28) 
 
𝑖 
𝑖    
𝑖    
𝑖    
𝑖 
𝑖    𝑖 
𝑖    
𝑖    
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Na merjenem objektu zajeto sliko vzorca je treba obdelati in prav tako označiti dele 
projiciranega vzorca, tako da se jim dodeli oznake iz množice  . Z    označimo navpični 
položaj vzorca z oznako   na vodoravnem položaju  , ki mu želimo določiti globinsko 
oddaljenost, oziroma  . Poiskati moramo tak indeks referenčne ravnine   (enačba (3.29)), 
da se navpična razlika med vzorcema čim manj razlikuje 
      
 
|           |  (3.29) 
 
Oziroma globina 
           
 
|           |  
 
(3.30) 
 
Za pravilno določitev vodoravne in navpične koordinate,   in  , pa je potrebna še vsaj 
intrinzična kalibracija kamere, torej kalibracijska matrika . 
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4. Verjetnostni grafični modeli – Markovova naključna polja 
Problem ujemajočih se točk (glej razdelka 2.1 in 2.4) je mogoče reševati na več različnih 
načinov. Ena izmed možnosti je uporaba verjetnostnih grafičnih modelov (VGM). V 
poglavju 7. bomo podrobneje predstavili formulacijo problema z uporabo verjetnostnih 
grafičnih modelov, to poglavje pa posvečamo teoriji, ki je potrebna za kasnejše 
razumevanje delovanja celotnega sistema. 
»Verjetnostni grafični modeli so orodje, ki kombinira negotovost (verjetnosti) in logično 
strukturo (omejitve neodvisnosti) in s tem kompaktno predstavlja kompleksne, resnične 
fenomene iz sveta. Ogrodje je zelo splošno v tem, da lahko veliko pogosto predstavljenih 
statističnih modelov (Kalmanov filter, prikriti Markovovi modeli, Isingov model) 
predstavimo v obliki verjetnostnega grafičnega modela« [69]. 
Verjetnostni grafični modeli torej zajemajo pojme iz teorije grafov in verjetnostne teorije. 
Z verjetnostnimi grafičnimi modeli v obliki grafa predstavimo verjetnostno 
porazdelitev     , kjer je                množica diskretnih naključnih 
spremenljivk. Za lažje razumevanje pri nadaljnjem branju definirajmo nekaj potrebnih 
pojmov. 
Graf          je sestavljen iz dveh vrst elementov, množice vozlišč                 
in množice povezav/robov                , ki povezuje dve končni vozlišči. Vsaka 
povezava ima dve končni točki, ki ustrezata dvema vozliščema, zato lahko povezavo   
zapišemo tudi kot množico dveh vozlišč            oziroma kot urejen par v primeru 
usmerjenega grafa [69]. Pri verjetnostnih grafičnih modelih vozlišča    predstavljajo 
naključne spremenljivke   , povezave    pa faktorje  , ki jih definiramo v nadaljevanju z 
enačbo (4.1).  
Grafično usmerjeno povezavo ponazorimo s puščico. V takem urejenem paru je prvo 
vozlišče imenovano začetno vozlišče ali rep, drugo vozlišče pa je imenovano končno 
vozlišče ali glava. Graf, ki nima usmerjenih povezav, imenujemo neusmerjen graf [69]. Če 
v vozlišče    iz vozlišča    obstaja usmerjena povezava, potem rečemo, da je    starš 
vozlišča    in    je otrok vozlišča   . Dve vozlišči, ki sta elementa povezave, sta sosednji 
vozlišči. Vsa vozlišča   , ki so sosednja vozlišču   , sestavljajo sosesko   vozlišča    [69]. 
Slika 4.1 predstavlja primer grafa, kjer so vozlišča predstavljena kot krogi, povezave pa kot 
črte med vozlišči (krogi). 
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Slika 4.1: Primer usmerjenega grafa. Vozlišče ?? je starš vozlišč ?? in ??, vozlišči ?? in ?? 
sta otroka vozlišča ??. Vozlišči ?? in ?? predstavljata usmerjeno povezavo, kjer je ?? rep, 
?? glava. 
 
 
Slika 4.2: Primer neusmerjenega grafa. Krogi predstavljajo vozlišča, črte med krogi pa 
predstavljajo povezave. Vozlišče ?? ima eno zanko samo na sebe. Med vozliščema ??  in ??  
vidimo večkratno povezavo. Soseda vozlišča ??  sta vozlišči ??  in ??  in sestavljata sosesko 
vozlišča ??. 
 
Sprehod skozi graf je zaporedno menjavanje vozlišč in povezav, kjer začnemo in končamo 
z vozliščema, ki sta elementa posamezne povezave. Cikel grafa predstavlja sprehod skozi 
graf, kjer je začetno in končno vozlišče eno in isto, preostala vozlišča in povezave pa se ne 
ponavljajo. Acikličen graf je graf, ki ne vsebuje ciklov. Usmerjen acikličen graf je usmerjen 
graf brez ciklov [69]. 
?? ?? 
?? 
?? 
?? 
?? ?? ?? 
?? ?? ?? 
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Primer sprehoda na sliki 4.2 je na primer         , cikel pa            5  
  . Graf na sliki 4.1 je usmerjen acikličen graf, ker s sprehodom po usmerjenih povezavah 
ne moremo končati v vozlišču, kjer smo začeli. 
Teorija grafov je kompleksna in obsega veliko pojmov, tu pa zajemamo le najosnovnejše. 
Bralec, ki ga teorija grafov podrobneje zanima, se lahko obrne na [69]. 
Preden nadaljujemo na verjetnostne grafične modele, definirajmo še faktorje. Faktorje 
kasneje uporabimo pri predstavitvi pogojnih verjetnosti v usmerjenih verjetnostnih 
grafičnih modelih oziroma za parametrizacijo Markovovih naključnih polj. V poglavju 7. 
bomo z diskretnimi naključnimi spremenljivkami predstavili roje slikovnih točk, vrednosti 
naključnih spremenljivk pa bodo označevale pripadnost posameznega roja slikovnih točk 
določenemu delu projiciranega vzorca. Faktorje uporabimo za modeliranje soodvisnosti 
med sosednjimi roji slikovnih točk. 
Faktor               je funkcija poljubnega števila naključnih spremenljivk, katere 
vrednost je skalar (enačba (4.1)) [69] 
                      
 
(4.1) 
 
Naključne spremenljivke           , katerih funkcija je faktor              , 
določajo definicijsko območje               . S faktorji parametriziramo 
verjetnostne grafične modele. Predstavimo jih lahko v obliki tabel (glej tabelo 1. in 2.), 
kjer vsaki kombinaciji vrednosti naključnih spremenljivk dodelimo vrednost     . V primeru 
Bayesovih mrež [70] z njimi predstavljamo pogojne verjetnostne porazdelitve     |   .  
                      
             
             
Tabela 1: Primer faktorja, ki predstavlja pogojno verjetnostno porazdelitev. 
 
Ker ta faktor predstavlja pogojne verjetnostne porazdelitve, je vsota v vsaki vrstici enaka 
 . Ni pa nujno, da faktor predstavlja verjetnost in posledično tudi vsota vseh vrednosti ni 
enaka  . Taki faktorji so pogosti pri Markovovih naključnih poljih. 
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??    ?????  
?  ???  
?  ???  
Tabela 2: Primer poljubnega faktorja, katerega vrednost je lahko poljubno realno število 
za določeno vrednost naključne spremenljivke. 
 
Opazimo, da vsota vseh vrednosti faktorja ni enaka ?. Temu rečemo nenormalizirana 
mera (ang. Unnormalized measure) [69]. 
V verjetnostnem grafičnem modelu vozlišča ?? grafa ? predstavljajo diskretne naključne 
spremenljivke ? ? ???? ??? ???? ? ???. Povezave med vozlišči pri verjetnostnih grafičnih 
modelih ponazarjajo vpliv med naključnimi spremenljivkami. V splošnem poznamo 
usmerjene in neusmerjene verjetnostne grafične modele, ki jih ponazarjamo z 
usmerjenimi ali neusmerjenimi grafi [69]. Usmerjenost grafičnih modelov ponazarja smer 
vpliva spremenljivk. Pri usmerjenih grafičnih modelih je smer vpliva oziroma vzročnosti 
izražena s puščico in povezave predstavljajo pogojne verjetnostne gostote, medtem ko pri 
neusmerjenih modelih smer vpliva ni izrazita (slika 4.3), saj imajo spremenljivke enak vpliv 
druga na drugo in pri teh modelih povezave niso ponazorjene s puščico, povezave pa 
predstavljajo funkcije medsebojnega vpliva [69].  
   
Slika 4.3: Levo: Bayesova mreža, desno: Markovovo naključno polje (ang. Markov random 
field, MRF). Krogi predstavljajo vozlišča grafa, v tem primeru so to naključne 
spremenljivke, označene z ?? , črte med njimi predstavljajo povezave oz. vpliv med 
spremenljivkami. Črte s puščico predstavljajo usmerjen graf (levo), brez puščice pa 
neusmerjen graf (desno). 
 
Z grafičnim modelom grafično ponazorimo vezano verjetnostno porazdelitev [69]. V 
primeru usmerjenih grafičnim modelov so to Bayesove mreže, za katere je vezana 
verjetnostna porazdelitev enaka 
?? 
?? ?? 
?? 
?? 
?? ?? ?? 
?? ?? ?? 
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                   ∏    |      
 
   
 
 
(4.2) 
 
S       označimo vse starše spremenljivke   . Pri Bayesovih mrežah za vsako 
spremenljivko    lahko zapišemo pogojno verjetnost     |       v odvisnosti od staršev 
te spremenljivke. To podaja verjetnostno porazdelitev spremenljivke    v odvisnosti od 
vrednosti spremenljivk staršev.  
Markovova naključna polja uporabljamo, kadar ne moremo točno določiti smeri vpliva 
spremenljivk [69]. Temeljijo torej na neusmerjenih grafičnih modelih. Struktura grafa 
podaja medsebojno odvisnost spremenljivk. Kvantitativno parametrizacijo grafa 
zajamemo v obliki faktorjev. Končno porazdelitev Markovovega naključnega polja pa 
lahko zapišemo kot produkt faktorjev (enačba (4.3)). 
 
              ∏      
 
   
 
 
(4.3) 
 
   določa definicijsko območje faktorja   in zajema podmnožico naključnih spremenljivk 
           Taka formulacija predstavlja splošno porazdelitev in jo imenujemo 
Gibbsova (ali Boltzmanova) porazdelitev [69]. Za veliko praktičnih problemov definiramo 
'Parno Markovovo mrežo' (ang. Pairwise Markov network), kjer obstajajo samo parne 
interakcije med spremenljivkami, torej so faktorji lahko funkcija največ dveh spremenljivk. 
V takem primeru imamo faktorje v obliki           , ki jih imenujemo parni faktorji, in 
faktorje samo ene spremenljivke,       , ki jih imenujemo enočlenski faktorji. Tako 
mrežo uporabljamo tudi pri formulaciji problema, ki ga rešujemo v tem doktorskem delu. 
              predstavlja nenormalizirano mero. Normalizirano porazdelitev dobimo 
tako, da nenormalizirano mero delimo s particijsko funkcijo (ang. Partition function), 
 
             
 
 
               
 
(4.4) 
 
Particijska funkcija Z je enaka 
   ∑                  
         
  
 
(4.5) 
 
Velikokrat je zaradi praktične implementacije pri numerični predstavitvi modela in kasneje 
pri sklepanju na modelu priročno zgoraj opisane modele predstaviti v logaritmično-
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linearni obliki, kjer predstavimo posamezne faktorje (vozliščne potenciale, potencialne 
funkcije) kot 
          (      )  
 
(4.6) 
 
kjer       dobimo z 
          (     )  
 
(4.7) 
 
Pri tem se moramo zavedati, da to lahko storimo samo, ko so faktorji       pozitivni. 
Končno nenormalizirano mero nato lahko predstavimo v naslednji obliki 
 
                       ∑     
 
   
   
(4.8) 
 
oziroma vezano porazdelitev 
 
                 
 
 
   ( ∑     
 
   
)  
(4.9) 
 
Negativni argument eksponenta imenujemo energijska funkcija 
 
     ∑      
 
   
 
(4.10) 
 
Dodatno lahko vsak element faktorjev      predstavimo v logaritemski obliki 
          (    )  
 
(4.11) 
 
za parne faktorje, oziroma 
               
 
(4.12) 
 
za enočlenske faktorje (ang. unary factors). Faktorje Markovove parne mreže lahko z 
uporabo funkcije značilk za parne (ang. Pairwise) faktorje zapišemo 
 
 (     )     ( ∑∑        (     )
  
)  
 
(4.13) 
 
 
za enočlenske faktorje pa 
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         ( ∑        
 
)  
 
(4.14) 
 
 Funkcijo             imenujemo funkcija značilk (ang. feature function) 
 
    (     )  {
           
       
  (4.15) 
 
Celotno energijsko funkcijo za Markovovo parno mrežo lahko zapišemo 
 
     ∑         
     
 ∑     
 
   
  
 
(4.16) 
 
Oziroma s pomočjo funkcije značilk 
 
     ∑ ∑∑               
       
 ∑∑        
 
 
   
  
 
(4.17) 
 
4.1 Graf faktorjev 
Na podlagi formulacije problema v obliki verjetnostnih grafičnih modelov lahko s 
sklepanjem na verjetnostnih grafičnih modelih izvajamo poizvedbe o stanjih naključnih 
spremenljivk ob danih pogojih. Da postopek poenostavimo, model prej predstavimo še v 
obliki grafa faktorjev. S tako predstavitvijo lahko predstavimo tako usmerjene kot tudi 
neusmerjene verjetnostne grafične modele in s tem poenotimo predstavitev obeh vrst 
grafičnih modelov (primer na sliki 4.4). S tem lahko uporabljamo iste postopke za 
sklepanje za grafe faktorjev za obe vrsti grafičnih modelov. 
Usmerjene in neusmerjene modele lahko predstavimo v obliki produkta faktorjev neke 
podmnožice naključnih spremenljivk. Poleg vozlišč, ki predstavljajo naključne 
spremenljivke, uvedemo dodatna vozlišča na grafu, ki predstavljajo faktorje. V primeru 
Bayesovih mrež vsak faktor predstavlja pogojno porazdelitev, v primeru Markovovih mrež 
pa potencialne funkcije. 
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Slika 4.4: Graf faktorjev za Markovovo naključno polje. 
4.2? Sklepanje na verjetnostnih grafičnih modelih in rešitev MAP 
S sklepanjem na verjetnostnih grafičnih modelih želimo na podlagi polne vezane 
porazdelitve ???? izvesti poizvedbe v obliki pogojne verjetnostne porazdelitve ??????, 
kjer je ?  neka podmnožica spremenljivk, za katero izvajamo poizvedbo, ?  pa je 
podmnožica spremenljivk z znano konfiguracijo. Rezultat je verjetnostna porazdelitev po 
podmnožici spremenljivk ? . Druga vrsta je poizvedba, s katero želimo pridobiti 
najverjetnejšo konfiguracijo spremenljivk (ang. maximum posterior, MAP). Taka 
poizvedba vrne stanja naključnih spremenljivk, ki maksimira vezano porazdelitev, torej da 
najvišjo vrednost [71]. Za problem, ki ga skušamo rešiti, je to vrsta poizvedbe, ki jo 
iščemo. Taka rešitev pri našem problemu vsaki naključni spremenljivki dodeli vrednost, ki 
ustreza pravilni oznaki roja slikovnih točk. Na MAP lahko gledamo kot na optimizacijski 
problem, ki išče minimum ali maksimum določene funkcije. 
Iščemo torej 
 ???? ? ??????
?
?????? 
 
(4.18) 
 
Tako da je 
 ??????? ? ???
?
?????? 
 
(4.19) 
 
????? ??? 
????? 
????? 
?? ?? 
????? ??? ????? ??? 
????? ??? 
????? 
????? 
?? ?? ????? ??? ?? 
?? 
????? ??? 
????? ??? 
????? 
????? 
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4.2.1? Ciklični prenos zaupanja  
Ko imamo znano faktorizirano vezano porazdelitev verjetnosti v obliki produkta faktorjev, 
lahko na tem izvajamo verjetnostne poizvedbe in izračunavamo robne porazdelitve na 
podlagi znanih vrednosti podanih spremenljivk. Ena od takih metod je ciklični prenos 
zaupanja (ang. loopy belief propagation) [49], [71]. Izpeljan je iz prenosa zaupanja, ki se 
uporablja za verjetnostne poizvedbe na verjetnostnih modelih v obliki dreves. V primeru, 
ko je graf drevo, nam ta metoda da točne robne porazdelitve. Na cikličnih grafih pa deluje 
slabše in je rezultat algoritma le približek pravih robne porazdelitev. 
Ciklični prenos zaupanja izvajamo na grafu faktorjev, kjer sta prisotna dva tipa vozlišč: 
vozlišča naključnih spremenljivk in vozlišča faktorjev. Posamezna vozlišča si med seboj 
pošiljajo sporočila o tem, kaj »verjamejo« o skupnih naključnih spremenljivkah, in s tem 
vplivajo na naključne spremenljivke sosednjih vozlišč (slika 4.5). 
 
Slika 4.5: Ilustracija poteka cikličnega prenosa zaupanja. 
 
Pri cikličnem prenosu zaupanja poznamo dva tipa sporočil. Prvi tip sporočil ??????  so 
sporočila iz vozlišč,ki predstavljajo faktorje v sosednja vozlišča faktorjev, ki predstavljajo 
naključne spremenljivke. Sporočila so ?-razsežni vektorji, kjer je ? število stanj diskretne 
naključne spremenljivke, ki ji je sporočilo namenjeno. Drugi tip sporočil??????  so 
sporočila iz naključnih spremenljivk v faktorje, ki so sosedi naključne spremenljivke. Prav 
tako so to ?-razsežni vektorji, kjer je ? razsežnost naključne spremenljivke, ki pošilja 
sporočilo. 
?? ?? ?? 
?? ?? ?? 
????? ??? ????? ??? 
????? ??? ????? ??? 
????? ??? ????? ??? 
????? ??? 
????? 
????? ????? 
????? ????? 
????? 
 ????????? 
 ????????? 
 ??????? 
 ????????? 
 ????????? 
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4.2.1.1  Algoritem vsote produktov 
Z algoritmom vsote produktov (ang. sum-product algorithm) želimo izračunati robne 
porazdelitve za naključne spremenljivke, ki so za dani problem pomembne. Sporočila, ki si 
jih vozlišča izmenjujejo med sabo, lahko posodabljamo z naslednjima dvema 
enačbama [71]. 
Sporočilo, ki ga pošlje faktor   naključni spremenljivki   , podaja naslednja enačba 
            ∑         ∏       (  )
                    
  
 
(4.20) 
 
Sporočilo je torej robna porazdelitev za spremenljivko   , pridobljena z zmnožkom 
faktorja faktorskega vozlišča in vseh sporočil iz sosednjih spremenljivk    razen   . 
Sporočila, ki jih naključna spremenljivka podaja sosednjemu faktorskemu vozlišču, podaja 
spodnja enačba 
            ∏           
           
  
 
(4.21) 
 
Sporočilo je produkt sporočil vseh sosednjih faktorskih vozlišč razen faktorskega vozlišča, 
ki mu je sporočilo namenjeno. 
Ko se zaključi postopek prenosa sporočil med vozlišči, lahko za vsako naključno 
spremenljivko izračunamo robno porazdelitev, ki je produkt vseh sporočil sosednjih 
faktorjev (enačba (4.22)) 
       ∏           
        
  
 
(4.22) 
 
4.2.1.2 Algoritem največjega produkta 
Za določene probleme želimo le izvedeti, katera vrednost naključnih spremenljivk skupno 
daje največjo vrednost verjetnostne porazdelitve     . Želimo torej izračunati MAP-
vrednost naključnih spremenljivk. Za ta namen se poslužujemo algoritma največjega 
produkta (ang. max-product algorithm). Postopek je enak kot pri algoritmu vsote 
produktov, le da pri sporočilih iz vozlišč faktorjev v vozlišča naključnih spremenljivk vsoto 
zamenjamo s funkcijo maksimum (enačba (4.23))   
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        ∏       (  )
           
  
 
(4.23) 
 
Vsakič, ko je sporočilo poslano, zabeležimo tudi 
   
          
        
        ∏       (  )
           
  
 
(4.24) 
 
  
    predstavlja vrednosti naključnih spremenljivk, za katere je vrednost iz enačbe 
(4.23) največja. Ko postopek konvergira, iz vseh   
    odčitamo MAP-vrednost 
spremenljivk. 
Ta postopek ponavljamo za vsako vozlišče v grafu, v tem primeru za vsako vozlišče grafa 
faktorjev. Za grafične modele, ki vsebujejo cikle, ni zagotovila, da postopek konvergira. 
Konvergenca je dosežena, ko se sporočila med posameznimi vozlišči med posameznimi 
iteracijami ne spreminjajo več ali pa se spreminjajo samo za vnaprej določeno konstanto 
 . Če postopek ne konvergira, ga ustavimo po določenem številu iteracij. 
Ciklični prenos zaupanja je metoda, ki ni bila zasnovana za sklepanje na grafičnih modelih 
z zankami, a vseeno daje zadovoljive rezultate [72]. Zaradi tega pa metoda ni točna. Zato 
obstajajo številne izpeljanke iz originalnega postopka, ki upoštevajo tudi vpliv zank 
(fractional belief propagation [73] , general belief propagation ...), vendar v podrobnosti 
tu ne bomo šli. Bralec, ki ga zanimajo podrobnosti, se lahko obrne na navedena 
članka [72], [73]. 
  
5. Nevronske mreže 
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5.?Nevronske mreže 
Na področju strojnega učenja obstaja veliko pristopov k aproksimaciji funkcij za določen 
problem [71]. Eden takih pristopov so nevronske mreže. Nevronske mreže so družina 
učečih statističnih modelov, ki so zgrajeni po zgledu bioloških nevronskih mrež, ki 
aproksimirajo (neznane) funkcije z mnogimi vhodi in izhodi. Kljub temu da je podobnost z 
biološkimi mrežami zelo majhna in umetne nevronske mreže niso podrobni model 
bioloških, je pomembno dejstvo, da imajo veliko število spremenljivih parametrov, kar 
omogoča aproksimacijo zelo kompleksnih vhodno-izhodnih funkcij. Slika 5.1 prikazuje 
primer take nevronske mreže, ki pa je zelo preprosta, vsebuje vhodno plast podatkov, 
vektor ? ? ???? ??? ???? ? ? ? ? ??? in dve plasti (nelinearnih) transformacij. V splošnem je 
število plasti in število enot v posamezni plasti poljubno, prav tako pa so poljubne 
nelinearne aktivacijske funkcije ???    v vsaki plasti ? (in/ali posameznem nevronu/enoti 
?). Ker so večinoma aktivacijske funkcije enake za vse plasti in enote, jih bomo v 
nadaljevanju označevali tudi z ?. 
 
Slika 5.1: Primer nevronske mreže. Na levi krogi z oznako ??  predstavljajo vhod v mrežo. 
Poleg podanih podatkov ??? ? ? ? ? ??  dodamo tudi ?? , ki ima vedno vrednost ?  in 
predstavlja povprečni odmik (ang. bias). Podobno v skritih nivojih izhode aktivacijskih 
funkcij označimo z ?, ki jim dodamo povprečni odmik skritih nivojev, ??. Izhod iz mreže 
označimo z ?. 
 
Nevronska mreža je statistični model iz več plasti nelinearnih transformacij, ki preslika 
vhodne podatke (vektorje) ? v izhod ? [71]. V odvisnosti od velikosti, števila nivojev in 
aktivacijskih funkcij f lahko nevronska mreža predstavlja poljubno kompleksno 
funkcijo [74], [75]. V splošnem vsak nivo predstavlja nelinearno transformacijo 
značilk/podatkov na vhodu (enačba (5.1))  
?? 
?? 
?? 
?? 
?? 
?? 
?? 
?? 
?? 
?????  
?????  
?????  
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      ∑         
 
 
 
   
 
(5.1) 
 
Argument aktivacijske funkcije označimo z   
   , 
   
    ∑        
 
 
 
  
 
(5.2) 
 
  
    predstavlja skupno uteženo vsoto prispevkov vseh enot  , ki vplivajo na enoto  . 
Izhod nevrona je odvisen še od aktivacijske funkcije. Izhode v prikritih plasteh označimo z 
 , odziv zadnjega nivoja pa z  . 
V matrični obliki lahko zapišemo 
       (    )  
 
(5.3) 
 
  ,      in   predstavljajo vhod, izhod in aktivacijske funkcije za posamezen nivo. Vhod v 
naslednji nivo predstavlja izhod iz prejšnjega nivoja,        .    je enak   (vhodnim 
podatkom),    poimenujemo   in predstavlja izhod iz sistema, kjer je   število plasti 
nevronske mreže. Parametre    
  (oziroma    v matrični obliki) imenujemo tudi uteži, s 
katerimi utežimo prispevke posameznih vhodnih elementov v vhodnem vektorju. Z  
označimo množico vseh uteži  , tako da je              . 
Nekaj pozornosti je treba nameniti še izhodnim aktivacijskim funkcijam. Pri nevronskih 
mrežah se jih je uveljavilo kar nekaj, nekatere so povzete v tabeli 3, njihova uporaba pa je 
odvisna od končnega cilja. 
Funkcija Matematični zapis 
Logistična funkcija,      
     
 
     
 
Hiperbolični tangens, tanh( ) 
     
      
      
 
Tabela 3: Aktivacijske funkcije 
 
Kadar model učimo za namen razvrščanja vhodnih podatkov v večje število razredov, je 
zaželeno, da na izhodu iz modela dobimo verjetnostno porazdelitev po razredih. Kadar 
uporabimo logistično funkcijo, so izhodi po vrednosti že omejeni med   in  . Ker pa so 
med seboj neodvisni, ni zagotovila, da je njihova vsota enaka  , kar je potrebno, če želimo 
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izhod obravnavati kot verjetnostno porazdelitev. Zato uporabimo t. i. »softmax« funkcijo, 
ki izhode normalizira 
 
   
   
∑    
      
   
  
 
(5.4) 
 
kar zagotovi  
 
∑   
      
   
    
 
(5.5) 
 
Potrebno je definirati tudi odvod za sigmoidno funkcijo     , ki ga uporabimo pri 
optimizaciji oziroma učenju modela, ki je podana v naslednjem odseku 
       
   
           
(5.6) 
 
5.1 Optimizacija 
Kot je bilo rečeno, lahko nevronska mreža aproksimira poljubno kompleksno vhodno-
izhodno funkcijo, ki pa je predvsem odvisna od pravilne nastavitve vrednosti parametrov 
modela (uteži). Pravilno nastavitev parametrov dosežemo z optimizacijo določene 
kriterijske funkcije. Izbira kriterijske funkcije je odvisna od problema, ki ga želimo rešiti. V 
tem primeru želimo klasificirati področja slike v    razredov, zato minimiziramo negativno 
logaritemsko verjetje oziroma križno entropijo (ang. Negative log-likelihood, cross-
entropy error) [71]. Ta način ocenjevanja napake se je izkazal za boljšega, saj optimizacija 
parametrov hitreje konvergira[76]. 
V učni množici  imamo za vsak vhodni vzorec    podano tudi želeno izhodno vrednost 
  .    je v splošnem večrazsežni vektor, katerega elementi so večinoma  , le  -ti element 
vektorja ima vrednost  , kjer je   zaporedna oznaka razreda (ang. one-hot), ki mu pripada 
vhodni vzorec   . S   označimo množico vseh vektorjev     na celotni učni množici. 
Definiramo funkcijo napake, ki jo želimo minimizirati na učni množici, ki vsebuje   
primerov 
 
     ∑                         
 
   
  
 
(5.7) 
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Enačba (5.7) definira napako na učni množici z dvema razredoma. Splošno, za poljubno 
število razredov, , velja 
 
 
     ∑ ∑                        (       )  
 
   
 
   
 
(5.8) 
 
 
Cilj učenja oziroma optimizacije je minimizacija funkcije napake. S tem dosežemo večjo 
točnost razvrščanja vhodnih podatkov učne množice. Iščemo torej tako konfiguracijo uteži 
 ̃  da velja 
  ̃        
 
(        ) 
 
(5.9) 
 
Optimalno konfiguracijo uteži lahko dosežemo na primer z algoritmom naključnega 
gradientnega sestopanja (ang. stochastic gradient descent, SGD) [77]. Pri tem pa je treba 
oceniti gradiente vseh uteži. Končna rešitev predstavlja minimum funkcije napake, kjer je 
gradient blizu ali enak   (enačba (5.10)) 
          
 
(5.10) 
 
Gradiente funkcije napake po utežeh nevronske mreže poiščemo z algoritmom vzvratnega 
razširjanja napake (ang. error back-propagation) [78]. Na zadnjem nivoju je treba najprej 
oceniti gradient funkcije napake 
          
     
 
         
   
          
     
   
 
(5.11) 
 
Koristno je, da prvi člen označimo z   (enačba (5.12)), drugi člen pa je enak aktivaciji 
nevrona (enačba (5.13))   v nivoju    , ki je prek uteži     povezan na nevron   v nivoju 
  
 
   
         
   
  
 
(5.12) 
 
           
     
     
 
(5.13) 
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Gradient napake po posamezni uteži     je povsem preprosto izračunati kot produkt 
aktivacije z nevrona v nivoju     in vrednosti   nevrona v nivoju  , na katerega je 
povezan 
          
     
       
 
(5.14) 
 
Na zadnjem nivoju za funkcijo napake križne entropije je parcialni odvod napake po 
izhodni enoti   enak 
          
   
        
 
(5.15) 
 
Za vse druge nivoje velja verižno pravilo odvodov. Enota   v nivoju   lahko na napako 
vpliva le prek enot   v naslednjem nivoju, na katere je povezana, zato je treba sešteti 
prispevke po vseh nevronih   na naslednjem nivoju 
 
   
         
   
 ∑
         
   
          
   
 
 
 
 
(5.16) 
 
oziroma 
     
    ∑     
 
  
 
(5.17) 
 
Kjer je       odvod aktivacijske funkcije enote  .    v nivojih     torej izračunamo kot 
uteženo vsoto    v prejšnjem nivoju  , pomnoženo z odvodom aktivacijske funkcije enote 
  v nivoju    . 
Z uspešnim izračunom vrednosti    za vsak nevron je mogoče z uporabo enačbe (5.15) 
izračunati gradient za vse parametre (uteži) nevronske mreže, ki jih lahko uporabimo v 
številnih optimizacijskih algoritmih (SGD (ang. stochastic gradient descent), CG (Conjugate 
gradient), LBFGS, ASGD ...) [77] za minimizacijo funkcije napake. S tem se tudi mreža 
»nauči« pravilne funkcijske preslikave.  
5.2 Povratne nevronske mreže in LSTM 
Povratne (rekurentne) nevronske mreže so podaljšek običajnih večplastnih usmerjenih 
nevronskih mrež (ang. Feed-forward neural network). Povratne nevronske mreže namreč 
rekurzivno posodabljajo notranje stanje, ki je odvisno od trenutnega vhodnega vektorja in 
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predhodnega vektorja notranjega stanja. Povratne mreže so sposobne sprejeti vhodne 
podatke s spremenljivo dolžino, notranje stanje pa posodobijo tolikokrat, kot je dolžina 
vhodnega zaporedja [79]. 
Povratne nevronske mreže se uporabljajo za modeliranje časovnih zaporedij. 
Najobičajnejša povratna nevronska mreža je enaka »klasični«, dvoplastni nevronski mreži 
s to razliko, da imajo nevroni določene plasti povratne povezave na nevrone v isti plasti. S 
tem postanejo odvisni od izhodne vrednosti nevronov te plasti v predhodnem časovnem 
trenutku.  
 
Slika 5.2: Predstavitev povratne nevronske mreže. Vhod v časovnem trenutku ? je označen 
z ??, izhod pa z ??. Povezava na sliki, ki je zavita okoli modula ?, predstavlja povratno 
povezavo modula samega nase. Slika z dovoljenjem avtorja vzeta iz [80]. 
 
Povratna nevronska mreža, predstavljena na sliki 5.2, je »zavita«. Za lažje obravnavanje, 
predvsem pa učenje nevronske mreže s pomočjo algoritma za vzvratno razširjanje 
napake, je koristno nevronsko mrežo predstaviti v »odviti« obliki. V vsakem časovnem 
trenutku ? lahko naredimo kopijo modula ?, ki ima vhode ??  in izhode ?? , povratno 
povezavo modula nase pa predstavimo kot povezavo naprej na naslednji modul ob času 
? ? ?, ki pa je enaka kopija modula ? ob času ? (slika 5.3). Taka predstavitev omogoča 
uporabo enakega postopka učenja (vzvratno učenje) kot za običajne usmerjene (ang. 
feed-forward) nevronske mreže, saj jo lahko obravnavamo kot običajno mrežo z velikim 
številom (prikritih) plasti, ki jih je toliko, kot je časovnih korakov ?. Takemu učenju rečemo 
vzvratno razširjanje napake skozi čas (ang. Back-propagation through time, BPTT) [81]. 
 
?? 
?? 
      ? 
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Slika 5.3: “Odvita” povratna nevronska mreža. V vsakem časovnem trenutku t A 
predstavlja isto kopijo modula (levo, na sredini in desno). Slika z dovoljenjem avtorja vzeta 
iz [80]. 
 
Običajne povratne nevronske mreže s sigmoidno aktivacijsko funkcijo (ali hiperbolični 
tangens) in povratno povezavo imajo pri učenju slabost pojemajočih oziroma naraščajočih 
gradientov (ang. exploding gradients) [82], kar onemogoča učenje soodvisnosti skozi 
daljša zaporedja. Napaka namreč pri časovnih prehodih skozi tako nelinearno funkcijo 
upada in postopoma izgine. To onemogoča uspešno učenje modela predvsem takrat, ko 
je izhod odvisen od vhodov pred daljšim časovnim obdobjem, saj gradient napake v 
takem primeru izgine. Ta problem obravnavajo avtorji v [82] in predstavijo novo rešitev z 
uporabo t. i. vrtiljaka konstantne napake (ang. constant error carrousel, CEC). Nov model, 
LSTM (ang. Long short-term memory), vsebuje celico z enotino povratno povezavo (CEC), 
ki omogoča propagiranje gradientov skozi daljša časovna zaporedja, in kontrolnih vhodnih 
in izhodnih vrat, ki spuščajo informacijo in gradiente v celico in iz nje. Parametri vhodnih 
in izhodnih kontrolnih vrat so prav tako spremenljivi in se jih optimizira v procesu učenja. 
Zgradbo take enote predstavlja slika 5.4. Slike (z dovoljenjem avtorja) in notacije 
povzamemo po [80]. 
𝐡𝑡 𝐡𝑡   𝐡𝑡   
𝐱𝑡 𝐱𝑡   𝐱𝑡   
   h 
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Slika 5.4: Zgradba LSTM-celice. Slika z dovoljenjem avtorja vzeta iz [80]. 
 
LSTM vsebuje tri kontrolna vrata, “pozabljanje”, “vhod” in “izhod”, ki so označena s   ,    
in   . Vhod v LSTM-enoto je označen z   , izhod z   ,    pa predstavlja notranje stanje 
enote. Prej omenjena kontrolna vrata kontrolirajo posodabljanje notranjega stanja in 
izhod. Vsa vrata so odvisna od trenutnega vhoda    in izhoda v prejšnjem časovnem 
trenutku     , vsebujejo en linearni nivo ter sigmoidno aktivacijsko funkcijo, katere izhod 
se spreminja v interval od   do  . Vrata za pozabljanje (enačba (5.18)) določajo, ali naj se 
prejšnje stanje pozabi ali ohrani (oziroma do kakšne stopnje), vhodna vrata (enačba 
(5.19)) določajo, koliko trenutnega vhoda se prišteje notranjemu stanju. Enačba (5.20) 
predstavlja posodobitev notranjega stanja CEC na podlagi izhoda v prejšnjem časovnem 
trenutku in trenutnega vhoda. To stanje se posodobi na podlagi vhodnih vrat (dodajanje 
nove informacije) in na podlagi vrat pozabljanja (dodajanje oziroma pozabljanje stare 
informacije). Izhodna vrata (enačba (5.22)) kontrolirajo izhod iz modula, tako, da podajo 
uteži vsakemu elementu aktivacije notranjega stanja. Formalno delovanje opišemo s 
spodnjimi enačbami (5.18)-(5.23). Notacijo povzamemo iz [80]. Ker tokrat pri izračunu 
posameznih vektorjev na vhodu združujemo več drugih vektorjev, bomo povprečne 
odmike, ki jih po navadi predstavimo kot elemente vektorja z indeksom 0, predstavili v 
posebnem vektorju, ki ga označujemo z   
     (                )  
 
(5.18) 
 
                        (5.19) 
𝐜𝑡   
𝐡𝑡 
𝐜𝑡 
𝐡𝑡 
𝐱𝑡 
𝐡𝑡   
𝜎 𝜎 𝜎    h 
   h 
𝐟𝑡 𝐢𝑡 𝐨𝑡 
𝐜 𝑡 
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   ̃     h                   
 
(5.20) 
 
                 ̃   
 
(5.21) 
 
                        
 
(5.22) 
 
         h      (5.23) 
 
Povratno nevronsko mrežo z LSTM enoto učimo tako, da jo “odvijemo” po času, kot je 
predstavljeno na sliki 5.3, parametre optimiziramo po enakem postopku, kot je opisano v 
razdelku 5.1. Tako učenje tako odvite povratne nevronske mreže imenujemo vzvratno 
razširjanje napake skozi čas (ang. “back-propagation through time”). 
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6. Sistem za zajem podatkov 
V tem poglavju predstavimo zgradbo in princip delovanja sistema za zajem podatkov.  
 
Sistem, ki je namenjen za uporabo na prostem, kjer je prisotna močna osvetlitev ozadja in 
od katerega se zahteva robustno delovanje v okoljih, kjer so prisotni in obratujejo 
podobni sistemi, potrebuje poseben sistem za zajem podatkov. Zelo učinkovita metoda, s 
katero se zelo okrepi vidnost projiciranega vzorca, je metoda odštevanja ozadja. Ta 
metoda je bila uspešno uporabljena in opisana v [13]. Ideja, ki stoji za to metodo, je 
preprosta. Za pridobitev slike, na kateri je vzorec dobro viden, je treba zajeti dve sliki. Pri 
zajemu prve slike osvetlimo prizor s projiciranim vzorcem. Drugo sliko zajemamo na istem 
prizoru, s tem da izključimo projiciranje vzorca. Visokokontrastno sliko projiciranega 
vzorca na prizoru dobimo z razliko med prvo in drugo sliko. 
Z         označimo sliko prizora, pri čemer je pri zajemu slike projiciranje vzorca 
izključeno, in z         sliko prizora, pri čemer je pri zajemu slike projiciranje vzorca 
vključeno. Sliko s povečanim kontrastom vzorca nato označimo z        , izračunamo jo z 
uporabo enačbe (6.1).  
                          (6.1) 
 
Slika 6.1 spodaj prikazuje preprost primer odštevanja ozadja in povečanja kontrasta 
projiciranega vzorca. 
 
Slika 6.1: (levo) Vzorec je projiciran na prizor in slika je zajeta. (na sredini) Osvetlitev z 
vzorcem je izključena in zajeta je dodatna slika, njuna razlika daje sliko razlike (desno). 
 
Na primeru zgoraj vidimo, da je projicirani vzorec že zelo dobro viden brez odštevanja 
ozadja, vendar ta primer služi le za demonstracijo delovanja koncepta. Veliko očitnejša 
okrepitev projiciranega vzorca je vidna v primeru, ko je na prizoru prisotna veliko 
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močnejša osvetlitev ozadja, ki je po jakosti veliko večja od jakosti projiciranega vzorca. V 
tem primeru projicirani vzorec na sliki pred odštevanjem ozadja ni viden (slika 6.2). 
   
Slika 6.2: Levo: Projiciranje vzorca na prizor ob močni osvetlitvi ozadja. Desno: Razlika slik 
z in brez projiciranja vzorca. 
 
Opisana metoda deluje zadovoljivo dobro, dokler je na prizoru prisoten samo projicirani 
vzorec, torej sistemu lasten projicirani vzorec. Če je na istem področju prisoten še kakšen 
podoben sistem, ima sistem, ki uporablja metodo odštevanja ozadja, probleme z 
ločevanjem, kateri od vzorcev na sliki je posledica projiciranja lastnega vzorca in kateri 
posledica projiciranja vzorca drugega sistema (slika 6.3). 
   
Slika 6.3: Slika levo prikazuje projicirana vzorca dveh sistemov, ki delujeta v istem okolju. 
Na sredini prikazuje razliko slik z osvetljevanjem z vzorcem in brez njega. Vidna sta oba 
projicirana vzorca. Desno prikazuje želeno končno sliko, ki se jo pridobi s sinhroniziranim 
zajemom slik, ki ga izvaja naš sistem. Viden je samo vzorec, ki ga projicira sistem, vsi drugi 
vzorci, ki prihajajo iz drugih sistemov, so izničeni. 
 
Da bi izločili tudi motnje, ki jih povzroča projiciranje vzorcev drugih sistemov, končno sliko 
sestavimo iz zaporedja večjega števila slik, ki jih kombiniramo v končno sliko. Postopek je 
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opisan v [28] in temelji na principih, ki se jih uporablja v večuporabniških komunikacijskih 
sistemih [28]. Postopek je na kratko opisan v nadaljevanju. 
Sistem za zajem sestoji iz dveh delov, projektorja vzorcev in kamere, ki je sposobna zajeti 
veliko število slik v sekundi. Oba sta čvrsto pritrjena na togo stojalo. Optična centra 
kamere in projektorja ležita na isti navpični ravnini (slika 6.4). Projektor je v našem 
primeru laser s posebno razpršilno lečo, ki ustvarja projekcijski vzorec. 
 
Slika 6.4: Postavitev za zajem slik. Kamera je nameščena nad laserjem. Laser proži signal, 
ki prihaja iz kamere po žici, ki je vidna na sliki.  
 
Celoten sistem je sposoben sinhronega delovanja. Kamera generira posebno 
psevdonaključno binarno (vključen/izključen) zaporedje, ki proži laser. Kamera zajema 
slike krajšega zaporedja ob vsakem urinem impulzu neodvisno od stanja laserja (vključen 
ali izključen). Iz tega zaporedja slik pridobimo končno sliko z demultipleksiranjem 
zaporedja slik in prožilnega signala. Končno sliko se torej pridobi kot normirano 
superpozicijo celotnega zaporedja slik, pri čemer se predznak v vsoti določa na podlagi 
modulacijski signala (prožilnega signala laserja):   (vključen) pomeni pozitiven predznak in 
  (izključen) pomeni negativen predznak. Na tak način imajo slike, ki vsebujejo projicirani 
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vzorec, pozitiven predznak, in slike, ki tega vzorca ne vsebujejo, negativen predznak (glej 
sliko 6.5). Ko vse take slike seštejemo, se projicirani vzorec na sliki okrepi, ozadje pa zbledi 
oziroma se odšteje [29]. Zaradi naključne narave modulacijskega signala ta pristop izloči 
ali pa vsaj v veliki meri odpravi tudi vzorce, ki jih na prizor lahko projicirajo drugi podobni 
sistemi. Modulacijski signal je znan samo sistemu, ki projicira vzorec na prizor, in če na 
istem prostoru deluje še kakšen sistem, bo zaradi naključnega generiranja signala zelo 
verjetno uporabljal drug modulacijski signal. Po demodulaciji zaporedja slik z 
modulacijskim signalom se ohranja samo vzorec, projiciran iz istega sistema, vzorci, ki jih 
projicirajo drugi sistemi, pa se v povprečju izničijo, saj uporabljajo drugo kodo [28]. Slika 
se nato v računalnik nadaljnje obdela. Vzorec, ki ga sistem projicira, je v našem primeru 
sestavljen iz    vzporednih premic (svetlobnih ravnin), projekcija premic na prizor pa so 
lahko poljubne krivulje. Bralec, ki ga zanimajo podrobnosti metode, lahko prebere več v 
[28]. 
 
Slika 6.5: Demultipleksiranje slike. Gornji del: podslike, zajete med tem, ko je projekcijski 
vzorec projiciran na prizor. Srednji del: multipleksirni signal. Spodnji del: podslike, zajete 
med tem, ko na prizor sistem ne projicira projekcijskega vzorca. Desna stran: shema 
sestavljanja končne slike. Podslike, ki vsebujejo projekcijski vzorec, so pomnožene z 
    , medtem ko so slike, ki projekcijskega vzorca ne vsebujejo, pomnožene z  
     . 
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7. Reševanje problema ujemajočih se točk 
V tem poglavju združimo teorijo verjetnostnih grafičnih modelov, predstavljeno v poglavju 
4, nevronskih mrež iz poglavja 5 in postopke za pridobivanje slik, predstavljene v poglavju 
6. V sledečih razdelkih predstavimo kako na podlagi zajete slike določimo naključne 
spremenljivke, faktorje, ki zajemajo soodvisnosti med posameznimi deli slike oziroma 
naključnimi spremenljivkami, in z njimi zgradimo verjetnostni grafični model s katerim 
rešimo problem ujemajočih se točk. Prav tako predstavimo možnost uporabe povratnih 
nevronskih mrež za zaznavanje in označevanje delov slike, ki vključujejo projicirani vzorec. 
7.1 Formulacija problema 
Svetlobni vzorec, ki ga pridobi sistem za zajem slik v prejšnjem poglavju, tvori osnovo za 
globinsko rekonstrukcijo slik. Za pravilno rekonstrukcijo globinske slike je treba najprej 
rešiti problem ujemajočih se točk med projiciranim in zajetim svetlobnim vzorcem. 
Predpostavimo za trenutek, da je zaznani svetlobni vzorec s slike 6.1 desno predstavljen 
kot binarna slika. Označimo z                  množico vseh neničelnih slikovnih 
točk na sliki        in naj  označuje število vseh takih slikovnih točk. Določimo še 
množico oznak svetlobnih ravnin, ki sestavljajo projicirani vzorec kot              , 
kjer je število vseh svetlobnih ravnin     in označba   označuje svetlobno ravnino, ki 
je najnižje v projiciranem vzorcu. Problem ujemajočih se točk lahko definiramo kot 
preslikavo, ki določi vsaki slikovni točki iz  eno označbo iz  , na primer: 
                       (7.1) 
 
7.2 Obdelava slike 
Slike projiciranih svetlobnih vzorcev, ki jih pridobimo s sistemom za zajemanje slik, se 
nato še naknadno obdela, da dosežemo boljši poudarek vzorca na sliki, ki je primernejši za 
reševanje problema ujemajočih se točk. Na sliki se uporabi lokalno upragovljanje dela 
slike, s čimer pridobimo binarno verzijo slike. Generirana binarna slika se nato še naprej 
obdela, da dobimo tako imenovane linijske segmente, ki so razdeljeni na manjše roje 
slikovnih točk, ki se raztezajo čez največ vnaprej določeno število stolpcev. Nekaj 
primerov takih linijskih segmentov je prikazanih na sliki 7.1 Upoštevati je treba, da ko je 
slika enkrat razdeljena v roje slikovnih točk, se v enačbi (7.1)    nanaša na roj slikovnih 
točk in ne več na posamezno slikovno točko. 
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Rojem slikovnih točk določimo naključne spremenljivke, s katerimi zgradimo verjetnostni 
grafični model. Na podlagi tega grafičnega modela je preslikava   iz enačbe (7.1) 
določena. 
7.3 Formulacija problema z verjetnostnimi grafičnimi modeli 
Gradimo na idejah, ki so bile predstavljene v [30], in predstavimo problem ujemajočih se 
točk v obliki verjetnostnih grafičnih modelov (VGM) [83]. Grafični modeli so sestavljeni iz 
množice vozlišč   in vej  , ki povezujejo vozlišča in s tem tvorijo graf         . Vsak roj 
slikovnih točk predstavlja vozlišče      v verjetnostnem grafičnem modelu, medtem ko 
soodvisnosti med roji predstavimo z vejami       med posameznimi vozlišči. 
 
Slika 7.1: Binarna slika po predobdelavi. 
 
V našem primeru vsak roj slikovnih točk in s tem tudi vsako vozlišče ustreza naključni 
spremenljivki   . Množica vseh   naključnih spremenljivk vhodne slike ob času   je 
definirana kot        
    
        
  , kjer je zaloga vrednosti naključne spremenljivke 
določena z  . Preprosto je videti, da z določitvijo vrednosti vsake naključne spremenljivke 
iz   rešimo tudi problem določevanja ujemajočih se parov, ki ga definira enačba (7.1). 
Da bi lažje ponazorili pristop k modeliranju, poglejmo za trenutek dva poenostavljena 
vzorca na levi strani slike 7.2, ki sta bila zajeta v časovnih trenutkih     in  . Vsak od teh 
vzorcev je sestavljen iz treh rojev slikovnih točk, ki pripadajo dvema različnima 
svetlobnima ravninama. Kot lahko vidimo na desni strani slike 7.2, kjer je predstavljen 
ustrezni VGM, je stanje (oziroma vrednost) vsake naključne spremenljivke (in vsakega roja 
slikovnih točk) odvisno od sosedov v vodoravni smeri, sosedov v navpični smeri, sosedov v 
naslednjem časovnem koraku (sliki) in apriornega znanja o zgradbi projiciranega vzorca. 
roji slikovnih točk 
linijski segmenti 
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Soodvisnosti med roji slikovnih točk so zajete v obliki faktorjev, ki modelirajo razmerja 
med naključnimi spremenljivkami in jih po vrsti zapišemo za vodoravne, navpične, 
časovne in apriorne zapišemo kot   ,  ,  ,  . 
Vezano porazdelitev verjetnosti VGM lahko za naš primer zapišemo kot naslednji faktorski 
produkt: 
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  )       
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  )       
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 ) ∏      
   
  
      
   
        
  
(7.2) 
 
  lahko v splošnem zavzame različne vrednosti v različnih časovnih trenutkih in jih lahko 
zapišemo z    v gornji enačbi. Faktorje postavimo na veje grafa s katerimi modeliramo 
funkcijski odnos med naključnimi spremenljivkami oziroma vozlišči grafa. V enačbi (7.2) z 
  ,   ,   in   označujemo apriorne, vodoravne, navpične in časovne faktorje. Omeniti 
je treba, da je zgoraj definirana vezana porazdelitev primer za zaporedni zajeti sliki v 
trenutkih     in  . Razširitev na daljša zaporedja je enostavna z dodajanjem faktorjev 
drugih slik. 
 
Slika 7.2: Ponazoritev gradnje verjetnostnega grafičnega modela: poenostavljen svetlobni 
projekcijski vzorec (levo), ustrezni verjetnostni grafični model (desno). Na sliki z      
označimo sliko, zajeto v časovnem trenutku    , z    pa sliko, zajeto v časovnem 
trenutku  . 
 
Potem ko je graf zgrajen in faktorji določeni, je treba določiti optimalno konfiguracijo 
(stanja) spremenljivk sistema, kar lahko storimo z mnogimi algoritmi, kot je na primer 
pregled vseh možnih konfiguracij naključnih spremenljivk (ang. brute force), cikličen 
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prenos zaupanja [49], [72] ali delni prenos zaupanja (ang. fractional belief 
propagation) [73]. Ko so enkrat stanja naključnih spremenljivk znana, so znani tudi pari 
ujemajočih se točk med roji slikovnih točk in projiciranimi ravninami. 
7.3.1 Definiranje faktorjev 
Vzorec, ki ga projiciramo na prizor, ima znano strukturo osvetlitve. Kamera zajema sliko 
vzorca na prizoru, ki je deformiran zaradi predmetov na prizoru. Kljub deformacijam 
vzorca, ki jih povzroči postavitev predmetov na prizoru, se nekatere lastnosti 
projiciranega vzorca vseeno ohranjajo tudi na sliki. Struktura sveta tudi sledi določenim 
pravilom in zakonom. Objekti ne morejo zavzeti naključnih oblik, površine težijo k temu, 
da so zvezne ali vsaj odsekoma zvezne, in s tem se lokalno ohranja tudi lastnosti 
projiciranega vzorca. To dejstvo je treba upoštevati, ko gradimo verjetnostni grafični 
model in pri določevanju vrednosti faktorjev v odvisnosti od konfiguracije naključnih 
spremenljivk. Ob upoštevanju vseh teh dejstev lahko zgradimo faktorje z različnimi 
omejitvami in s tem zajamemo soodvisnosti med sosednjimi roji slikovnih točk. Štirje 
različni faktorji, ki zajemajo te soodvisnosti, so apriorni, navpični, vodoravni in časovni 
faktorji. 
V sledečih razdelkih bomo podrobneje opisali, kako se zgradi posamezne faktorje, kakšna 
je motivacija za njihovo vključitev v grafični model in kako prispevajo k rešitvi označevanja 
ujemajočih se točk. 
7.3.2 Apriorna informacija 
Najpreprostejši način označevanja zajetih projiciranih vzorcev je štetje posameznih 
svetlobnih ravnin (na sliki vidne kot daljice) v navpični smeri od spodaj navzgor. Ta 
metoda posreduje prvi vtis o pravilnih označbah projiciranega vzorca. Vendar pa je lahko 
vzorec, ki ga zajemamo s kamero, preveč pošumljen ali pa deli vzorca sploh niso vidni. 
Preprosto štetje v navpični smeri od spodaj navzgor v tem primeru daje napačne rezultate 
v primerjavi s pravilnimi označbami rojev slikovnih točk. Da bi se temu izognili, 
predstavljamo algoritem, ki upošteva širši kontekst vzorca, ki je zajet v drugih faktorjih. Ti 
faktorji zožijo možnosti označb na manjšo podmnožico vseh možnih označb. Apriorni 
faktorji določajo najverjetnejše območje vrednosti naključnih spremenljivk, ki so odvisne 
od položaja roja slikovnih točk v navpični smeri in števila navpičnih sosedov nad in pod 
tem rojem. V grafični model vnašajo informacijo o strukturi projiciranega vzorca in se jih 
določa na podlagi spodaj opisanega psevdo algoritma. 
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Algoritem 1: Določevanje apriori faktorjev 
za vse roje slikovnih točk (tj., naklj. spr.    ) na sliki   naredi 
Inicializiraj   kot -razsežni vektor ničel; 
Rezultat: Normalizirana porazdelitev       ; 
za vse stolpce v linijskem segmentu    naredi 
-poišči največ  največjih rojev slikovnih točk v stolpcu slike; 
-shrani položaj k linijskega segmenta med linijskimi segmenti v smeri od  
 spodaj navzgor 
če je število najdenih rojev slikovnih točk  enako  potem 
-povečaj  -ti element vektorja   za pozitivno konstanto  ; 
sicer 
-povečaj vse elemente vektorja   od elementa k do 
-          za pozitivno konstanto  ; 
konec 
konec 
-normaliziraj vektor  , tako da ima dolžino 1;        ; 
konec 
7.3.3 Navpični faktorji 
V [30] avtorji opisujejo mrežni graf, kjer vozlišča ustrezajo presečiščem med navpičnimi in 
vodoravnimi projiciranimi ravninami projiciranega vzorca. Faktorji, ki povezujejo ta 
vozlišča, ustrezajo navpičnim daljicam, ki povezujejo vozlišča v navpičnem sosedstvu, in 
vodoravnim daljicam, ki povezujejo vozlišča v vodoravnem sosedstvu. V našem primeru je 
preprosto videti, kaj so vodoravni sosedi, saj sta dva roja slikovnih točk vodoravna soseda, 
če se dotikata v vodoravni smeri in sta torej v vodoravnem sosedstvu. Ker pa v našem 
projiciranem vzorcu ni navpičnih projiciranih ravnin, si je težje predstavljati, kaj točno 
predstavlja navpično sosedstvo. 
Roja slikovnih točk, ki ju predstavimo z naključnima spremenljivkama    in    sta 
navpična soseda, če sta en nad drugim, med njima pa ni nobenega drugega roja. 
Ko enkrat prepoznamo navpične sosede, zgradimo faktorje, katerih naključne 
spremenljivke ustrezajo navpičnim sosedom. Gradnja navpičnih faktorjev upošteva 
dejstvo, da se zaporedje označb projiciranih ravni ohranja v navpični smeri kljub 
deformacijam zaradi oblike in postavitve objektov na prizoru. V odvisnosti od vrednosti 
naključnih spremenljivk    in   , ki ustrezata dvema navpičnima sosedoma se spreminja 
tudi funkcijska vrednost faktorjev. Ker se mora zaporedje oznak projiciranih ravnin vzorca 
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ohranjati tudi v zajeti sliki vzorca, je treba spodbujati visoke funkcijske vrednosti za take 
konfiguracije naključnih spremenljivk, ki ustrezajo zaporednim oznakam, npr.   in 
      . Navpični sosed   , ki leži nad   , ki zavzema vrednost  , mora zavzeti 
vrednost    . Taka konfiguracija spremenljivk je zaželena. Lahko pa pride tudi do 
primerov, ko del vzorca na sliki ni viden. Postopek, opisan zgoraj, bi v takem primeru dal 
napačne rezultate. 
Zato moramo dopustiti tudi take konfiguracije naključnih spremenljivk, katerih razlika je 
večja od   (npr.     ...), ampak za višjo ceno (manjšo funkcijsko vrednost faktorja pri taki 
konfiguraciji). Še en primer, pri katerem moramo dodati izjemo, je prekrivanje dveh rojev 
slikovnih točk, ki pripadata delu iste projicirane svetlobne ravnine, a se v sliki vseeno 
prekrivata. To se lahko zgodi, ko so na prizoru prisotne nezveznosti v globini in se zaradi 
napak v optičnem sistemu kamere in distorzije leče deli istega vzorca na sliki lahko 
prekrivajo. Tak dogodek (enaki vrednosti naključnih spremenljivk, ki pripadajo navpičnima 
sosedoma) je treba dopustiti, a zopet za veliko ceno (zmanjšano funkcijsko vrednosti 
faktorja). 
Dogodek, pri katerem zavzame gornji od navpičnih sosedov manjšo vrednost naključne 
spremenljivke, se ne more dogoditi, saj morajo označbe projiciranih ravnin monotono 
naraščati. Pri takih konfiguracijah naključnih spremenljivk zato faktor zavzame funkcijsko 
vrednost  . 
Navpični faktorji   se določajo med naključnimi spremenljivkami, katerih ustrezni roji 
slikovnih točk se prekrivajo v navpični smeri, so torej navpični sosedi. Faktor teži k temu, 
da določa visoke funkcijske vrednosti, ko pripadata dva sosednja roja slikovnih točk v 
navpični smeri dvema zaporednima projiciranima svetlobnima ravninama. Če ni tako, 
funkcijska vrednost ustrezno pade. Enačba (7.3) povzema funkcijsko vrednost, ki jo 
določajo navpični faktorji: 
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kjer          in f predstavljajo linearno funkcijo razlike dveh naključnih spremenljivk. 
Funkcija   pada monotono z naraščanjem razlike: 
 
      {
               
        
  (7.4) 
 
Konstanta   določa koeficient linearne funkcije,   , cena prekrivanja, označuje konstanto, 
ki kaznuje dva navpično prekrivajoča se roja slikovnih točk, katerih ustrezni naključni 
spremenljivki zavzemata isto vrednost, in      označuje funkcijo nasičenja, ki omeji vse 
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negativne vrednosti na vrednost  . Idealno se roji slikovnih točk, ki izvirajo iz iste 
projicirane svetlobne ravnine, nikoli ne prekrivajo v navpični smeri, vendar lahko zaradi 
nepopolnosti sistema in distorzije leče nekateri roji slikovnih točk zavzamejo naključne 
spremenljivke teh rojev enake vrednosti. Zaradi tega je treba otežiti, da zavzameta 
naključni spremenljivki tako stanje, a vendar dopustiti za visoko ceno. 
7.3.4 Vodoravni faktorji 
Vodoravni faktorji modelirajo razmerja med roji slikovnih točk v vodoravni smeri. 
Vodoravni sosedi so definirani kot ločeni roji slikovnih točk, ki se dotikajo, če potujemo v 
vrstici slike v vodoravni smeri. Razumno je določiti odvisnosti med sosedi v vodoravni 
smeri, saj so njihove označbe zelo soodvisne. Če zavzame določen roj slikovnih točk 
določeno oznako (vrednost pripadajoče naključne spremenljivke), bo njen sosednji roj 
slikovnih točk zelo verjetno zavzel enako vrednost, saj v projiciranem vzorcu ena 
svetlobna ravnina ustreza isti oznaki. Vodoravne faktorje je zato treba zgraditi na tak 
način, da spodbujajo vodoravne sosede k temu, da zavzemajo njihove ustrezne naključne 
spremenljivke enako vrednost. Zaradi nezveznosti po globini prizora se lahko deli 
projiciranega vzorca zamaknejo v navpični smeri in dva roja slikovnih točk, ki izvirata iz 
dveh različnih svetlobnih ravnin, postaneta vodoravna soseda. Vodoravni faktorji, ki 
modelirajo razmerje med vodoravnimi sosedi, morajo zato dovoliti, da se vzorec »zlomi« 
in s tem se dovoli, da naključni spremenljivki vodoravnih sosedov zavzameta različne 
vrednosti. Ker je tak dogodek nezaželen in ker želimo prisiliti kontinuiteto označb rojev 
slikovnih točk vzdolž vodoravne soseščine, temu slučaju zopet pripišemo visoko ceno 
(nizko funkcijsko vrednost faktorja). 
Vodoravni faktorji     se določajo med naključnimi spremenljivkami, ki ustrezajo rojem 
slikovnih točk, ki so vodoravne sosede. V odvisnosti od vrednosti obeh naključnih 
spremenljivk se določa vrednost vodoravnega faktorja. Ta vrednost je visoka, če 
zavzameta spremenljivki isto vrednost, in majhna, če se vrednosti razlikujeta. To prisili 
vodoravne sosede, da težijo k temu, da zavzamejo isto vrednost naključnih spremenljivk 
in s tem se ujemajo z isto projicirano ravnino svetlobe. Vrednost faktorja je definirana z 
enačbo (7.5) 
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kjer je                          določa konstanto cene zloma, ki podaja vrednost 
faktorja, če dva roja slikovnih točk zavzameta različno vrednost. 
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7.3.5 Časovni faktorji 
Fizični predmeti sledijo zakonom gibanja. Imajo vztrajnost in ne morejo diskretno skakati 
po prostoru iz točke A v oddaljeno točko B. V realnem svetu se predmet premakne le za 
majhno razdaljo v majhnem časovnem obdobju (slika 7.3). To pomeni, da se v primeru 
metode z aktivno osvetlitvijo, z izjemo mest, kjer so prisotne nezveznosti v globini, 
projicirani vzorec na prizoru le malo deformira med zaporednima zajetima slikama, če je 
zajemanje slik dovolj hitro. Vključitev časovne informacije pomaga na primer združiti dva 
roja slikovnih točk na eni sliki, ki izvorno pripadata isti projicirani ravnini, vendar sta se 
zaradi postavitve prizora ali šuma na sliki razdelila. Skupaj jih poveže roj slikovnih točk na 
prejšnji ali naslednji zajeti sliki, ki je še vedno ostal povezan. Če je za enega izmed 
razdeljenih rojev slikovnih točk označba dvomljiva, jih to pomaga združiti in jim pripiše 
enako označbo (stanje naključne spremenljivke). Roje slikovnih točk na istem delu slike 
torej težijo k ohranjanju označbe. 
   
Slika 7.3: Tri zaporedne slike. Večina projiciranega vzorca se med slikami ne spreminja, ko 
se objekti premikajo po prizoru. Deli projiciranega vzorca, ki jih deformira premikajoči se 
predmet, predstavljajo postopno spremembo slike skozi čas. Slika se skozi čas (ob dovolj 
velikem številu zajetih slik na sekundo) ne spremeni veliko od enega do drugega trenutka.  
 
Časovni faktorji    se določajo med roji slikovnih točk v zaporednih zajetih slikah. Pri 
zadovoljivo velikem številu zajetih slik na sekundo morajo roji slikovnih točk v časovni 
okolici ohranjati stanje naključne spremenljivke in s tem tudi ujemanje s projicirano 
svetlobno ravnino. Časovne sosede poiščemo tako, da na položaju, kjer je roj slikovnih 
točk na sliki v trenutku  , na sliki v naslednjem časovnem koraku poiščemo roj slikovnih 
točk. Lahko preiščemo tudi majhno okolico te točke. Časovni faktor je funkcija, ki vrača 
visoko vrednost, če naključni spremenljivki rojev slikovnih točk zavzameta enako 
vrednost, sicer pa vrača vrednost   (enačba (7.6), kjer je         .) 
 
  (  
        
    )  {
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7.3.6 Prirejanje faktorjev za odpravljanje šuma 
Vhodne slike niso popolnoma brez šuma. Velikokrat se lahko zgodi, da pri predobdelavi 
slike oziroma pri demodulaciji zaradi hitrih premikov predmetov ali kamere v sliki 
nastanejo obrisi predmetov. Ti obrisi niso posledica projiciranega vzorca, zato lahko v 
proces vnesejo napake pri označevanju linijskih segmentov, saj jih originalni model ne 
predvideva. Prav tako se lahko v sliki pojavijo naključni roji slikovnih točk, ki so posledica 
šuma. Grafični model je treba ustrezno nadgraditi, da upošteva tudi nepredvidene 
zaznane vzorce in jih poskuša odpraviti. Z manjšimi spremembami grafični model 
priredimo tako, da v vsaki naključni spremenljivki dodamo dodatno stanje, ki predstavlja 
oznako za šum. S tem pa je seveda treba ustrezno prilagoditi tudi vse faktorje. 
Apriorne faktorje priredimo tako, da stanju, ki označuje šum, dodelimo konstanto   , 
verjetnost, da je ta linijski segment šum na sliki (enačba (7.7)) 
                  
 
(7.7) 
 
Navpične, vodoravne in časovne faktorje priredimo na enak način z dodatno konstanto 
  , ki določa ceno določitve oznake za šum sosednjemu linijskemu segmentu. Prirejanje 
navpičnih faktorjev povzemata naslednji enačbi 
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Prirejanje vodoravnih faktorjev je podobno kot pri navpičnih, le da konstanto    
zamenjamo s   . Prirejanje povzemata naslednji enačbi 
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Prav tako se priredijo časovni faktorji, uporabi se konstanta   . Prirejanje povzemata 
naslednji dve enačbi, 
   (  
          
   )             
 
(7.12) 
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Konstante   ,   ,    in    določimo empirično s poskusi na bazi. 
7.4 Formulacija problema z nevronskimi mrežami 
Podobno kot v razdelku 7.1. definiramo preslikavo, ki vsakemu področju vhodne slike 
dodeli označbo svetlobne ravnine (če jo področje vsebuje) oziroma ozadja (če področje 
svetlobne ravnine ne vsebuje). Z        označimo vhodno sivinsko sliko velikosti     . 
Sliko        enakomerno razdelimo na manjša področja    razsežnosti      , tako da je v 
vodoravni smeri    , v navpični smeri pa     takih področij. Velikosti slik, ki jih 
pridobimo s sistemom za zajemanje slik, so          , področja    pa so velikosti 
       . V navpični smeri je tako   , v vodoravni smeri pa    takih področij. Definirajmo 
množico                       kot množico področij   , ki jih iz slike pobiramo po 
stolpčni prioriteti od leve proti desni (slika 7.4). 
Podobno kot v pri formulaciji problema z grafičnimi modeli, se zgledujemo po enačbi 
(7.1), le da povečamo  za  , kjer eno oznako, , uporabimo za označevanje ozadja 
oziroma dela slike, kjer projicirani vzorec ni prisoten. Problem ujemajočih se točk lahko 
definiramo kot preslikavo, ki določi vsakemu področju iz   eno označbo iz   (enačba 
(7.14)). 
       , za             . 
 
 
(7.14) 
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Slika 7.4: Originalna slika, razdeljena na podpordočja    velikosti         slikovnih točk. 
Področji    in     ne vsebujeta nobenega projiciranega vzorca, zato pridobita oznako 
ozadja , področje  5   pa vsebuje del projiciranega vzorca, ki pripada svetlobni ravnini  , 
torej dobi oznako  . 
 
Model, s katerim zaznavamo in označujemo dele slike, ki vsebujejo projicirani vzorec, je 
grafično predstavljen na sliki 7.5. Na vhodu, označenem z  , podamo del slike,   , ki je 
pretvorjen v    -razsežni vektor (    s konstanto   ). Na drugem nivoju je    linearnih 
enot3 , katerih aktivacijska funkcija je hiperbolični tangens (na sliki 7.5 označen z 
pravokotnikom “tanh”). Izhod, ki je   -razsežni, je vhod v LSTM. Na sliki je označen kot 
debela zelena črta. LSTM ima tudi   -razsežno notranje stanje. Enaka je tudi razsežnost 
izhodnega vektorja, ki je vhod v linearni nivo z    enotami, katerih aktivacijska funkcija je 
“softmax”, ki izračuna verjetnostno porazdelitev po oznakah. Oznako, ki ima v porazdelitvi 
najvišjo verjetnost, pripišemo pripadajočemu delu vhodne slike. Na sliki je na koncu 
prikazan tudi pravokotnik, ki vsebuje funkcijo napake         . Ta del procesiranja se 
uporablja v fazi optimizacije oziroma učenja, sicer pa zadostuje že izhodni vektor iz 
modela,  , ki podaja verjetnostno porazdelitev oznak svetlobnih ravnin. 
                                                          
3
 Z izrazom linearna enota označujemo skalarni produkt med vhodnim vektorjem in vektorjem uteži. 
𝑟  
𝑟   
𝑟5   
𝑟  
7. Reševanje problema ujemajočih se točk 
61 
 
 
Slika 7.5: Zgradba modela. Vhod v mrežo je označen z ?, izhod z ?, ? pa predstavlja želene 
izhode v fazi učenja modela. Okrepljene povezave predstavljajo večrazsežne vektorje. 
Povezave na sliki, označene z zeleno bravo, so večrazsežni vektorji, ki imajo toliko 
razsežnosti, kot jih ima predhodna enota. 
 
Model učimo z desetkratnim prečnim preverjanjem (ang. cross validation), pri čemer 
vsakič iz podatkovne zbirke ?? slik pustimo za test, na preostalih slikah pa učimo model 
(ker ??? ni deljivo z ??, je v zadnji razdelitvi ?? slik za test).  
Model učimo tako, da vhodno sekvenco podslik ?? predstavimo modelu dvakrat. S tem 
omogočamo, da se v notranjem stanju enote LSTM ustvari kontekstni vektor, ki zajema 
informacijo o celotni sliki. (Označevanje bi verjetno pravilno delovalo tudi, če bi sekvenco 
podslik predstavili le enkrat, saj bi bilo notranje stanje LSTM enote ob času ? ? ???? 
odvisno od vseh predhodnih vhodov, vendar pa tega nismo preizkusili.)  Simbolično tako 
odvito nevronsko mrežo predstavimo na sliki 7.6. 
 
?? 
?? 
???? 
??? 
??? 
????  
??? 
??? 
??? 
????  
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Slika 7.6: Po času odvita nevronska mreža pri učenju. Gradienti propagirajo od trenutnega 
izhoda do trenutnega vhoda ter do celotne sekvence vhodov pred tem. To omogoča 
odvisnost trenutnega izhoda (porazdelitev po oznakah) od dela slike, za katerega iščemo 
oznako, kakor tudi širšega konteksta. Slika prirejena po [80]. 
 
Na področju nevronskih mrež je znan problem prenučenja modela na podatke (ang. 
overfitting), ki ga rešujemo z metodo regularizacije modelov [84]. Ena takih metod je tudi 
dodajanje šuma v vhodne podatke. Da bi se pri učenju izognili prevelikemu prenaučenju 
podatkov in preizkusili odpornost modela na šum, model učimo tako, da slikam vedno 
dodamo določeno stopnjo šuma. Dodajamo Gaussov šum s srednjo vrednostjo   in 
standardno deviacijo  . Slike so  -bitne, torej vrednosti slikovnih točk segajo od   do    , 
zato generirani šum pomnožimo z   ,    in   , sicer nima velikega vpliva na sliko (slika 
7.7). Pričakujemo, da s tem hkrati model postane robusten tudi na šum v vhodnih 
podatkih, ki so lahko posledica močne osvetlitve v zunanjosti.  
 
 
 
 
 
 
𝑟  𝑟     𝑟  𝑟  𝑟  
𝐴 𝐴 𝐴 𝐴 𝐴 
𝐲  𝐲  
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Slika 7.7: Zgoraj levo: slika brez šuma. Zgoraj desno: slika s šumom, množenje    . Spodaj 
levo: slika s šumom, množenje    . Spodaj desno: slika s šumom, množenje    . 
 
Pravilne oznake izluščimo iz podatkovne zbirke pravilnih oznak za problem v prvem delu 
disertacije. Vsakemu področju    dodelimo oznako linijskega segmenta, če je na tem 
področju vsaj   slikovnih točk segmenta z določeno oznako. Če je na istem področju več 
linijskih segmentov, dodelimo oznako tistega, ki ima več slikovnih točk v tem področju. S 
takim načinom očitno izgubimo natančnost položaja zaznanega vzorca, saj zaznavamo in 
označujemo celotno področje, čeprav je mogoče slikovnih točk, ki so osvetljene s 
projekcijskim vzorcem, le majhen delež. Natančnost lahko povečamo z ustreznim 
zmanjšanjem velikosti področij. 
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8. Poskusi in rezultati 
Da bi lahko ocenili predstavljeni pristop, ocenjujemo sistem na različnih primerih. Najprej 
smo pristop preizkusili na notranjem prizoru. Podatkovna zbirka slik je bila sestavljena iz 
    binarnih slik dinamičnega prizora. Prizor smo osvetljevali s projektorjem vzorcev, ki je 
projiciral vzorec sestavljen iz    vzporednih svetlobnih ravnin. Sistem za zajemanje slike je 
bil postavljen približno     metra od prizora. Prizor je vseboval vrtečo se mizo, na kateri 
so bili postavljeni predmeti. Ob zasuku mize so predmeti spreminjali položaj v smereh 
naprej-nazaj in levo-desno za približno   meter. Za vsako sliko smo pravilne oznake 
projiciranega vzorca določili ročno. Samodejno pridobljene oznake smo primerjali z ročno 
označenimi in določili delež pravilno dodeljenih oznak, ki so bile pridobljene samodejno. Z 
uporabo te podatkovne zbirke smo izbrali optimalne parametre sistema, ki jih uporabimo 
za preizkušanje za ostalih zbirkah. 
Z drugim prizorom smo poskušali rekonstruirati globinsko sliko kompleksnejšega 
predmeta. Pridobiti smo poskušali globinsko sliko človeške roke na razdalji približno   
meter od sistema za zajem slik. Označevanje ujemajočih se točk smo izvedli z uporabo 
grafičnega modela, katerega parametre smo določili z uporabo slik prvega prizora. 
Da bi preizkusili uspešnost delovanja metode ob prisotnosti močne osvetlitve ozadja, smo 
slike pri tretjem poskusu zajeli na prostem. Slike so bile zajete na parkirišču, prizor pa je 
bil sestavljen iz enega premikajočega se vozila v eno smer in osebe, ki je hodila med 
vozilom in sistemom za zajem slik v drugo smer. Projicirani vzorci so bili samodejno 
označeni z uporabo iste metode kot v prvem primeru, prav tako pa smo oznake primerjali 
z vnaprej ročno dodeljenimi oznakami in določili uspešnost samodejnega označevanja. 
Celoten problem lahko obravnavamo kot sistem strojnega učenja, pri čemer poskušamo 
določiti parametre sistema, tako da najbolje označuje zaznane projicirane daljice. Cenilna 
funkcija ki jo želimo maksimirati, je število pravilno označenih zaznanih daljic. 
Maksimiranje te funkcije izvedemo s preizkušanjem sistema na vseh kombinacijah manjše 
podmnožice parametrov. Pri tem se zavedamo, da končna rešitev ni nujno tudi optimalna 
rešitev. Tabela 4 prikazuje podmnožico parametrov, na kateri smo preizkušali sistem. 
Zaradi razmeroma majhne podatkovna zbirke slik, na kateri optimiziramo sistem, je 
obenem tudi mogoče, da je izbira optimalne rešitve preveč pristranska (ang. bias) in 
deluje samo na tej podatkovni zbirki. To tezo preverimo na tretji podatkovni zbirki, ki smo 
jo posneli na prostem. 
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Parameter Vrednosti 
                                      
                                      
                           
                   
Tabela 4: Seznam parametrov, ki smo jih preizkusili na danem problemu. 
 
Poleg zgoraj omenjenih parametrov metodo preizkusimo pri dolžini zaporedja slik od   do 
 . To pomeni, da pri gradnji grafičnega modela upoštevamo največ   slik. Za označevanje 
linijskih segmentov na slikah preizkusimo torej      kombinacij parametrov. V tabeli 4 s 
   označimo ceno zloma roja slikovnih točk,    je cena prekrivanja rojev slikovnih točk, 
koeficient funkcije označimo s   , velikost rojev slikovnih točk pa označimo s   . 
8.1 Prizor v notranjosti 
V našem poskusu poskušamo oceniti vpliv različnih parametrov na delovanje predlagane 
metode. Nastavimo po en parameter in določimo točnost označevanja čez celotno zbirko. 
Čeprav parametri v splošnem niso neodvisni, s tem dobimo grobo oceno delovanja 
sistema v odvisnosti od spreminjanja enega parametra. Na sliki 8.1, kjer so predstavljeni 
rezultati, lahko vidimo, da imata tako cena zloma roja slikovnih točk    (glej enačbo (7.5)) 
kot tudi cena prekrivanja rojev slikovnih točk    (glej enačbo (7.4)) zelo majhen vpliv na 
delovanje, dokler imata dovolj majhno vrednost. Ravno nasprotno imata koeficient 
funkcije   (enačba (7.4)) in dolžina upoštevanega zaporedja slik velik vpliv na točnost 
delovanja predlagane metode.  
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Slika 8.1: Vpliv cene zloma    (zgoraj levo), cene prekrivanja    (zgoraj desno), koeficienta 
linearne funkcije   (spodaj levo) in števila slik v zaporedju (spodaj desno) na točnost 
določevanja oznak projiciranih vzorcev z uporabo predlaganega pristopa. 
 
Upoštevanje globalne informacije soodvisnosti med roji slikovnih točk v obliki 
verjetnostnega grafičnega modela daje dobre rezultate na označeni podatkovni zbirki. Kot 
lahko vidimo na sliki 8.2, kjer je prikazana preprosta slika rezultatov, lahko opisani pristop 
dodeli pravilne oznake večini izmed vseh rojev slikovnih točk zaznanega projiciranega 
vzorca celo v situacijah, kjer so prisotne velike nezveznosti v globini. 
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Slika 8.2: Samodejno dodeljene oznake linijskih segmentov. Levo: neoznačeni linijski 
segmenti. Desno: označeni linijski segmenti. Enaka barva pomeni isto oznako.  
 
Na tej podatkovni zbirki izberemo kombinacijo parametrov, ki daje najboljše rezultate, 
torej parametre, pri katerih je najvišja točnost označevanja. Te parametre kasneje 
uporabimo za ocenjevanje delovanja sistema na podatkovni zbirki, posneti v zunanjosti. 
Parametre povzema tabela 5. 
parameter            
vrednost    5                   
Tabela 5: Optimalni parametri. 
 
V drugem delu smo v notranjosti posneli še nekaj slik človeške roke (slika 8.3) in obraza 
(slika 8.4). V primeru roke je bilo pravilno označenih        vseh točk, v primeru obraza 
pa        vseh točk. Točnost označevanja v primeru obraza je precej manjša kot v 
primeru roke, saj je prizor bolj kompleksen. Na sliki 8.4 kljub nizki točnosti označevanja 
brez težav prepoznamo profil človeškega obraza.  
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Slika 8.3: Primer globinske rekonstrukcije človeške roke. Prva vrstica: projicirani vzorec in 
označen projekcijski vzorec. Preostali vrstici: pogled na globinski profil roke. 
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Slika 8.4: Primer globinske rekonstrukcije človeškega obraza. Prva vrstica: projicirani 
vzorec in označen projekcijski vzorec. Preostali vrstici: pogled na globinski profil obraza. 
 
8.2 Zunanji prizor 
Potem ko smo pokazali, da metoda deluje na podatkovni zbirki slik, posneti v notranjosti, 
smo preizkusili še vplive parametrov metode na podatkovni zbirki slik, posnetih v 
zunanjem okolju.  
V zunanjosti smo postopek ponovili enako kot v notranjem okolju. Prvi prizor je bil 
sestavljen iz premikajočega se avtomobila na parkirišču in mimoidoče osebe. Zajeli smo 
krajše zaporedje    slik.  
Pri podatkovni zbirki, posneti v zunanjosti, smo preizkusili tudi vpliv šuma na točnost 
označevanja, prav tako pa tudi preverili, ali s posebej zasnovanimi faktorji v grafičnem 
modelu lahko izboljšamo delovanje kljub prisotnemu šumu oziroma ali je mogoče šum 
odstraniti. Za ta namen smo storili dve stvari: 
8.2 Zunanji prizor  
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1) Iz originalne podatkovne zbirke smo ročno odstranili šum (izbrisali vse roje 
slikovnih točk, ki se v sliki ne pojavijo zaradi projiciranega vzorca). 
2) Pri konstrukciji grafičnega modela smo v naključnih spremenljivkah dodali dodatno 
stanje, ki predstavlja šum. Prav tako smo faktorje ustrezno priredili, da vključujejo 
ceno šuma (glej razdelek 7.3.6). 
Pri gradnji prirejenih faktorjev (glej razdelek 7.3.6) za odpravo šuma preizkusimo vse 
mogoče kombinacije parametrov, ki lahko zavzamejo eno od treh vrednosti, ki so 
navedene v tabeli 6, ter izberemo kombinacijo, ki da najboljše rezultate             
                     ). 
parameter preizkušene vrednosti 
                                
Tabela 6: Vrednosti parametrov, ki jih uporabimo pri gradnji prirejenih faktorjev za 
odpravo šuma. 
 
Poskus označevanja linijskih segmentov opravimo štirikrat, na vsaki izmed podatkovnih 
zbirk (s prisotnim šumom in brez njega) ter z prirejenimi faktorji in brez njih. 
Apriori informacija 
Da bi ocenili vpliv različnih parametrov in zagotovili merilo za primerjavo z drugimi 
rezultati, smo linijske segmente označili samo z apriorno informacijo, torej smo v 
verjetnostnem grafičnem modelu upoštevali samo apriorne faktorje. Ocenili smo, kako se 
točnost označevanja spreminja v odvisnosti od velikosti rojev slikovnih točk, saj drugi 
parametri ne vplivajo na točnost, ko upoštevamo samo apriorno informacijo (slika 8.5). 
 
Slika 8.5: Točnost označevanja v odvisnosti od velikosti rojev slikovnih točk pri upoštevanju 
samo apriorne informacije. 
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Analiza pri optimalnih parametrih pridobljenih na bazi iz notranjosti 
Za vzorce, pridobljene zunaj, smo naredili analizo točnosti samodejnih označb, ki smo jih 
pridobili z istimi parametri, ki so se izkazali za optimalne pri podatkovni zbirki, posneti v 
notranjosti (     
 5,      
  ,      ,      ).  
V nadaljevanju predstavimo rezultate poskusov, kjer smo oznake pridobili z različnimi 
grafičnimi modeli, pri katerih smo izpuščali določene vrste faktorjev. S tem smo pridobili 
tudi vpogled v delovanje grafičnega modela in vpliv posameznih faktorjev na točnost 
označevanja. Slika 8.6 prikazuje rezultate, ki smo jih pridobili z uporabo grafičnega 
modela, ki je zgrajen iz vseh vrst faktorjev: apriornih, vodoravnih, navpičnih in časovnih. V 
splošnem bomo grafe na sledečih slikah predstavili na enak način: (a) Na grafu zgoraj levo 
je predstavljen graf točnosti označevanja v odvisnosti od dolžine zaporedja slik, ki smo jo 
izmerili na podatkovni zbirki z odstranjenim šumom,  pri gradnji grafičnega modela pa 
nismo priredili faktorjev za upoštevanje šuma. (b) Zgoraj desno je predstavljen graf 
točnosti označevanja, kjer smo uporabili podatkovno zbirko, v kateri je bil prisoten šum, 
pri gradnji grafičnega modela uporabimo prirejene faktorje za upoštevanje šuma. (c) 
Spodaj levo je predstavljen graf točnosti označevanja, pri čemer uporabimo podatkovno 
zbirko iz katere smo šum odstranili, pri gradnji grafičnega modela smo priredili faktorje za 
upoštevanje šuma. (d) Spodaj desno je predstavljen graf točnosti označevanja, kjer smo 
uporabili podatkovno zbirko s prisotnim šumom, prav tako pa smo priredili faktorje za 
upoštevanje šuma. 
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Slika 8.6:  Točnost označevanja na podatkovni zbirki, posneti v zunanjosti. Pri gradnji 
grafičnega modela vgradimo vse vrste faktorjev, apriorne, vodoravne, navpične in 
časovne. Slika prikazuje točnost označevanja točk ob štirih različnih pogojih. Zgoraj levo: 
podatkovna zbirka brez šuma, brez prirejenih faktorjev. Zgoraj desno: podatkovna zbirka s 
šumom, brez prirejenih faktorjev. Spodaj levo: podatkovna zbirka brez šuma, s prirejenimi 
faktorji. Spodaj desno: podatkovna zbirka s šumom, s prirejenimi faktorji. 
 
Iz slike 8.6 razberemo, da število slik v zaporedju znatno vpliva na točnost označevanja. 
Na podatkovni zbirki brez šuma dodajanje slik v sekvenco skoraj vedno pozitivno vpliva na 
točnost označevanja (slika 8.6 (a) in (c)). Najbolj viden je skok pri dveh slikah, nato pa se 
točnost le malo spreminja. 
Prirejanje faktorjev za upoštevanje šuma poveča točnost označevanja šele pri večjem 
številu slik v zaporedju, sicer pa metoda bolje deluje brez prirejenih faktorjev (slika 8.6 (b) 
in (d)). 
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Slika 8.7: Brez apriori faktorjev. Slika prikazuje točnost označevanja točk ob štirih različnih 
pogojih. Zgoraj levo: podatkovna zbirka brez šuma, brez prirejenih faktorjev. Zgoraj desno: 
podatkovna zbirka s šumom, brez prirejenih faktorjev. Spodaj levo: podatkovna zbirka brez 
šuma, s prirejenimi faktorji. Spodaj desno: podatkovna zbirka s šumom, s prirejenimi 
faktorji. 
 
Slika 8.7 prikazuje rezultate, ki smo jih pridobili z modelom, kjer nismo upoštevali apriori 
faktorjev. Na grafih (a) in (c) vidimo, da je točnost označevanja za dolžino zaporedja 1 
primerljiva s točnostjo, ki jo pridobimo v primeru, ko pri gradnji modela upoštevamo vse 
faktorje. Z dodajanjem novih slik v zaporedja pa točnost označevanja po navadi pada. Na 
grafih (c) in (d) je mogoče razbrati, da prirejanje faktorjev za upoštevanje šuma znatno 
poslabša rezultat, z dodajanjem novih slik v zaporedje pa še dodatno pada. 
Na podlagi primerjave slik 8.6 in 8.7 je mogoče sklepati, da je apriorna informacija 
pomembna za dve stvari: 1) Točnost označevanja se z dodajanjem novih slik izboljšuje le, 
če upoštevamo tudi apriorno informacijo. 2) Metoda s prirejanjem faktorjev za 
upoštevanje šuma deluje le, če dodamo tudi apriorno informacijo. 
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Slika 8.8: Brez navpičnih faktorjev. Slika prikazuje točnost označevanja točk ob štirih 
različnih pogojih. Zgoraj levo: podatkovna zbirka brez šuma, brez prirejenih faktorjev. 
Zgoraj desno: podatkovna zbirka s šumom, brez prirejenih faktorjev. Spodaj levo: 
podatkovna zbirka brez šuma, s prirejenimi faktorji. Spodaj desno: podatkovna zbirka s 
šumom, s prirejenimi faktorji. 
 
Iz slike 8.8 je vidno, da navpični faktorji presenetljivo nimajo večjega vpliva na točnost 
označevanja. Na grafih (a) in (c) lahko sicer razberemo, da je pri dolžini zaporedja slik   
točnost označevanja sicer manjša (v primerjavi z grafi na sliki 8.6), se pa z dodano vsaj eno 
sliko točnost hitro povzpne in ustali pri nekoliko nižji vrednosti kot v primeru, ko 
upoštevamo vse faktorje. Podobno je z  rezultati, pridobljenimi na zbirki s šumom. 
Rezultati na (b) in (d) se le malo razlikujejo v primerjavi s tistimi iz slike 8.6. Prirejanje 
faktorjev za upoštevanje šuma ponovno rezultat poslabša. 
Majhen vpliv neupoštevanja navpičnih faktorjev je morda posledica posredne informacije 
o navpičnem sosedstvu v apriornih faktorjih (glej psevdoalgoritem v razdelku 7.3.2). 
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Slika 8.9: Brez vodoravnih faktorjev. Slika prikazuje točnost označevanja točk ob štirih 
različnih pogojih. Zgoraj levo: podatkovna zbirka brez šuma, brez prirejenih faktorjev. 
Zgoraj desno: podatkovna zbirka s šumom, brez prirejenih faktorjev. Spodaj levo: 
podatkovna zbirka brez šuma, s prirejenimi faktorji. Spodaj desno: podatkovna zbirka s 
šumom, s prirejenimi faktorji. 
 
Iz slike 8.9 razberemo, da ima neupoštevanje vodoravnih faktorjev podoben vpliv kot 
neupoštevanje navpičnih faktorjev. Najmočnejši vpliv imajo  apriorni faktorji. Samo 
upoštevanje apriornih faktorjev pa ni dovolj za visoko točnost označevanja (slika 8.5). Za 
visoko točnost je potrebno upoštevati še vsaj navpične ali vodoravne ali vse faktorje. 
Prirejanje faktorjev za upoštevanje šuma ni prineslo očitnega napredka, saj je točnost 
označevanja vedno nižja v primerjavi z modelom, ki je brez prirejenih faktorjev.  
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8.3 Rezultati modela z nevronsko mrežo 
Označevanje linijskih segmentov deluje s     točnostjo (desetkratno prečno 
preverjanje), kar je dober rezultat, predvsem če upoštevamo dejstvo, da model obenem 
tudi zazna področje, kjer je projicirani vzorec. Slika 8.10 prikazuje graf točnosti označevanj 
(in zaznavanja) področij, kjer so linijski segmenti projiciranega vzorca v odvisnosti od 
dodanega šuma. Pri učenju modela smo uporabili pošumljene slike, pri testiranju pa smo 
uporabili slike brez šuma. Izkaže se, da je sistem kljub dodanemu šumu v slikah učne 
množice, dovzeten za šum. 
 
Slika 8.10: Točnost označevanja z uporabo nevronskih mrež. 
 
Rezultat je primerljiv z rezultati v primeru uporabe verjetnostnih grafičnih modelov (    
z uporabo nevronske mreže in     z uporabo verjetnostnih grafičnih modelov (za 
zunanji prizor, slika 8.6)). Rezultat z nevronsko mrežo je mogoče bolj zanimiv, saj ob enem 
izvaja tudi zaznavanje področji s projiciranim vzorcem. Nekaj primerov zaznavanja in 
označbe področij na vhodni sliki prikazujejo slike 8.11, 8.12 in 8.13. 
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Slika 8.11: Rezultat na slikah z     množenim šumom. Zgoraj: samodejno pridobljene 
oznake. Spodaj: referenčne/pravilne oznake. 
 
  
  
Slika 8.12: Rezultat na slikah s     množenim šumom. Zgoraj: samodejno pridobljene 
oznake. Spodaj: referenčne/pravilne oznake. 
8.3 Rezultati modela z nevronsko mrežo  
78 
 
  
  
Slika 8.13: Rezultat na slikah s     množenim šumom. Zgoraj: samodejno pridobljene 
oznake. Spodaj: referenčne/pravilne oznake. 
 
Kot lahko vidimo na slikah 8.11, 8.12 in 8.13, model zelo dobro predvidi položaj zaznanega 
vzorca. Kljub dodanemu šumi se zaznana področja vzorca spreminjajo le na manjšem 
območju v (večinoma) navpični smeri. 
8.3.1 Kvalitativna analiza modela 
Parametri modela so pred optimizacijo (učenjem) nastavljeni na naključne vrednosti. Po 
učenju se v parametrih pojavijo določene regularnosti. Predvsem prvi nivo parametrov, ki 
na vhod dobi majhno sliko, lahko obravnavamo kot filtre, ki zaznavajo določene lastnosti 
slike. Po navadi pri rešitvah računalniškega vida obdelavo slike in izračun pomembnih 
značilk zgradimo ročno po določenih hevrističnih metodah, za katere menimo, da dobro 
rešujejo dani problem. Za naš problem je na primer pomembno zaznavati daljice, 
kontrastne dele slike in robove, ki nakazujejo na prisotnost projiciranega vzorca na sliki. 
Vendar pa je to samo naša domneva. S tem, da celoten potek obdelave prepustimo 
optimizacijskemu algoritmu, je zanimivo analizirati, kakšne oblike vhodnih filtrov 
pridobimo, ko je optimizacija končana. 
Uteži vsakega nevrona nevronske mreže lahko preoblikujemo v matriko velikosti         
in jo prikažemo kot sliko. Slika 8.14 prikazuje vseh    vhodnih filtrov. Zanimivo je videti, 
da noben filter ni povsem naključen, je pa na nekaterih mogoče izraziteje videti, da so se 
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naučili zaznavati neke vrste robov (druga vrsta, prvi stolpec) oziroma kontrastov na sliki 
(prva vrsta, tretji stolpec; četrta vrsta, peti stolpec).  
 
Slika 8.14: Naučeni filtri 32 vhodnih nevronov 
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V tem delu smo predstavili nekaj metod za označevanje projiciranih daljic pri sistemih za 
zajem globinskih slik. Za zajem slik smo uporabili posebno zasnovan slikovni senzor, ki z 
uporabo posebne sinhronizacije projiciranja projekcijskega vzorca in zajemanja slike zelo 
okrepi vidnost projekcijskega vzorca (slika 6.1). Prav tako ta metoda odpravlja motnje 
sistema, ki jih na sliko vnašajo projekcijski vzorci drugih podobnih sistemov (slika 6.3). 
Pri označevanju linijskih segmentov smo najprej predstavili rešitev z uporabo 
verjetnostnih grafičnih modelov. Pri tem smo upoštevali večje število slik in preizkusili, ali 
je točnost označevanja linijskih segmentov mogoče izboljšati z upoštevanjem informacije 
iz širšega (časovnega) konteksta. Pri tem smo vhodno sliko upragovili v binarno sliko in s 
tem pridobili večje število linijskih segmentov, ki smo jih razdelili v roje slikovnih točk. 
Večina teh segmentov je bila posledica projekcijskega vzorca. Manjši del pa se je na sliki 
pojavil tudi spontano kot posledica nepopolnega delovanja sistema in omejitev 
algoritmov, ki smo jih uporabili pri obdelavi slike. Take roje slikovnih točk smo razvrščali v 
   razredov (   projiciranih daljic in ozadje oziroma šum). Na podlagi rojev slikovnih točk 
v binarnih slikah smo zgradili grafični model, ki je sestavljen iz štirih vrst faktorjev – 
apriori, vodoravni, navpični in časovni faktorji. Pri poskusu izločitve oziroma odstranitve 
šuma smo faktorjem dodali še posebna stanja, ki omogočajo odpravo linijskih segmentov, 
ki niso posledica projiciranega vzorca. 
Za preizkus smo imeli na voljo dve različni podatkovni zbirki slik. Prva je bila posneta v 
notranjosti, druga pa za zunanjem parkirišču. S pomočjo prve podatkovne zbirke smo 
določili potrebne parametre za izgradnjo verjetnostnega grafičnega modela. Z uporabo 
parametrov, ki smo jih izbrali z uporabo prve podatkovne zbirke, smo preizkusili delovanje 
sistema na drugi podatkovni zbirki, ki je bila posneta v zunanjosti. Pomembna je bila 
predvsem analiza točnosti označevanja v odvisnosti od števila slik, ki jih upoštevamo pri 
izgradnji verjetnostnega grafičnega modela, ter analiza točnosti pri upoštevanju prirejenih 
faktorjev za odpravo šuma.  
Prva hipoteza se je izkazala za pravilno, saj upoštevanje večjega števila slik pripomore pri 
točnosti označevanja linijskih segmentov (slika 8.6), ni pa smiselno uporabljati več kot 
dveh slik, saj točnost najbolj skokovito naraste ravno med uporabo ene in dveh slik, 
potem pa ta rast ni več tako očitna.  
Uporaba prirejenih faktorjev za odpravo šuma v vseh primerih poslabša točnost 
označevanja. Ta z dodajanjem novih slik v zaporedje sicer raste, je pa v primerjavi z 
modeli, ki ne upoštevajo prirejenih faktorjev, nižja. 
Največji  vpliv na točnost označevanja imajo apriorni faktorji. Vodoravni in navpični 
faktorji imajo približno enak vpliv na točnost označevanja, mora pa biti v grafičnem 
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modelu, poleg apriornih faktorjev, prisotna vsaj ena izmed teh dveh vrst  (vodoravni ali 
navpični faktorji), če želimo visoko točnost označevanja.  
V drugem delu smo poskusili z uporabo povratnih nevronskih mrež (LSTM) na vhodni sliki 
zaznavati predele, na katerih je projiciran vzorec. Model je na vhodni sliki manjša 
področja velikosti         slikovnih točk klasificiral v enega od    razredov (  razred za 
ozadje,    razredov za vsako izmed projiciranih daljic). Model smo učili tako, da smo na 
vhod privedli vseh      takih majhnih področij, ciljni izhod pa je bilo zaporedje oznak 
vsakega področja. Nevronska mreža se s tem nauči na podlagi vhodnega zaporedja na 
izhodu predstaviti pravilno zaporedje oznak. Učenje smo izvedli z desetkratnim križnim 
preverjanjem. 
Da bi se izognili prevelikemu preprileganju učnih podatkov, smo vhodne slike umetno 
pošumili. S tem smo testirali tudi robustnost metode na šum. Kljub monotonemu padanju 
točnosti označevanja ob večanju skaliranja šuma, smo s to metodo dosegli visoke 
rezultate,     pravilno označenih področji. 
Dosegli smo zelo visoko točnost označevanja (    za     pomnožen šum), s tem da smo 
celoten potek obdelave prepustili optimizacijskemu algoritmu, ki je model optimiziral od 
surovih podatkov do končnega rezultata brez »ročne« obdelave oziroma pisanja 
programov za obdelavo slike.  
Predstavili smo več različnih metod, ki so primerne za sisteme za pridobivanje globinskih 
podatkov na podlagi aktivne triangulacije, predvsem s projektorjem vzporednih daljic (kjer 
so bile tudi preizkušene).  
V nadaljnjem delu bi bilo mogoče raziskati in razširiti uporabo nevronskih mrež z 
upoštevanjem daljših zaporedji slik, tako kot smo tako storili z uporabo verjetnostnih 
grafičnih modelov in preizkusiti delovanje na bolj reprezentativni bazi.  
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