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Resumen 
 
Actualmente, muchas aplicaciones utilizan las transmisiones multicast, tales 
como juegos en línea, aplicaciones de videoconferencia o de intercambio de 
archivos en una red P2P. No obstante, la transmisión multicast es un problema 
que todavía no ha sido resuelto de forma satisfactoria. 
 
En este trabajo, se presenta y estudia una familia de algoritmos capaces de 
resolver el problema del encaminamiento multicast, en los que un nodo 
denominado raíz o fuente tiene que enviar información a un grupo determinado 
de nodos. Estos algoritmos aprovechan el retardo de la transmisión de un 
mensaje entre un nodo y otro para reenviar el mensaje hacia otro nodo. 
 
Para estudiar el comportamiento de los algoritmos hemos trabajado con una 
red virtual que modela la red IP, a la que hemos añadido un determinado 
número de usuarios que ha variado desde 10 hasta 500. Estos usuarios 
forman finalmente el grupo multicast. A continuación se ha obtenido la red 
overlay, definida en la capa de aplicación, formada por el conjunto de los 
nodos de usuario. 
 
Finalmente, se han aplicado los algoritmos multicast sobre las distintas redes 
overlay, y se han comparado los resultados para definir el mejor algoritmo en 
cada escenario posible. 
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Overview 
 
Nowadays, many applications use multicast transmissions, such as online 
games, videoconference programs, or sharing applications in a P2P network. 
However, multicast transmission is a problem that has still not been 
satisfactorily solved. 
 
In this work we show a family of algorithms capable to solve this problem, in 
which a node called root or source sends information to a specific group of 
nodes. These algorithms take advantage of the transmission delay of a 
message between one node and another in order to send it towards another 
node. 
 
In order to study the behavior of these algorithms we have worked with a 
virtual network that models the IP network, to which we have added a number 
of users, from 10 to 500. These users form the multicast group. Later, we have 
obtained the overlay network. This network is defined in the application layer, 
and it is formed by the user nodes.  
 
Finally, the multicast algorithms have been applied on this network, and the 
best algorithms have been compared to choose the best one in each case. 
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Introducción  1 
INTRODUCCIÓN 
 
 
En los últimos años, el número de ordenadores conectados a Internet ha 
crecido de forma exponencial, así como el número de aplicaciones que se 
pueden ejecutar sobre ellos. Existen diversas aplicaciones que requieren 
conexión entre los usuarios, generalmente entre un ordenador y otro, o entre 
un ordenador y un grupo de ordenadores. Desde los orígenes de las redes de 
ordenadores, las transmisiones unicast (comunicaciones uno contra uno) y 
broadcast (comunicaciones entre una máquina y un grupo indefinido de estas) 
están disponibles para comunicaciones entre los elementos de una red. Por 
otra parte, las transmisiones entre una máquina y un grupo definido de ellas es 
un problema que todavía no se ha resuelto satisfactoriamente. Este tipo de 
transmisiones recibe el nombre de transmisiones multicast. En la actualidad, 
muchas aplicaciones utilizan este tipo de transmisiones, como los juegos en 
línea, el streaming de vídeo o el intercambio de archivos en una red P2P. 
 
Una posible solución al problema del encaminamiento multicast es el uso de 
direcciones IP multicast. Con todo, el número de direcciones IP multicast es 
muy bajo, lo que implica un número reducido y limitado de grupos y, además, 
algunos de los algoritmos y protocolos de encaminamiento multicast son 
complejos y, lo que es más importante, todos los equipos que forman la red IP 
(como los switches o los routers) tienen que saber interpretarlos. Dicho de otra 
forma, para emplear el servicio que ofrece IP multicast se tendría que cambiar 
buena parte de los equipos que forman las redes IP. 
 
En este trabajo, continuación de proyectos anteriores [10,11,12,13], se plantea 
otra estrategia para la transmisión multicast, definida sobre la capa de 
aplicación. Para ello se presenta una familia de algoritmos de encaminamiento 
que, dado su grado de abstracción, pueden ser utilizados en cualquier nivel de 
la torre de protocolos. Las características principales de estos algoritmos son: 
implementación simple, retardo de transmisión bajo y alta escalabilidad. 
 
Inicialmente [11,12,13] los algoritmos se definieron para enviar un único 
paquete en una red muy homogénea. Después, se han propuesto escenarios y 
redes más complejas, y se han añadido diferentes condiciones de 
comportamiento con el objetivo de mejorar el retardo final de la transmisión, de 
acuerdo con las características de las redes reales. 
 
Los algoritmos se han ejecutado sobre diversas redes simuladas. En concreto, 
hemos trabajado con una red virtual que modela la red de Internet y que consta 
de redes de tránsito, con velocidades y retardos elevados, y de redes de 
acceso, con velocidades y retardos pequeños, que se conectan a los nodos de 
tránsito. Seguidamente, se ha definido un conjunto de redes overlay, añadiendo 
a las redes anteriores un conjunto de nodos de usuario que forman el grupo 
multicast.  
 
Una vez definida cada red overlay, hemos aplicado los algoritmos de 
encaminamiento. Además del análisis realizado sobre las redes overlay, hemos 
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empleado grafos generados de forma aleatoria para evaluar y verificar el 
correcto funcionamiento de los algoritmos. Los resultados de las simulaciones 
muestran el instante de tiempo en el que cada nodo recibe un paquete, el 
retardo total de la transmisión, así como el árbol multicast que forma el 
algoritmo. Se han comparado los resultados de los diferentes algoritmos para 
escoger el mejor árbol multicast en cada caso. 
 
La memoria de este trabajo se divide en seis capítulos. En el primero, se 
describe el problema de la transmisión multicast y se presenta el modelo de red 
de Internet utilizado para las simulaciones. El segundo capítulo contiene una 
breve introducción a la teoría de grafos y al algoritmo de Dijkstra, que se ha 
aplicado en las simulaciones para obtener las redes overlay. En el tercero, se 
describen los algoritmos empleados para obtener las tablas de encaminamiento 
multicast. El cuarto presenta las aplicaciones con las que se han creado las 
redes overlay P2P y se han ejecutado los algoritmos de encaminamiento. El 
quinto capítulo detalla las simulaciones realizadas sobre las redes overlay y 
presenta distintas tablas de resultados, según el escenario planteado en cada 
caso. Finalmente, el último capítulo recoge las conclusiones y las líneas futuras 
de trabajo. 
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CAPÍTULO 1. TRANSMISIONES MULTICAST Y 
MODELADO DE LA RED IP 
 
1.1. Transmisiones multicast 
 
Toda red de comunicaciones, incluidas las redes de ordenadores, responde a 
una tipología de transmisión. Los tipos más comunes de transmisión son la 
comunicación punto a punto o unicast, en la que un nodo se comunica con otro 
como en la Red Telefónica Conmutada (RTC), y la transmisión broadcast, en la 
que la información se transmite desde un único nodo hasta todos los 
receptores de la red, tal y como sucede en una cadena comercial de radio. Por 
otra parte, cuando deseamos realizar transmisiones desde una fuente hasta un 
subconjunto determinado de usuarios, la transmisión es más compleja que en 
los casos anteriores. En este modo de transmisión, denominado multicast, un 
grupo conocido de usuarios recibe la información enviada desde una única 
fuente. 
 
Las aplicaciones multicast incluyen conferencias de vídeo, programas 
multijugador en línea, comunicaciones corporativas, aprendizaje a distancia, 
distribución de software, noticias, etc. El diseño inicial de IP no contemplaba la 
posibilidad de mantener transmisiones multicast, por lo que este tipo de 
direccionamiento, propuesto para ser implementado en la capa de red [1], es 
un añadido al protocolo IPv4. En consecuencia, el número de direcciones IP 
disponibles para grupos multicast es muy limitado, y la mayoría de ellas ya 
están reservadas. Además, para realizar el encaminamiento multicast se 
requieren algoritmos complejos, como la familia de protocolos Protocol 
Independent Multicast (PIM), que han de entender todos los elementos que 
forman la red IP (nodos receptores, routers, etc.).  
 
Estas razones hacen que la comunicación multicast en IPv4 sea compleja. 
Además, en IPv4 el grupo multicast se crea en el nivel de red de la pila de 
protocolos, de forma que una aplicación puede tener dificultades para 
administrar todo el grupo multicast. Las desventajas de la transmisión multicast 
en IP han conducido al desarrollo de nuevas aproximaciones en la capa de 
aplicación mediante el uso de arquitecturas P2P [2]. 
 
En una aproximación multicast sobre la capa de aplicación, conocida como 
overlay multicast, los peers participantes se autoorganizan en una topología 
overlay para la distribución de datos. En este caso, las funciones multicast no 
se implementan en los routers sino en cada uno de los nodos de usuario. Como 
es evidente, la capa de aplicación no es tan eficiente como la capa de red, ya 
que añade retardos y mayores consumos de ancho de banda, y también ofrece 
una menor estabilidad del árbol multicast. Este hecho puede perjudicar a 
aquellas aplicaciones que requieren una comunicación en tiempo real, como la 
retransmisión de un evento deportivo o un concierto en directo, especialmente 
sensibles al retardo y también al jitter (es decir, a la diferencia entre los retados 
de la transmisión de dos paquetes consecutivos). Por ejemplo, en aplicaciones 
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interactivas, como los juegos en línea, la información de cada participante debe 
enviarse al resto dentro de un cierto intervalo de tiempo para poder mantener 
un “diálogo” sin interrupciones. Por otro lado, en las aplicaciones en las que el 
retardo no tiene tanta importancia, como las aplicaciones de vídeo bajo 
demanda, cobra especial relevancia el jitter, puesto que en estos casos 
interesa que la cadencia con la que los paquetes llegan al destino sea 
constante (o más en general mayor a la tasa de bit de la información), para 
poder reconstruir el vídeo sin interrupciones. 
 
En este proyecto se presenta un conjunto de algoritmos para la obtención de 
árboles multicast con el objetivo de minimizar el retardo total de la transmisión 
–es decir, el tiempo que transcurre desde el momento en que se inicia la 
emisión del primer paquete hasta el momento en que el último nodo recibe el 
último paquete de la transmisión– y, también, con el objeto de mantener la 
cadencia de transmisión por encima de la tasa de bit de la fuente, según se ha 
explicado en el párrafo anterior. 
 
En la actualidad, existen numerosos estudios y propuestas para la transmisión 
multicast sobre la capa de aplicación, basados en protocolos que describen y 
gestionan distintos árboles multicast. En la bibliografía se describen dos 
aproximaciones básicas a este problema: nodos fijos y nodos dinámicos. La 
primera propuesta [2,3] dispone estratégicamente un conjunto de nodos 
especiales dentro de la red, cuando alguna aplicación requiere el servicio 
multicast. A pesar de que el árbol multicast que definen es bastante estable y 
fácil de administrar, es una solución que presenta inconvenientes similares a IP 
Multicast [20]. En la segunda propuesta, basada en nodos dinámicos [5,6,7], el 
conjunto de miembros de la red se autoorganiza para formar el árbol overlay 
multicast y se encarga de todas las funciones. En este contexto, en el que es 
frecuente que se añadan nuevos nodos o que algunos abandonen el grupo, la 
adaptación de la red a los posibles cambios cobra una especial relevancia. 
 
1.2. Modelado de la red IP 
1.2.1. Modelado de redes de computadores 
 
El estudio y análisis de algoritmos no puede realizarse normalmente sobre 
redes reales, que suelen ser grandes, difíciles de controlar y que, además, no 
acostumbran a estar disponibles para este tipo de pruebas. Es por este motivo 
que en la práctica se emplean simulaciones. Los modelos más habituales para 
modelar redes de computadores son: 
 
 Topologías regulares, como árboles, anillos, estrellas, etc. 
 Topologías conocidas, como ARPAnet o la conexión de redes NFSnet. 
 Topologías generadas de forma aleatoria. 
 
Estas tres opciones presentan, obviamente, ciertas limitaciones. Las topologías 
regulares o conocidas sólo representan una parte de las redes operativas de 
comunicaciones. Por otro lado, las redes aleatorias no representan 
normalmente la topología de ninguna red real. Este extremo debe tenerse en 
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cuenta, ya que el comportamiento de un algoritmo puede variar 
considerablemente de una topología a otra, como veremos más adelante. 
 
Otra opción es el uso de redes jerárquicas. Los dos modelos jerárquicos más 
habituales son el modelo N-Level y el modelo Transit-Stub. El primero de ellos, 
que parte de un grafo conexo y después sustituye recursivamente sus nodos 
por nuevos grafos conexos, describe una estructura de niveles jerárquicos en la 
que se pueden definir dominios y también propiedades como el coste de los 
enlaces. El modelo Transit-Stub es el que presentamos a continuación. 
 
1.2.2. El modelo Transit-Stub 
 
Para las redes IP hemos escogido en nuestro caso los grafos presentados por 
Ellen W. Zegura, Kenneth L. Calvert y Samrat Bhattacharjee [9]. En este 
modelo, los nodos representan los routers y switches, y las aristas los 
recorridos entre los elementos interconectados. Este modelo únicamente tiene 
en cuenta la estructura lógica de la red, y no incluye a usuarios individuales, es 
decir, los nodos terminales. 
 
En la figura 1.1 se muestra una red creada según este modelo. En primer lugar, 
se define un grafo conexo aleatorio, en el que cada nodo representa un 
dominio de tránsito completo. En el caso de la figura, existen dos dominios, 
sombreado cada uno en gris. Seguidamente, cada nodo se sustituye por un 
grafo conexo, que representa la red troncal para el correspondiente dominio de 
tránsito (con cinco y tres nodos respectivamente en la figura). Después, para 
cada nodo de cada dominio de tránsito se genera un conjunto de grafos 
aleatorios conexos que representan los dominios de acceso a dicho nodo, y 
que denominamos dominios stub. Finalmente, añadimos un cierto número de 
aristas entre los nodos de los dominios de tránsito y los nodos de los dominios 
stub (o también entre nodos que pertenezcan a diferentes dominios stub). Dado 
que todos los grafos son conexos, el grafo resultante también lo es. Cualquiera 
de estos grafos aleatorios puede crearse con un modelo sencillo de grafos 
planos. 
 
Los parámetros que se necesitan para la creación de un modelo de red basado 
en Transit-Stub son: 
 
 T: número de dominios de tránsito. 
 Nt: número promedio de nodos por dominio de tránsito. 
 K: número promedio de dominios de acceso por dominio de tránsito. 
 Ns: número promedio de nodos por dominio stub. 
 
A partir de estos parámetros se pueden utilizar las herramientas descritas en el 
cuarto capítulo para crear la capa de red de los distintos dispositivos. No 
obstante, el modelo Transit-Stub no define los nodos individuales 
correspondientes a los equipos de usuario. Por tanto, a la red troncal formada 
por los nodos de tránsito T y los nodos de acceso S, deben añadirse los nodos 
terminales o de usuario, que formarán el grupo multicast para el envío de la 
información. En este proyecto, los nodos de usuario se han añadido mediante 
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Fig. 1.1 Estructura del modelo Transit-Stub 
 
 
una aplicación escrita en Java (ver apartado 4.2) que conecta aleatoriamente 
cada uno de los nodos de usuario con uno de los nodos stub del grafo troncal. 
En la práctica, los nodos de usuario representan ordenadores que se conectan, 
a través una línea de acceso, con un nodo de acceso a Internet (como por 
ejemplo un ISP, representado en nuestro modelo por un nodo stub S), para 
formar parte de la red overlay. 
 
1.2.3. Grafos planos aleatorios 
 
Otro de los modelos empleados en este proyecto para analizar los algoritmos 
multicast son los grafos aleatorios. A pesar de que este tipo de grafos no 
representa fielmente la estructura de las redes IP reales, puede resultar útil 
para medir el correcto funcionamiento de los algoritmos y comparar las 
diferencias entre unos y otros. El modelo básico corresponde al modelo 
aleatorio puro, en el que se distribuyen los nodos en diferentes puntos del 
plano de forma aleatoria (en ocasiones no es necesario dar a cada nodo una 
posición en el plano), y después se añade una arista entre un par de nodos u y 
v con probabilidad α.  
 
El resto de modelos aleatorios también distribuyen los nodos de manera 
aleatoria sobre el plano, pero alteran la función de probabilidad para añadir una 
arista con el objetivo de conseguir una mejor aproximación a la estructura real 
de la red. El más utilizado de estos modelos es el modelo de Waxman en el 
que la probabilidad de añadir una arista entre dos nodos u y v viene dada por la 
expresión: 
 
P u, v  =  e-d/( L)                                           (1.1) 
 
 
En este caso   0,  ≤1, d es la distancia euclidiana entre u y v, y L es la 
distancia máxima entre dos nodos cualesquiera de la red. Existen otras 
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posibilidades como sustituir el valor de d por un número aleatorio entre 0 y L, o 
establecer   1. 
 
Otra topología similar al modelo de Waxman es el modelo exponencial. En este 
caso, la probabilidad de que exista una arista entre los nodos u y v viene dada 
por: 
 
 
P u, v  =  e-d/(L-d)                                          (1.2) 
 
 
En ambos casos la probabilidad de añadir una arista entre dos nodos 
disminuye conforme aumenta la distancia que separa ambos nodos. 
 
Por último, en el modelo de localización se dividen los nodos en diversas 
categorías, asignando a cada una de ellas una probabilidad de enlace. Por 
ejemplo, para dos categorías, la probabilidad de que haya una arista entre u y v 
es: 
 
 
P u, v =  
    si d   r 
   si d   r
                                         (1.3) 
 
 
En este caso r es un parámetro empleado para establecer los límites de la 
categoría. En la tabla 1.1 se presenta un resumen de los modelos aleatorios. 
 
 
Tabla 1.1. Modelos de grafos aleatorios 
 
Modelo Probabilidad de arista 
Aleatorio puro P u,v  =   
Waxman P u,v  =  e-d/( L) 
Exponencial P u,v  =  e-d/(L-d) 
Localización P u,v  =  
    si d   r 
   si d   r
  
 
 
En nuestro caso, como se describe más adelante, hemos escogido una serie 
de nodos (sin designarles una situación determinada en el plano, que en 
nuestro caso es secundaria) y los hemos unido todos entre sí (para obtener 
finalmente un grafo completo), describiendo cada arista mediante dos 
parámetros aleatorios: tiempo de transmisión y retardo de propagación. Estos 
valores se han escogido de manera aleatoria e uniforme dentro de un intervalo 
de valores permitidos. Cabe destacar que la topología de estos grafos es 
simétrica, es decir, los valores de la arista que une el nodo u con el nodo v son 
los mismos, que los de la arista inversa que va del nodo v al nodo u. 
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CAPÍTULO 2. TEORÍA DE GRAFOS 
 
2.1. Definiciones 
 
Un grafo simple G es un par (V(G),E(G)) tal que V(G) es un conjunto finito de 
elementos llamados nodos o vértices y E(G) es un conjunto finito de pares no 
ordenados de nodos, llamados aristas o ramas. El orden n de un grafo G=(V,E) 
es el cardinal de V(G), es decir, el número de nodos que lo forman. El tamaño 
E de un grafo se define como el número de aristas del grafo o cardinal de E(G). 
Normalmente, un grafo se dibuja mediante puntos, que representan los nodos, 
y líneas que representan las aristas que unen los nodos. Según la definición, 
un grafo simple G no tiene aristas repetidas, es decir, pares de nodos unidos 
por más de una arista. 
 
Tanto los nodos como las aristas de un grafo pueden tener asignadas una o 
varias etiquetas, en forma de aplicaciones Φ: V (G) → C y  Φ’: E (G) → C. De 
este modo, a cado nodo se le asocia una imagen que suele ser un número 
entero o un número real. En el presente proyecto, se han asignado dos 
etiquetas –números reales– a cada arista, una para los tiempos de transmisión 
y otra para los retardos de propagación entre cada par de nodos. 
 
Dos nodos u y v son adyacentes si están unidos por una arista uv. En este 
caso se dice que los nodos u y v inciden sobre la arista uv o bien que la arista 
uv incide sobre los nodos u y v. Dos aristas son adyacentes si tienen un nodo 
en común. El grado δ(u) de un nodo u es el número de aristas incidentes en u. 
Dado un grafo simple de orden n, el número máximo de aristas que puede 
tener es n(n-1)/2. La densidad ρ(G) de un grafo simple G de orden n se define 
como el cociente entre el número de aristas del grafo G y el máximo número de 
aristas de un grafo de orden n, de manera que se obtiene la expresión: 
 
 
  G =
E
n(n-1)/2
=
2E
n(n-1)
                                          (2.1) 
 
 
Una secuencia de aristas es una sucesión de aristas consecutivas v0v1,v1v2, 
v2v3, ...,vm-1vm, y representa un camino en el grafo. Si en dicha secuencia no se 
repiten aristas, se denomina camino, y si tampoco se repite ningún nodo, 
trayecto o camino simple. Un trayecto cerrado tal que el nodo inicial y el final 
coinciden, se denomina circuito.  
 
Dos nodos u y v están conectados si se puede trazar al menos un trayecto 
desde u hasta v. Un grafo G es conexo si podemos trazar, como mínimo, un 
trayecto entre dos nodos cualesquiera de V(G), es decir, si todos sus nodos 
están conectados entre sí. Cada uno de los conjuntos conexos de nodos en los 
que se puede descomponer un grafo no conexo recibe el nombre de 
componente conexo del grafo. 
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La distancia d(u,v) entre dos nodos u y v es el mínimo cardinal de todos los 
trayectos que pueden trazarse entre u y v, es decir, el menor número de aristas 
que hay que recorrer para ir de un nodo a otro. Si el grafo no es conexo, y dos 
nodos se encuentran en componentes conexos diferentes, se considera que la 
distancia entre ellos es infinita. La excentricidad ε(u) de un nodo u es la máxima 
distancia del nodo u a cualquier otro nodo del grafo. El diámetro D(G) de un 
grafo G es la máxima excentricidad de todos los nodos del grafo, es decir, la 
máxima distancia que separa dos nodos del grafo. De otro lado, el radio R(G) 
de un grafo se define como la mínima de sus excentricidades. 
 
 
 
Fig. 2.1 Ejemplos de grafo conexo y de grafo no conexo 
 
 
Un grafo conexo que no contiene ningún circuito (o camino cerrado) es un 
árbol. En un árbol, todo par de nodos está conectado por un único camino. Se 
puede demostrar ([8] y [16]) que las siguientes proposiciones, referidas a la 
definición de árbol y sus propiedades, son equivalentes: 
 
i. T es un árbol formado por n nodos. 
ii. T no contiene ningún ciclo y dispone de n-1 aristas. 
iii. T es conexo y contiene n-1 aristas. 
iv. T es conexo y cada arista es un istmo, es decir, la eliminación de cada 
arista divide el grafo en dos componentes conexas. Además, estas 
componentes no contienen ciclos. 
v. Cada pareja de nodos de T está conectada por un único camino. 
vi. T no contiene ningún ciclo, pero la presencia de una nueva arista 
formaría exactamente un único ciclo. 
 
 
 
 
 
 
 
Fig. 2.2 Ejemplos de árbol, grafo completo y grafo regular 
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Si todos los nodos de un grafo tienen el mismo grado decimos que se trata de 
un grafo regular. En particular, si todos los nodos del grafo tienen grado r, el 
grafo es regular de grado r o r-regular. Un grafo completo Kn es un grafo simple 
(n-1)-regular tal que todos sus nodos son adyacentes entre sí. El tamaño del 
grafo completo Kn es n(n-1)/2. 
 
Un grafo dirigido o digrafo G se define como un par ordenado (V(G),A(G)), 
donde V(G) es un conjunto de nodos, y A(G) es un conjunto finito de pares 
ordenados de V(G), denominados aristas o arcos. En este caso, una arista 
tiene dirección (representada gráficamente mediante una flecha) y “se dirige” 
de un nodo v a otro nodo w. De este modo, la arista vw y la arista wv son 
diferentes y se dice que wv es la arista invertida de vw. 
 
Decimos que G es un digrafo simple si no tiene ninguna arista que vaya de un 
nodo a sí mismo, y todas las aristas de G son diferentes. Si G es un digrafo, el 
grafo que obtenemos eliminando las direcciones de las aristas recibe el nombre 
de grafo base de G. 
 
 
 
 
Fig. 2.3 Ejemplo de digrafo y grafo base asociado 
 
 
Todas las definiciones descritas previamente para un grafo simple se pueden 
extender a los digrafos. Por tanto, se pueden definir aplicaciones de etiquetado 
Φ:V(G)→ C y Φ’:A(G) → C, sobre los nodos y las aristas, y también secuencias 
finitas de aristas v0v1, v1v2, ..., vm-1vm denominadas caminos, donde no se repiten 
ni aristas ni nodos. 
 
Un digrafo G es débilmente conexo si el grafo base de G es un grafo conexo. Si 
existe, además, un trayecto de v a w para cualquier par de nodos v y w  
decimos que el grafo G es fuertemente conexo. Aunque todos los digrafos 
fuertemente conexos son débilmente conexos, no todos los digrafos débilmente 
conexos son fuertemente conexos. 
 
2.2. Búsqueda del camino más corto.  Algoritmo de Dijkstra 
 
2.2.1. El problema del camino más corto 
 
El objetivo principal de este proyecto es estudiar el comportamiento de un 
conjunto de algoritmos para la transmisión de información en redes multicast. 
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Para ello va a ser necesario calcular el camino más corto que une cualquier par 
de nodos de la red, así como el coste de la transmisión, problema clásico de la 
teoría de grafos que se resuelve de forma óptima mediante el algoritmo de 
Dijkstra. En particular, el algoritmo de Dijkstra busca la distancia más corta de 
un nodo u al resto de nodos del grafo. Para encontrar el camino más corto 
entre cualquier par de nodos, se ha de ejecutar el algoritmo consecutivamente 
tomando en cada caso, como nodo de origen, cada uno de los nodos del grafo. 
  
2.2.2. Funcionamiento del algoritmo de Dijkstra 
 
En el caso en que, como se ha dicho, Dijkstra toma el nodo u como nodo 
origen, cada nodo v del grafo G tiene una etiqueta asociada L(v) que indica la 
menor distancia conocida desde el nodo u hasta el nodo v. Inicialmente, el 
valor de L(v) es el peso w(u,v) de la arista que une a los nodos u y v, si esta 
existe, o infinito en caso contrario. Igualmente, se considera que el coste de 
permanecer en el nodo u es 0. 
 
El algoritmo define un conjunto de nodos T  V que aumenta conforme se 
ejecuta el algoritmo, y que contiene los nodos para los que se ha encontrado el 
camino más corto (desde u hasta cada uno de ellos). Inicialmente, T sólo 
contiene el nodo u. Cuando el algoritmo finaliza, el valor de L(v) recoge el coste 
del camino más corto desde u hasta el nodo v de V(G). 
 
En cada iteración, el algoritmo añade un nuevo nodo a la lista T. Para ello se 
escoge el nodo v’ que todavía no pertenece a T y tiene la etiqueta L(v’) más 
pequeña. Es decir, se escoge el nodo v’ más cercano a u que todavía no 
pertenece a T. Después de este paso, se actualizan las etiquetas de los nodos 
sobre los que incide v’, de manera que recalculamos las distancias desde u a 
estos nodos. El proceso se repite hasta que todos los nodos del grafo se 
encuentran en la lista. En la figura 2.4 podemos ver el pseudocódigo que 
muestra los pasos que se realizan en la ejecución del algoritmo. 
 
 
1. para todo v  u   L(v) = w(u,v) 
2. L(u) = 0 
3. T = {u} 
4. mientras T ≠ V 
    Inicio 
5. encuentra v’T tal que para todo vT  L(v’) ≤ L(v) 
6. T = T  {v’} 
7. para todo vT tal que v’ es adyacente a v 
                 si L(v) > L(v’) + w(v’,v) 
                 entonces L(v) = L(v’) + w(v’,v) fin si 
    fin para 
    fin mientras 
 
Fig. 2.4 Algoritmo de Dijkstra 
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Puede demostrarse fácilmente que el algoritmo de Dijkstra es óptimo. Para ello, 
probaremos que cada vez que un nodo v’ se añade a T, la etiqueta L(v’) indica 
la distancia mínima de u a v’. Supongamos que esto no es así, y que existe un 
camino más corto de u a v’. Sea w2 el primer nodo adyacente a u por el que 
pasa este nuevo camino de u a v’ de distancia menor a L(v’). El nodo w2, por 
construcción, deberá pertenecer a T, debido a que la distancia de u a w2, que el 
algoritmo conoce desde la primera iteración, es menor que L(v’) y por tanto w2 
se habrá escogido antes que v’. 
 
El mismo argumento puede repetirse para el siguiente nodo w3 del camino 
entre u y v’, que tendrá una distancia desde u inferior a L(v’) –calculada al 
añadirse w2 a T– y que por tanto se habrá añadido anteriormente a T. El 
argumento se repite de nuevo para el siguiente nodo y así sucesivamente 
hasta llegar al nodo final v’. De aquí se deduce que, de existir un camino más 
corto de u a v’, el algoritmo debería ir añadiendo en la lista T los nodos 
w2,w3,w4,… que forman dicho camino y por tanto lo habría encontrado. 
Además, como al finalizar el algoritmo todos los nodos se han añadido a la lista 
T, el algoritmo de Dijkstra encuentra el camino más corto desde el nodo u hasta 
el resto de nodos del grafo. 
 
 
 
 
Iteración V’ L(u) L(v1) L(v2) L(v3) L(v4) T 
0 - 0 1 2 4 ∞ {u} 
1 v1 0 1 2 4 4 {u, v1} 
2 v2 0 1 2 3 3 {u, v1, v2} 
3 v3 0 1 2 3 3 {u, v1, v2, v3} 
4 v4 0 1 2 3 3 {u, v1, v2, v3, V4} 
 
Fig. 2.5 Ejemplo de ejecución del algoritmo de Dijkstra para un nodo u 
 
 
El algoritmo de Dijkstra requiere un tiempo de cálculo de orden O(n2), lo que en 
la práctica significa que se pueden encontrar los caminos óptimos en tiempos 
de computación razonables. Para determinar el mínimo L(v’) (línea quinta del 
pseudocódigo del algoritmo), necesitamos O(n) comparaciones, y la séptima 
línea no requiere más de n asignaciones. Estas dos líneas se encuentran 
dentro de la sentencia mientras de la cuarta línea, que se ejecuta (n-1) veces. 
Por tanto, el algoritmo completo se ejecuta en un tiempo de orden O(n2). 
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Por último, debe añadirse que el algoritmo de Dijkstra no sólo calcula el coste 
del camino más corto entre dos nodos, sino que también determina la ruta que 
sigue el camino óptimo. Para ello basta añadir una serie de etiquetas a cada 
nodo del grafo, de manera que cada vez que se actualiza el valor L(v’) de un 
nodo v’, se señala el nodo v a partir del cual se ha calculado el valor de L(v’). 
De este modo, el algoritmo no sólo calculará el coste de los caminos, sino que 
además nos permitirá obtener la sucesión de nodos de coste mínimo desde u 
hasta cualquier otro nodo del grafo. 
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CAPÍTULO 3. ALGORITMO MULTICAST 
 
En este capítulo presentamos un algoritmo, llamado Message Stream Multicast 
MSM para la transmisión multicast de datos. Inicialmente describimos el 
modelo del cartero, o postal model, en el que un nodo fuente envía información 
a un conjunto de nodos. A continuación se presentan una serie de 
modificaciones sobre el algoritmo inicial que se desarrollan y comparan en los 
siguientes capítulos. 
 
3.1. El modelo del cartero  
 
Para mejorar la transmisión de datos entre nodos, o peers en el contexto de 
una red P2P, A. Bar-Noy, y S. Kipnis introducen en [14] el MPS(n) Postal 
Model, que caracteriza un sistema message-passing o de mensaje pasarela, en 
el que se emplean técnicas de conmutación de paquetes y se define un 
parámetro de latencia λ ≥ 1 correspondiente al tiempo que transcurre desde que 
un peer empieza a enviar el mensaje hasta que este es recibido 
completamente por otro peer. 
 
La latencia puede calcularse, por tanto, como la suma del tiempo de 
transmisión más el tiempo de propagación del enlace. La idea básica del 
modelo propuesto en [14] consiste en aprovechar el retardo de la transmisión 
para enviar el mensaje a otros peers. Es decir, en lugar de permanecer en 
silencio esperando que la información llegue al destino, el peer fuente reenvía 
el mensaje a otros peers para inundar antes la red. 
 
Del mismo modo, los peers que ya han recibido un mensaje pueden 
retransmitirlo a otros peers antes de recibir el siguiente mensaje. El modelo del 
cartero busca árboles de encaminamiento óptimos basados en árboles de 
Fibonacci, en oposición a los tradicionales árboles binomiales. A pesar de que 
el modelo original presentado en [14] está pensado para transmisiones 
broadcast, puede extenderse de manera sencilla a las transmisiones multicast, 
creando un conjunto de peers destino y transmitiendo en broadcast la 
información sobre ellos. 
 
La figura 3.1 muestra la transmisión desde el peer p0 a siete peers diferentes, 
utilizando un árbol binomial y otro de Fibonacci. En ambos casos, cada peer 
puede enviar un paquete en cada unidad de tiempo, y el valor de la latencia es 
λ = 2, ya que se requieren dos unidades de tiempo para ir de un peer a otro. El 
tiempo de propagación es por tanto igual a una unidad de tiempo. El árbol de la 
izquierda utiliza un árbol binomial y necesita seis unidades de tiempo para 
enviar los datos a todos los peers. El de la derecha utiliza el árbol de Fibonacci 
del modelo del cartero, y sólo necesita cinco unidades de tiempo para cubrir 
todos los peers.                   
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Fig. 3.1 Árboles de transmisión: binomial (izquierda) y de Fibonacci (derecha) 
 
3.2. El modelo del cartero extendido  
 
En el presente proyecto, continuación de trabajos anteriores [10,11,12,13], se 
trabaja con un modelo extendido del modelo del cartero que hemos 
denominado Extended MPS o según el acrónimo EMPS. Para ello, hemos 
definido un sistema de mensaje pasarela EMPS(n,λ,µ) de n peers, con 
conectividad full-duplex entre los peers {p0,p1,...pn-1}, en el que cada peer p 
puede enviar simultáneamente un mensaje a un peer q y recibir otro mensaje 
de un segundo peer r, de acuerdo con los parámetros siguientes: 
 
 Para cada peer p en un sistema de mensaje pasarela, se define un 
tiempo de transmisión µp como el tiempo que necesita p para transmitir 
un mensaje de longitud L. Se denota µ al vector de todos los µp. En un 
contexto más detallado podemos definir un tiempo de transmisión µpq 
para cada par de peers p y q. En este caso, µ  es una matriz cuadrada 
con todos los tiempos de transmisión µpq. 
 
 Para cada par de peers p y q, se define la latencia de comunicación λpq 
entre dos peers p y q. Si en el instante t el peer p empieza a enviar un 
mensaje M al peer q, entonces el peer p enviará el mensaje M durante el 
intervalo de tiempo [t,t+ µpq],  y el peer q recibirá el mensaje M durante el 
intervalo [t–µpq+λpq,t+λpq], como se muestra en la figura 3.2. Tal y como 
se ha definido, la latencia es la suma del tiempo de transmisión del peer 
p y el retardo de propagación entre p y q. Se denota λ a la matriz 
cuadrada de todas las λpq. 
 
 
 
Fig. 3.2 Latencia y tiempo de transmisión 
 
p   q 
pq
μ
 
pq
λ
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A pesar de que una red overlay normalmente es una red completamente 
conexa, la representación del EMPS(n,λ,µ) no requiere conectividad total. 
También se asume que el tiempo de procesado de los peers es negligible. Sin 
embargo, el modelo puede modificarse fácilmente cuando un peer p tiene un 
tiempo de procesado diferente de cero, si se añade el tiempo de procesado a la 
latencia cada vez que p retransmite un paquete por primera vez. 
 
El modelo EMPS(n,λ,µ) es una generalización del MPS(n) de [14]. En MPS(n) 
todos los peers son idénticos, de forma que µp es la unidad para todos los 
peers, λpq tiene también el mismo valor para cualquier par de peers p y q, y la 
red overlay es un grafo completo. Contrariamente, el modelo EMPS(n,λ,µ) 
considera peers heterogéneos, de tal forma que podemos tener diferentes 
tiempos de transmisión para peers diferentes y también se asumen diferentes 
retardos de propagación entre cada pareja de peers. 
 
Por simplicidad, se asume que para los mensajes de igual tamaño, la latencia 
de comunicación es constante. Es decir, no se tiene en cuenta la posible 
variación de la latencia de la comunicación debido a la carga y la pérdida de 
enlaces en la red. Las redes definidas en el nivel de aplicación utilizan los 
servicios que proveen las capas inferiores, como los protocolos TCP/IP, para 
establecer las comunicaciones unicast full-duplex entre cada par de peers. En 
el presente proyecto vamos a obviar no obstante las características de las 
capas inferiores a la capa de aplicación. El término de mensaje se refiere a la 
pieza de datos enviada por un peer a otro utilizando los protocolos de las capas 
inferiores. 
 
 
 
 
Fig. 3.3 Comparación entre EMPS(n,λ,μ) y el árbol generador mínimo. El 
tiempo de transmisión μ es uno para todos los peers y la latencia es el peso de 
la arista. Entre paréntesis se muestra el tiempo en que cada peer recibe el 
mensaje. 
18                                                                                                                       Algoritmos Multicast en Redes P2P     
 
3.3. Algoritmo Single Message Multicast SMM 
 
A continuación se define el problema de la transmisión multicast de un mensaje 
en un sistema de mensaje pasarela. Sea p0 un peer del modelo EMPS(n,λ,µ) 
que ha de enviar un mensaje a un conjunto de peers R = {p1,p2,...,pn-1} en el 
instante t = 0. Debemos encontrar un algoritmo que minimice el tiempo de 
multicast, es decir, el instante en que el último peer de R recibe el mensaje M. 
Aunque el resultado de EMPS(n,λ,µ) es un árbol generador multicast (esto es, 
un árbol que conecta todos peers de la red), la figura 3.3 muestra que este 
problema es diferente del problema del árbol generador mínimo. En nuestro 
caso, además, el retardo de propagación entre dos peers p y q no es siempre 
el peso λpq de la arista que los une, dado que si el peer p ha reenviado el 
mensaje a otros peers previamente, entonces a la latencia λpq se tiene que 
añadir la suma de los anteriores tiempos de transmisión de p. 
 
En [14] los autores definen el algoritmo BCAST que proporciona el tiempo 
óptimo para el caso de los árboles multicast con conexión total, y valores µp = 1 
y λpq = 1 para cualquier par de peers p y q. Este árbol óptimo se basa en una 
generalización de los árboles de Fibonacci. Los autores demuestran además 
que en cualquier estrategia óptima, una vez un peer ha recibido el mensaje, lo 
ha de reenviar a un nuevo peer cada unidad de tiempo. Este principio también 
se ha aplicado en nuestro modelo EMPS(n,λ,µ) con la diferencia que ahora las 
transmisiones de los mensajes de un peer p tienen que ocurrir cada tiempo de 
transmisión µp. El algoritmo que se propone, llamado SMM Single Message 
Multicast, se representa en la figura 3.4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.4 Algoritmo SMM 
 
 
Data: EMPS(n,λ,μ) 
Result: routing[i].send[j] 
send1; 
routing[i].send[j]0 ji , ; 
routing[i].tnext   i ; 
routing[root].tnext lowest latency of 
root; 
while send < n do 
i imin(); 
next routing[i].index; 
routing[i].send[next]1; 
update_i(routing[i].index); 
update_t(routing[i].tnext); 
update_i(routing[next].index); 
update_tn(routing[next].tnext); 
sendsend+1; 
end 
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Las variables, matrices y funciones que emplea el algoritmo son las siguientes: 
 
 routing[i].send[j]: es la tabla de encaminamiento. Inicialmente, todos sus 
valores son 0. Cuando SMM finaliza, routing[i].send[j] igual a 1 significa 
que el peer i tiene que reenviar el mensaje al peer j. Como cada  peer 
tiene una lista ordenada de sus vecinos de acuerdo con su latencia (o en 
algunos casos de acuerdo con el tiempo de transmisión, como se explica 
más adelante), una vez que el peer i ha recibido el mensaje, lo reenviará 
al primer peer j tal que routing[i].send[j]=1. Posteriormente lo enviará al 
siguiente peer k con routing[i].send[k]=1 y así sucesivamente. 
 i: el peer que envía el mensaje en cada iteración. 
 next: el peer que recibe el mensaje en cada iteración. 
 routing[i].index: apunta al peer más cercano de i que todavía no ha 
recibido el mensaje. Entendemos como peer más cercano el que tiene 
una latencia (tiempo de transmisión más tiempo de propagación) más 
pequeña respecto i. 
 routing[i].tnext: tiempo en el que si un peer i envía el mensaje, este 
llegará al peer más próximo de los peers no visitados. 
 imin(): escoge el peer con un routing[i].tnext más bajo. 
 update_i(): busca el peer más cercano a i del conjunto de peers que 
todavía no han recibido el mensaje. 
 update_t(): una vez que el peer i ha reenviado el mensaje, update_t() 
calcula el seguiente valor para routing[i].tnext. Es decir, extrae al valor 
previo la última latencia, y añade la siguiente latencia (del peer más 
cercano que todavía no ha recibido el mensaje) más el tiempo de 
transmisión. 
  update_tn(): como update_t() pero aplicado al peer que acaba de recibir 
el mensaje. Al tiempo en que el peer recibe el mensaje, se añade la 
latencia de peer más cercano, escogido entre los que no han recibido el 
mensaje. 
 
El funcionamiento del algoritmo es sencillo. En cada iteración SMM escoge el 
peer que todavía no ha recibido el mensaje y que tiene el coste más bajo, es 
decir, el peer que todavía no ha sido visitado y que puede recibir antes el 
mensaje desde cualquiera de los peers que ya lo han recibido. Una vez el 
nuevo peer recibe el mensaje, el algoritmo recalcula los tiempos de llegada al 
resto de peers, considerando que el nuevo peer puede reenviar el mensaje 
inmediatamente, y escoge el siguiente peer con el tiempo de llegada más bajo 
y le reenvía el mensaje. Para el cálculo de los tiempos de llegada se asume 
que cuando un peer ha acabado la transmisión a otro peer, comienza 
inmediatamente la retransmisión del mensaje hacia otro peer destino. 
 
El algoritmo SMM es muy similar al algoritmo de Dijkstra [15], con la diferencia 
que en EMPS(n,λ,µ) el retardo entre dos peers p y q no es constante. De 
hecho, en EMPS(n,λ,µ) el retardo entre p y q es igual a la suma de λpq más µp 
multiplicado por el número de retransmisiones previas del peer p (o, cuando el 
tiempo de transmisión p es variable según el destinatario, a la suma de λpq y el 
tiempo total de todas las transmisiones anteriores de p). 
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Considérese la red presentada en la figura 3.5, donde los pesos de las aristas 
corresponden a la latencia de comunicación λpq (tiempo de transmisión más 
tiempo de propagación) entre los peers que une la arista. Por simplicidad, se ha 
supuesto que el tiempo de transmisión de todos los peers es igual a la unidad. 
También se asume que el peer fuente es p0. En el instante t = 0, p0 envía al peer 
p1 el mensaje, que llega en t   = 10. En t   =  1, p0 tiene su enlace disponible y puede 
enviar el mensaje al siguiente peer más cercano p2, que recibirá el mensaje en 
t = 11. Así mismo, para los peers p3 y p4, los tiempos de llegada desde p0 se 
calculan como t = 22 y t = 23 respectivamente, mientras que desde p1 estos 
tiempos de llegada serán t = 20 y t = 21. De esta manera, el mensaje llegará a los 
peers p3 y p4 a través del peer p1. 
 
 
 
 
Fig. 3.5 Ejemplo del algoritmo SMM en un grafo completo 
 
 
Se puede observar que si p2 reenvía el mensaje al peer p4, el mensaje también 
llegará en t = 21. La selección de uno de los dos peers p1 o p2 para el envío del 
mensaje a p4 depende de la utilización de una comparación estricta o no en la 
línea en la que el algoritmo escoge el siguiente peer (nos referimos al uso de 
“<” o “≤”). Esta consideración presenta un efecto en el grado de los peers 
dentro del árbol multicast, y por tanto en la carga de los peers en términos de 
computación de redes. Aunque los efectos de carga de computación no son el 
objetivo principal de este estudio, parece útil preservar el grado de los peers al 
mínimo, sobre todo teniendo en cuenta que en las redes overlay P2P los peers 
corresponden a los dispositivos finales de usuario. 
 
Se puede probar que el tiempo multicast conseguido para el algoritmo SMM es 
mínimo cuando µp= 0 para todos los peers. La prueba es simple: en este caso, 
el retardo entre dos peers p y q es siempre igual al peso λpq de la arista que los 
une, y de esta manera, el algoritmo corresponde al algoritmo óptimo Dijkstra de 
complejidad O(n2). Asimismo, para un caso general, el algoritmo SMM no es 
siempre óptimo. En la figura 3.6 se muestra una red en la que SMM no obtiene 
el árbol óptimo. En la imagen de la izquierda se ha aplicado el algoritmo SMM 
con el resultado de un tiempo multicast de 7. En la de la derecha, se muestra 
como este tiempo puede reducirse a 5 redefiniendo los órdenes de transmisión. 
En consecuencia, si la fuente empieza con el peer p3, y sigue con p1, y finaliza 
con p2, el retardo multicast será de 5. En este dibujo, se muestra entre 
paréntesis el tiempo en el que el paquete llega a cada peer. El tiempo de 
transmisión es igual a 1 para todos los peers. 
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Fig. 3.6 Ejemplo de red en la que SMM no es óptimo 
 
 
En cualquier caso, para una red overlay se puede asumir que μp << λpq 
  p,q y de esta manera se puede aproximar μp ≈ 0. Esto significa que en una red 
overlay el algoritmo SMM es casi óptimo (dado que hemos visto que para μp = 0, 
el algoritmo es óptimo). Además, en el caso en que μp ≠ 0, se puede encontrar 
una solución óptima por exploración exhaustiva, es decir, analizando todos los 
posibles árboles multicast. En primer lugar se escoge el primer peer al que el 
nodo raíz manda el mensaje, lo que da n-1 combinaciones. A continuación se 
escoge el siguiente peer receptor entre los n-2 restantes así como el peer que 
se lo manda, uno de los dos que ya lo tiene (el nodo raíz o el primer peer que 
ha recibido el mensaje), lo que un de total 2·(n-2) combinaciones. Para el 
siguiente peer podemos escoger entre n-3 receptores y 3 emisores, así que 
tendremos 3·(n-3) combinaciones, y así sucesivamente hasta llegar al último 
peer, en el que podremos escoger entre n-1 emisores y un solo receptor. En 
total tendremos por tanto 1·(n-1)·2·(n-2)·3·(n-3)· ··· ·(n-2)·2·(n-1)·1=(n-1)!2 
combinaciones, es decir, (n-1)!2 posibles árboles multicast. Una vez se ha 
completado cada árbol se puede calcular el retardo total de la transmisión de 
un mensaje y escoger el mejor árbol posible. En todo caso, el valor  (n-1)!2 no 
es manejable en la práctica para valores altos de n. Incluso una red de n = 10 
nodos daría 13,17·1010 árboles posibles, lo que en la práctica supondría un 
tiempo de cálculo enorme.  
 
En este punto, se puede probar que la complejidad del algoritmo SMM para 
EMPS(n,λ,µ) es de O(n2). Para cada iteración, SMM busca el peer que todavía 
no ha recibido el mensaje y que presenta el retardo más bajo. Dado que el 
número máximo de peers sin visitar es n, esta operación requiere como 
máximo n-1 comparaciones. Además, como el algoritmo ejecuta cada paso 
para cada peer que ha recibido el mensaje, el número total de iteraciones es 
igual al número de peers. En consecuencia, se tienen n iteraciones y en cada 
una de ellas se hacen un máximo de n-1 comparaciones más algunas 
operaciones básicas y acotadas que presentan como resultado una 
complejidad de O(n2). 
 
3.4. Message Stream Multicast Algorithm MSM 
 
El algoritmo SMM se ha definido para la transmisión multicast de un único 
mensaje. Esta limitación supone un inconveniente, ya que normalmente se 
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quiere enviar más de un mensaje. Así, el algoritmo SMM sólo tiene sentido en 
el caso en que la diferencia entre la producción de dos mensajes consecutivos 
sea mayor que el tiempo multicast de transmisión de un mensaje. Si 
consideramos, por ejemplo, una aplicación real de streaming de vídeo en una 
red P2P, lo que se ha considerado como mensaje en EMPS(n,λ,µ) puede ser 
un cuadro (frame en inglés) de vídeo. En la práctica, dos cuadros de vídeo 
consecutivos se forman con una diferencia de tiempo igual a la inversa del 
número de cuadros por segundo (fps), que suele tener un valor entre 16 y 32 
fps, dependiendo de la calidad de vídeo. De esta manera, la fuente tiene que 
enviar dos mensajes consecutivos en un intervalo de tiempo comprendido entre 
31,25 y 62,5 ms. 
 
La primera aproximación al streaming de mensajes es la de repetir 
indefinidamente la tabla de encaminamiento obtenida por el algoritmo SMM, 
enviando cada mensaje como si fuera independiente del resto. Esto significa 
que cuando un mensaje llega finalmente a todos los miembros del grupo 
multicast, la fuente inicia la transmisión multicast del siguiente mensaje, y así 
sucesivamente. 
 
El retardo total de multicast del stream será en este caso el número de 
mensajes M multiplicado por el retardo multicast SMM de un único mensaje 
(que a partir de ahora denominaremos t0). El principal inconveniente de esta 
solución es que la fuente no puede comenzar a enviar el siguiente mensaje 
mientras todos los miembros del grupo no hayan recibido el anterior, y esto 
puede aumentar la cadencia del mensaje. Tal y como se ha definido el 
algoritmo SMM, la fuente normalmente retransmitirá el mensaje hasta el final 
de la comunicación, para inundar antes el grupo multicast y minimizar el retardo 
total de un único mensaje. Para el caso de la transmisión de vídeo, la pérdida 
de cadencia puede solucionarse mediante técnicas de buffering, pero en todo 
caso afectará al retardo total de la comunicación. 
 
A continuación, consideramos una nueva posibilidad para transmisiones 
multicast cuando se quiere transmitir más de un mensaje. Antes de que el 
primer mensaje llegue a todos los peers, la fuente puede dejar de enviarlo y 
comenzar a transmitir el segundo. Con esta restricción, aumenta el retardo con 
que el primer mensaje llega a toda la red. Pero por otra parte se inicia antes la 
transmisión del segundo mensaje, y del tercero, y así sucesivamente, de forma 
que el tiempo ahorrado entre el envío de dos mensajes consecutivos se irá 
acumulando progresivamente, y si el número de mensajes es suficientemente 
grande, compensará el aumento del retardo t0 del primer mensaje. 
 
El algoritmo modificado, denominado MSM-s Message Stream Multicast 
Algorithm, permitirá a cada peer transmitir un mensaje únicamente s veces. 
Llegados a ese punto, el peer comenzará a enviar el siguiente mensaje y así 
sucesivamente, con la particularidad además de que podrá empezar a enviar el 
segundo mensaje antes de que el primero haya llegado a todos los peers de la 
red. La definición de MSM-s es la misma que la del SMM con la restricción de 
que los peers sólo pueden enviar el mensaje s veces y la particularidad de que 
se aplica a mensajes sucesivos. 
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El esquema del algoritmo de la figura 3.4 puede extenderse al algoritmo MSM-s 
con la diferencia que ahora la función imin() escogerá el siguiente peer para 
transmitir dentro del conjunto de peers que todavía no han reenviado el 
mensaje s veces o, como se muestra en la sección 3.5, del conjunto de peers 
que han reenviado el mensaje durante un tiempo inferior a un valor 
determinado. 
 
La restricción del número de retransmisiones puede aislar a algunos peers si 
no tenemos conexión total, como se muestra en la figura 3.7 para s ≤ 3. En 
este caso, el algoritmo MSM-s tendría que escoger un valor mínimo de s que 
garantice que todos los peers reciben todos los mensajes. Aparte de esto, 
cuando se restringe el número de retransmisiones de cada peer, MSM-s tiene 
que tener en cuenta la cadencia de la fuente de generación de paquetes (o 
mensajes). Esto es, si el peer fuente envía el primer mensaje como mucho s 
veces y después de s·μr unidades de tiempo detiene la transmisión y comienza 
a transmitir el segundo mensaje, se ha de asumir que la fuente tiene el 
siguiente mensaje preparado para transmitir. De otro modo, la fuente parará el 
envío del primer mensaje antes de tener listo el segundo durante un intervalo 
innecesario de inactividad, con la consiguiente pérdida de eficiencia. Por tanto, 
MSM-s tiene que escoger una restricción mínima de s no sólo para evitar el 
aislamiento de peers (como ya hemos visto) sino también para evitar la 
inactividad de la fuente, de forma que s·μr no sea mucho más pequeño que el 
tiempo de cadencia de los mensajes, es decir, la distancia entre la creación de 
dos mensajes consecutivos. 
 
Para calcular el retardo total de la transmisión, denotamos M como el número 
de mensajes que se transmiten, μr como el tiempo de transmisión de la fuente, 
y t0 como el retardo total de un mensaje. Si la cadencia de todos los peers es 
superior a la de la fuente, no será necesario guardar paquetes en colas de 
espera (buffers) y el retardo t0 será el mismo para todos los paquetes. En este 
caso, el retardo total de la transmisión, suponiendo que la fuente transmite el 
mensaje sr(s) ≤ s veces, es: 
 
T = (M-1)·sr(s)·μr + t0                                        (3.1) 
 
 
Como se ha dicho, si se limita s aumentará el retardo t0 de un paquete, pero por 
otro lado el primer sumando disminuirá. Esta disminución podrá compensar el 
aumento de t0 si el número M de mensajes es suficientemente grande. 
 
Para una red dada, si se aplica MSM-s en lugar de MSM-(s+1), es decir, si el 
número máximo de veces que cada  peer puede mandar un mensaje es s en 
lugar de s+1, entonces el primer mensaje llegará en general más tarde a toda 
la red (es decir, t0 aumentará), pero se podrá empezar a transmitir el segundo 
mensaje con anterioridad, y así el tercero y el cuarto, etc. En este caso, si el 
número de mensajes es suficientemente grande, el incremento de tiempo 
multicast será compensado y MSM-s será más rápido que MSM-(s+1). En [13] 
se ha probado que bajo ciertas condiciones es posible calcular un número 
mínimo Mζ de tal manera que si el número de mensajes es igual o más grande 
que Mζ entonces MSM-σ es mejor que MSM-(σ+1). 
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Fig. 3.7 Ejemplo de red donde MSM-s aísla a un peer para s ≤ 3 
 
 
Finalmente, se puede probar que el algoritmo MSM-s para EMPS(n,λ,µ) tiene 
una complejidad de orden O(n2). La prueba es la misma que para el algoritmo 
SMM, ya que MSM-s realiza las mismas operaciones en cada iteración con la 
diferencia que MSM-s tiene que limitar a s el número de retrasmisiones para 
cada peer.  
 
3.5. MSM con restricción de tiempo 
 
En la figura 3.8 se muestra un peer q que tiene el mismo tiempo de transmisión 
μp que un peer p que reenvía el mensaje a q. Supongamos que sp(s) ≤ s es el 
número de veces que p reenvía el mensaje en MSM-s. En este caso el 
segundo mensaje será recibido en q con un retardo de sp(s)·μp unidades de 
tiempo respecto el primer mensaje, ya que el segundo sigue el mismo camino 
con un retardo desde p igual sp(s)·μp. Es decir, p enviará el primer mensaje 
sp(s) veces y entonces, sp(s)·μp unidades de tiempo más tarde, comenzará a 
enviar el segundo y así sucesivamente. Si en este caso también se limita a  
sq(s)·μq el tiempo de retransmisión del peer q, y además sq(s)=sp(s), entonces q 
recibirá el segundo mensaje al mismo tiempo que acaba de enviar el primer 
mensaje por última vez. Aunque esto no es importante, ya que normalmente se 
dispone de conexiones full-duplex, puede evitarse si sq(s) = sp(s)-1. 
 
 
 
 
Fig. 3.8 Transmisión de dos peers p y q 
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Para un caso más general en el que los peers tienen tiempos de transmisión 
diferentes, cuando el tiempo sq(s)·μq durante el cual el peer q retransmite un 
mismo mensaje a distintos peers es mayor que el periodo de reenvío sp(s)·μp 
de un peer p situado en un nivel superior del árbol, entonces el segundo 
mensaje puede llegar al peer q antes de que este haya acabado de transmitir el 
primer mensaje. En este caso, el segundo mensaje se tiene que almacenar en 
un buffer, con el consiguiente retardo. Este retardo se acumulará con la llegada 
del tercer mensaje, y con la del cuarto, etc., de forma que si no se toman 
medidas se podrían terminar perdiendo mensajes. Esta situación puede 
evitarse limitando el periodo de tiempo sq(s)·μq durante el cual cada peer 
reenvía el mensaje, de forma que el tiempo de reenvío sq(s)·μq de cualquier 
peer q sea menor o igual al tiempo sp(s)·μp de reenvío de cualquier peer p que 
en el árbol multicast esté en el camino entre la fuente y el peer q (incluida la 
fuente). Esto equivale a decir que sq(s)·μq < sp(s)·μp. Por otra parte, no interesa 
que sp(s)·μp >> sq(s)·μq, ya que en este caso el peer q detendría la retransmisión 
del primer mensaje mucho antes de recibir el segundo, cosa que comportaría 
un desaprovechamiento del ancho de banda.  
 
3.6. MSM con restricción de cadencia 
 
Como MSM-s depende de algunos parámetros, se pueden aplicar ciertas 
modificaciones sobre el algoritmo original con el fin de mejorar su 
comportamiento. Así, todos los algoritmos definidos en el presente trabajo 
están basados en la definición de la figura 3.4 con algunos cambios en la 
función imin() que escoge el siguiente peer que tiene que reenviar el mensaje. 
De hecho, estos cambios afectan principalmente a la condición según la cual 
se considera mejor un peer que otro, así como a la estrategia planteada 
cuando, bajo ciertas condiciones, el algoritmo no puede escoger ningún peer al 
que reenviar el mensaje, y por tanto el árbol multicast se trunca antes de llegar 
a todos los peers y no se consigue conectividad total. 
 
Los primeros algoritmos que se definieron en proyectos anteriores 
[10,11,12,13]  fueron los siguientes. Con el nombre de Cadence se denomina al 
algoritmo MSM con restricción de tiempo, como se ha especificado en la 
sección anterior. En este caso, se define el tiempo límite b0 como el valor de s 
multiplicado por la media de todos los tiempos de transmisión del peer fuente. 
La fuente sólo puede enviar el paquete s veces como máximo, mientras que el 
resto de peers puede reenviarlo siempre que su tiempo tcad de cadencia (es 
decir, el tiempo durante el cual un peer retransmite un mismo mensaje) sea 
inferior al límite b0. 
 
Otro algoritmo diseñado en trabajos anteriores es Forced leaves. En este caso, 
la fuente puede enviar el paquete s veces, y también se impone el límite b0 al 
tiempo tcad de cadencia de cada peer. Igualmente, los peers pueden enviar el 
paquete siempre y cuando su tiempo de cadencia sea menor o igual a b0, pero 
esta vez, si algún peer no cumple la condición de retransmisión, y aún quedan 
peers aislados, el algoritmo fuerza a uno o más peers (escogidos siempre con 
el objetivo de minimizar el tiempo de llegada del mensaje) a enviar el mensaje 
una vez, de entre aquellos que no hayan retransmitido todavía el mensaje. Este 
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algoritmo permite generar árboles completos, pero ahora algunos peers pueden 
superar el límite b0 e igualmente el tiempo de cadencia de la fuente, lo que 
provoca problemas de congestión (a no ser que, posteriormente, se limite la 
cadencia de la fuente a la del nodo más lento de la red). Con el nombre de 
Forced all peers se denomina a un algoritmo muy similar al anterior, con la 
diferencia de que si todavía quedan peers por recibir el mensaje, se puede 
forzar a cualquier peer a reenviar la información (y no únicamente a los que 
todavía no han retransmitido el mensaje). 
 
Los algoritmos que sucedieron a los anteriores, y que analizamos en el 
presente trabajo, son los siguientes. 
 
Optimum t0 (optt0): este algoritmo no utiliza el límite b0. La fuente puede 
enviar el paquete un máximo de s veces, mientras que el resto de peers 
pueden reenviarlo siempre y cuando su tiempo de cadencia no supere el 
tiempo de cadencia de la red en ese momento. En este caso, el árbol resultante 
puede ser inconexo. Para evitarlo, se va aumentando el valor de s hasta 
obtener conectividad total. El tiempo de transmisión de un mensaje t0 es más 
elevado que en los algoritmos anteriores. No obstante, no se presentan 
problemas de congestión, ya que la fuente tendrá el tiempo de cadencia más 
elevado de toda la red y cualquier otro peer habrá acabado de enviar un 
mensaje antes de recibir el siguiente. 
 
Optimum cadence (optcad): este algoritmo es muy similar al algoritmo optt0, 
pero en este caso cambia el criterio de selección del peer que envía el mensaje 
en cada iteración. Ahora se trata de minimizar el tiempo durante el que un peer 
transmite un mismo mensaje a otros peers, en lugar de minimizar el tiempo de 
llegada al peer siguiente. En este caso, por tanto, se escoge como peer 
transmisor el peer que tiene acumulado un menor tiempo de cadencia tcad (que, 
como se ha dicho, es el tiempo durante el cual un peer ha retransmitido un 
mismo mensaje). De este modo, si se limita el tiempo de cadencia de los 
distintos peers, los sucesivos mensajes se podrán enviar con mayor antelación 
y si el número de mensajes es suficientemente grande se conseguirá un 
retardo total menor. En este caso, el peer raíz podrá enviar un mensaje como 
máximo s veces y el resto de peers podrán retransmitir el paquete siempre que 
el tiempo total de transmisión sea menor o igual que el tiempo de cadencia de 
la fuente. Como en el caso del algoritmo optt0, el árbol resultante puede ser 
inconexo pero no habrá problemas de congestión, ya que cualquier peer habrá 
acabado de enviar el mensaje antes de recibir el siguiente. 
 
Hasta aquí hemos expuesto los algoritmos desarrollados y analizados en 
trabajos anteriores. A continuación se presenta un nuevo algoritmo que supone 
una mejora del algoritmo optcad, con el objetivo de disminuir el máximo tiempo 
de cadencia de los peers de la red, y por tanto, aumentar la cadencia de 
transmisión. 
 
Optimum cadence versión 2.0 (optcad2): el nuevo algoritmo que 
proponemos en este trabajo se corresponde a una redefinición del anterior 
algoritmo optcad. En este caso, no se escoge como peer transmisor el peer 
que tiene acumulado un menor tiempo de cadencia tcad (que es lo que hace 
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optcad), sino el que acumulará un menor tiempo de cadencia en caso de que 
retransmita a continuación el mensaje. De igual modo que en el caso anterior la 
fuente podrá reenviar un mismo mensaje un máximo de s veces, y el resto de 
peers pueden retransmitir siempre y cuando no superen el tiempo de cadencia 
de la fuente. 
 
Para ver con más detalle la diferencia entre los modus operandi de optcad y 
optcad2, hemos incluido en los Anexos los árboles de transmisión obtenidos 
por cada uno de ellos (así como los valores del tiempo de cadencia y del 
retardo total de transmisión en cada fase de la ejecución) sobre un grafo 
simétrico completo formado por diez peers. 
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CAPÍTULO 4. APLICACIÓN DE LOS ALGORITMOS 
 
En los anteriores capítulos se han descrito los aspectos fundamentales de los 
algoritmos de encaminamiento objeto de nuestro trabajo. A continuación 
mostramos los procedimientos y las herramientas empleados para estudiar el 
funcionamiento de los algoritmos sobre una red simulada. Para ello se ha 
tomado el modelo de red presentado en el primer capítulo, al cual se ha 
añadido un conjunto de nodos de usuario con distintas velocidades de enlace. 
 
4.1. Redes troncales 
 
Como ya se ha descrito en capítulos anteriores, para simular una red overlay 
se ha de definir en primer lugar la red troncal. Para ello, se ha considerado el 
modelo Transit-Stub, descrito en la sección 1.2.2, que puede ser implementado 
con el conjunto de aplicaciones Georgia Tech Internet Topology Models GT-
ITM. Este paquete trabaja con un archivo de datos, que contiene todos los 
parámetros de la red troncal. En nuestro caso, se ha empleado además otra 
herramienta para convertir el archivo de salida de la aplicación GT-ITM (*.gb) 
en un archivo “.alt” con información inteligible. El fichero resultante contiene los 
datos del grafo (nodos, aristas y pesos). La topología de este grafo es similar a 
la topología real de Internet, con un conjunto de nodos que actúan como 
routers de la red troncal, y con enlaces de alta velocidad que interconectan las 
subredes o stubs. Estas subredes representan las redes ISP o LANs 
corporativas que disponen de conexiones con la red troncal. Finalmente, 
hemos añadido a las redes ISP los nodos de usuario, que forman el grupo 
multicast de la red P2P. 
 
4.2. Aplicaciones de simulación de los algoritmos MSM 
 
Con el objeto de diseñar la red overlay y aplicar los algoritmos sobre ella, se ha 
empleado una aplicación creada en proyectos anteriores [11,12,13]. La 
aplicación, llamada MSM Algorithms Simulator o MSM-AS, se ha utilizado para 
obtener tanto los grafos troncales como los nodos de usuario que finalmente 
conforman la red overlay. 
 
A continuación, hemos empleado dos aplicaciones más. La primera de ellas 
consiste en el algoritmo de Dijkstra programado en lenguaje Java [10]. Esta 
aplicación da como resultado un grafo overlay que contiene los nodos de 
usuario que forman el grupo multicast y los correspondientes retardos para ir 
de unos a otros: tiempo de transmisión, tiempo de propagación, así como la 
suma de estas dos variables. 
 
La segunda aplicación permite leer los grafos overlay creados con la aplicación 
anterior y ejecuta los algoritmos de encaminamiento. Esta aplicación está 
programada en C. En nuestro proyecto, hemos modificado el código del 
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programa anterior para que la ejecución no se limite a un sólo grafo, sino a un 
conjunto de grafos con el objeto de obtener directamente las correspondientes 
estadísticas. El programa devuelve tres archivos para cada ejecución. El 
primero de ellos es un archivo con extensión “.res” que contiene los resultados 
de la ejecución. El segundo archivo contiene únicamente los retardos tcad y t0 
correspondientes a cada valor de s en formato “.csv”, para poder obtener 
posteriormente las tablas estadísticas de manera simple. Por último, el 
programa devuelve un archivo “.res” con el árbol de encaminamiento obtenido, 
así como los tiempos de llegada y de salida de un mensaje entre nodos 
consecutivos del árbol. 
 
 
 
 
 
Fig. 4.1 Interfaz de usuario de la aplicación MSM Algorithms Simulator 
 
 
En el presente proyecto hemos actualizado las tasas de acceso de los nodos a 
la red, más rápidas que en proyectos anteriores. Por este motivo, se ha 
modificado el código tanto de la aplicación que ejecuta el algoritmo de Dijkstra 
y que crea los grafos de usuario, como el de la aplicación en C que ejecuta los 
algoritmos. Inicialmente, dichos códigos trabajaban con unidades de 
milisegundo representadas por valores enteros, cosa que en los antiguos 
escenarios resultaba suficiente. En nuestro caso, sin embargo, al incluir 
enlaces cada vez más rápidos se han obtenido tasas de acceso de hasta 20 
Mbps, lo que implica tiempos de transmisión de 0,6 ms. En este caso, no tiene 
sentido redondear el valor a un entero. Además, para tasas próximas entre sí, 
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como 10 Mbps (ttx de 1,2 ms) y 8 Mbps (ttx de 1,5 ms), se hubiera considerado 
el mismo tiempo de transmisión de 1 ms. Por este motivo, tanto los grafos que 
hemos empleado, como los resultados que se han obtenido, están 
representados en formato decimal. 
 
4.2.1. Grafos de usuario 
 
Como ya se ha dicho, para crear la red overlay es necesario, en primer lugar, 
definir el grafo troncal de la red y a continuación añadir los nodos de usuario 
que forman el grupo multicast. Esta segunda tarea se realiza mediante la 
aplicación MSM-AS descrita en [13], que trabaja con un archivo “.alt” que 
contiene la red troncal (definida ya en proyectos anteriores [11, 12, 13]). La 
aplicación añade n nodos a la red troncal, que actuarán como miembros del 
grupo multicast, conectando cada uno de ellos a un solo nodo stub. Como se 
ve en la figura 4.1, esta aplicación requiere como datos de entrada un grafo de 
la red de tránsito (archivo “.alt”), el número de nodos de usuario que hay que 
añadir y un archivo generador de datos (archivo “.dat”). Este archivo “.dat” 
contiene las estadísticas de los nodos de usuario que han de conformar el 
grupo multicast, en particular el ancho de banda de los enlaces y la proporción 
de cada tipo de enlace. En la sección 5.2 se especifican con mayor detalle los 
valores empleados.     
 
Esta información establece los parámetros de la aplicación, que finalmente 
añade cada peer a la red. En primer lugar se escoge de forma equiprobable un 
nodo de la red troncal entre los nodos stub (es decir, se prescinde de los nodos 
de tránsito). De esta manera aseguramos que todos los nodos de usuario estén 
conectados a una red de acceso, ya que, como indicamos en el primer capítulo, 
los nodos stub representan las redes de acceso. Una vez tenemos el nodo 
stub, se añade el enlace del nuevo usuario, con un ancho de banda aleatorio 
escogido según el archivo de información “.dat”. Esta aplicación da como 
resultado un archivo “.grf” que añade a los nodos iniciales de la red troncal 
(formada por 100 nodos en total), cada uno de los nodos de usuario. Una vez 
disponemos los archivos “.grf”, ya podemos emplear las aplicaciones descritas 
a continuación para obtener el grafo overlay de los usuarios del grupo 
multicast. 
 
4.2.2. Grafos overlay 
 
El siguiente paso, como hemos dicho, consiste en el cálculo de las redes 
overlay. Para ello se ha empleado una aplicación que a partir de la red inicial 
(en archivo “.grf”) obtiene la red overlay, es decir, un grafo formado únicamente 
por los nodos de usuario y las distancias que los separan, medidas en términos 
de tiempos de transmisión y de propagación. Los archivos resultantes “.ovr” 
permitirán ejecutar, como se ha dicho, los algoritmos de encaminamiento y 
comparar y analizar sus retardos. 
 
Esta aplicación lee el archivo generado previamente (el archivo “.grf”) y aplica 
el algoritmo de Dijsktra para obtener el camino más corto entre cualquier par de 
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usuarios, desde el punto de vista del tiempo de propagación. En nuestro caso, 
el retardo total de propagación se calcula como la suma de los tiempos de 
propagación de cada uno de los enlaces que hay que recorrer para ir de un 
nodo a otro. De otro lado, se calcula el tiempo de transmisión entre dos 
usuarios como el tiempo de transmisión del enlace más lento. El resultado es 
un grafo completo formado por los nodos de usuario y representado mediante 
una matriz ordenada de nodos. Para cada nodo se define una lista de nodos 
vecinos ordenados según el tiempo de transmisión o bien según la latencia (i.e. 
según la suma de los tiempos de transmisión y propagación), dependiendo del 
algoritmo de encaminamiento que se pretenda aplicar posteriormente: el 
algoritmo optcad emplea la ordenación por tiempos de transmisión, y el 
algoritmo optt0 la ordenación por latencia. En la figura 4.2 se muestra la 
estructura de dicha matriz para un nodo perteneciente a un grafo de 10 
usuarios, diferenciando ambos casos. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.2 Ejemplo de un nodo de la red overlay P2P 
 
4.2.3. Simulación de los algoritmos 
 
Una vez definida la red overlay, ya pueden ejecutarse los algoritmos de 
encaminamiento. Para ellos se ha empleado una aplicación que ejecuta sobre 
los grafos overlay los tres algoritmos descritos en el capítulo anterior –optcad2, 
optcad y optt0– y que devuelve como resultado tres archivos con información 
sobre los retardos, los nodos afectados de congestión y los árboles multicast 
resultantes. 
 
Esta aplicación determina primero de todo el nodo raíz, que por simplicidad 
siempre es el nodo número 100, es decir, el primero de los nodos de usuario 
generados, ya que los nodos numerados del 0 al 99 pertenecen a la red 
troncal. En cada caso debe indicarse a la aplicación el rango de valores de s 
que limita el número de transmisiones de cada nodo y que varía en función del 
número de usuarios, así como el algoritmo que debe ejecutarse: optcad2, 
optcad u optt0. En nuestro caso, hemos programado los algoritmos en un 
archivo de texto con extensión “.c” que hemos compilado y ejecutado sobre el 
sistema operativo Linux. 
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CAPÍTULO 5. EVALUACIÓN DE LOS ALGORITMOS 
 
En este capítulo se detallan, en primer lugar, los parámetros utilizados para 
definir las redes overlay. A continuación, se aplican sobre estas redes los tres 
algoritmos presentados en el tercer capítulo: optimum t0 (optt0), optimum 
cadence (optcad) y optimum cadence v2.0 (optcad2), y se muestran los 
resultados en términos de retardo y número de nodos con riesgo de 
congestión. Del conjunto de algoritmos estudiados en proyectos anteriores se 
ha seleccionado optt0 porque en [13] demostró ser el mejor algoritmo analizado 
hasta entonces. Por otro lado, optcad es una propuesta presentada en [10] 
para la mejora de optt0 en determinados escenarios y, finalmente, optcad2 se 
plantea en el presente proyecto como una evolución de optcad. 
 
5.1. Parametrización de la red de tránsito 
 
Tal y como se ha especificado en la sección 4.1, el primer paso para simular la 
red overlay P2P es definir el núcleo o red troncal. Para ello, hemos partido de 
los grafos troncales obtenidos en [10], donde se emplearon las herramientas 
GT-ITM para construir cinco núcleos de red de acuerdo con los parámetros 
recogidos en la tabla 5.1. De este modo, se han definido cinco núcleos de red 
basados en el modelo Transit-Stub. 
 
5.2. Creación de los grafos 
 
Para crear la red overlay –como ampliación del modelo Transit-Stub–  sobre la 
que han de probarse los algoritmos, se ha aplicado el generador descrito en la 
sección 4.2. En este caso, hemos considerado las tasas de acceso recogidas 
en la 12ª encuesta AIMC a usuarios de Internet publicada en el informe 
Navegantes en la red de la Asociación para la Investigación de Medios de 
Comunicación  AIMC [21], con fecha de febrero de 2010. Los peers 
representan usuarios ADSL conectados a una red ISP. Las tasas de acceso de 
los peers se corresponden con las estadísticas descritas en la tabla 5.2. En 
este caso todos los nodos tienen una tasa superior a 512 kbps, que se 
considera suficiente para mandar y recibir información en tiempo real. Dicho de 
otro modo, si no se dice lo contrario vamos a suponer que la tasa máxima de la 
fuente de información es 512 kbps y que ningún nodo va a actuar de tapón o 
cuello de botella en el árbol multicast. 
 
Hemos considerado igualmente que el retardo de propagación de los enlaces 
que conectan los peers a un nodo stub es de 1 ms, puesto que generalmente 
los nodos de usuario y los nodos de acceso se encuentran próximos entre sí. 
En la tabla, las velocidades de los enlaces son simétricas, a diferencia de lo 
que ocurre en la práctica con ADSL. En todo caso, el incremento progresivo de 
las velocidades de subida combinado con el uso de enlaces de alta velocidad, 
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como el futuro FTTH (del inglés, Fiber To The Home), hacen que esta 
restricción no sea un impedimento importante para la prueba de los algoritmos. 
 
Con estos valores se han generado, para cada una de las 5 redes troncales, 10 
grafos overlay de 10 usuarios cada una, lo que supone un total de 50 redes de 
10 nodos de usuario. A continuación se ha repetido la misma operación para 
25, 50, 100, 200 y 500 usuarios, respectivamente. En total se han obtenido, por 
tanto, 50 redes de 10 usuarios, otras 50 de 25 usuarios y así sucesivamente. 
Para calcular los tiempos de transmisión hemos supuesto que se transmiten 
paquetes de 1500 bytes de longitud. 
 
 
Tabla 5.1. Parametrización de la GT-ITM 
 
Dominios de Tránsito 1 
Nodos de Tránsito (T) / Dominio de Tránsito 4 
Dominios Stub / Nodos de Tránsito 3 
Nodos Stub (S) / Dominios Stub 8 
 Prob. Enlace (entre nodos en el mismo dominio de Tránsito) 0.6 
Prob. Enlace (entre nodos en el mismo dominio Stub) 0.42 
Enlaces extras Tránsito-Stub 0 
Enlaces extras Stub-Stub 0 
Ancho de banda Tránsito-Tránsito 1 Gbit/s 
Retardo de propagación Tránsito-Tránsito 100 ms 
Ancho de banda Tránsito-Stub 100 Mbit/s 
Retardo de propagación Tránsito-Stub 10 ms 
Ancho de banda Stub-Stub 100 Mbit/s 
Retardo de propagación Stub-Stub 10 ms 
 
 
Tabla 5.2. Velocidades de acceso (Informe AIMC de febrero de 2010) 
 
 
Enlace base Usuarios absolutos % 
No se sabe 2.266 6,4 
512 kbps 574 1,6 
1 Mbps 2.866 8,1 
2 Mbps 1.354 3,8 
3 Mbps 6.814 19,3 
4 Mbps 1.226 3,5 
6 Mbps 11.427 32,4 
8 Mbps 526 1,5 
10 Mbps 2.866 8,1 
12 Mbps 1.589 4,5 
20 Mbps 2.977 8,5 
Más de 20 Mbps 492 1,4 
No saben/No contestan 246 0,7 
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5.3. Resultados y comparaciones 
 
A continuación mostramos los resultados de las simulaciones realizadas con 
los algoritmos optt0, optcad y optcad2. El estudio incluye simulaciones sobre 
las redes IP del modelo Transit-Stub, así como pruebas sobre grafos aleatorios, 
que han permitido verificar el correcto funcionamiento de los algoritmos.  
 
5.3.1. Ejecuciones sobre redes IP simuladas (Modelo Transit-Stub) 
 
Para cada uno de los grafos overlay, hemos aplicado los tres algoritmos optt0, 
optcad y optcad2 descritos en la sección 3.6, con valores de s desde 1 hasta n 
si el número n de usuarios es menor o igual a 25, o hasta 30 si es superior. 
Para cada algoritmo se distinguen dos posibilidades: con restricciones y sin 
restricciones. En el primer caso los algoritmos no permiten que ningún nodo p 
tenga un tiempo de cadencia tcad (véase apartado 3.6) superior al del nodo raíz 
o fuente, para evitar congestión (es decir, nos aseguramos que todos los nodos 
han terminado de retransmitir el primer mensaje antes de recibir el segundo). 
En el segundo caso se elimina a priori esta restricción (aunque como se ha 
dicho, posteriormente se puede acotar la cadencia del nodo raíz a la del nodo 
más lento de la red, con lo cual también se evita la posible congestión).  
 
A continuación, se anotan los resultados para cada algoritmo y cada valor de s: 
conectividad, valor mínimo de s para obtener conectividad total (fila smin), 
máximo tiempo de cadencia tcad en el árbol (recuérdese que el tiempo de 
cadencia tcad de un nodo es el tiempo durante el cual retransmite un mismo 
mensaje a uno o varios peers) y el retardo t0 en la transmisión de un mensaje. 
También se ha anotado el mínimo valor de s que permite obtener el retardo 
mínimo (fila sbest) y el número de nodos que pueden quedar afectados por 
congestión (fila afectados), para los casos sin restricciones. Los nodos 
afectados, como se ha dicho, son los que superan el tiempo de cadencia de la 
fuente (es decir, aquellos nodos que pueden recibir el segundo mensaje antes 
de haber terminado de retransmitir el primero si no se limita la cadencia de la 
fuente), más los nodos que cuelgan de los anteriores en el árbol multicast, ya 
que si un nodo sufre congestión o pérdida de mensajes, esta pérdida afectará 
igualmente a los nodos que reciben el mensaje a través suyo. Dado que para 
evitar la congestión el nodo raíz tiene que enviar los mensajes a una cadencia 
marcada por el mayor tiempo de cadencia de los peers de la red, se ha 
considerado como tcad  global el tiempo de cadencia más elevado de la red. 
 
En nuestro caso, hemos escogido como mejores árboles aquellos que tienen 
un tiempo global de cadencia menor. Si se obtienen dos o más árboles con el 
mismo tiempo de cadencia, escogemos aquel que tenga un mínimo retardo 
multicast t0. Finalmente, si tenemos dos o más casos con la misma cadencia y 
el mismo tiempo t0, entonces se considera el número de nodos afectados. En la 
tabla 5.3 se muestran los resultados promediados para los algoritmos optcad, 
optcad2 y optt0. Puesto que optcad y optcad2 han tenido el mismo 
comportamiento, por motivos que explicaremos más adelante, hemos agrupado 
en las mismas filas sus resultados. Por simplicidad, en los próximos párrafos 
nos referiremos a ambos como algoritmos optcad. 
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Tabla 5.3. Resultados sobre las redes del modelo Transit-Stub 
 
Casos Algoritmos Usuarios 10 25 50 100 200 500 
C
o
n
 r
e
s
tr
ic
c
io
n
e
s
 
optcad          
y           
optcad2 
smin tcad 2,64 3,50 3,94 4,36 4,32 4,30 
sbest tcad 2,64 3,50 3,94 4,36 4,32 4,30 
tcad 16,94 25,04 37,01 41,04 41,82 42,47 
t0 627,12 1225,72 2412,54 3493,55 4920,76 7753,37 
mejor  12 12 3 4 2 3 
empate 13 7 4 1 2 4 
                
 optt0 
smin t0 3,48 4,72 5,36 6,82 6,36 6,44 
sbest t0 3,48 4,72 5,36 6,82 6,36 6,44 
tcad 15,69 20,09 25,73 26,16 28,07 31,33 
t0 325,84 321,04 318,69 304,51 315,86 334,00 
mejor 25 31 43 45 46 43 
                
optcad        
y         
optcad2      
vs.                 
optt0 
Mmáx 99,84 283,86 161984,27 472,82 87943,20 2547,38 
Lmáx 0,14 0,41 231,72 0,68 125,80 3,64 
Mmín 43,75 103,74 146755,14 472,82 87943,20 2547,38 
Lmín 0,06 0,15 209,93 0,68 125,80 3,64 
M 69,56 178,14 154369,70 472,82 87943,20 2547,38 
L 0,10 0,25 220,83 0,68 125,80 3,64 
  
S
in
 r
e
s
tr
ic
c
io
n
e
s
 
optcad          
y          
optcad2 
smin tcad 1 1 1 1 1 1 
sbest tcad 1 1 1 1 1 1 
afectados 4,04 11,64 16,88 36,48 78,64 183,26 
tcad 11,99 15,31 20,39 22,03 23,20 23,44 
t0 1020,33 2221,26 3874,01 5872,99 8489,63 13146,32 
mejor 46 50 50 49 50 50 
empate 4 0 0 1 0 0 
  
optt0 
smin t0 1 1 1 1 1 1 
sbest t0 4,32 6,62 6,76 7,54 7,68 8,20 
afectados 2,98 10,66 29,54 72,02 158,58 433,34 
tcad 19,12 28,16 36,44 39,14 43,59 45,19 
t0 279,14 301,38 311,44 300,67 313,33 332,40 
  
optcad         
y         
optcad2      
vs.                 
optt0 
Mmáx 28475,15 11740,21 615,05 1024,12 885,54 1251,78 
Lmáx 40,73 16,79 0,88 1,47 1,27 1,79 
Mmín 43,39 70,83 130,40 185,16 237,39 385,36 
Lmín 0,06 0,10 0,19 0,26 0,34 0,55 
M 2952,93 1348,58 288,39 446,01 467,56 680,35 
L 4,22 1,93 0,41 0,64 0,67 0,97 
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La tabla recoge los valores promediados de ejecutar los algoritmos (para cada 
número n de usuarios: 10, 25, 50, 100, 200 y 500) sobre un total de 50 grafos 
cada uno. Recuérdese, como se ha dicho, que se han definido (para cada valor 
de n) diez redes overlay sobre cada una de las cinco redes troncales iniciales. 
 
Las casillas se dividen en dos partes. En la parte superior se muestran los 
resultados obtenidos por los algoritmos optcad (es decir, optcad y optcad2, que 
como se ha dicho han obtenido en este escenario los mismos resultados) y por 
el algoritmo optt0 para los casos con restricciones. Es decir, los algoritmos sólo 
han escogido peers con un tiempo de cadencia menor que el tiempo de 
cadencia de la fuente. De esta forma, no hay ningún peer afectado, es decir, en 
peligro de congestión. En la segunda parte de la tabla, hemos simulado los 
algoritmos sin restricciones, de forma que se ha obligado a la fuente a enviar 
como máximo s veces un mensaje, pero no se ha impuesto ninguna restricción 
a la cadencia del resto de peers. De esta forma, los algoritmos han tenido más 
libertad y han encontrado árboles con retardos menores, como se ve en la 
tabla. No obstante, el precio que pagamos es la aparición de nodos afectados 
por congestión (con un tiempo de cadencia mayor al de la fuente). En todo 
caso, este es un problema secundario que puede resolverse, como se ha 
dicho, si se obliga a la fuente a enviar los mensajes con una cadencia igual a la 
del peer más lento del árbol multicast. En este caso los retardos no variarán, ya 
que el retardo máximo entre dos mensajes consecutivos lo fija el máximo 
tiempo de cadencia de la red (que seguirá siendo el mismo), y además ningún 
nodo recibirá un mensaje antes de haber retransmitido el anterior y se evitará 
de este modo la posible congestión de la red. 
 
Hay que añadir, con todo, que la cadencia del nodo raíz –en el caso que se 
modifique para adaptarla al nodo más lento de la red– no puede ser en la 
práctica más lenta que la cadencia con la que se producen los datos, si se 
quiere mandar información en tiempo real. Con todo, esto no ha de suponer un 
problema si se considera, como se ha visto en la tabla 5.3, que los nodos más 
lentos de la red trabajan en nuestros escenarios con una tasa mayor que la 
tasa de información y no pueden convertirse en cuellos de botella.  
 
Según las tablas, en la práctica podrán emplearse los algoritmos sin 
restricciones, si a posteriori se impone a la fuente una cadencia (i.e. una 
separación entre la transmisión de dos mensajes consecutivos) igual a la 
cadencia del nodo más lento. En este contexto, si observamos la fila tcad de la 
tabla, vemos que siempre se obtienen mejores resultados sin restricciones que 
con restricciones, puesto que los algoritmos gozan de mayor libertad para 
escoger los árboles de encaminamiento (dicho de otra forma, un algoritmo sin 
restricciones puede escoger entre todos los árboles con restricciones y el 
resto). Además, los retardos no aumentan de forma considerable en función del 
número de nodos que forman el grupo multicast. Este hecho se debe a que si 
incrementamos el número de nodos, aumenta el número de destinatarios a los 
que hay que enviar la información, pero también aumentan los recursos de la 
red. En todo caso, el aumento del retardo no es proporcional al crecimiento de 
la red. De esta forma, los algoritmos propuestos pueden aplicarse sobre redes 
de gran tamaño, ya que sus retardos no aumentarán indefinidamente y, 
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además, como la complejidad de los algoritmos es pequeña, de orden O(n2), 
estos no consumirán grandes tiempos de computación. 
 
La tabla incluye los valores de smin (valor de s mínimo para conseguir 
conectividad) y de sbest (valor mínimo de s que devuelve el tcad menor). En los 
casos sin restricciones, vemos que el valor de smin es siempre igual a la unidad, 
puesto que como no se limita la cadencia de ningún nodo excepto la fuente, 
siempre podremos cubrir toda la red. Por otro lado, sbest sin restricciones es 
igual a uno para optcad y optcad2. Como el algoritmo trata de minimizar el 
tiempo de cadencia tcad, entonces todos los nodos, incluida la fuente, enviarán 
el mensaje el mínimo número de veces posible, que será normalmente una. 
Por este motivo, los resultados no mejorarán si dejamos que la fuente envíe 
más de un paquete, dado que normalmente querremos que envíe solo uno. En 
este caso, el árbol multicast dibujado será un grafo en forma de línea (sin 
bifurcaciones) en el que todos los nodos tendrán grado dos (una arista de 
entrada y otra de salida) menos la fuente y el último nodo de la red (que 
tendrán una sola arista, de salida la fuente y de entrada el nodo final). Por otro 
lado, el valor de sbest es superior a uno para el algoritmo optt0, ya que optt0 
trata de minimizar t0 en lugar de tcad y los nodos, excepto la fuente, no tienen 
ninguna restricción. Por ello, alguno de estos nodos puede cargarse con un 
tiempo de cadencia alto cuando s=1, tiempo que puede disminuir cuando 
dejamos que la fuente envíe más de un mensaje. 
 
Si contrastamos estos resultados con los mostrados en la parte superior de la 
tabla, los algoritmos con restricciones ofrecen un valor smin superior a la unidad. 
Esto se debe a que si sólo dejamos que la fuente envíe el mensaje una vez y 
restringimos el tiempo de cadencia de todos los nodos según la cadencia de la 
propia fuente, no tendremos suficiente ancho de banda disponible para llegar a 
toda la red. Por eso, tenemos que atenuar las restricciones incrementando el 
valor de s, es decir, aumentando el número de veces que la fuente y el resto de 
peers pueden enviar un mensaje. Una vez llegamos a todos los nodos, los 
algoritmos ya no cambian de estrategia y aunque dejemos enviar más veces 
cada mensaje a los diferentes peers, no lo harán, puesto que de esta manera 
normalmente aumentarán su tiempo de cadencia, cuando lo que pretendemos 
es minimizarlo. Por este motivo, en estos casos sbest es igual a smin. 
 
Por otra parte, en los casos con restricciones los valores de smin y sbest son más 
pequeños para los algoritmos optcad que para optt0. Con optcad y optcad2 los 
algoritmos escogen aquellos nodos que ofrecen un tiempo de transmisión 
pequeño, de manera que con un tiempo de cadencia limitado pueden enviar el 
mensaje a más vecinos. De este modo, en comparación con optt0 –que escoge 
los nodos según la latencia– los algoritmos optcad podrán cubrir antes el árbol 
multicast y llegar a todos los nodos con una s más pequeña. 
 
En la tabla también se muestra, para cada valor de n, el número de veces que 
cada algoritmo obtiene el mejor resultado (es decir, el menor tcad). Podemos ver 
que, en los casos con restricciones, los algoritmos optcad suelen ser peores 
que el algoritmo optt0, algo que en principio no tendría que suceder puesto que 
optcad ha sido diseñado para minimizar el tiempo de cadencia tcad, mientras 
que optt0 se diseñó para optimizar t0 (es decir, el tiempo que tarda el primer 
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mensaje en llegar al último nodo de la red). Esto se debe a que en los grafos 
creados según la tabla 5.2, siempre tenemos algún nodo muy restrictivo con un 
ancho de banda muy pequeño y que presenta, por tanto, unos tiempos de 
transmisión al resto de nodos que son idénticos entre sí y mucho mayores que 
los tiempos de transmisión que conectan los otros nodos entre sí. Recuérdese 
que el tiempo de transmisión entre dos nodos se calcula como el mayor de los 
tiempos de transmisión de todos los enlaces que los unen.  
 
Por ejemplo, podemos tener un nodo i con un ancho de banda muy pequeño 
cuyo tiempo de transmisión al resto de nodos sea de 23,4375 ms, mientras en 
el resto de la red podemos encontrar tiempos de 0,6 ms, 1 ms, 1,2 ms, o hasta 
12 ms (correspondientes a las tasas de acceso de la tabla 5.2). Esto quiere 
decir que el resultado final nos va a dar un valor de tcad igual o superior a 
23,4375 ms, puesto que habrá que llegar al nodo i a través de un enlace de 
23,4375 ms. Si ahora aplicamos los algoritmos optcad con restricciones, iremos 
escogiendo para retransmitir el mensaje los nodos con tiempos de transmisión 
pequeños y el nodo i se irá dejando para el final. En este momento, el último 
nodo al que habrá que acceder muy probablemente será i con su enorme 
tiempo de transmisión. Entonces, sólo podremos llegar a i a través de la fuente, 
puesto que cualquier otro nodo nos devolverá un tiempo de cadencia superior 
al de la fuente, lo cual en los casos con restricciones no está permitido. Así, 
finalmente la fuente habrá sumado a sus tiempos de transmisión anteriores el 
peor de todos los tiempos de transmisión (23,4375 ms en el ejemplo), y 
finalmente quedará un tiempo de cadencia muy alto. 
 
Curiosamente esto puede evitarse, aunque tengamos restricciones, con el 
algoritmo optt0, puesto que en este caso los nodos sucesivos (antes de llegar 
al último paso) pueden haber retransmitido el mensaje al nodo i, puesto que 
ahora no tratan de minimizar el tiempo de cadencia tcad (que es la suma de los 
tiempos de transmisión) sino el retraso total t0 en la transmisión de un mensaje. 
En este caso, si sólo la fuente puede mandar el mensaje en el último paso es 
probable que se encuentre finalmente con un nodo distinto de i, y que 
finalmente acumule un tiempo de cadencia menor. Es por esto que en el caso 
de los algoritmos con restricciones, optt0 obtiene en ocasiones un tcad mejor 
que los algoritmos optcad. La diferencia entre optt0 y optcad, además, aumenta 
con el número de nodos, puesto que cuanto mayor sea n mayor será la 
probabilidad de obtener nodos con un ancho de banda muy restrictivo que 
perjudicarán los resultados de optcad y optcad2. 
 
Debemos notar que esto no sucede en el caso de las redes aleatorias 
presentadas más adelante, ya que normalmente no vamos a tener peers 
restrictivos como el nodo i. Tampoco sucede cuando trabajamos con los 
algoritmos sin restricciones, dado que en este caso el tiempo de cadencia se va 
repartiendo mejor entre todos los nodos sin tener que acumular en la fuente los 
tiempos de transmisión de los peores nodos como i. En estos casos, por tanto, 
los algoritmos optcad obtienen mejores resultados que optt0. 
 
La tabla 5.3 incluye el número mínimo de mensajes M que hay que enviar para 
que los algoritmos optcad sean mejores que optt0. Dado que por definición 
optt0 intenta minimizar el retardo total t0 de transmisión de un mensaje, y 
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optcad y optcad2 tratan de minimizar el máximo tiempo de cadencia de la red 
tcad, normalmente optt0 obtendrá mejores retardos t0 en la transmisión de un 
mensaje, mientras que los algoritmos optcad obtendrán mejores valores de 
cadencia tcad. Si enviamos M mensajes, el retardo total se calcula como el 
instante t0 en que llega el primer mensaje, más el número restante de mensajes 
M-1 multiplicado por el tiempo tcad con el que llegan dos mensajes 
consecutivos: 
 
tret = t0 + (M-1)·tcad     (5.1) 
 
Recuérdese que tcad se calcula como el máximo tiempo durante el cual uno de 
los nodos envía un mensaje y que, por tanto, la separación entre la llegada de 
dos mensajes consecutivos (al peor de los nodos) viene dada por dicho valor. 
 
En general, si enviamos un solo mensaje, optt0 será mejor, ya que 
normalmente obtiene valores menores de t0. Por otra parte, como los 
algoritmos optcad obtienen valores más bajos de tcad, llegará un momento en 
que si el número M de mensajes es suficientemente grande, la mejora de tcad 
compensará en la fórmula 5.1 el peor valor de t0, y entonces optcad será mejor 
que optt0. En la tabla se puede ver el valor máximo, mínimo y medio de M 
sobre los grafos overlay en los que optcad obtiene un mejor tcad.  
 
Como se ha dicho, no obstante, para los algoritmos con restricciones hay 
muchos casos en los que los algoritmos optcad obtienen un valor tcad más alto 
que el de optt0. En estos casos, como optt0 obtiene siempre un t0 menor, será 
mejor y no tiene sentido calcular el valor M de la tabla. En los casos sin 
restricciones, podemos ver que el valor de M no es excesivamente elevado. En 
el peor de los casos, obtenemos un valor M = 2952,93, que se corresponde 
(teniendo en cuenta que los mensajes son paquetes de 1500 bytes), con una 
longitud de 4,2 Mbytes (parámetro L de la tabla medido en Mbytes). En 
promedio, el valor de M es de unos 1030,64 mensajes, correspondiente a una 
longitud media de 1,47 Mbytes. De este modo, exceptuando algunos casos 
aislados para n=10 y n=100, los algoritmos optcad pueden considerarse 
mejores que optt0.   
 
5.3.2. Grafos aleatorios 
 
Si analizamos nodo por nodo las redes overlay generadas en los apartados 
anteriores, vemos que casi todas ellas contienen un nodo con un ancho de 
banda muy pequeño que limita la cadencia de la red. Esto ha provocado, entre 
otras cosas, que dos algoritmos ligeramente distintos como optcad y optcad2 
nos devuelvan, para dichas redes, resultados idénticos. 
 
De este modo, para estudiar las diferencias entre optcad y optcad2 en redes 
más generales (es decir, en topologías menos restrictivas), se han ejecutado 
ambos algoritmos sobre grafos aleatorios completos (en los que todos los 
nodos de usuario están comunicados entre sí). Para ello se ha diseñado una 
aplicación en Java que asigna aleatoriamente un tiempo de transmisión y un 
tiempo de propagación a cada una de las aristas del grafo. La asignación se ha 
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realizado de forma simétrica, es decir, los tiempos asignados al enlace uv entre 
dos nodos u y v son los mismos que los asignados al enlace vu. El fichero de 
salida que obtenemos es un archivo idéntico al archivo “.ovr” descrito en la 
sección 4.2.3. De este modo, para cada nodo u se dispone de una lista con 
todos los nodos ordenados según el tiempo de transmisión que separa u de 
cada nodo, o según la latencia, dependiendo del algoritmo aplicado: optcad y 
optcad2 de un lado, y optt0 de otro.  
 
La distribución de los tiempos de transmisión y de propagación se ha realizado 
de forma uniforme tomando los valores mínimos y máximos (tanto para los 
tiempos de transmisión como los tiempos de propagación) de los grafos 
creados con el modelo de Transit-Stub. De esta forma, hemos aplicado las 
siguientes fórmulas para la asignación aleatoria de los tiempos, expresados en 
milisegundos: 
 
ttx(u,v) = 0,6 +  
valor1
100000
  (23,4375 – 0,6)                         (5.2) 
 
tprop(u,v) = 2,0 +  
valor2
100000
  (252,0 – 2,0)            (5.3) 
 
Las variables valor1 y valor2 son dos variables aleatorias enteras de distribución 
uniforme entre 0 y 100000. Así, podemos disponer de 100000 valores posibles 
para cada retardo. En este caso, los tiempos de transmisión están 
comprendidos entre los límites correspondientes a una tasa de acceso de 20 
Mbps (ttx=0,6 ms) y una tasa de 512 kbps (ttx=23,4375 ms). Estos límites 
corresponden a los valores máximo y mínimo de la tabla 5.2. Para el cálculo de 
los tiempos de propagación, hemos escogido también los valores mínimo y 
máximo de los grafos obtenidos mediante el modelo Transit-Stub, en este caso 
2 y 252 ms, respectivamente. Para cada valor de n (que como antes representa 
el número de usuarios) se han definido veinte grafos aleatorios distintos, sobre 
los que se han aplicado cada uno de los algoritmos anteriores: optcad, optcad2 
y optt0. La tabla 5.4 refleja la media de los veinte resultados, para cada 
algoritmo y cada valor de n. 
 
A diferencia de lo que sucedía con los grafos anteriores, en los grafos 
aleatorios el tiempo de cadencia tcad disminuye para los algoritmos optcad y 
optcad2 conforme aumenta el número n de nodos. Esto es así porque cuando 
aumenta n se incrementa también el número de aristas de cada nodo (tenemos 
grafos completos en los que todos los nodos están unidos directamente por 
una arista, cada una de las cuales viene representada por dos variables 
aleatorias: tiempo de transmisión y tiempo de propagación). Es decir, para 
n=10 de cada nodo saldrán 9 aristas aleatorias (cada una con su tiempo de 
transmisión y su tiempo de propagación), mientras que para n=100  tendremos 
99 aristas en cada nodo. Por otro lado, como la distribución de los parámetros 
de las aristas es uniforme entre un valor mínimo y un valor máximo, cuantas 
más aristas tengamos en cada nodo (es decir, cuanto mayor sea n), mayor 
será la probabilidad de tener aristas con tiempos de transmisión pequeños en 
cada nodo o, dicho de otro modo, tendremos más aristas de pesos 
relativamente bajos. De este modo, acumularemos tiempos de cadencia tcad 
más bajos en cada nodo y finalmente el algoritmo dará una tcad conjunta menor.  
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Tabla 5.4. Resultados de las simulaciones sobre grafos aleatorios 
 
 
Casos Algor. Usuarios 10 25 50 100 200 500 
C
o
n
 r
e
s
tr
ic
c
io
n
e
s
 
optcad2 
tcad 14,37 10,22 7,60 7,55 6,37 5,14 
t0 584,26 1289,17 2184,18 4215,78 9441,76 30815,09 
mejor que optcad 0 3 4 3 6 7 
empate optcad 20 14 15 13 10 5 
mejor que optt0 16 18 19 16 15 17 
smin 2,90 2,80 2,95 3,00 2,90 2,95 
sbest 2,90 2,80 2,95 3,00 2,90 2,95 
optcad 
tcad 14,37 9,88 9,10 6,72 6,81 4,26 
t0 523,77 1374,13 2360,82 5060,58 10104,10 28127,16 
smin 2,90 2,80 3,05 3,00 2,90 2,95 
sbest 2,90 2,80 3,05 3,00 2,90 2,95 
optt0 
tcad 21,23 20,23 18,63 14,21 11,10 6,31 
t0 243,39 189,71 174,69 141,79 122,33 101,69 
smin 1,95 2,10 2,05 2,05 2,15 2,05 
sbest 1,95 2,10 2,05 2,05 2,15 2,05 
optcad2  
vs.          
optt0 
Mmax 157,41 1649,22 875,31 1102,38 4616,80 344849,20 
Mmin 7,62 41,08 77,39 167,08 446,61 4760,55 
Lmax 0,23 2,36 1,25 1,58 6,60 493,31 
Lmin 0,01 0,06 0,11 0,24 0,64 6,81 
M promedio 55,41 191,66 264,29 548,69 1828,96 36240,55 
L promedio 0,08 0,27 0,38 0,78 2,62 51,84 
optcad      
vs.       
optt0 
Mmax 157,41 2173,47 990,86 2001,25 6079,18 25710,06 
Mmin 2,80 40,49 86,87 260,00 533,04 2635,72 
Lmax 0,23 3,11 1,42 2,86 8,70 36,78 
Lmin 0,00 0,06 0,12 0,37 0,76 3,77 
M promedio 51,35 191,66 296,96 670,45 2143,50 10420,28 
L promedio 0,07 0,31 0,42 0,96 3,07 14,91 
 
S
in
 r
e
s
tr
ic
c
io
n
e
s
 
optcad2 
tcad 8,65 4,67 3,81 2,49 2,02 1,52 
t0 782,93 1396,75 2477,84 5093,61 11072,03 44652,48 
mejor que optcad 17 20 20 20 20 20 
empate optcad 2 0 0 0 0 0 
mejor que optt0 20 20 20 20 20 20 
smin 1 1 1 1 1 1 
sbest 1,60 1,25 1,15 1,05 1,10 1,00 
afectados 7,25 19,60 48,05 98,30 197,20 497,90 
optcad 
tcad 14,82 15,75 15,37 12,71 14,77 14,64 
t0 1225,28 3133,75 6151,38 12761,36 24916,05 63160,54 
smin 1 1 1 1 1 1 
sbest 1 1 1 1 1 1 
afectados 8,40 21,80 47,60 96,40 196,00 496,70 
optt0 
tcad 31,77 39,45 46,09 46,83 46,16 37,87 
t0 183,34 134,30 115,99 97,25 84,49 63,80 
smin 1 1 1 1 1 1 
sbest 2,10 2,50 2,65 3,25 3,60 3,95 
Afectados 6,15 17,90 36,20 70,20 168,05 470,60 
optcad2  
vs.       
optt0 
Mmax 54,15 84,51 86,47 153,76 364,82 1558,37 
Mmin 5,36 24,41 28,14 59,89 161,10 926,27 
Lmax 0,08 0,12 0,12 0,22 0,52 2,23 
Lmin 0,01 0,03 0,04 0,09 0,23 1,33 
M promedio 29,30 39,49 58,12 115,67 252,97 1243,12 
L promedio 0,04 0,06 0,08 0,17 0,36 1,78 
optcad      
vs.        
optt0 
Mmax 365,28 311,69 318,81 474,51 1142,83 4557,98 
Mmin 25,70 75,02 118,08 262,43 634,02 1732,49 
Lmax 0,52 0,45 0,46 0,68 1,63 6,52 
Lmin 0,04 0,11 0,17 0,38 0,91 2,48 
M promedio 84,29 154,56 211,51 381,00 816,76 2955,34 
L promedio 0,12 0,22 0,30 0,55 1,17 4,23 
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Por otro lado, como era de esperar, en este caso t0 ha aumentado para optcad 
y optcad2 con relación al número de nodos, puesto que tenemos que recorrer 
caminos más largos en los que encontramos tiempos de propagación 
escogidos de forma aleatoria, es decir, con un mismo valor medio. Hay que 
recordar que el tiempo de propagación asignado a una arista es independiente 
del valor asignado al tiempo de transmisión, de forma que al elegir los nodos 
según su tiempo de transmisión obtendremos propagaciones uniformemente 
distribuidas y, por tanto, con el mismo valor medio. Por eso en estos casos, 
para los algoritmos optcad y optcad2 el retardo medio de t0 para n=200 es 
aproximadamente el doble que para n=100, puesto que hemos de recorrer un 
número doble de niveles con el mismo retardo medio, para n=500 tenemos dos 
veces y medio el retardo de n=200, y así sucesivamente. 
 
Por otro lado, para el algoritmo optt0 el retardo t0 disminuye con el número n de 
nodos. La explicación es análoga a la de los párrafos anteriores. Cuando se 
incrementa n aumenta el número de aristas de cada nodo y, por tanto, en cada 
nodo tendremos en general más aristas con latencias pequeñas que nos 
permitirán dibujar un árbol con un retardo total t0 menor. 
 
En los casos con restricciones, vemos que los algoritmos optcad2 y optcad 
tienen comportamientos parecidos (en algunos casos es mejor optcad2 y en 
otros optcad). En todo caso, si comparamos con lo que sucedía en el modelo 
anterior, ahora optcad2 es mejor que optt0 en la mayoría de los casos, debido 
a que no tendremos en general nodos restrictivos muchos peores que el resto. 
Aunque a priori tendría que haber sido mejor optcad2 que optcad, las 
restricciones en la elección de los nodos han limitado sus diferencias. 
 
En los casos sin restricciones, por el contrario, se obtienen los resultados 
esperados: el algoritmo optcad2 supone una importante mejora respecto 
optcad y optt0, y obtiene un valor de tcad inferior a los otros dos algoritmos en 
prácticamente todos los casos (sólo hay tres excepciones para n=10). Y 
aunque el precio que pagamos es la aparición de más nodos con peligro de 
congestión, esto, como se ha dicho, no supone ninguna desventaja si se fuerza 
a la fuente a emitir a la tasa del nodo más lento. Igualmente optcad2 ofrece 
menores retardos t0 que optcad. 
 
Por otro lado, optcad2 obtiene como estaba previsto retardos t0 mayores que 
optt0 pero que, según la expresión 5.1, pueden quedar compensados por la 
disminución de tcad si el número M de mensajes es suficientemente grande. En 
la tabla se observa que el máximo valor de M para que optcad2 sea mejor que 
optcad es de 1558,37 mensajes (caso n=500), que se corresponde con un 
tamaño razonable de la información de 2,23 Mbytes. En promedio, para que 
optcad2 sea mejor que optt0 hemos de mandar 1,33 Mbytes si n=500, 235 
bytes para n=200 y menos de 100 Kbytes para el resto de casos. 
 
Como curiosidad, puede señalarse que ahora optcad obtiene peores resultados 
sin restricciones que con restricciones. Recuérdese que en cada caso optcad 
escoge como nodo transmisor el nodo con un tiempo de cadencia menor 
acumulado. Si ese nodo tiene sin embargo un tiempo de transmisión alto y 
tenemos restricciones, existe la posibilidad de que no pueda ser seleccionado, 
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dado que puede superar el tiempo de cadencia de la fuente. Entonces sólo 
podremos seleccionar los nodos que no vayan a acumular una cadencia alta 
(es por esto, además, que en este caso smin es siempre mayor a la unidad, 
puesto que para alcanzar toda la red tendremos que dejar a algunos nodos 
transmitir más de una vez el mensaje). Esto no sucede en el caso sin 
restricciones, ya que se pueden seleccionar nodos que tienen un tiempo de 
cadencia acumulado bajo (de hecho es fácil demostrar que va a ser siempre 
cero) pero que a continuación van a sumar un nuevo tiempo de transmisión 
alto. Por eso, para optcad finalmente se acumulan cadencias mayores sin 
restricciones que con restricciones. Este argumento, además, no se cumple 
para optcad2 puesto que este algoritmo tiene en cuenta tanto el tiempo de 
cadencia acumulado como el siguiente tiempo de transmisión que hay que 
sumar a cada nodo transmisor. Por eso optcad2 obtiene mejores resultados sin 
restricciones, ya que tiene una mayor libertad de movimientos que además no 
le va a perjudicar, como sucede con optcad. 
 
En el caso sin restricciones, además, el valor de sbest ya no es siempre igual a 
uno para el algoritmo optcad2. Esto demuestra que en este caso la topología 
resultante para optcad2 no siempre es una línea y que, por tanto, habrá 
bifurcaciones, es decir, nodos con más de una transmisión. Esto, sin embargo, 
no sucede en optcad ya que en este caso el algoritmo escoge uno detrás de 
otro los nodos que todavía no han mandado el mensaje, que son los nodos que 
tienen un tiempo de cadencia acumulado menor, en su caso igual a cero. En 
este caso, si optcad ha de escoger entre dos nodos u y v, de tal forma que u 
tiene un tiempo acumulado tcad,u = 0 y v un tiempo acumulado tcad,v  = 1, siempre 
escogerá u, aunque a continuación tenga que sumarle un tiempo ttx,u = 3 y a v 
haya que sumarle un tiempo ttx,v =1 (de este modo, optcad finalmente 
acumulará un tiempo de cadencia tcad,u = 3 mayor al que obtendría en v, que 
sería tcad,v = 2). Esto no sucederá en optcad2 que escogerá directamente v (ya 
que por diseño, optcad2 no se fija en la cadencia pasada, sino en la futura). Por 
eso, optcad2 obtiene al final mejores resultados. Estas diferencias entre 
optcad2 y optcad, además, quedaban ocultadas en las anteriores redes de la 
Tabla 5.3 por culpa de la existencia de nodos muy restrictivos, tal y como se ha 
explicado en el anterior apartado. 
 
Por último cabe señalar que para n=500, el algoritmo optcad2 ha obtenido un 
sbest =1 pero que esto no significa que el árbol final sea un grafo en forma de 
línea. De hecho,  sbest =1 significa que la fuente sólo podrá enviar el mensaje 
una vez, pero como ahora no tenemos restricciones, el resto de nodos podrá 
hacerlo más de una vez. De hecho, sabemos que ha de hacerlo, ya que en otro 
caso optcad2 no obtendría mejores resultados que optcad. 
 
5.3.3. Aplicación de los algoritmos 
 
De los anteriores apartados se concluye que los mejores resultados se 
obtienen mediante el algoritmo optcad2 sin restricciones, si el número de 
mensajes es suficientemente alto. En la práctica se pueden calcular los 
retardos para optt0 y para optcad2 y aplicar la fórmula 5.1 para calcular, en 
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función del número M de mensajes, cuál de los dos algoritmos obtiene un 
retardo menor. 
 
En general, no obstante, y dado que el número de mensajes se puede 
considerar suficientemente alto (atendiendo a los valores de las tablas 
anteriores), emplearemos optcad2 sin restricciones. En este caso, como se ha 
dicho, la cadencia de la fuente ha de ser menor o igual a la cadencia del nodo 
más lento de la red, para evitar congestión. De esta manera, además, el 
retardo t0 será el mismo para todos los mensajes, algo que puede tener 
importancia desde el punto de vista del análisis teórico. Igualmente, si se quiere 
transmitir la información en tiempo real, hay que asegurar que la cadencia final 
de la fuente sea mayor o igual a la cadencia de la información, es decir, a la 
tasa de bits que genera la fuente. En nuestro caso, normalmente, esto no ha de 
suponer ningún problema dado que, como se ha dicho, la red sólo admitirá 
nodos con una velocidad de enlace mayor a la tasa de la fuente (medidas 
ambas en bits/s) y por tanto no tendremos cuellos de botella. Además, desde 
este punto de vista, optcad2 sigue siendo el mejor de los algoritmos puesto que 
proporcionará el menor período de cadencia tcad y por tanto permitirá la máxima 
tasa de transmisión en tiempo real. 
 
5.3.4. Transmisión en tiempo real 
 
Las tablas que hemos mostrado en los apartados anteriores se han enfocado a 
la minimización del tiempo de cadencia tcad para disminuir el retardo total 
cuando M es suficientemente grande. No obstante, esto a veces no considera 
la transmisión en tiempo real. Por ejemplo, si al final obtenemos un tiempo de 
cadencia tcad = 12 ms, pero resulta que la fuente genera un paquete cada 
23,4375 ms (correspondiente a una tasa de 512 kbps si cada paquete mide 
1500 bytes), en la práctica estaremos perdiendo ancho de banda, puesto que la 
fuente transmitirá el primer paquete durante 12 ms y a continuación 
permanecerá en silencio durante casi 12 ms (hasta llegar a los 23,4375 ms) 
antes de tener el segundo paquete listo. 
 
En este caso, hemos planteado unas nuevas tablas que parten de las 
simulaciones realizadas con los grafos basados en Transit-Stub. En ellas se 
seleccionan los árboles multicast de tal manera que dado un tiempo máximo de 
cadencia tcad, se busca un retardo t0 mínimo. Obviamente, las tablas 
dependerán del límite marcado por el tiempo de cadencia. En nuestro caso, 
hemos supuesto una tasa de información de 512 kbps –valor suficiente para 
aplicaciones multicast de distribución de vídeo– lo que da un período entre la 
emisión de dos paquetes consecutivos de 23,4375 ms (seguimos suponiendo 
que la longitud de un paquete es de 1500 bytes). Esto significa que hemos de 
buscar aquellos árboles multicast cuyo tiempo de cadencia es menor a 23,4375 
ms y tienen retardo t0 mínimo. No hemos realizado nuevas simulaciones, sino 
que hemos reinterpretado los resultados obtenidos en las ejecuciones 
anteriores para cada algoritmo (ejecuciones que han dado lugar a la tabla 5.3). 
Si antes escogíamos los árboles con un tcad menor, ahora hemos buscado el t0 
mínimo entre aquellos árboles con un tcad menor a 23,4375 ms. 
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Tabla 5.5. Resultados para tcad fuente=23,4375 ms 
 
 
Casos Usuarios 10 25 50 100 200 500 
 
C
o
m
p
a
r.
 
Con restricciones 42 32 12 6 3 3 
 
Sin restricciones 40 11 2 1 0 0 
 
                
Algoritmos Casos Usuarios 10 25 50 100 200 500 
o
p
tc
a
d
 
C
o
n
 r
e
s
tr
ic
c
io
n
e
s
 
casos válidos 42 32 13 6 3 3 
veces mejor tcad                
(sólo comp.) 
33 24 8 4 3 3 
veces mejor t0                   
(sólo comp.) 
0 0 0 0 0 0 
t0 (sobre válidos) 631,61 1269,10 2580,64 4007,16 7741,48 13205,24 
tcad (sobre válidos) 13,66 16,52 18,65 19,63 22,79 23,44 
t0 (sobre comp.) 631,61 1269,10 2640,77 4007,16 7741,48 13205,24 
tcad (sobre comp.) 13,66 16,52 18,33 19,63 22,79 23,44 
  
S
in
 r
e
s
tr
ic
c
io
n
e
s
 
vasos válidos 50 50 50 50 50 50 
veces mejor tcad                         
(sólo comp.) 
40 11 2 1 - - 
veces mejor t0                          
(sólo comp.) 
0 0 0 0 - - 
t0 (sobre válidos) 1020,33 2221,26 3874,01 5872,99 8489,63 13146,32 
tcad (sobre válidos) 11,99 15,31 20,39 22,03 23,20 23,44 
t0 (sobre comp.) 1028,67 2252,14 3222,72 4975,37 - - 
tcad (sobre comp.) 11,26 15,50 11,72 23,44 - - 
                  
o
p
tt
0
 
C
o
n
 r
e
s
tr
ic
c
io
n
e
s
 
casos válidos 43 34 16 9 12 9 
veces mejor tcad                          
(sólo comp.) 
11 9 4 2 12 3 
veces mejor t0                              
(sólo comp.) 
42 32 12 6 3 3 
t0 (sobre válidos) 291,43 303,56 312,70 325,16 338,27 436,64 
tcad (sobre válidos) 19,22 21,33 22,25 21,58 23,44 23,44 
t0 (sobre comp.) 288,45 304,54 278,13 333,42 376,17 385,68 
tcad (sobre comp.) 19,12 21,20 21,86 20,65 23,44 23,44 
  
S
in
 r
e
s
tr
ic
c
io
n
e
s
 
vasos válidos 40 34 2 1 0 0 
veces mejor tcad                                                                               
(sólo comp.) 
3 0 0 1 - - 
veces mejor t0                               
(sólo comp.) 
40 11 2 1 - - 
t0 (sobre válidos) 273,91 267,62 212,19 209,13 - - 
tcad (sobre válidos) 19,42 21,63 22,33 23,44 - - 
t0 (sobre comp.) 273,91 267,62 212,19 209,13 - - 
tcad (sobre comp.) 19,42 21,63 22,33 23,44 - - 
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No todas las ejecuciones realizadas sobre los grafos según el modelo Transit-
Stub cumplen esta condición, es decir, no todas obtienen un tcad menor a 
23,4375 ms. Hemos anotado como “casos válidos” aquellos que devuelven un 
tcad inferior o igual al período de cadencia de la fuente, que como se ha dicho 
es 23,4375 ms. Por otro lado, los “casos comparables” son aquellos en que 
para un grafo concreto las dos familias de algoritmos obtienen un árbol válido. 
Igual que en la tabla 5.3, los resultados de optcad y optcad2 son los mismos 
(partimos como antes de árboles idénticos) y por eso se apuntan una sola vez. 
  
En la tabla 5.5 se muestran los resultados correspondientes. Podemos ver que 
para los casos comparables con restricciones, el algoritmo optt0 ofrece siempre 
mejores resultados de latencia t0, y valores de tcad ligeramente superiores (lo 
cual no tiene en este contexto ninguna importancia) que los obtenidos con 
optcad2 y optcad. Esto también sucede en los casos sin restricciones, por lo 
que en esta nueva situación, el algoritmo que escogeremos será normalmente 
optt0. 
 
Por tanto, para aplicaciones en que la recepción de la información en tiempo 
real sea determinante, aplicaremos normalmente el algoritmo optt0, ya que el 
retardo total de la transmisión será menor que con los algoritmos optcad2 y 
optcad. En este caso, el retardo será igual a tret = t0 + (M-1)·23,4375 ms, y de este 
modo, siempre será mejor el algoritmo que obtenga un t0 menor, es decir, 
optt0. 
 
No obstante, en aquellas aplicaciones en las que la información no se produzca 
en tiempo real (es decir, aquellas en las que se encuentre previamente 
almacenada en un archivo), y pueda ir almacenándose en buffers de memoria 
hasta ser reproducida, será mejor el algoritmo optcad2, ya que el tiempo de 
cadencia del árbol multicast será menor, y en consecuencia se ocuparán 
menos tiempo los recursos de la red. 
 
En la tabla 5.6 se comparan, para el algoritmo optt0, los resultados con 
restricciones y sin restricciones (de nuevo imponemos un tiempo de cadencia 
máximo de 23,4375 ms). Salvo para n =10, se han podido comparar pocas 
veces, debido a que no abundan los casos válidos. El algoritmo optt0 trata de 
minimizar el retardo total t0, y a costa de ello el valor de tcad aumenta, de forma 
que pocas veces se sitúa por debajo del umbral de 23,4375 ms. En la práctica, 
esto podría resolverse mediante un nuevo algoritmo que reprodujera el 
procedimiento de selección de optt0 pero que escogiera el siguiente nodo 
únicamente entre aquellos peers que fueran a devolver un tiempo de cadencia 
acumulado menor al período de cadencia de la información, es decir, menor al 
tiempo transcurrido entre la creación de dos paquetes consecutivos. 
 
Con todo, en los pocos casos en que han podido compararse el valor de t0 es 
inferior en el algoritmo sin restricciones, como era de esperar, aunque las 
diferencias son insignificantes. Por otro lado, como se ha dicho, en este 
contexto el valor de tcad es completamente irrelevante (siempre y cuando no 
supere el umbral de los 23,4375 ms), puesto que la cadencia de emisión de 
datos la marcará la propia fuente. 
 
48                                                                                                                       Algoritmos Multicast en Redes P2P     
 
Tabla 5.6. Comparación para optt0 (tcad fuente=23,4375 ms) 
 
 Comparación optt0 
 
 
Usuarios 10 25 50 100 200 500 
 
casos comparables 37 11 2 0 0 0 
Casos Usuarios 10 25 50 100 200 500 
Con restricciones 
casos válidos 43 34 16 10 12 9 
veces mejor tcad                          
(sólo comp.) 
35 8 2 - - - 
veces mejor t0                              
(sólo comp.) 
34 9 1 - - - 
t0 (sobre válidos) 291,43 303,56 313,21 319,51 338,27 385,68 
tcad (sobre válidos) 19,22 21,33 22,32 21,76 23,44 23,44 
t0 (sobre comp.) 277,87 269,89 212,21 - - - 
tcad (sobre comp.) 18,91 21,12 21,71 - - - 
 
Sin restricciones 
casos válidos 40 11 2 1 0 0 
veces mejor tcad                          
(sólo comp.) 
32 9 0 - - - 
veces mejor t0                              
(sólo comp.) 
35 10 2 - - - 
t0 (sobre válidos) 273,91 267,62 212,19 209.13 - - 
tcad (sobre válidos) 19,42 21,63 22,33 23.44 - - 
t0 (sobre comp.) 276,45 267,62 212,19 - - - 
tcad (sobre comp.) 19,09 21,63 22,33 - - - 
 
 
En relación a los algoritmos optcad, los resultados son diferentes, según se ve 
en la tabla 5.7. En este caso, todas las ejecuciones realizadas sin restricciones 
son válidas, ya que en todas ellas se obtiene un valor de tcad menor o igual al 
período de cadencia de la fuente (23,4375 ms), algo razonable dado que 
optcad se ha diseñado con el objeto de minimizar tcad. En los algoritmos con 
restricciones, hay menos casos válidos, ya que como se había visto en las 
tablas anteriores, se obtenían peores tcad. 
 
A pesar de todo, en la tabla puede verse que ofrecen mejores retardos t0 los 
algoritmos con restricciones. Esto puede resultar de nuevo paradójico, pero 
tiene una simple explicación. Como los algoritmos optcad sin restricciones 
obtienen valores más reducidos de tcad, en compensación devuelven peores 
retardos t0. Más en particular, en ese caso los algoritmos optcad con 
restricciones necesitarán una s mayor para tener conectividad, tal como se 
refleja en la tabla 5.3. Esto significa que en general el árbol multicast tendrá 
más bifurcaciones o, dicho de otra forma, que los nodos que transmiten un 
mensaje lo harán más veces y que por tanto aprovecharán mejor su ancho de 
banda. De este modo, el envío de un mensaje será más rápido (aunque sea a 
costa de obtener un tcad más alto), como se aprecia en la tabla 5.3, en la que 
los retardos t0 para los algoritmos optcad son menores con restricciones que sin 
restricciones 
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Tabla 5.7. Comparación para optcad (tcad fuente=23,4375 ms) 
 
 Comparación optcad 
 
 
Usuarios 10 25 50 100 200 500 
 
casos comparables 42 32 13 7 3 3 
Casos Usuarios 10 25 50 100 200 500 
Con restricciones 
casos válidos 42 32 13 7 3 3 
veces mejor tcad                          
(sólo comp.) 
8 4 3 2 2 3 
veces mejor t0                              
(sólo comp.) 
42 32 13 7 3 3 
t0 (sobre válidos) 631,61 1269,10 2580,64 4278,68 7741,48 13205,24 
tcad (sobre válidos) 13,66 16,52 18,65 20,18 22,79 23,44 
t0 (sobre comp.) 631,61 1269,10 2580,64 4278,68 7741,48 13205,24 
tcad (sobre comp.) 13,66 16,52 18,65 20,18 22,79 23,44 
 
Sin restricciones 
casos válidos 50 50 50 50 50 50 
veces mejor tcad                          
(sólo comp.) 
42 32 13 7 3 3 
veces mejor t0                              
(sólo comp.) 
8 4 3 2 2 3 
t0 (sobre válidos) 1020,33 2221,26 3874,01 5872,99 8489,63 13146,32 
tcad (sobre válidos) 11,99 15,31 20,39 22,03 23,20 23,44 
t0 (sobre comp.) 1018,36 2122,45 3692,91 5826,98 8331,46 13205,24 
tcad (sobre comp.) 9,81 10,74 11,72 13,39 19,53 23,44 
 
 
En nuestro caso, como ahora aplicamos esos mismos algoritmos optcad pero 
cambiamos nuestro criterio de valoración final, se invierten los papeles: antes 
pretendíamos minimizar tcad por delante de t0, y ahora nos importa más este 
valor t0. De modo que si en los apartados anteriores eran mejor los algoritmos 
optcad sin restricciones, en este nuevo contexto vamos a preferir aquellos que 
aplican restricciones, puesto que devuelven retardos t0 menores. En todo caso, 
tal y como se ha señalado anteriormente, en este nuevo escenario podría 
resultar apropiado un nuevo algoritmo que aplicara los criterios de optt0 pero 
sólo para aquellos nodos con un tiempo de cadencia acumulado menor al que 
marca la tasa de información. 
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CAPÍTULO 6. CONCLUSIONES Y LÍNEAS FUTURAS 
 
En este proyecto, continuación de trabajos anteriores [10,11,12,13] se ha 
presentado un conjunto de algoritmos de encaminamiento multicast sobre 
redes P2P, llamadas también redes overlay dado que se definen en el nivel de 
aplicación. Partiendo de un algoritmo para la transmisión de un único mensaje, 
se ha descrito un conjunto de algoritmos que permiten el envío de más de un 
mensaje dentro de un grupo multicast. Nuestro análisis se ha centrado en los 
algoritmos optt0, optcad y optcad2, todos de complejidad O(n2). 
 
El tercer algoritmo, optcad2, diseñado como mejora del algoritmo optcad, ha 
obtenido los mismos resultados que optcad en los grafos definidos con el 
modelo de Transit-Stub, debido, como se ha explicado, a la existencia en estas 
redes de nodos muy restrictivos, es decir, con un ancho de banda muy 
pequeño. Es por ello que se han probado los algoritmos sobre redes aleatorias 
con una topología menos restrictiva. En ese caso, como era de esperar, 
optcad2 ha obtenido los mejores resultados. En este tipo de redes, además, los 
retardos han disminuido conforme aumenta el número de nodos, debido a que 
las redes más grandes disponen estadísticamente de mejores enlaces, con 
menores retardos de transmisión y propagación. 
 
Por otro lado, las primeras tablas que hemos obtenido sobre el modelo Transit-
Stub no siempre reflejan la transmisión de información en tiempo real, ya que 
tienen como objeto reducir el tiempo de cadencia tcad durante el cual todos los 
nodos –y en particular la fuente– han de retransmitir un mismo mensaje a otros 
nodos. Esto tiene sentido cuando la información está previamente almacenada 
en un fichero y los nodos pueden ir almacenando la información en un buffer 
hasta ser reproducida. No obstante, en el caso en que se transmite la 
información en directo –como puede ser la emisión de un partido de fútbol– el 
escenario cambia. En efecto, si se reduce el tiempo de cadencia tcad del 
algoritmo a, por ejemplo, 12 ms, pero resulta que la fuente genera un paquete 
cada 23,4375 ms (correspondiente a una tasa de 512 kbps para paquetes de 
1500 bytes) en ese caso se perderá eficiencia, puesto que la fuente emitirá el 
primer paquete durante 12 ms y a continuación esperará sin transmitir durante 
12 ms (hasta llegar a los 23,4375 ms) antes de tener el segundo paquete listo. 
 
Es por esto que se han presentado otras tablas en las que se han escogido los 
árboles multicast con un nuevo criterio. Ahora, dado un tiempo máximo de 
cadencia tcad, se busca un retardo t0 mínimo (calculado como el tiempo que 
tarda un mensaje en cubrir toda la red). En nuestro caso, hemos supuesto una 
tasa de información de 512 kbps, lo que devuelve un período entre la emisión 
de dos paquetes consecutivos de 23,4375 ms. De este modo, hemos 
seleccionado aquellos árboles multicast cuyo tiempo de cadencia es menor a 
23,4375 ms y tienen retardo t0 mínimo. En este caso, como era de prever, el 
algoritmo optt0 ha obtenido los mejores resultados, puesto que ha sido 
diseñado con el objeto de minimizar el retardo t0. No obstante, en las líneas 
futuras se propone la descripción de un nuevo algoritmo capaz de obtener 
mejores resultados en un escenario real. 
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El impacto ambiental del proyecto puede ser considerable si se tiene en cuenta 
que con el nuevo algoritmo se puede reducir el tiempo de transmisión de los 
mensajes, lo que implica economizar ancho de banda y recursos, ya sean 
físicos o energéticos. En redes pequeñas, como las formadas por 10 usuarios 
que hemos analizado, esto puede tener un impacto relativo, pero en redes de 
gran tamaño, como las redes de 500 usuarios, el ahorro de recursos puede 
llegar a ser significativo. 
 
Como líneas futuras de trabajo, se propone la programación de un nuevo 
algoritmo con el mismo procedimiento de selección que el algoritmo optt0, pero 
que escoja el siguiente nodo emisor únicamente entre aquellos peers que 
vayan a devolver un tiempo de cadencia menor o igual al periodo de cadencia 
de la fuente (es decir, entre aquellos nodos cuyo tiempo de cadencia sea 
finalmente menor que el tiempo transcurrido entre la creación de dos paquetes 
consecutivos). También se propone realizar un desarrollo matemático del 
algoritmo, tal como se ha hecho para el algoritmo MSM [17]. Por último, queda 
pendiente la prueba de los algoritmos en otros modelos de redes IP, así como 
la comparación con otros algoritmos de la bibliografía [18,19]. 
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ANEXO I. EJEMPLO DE GRAFO ALEATORIO SIMÉTRICO 
FORMADO POR 10 NODOS. 
 
 
5 2 6 9 3 1 4 8 7 
4.533 6.962 9.029 10.675 11.520 13.358 15.073 18.027 20.464 
130.160 222.467 113.493 4.540 15.100 181.360 147.212 161.710 165.210 
134.693 229.429 122.522 15.215 26.620 194.718 162.286 179.737 185.674 
         9 5 0 7 4 2 8 6 3 
0.728 11.665 13.358 15.488 16.595 17.531 18.801 19.484 20.660 
243.205 216.545 181.360 214.640 69.287 88.067 203.725 198.338 223.952 
243.933 228.210 194.718 230.128 85.882 105.599 222.526 217.821 244.613 
         5 8 0 4 3 6 7 9 1 
1.052 1.676 6.962 7.094 10.290 11.126 14.843 17.211 17.531 
68.905 237.943 222.467 42.128 250.333 193.742 177.077 167.268 88.067 
69.957 239.619 229.429 49.221 260.622 204.869 191.920 184.479 105.599 
         9 6 2 0 5 8 7 1 4 
7.230 8.437 10.290 11.520 12.541 18.936 20.389 20.660 21.145 
4.280 72.557 250.333 15.100 51.282 209.680 132.167 223.952 165.622 
11.510 80.995 260.622 26.620 63.823 228.616 152.556 244.613 186.768 
         7 9 2 0 1 6 5 8 3 
6.434 7.041 7.094 15.073 16.595 17.716 17.852 18.323 21.145 
93.647 135.795 42.128 147.212 69.287 191.863 218.515 12.855 165.622 
100.082 142.836 49.221 162.286 85.882 209.579 236.367 31.178 186.768 
         2 7 0 8 1 3 4 6 9 
1.052 1.959 4.533 4.858 11.665 12.541 17.852 18.991 21.128 
68.905 142.775 130.160 199.452 216.545 51.282 218.515 235.300 221.970 
69.957 144.734 134.693 204.310 228.210 63.823 236.367 254.291 243.098 
         7 8 3 0 2 9 4 5 1 
3.264 4.764 8.437 9.029 11.126 14.919 17.716 18.991 19.484 
97.695 66.845 72.557 113.493 193.742 117.175 191.863 235.300 198.338 
100.959 71.609 80.995 122.522 204.869 132.094 209.579 254.291 217.821 
         5 6 8 4 2 1 9 3 0 
1.959 3.264 6.425 6.434 14.843 15.488 19.189 20.389 20.464 
142.775 97.695 242.925 93.647 177.077 214.640 179.482 132.167 165.210 
144.734 100.959 249.350 100.082 191.920 230.128 198.671 152.556 185.674 
         2 6 5 7 9 0 4 1 3 
1.676 4.764 4.858 6.425 15.408 18.027 18.323 18.801 18.936 
237.943 66.845 199.452 242.925 227.317 161.710 12.855 203.725 209.680 
239.619 71.609 204.310 249.350 242.726 179.737 31.178 222.526 228.616 
         1 4 3 0 6 8 2 7 5 
0.728 7.041 7.230 10.675 14.919 15.408 17.211 19.189 21.128 
243.205 135.795 4.280 4.540 117.175 227.317 167.268 179.482 221.970 
243.933 142.836 11.510 15.215 132.094 242.726 184.479 198.671 243.098 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Anexo II: Árboles de transmisión para la ejecución del algoritmo optcad sobre el grafo  59 
 
ANEXO II. ÁRBOLES DE TRANSMISIÓN PARA LA EJECUCIÓN 
DEL ALGORITMO OPTCAD SOBRE EL GRAFO. 
 
Anexo II.i: Árbol obtenido para el caso con restricciones. 
 
Pasos en la ejecución del algoritmo: 
 
s=1 
 
Src: 0 Dst: 5 en t=0.000000 y llega en t=134.692993 
Src: 5 Dst: 2 en t=134.692993 y llega en t=204.649994 
Src: 2 Dst: 8 en t=204.649994 y llega en t=444.268982 
Src: 5 Dst: 7 en t=135.744995 y llega en t=280.478973 
Src: 7 Dst: 6 en t=280.478973 y llega en t=381.437988 
 
s=2 
 
Src: 0 Dst: 5 en t=0.000000 y llega en t=134.692993 
Src: 5 Dst: 2 en t=134.692993 y llega en t=204.649994 
Src: 2 Dst: 8 en t=204.649994 y llega en t=444.268982 
Src: 5 Dst: 7 en t=135.744995 y llega en t=280.478973 
Src: 7 Dst: 6 en t=280.478973 y llega en t=381.437988 
Src: 0 Dst: 9 en t=4.533000 y llega en t=19.748001 
Src: 9 Dst: 1 en t=19.748001 y llega en t=263.681000 
Src: 9 Dst: 4 en t=20.476002 y llega en t=163.311996 
Src: 6 Dst: 3 en t=381.437988 y llega en t=462.432983 
 
Árbol multicast que se obtiene: 
 
 
Fig. II.i Árbol multicast para s=1 (no hay conectividad total) 
 
 
 
Fig. II.ii Árbol multicast para s=2 (ya hay conectividad total) 
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Anexo II.ii: Árbol obtenido para el caso sin restricciones. 
 
Pasos en la ejecución del algoritmo: 
 
s=1 
 
Src: 0 Dst: 5 en t=0.000000 y llega en t=134.692993 
Src: 5 Dst: 2 en t=134.692993 y llega en t=204.649994 
Src: 2 Dst: 8 en t=204.649994 y llega en t=444.268982 
Src: 8 Dst: 6 en t=444.268982 y llega en t=515.877991 
Src: 6 Dst: 7 en t=515.877991 y llega en t=616.836975 
Src: 7 Dst: 4 en t=616.836975 y llega en t=716.918945 
Src: 4 Dst: 9 en t=716.918945 y llega en t=859.754944 
Src: 9 Dst: 1 en t=859.754944 y llega en t=1103.687988 
Src: 1 Dst: 3 en t=1103.687988 y llega en t=1348.301025 
 
 
 
 
Fig. II.iii Árbol multicast obtenido con s=1 (ya hay conectividad total) 
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ANEXO III. ÁRBOLES DE TRANSMISIÓN PARA LA EJECUCIÓN 
DEL ALGORITMO OPTCAD2 SOBRE EL GRAFO. 
 
Anexo III.i: Árbol obtenido para el caso con restricciones. 
 
Pasos en la ejecución del algoritmo: 
 
s=1 
 
Src: 0 Dst: 5 en t=0.000000 y llega en t=134.692993 
Src: 5 Dst: 2 en t=134.692993 y llega en t=204.649994 
Src: 2 Dst: 8 en t=204.649994 y llega en t=444.268982 
Src: 5 Dst: 7 en t=135.744995 y llega en t=280.478973 
Src: 7 Dst: 6 en t=280.478973 y llega en t=381.437988 
 
s=2 
 
Src: 0 Dst: 5 en t=0.000000 y llega en t=134.692993 
Src: 5 Dst: 2 en t=134.692993 y llega en t=204.649994 
Src: 2 Dst: 8 en t=204.649994 y llega en t=444.268982 
Src: 5 Dst: 7 en t=135.744995 y llega en t=280.478973 
Src: 7 Dst: 6 en t=280.478973 y llega en t=381.437988 
Src: 0 Dst: 9 en t=4.533000 y llega en t=19.748001 
Src: 9 Dst: 1 en t=19.748001 y llega en t=263.681000 
Src: 9 Dst: 4 en t=20.476002 y llega en t=163.311996 
Src: 6 Dst: 3 en t=381.437988 y llega en t=462.432983 
 
Árbol multicast que se obtiene: 
 
 
Fig. III.i Árbol multicast para s=1 (no hay conectividad total) 
 
 
 
Fig. III.ii Árbol multicast para s=2 (ya hay conectividad total) 
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Anexo III.ii: Árbol obtenido para el caso sin restricciones. 
 
Pasos en la ejecución del algoritmo: 
 
S=1 
 
Src: 0 Dst: 5 en t=0.000000 y llega en t=134.692993 
Src: 5 Dst: 2 en t=134.692993 y llega en t=204.649994 
Src: 2 Dst: 8 en t=204.649994 y llega en t=444.268982 
Src: 5 Dst: 7 en t=135.744995 y llega en t=280.478973 
Src: 7 Dst: 6 en t=280.478973 y llega en t=381.437988 
Src: 6 Dst: 3 en t=381.437988 y llega en t=462.432983 
Src: 3 Dst: 9 en t=462.432983 y llega en t=473.942993 
Src: 9 Dst: 1 en t=473.942993 y llega en t=717.875977 
Src: 9 Dst: 4 en t=474.670990 y llega en t=617.507019 
 
 
 
 
Fig. III.iii Árbol multicast para s=1 (ya hay conectividad total) 
