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Abstract. We present a way of constructing multi-time-step monolithic coupling methods for elastody-
namics. The governing equations for constrained multiple subdomains are written in dual Schur form and
enforce the continuity of velocities at system time levels. The resulting equations will be in the form of
differential-algebraic equations. To crystallize the ideas we shall employ Newmark family of time-stepping
schemes. The proposed method can handle multiple subdomains, and allows different time-steps as well as
different time stepping schemes from the Newmark family in different subdomains. We shall use the energy
method to assess the numerical stability, and quantify the influence of perturbations under the proposed
coupling method. Two different notions of energy preservation are introduced and employed to assess the
performance of the proposed method. Several numerical examples are presented to illustrate the accu-
racy and stability properties of the proposed method. We shall also compare the proposed multi-time-step
coupling method with some other methods available in the literature.
1. INTRODUCTION AND MOTIVATION
Coupled problems (such as fluid-structure interaction, structure-structure interaction and thermal-
structure interaction) have been the subject of intense research in recent years in both computational me-
chanics and applied mathematics. The report compiled by the Blue Ribbon Panel on Simulation-Based
Engineering Science emphasizes that the ability to solve coupled problems will be vital to accelerate the ad-
vances in engineering and science through simulation [1]. Developing stable and accurate numerical strategies
for coupled problems can be challenging due to several reasons. These problems may involve multiple tem-
poral scales and different spatial scales. One may have to deal with different types of equations for different
aspects of physics, which could be coupled nonlinear equations. It is noteworthy that there exists neither
a complete mathematical theory (for existence, uniqueness, and sharp estimates) nor a comprehensive com-
putational framework to solve any given coupled problem. Some of the current research efforts are targeted
towards resolving the aforementioned issues. Other research efforts are towards developing linear and nonlin-
ear solvers, parallel frameworks, and tools for heterogeneous computing environments (including GPU-based
computing) for coupled problems.
Herein, we shall present a numerical approach that can handle moderate disparity in temporal scales. We
shall take elastodynamics as the benchmark problem, as it serves two purposes. This problem is important
in its own right. In addition, the problem serves as a model problem to develop numerical algorithms for
fluid-structure interaction problems, which can be much more involved than a problem typically encountered
in elastodynamics. In a fluid-structure interaction simulation, in addition to a coupling algorithm, robust
mesh motion algorithms, data transfer algorithms to interpolate data across mismatching meshes, and stable
solvers for fluids and solids are needed.
It is now well-recognized that neither implicit nor explicit time-stepping schemes will be totally advanta-
geous to meet all the desired features in a numerical simulation (e.g., see the discussion in references [2,3]).
Many factors (which include mesh, physical properties of the subdomain, accuracy, stability, total time of
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interest) affect the choice of the time-stepping scheme(s) [4]. It is sometimes much more economical to adopt
different time-steps and/or time-stepping schemes in different subdomains. To this end mixed methods and
multi-time-step methods have been developed.
1.1. Multi-time-step and mixed methods. Mixed methods refer to a class of algorithms that
employ different time-stepping schemes in different subdomains. Some early efforts on mixed methods
are [5–11]. The use of different time-steps in different subdomains is referred to as multi-time-stepping
or subcycling. Some representative works in this direction are [12–14]. But many of the prior efforts on
mixed methods and multi-time-stepping suffer from one or more of the following deficiencies: (i) The method
cannot handle multiple subdomains. (ii) The method may not be accurate for disparate material proper-
ties, and for highly graded meshes. (iii) The method may suffer from very stringent stability limits, which
may not be practical to meet realistic problems. (iv) The accuracy and stability depend on the preferential
treatment of certain subdomains. For example, in the application of the conventional staggered coupling
method, one domain is made to advance before another. The accuracy and stability depends on the choice
of the subdomain that has to advance first [15].
We conjecture that the main source of the aforementioned numerical deficiencies is due to the fact that
the prior works tried to develop coupling methods for transient problems by extending the strategies that
were successful in developing partitioned schemes for static problems. However, it should be emphasized that
designing coupling algorithms or partitioned schemes for transient problems require special attention com-
pared to static problems. The governing equations for both undecomposed and decomposed static problems
are algebraic equations. In the case of transient problems, the governing equations of an undecomposed prob-
lem are Ordinary Differential Equations (ODEs) whereas the governing equations of a decomposed problem
are Differential-Algebraic Equations (DAEs).
Many of the prior works just employed the time-stepping schemes that are primarily developed for ODEs
to construct partitioned schemes. However, it is well-known in the numerical analysis literature that care
should be taken in applying popular time integrating schemes developed for ODEs to solve DAEs. The title
of Petzold’s seminal work [16] – “Differential/algebraic equations are not ODEs” – succinctly summarizes
this fact. This viewpoint was also taken in references [3, 17] to develop coupling methods for first-order
transient systems.
This paper aims to develop a coupling method that allows different time-steps and different time integra-
tors in different parts of the computational domain, which will be achieved using the results from the theory
of differential-algebraic equations (e.g., Ascher and Petzold [18]). In recent years, the trend is to use dual
Schur approach to develop multi-time-step coupling algorithms for second-order transient systems. A notable
work in this direction is by Gravouil and Combescure (e.g., [2], which we shall refer to as the GC method.
Based on the GC method, Pegon and Magonette developed a parallel inter-field method (the PM method),
reference [19] is devoted to analysis of this method. Bursi et al. extended the PM method by employing the
generalized α-method in [20]. Real time partitioned time-integration using the LSRT methods has been of
interest recently in [21]. Mahjoubi and Krenk proposed a multi-time-step coupling method using state-pace
time integration in [22], a more general presentation of which appears in [23]. Another work that is relevant
to the current paper is by Prakash and Hjelmstad [24], which we shall refer to as the PH method. It is worth
to critically review the GC and PH methods.
1.1.1. A critical analysis of the GC and PH methods. The GC method is a multi-time-step coupling
method for structural problems based on Newmark family of time integrators. The GC coupling method is
built based on the following assumptions:
(GC1) Enforcing the continuity of velocity on the interface at the fine time-steps.
(GC2) Linear interpolation of interface velocities.
(GC3) Linear interpolation of Lagrange multiplier within the coarsest time-step.
The GC method is shown to exhibit excessive numerical damping (for example, see reference [24] and the
numerical results presented in Section 6 of this paper). The PH method is based on a modification to the
GC method, and is constructed based on the following assumptions:
(PH1) Employed continuity of velocities along the subdomain interface at coarse time-steps.
(PH2) Linear interpolation of all kinematic variables (displacements, velocities, accelerations of the nodes
on the subdomain interface and in the interior of the subdomains) within a coarse time-step.
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(PH3) The method as it is presented in reference [24] is valid only for two subdomains.
(PH4) The subdomain that has the largest time-step has a more significant role in formulating the algorithm.
In Section 4, we shall show that Assumption (PH2) is not consistent with the underlying physics and need
not be consistent with the underlying numerical time-stepping scheme. It is also claimed that the PH method
is energy preserving implying that the coupling does not affect the total physical energy of the system. In a
subsequent section, we shall present various notions of energy preserving by a coupling algorithm, and show
that the PH method is not energy preserving (on the contrary to what has been claimed in Reference [24]).
1.2. Main contributions of this paper. The proposed coupling method is developed by selecting
the ideal combination from the assumptions of the GC and PH methods, and thereby eliminating all the
deficiencies that these two methods suffer from. This paper has made several advancements in multi-time-
step coupling of second-order transient systems, and some of the main ones are as follows:
(i) Developing a coupling method that can handle multiple subdomains, allows different time-steps in
different subdomains, allows different time-stepping schemes under the Newmark family in different
subdomains, and is stable and accurate.
(ii) A stability proof using the energy method to obtain sufficient conditions for multi-time-step coupling
is presented. Unlike many of the earlier works, the contribution of interface and subdomains is taken
into account to derive the stability criteria. Unlike the prior works on multi-time-step coupling [2,24],
the proof is constructed by taking into account the contributions from all the subdomains and the
interface, which is the correct form.
(iii) Documented the deficiencies of backward difference formulae (BDF) and implicit Runge-Kutta (IRK)
schemes (which are popular for solving differential-algebraic equations) for solving second-order tran-
sient systems with invariants (e.g., conservation of energy).
(iv) New notions of energy preservation are introduced and conditions under which the proposed method
satisfies any of those notions are also derived.
(v) A systematic study (both on the theoretical and numerical fronts) on the effect of subcycling and system
time-step on the accuracy is presented. Specifically, we have shown that subcycling need not always
improve accuracy. A criterion is devised to guide whether subcycling will improve accuracy or not. An
attractive feature is that this criterion can be calculated on the fly during a numerical simulation.
1.3. An outline of the paper. The remainder of this paper is organized as follows. Section 2 briefly
outlines Newmark family of time stepping schemes. Section 3 presents the governing equations for multiple
subdomains with a discussion on the numerical treatment of interface constraints. Section 4 presents the
proposed multi-time-step coupling method. A systematic theoretical analysis of the proposed coupling
method (which includes stability analysis based on the energy method, influence of perturbations, bounds
on interface drifts) is presented in Section 5. In Section 6, some of the theoretical predictions are verified
using a simple lumped parameter system. Section 7 discusses the conditions under which the multi-time-
step coupling algorithm is energy conserving and the conditions under which it is energy preserving. Some
deficiencies of employing backward difference formulae and implicit Runge-Kutta schemes for developing
coupling algorithms for elastodynamics are discussed in Section 8. Several representative numerical examples
are presented in Section 9 to illustrate the performance of the proposed coupling method. Conclusions are
drawn in Section 10.
2. NEWMARK FAMILY OF TIME-STEPPING SCHEMES
Consider a system of second-order ordinary differential equations of the following form:
Mu¨(t) +Ku(t) = f(t) t ∈ (0, T ] (1)
where t denotes time, T denotes the time interval of interest, M is a symmetric positive definite matrix,
K is a symmetric positive semidefinite matrix, and a superposed dot denotes derivative with respect to
the time. The above system of equations can arise from a semi-discrete finite element discretization of
the governing equations in linear elastodynamics [25]. In this case, M is referred to as the mass matrix,
K is the stiffness matrix, and u(t) is the nodal displacement vector. Of course, one has to augment the
above equation with initial conditions, which, in the context of elastodynamics, will be the prescription of
the initial displacement vector and the initial velocity vector. One popular approach for solving equation
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(1) numerically is to employ a time-stepping scheme from the Newmark family [26]. We now present the
Newmark time-stepping schemes in the context of undecomposed problem (i.e., the computational domain is
not decomposed into subdomains). In the subsequent sections, we shall extend the presentation to multiple
subdomains with the possibility of using different time-steps and/or different time integrators under Newmark
family in different subdomains.
Let the time interval of interest T be divided into N sub-intervals such that
[0, T ] = N⋃
n=1
[tn−1, tn] (2)
where 0 = t0 < t1 < ⋯ < tN = T are referred to as time levels. To make the presentation simple, we shall
assume that the sub-intervals are uniform. That is,
∆t = tn − tn−1 ∀n = 1,⋯,N (3)
where ∆t is commonly referred to as the time-step. It should be, however, noted that the presentation can
be easily extended to incorporate variable time-steps.
Remark 1. In our development of the proposed multi-time-step coupling method, we shall use different
kinds of time-steps (e.g., subdomain time-step, system time-step). These time-steps will be introduced in a
subsequent section. For the present discussion, such a distinction is not required, as for single subdomain
there is only one time-step.
We shall employ the following notation to denote displacement, velocity and acceleration nodal vectors
at discrete time levels:
d
(n) = u(t = tn), v(n) = du
dt
∣
t=tn
, a(n) = d
2u
dt2
∣
t=tn
(4)
Newmark family of time stepping schemes, which is a two-parameter family of time integrators, can be
written as follows:
d
(n+1) = d(n) +∆t v(n) + ∆t
2
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((1 − 2β)a(n) + 2βa(n+1)) (5a)
v(n+1) = v(n) +∆t ((1 − γ)a(n) + γa(n+1)) (5b)
where β and γ are user-specified parameters. A numerical solution at (n + 1)-th time level can be obtained
by simultaneously solving equations (5a)–(5b) with the following equation:
Ma(n+1) +Kd(n+1) = f (n+1) (6)
where
f
(n+1)
∶= f(t = tn+1) (7)
It is well-known that one needs to choose γ ≥ 1/2 for numerical stability [27]. The time-stepping
scheme will be unconditionally stable if 2β ≥ γ, and will be conditionally stable if 2β < γ. Some popular
time-stepping schemes under the Newmark family are the central difference scheme (γ = 1/2, β = 0), the
average acceleration scheme (γ = 1/2, β = 1/4), and the linear acceleration scheme (γ = 1/2, β = 1/6).
The central difference scheme is also referred to as the velocity Verlet scheme, which is the case in the
molecular dynamics literature (e.g., see reference [28]). The central difference scheme is explicit, second-order
accurate, and conditionally stable. The average acceleration scheme is implicit, second-order accurate, and
unconditionally stable. The linear acceleration scheme is implicit, second-order accurate, and conditionally
stable. For further details on Newmark family of time-stepping schemes in the context of undecomposed
problem, see references [25,27,29].
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3. GOVERNING EQUATIONS FOR MULTIPLE SUBDOMAINS
We now write governing equations for multiple subdomains. We will also outline various ways to write
subdomain interface conditions, and discuss their pros and cons. To this end, let us divide the domain Ω
into S non-overlapping subdomains, which will be denoted by Ω1,⋯,ΩS . That is,
Ω =
S⋃
i=1
Ωi and Ωi ∩Ωj = ∅ for i ≠ j (8)
We shall assume that the meshes in the subdomains are conforming along the subdomain interface, as shown
in Figure 1. There are several ways to enforce the continuity along the interface, and hence, several ways to
write the governing equations for multiple subdomains. Herein, we shall employ the dual Schur approach [30],
which is also employed in the references that are relevant to this paper (i.e., references [2,24]).
We shall denote the number of displacement degrees-of-freedom in the i-th subdomain by Ni. The size of
the velocity and acceleration nodal vectors in the i-th subdomain will also be Ni×1. The interface continuity
conditions can be compactly written using signed Boolean matrices. A signed Boolean matrix is a matrix
with entries either 0, −1, or +1 such that each row has at most one non-zero entry. Let us denote the total
number of interface constraints by NC . The size of the matrix Ci will be NC ×Ni.
The governing equations for constrained multiple subdomains in a (time) continuous setting can be
written as follows:
M iu¨i(t) +Kiui(t) = f i(t) +CTi λ(t) ∀i = 1,⋯, S (9a)
S∑
i=1
Ciui (t) = 0 (9b)
where the displacement vector of the i-th subdomain is denoted by ui (t), and the external force applied to
the i-th subdomain is denoted by f i(t). The mass and stiffness matrices of the i-th subdomain are denoted by
M i and Ki respectively. In this paper, we shall assume that the matrices M i are symmetric and positive
definite, and the matrices Ki to be symmetric and positive semi-definite. Equation (9b) is an algebraic
constraint enforcing kinematic continuity of displacements along the subdomain interface. The vector λ is
the vector of Lagrange multipliers arising due to the enforcement of constraints. The above equations should
be augmented with appropriate initial conditions. A brief discussion on the derivation of the above equations
can be found in Appendix. Equation (9) form a system of differential-algebraic equations. For the benefit
of broader audience, we now briefly discuss differential-algebraic equations.
Remark 2. If one wants to including physical damping, equation (9a) should be replaced with the fol-
lowing equation:
M iu¨i(t) +Diu˙i +Kiui(t) = f i(t) +CTi λ(t) ∀i = 1,⋯, S (10)
where Di is the damping matrix for the i-th subdomain. One can then easily extend the proposed multi-time-
step coupling method to include contribution from physical damping. However, a more challenging task is
to characterize the performance of the coupling method due to damping. This will depend on several issues
like: whether the damping is due to viscoelasticity, plasticity, viscoplasticity or frictional contact? Whether
the damping matrix be modeled as Rayleigh damping (which basically assumes that the damping matrix is a
linear combination of the mass matrix and the stiffness matrix)? A systematic treatment of these issues are
beyond the scope of this paper, and will be addressed in our future works.
3.1. Differential-algebraic equations. A Differential-Algebraic Equation (DAE) is defined as an
equation involving unknown functions and their derivatives. A DAE, in its most general form, can be
written as follows:
g (x˙(t),x(t), t) = 0 t ∈ (0, T ] (11)
where the unknown function is denoted by x(t). A DAE of the form given by equation (11) is commonly
referred to as an implicit DAE. A quantity that is useful in the study of (smooth) differential-algebraic
equations is the so-called differential index, which was first introduced by Gear [31] and further popularized
by Petzold and Campbell [18,32]. For a DAE of the form given by equation (11), differential index is the
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minimum number of times one has to differentiate with respect to the independent variable t to be able to
rewrite equation (11) in the following form:
x˙(t) = h(x(t), t) (12)
using only algebraic manipulations. It is commonly believed that the higher the differential index the greater
will be the difficulty in obtaining stable numerical solutions. An important subclass of DAEs is titled as
semi-explicit, which can be written as follows:
x˙(t) = p(x(t), t) (13a)
0 = q(x(t), t) (13b)
From the above discussion, it is evident that the DAE given by equations (9) is a semi-explicit DAE
with differential index 3. One way of solving a higher index DAE is to employ the standard index reduction
technique to obtain a mathematically equivalent DAE with lower differential index. It is noteworthy that
index reduction can have deleterious effect on the stability and accuracy of numerical solutions (e.g., drift
in the constraint). We now explore several mathematically equivalent forms of governing equations, which
will have differential index ranging from 0 to 3.
3.2. Subdomain interface constraints. As stated earlier, dual Schur techniques for domain decom-
position are of interest throughout this paper. One may write several types of continuity constraints resulting
in semi-explicit DAEs of different differential indices. Note that in a continuous setting all these versions are
mathematically equivalent. However, from a numerical point of view, their performance can be dramatically
different. In fact, some may even exhibit instabilities. Some ways of constructing dual Schur methods are
discussed below, which guide future research on constructing new multi-time-step coupling methods.
d-continuity method: This method considers the original set of equations given by equations (9). The
method obtains (u1 (t) ,⋯,uS (t) ,λ(t)) for t ∈ (0, T ] by solving the following equations:
M iu¨i(t) +Kiui(t) = f i(t) +CTi λ (t) ∀i = 1,⋯, S (14a)
S∑
i=1
Ciui(t) = 0 (14b)
The above equations (14a)–(14b) form a system of DAEs of differential index three. It has been discussed in
the literature that the numerical solutions based on this method are prone to instabilities [29,33].
v-continuity method: This method obtains (u1 (t) ,⋯,uS (t) ,λ(t)) for t ∈ (0, T ] by solving the following
equations:
M iu¨i(t) +Kiui(t) = f i(t) +CTi λ (t) ∀i = 1,⋯, S (15a)
S∑
i=1
Ciu˙i(t) = 0 (15b)
The above equations form a system of DAEs of differential index two. The v-continuity method is of interest
in this paper and in the previous works by Gravouil and Combescure [2], and Prakash and Hjelmstad [24].
This form of equations provides a simple but stable framework for seeking numerical solutions, and will form
the basis for the proposed multi-time-step coupling method.
a-continuity method: This method obtains (u1 (t) ,⋯,uS (t) ,λ (t)) for t ∈ (0, T ] by solving the following
equations:
M iu¨i(t) +Kiui(t) = f i(t) +CTi λ (t) ∀i = 1,⋯, S (16a)
S∑
i=1
Ciu¨i(t) = 0 (16b)
The differential index of the above DAE is unity. A drawback of this method is that there can be significant
irrecoverable drift in the displacements without employing constraint stabilization or projection methods.
The drift can be attributed to the fact that there is no explicit constraint on the continuity of displacements
along the subdomain interface. We, therefore, do not employ this method in this paper.
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Baumgarte stabilization method: Under this method, kinematic constraint appears as a linear combination
of the kinematic constraints under the d-continuity, v-continuity and a-continuity methods. This method
obtains (u1(t),⋯,uS(t),λ(t)) for t ∈ (0, T ] by solving the following equations:
M iu¨i(t) +Kiui(t) = f i(t) +CTi λ (t) ∀i = 1,⋯, S (17a)
S∑
i=1
Ciu¨i(t) + α
∆t
S∑
i=1
Ciu˙i(t) + β
∆t2
S∑
i=1
Ciui(t) = 0 (17b)
where α and β are non-dimensional user-specified parameters. One can achieve damping in the drift dis-
placements by choosing parameters satisfying the condition α2 − 4β < 0. This method was first proposed
by Baumgarte in [34] for constrained mechanical systems. Note that in [34], the coefficients α and β
have dimensions of [T ]−1 and [T ]−2 respectively, but in (17), those coefficients are non-dimensionalized. In
Reference [17], the Baumgarte stabilization method has been extended to first-order differential-algebraic
equations, and the authors were able to derive sufficient conditions for stability using the energy method. To
the best of the authors’ knowledge deriving sufficient conditions for stability under the Baumgarte method for
second-order differential-algebraic equations is still an open problem. Some notable efforts in this direction
are [35–37].
Rewriting as a system of ordinary differential equations: One can differentiate further, and rewrite the
a-continuity method as a system of ordinary differential equations. From the definition of differential index,
it is obvious that the differential index of the resulting governing equations will be zero. The governing
equations for this method take the following form:
u˙i = vi (18a)
v˙i =M
−1
i (f i +CTi λ −Kiui) (18b)
λ = ( S∑
i=1
CiM
−1
i C
T
i )−1 [ S∑
i=1
CiM
−1
i (Kiui − f i)] (18c)
The main drawback of the above method is that there will be significant irrecoverable drift in the continuity
of subdomain interface displacements and velocities. As advocated by Petzold in her famous paper [16],
solving DAEs is much harder than solving systems of ODEs. Many of the popular integrators that are used
for solving ODEs are not stable and accurate for solving DAEs.
Rewriting as a system of first-order differential-algebraic equations: Yet another approach is to rewrite
the governing equations in first-order form, and then employ appropriate time-stepping schemes for solving
first-order DAEs (e.g., backward difference formulae, implicit Runge-Kutta schemes). The first-order form
can be achieved by introducing an auxiliary variable. The governing equations take the following form:
u˙(t) = v(t) (19a)
M iv˙i +Kiui = f i(t) +CTi λ (19b)
S∑
i=1
Ciui = 0 (19c)
The differential index for the above system is three. If one replaces the interface constraint equation (19c)
with either of the following:
S∑
i=1
Ciu˙i = 0 or
S∑
i=1
Civi = 0 (20)
then the differential index of the resulting differential-algebraic equations will be two. If the interface
constraint equation (19c) is replaced with the following:
S∑
i=1
Civ˙i = 0 (21)
then the resulting first-order DAEs will have index one.
In a subsequent section we shall show that the approach of rewriting the governing equations as first-order
DAEs and then employing time-stepping schemes that are typically used for first-order transient systems is
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not accurate for elastodynamics. Hence, we do not employ such an approach to develop a multi-time-step
coupling method. Instead, we consider the governing equations in second-order form and modify Newmark
time-stepping schemes to be able to obtain stable and accurate results for resulting DAEs. In the next
section, we shall extend the v-continuity to be able to employ different time-steps in different subdomains,
and to couple explicit and implicit time-stepping schemes.
4. PROPOSED MULTI-TIME-STEP COUPLING METHOD
The aim of this paper is to solve equations (15a)–(15b) numerically by allowing each subdomain to have
its own time-step and its own time integrator from the Newmark family of time stepping schemes. We first
introduce notation that will help in presenting the proposed multi-time-step coupling method in a concise
manner.
4.1. Notation for multi-time-step coupling. Both the GC and PH methods are devised by intro-
ducing the coarsest time-step, which is the maximum of all the subdomain time-steps. This creates bias,
at least in the mathematical setting, towards the subdomain that has the maximum time-step. Herein, we
alleviate this drawback by introducing the notion of system time-step, which is greater than or equal to the
coarsest time-step. Moreover, this approach allows for the possibility of all subdomains to subcycle, which
is illustrated in a subsequent section. Figure 2 gives a pictorial description of subdomain time-steps, system
time-step, and the concept of subcycling. We shall define ηi to be the ratio between system time-step (∆t)
and the i-th subdomain time-step (∆ti). That is,
ηi ∶=
∆t
∆ti
(22)
For simplicity, we shall assume that ηi is a (positive) integer.
We shall use the following notation to represent the value of a quantity of interest at subdomain time
levels:
◻
(n+ j
ηi
)
i ≈ ◻i (t = n∆t + j∆ti) (23)
We shall employ the following notation to group the kinematic quantities:
X
(n+ j
ηi
)
i ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
a
(n+ j
ηi
)
i
v
(n+ j
ηi
)
i
d
(n+ j
ηi
)
i
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, X
(n+1)
i ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
X
(n+ 1
ηi
)
i
X
(n+ 2
ηi
)
i
⋮
X
(n+1)
i
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, X(n+1) ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
X
(n+1)
1
X
(n+1)
2
⋮
X
(n+1)
S
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(24)
The vector X
(n+ j
ηi
)
i contains all the kinematic unknowns for i-th subdomain over its subdomain time-step,
X
(n+1)
i contains all the kinematic unknowns for i-th subdomain over a system time-step, and the vector
X(n+1) contains the kinematic unknowns of all subdomains over a system time-step. We define the following
augmented subdomain signed Boolean matrices:
Ci ∶= [ Oi Oi Oi´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
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Oi Oi Oi´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
2
⋯⋯ ⋯ Oi Oi Oi´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
ηi−1
Oi Ci Oi´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
ηi
] (25)
where the matrix Oi contains zeros of the same size as Ci (which is NC ×Ni). It is evident that the size of
Ci is NC × 3ηiNi. The augmented signed Boolean matrix for the entire system is defined as follows:
C ∶= [ C1 C2 ⋯ CS ] (26)
The size of C is NC×(∑Si=1 3ηiNi). The following augmented signed Boolean matrices will be useful in taking
into account the effect of interface forces:
BTi ∶= [ − 1ηiCi Oi Oi − 2ηiCi Oi Oi ⋯ ⋯⋯ −ηiηiCi Oi Oi ] (27)
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The corresponding signed Boolean matrix for the entire system can be written as follows:
B ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
B1
B2
⋮
BS
⎤⎥⎥⎥⎥⎥⎥⎥⎦
(28)
We shall define the following augmented matrices for each subdomain:
Li ∶=
⎡⎢⎢⎢⎢⎢⎣
M i Oi Ki
−γi∆tiIi Ii Oi
−βi∆t
2
i Ii Oi Ii
⎤⎥⎥⎥⎥⎥⎦ Ri ∶=
⎡⎢⎢⎢⎢⎢⎣
Oi Oi Oi(1 − γi)∆tiIi Ii Oi( 1
2
− βi)∆t2i Ii ∆tiIi Ii
⎤⎥⎥⎥⎥⎥⎦ (29)
where Oi denotes a matrix containing zeros of size Ni ×Ni, and Ii is the identity matrix of size Ni ×Ni.
4.2. Multi-time-step coupling. The proposed multi-time-step coupling method is developed based
on the following assumptions:
(A) Enforce the continuity of interface velocities at system time-steps.
(B) The corresponding Lagrange multipliers (which will be interface reactions) are calculated at system
time-steps. (It should be noted that the Lagrange multipliers are unknowns,and will be a part of the
solution.)
(C) The Lagrange multipliers are interpolated linearly within system time-steps to approximate their values
at subdomain time-steps.
(D) The equilibrium equations for each subdomain is enforced at its corresponding subdomain time levels.
with a requirement that the coupling method can handle arbitrary number of subdomains.
Assumptions (B) and (C) take the following mathematical form:
λ
(n+ j
ηi
)
= (1 − j
ηi
)λ(n) + ( j
ηi
)λ(n+1) (30)
where λ(n) and λ(n+1) are Lagrange multipliers at system time levels. Using equation (30), Assumption (D)
takes the following form:
M ia
(n+ j+1
ηi
)
i +Kid
(n+ j+1
ηi
)
i −
j + 1
ηi
C
T
i (λ(n+1) −λ(n)) = f(n+ j+1ηi )i +CTi λ(n) (31)
and the relations for the time-stepping schemes for the i-th subdomain take the following form:
d
(n+ j+1
ηi
)
i = d
(n+ j
ηi
)
i +∆tiv
(n+ j
ηi
)
i +
(∆ti)2
2
((1 − 2βi)a(n+ jηi )i + 2βia(n+ j+1ηi )i ) (32a)
v
(n+ j+1
ηi
)
i = v
(n+ j
ηi
)
i +∆ti ((1 − γi)a(n+ jηi )i + γia(n+ j+1ηi )i ) (32b)
where βi and γi are the Newmark parameters for the i-th subdomain. Assumption (A) takes the following
mathematical form:
S∑
i=1
CiX
(n+1)
i = 0 (33)
Or, more compactly,
CX(n+1) = 0 (34)
4.2.1. Advance a subdomain over its subdomain time-step. Using the above notation, the governing
equations to advance the state of i-th subdomain over its time-step can be compactly written as follows:
LiX
(n+ j+1
ηi
)
i − (j + 1ηi ) C̃Ti (λ(n+1) −λ(n)) = P(n+ j+1ηi )i + C̃Ti λ(n) +RiX(n+ jηi )i (35)
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where the following notation has been employed:
C̃i ∶= [ Ci Oi Oi ] P(n+ jηi )i ∶=
⎡⎢⎢⎢⎢⎢⎢⎣
f
(n+ j
ηi
)
i
0
0
⎤⎥⎥⎥⎥⎥⎥⎦ (36)
4.2.2. Advance a subdomain over a system time-step. The governing equations to advance a subdomain
over a system time-step can be compactly written as follows:
QiX
(n+1)
i +Bi (λ(n+1) − λ(n)) = F(n+1)i (37)
where the matrix Qi is defined as follows:
Qi ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Li
−Ri Li
⋱ ⋱
−Ri Li
⎤⎥⎥⎥⎥⎥⎥⎥⎦
(38)
4.2.3. Advance all subdomains over a system time-step. We now write the governing equations to advance
all the subdomains from (system) time level tn to tn+1 (i.e., advance all subdomains by a system time-step)
in a compact form. The mathematical statement takes the following form: Find X(n+1) and λ(n+1) by solving
the following system of linear equations:
[ A B
C O
] [ X(n+1)
λ
(n+1)
− λ
(n) ] = [ F(n+1)0 ] (39)
where the matrix A is defined as follows:
A ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Q1
Q2
⋱
QS
⎤⎥⎥⎥⎥⎥⎥⎥⎦
(40)
and the following notation is employed:
F(n+1) ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
F
(n+1)
1
F
(n+1)
2
⋮
F
(n+1)
S
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
F
(n+1)
i ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
P
(n+ 1
ηi
)
i + C̃
T
i λ
(n)
+RiX
(n)
i
P
(n+ 2
ηi
)
i + C̃
T
i λ
(n)
⋮
P
(n+1)
i + C̃
T
i λ
(n)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(41)
4.3. Comments on the derivation of the PH method in Reference [24]. One main assumption
in deriving the PH method is that the acceleration, velocity and displacement all vary linearly with time
within a system time-step. It should be emphasized that such an assumption is not self-consistent. Moreover,
this assumption need not be consistent with the underlying time stepping scheme. To wit, the assumption
made in deriving the PH method takes the following mathematical form:
a
(n+ j
ηi
)
i = (1 − jηi )a(n)i + jηia(n+1)i (42a)
v
(n+ j
ηi
)
i = (1 − jηi )v(n)i + jηi v(n+1)i (42b)
d
(n+ j
ηi
)
i = (1 − jηi )d(n)i + jηid(n+1)i (42c)
Let us consider equation (42a), which can be interpreted as follows:
ai(t) = a(n)i + (t − tn)(tn+1 − tn) (a(n+1)i − a(n)i ) tn ≤ t ≤ tn+1 (43)
If the acceleration varies linearly with the time, the velocity should vary quadratically with the time, and the
displacement should vary cubic with the time. Hence, equations (42a)–(42c) are not inherently consistent.
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In addition, this assumption need not be consistent with the underlying time stepping scheme, which
is typically derived by assuming an ansatz functional form for the variation of the acceleration, velocity or
displacement with respect to the time. For example, Newmark average acceleration scheme (γ = 1/2, β = 1/4)
is constructed by assuming that the acceleration is constant within a time-step [27]. The assumption made
in deriving the PH method that the acceleration varies linearly with time within a system time step (i.e.,
equation (42a) or (43)) will not be consistent if, say, one employs the Newmark average acceleration scheme
under the multi-time-step coupling method. More importantly, as shown in the previous section, such a
mathematically inconsistent assumption is not warranted to develop a multi-time-step coupling method.
Also, the multi-time-step coupling method as presented in Reference [24] is restricted to two subdomains.
There is no restriction on the number of subdomains in the proposed multi-time-step coupling method.
Remark 3. As mentioned earlier, the PH method (as presented in Reference [24]) can handle only two
subdomains. Preference is given to the subdomain that has the coarsest time-step. For example, in the final
form of the PH method (see [24, equation 43]), the forcing function to advance subdomain B uses Si, which
is based on the quantities of subdomain A. But the forcing function to advance subdomain A does not employ
any quantities of subdomain B. Recently, a tree-based approach has been proposed in Reference [38] that
combines two subdomains at a time to solve multiple subdomains, which will be computationally intensive.
In the case of two subdomains (i.e., S = 2), the proposed coupling method will be same as the PH method
if the applied external forces on the subdomain with the coarse time-step is affine with respect to time. The
proposed coupling method, however, can handle multiple subdomains, and does not give preference to any
subdomain. It should be emphasized that if one wants to implement in a recursive manner using a tree-based
approach, the proposed method is amenable.
5. A THEORETICAL ANALYSIS OF THE PROPOSED COUPLING METHOD
5.1. Stability analysis using the energy method. We shall employ the energy method to show
the stability of the proposed multi-time-step coupling method. The energy method is a popular strategy
employed in Mathematical Analysis to derive estimates and to perform stability analysis. The method is
widely employed in the theory of partial differential equations [39], and numerical analysis [25,40]. The
basic idea behind the energy method is to choose an appropriate norm (which is referred to as the energy
norm) and show that the solution is bounded under this norm. It should be noted that the energy norm
may not correspond to the physical energy.
We shall now introduce the notation that is needed to apply the energy method. The jump and average
operators over the system time-step are, respectively, denoted by J⋅K and ⟪⋅⟫. That is,r
x(n)
z
∶= x(n+1) −x(n) (44a)
⟪x(n)⟫ ∶= 1
2
(x(n) +x(n+1)) (44b)
The jump and average operators over the subdomain time-step of the i-th subdomain are, respectively,
denoted by [⋅]i and ⟨⋅⟩i. That is, [x(n+ jηi) )]
i
∶= x
(n+ j+1
ηi
)
−x
(n+ j
ηi
)
(45a)
⟨x(n+ jηi )⟩
i
∶=
1
2
(x(n+ jηi ) +x(n+ j+1ηi )) (45b)
It is easy to show that, for any symmetric matrix S, the jump and average operators obey the following
relationship: r
x(n)
zT
S ⟪x(n)⟫ = 1
2
r
x(n)TSx(n)
z
(46)
A similar relation holds for [⋅]i and ⟨⋅⟩i. It is important to note that the jump and average operators are
linear. That is, for any α,β ∈ R we have Jαx + βyK = αJxK + βJyK (47a)⟪αx + βy⟫ = α⟪x⟫ + β⟪y⟫ (47b)
11
We shall call a sequence of vectors {x(n)}∞
n=0 to be bounded ∀n if there exists a real number 0 < M < +∞
such that ∥x(n)∥ <M ∀n (48)
For convenience, we shall use Ai to denote
Ai ∶=M i + (∆ti)2 (βi − γi
2
)Ki (49)
The critical time-step ∆tcriti ≥ 0 in the i-th subdomain is the maximum time-step for which the matrix Ai is
positive definite. It should be emphasized that ∆tcriti is the critical subdomain time-step assuming that there
is no coupling between subdomains, which can be easily calculated. Let ωmaxi be the maximum eigenvalue
of the generalized eigenvalue problem for the i-th subdomain. That is,
ω2iM ixi =Kixi (50)
where xi is the corresponding eigenvector. Then the critical time-step for the i-th subdomain can be written
as follows:
∆tcriti = { +∞ for 2βi ≥ γi ≥ 1/21
ωmax
i
√
γi/2−βi for γi ≥ 1/2 and βi < γi/2 (51)
We shall choose the subdomain time-step to be smaller than the corresponding critical time-step for the
subdomain. That is,
∆ti <∆t
crit
i (52)
A detailed discussion on the critical time-steps for Newmark family of time integrators can be found in
references [25,27]. For Newmark family of time stepping schemes, it is easy to check the following identities:
[v(n+ jηi )i ]
i
=∆ti (⟨a(n+ jηi )i ⟩
i
+ (γi − 1
2
)[a(n+ jηi )i ]
i
) (53a)
[d(n+ jηi )i ]
i
=∆ti ⟨v(n+ jηi )i ⟩
i
+∆t2i (βi − γi2 )[a(n+ jηi )i ]
i
(53b)
Theorem 1. If ∆ti < ∆t
crit
i in all subdomains, then the velocity and acceleration vectors for all subdo-
mains are bounded ∀n under the proposed multi-time-step coupling method.
Proof. Using the governing equation for the i-th subdomain, and the linear interpolation of the La-
grange multiplier, we obtain the following equation:
M i [a(n+ jηi )i ]
i
+Ki [d(n+ jηi )i ]
i
=
1
ηi
C
T
i
r
λ
(n)z (54)
Using equation (53b), the above equation can be rewritten as follows:
Ai [a(n+ jηi )i ]
i
+∆tiKi ⟨v(n+ jηi )i ⟩
i
=
1
ηi
C
T
i
r
λ
(n)z (55)
Premultiplying both sides by [v(n+ jηi )i ]
i
and using equation (53a), we obtain the following equation:
∆ti ⟨a(n+ jηi )i ⟩T
i
Ai [a(n+ jηi )i ]
i
+∆ti (γi − 1
2
)[a(n+ jηi )i ]T
i
Ai [a(n+ jηi )i ]
i
(56)
+∆ti [v(n+ jηi )i ]T
i
Ki ⟨v(n+ jηi )i ⟩
i
=
1
ηi
r
λ
(n)zT
Ci [v(n+ jηi )i ]
i
Since γ ≥ 1
2
and Ai is positive definite (as ∆ti <∆t
crit
i ), we can conclude that
∆ti ⟨a(n+ jηi )i ⟩T
i
Ai [a(n+ jηi )i ]
i
+∆ti [v(n+ jηi )i ]T
i
Ki ⟨v(n+ jηi )i ⟩
i
≤
1
ηi
r
λ
(n)zT
Ci [v(n+ jηi )i ]
i
(57)
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Noting that ∆t = ηi∆ti, and the matrices Ai and Ki are symmetric, we obtain the following:
∆t
2
⎡⎢⎢⎢⎢⎣a
(n+ j
ηi
)
i
T
Aia
(n+ j
ηi
)
i
⎤⎥⎥⎥⎥⎦i +
∆t
2
⎡⎢⎢⎢⎢⎣v
(n+ j
ηi
)
i
T
Kiv
(n+ j
ηi
)
i
⎤⎥⎥⎥⎥⎦i ≤
r
λ
(n)zT
Ci [v(n+ jηi )i ]
i
(58)
By summing over j (j = 1,⋯, ηi) we obtain the following:
∆t
2
s
a
(n)
i
T
Aia
(n)
i + v
(n)
i
T
Kiv
(n)
i
{
≤
r
λ(n)
zT S∑
i=1
Ci
r
v
(n)
i
z
(59)
Summing over i (i = 1,⋯, S) and using the continuity of velocities at system time-steps, we obtain the
following inequality:
S∑
i=1
s
a
(n)
i
T
Aia
(n)
i + v
(n)
i
T
Kiv
(n)
i
{
≤ 0 (60)
This further implies that
S∑
i=1
(a(n+1)i TAia(n+1)i + v(n+1)i TKiv(n+1)i ) ≤ S∑
i=1
(a(n)i TAia(n)i + v(n)i TKiv(n)i )
≤ ... ≤
S∑
i=1
(a(0)i TAia(0)i + v(0)i TKiv(0)i ) (61)
Since the matricesAi (i = 1,⋯, S) are positive definite, the matricesKi (i = 1,⋯, S) are positive semidefinite,
and the vectors v
(0)
i and a
(0)
i are bounded, one can conclude that the vectors a
(n)
i and v
(n)
i are bounded ∀n
and for all subdomains. 
Remark 4. Strictly speaking, in the above proof, one can only conclude that v
(n)
i are bounded except
for vectors that have a component in the null space of Ki. This is the case even for the undecomposed case
(i.e., no coupling) under the energy method.
5.2. Influence of perturbations under the proposed coupling method. We shall perform the
analysis assuming no subcycling. We will follow a procedure similar to the one presented in [41] for
differential-algebraic equations. We shall begin with the original system of equations over a (system) time-
step:
M ia
(n+1)
i +Kid
(n+1)
i = f
(n+1)
i +C
T
i λ
(n+1) (62a)
v
(n+1)
i = v
(n)
i +∆t((1 − γi)a(n)i + γia(n+1)i ) (62b)
d
(n+1)
i = d
(n)
i +∆tv
(n)
i +
∆t2
2
((1 − 2βi)a(n)i + 2βia(n+1)i ) (62c)
S∑
i=1
Civ
(n+1)
i = 0 (62d)
Now consider the following perturbed system:
M iâ
(n+1)
i +Kid̂i
(n+1)
= f
(n+1)
i +C
T
i λ̂
(n+1)
(63a)
v̂
(n+1)
i = v̂
(n)
i +∆t((1 − γi) â(n)i + γiâ(n+1)i ) +∆tεvi (63b)
d̂
(n+1)
i = d̂
(n)
i +∆tv̂
(n)
i +
∆t2
2
((1 − 2βi) â(n)i + 2βiâ(n+1)i ) +∆t2εdi (63c)
S∑
i=1
Civ̂
(n+1)
i = ελ (63d)
where εvi , εdi and ελ are, respectively, the perturbations to the original system of equations (62a)–(62d).
The solution to this perturbed system of equations will be â
(n+1)
i , v̂
(n+1)
i , d̂
(n+1)
i and λ̂
(n+1)
. For convenience,
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we shall define the following quantities:
δa
(n+1)
i ∶= â
(n+1)
i − a
(n+1)
i (64a)
δv
(n+1)
i ∶= v̂
(n+1)
i − v
(n+1)
i (64b)
δd
(n+1)
i ∶= d̂
(n+1)
i − d
(n+1)
i (64c)
δλ(n+1) ∶= λ̂(n+1) −λ(n+1) (64d)
By subtracting equation (62a) from equation (63a) we obtain the following:
M iδa
(n+1)
i +Kiδd
(n+1)
i =C
T
i δλ
(n+1) (65)
Using equations (62c) and (63c), the above equation can be written as follows:
δa
(n+1)
i +B
−1
i Ki (δd(n)i +∆tδv(n)i +∆t2(1/2 − βi)δa(n)i ) =B−1i CTi δλ(n+1) −∆t2B−1i Kiεdi (66)
where the matrix Bi has been defined as follows:
Bi ∶=M i + βi∆t
2Ki (67)
The operation B−1i in equation (66) is justified as the matrix is positive definite and hence invertible. By
multiplying both sides of equation (66) by γi∆t and using equations (62b) and (63b), one can arrive at the
following equation:
δv
(n+1)
i − δv
(n)
i − (1 − γi)∆tδa(n)i −∆tεvi + γi∆tB−1i Ki (δd(n)i +∆tδv(n)i +∆t2(1/2 − βi)δa(n)i )
= γi∆tB
−1
i C
T
i δλ
(n+1)
− γi∆t
3B−1i Kiεdi (68)
We shall assume that ∑Si=1Ciδv(n)i = 0. That is, the constraint is exactly satisfied at the n-th time level.
Premultiplying both sides by Ci, summing over i (i.e., the number of subdomains), and using equations
(62d) and (63d); one can arrive at the following equation:
ελ −∆t
S∑
i=1
(1 − γi)Ciδa(n)i −∆t S∑
i=1
Ciεvi +∆t
S∑
i=1
γiCiB
−1
i Ki (δd(n)i +∆tδv(n)i +∆t2(1/2 − βi)δa(n)i )
=∆t( S∑
i=1
γiCiB
−1
i C
T
i ) δλ(n+1) −∆t3 S∑
i=1
γiCiB
−1
i Kiεdi (69)
By taking norm on both sides and invoking triangle inequality, one can arrive at the following estimate for
δλ(n+1):
∥δλ(n+1)∥ ≤ Cλ ( 1
∆t
∥ελ∥ + S∑
i=1
(∥εvi∥ +∆t2∥εdi∥ + ∥δa(n)i ∥ +∆t∥δv(n)i ∥ + ∥δd(n)i ∥)) (70)
where Cλ is a constant. Following a similar procedure for displacements, velocities, and accelerations we
obtain the following:
∥δd(n+1)i ∥ ≤ Cd (∥δd(n)i ∥ +∆t∥δv(n)i ∥ +∆t2∥εdi∥ +∆t∥ελ∥ + S∑
i=1
(∆t2∥δa(n)i ∥ +∆t∥εvi∥)) (71)
∥δv(n+1)i ∥ ≤ Cv (∥δv(n)i ∥ + ∥ελ∥ + S∑
i=1
(∆t∥δa(n)i ∥ +∆t∥δd(n)i ∥ +∆t3∥εdi∥ +∆t∥εvi∥)) (72)
∥δa(n+1)i ∥ ≤ Ca ( 1∆t∥ελ∥ +∆t∥δv(n)i ∥ + S∑i=1 (∥δa(n)i ∥ + ∥δd(n)i ∥ +∆t2∥εdi∥ + ∥εvi∥)) (73)
where Cd, Cv and Ca are constants. From the above estimate (70), one can see that a perturbation in
the constraint, ελ, leads to an amplification by 1/∆t in the Lagrange multiplier. On the other hand,
the perturbations in the variables di and vi lead to (at most) linear growth in the Lagrange multiplier.
Clearly, the estimate for the proposed coupling method under no subcycling follows the typical behavior of
differential-algebraic equations. An extension of this study to include subcycling will require a more involved
and careful analysis, and is beyond the scope of this paper.
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5.3. On drifts in interface displacement and acceleration vectors. In a time continuous setting,
enforcing the continuity of either displacements, velocities or accelerations are all mathematically equivalent.
However, in a numerical setting this equivalence will not hold, and the numerical performance will depend
on the type of the constraint that is being enforced. As mentioned in the previous sections, we employ
the continuity of velocities at the subdomain interface at every system time-step (which we referred to as
the v-continuity). This may lead to drift in the displacements and the accelerations along the subdomain
interface. We now derive bounds on these drifts, which could serve as a valuable check for the correctness of
a numerical implementation.
For the present study, we shall assume that there is no subcycling (i.e., ηi = 1), and no mixed methods are
employed (i.e., βi = β, γi = γ). The errors due to finite precision arithmetic and their numerical propagation
are ignored. For convenience, let us denote the drift in the displacements and the drift in the accelerations
along the subdomain interface as follows:
a
(n)
drift
∶=
S∑
i=1
Cia
(n)
i (74a)
d
(n)
drift
∶=
S∑
i=1
Cid
(n)
i (74b)
Basically, the drift in displacements (or accelerations) is the measure of error in meeting the continuity of
displacements (or accelerations) across the subdomain interface. The drifts satisfy the following relations:
a
(n+1)
drift
= (1 − 1
γ
)a(n)
drift
(75a)
d
(n+1)
drift
= d
(n)
drift
+ (1
2
−
β
γ
)∆t2a(n)
drift
(75b)
Thus, one can draw the following conclusions about the drifts:
(i) For numerical stability of a time-stepping scheme under Newmark family, γ ≥ 1/2. Therefore,∥a(n+1)
drift
∥ ≤ ∥a(n)
drift
∥ (76)
One has the equality only when γ = 1/2 (e.g., Newmark average acceleration scheme, central difference
scheme, Newmark linear acceleration scheme).
(ii) For any time stepping scheme with γ = 2β (e.g., Newmark average acceleration scheme) we have
d
(n+1)
drift
= d
(n)
drift
n = 1,2,⋯ (77)
The above claims will be numerically substantiated in a subsequent section using the test problem outlined
in subsection 9.3.
6. SPLIT DEGREE-OF-FREEDOM LUMPED PARAMETER SYSTEM
Consider a split agree of freedom whose motion can be described by the following system of ordinary
differential/algebraic equation:
mAu¨A(t) + kAuA(t) = fA(t) + λ(t) (78a)
mBu¨B(t) + kBuB(t) = fB(t) − λ(t) (78b)
u˙A(t) − u˙B(t) = 0 (78c)
The following parameters are used: mA = 0.1, mB = 0.005, and the stiffness of springs are kA = 2.5 and
kB = 50. The subdomain time-steps are taken as ∆tA = 0.02 and ∆tB = 0.005. The system time-step is
taken as ∆t = 0.02. The values of the external forces are taken to be zero, that is fA = 0 and fB = 0. The
initial conditions are d0 = 0.1 and v0 = 1.0. The problem is solved over a time interval of [0,0.5]. In all the
cases, Newmark average acceleration scheme is used in all the subdomains. The resulting numerical results
for kinematic variables are shown in Figure 4. Since the external forces applied are constant (fA = fB = 0)
the PH method and the proposed coupling methods yield the same results. The GC method suffers from
excessive damping and fails to match the exact results. Similar observation can be made about the interface
force as well as total physical energy of the system, as shown in Figure 5.
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7. ON ENERGY CONSERVING VS. ENERGY PRESERVING COUPLING
In this section we address the energy preserving and energy conserving properties of the proposed multi-
time-step coupling method. Two different notions of energy preserving will be considered. In particular, the
following questions will be answered:
(a) Does the coupling method add or extract energy from the system of subdomains in comparison with the
case of no coupling?
(b) Do the interface forces perform net work?
(c) Under what conditions does the coupling method conserve the total energy of the system of subdomains?
To this end, the kinetic energy and the potential energy of the i-th subdomain are, respectively, defined as
follows:
Ti (vi) ∶= 1
2
vTi M ivi Vi (di) ∶= 12dTi Kidi (79)
The total energy of the i-th subdomain is given by
Ei (di,vi) ∶= Ti (vi) + Vi (di) (80)
The total energy of all the subdomains at the n-th (system) time level can be written as follows:
E
(n) ≡ E (d(n)1 ,⋯,d(n)S ,v(n)1 ,⋯,v(n)S ) ∶= S∑
i=1
Ei (d(n)i ,v(n)i ) (81)
In the remainder of this section, we shall assume that the external forces are zero (i.e., f i(t) = 0 ∀i). For
the proposed multi-time-step method, one can derive the following relationship:
E
(n+1)
− E
(n) = E(n→n+1)
algorithm
+ E
(n→n+1)
interface
(82)
where E
(n→n+1)
algorithm
and E
(n→n+1)
interface
are, respectively, defined as follows:
E
(n→n+1)
algorithm
∶= −2
S∑
i=1
ηi−1∑
j=0
(γi − 1
2
)Vi ([d(n+ jηi )i ]
i
) −∆t2 S∑
i=1
1
η2i
(βi − γi
2
)rTi (a(n)i )z
−∆t2
S∑
i=1
1
η2i
(βi − γi
2
) (2γi − 1)⎛⎝ηi−1∑j=0 Ti ([a(n+
j
ηi
)
i ]
i
)⎞⎠ (83)
E
(n→n+1)
interface ∶=
S∑
i=1
ηi−1∑
j=0
((1 − γi)λ(n+ jηi ) + γiλ(n+ j+1ηi ))TCi [d(n+ jηi )i ]
i
(84)
If there is no subcycling in all the subdomains (i.e., ηi = 1 ∀i), the above relationship can be simplified as
follows:
E
(n+1)
− E
(n) = −2
S∑
i=1
(γi − 1
2
)Vi (rd(n)i z) −∆t2 S∑
i=1
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E(n→n+1)
algorithmic
+
S∑
i=1
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E(n→n+1)
interface
(85)
7.1. Energy preserving in the first sense. We shall call that the coupling method preserves energy
in the first sense if the coupling neither adds nor extracts energy over a system time-step in comparison to
that of no coupling. By no coupling, we mean that the problem (15) is solved without decomposing into
subdomains (i.e., S = 1), no subcycling (i.e., ηi = 1), and no mixed methods (i.e., γi = γ and βi = β ∀i). We
denote the total energy at integral time levels under no coupling as follows:
E
(n)
no coupling
∶= T
(n)
no coupling
+ V
(n)
no coupling
(86)
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where
T
(n)
no coupling
∶=
1
2
v(n)TMv(n) (87)
V
(n)
no coupling
∶=
1
2
d
(n)T
Kd
(n) (88)
Mathematically, preserving energy in the first sense implies that
E
(n) = E(n)
no coupling
∀n (89)
The numerical solution presented in Figure 6 confirms that the proposed multi-time-step coupling method,
in general, does not preserve energy in the first sense.
Remark 5. It should be noted that many stable time stepping schemes under the Newmark family are
dissipative [25]. That is,
E
(n+1)
no coupling
< E
(n)
no coupling
∀n (90)
Only the Newmark average acceleration scheme (γ = 1/2, β = 1/4) under the Newmark family conserves
energy for linear problems (e.g. linear elastodynamics). That is,
E
(n+1)
no coupling
= E
(n)
no coupling
∀n (91)
7.2. Energy preserving in the second sense. We shall call that the coupling method preserves
energy in the second sense if the interface forces (i.e., the multipliers λ) do not perform net work over a
system time-step. That is,
E
(n→n+1)
interface
= 0 ∀n (92)
In general, the proposed multi-time-step coupling method does not preserve energy even in the second
sense. However, using equation (84), one can show that a sufficient condition for the coupling method to
preserve energy in the second sense is to have γi = γ ∀i, γi = 2βi, and no subcycling (i.e., ηi = 1 ∀i). This
sufficient condition also guides one to construct a simple example that substantiates the claim that the
proposed coupling method need not preserve the energy in the second sense. By choosing Newmark average
acceleration scheme (γ = 1/2, β = 1/4) in all subdomains we will have E(n→n+1)
algorithm
= 0 ∀n. This implies that
the difference between E(n+1) and E(n) is solely due to E(n→n+1)
interface
. If there is subcycling then one could have
E
(n→n+1)
interface
≠ 0 (93)
Based on the above reasoning, Figure 7 presents the numerical results to substantiates the above claim.
7.3. Energy conserving. We shall say that the coupling method conserves energy exactly if
E
(n+1) = E(n) ∀n (94)
Based on equation (85), a necessary and sufficient condition for the coupling method for conserve energy is
E
(n→n+1)
algorithm
+ E
(n→n+1)
interface
= 0 ∀n (95)
where E
(n→n+1)
algorithm and E
(n→n+1)
interface are, respectively, defined in equations (83) and (84). A sufficient condition
can be written as follows:
E
(n→n+1)
algorithm
= 0 and E
(n→n+1)
interface
= 0 ∀n (96)
The following theorem provides a way to achieve the above sufficient condition.
Theorem 2. If all the subdomains employ the Newmark average acceleration scheme (i.e., γi = 1/2 and
βi = 1/4), and there is no subcycling (i.e., ηi = 1 ∀i), then the coupling method exactly conserves energy when
f i(t) = 0 ∀i.
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Proof. This proof is a simple extension of the proof for single domain (i.e., without coupling). For
Newmark average acceleration time stepping scheme the following identities hold:r
d
(n)
i
z
=∆t⟪v(n)i ⟫ (97a)r
v
(n)
i
z
=∆t⟪a(n)i ⟫ (97b)
The governing equation for i-th subdomain implies that
M i ⟪a(n)i ⟫ +Ki⟪d(n)i ⟫ = CTi ⟪λ(n)⟫ (98)
Premultiplying by ⟪v(n)i ⟫, using the above relations (97a)–(97b), summing over all the subdomains and
using the continuity of velocities, we get the following:
S∑
i=1
⟪v(n)i ⟫TM i rv(n)i z + S∑
i=1
r
d
(n)
i
zT
Ki ⟪d(n)i ⟫ = S∑
i=1
⟪v(n)i ⟫TCTi ⟪λ(n)⟫
= ⟪λ(n)⟫T S∑
i=1
Ci ⟪v(n)i ⟫ = 0 (99)
Using the symmetry of the matricesM i andKi, and noting the linearity of the jump operator, we have the
following t
1
2
S∑
i=1
v
(n)
i
T
M iv
(n)
i +
1
2
S∑
i=1
d
(n)
i
T
Kid
(n)
i
|
= 0 (100)
which shows that the total energy is exactly conserved over a system time-step. 
It is noteworthy that if γi = γ > 1/2 and βi = γi/2, and there is no subcycling then we have
E
(n+1)
− E
(n) = −2(γ − 1
2
) S∑
i=1
Vi (rd(n)i z) < 0 (101)
which implies that the coupling method will be strictly energy decaying. As mentioned in Section 2, γ < 1/2
is not in the allowable range of values under the Newmark family of time integrators because of numerical
stability.
7.4. Is the PH method really energy preserving? We are now set nicely to examine the claim
made in Reference [24] that the PH method preserves energy. In the absence of external forces, the proposed
coupling method is the same as the PH method. Therefore, based on the earlier discussion in this section,
the PH method is neither energy conserving nor energy preserving in both first and second senses. The
source of error that led to the false claim is due to the use of an inappropriate definition for the work done
by the interface. Using the notation introduced in this paper, the expression considered in [24, equations
(58) and (61)] for work done by the interface can be written as follows:
1
∆tA
r
v
(n)
A
zT
CTA
r
λ
(n)z
+
1
∆tB
ηB∑
j=1
[v(n+ j−1ηB )
B
]T
B
CTB [λ(n+ j−1ηB )]
B
(102)
But the above expression is not appropriate for the work done by the interface forces. A comment is also
warranted on the numerical results presented in [24, Figures 8 & 11], which have been used to support their
claim. For the chosen test problems, these figures report that Etotal is constant under the PH method where
Etotal ∶=
1
2
a
(n)
A
T
AAa
(n)
A +
1
2
v
(n)
A
T
KAv
(n)
A +
1
2
a
(n)
B
T
ABa
(n)
B +
1
2
v
(n)
B
T
KBv
(n)
B (103)
Recall that
Ai ∶=M i +∆t
2
i (βi − γi2 )Ki i = A,B (104)
The constant value for Etotal has then been used to support that the PH method is energy preserving. The
following remarks on the nature of Etotal will put the things in perspective:
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(i) Etotal is not equal to the physical total energy of the system (i.e., the sum of kinetic and potential
energies). Hence, the preservation of Etotal does not imply the preservation of the physical total energy
of the system.
(ii) Even this quantity will not be constant under the PH method if the Newmark parameter γ ≠ 1/2 even in
one subdomain. The result shown in reference [24, Figures 8 & 11] used γ = 1/2 in all the subdomains.
(iii) It is also noteworthy that Etotal is constant even for non-zero constant external force, which will not
be the case with the physical total energy.
(iv) If preservation of such a quantity is essential for some reason, it should be noted that the proposed
coupling method will also preserve Etotal under the same assumptions on the Newmark parameter and
the external force.
7.5. On the effect of system time-step and subcycling on accuracy. In absence of external
forces, the exact solution satisfies E(n+1) − E(n) = 0. Therefore, the quantities E(n→n+1)algorithm and E
(n→n+1)
interface can
serve as error / accuracy indicators of a multi-time-stepping scheme. Note that these quantities arise,
respectively, due to time-stepping scheme, and due to decomposing domain into subdomains. Of course,
both these quantities are affected by subcycling.
From equation (83), it is easy to check that E
(n→n+1)
algorithm is proportional to ∆t
2 and inversely proportional
to η2i . Therefore, algorithmic error in the subdomains can always be decreased by employing either of these
two strategies:
● decreasing the system time-step by keeping the subcycling ratios fixed (i.e., keeping ηi fixed)
● decreasing the subdomain time-step (i.e., increase the values of ηi) by keeping the system time-step
fixed
Equation (84) can be written as follows:
E
(n→n+1)
interface
=∆t
S∑
i=1
⎧⎪⎪⎨⎪⎪⎩ 1ηi
ηi−1∑
j=0
((1 − γi)λ(n+ jηi ) + γiλ(n+ j+1ηi ))TCiv(n+ jηi )i ⎫⎪⎪⎬⎪⎪⎭ +O (∆t
2
η2i
) (105)
E
(n→n+1)
interface
is linearly proportional to ∆t, which indicates that the error due to domain decomposition can
always be decreased with lowering the system time-step. However, for a fixed system time-step, the quantity
in the parenthesis can be of O(1) in magnitude. Therefore, choosing smaller subdomain time-steps while
keeping the system time-step fixed need not improve the accuracy. This quantity may even grow with increase
in the subcycling ratios. Hence, an appropriate quantity that can indicate the improvement or worsening
of accuracy by subcycling is E
(n→n+1)
interface
, which can be calculated on the fly during a numerical simulation.
Larger values of E
(n→n+1)
interface
in magnitude implies that subcycling is adversely affecting the accuracy.
Summarizing, the accuracy of the numerical results under the proposed multi-time-step method can
always be improved by decreasing the system time-step. The overall accuracy need not always improve with
subcycling for a fixed system time-step. These theoretical observations are numerically verified in Section 9.
8. ON THE PERFORMANCE OF BACKWARD DIFFERENCE FORMULAE AND
IMPLICIT RUNGE-KUTTA SCHEMES
In the numerical analysis literature, backward difference formulae (BDF) and implicit Runge-Kutta
(IRK) schemes have been the schemes of choice for solving DAEs [18,41]. The following quote by Petzold
has been a popular catch-phrase for promoting BDF schemes: “BDF is so beautiful that it is hard to imagine
something else could be better” [41, p. 481]. This statement may be true for first-order DAEs that arise from
modeling of physical systems involving dissipation. But these two families of schemes may not be the best
choices for second-order DAEs that posses important physical invariants (e.g., conservation of energy). In
the context of second-order DAEs, Newmark family of time stepping schemes is also “beautiful” and can
be “better.” The Newmark family of time stepping schemes (which have been popular in Civil Engineering
for solving ODEs arising in structural dynamics and earthquake engineering) did not get as much attention
as they deserve to solve DAEs in both numerical analysis and engineering communities. The algebraic
constraints in a DAE introduce high frequency modes, and fully implicit schemes such as Newmark family
of time stepping schemes are particularly suited to avoid instabilities due to high frequency modes without
introducing excessive damping.
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We now show that there will be excessive numerical damping if the proposed coupling method is based
on BDF or IRK schemes instead of the Newmark family of time stepping schemes. It may be argued that
numerical damping is good for numerical stability, but excessive damping fails to preserve the important
invariants (e.g., conservation of energy). Newmark family of time stepping schemes provide much better
results under the same system time-step, especially, in the prediction of important physical invariants.
The simplest scheme under both BDF and IRK families is the backward Euler scheme (which is also
referred to as the implicit Euler scheme). We rewrite the governing equations as the following first-order
DAEs:
M iv˙i(t) +Kidi(t) = f i(t) +CTi λ ∀i = 1,⋯, S (106a)
d˙i(t) = vi(t) (106b)
S∑
i=1
Civi(t) = 0 (106c)
Under the backward Euler scheme, the velocities and accelerations are approximated as follows:
v
(n+1)
i =
d
(n+1)
i − d
(n)
i
∆t
, a
(n+1)
i =
v
(n+1)
i − v
(n)
i
∆t
(107)
In the absence of subcycling, following a similar procedure presented in the previous sections, one can arrive
at the following equation for the coupling method based on the backward Euler scheme:r
E
(n)z = − S∑
i=1
(Ti (Jv(n)i K) + Vi (Jd(n)i K)) ∀n (108)
which is strictly negative for any non-trivial motion of the subdomains. Figure 8 nicely summarizes the above
discussion using the split degree-of-freedom problem. The system shown in Figure 3 was solved with the
parameters: mA = 0.1, mB = 0.005, kA = 2.5 and kB = 50. The initial values are set to be as follows: v0 = 1.0
and d0 = 0.1. External forces are set to be zero. The proposed coupling method presented in this paper is
employed to solve the coupled system using Newmark average acceleration and central difference methods,
with no subcycling. In addition to the aforementioned excessive numerical dissipation, the following factors
make BDF and IRK schemes not particularly suitable for developing a multi-time-step coupling:
(a) High-order BDF and IRK schemes are non-self-starting.
(b) BDF and IRK schemes are developed for first-order DAEs. To solve a second-order DAE (which is
the case in this paper), auxiliary variables need to be introduced, which will increase the number of
unknowns and the computational cost.
(c) IRK schemes involve multiple stages, and are generally considered difficult to implement.
9. REPRESENTATIVE NUMERICAL RESULTS
Using several canonical problems, we illustrate that the proposed multi-time-step coupling method pos-
sesses the following desirable properties:
(I) All subdomains can subcycle simultaneously. That is, ∆ti <∆t ∀i = 1,⋯, S.
(II) The method can handle multiple subdomains.
(III) Drift in displacements along the subdomain interface is not significant.
(IV) Under fixed subdomain time-steps, the accuracy of numerical solutions can be improved by decreasing
the system time-step.
(V) For a fixed system time-step, accuracy of the solutions may be improved using subcycling. We also
show that monitoring E
(n→n+1)
interface
at every system time-step can serve as a simple criterion to decide
whether or not subcycling will improve the accuracy. This criterion can be calculated on the fly during
a numerical simulation.
9.1. Split degree-of-freedom with three subdomains. An attractive feature of the proposed cou-
pling method is that it can handle multiple subdomains, which is illustrated in this test problem. The single
degree-of-freedom is split into three subdomains A, B and C, as shown in Figure 9. The problem parameters
are taken as follows: mA = 5, mB = 0.1, mC = 0.01, kA = 5, kB = 2.5 and kC = 4. Subdomain time-steps are
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taken as ∆tA = 0.01, ∆tB = 0.005 and ∆tC = 0.0025. The system time-step is taken as ∆t = 0.01. Newmark
average acceleration scheme is employed in all the subdomains. The subdomain external forces are taken
as fA = fC = 0 and fB = 1. The system is subject to the initial conditions d0 = 1.0 and v0 = 0.0. Figure
10 compares analytical solution with the numerical results for the kinematic quantities. Figure 11 shows
the Lagrange multipliers (i.e., interface forces) and the total energy of the system. The proposed coupling
method performed well.
9.2. One-dimensional problem with homogeneous properties. Consider the vibration of a ho-
mogeneous one-dimensional elastic axial bar with the left end of the bar fixed and a constant tip load is
applied at the right end of the bar. The governing equations take the following form:
ρA
∂2u
∂t2
−
∂
∂x
(EA∂u
∂x
) = Pδ(x = L)H(t = 0) ∀x ∈ (0, L), ∀t ∈ (0, T ] (109a)
u(x = 0, t) = 0 ∀t ∈ (0, T ] (109b)
E
∂u
∂x
(x = L, t) = 0 ∀t ∈ (0, T ] (109c)
u(x, t = 0) = 0 ∀x ∈ (0, L) (109d)
∂u
∂t
(x, t = 0) = 0 ∀x ∈ (0, L) (109e)
where δ(⋅) is the Dirac-delta distribution, H(⋅) is the Heaviside function, and P is a constant tip loading.
The analytical solution for the displacement can be written as follows:
u(x, t) = Px
EA
+
8PL
pi2EA
∑
n=1,3,⋯
(−1)n+12 1
n2
sin(βnx) cos(ωnt) (110)
where
βn =
npi
2L
, ωn = βn
√
E
ρ
=
npi
2L
√
E
ρ
(111)
This test problem is the same as the one considered in Reference [24] but with different parameters. Herein,
we shall use this test problem to illustrate that the proposed coupling method can handle multiple subdomains
simultaneously, which is not the case with the PH method as presented in [24].
The computational domain is divided into three subdomains of equal lengths, as shown in Figure 12.
Each subdomain is uniformly meshed using five two-node line elements. The Young’s modulus is taken as
E = 104, the density ρ = 0.1, the area of cross section A = 1, the total length of the bar L = 1, and the
tip loading is taken as P = 10. Newmark average acceleration scheme is employed in subdomains A and C
(βA = βC = 1/4 and γA = γC = 1/2), and the central difference scheme is employed in subdomain B (βB = 0
and γB = 1/2). The critical time-step is 1.217 × 10−4. The system time-step is taken as ∆t = 10−3. The
subdomain time-steps for A and C are taken as ∆tA = ∆tC = 10
−3. The problem is solved using three
different subdomain time-steps for B, which are defined through ηB = ∆t/∆tB = 10, 100, 1000. Figure 13
shows the tip displacement and the total energy obtained using the proposed coupling method. Figures 14
and 15, respectively, show drift in displacements and the interface Lagrange multipliers. These figure clearly
illustrate that, under a fixed system time-step, the accuracy can be improved by employing subcycling in the
subdomains under the proposed coupling method. This implies that the time-step required for the explicit
scheme need not limit the time-step in the entire computational domain under the proposed multi-time-step
coupling method.
The problem is solved again with subdomain B divided into 10 two-node linear elements. In this case
the critical time-step is approximately 6.085 × 10−5. We took the subdomain time-steps to be fixed at 10−5
and altered the system time-step to illustrate the effect of subcycling. The results are presented in figures
16, 17 and 18. These figures illustrate that, under the proposed multi-time-step coupling method with fixed
subdomain time-steps (i.e., fixed ∆ti), the accuracy can be improved by employing smaller system time-steps.
9.3. Square plate subjected to a corner force. A bi-unit square of homogeneous elastic material is
fixed at the left end and a constant force with components fx = fy = 1 is applied at the right bottom corner.
The Lame´ parameters are taken as λ = 100 and µ = 100, and the mass density is taken as ρ = 100. The
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computational domain is decomposed into four equally sized square subdomains. Four node quadrilateral
elements are used to form a 5-element by 5-element mesh for each subdomain. Figure 19 provides a pictorial
description of the problem. A similar problem is also considered in Reference [22], which also addressed
multi-time-step coupling method for structural dynamics.
The central difference scheme (β = 0, γ = 1/2) is employed for subdomains 1, 2 and 3, and Newmark
average acceleration scheme (β = 1/4, γ = 1/2) is employed for subdomain 4. Figure 20 illustrates that the
accuracy can be improved by decreasing the system time-step. Figure 21 illustrates that the accuracy need
not always improve by decreasing subdomain time-steps for a fixed system time-step. This is completely in
accordance with the theoretical predictions. The numerical results shown in Figure 21 also illustrate that
the proposed coupling method allows subcycling in all the subdomains. This is evident from the fact that
all the chosen values for ηi (i = 1,⋯, S) are greater than unity. As it can be seen in Figure 22, subcycling
can result in increase in drift. Figure 23 shows that there is no appreciable drift in displacements along the
subdomain interface, and there is no drift in the velocities along the subdomain interface, as the proposed
method imposes constraints on the continuity of velocities at every system time-step. Figure 24 shows that
the theoretical bounds on the drifts in equations (75a)–(75b) match well with the numerical results. In all the
numerical results, the proposed multi-time-step coupling method performed well, and behaved in accordance
with the theoretical predictions derived in this paper.
9.4. Two-dimensional wave propagation problem. Consider the transverse motion of a plate sub-
ject governed by the following equations:
1
c20
∂2u
∂t2
− (∂2u
∂x2
+
∂2u
∂y2
) = f(x, t) ∀ (x, t) ∈ Ω × I (112a)
u(x, t) = up(x, t) (x, t) ∈ ΓD × I (112b)
grad[u] ⋅ n̂(x) = sp(x, t) (x, t) ∈ ΓN × I (112c)
u(x, t = 0) = u0(x) x ∈ Ω (112d)
u˙(x, t = 0) = v0(x) x ∈ Ω (112e)
where u(x, t) is the transverse displacement, c0 is the wave velocity, f(x, t) is the forcing function, n̂(x) is
the unit outward normal to the boundary, up(x, t) is the prescribed displacement on the boundary, sp(x, t) is
the prescribed transverse traction, and u0(x) and v0(x) are, respectively, the initial displacement and initial
velocity. Computational domain is denoted by Ω. The part of the boundary on which Neumann boundary
condition is denoted by ΓN, and ΓD is the part of the boundary on which Dirichlet boundary condition is
prescribed. As usual, we assume that ΓD ∩ ΓN = ∅, and ΓD ∪ ΓN = ∂Ω. The time interval of interest is I.
We consider the computational domain to be a rectangle with Lx = 2 and Ly = 1. The boundary is fixed
on three sides, and is excited by a sinusoidal force of the following form on the other side:
f(x, t) = ⎧⎪⎪⎨⎪⎪⎩ f0 sin (
2pi
τload
t) t ∈ [0, τload]
0 t > τload
, x ∈ {0} × [2Ly/5,3Ly/5] (113)
A pictorial description of the problem is shown in Figure 25. The domain is decomposed into two subdomain,
as shown in Figure 26. In this numerical example, we have taken u0 = 0, v0 = 0, c0 = 1, f0 = 5.0 , and
τload = 0.1. Figure 27 shows the result for explicit/implicit integration using the proposed coupling method.
In this case, (γ1, β1) = (1/2,0), and (γ2, β2) = (1/2,1/4). The system time-step is ∆t = 10−4, subdomain
time-steps are ∆t1 = 10
−5 and ∆t2 = 10−4. As one can see from this figure, the proposed coupling method
performed well. In particular, there are no spurious reflections at the subdomain interface, and there is no
noticeable drift in the transverse displacement along the subdomain interface.
This problem also clearly demonstrates that the proposed multi-time-step coupling method can be
attractive for wave propagation problems. The coupling method is more cost effective than mere employing
either an explicit scheme or an implicit scheme in the entire domain. In wave propagation problems involving
fast dynamics, small time-steps are needed, and hence explicit schemes are typically employed. This will
result in taking large number of time-steps to be able to carry out the numerical simulation to a desired final
time. On the other hand, under the proposed coupling method, one can use explicit methods in the regions
with fast dynamics (which typically occur near the loading), and use an implicit time-stepping scheme with
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a larger subdomain time-step in the other regions. For the chosen problem, if one has to employ an explicit
scheme in the entire domain, the time-step should be smaller than the critical time-step of 1.36 × 10−5.
Under the proposed multi-time-step coupling method, the user can employ an explicit scheme with time-
steps smaller than the critical time-step near the load, and an unconditionally stable, implicit time-stepping
scheme with larger time-steps in the rest of the computational domain.
10. CONCLUDING REMARKS
We have developed a multi-time-step coupling method that can handlemultiple subdomains with different
time-steps in different subdomains. The coupling method can couple implicit and explicit time-stepping
schemes under the Newmark family even with disparate time-steps of more than two orders of magnitude in
different subdomains. A systematic study on the energy preservation and energy properties of the proposed
coupling method is presented, and the corresponding sufficient conditions are also derived. The proposed
coupling method, in general, is not energy preserving. Despite claims in the literature, the quest for energy
preserving multi-time-step coupling method is still on. One of the main conclusions of this paper is about the
effect of system time-step and subcycling on the accuracy. It has been shown that accuracy can always be
improved by decreasing system time-step. It is widely believed that lowering subdomain time-step keeping
the system time-step will also improve the accuracy under a multi-time-stepping scheme. Using careful
mathematical analysis and numerical results, we have shown that this popular belief is not always the case.
To this end, a simple criterion is also proposed, which can predict whether subcycling will improve accuracy.
The criterion is to monitor E
(n→n+1)
interface at every system time-step, which can be calculated on the fly during a
numerical simulation. Subcycling is desirable if this quantity is small.
The proposed multi-time-step coupling (which is a dual Schur domain decomposition technique) is well-
suited for parallel computing. Specifically, one can utilize the advances made on the FETI method, which
has shown to be scalable in a parallel setting for dual Schur domain decomposition methods [42]. There
are several ways one could make advancements to the research presented in this paper. On the theoretical
front, a plausible future work is to perform a mathematical analysis on the numerical characteristics of the
proposed multi-time-step coupling method on the lines of local error, propagation of error, and influence
of perturbations. On the computational implementation front, one could implement the proposed coupling
method in a parallel setting and do a systematic study on its parallel performance. On the algorithmic
front, the next logical step is to extend the proposed multi-time-step coupling method to first-order transient
systems, and eventually to fluid-structure interaction problems.
11. APPENDIX: DERIVATION OF GOVERNING EQUATIONS FOR CONSTRAINED
MULTIPLE SUBDOMAINS
One can derive the constrained governing equations for second-order transient systems in several ways.
For example, in Reference [24] the equations have been derived using Lagrangian formalism. Herein, we
shall derive the constrained governing equations for second-order systems using the Gauss principle of least
constraint and Gibbs-Appell equations. Both these approaches can easily handle constraints of various
types, including non-holonomic constraints and friction. Correctly, these two principles are considered more
fundamental than Lagrangian or Hamiltonian formalisms, and are particularly ideal to deal with constraints
[43]. We briefly outline these two powerful approaches with a hope that the future works on multi-time-step
coupling methods will utilize either the Gauss principle of least constraint or the Gibbs-Appell equations.
11.1. Gauss principle of least constraint. The statement of Gauss principle of least constraint for
a system of N subdomains takes the following form:
minimize
u¨1,u¨2,⋯,u¨S
1
2
S∑
i=1
(u¨i −M−1i hi (u˙i,ui, t))TM i (u¨i −M−1i hi (u˙i,ui, t)) (114)
subject to
S∑
i=1
Ciu¨(t) = 0 (115)
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Note that in a continuum setting, continuity of displacements, velocities and accelerations are all equivalent.
The first-order optimality condition gives rise to the following equations:
M iu¨i = hi(u˙i,ui, t) +CTi λ (116a)
S∑
i=1
Ciu¨ = 0 (116b)
where λ is the vector of Lagrange multipliers for enforcing the constraint. Equations (116a)–(116b) are the
governing equations for constrained multiple subdomains. In the case of linear elastic second-order systems,
the vector hi is given by the following expression:
hi(u˙i,ui, t) = −Kiui + f exti (t) (117)
It is noteworthy that the question whether the vector hi can depend on acceleration is still a matter of
debate among mechanicians. For further details on this issue see [44–47].
11.2. Gibbs-Appell equations. The statement of Gibbs-Appell principle for a system of N subdo-
mains can be written as follows:
minimize
u¨1,u¨2,⋯,u¨S
S∑
i=1
(1
2
u¨i
TM iu¨i − u¨
T
i hi) (118a)
subject to
S∑
i=1
Ciu¨i = 0 (118b)
The first-order optimality condition of the above constrained optimization problem gives rise to the same
governing equations for constrained multiple subdomains (given by equations (116a)–(116b)).
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Figure 1. A pictorial description of multiple subdomains. The domain Ω is decomposed into S
subdomains, which are denoted by Ω1,⋯,ΩS . The subdomain interface is indicated using dashed
curves. The mesh is assumed to be conforming along the subdomain interface.
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Figure 2. A pictorial description of time levels (tn), system time-step (∆t), subdomain time-step
(∆ti), and subcycling. Note that ηi =∆t/∆ti. In this figure i = A or B.
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Figure 3. A pictorial description of the split degree-of-freedom (SDOF) lumped parameter system.
The masses A and B slide on a frictionless surface.
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Figure 4. SDOF lumped parameter system: This figure compares the performance of the proposed
coupling method with that of the GC and PH methods. The top, middle and bottom subfigures,
respectively, show the displacement, velocity and acceleration. It should be noted that, in the
absence of external forces, the proposed coupling method and the PH method should produce the
same results, which is the case in this figure. The numerical results under the proposed method
match well with the analytical solution. Note the rapid (unphysical) decay under the GC method
compared to the other two methods.
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Figure 5. SDOF lumped parameter system: The top and bottom subfigures, respectively, show
the interface force and total energy of the system. The numerical results under the GC method
do not match with the analytical solution. It should be noted that the total energy of the system
should be constant because the system is elastic and the external force is zero. As expected the
GC method exhibits decay in total energy. Although the proposed coupling method and the PH
method do not preserve energy, they give close results to the exact value for the chosen parameters.
However, this need not be the case if one chooses a different time-stepping scheme.
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Figure 6. The problem parameters are mA = 1, mB = 1, kA = 1000, kB = 20, fA = 0, fB = 0,
∆tA = 0.2 and ∆tB = 0.001. The Newmark parameters are taken to be (β = 0.3025, γ = 0.6).
For comparison, numerical solutions for single degree of freedom (i.e., without splitting) are also
presented for two different time-steps ∆t = 0.2 and ∆t = 0.001. It is evident that the PH and
proposed multi-time-step couplings do not preserve energy in the first sense.
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Figure 7. This figure illustrates that the proposed coupling method does not conserve energy if
there is subcycling. The Newmark average acceleration method (β = 0.25, γ = 0.5) is employed in
both subdomains. The problem parameters are mA = 1, mB = 1, kA = 1000, kB = 20, fA = 0, fB = 0,
∆tA = 0.2 and ∆tB = 0.001. For comparison, numerical solutions for single degree of freedom (i.e.,
without splitting) are also presented for two different time steps ∆t = 0.2 and ∆t = 0.001. This
numerical example can also serve to illustrate that the multi-time-step coupling method preserves
energy neither in the first sense nor in the second sense.
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Figure 8. Coupling using the backward Euler scheme: The second-order differential-algebraic
equations is converted to first-order differential-algebraic equations, and the resulting system is
solved using the backward Euler scheme, which is the simplest member of backward difference
formulae (BDF) and implicit Runge-Kutta (IRK) schemes. BDF and IRK schemes are frequently
employed to solve differential-algebraic equations. As one can see from the figure, the numerical
solution using the backward Euler is highly dissipative. On the other hand, the proposed multi-
time-step coupling method based on Newmark family of time integrators has better performance
with respect to the total energy of the system, which is an invariant for the problem at hand. The
proposed coupling method was employed to seek the numerical solution using Newmark average
acceleration and central difference schemes with no subcycling. In the case of Newmark average
acceleration scheme, ∆t = 0.1. A time-step of ∆t = 0.05 was adopted for central difference scheme.
For the backward Euler method ∆t = 0.1.
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Figure 9. Split degree-of-freedom with three subdomains: The problem is solved using the pro-
posed multi-time-step coupling method. The problem parameters are mA = 5, mB = 0.1, mC = 0.01,
kA = 5, kB = 2.5 and kC = 4. The subdomain time-steps are taken as ∆tA = 0.01, ∆tB = 0.005 and
∆tC = 0.0025. Newmark parameters are βA = βB = βC = 0.25 and γA = γB = γC = 0.5.
30
0 0.05 0.1 0.15 0.2
time
0
0.001
0.002
0.003
0.004
0.005
di
sp
la
ce
m
en
t
Exact solution
Proposed method subdomain A
Proposed method subdomain B
Proposed method subdomain C
0 0.05 0.1 0.15 0.2
time
0
0.01
0.02
0.03
0.04
0.05
v
el
oc
ity
Exact solution
Proposed method subdomain A
Proposed method subdomain B
Proposed method subdomain C
0 0.05 0.1 0.15 0.2
time
0.18
0.185
0.19
0.195
0.2
ac
ce
le
ra
tio
n
Exact solution
Proposed method subdomain A
Proposed method subdomain B
Peoposed method subdomain C
Figure 10. Split degree-of-freedom with three subdomains: Numerical and analytical results for
displacement in problem 2 is shown in this figure. As seen here, the numerical results under the
proposed coupling method matches well with the exact values.
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Figure 11. Split degree-of-freedom with three subdomains: The top figure shows the interface
reaction forces λAB and λBC with respect to time. This bottom figure shows the total energy of
the system with respect to time. The numerical results under the proposed coupling method match
well with the analytical solution.
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Figure 12. One-dimensional problem with homogeneous properties: Consider an axial elastic bar
of unit length. The left end of the bar is fixed, and a constant load of P (t) = 10 is applied to
the right end of the bar. The initial displacement and the initial velocity are both assumed to
be zero. The proposed coupling method is employed to solve this problem by decomposing the
computational domain into three subdomains, which are denoted by A, B and C. Each subdomain
is meshed with two-node line elements. The left and right subdomains employ Newmark average
acceleration scheme (i.e., βA = βC = 1/4 and γA = γC = 1/2), and the middle subdomain employs
the central difference scheme (i.e., βB = 0 and γB = 1/2).
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Figure 13. One-dimensional problem with homogeneous properties: The top and bottom figures,
respectively, show the tip displacement and total energy as a function of time. The left and right
subdomains employ Newmark average acceleration scheme (which is an implicit scheme), and the
middle subdomain employs the central difference scheme (which is an explicit scheme). The system
time-step is fixed and is taken as ∆t = 10−3. The subdomain time-steps in the left and right
subdomains are chosen to be equal to the system time-step. The time-step in the middle subdomain
is varied, and three different values are employed, which are given by ηB ∶=∆t/∆tB = 10,100,1000.
The figure clearly shows that, under a fixed system time-step, the accuracy can be improved by
employing subcycling in the subdomains under the proposed coupling method. This implies that the
time-step required for the explicit scheme need not limit the time-step in the entire computational
domain under the proposed multi-time-step coupling method.
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Figure 14. One-dimensional problem with homogeneous properties: The top figure shows the drift
in the displacement at the interface of subdomains A and B. The bottom figure shows the drift in
displacement at the interface of subdomains B and C. At least for this problem, one can conclude
that there is no appreciable drift in the displacements under the proposed coupling method.
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Figure 15. One-dimensional problem with homogeneous properties: The top figure shows the
interface force between subdomains A and B. The bottom figure shows the interface force between
subdomains B and C.
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Figure 16. One-dimensional problem with homogeneous properties: The top and bottom figures,
respectively show the tip displacement and the total energy as a function of time. The left and
right subdomains employ Newmark average acceleration scheme (which is an implicit scheme), and
the middle subdomain employs the central difference scheme (which is an explicit scheme). The
subdomain time-steps are fixed at 10−5. In each case the system time-step is changed as indicated
in the figure. The numerical solutions match well with the exact solution. The figure clearly shows
that, under the proposed multi-time-step coupling method with fixed subdomain time-steps (i.e., fixed
∆ti), the accuracy can be improved by employing smaller system time-steps.
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Figure 17. One-dimensional problem with homogeneous properties: The top figure shows the drift
in the displacement at the interface of subdomains A and B. The bottom figure shows the drift
in displacement at the interface of subdomains B and C. At least for this test problem, one can
conclude that there is no appreciable drift in the displacements under the proposed coupling method.
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Figure 18. One-dimensional problem with homogeneous properties: The top figure shows the
interface force between subdomains A and B. The bottom figure shows the interface force between
subdomains B and C.
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Figure 19. Square plate subjected to a corner force: This figure provides a pictorial description
of the test problem. A bi-unit square of homogeneous elastic material is fixed at the left side, a
constant force with components fx = fy = 1 is applied at Point A. Material parameters are taken as
λ = 100, µ = 100, and ρ = 100. The computational domain is divided into four subdomains, and the
resulting problem is solved using the proposed multi-time-step coupling method. Each subdomain
is meshed using 25 equally-sized four-node quadrilateral elements.
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Figure 20. Square plate subjected to a corner force: This figure compares the numerical solutions
(2-norm of the displacement at Point A, 2-norm of the velocity at Point A, and the total energy
of the system) under the proposed multi-time-step coupling method for various system time-steps
keeping the subdomain time-steps fixed. The subdomain time-step in all subdomains is taken as
0.02. The numerical solutions obtained without decomposing the domain into subdomains and
using a relatively smaller time-step, ∆t = 0.001, are also presented for reference. The figure clearly
demonstrates that, under fixed subdomain time-steps, accuracy can be improved by decreasing the
system time-step.
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Figure 21. Square plate subjected to a corner force: The system time-step is taken as 0.1. The
top and middle figures, respectively, show the 2-norm of the displacement and the 2-norm of the
velocity at Point A for various values of ηi (i.e., for various subdomain time-steps). The bottom
figure shows the total energy of the system for values of ηi. The numerical solutions obtained without
decomposing the domain into subdomains and using a relatively smaller time-step, ∆t = 0.001, are
also presented for reference. In this case, the accuracy did not improve with subcycling, which is in
accordance with the theoretical predictions.
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Figure 22. Square plate subjected to a corner force: The system time-step is taken as 0.1. The
value of E
(n→n+1)
interface
for the problem presented in 21 is plotted. As seen above, subcycling can increase
the discretization error at the interface.
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Figure 23. Square plate subjected to a corner force: The figure compares the numerical solutions
under the proposed coupling method with that obtained without decomposing into subdomains.
The top figure shows the 2-norm of the displacement along y-direction at x = 0.8 at various time
levels, and the bottom figure shows the corresponding 2-norm of the velocity. One can also notice
that there is no significant drift in the displacements at the subdomain interface.
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Figure 24. Bounds on drifts: The results in this figure substantiate the discussion presented in
subsection 5.3. The L2-norm of the drift in acceleration and and the drift in displacement at the
subdomain interface are shown. Newmark central difference scheme (β = 0, γ = 1/2) is employed
in all subdomains and there is no subcycling. The theoretical predictions are based on equations
(75a)–(75b). It is noteworthy that the drift in the displacements along the subdomain interface is
small under the proposed coupling method.
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Figure 25. Two-dimensional wave propagation problem: A pictorial description. The elastic body
is assumed to be isotropic and homogeneous. The force is applied over a length of 1/5Ly in the
middle of the left side of the boundary. The body is allowed to vibrate freely after t = τload. No
absorbing boundary conditions are applied at the fixed ends.
Figure 26. Two-dimensional wave propagation problem: The computational domain is divided
into two subdomains. Subdomain 1 is shown in blue color, and subdomain 2 is shown in red color.
The mesh consists of 5604 four-node quadrilateral elements.
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(a) t = 0.25, umin = −0.053, umax = 0.133 (b) t = 0.50, umin = −0.044, umax = 0.088
(c) t = 0.75, umin = −0.045, umax = 0.063 (d) t = 1.00, umin = −0.037, umax = 0.053
(e) t = 1.25, umin = −0.034, umax = 0.044 (f) t = 1.50, umin = −0.030, umax = 0.039
(g) t = 1.75, umin = −0.034, umax = 0.040 (h) t = 2.00, umin = −0.047, umax = 0.042
(i) t = 2.25, umin = −0.044, umax = 0.039 (j) t = 2.50, umin = −0.037, umax = 0.037
Figure 27. Two-dimensional wave propagation problem: Here, f0 = 5.0, τload = 0.1, and c0 = 1.
The system time-step is ∆t = 10−4, and the subdomain time-steps are ∆t1 = 10
−5, and ∆t2 = 10
−4.
The subdomain Newmark parameters are (γ1, β1) = (1/2,0), and (γ2, β2) = (1/2,1/4).
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