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Abstract
This thesis describes our studies of non-equilibrium spin accumulation in ferromagnet/n-
GaAs heterostructures. This work naturally separates into two main topics: the ﬁrst is
the study of the non-equilibrium electron spin accumulation which is generated electrically
by passing a current across the ferromagnet/GaAs interface; the second is the study of
non-equilibrium nuclear spin accumulation which is dynamically generated via ﬂip-ﬂop in-
teractions with the spin-polarized electrons.
Chapter 1 covers the theoretical framework which we use to electrically study the in-
jection and detection of electron spins into GaAs. This framework includes two relevant
mechanisms for injection and detection of spins, which provide diﬀerent results depending
on the nature of the tunneling current across the ferromagnet/GaAs interface. This section
also outlines the basic electrical measurements used to study spins in GaAs, and outlines the
results determined from studies of Fe/GaAs heterostructures. In Chapter 2 we apply this
knowledge to a new class of ferromagnetic materials. We present electrical spin transport
measurement of Co2FexMn1−xSi/n-GaAs heterostructures. Co2FexMn1−xSi are alloys of
Heusler ferromagnets that have been predicted by band structure calculations to be highly
spin-polarized at the Fermi level, making them ideal for spin injection and detection. Us-
ing a biased detector measurement scheme, we demonstrate mV spin-valve signals at low
temperature, the largest measured in III/V semiconductor systems. We show that the spin
accumulation in the GaAs channel changes sign as a function of the Fe concentration, in
agreement with theory. In addition we show that the measured spin accumulation is an
order of magnitude larger than for Fe based devices, further supporting the idea that these
ferromagnets are highly spin-polarized.
Chapter 3 focuses on the experimental evidence and theory of a non-equilibrium nuclear
spin polarization. The nuclear spin polarization is generated dynamically by hyperﬁne inter-
actions with the spin-polarized electrons in the channel. We show that a phenomenological
description of the hyperﬁne interaction in terms of eﬀective magnetic ﬁelds can reproduce
our measurements. In Chapter 4 we study the hyperﬁne interaction between spin-polarized
electrons and nuclei more carefully. We show by a nuclear magnetic resonance experiment
ii
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that spin-polarized nuclei are localized near donor sites, the spin-polarized nuclei are not
spatially homogeneous as often assumed. Further we argue that the fraction of these donor
sites which contribute to polarizing the nuclei can be estimated by modeling our resistivity
data by the dual conduction of electrons through the impurity and conduction bands. Fi-
nally we demonstrate the Knight shift of the NMR frequency as a function of the electron
spin accumulation. Using these results, it is possible to determine the electron spin accu-
mulation without microscopic knowledge of the ferromagnet/GaAs interface that was used
to generate it.
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Chapter 1
Spin injection and detection in
FM/GaAs heterostructures
In this chapter we outline the basics of spin injection and detection in GaAs using ferromag-
netic (FM) contacts. In section 1.1 we provide a brief overview of the ﬁeld of spintronics.
In section 1.2 we provide background on the theory of spin injection and detection in semi-
conductors. In section 1.3 we described the devices themselves, including the growth and
design of the heterostructures as well as device fabrication. In the last section we revisit
spin injection and detection using device parameters. This section includes descriptions
of typical measurement conﬁgurations such as the nonlocal spin-valve, and nonlocal and
three-terminal Hanle geometries.
1.1 Introduction to spintronics
Conventional electronic devices use the charge of electrons (or holes) in their operation. The
ﬁeld of spintronics looks to include the spin degree of freedom along with the charge of the
electron to augment or improve the performance of electronic devices. Any such device must
perform some combination of generating a non-equilibrium spin accumulation, modulating
an existing spin accumulation, or detecting a spin accumulation. Currently the most proliﬁc
use of spintronic devices is in the magnetic read heads of hard drives, which make use of the
giant-magnetoresistive (GMR)[1] and tunneling-magnetoresistive (TMR) eﬀects[2]. These
devices consist of two ferromagnetic layers (a spin injector and spin detector) separated by a
thin spacer layer. The resistance of the stack depends on the relative orientation of the two
magnetic layers. These devices act as sensors of magnetic ﬁelds by aligning the magnetization
of the free layer to the magnetic ﬁeld. There is no modulation of the spins in the spacer layer.
1
2If instead there is a large separation between the two magnetic materials, the orientation of
the spins can be modulated between the point of injection and the point of detection. If the
spacer layer is a semiconducting two dimensional electron gas, this modulation can occur
by an electrically tunable spin-orbit ﬁeld. Spins can also be modulated by an application of
an external magnetic ﬁeld. Datta and Das proposed to use this eﬀect to make a spin-based
ﬁeld-eﬀect transistor.[3]
In addition to devices which inject and detect spins electrically using ferromagnetic
layers, there have been an increasing number of proposals of devices that use more novel
approaches. A few proposals use heat currents rather than charge currents to generate
spin.[4] Many proposals involve the use of the spin-Hall eﬀect,[5, 6, 7] which takes advantage
of spin-orbit coupling in nonmagnetic materials to convert a charge current into a spin-
polarized current.[8] Ref. [7] claims that spin-Hall eﬀects in heavy metals such as tantalum
may be more eﬃcient at applying torque to magnetic layers than conventional methods.[9]
In addition, many groups are using the inverse spin-Hall eﬀect, a conversion of a spin current
to a charge current, as their default method of spin detection.[10, 11, 12, 13, 14] However,
this work deals primarily with spin injection and detection using ferromagnetic contacts.
1.2 Spins in semiconductors: Theory
In this section we outline the theory of generation, transport and detection of spins in
semiconductors. We start out by introducing the concepts of spin and charge currents in a
bulk semiconductor, which we then use to derive the spin-drift-diﬀusion equation. Then we
outline two relevant mechanisms of generating spin currents across FM/GaAs interfaces.
1.2.1 Spin currents and spin accumulations
Electrons possess both a charge and spin (magnetic) degree of freedom. In nonmagnetic
systems, the number of electrons with spin-up and spin-down are equal, and the transport
of electrons can be determined solely from the electron charge. The ﬂow of charge is given
by the current density
j = σE+ eD∇n, (1.1)
where σ is the conductivity, E is the applied electric ﬁeld, e is the electron charge, D is the
diﬀusion constant, and n is the density of electrons. The ﬁrst term is Ohm's law and the
second term is known as Fick's law, which describes the movement of particles from regions
of high density to low density.
To take into account the transport of spin-polarized electrons, Eq. 1.1 can be written
3separately for electrons with spin up(↑) and down(↓);
j↑ = σ↑E+ eD↑∇n↑,
j↓ = σ↓E+ eD↓∇n↓. (1.2)
We can write the total charge current as the sum of the two currents
j = j↑ + j↓ = (σ↑ + σ↓)E+ eD↑∇n↑ + eD↓∇n↓, (1.3)
and deﬁne a spin current q as the diﬀerence between the two currents
q = j↑ − j↓ = (σ↑ − σ↓)E+ eD↑∇n↑ − eD↓∇n↓. (1.4)
In our experiments the total number of carriers is ﬁxed as n = n↑ + n↓ and the current j is
also ﬁxed. Using this formalism, Yu and Flatté[15] solved the spin continuity equations
dn↑
dt
= − n
↑
τ↑↓
+
n↓
τ↓↑
+
1
e
∇ · j↑,
dn↓
dt
= − n
↓
τ↓↑
+
n↑
τ↑↓
+
1
e
∇ · j↓, (1.5)
for the spin accumulation n↑ − n↓ to derive the spin diﬀusion equation. They ﬁnd
eD∇2(n↑ − n↓) + eµE · ∇(n↑ − n↓) = n
↑ − n↓
τs
, (1.6)
where µ is the average electron mobility given by
µ =
σ↑µ↑ + σ↓µ↓
σ↑ + σ↓
, (1.7)
D is the average diﬀusion constant
D =
σ↑D↑ + σ↓D↓
σ↑ + σ↓
, (1.8)
and the spin lifetime τs is the total spin ﬂip rate given by
1
τs
=
1
τ↑↓
+
1
τ↓↑
. (1.9)
4σF
σF σSC
σSC
σSCσF
Ferromagnet Semiconductor
Figure 1.1: A schematic of the conductivity mismatch problem using a model of eﬀective
resistors with spin dependent conductivities σ↑ and σ↓ and spin-ﬂip conductivities σ↑↓. In
this schematic, larger conductivities are drawn as larger boxes.
The solution of Eq. 1.6 is an exponential decay
n↑ − n↓ = δnoe−x/λ, (1.10)
where δno is the initial spin accumulation and
λ−1± = ±
µ|E|
2D
+
√
1
τsD
+ (
µE
2D
)2 (1.11)
is the eﬀective spin diﬀusion length for the case where diﬀusion and drift subtract (-) and
add (+) with each other.
1.2.2 FM/GaAs interface and the conductivity mismatch problem
We now turn our attention to the generation of a spin-polarized current in a semiconductor
channel. Consider for the moment the idealized interface between a ferromagnet and n-GaAs
depicted in Fig. 1.1. Given our model of two independent spin channels, the conductivities
of the spin-up(down) channels in the ferromagnet
σ
↑(↓)
F = e
2Dg
↑(↓)
F (µF ) (1.12)
are diﬀerent because the density of states at the Fermi energy gF (µF ) is larger for spin-up
than spin-down.[16] We will come back to this point in greater detail in Chapter 2, when
we consider fully spin-polarized ferromagnets. On the other hand, the conductivities of
the GaAs channel are spin independent and much smaller than those of the ferromagnet.
5If the interface has a low resistance, the large conductivity and low spin lifetime of the
ferromagnet create a spin-ﬂip conductivity σF↑↓ that eﬀectively shorts the spin channels
of the GaAs together (σF↑↓  σSC), preventing a large spin accumulation from forming.
This eﬀect is known as the conductivity mismatch problem.[17] Basically it is more eﬃcient
for a spin-ﬂip to occur in the ferromagnet rather than generate a spin accumulation in the
semiconductor, and so a spin-polarized electron in the semiconductor will diﬀuse back into
the ferromagnet.
To generate a spin accumulation in the semiconductor, the interface is made resistive
with the introduction of a tunnel barrier between the FM and GaAs layers.[17, 18] The
tunnel barrier prevents the back-diﬀusion of spin-polarized carriers in the semiconductor
across the interface. There are several tunnel barriers which have been used to this eﬀect
including, Schottky barriers[19, 20, 21], oxide barriers[22], and Esaki diodes[23].
With the addition of the barrier, current must tunnel across the interface, and in this case
the spin dependent conductances G↑(↓)(V) are given by the Landauer-Buttiker formalism.
See Ref. [24] for a good derivation of these conductances. However for our purposes we
only need to know that the majority of the voltage dependence of the conductance comes
from the tunnel barrier itself, and the spin dependence comes from the properties of the
ferromagnet.
1.2.3 Spin injection and detection across FM/GaAs barriers
In this section we will outline two diﬀerent processes by which spins traverse the tunnel
barrier. In the ﬁrst, spins are injected and detected in the bulk of the semiconductor; in
the second, spin injection and detection occurs from a localized quantum well, in which the
conduction band edge is lower in energy than the bulk semiconductor.
1.2.3.1 Tunneling to the bulk
For the bulk term we start by writing the spin-dependent tunneling currents across the
interface,
j↑ = G↑(V )V ; (1.13)
j↓ = G↓(V )V,
where G↑(↓) are the conductances of spin up(down) across the ferromagnet/semiconductor
barrier and eV = µo − µf is the voltage across the tunnel barrier in the absence of a spin
accumulation in the semiconductor. These equations can be rewritten in terms of the spin
6polarization of the ferromagnet
Pf =
g↑F (µf )− g↓F (µf )
g↑F (µf ) + g
↓
F (µf )
, (1.14)
which can be deﬁned in terms of the density of states at the Fermi level gF (µf ). We deﬁne
the total conductance of the barrier as G = G↑ +G↓, so that we can write
G↑(↓)(V ) =
1± Pf
2
G(V ).
If we now include a spin accumulation in the semiconductor given by the spin dependent
chemical potential µ↑(↓) and a corresponding voltage drop ∆V across the tunnel barrier, we
can write Eq. 1.13 as
j↑ =
1
e
1 + Pf
2
[
G(V ) +
∂G
∂V
∆V
](
µ↑ − µfm − e∆V
)
(1.15)
j↓ =
1
e
1− Pf
2
[
G(V ) +
∂G
∂V
∆V
](
µ↓ − µfm − e∆V
)
,
where we have allowed the addition of ∆V to change the conductivity by an amount given
by ∂G/∂V . Again, the experimentally relevant boundary condition is a constant current
j = j↓ + j↑. If we write the semiconductor chemical potentials as µ↑(↓) = µo + δµ↑(↓) we
can solve for the change in interface voltage ∆V in terms of the spin accumulation in the
semiconductor
∆V = − j/V
∂j/∂V
(
Pf
e
δµ↑ − δµ↓
2
− 1
e
δµ↑ + δµ↓
2
)
. (1.16)
In addition, we can solve for the spin current across the interface, which to ﬁrst order is
q = jPf . (1.17)
If we assume a linear response of the chemical potential δµ↑ = −δµ↓ = δµ/2, and a
linear response of the tunnel barrier j/V = ∂j/∂V , Eq. 1.16 can be simpliﬁed to the form
∆V = Pf
δµ
2e
. (1.18)
This result provides a means of calculating the spin accumulation in the semiconductor
based on the measured spin signal ∆V .
71.2.3.2 Tunneling from a quantum well
In the next section we will show that our Schottky barriers result in an interface quantum
well between the bulk semiconductor and the ferromagnet. Following Refs. [24, 25] we derive
the interface voltage ∆V under large forward bias, where tunneling from this quantum well
dominates.[24] The current across the barrier in this case is dominated by the escape rate
of electrons from the well into the FM
j↑ =
en↑
τ↑es
, j↓ =
en↓
τ↓es
. (1.19)
The escape rates of spin-polarized electrons from the quantum well were studied theoretically
by Dery and Sham,[26] who computed the rates based on the tunneling matrix elements
between the well and the ferromagnet. One of the key results is that the escape rates are
inversely proportional to the wave vector of the electrons in the ferromagnet,
τ↑es
τ↓es
≈ k
↑
f
k↓f
. (1.20)
This means that the current across the interface will be dominated by the opposite polar-
ization of carriers than in the bulk case. The eﬀective spin polarization of the ferromagnet
P ′f is
P ′f =
k↓ − k↑
k↑ + k↓
. (1.21)
In the limit of a simple Fermi gas, kf = (3pi
2n)1/3, the eﬀective polarization has the same
magnitude and the opposite sign of Eq. 1.14,
P ′f = −Pf . (1.22)
In our model, we will assume this is true for simplicity. By repeating the analysis above we
can write the spin-dependent currents as
j↑ =
[
j +
∂j
∂V
∆V
]
1− Pf
2
µo + δµ
↑
µw
, (1.23)
j↓ =
[
j +
∂j
∂V
∆V
]
1 + Pf
2
µo + δµ
↓
µw
,
where µw is energy depth of the well. In this case we ﬁnd that the change in interface voltage
is to ﬁrst order
∆V = Pf
j/µw
∂j/∂V
(
Pf
δµ↑ − δµ↓
2
− δµ
↑ + δµ↓
2
)
, (1.24)
8Figure 1.2: A schematic of the basic FM/n-GaAs heterostructure, and the interface band
structure showing the Schottky barrier and interface quantum well.
and to ﬁrst order the spin current across the interface is
q = −jPf . (1.25)
If we compare these results to Eq. 1.16 and Eq. 1.18, the important consequence of consider-
ing the quantum well is the change in sign of both the interface voltage and the spin-current
compared to tunneling to the bulk. We believe this behavior is ultimately responsible for
the bias dependence observed in the detector bias experiments described in later sections.
1.3 Heterostructure and device design
Our heterostructures are grown by molecular beam epitaxy (MBE) in Chris Palmstrøm's
group at UCSB. A list of the heterostructures discussed in this work is shown in Table 1.1
along with a brief description of each. A schematic of the basic heterostructure we use in
our spin transport experiments is shown in Fig. 1.2. From bottom to top it consists of an
intrinsic GaAs substrate, 2.5 µm of epitaxial n-GaAs doped with Si at 5× 1016 cm−3, then
over 15 nm the doping is increased to 5×1018 cm−3, and then 15 nm of 5×1018 cm−3 GaAs,
5 nm of epitaxially grown ferromagnet, and ﬁnally an Al/Au capping layer. The channel is
doped only slightly above the metal-insulator transition for GaAs, as this results in large
spin lifetimes in the channel.[27] To make the necessary tunnel barrier for spin injection and
detection, we use the highly doped interface region to create a thin Schottky barrier. At
a metal-GaAs interface the chemical potential of GaAs is pinned mid-gap.[28] The tunnel
9Heterostructure # Structure, Channel doping
Q062 Fe/GaAs, nd = 5× 1016 cm−3
Q063 Fe/In0.02Ga0.98As, nd = 5× 1016 cm−3
UMN001 Fe/GaAs, nd = 2× 1016 cm−3
UMN018 Fe/GaAs, nd = 4× 1016 cm−3
UMN019 Fe/GaAs, nd = 5× 1016 cm−3
UMN020 Fe/GaAs, nd = 6× 1016 cm−3
UMN022 Co2MnSi/GaAs, nd = 3× 1016 cm−3
UMN026 Fe/GaAs, nd = 8× 1016 cm−3
UMN027 Fe/GaAs, nd = 10× 1016 cm−3
UMN028 Fe/GaAs, nd = 12× 1016 cm−3
UMN032 Co2MnSi/GaAs, nd = 3× 1016 cm−3
UMN033 Co2MnSi/GaAs, nd = 3× 1016 cm−3
UMN034 Co2Fe0.3Mn0.7Si/GaAs, nd = 3× 1016 cm−3
UMN035 Co2Fe0.7Mn0.7Si/GaAs, nd = 3× 1016 cm−3
UMN036 Co2FeSi/GaAs, nd = 3× 1016 cm−3
UMN037 Co2MnSi/GaAs, nd = 3× 1016 cm−3
UMN041 Co2Fe0.66Mn0.33Si/GaAs, nd = 3× 1016 cm−3
UMN042 Co2Fe0.33Mn0.66Si/GaAs, nd = 3× 1016 cm−3
UMN043 Co2FeSi/GaAs, nd = 3× 1016 cm−3
UMN044 Co2MnSi/GaAs, nd = 3× 1016 cm−3
UMN050 Co2MnSi/GaAs (MnSi initiated), nd = 3× 1016 cm−3
UMN051 Co2MnSi/GaAs (Co initiated), nd = 3× 1016 cm−3
UMN052 Co2MnSi/GaAs (Mn initiated), nd = 3× 1016 cm−3
UMN053 Co2MnSi/GaAs (Si initiated), nd = 3× 1016 cm−3
Table 1.1: A list of heterostructures used in this thesis.
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Figure 1.3: Schematic of device fabrication.
barrier width w is then mostly a function of the applied voltage bias V and the carrier
concentration n
w =
√
2
en
(VB/2− V ) ∼ 12 nm, (1.26)
where VB is the band gap of GaAs and  is the eﬀective permittivity of GaAs. The degenerate
doping at the interface also leads to the 50 meV deep quantum well between the barrier and
the bulk semiconductor. The presence of the quantum well was conﬁrmed by tunneling
experiments.[29]
The heterostructures are patterned into lateral spin-valve devices at the Minnesota
Nanofabrication Center through the four step process shown schematically in Fig. 1.3. Start-
ing with a fully grown heterostructure:
1. The ferromagnet and degenerately doped regions are removed, except in the contact
regions.
2. A conducting channel is deﬁned by wet-etching the n-GaAs down to the intrinsic
substrate.
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3. An insulating silicon nitride layer is deposited, leaving the contacts exposed.
4. Gold wires are deposited to make electrical contact with the FM layer.
See Appendix A for a complete device fabrication guide. Using this process we fabricate
several devices on one chip. In addition to the nonlocal spin-valve shown in Fig. 1.3, there
are devices for measuring the spin-Hall and inverse spin-Hall eﬀects, as well as a Hall bar
for measuring the resistivity and carrier concentration.
Figure. 1.4 shows the charge transport properties of a typical Fe/n-GaAs device. The
contact jVs show the characteristic behavior of a diode with signiﬁcant current ﬂowing only
under a large forward bias. The resistivity and Hall concentration have a strong temperature
dependence. We come back to these channel parameters in Chapter 4, where we associate
the strong temperature dependence with two conduction paths, the conduction and impurity
bands.
1.4 Spin transport in a FM/n-GaAs device
In this section we apply the theory described earlier to our devices. We will ﬁrst calculate
the spin injection and detection eﬃciency based on the models from section 1.2.3. We then
outline the basic measurement techniques in which the spin accumulation in the channel is
modulated. The modulation of the spin accumulation can be modeled extremely accurately
by numerically solving the drift-diﬀusion equations. Finally we outline the measurable
quantities, including the spin lifetime, the spin diﬀusion constant, and the change in the
FM/GaAs interface voltage.
1.4.1 Spin injection and detection
In section 1.2.3 we outlined two diﬀerent mechanisms for spin injection and detection, one
where electrons originate from the bulk and one where electrons originate from the interface
quantum well. The mechanism determines the sign of the spin current across the interface
and the bias dependence of the interface voltage induced by the spin accumulation. In the
case of spin injection we need to consider what fraction ﬂows through bulk states and which
fraction of the current ﬂows through the interface states. This problem has been worked out
in detail by Song and Dery in Ref. [24], and to a good approximation, the results of their
calculations can be represented as
jint
jbulk
=
eV
µw
, (1.27)
where jint is the current from the interface quantum well and jbulk is the bulk current, and
µw = 50 meV is the depth of the quantum well. If we include the requirement that the sum
12
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Figure 1.4: Charge transport properties of UMN019. (a) The current density across the
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Figure 1.5: (a) The band structure of the FM/GaAs interface under forward and reverse
bias taken from Ref. [24]. The bias dependence of current density is shown in the inset. (b)
The measured current density as a function of bias measured on UMN001 is shown in black.
The contribution of the bulk (free) states calculated from Eq. 1.29 is shown in red. (c) The
spin current as a function of bias calculated using Eq. 1.30 using the measured j/V curve.
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of the two currents is equal to the applied current
j = jint + jbulk, (1.28)
we can work out the simple current divider equation to determine the interface and bulk
currents
jint = j
eV
µw + eV
, jbulk = j
µw
µw + eV
. (1.29)
Figure 1.5(a) shows the exact problem considered by Ref. [24], and the solution is shown
as an inset.[24] Figure 1.5(b) shows the current density as a function of interface voltage as
measured on an Fe/GaAs device (black), using this data and Eq. 1.29 the contribution of the
bulk (free) states is calculated and shown in red. The result given by a simple current divider
equation (Eq.1.29) reproduces the same bias dependence of the total and bulk currents as the
exact solution (shown in the inset of Fig. 1.5(a)), and reproduces the relative contribution
of each current path. If we assume the current divider picture is accurate, the spin current
across the FM/GaAs interface can then be calculated exactly
q = j↑ − j↓ = jbulkPf − jintPf . (1.30)
In Fig.1.5(c) we plot the spin current as a function of interface voltage using jbulk and jint
given by Eq. 1.29. We see that when the condition eV ∼ µw = 50 meV is met, the spin
current across the interface is negative, because at larger forward biases, the quantum well
(Eq. 1.25) dominates spin injection.
Now we consider the detection of spins. In both our bulk and interface detection models,
we can deﬁne a prefactor η such that the change in interface voltage can be written as
e∆V = ηPf
δµ↑ − δµ↓
2
. (1.31)
We will refer to η as the bias-dependent detection eﬃciency or simply the detection eﬃciency.
Figure 1.6 shows the value of η calculated as a function interface voltage for the bulk (shown
in black),
ηB =
jbulk/V
∂j/∂V
(1.32)
and the interface states shown in red
ηI = −e jint/µw
∂j/∂V
, (1.33)
and their sum in green. In doing this sum we have accounted for the fact that no current
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Figure 1.6: η as function of interface voltage calculated for the bulk eﬀect (black), and
interface eﬀect (red). Their sum is shown in green. (UMN001)
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ﬂows via the quantum well under reverse bias. In those instances where the voltage bias
across the contact is small eV  µw, the total detection eﬃciency η is positive. However,
under large forward bias the bulk term and the interface term cancel and the total detection
eﬃciency changes sign.
1.4.2 Measurement
So far we have discussed only the generation of a spin current and detecting a spin accumula-
tion across a FM/GaAs interface. In this section we discuss the conversion of a spin-polarized
current into a spin accumulation in the GaAs channel and discuss the means of modulating
the spin accumulation so that it can be measured. Recall that a non-equilibrium spin ac-
cumulation δn = n↑ − n↓ is subject to the drift diﬀusion equation given by Eq. 1.6. The
generation of a spin accumulation is equivalent to adding a source term (which is the spin
current across q the interface) to the equation
q =
dn
dt
= D∇2δn+ vd · ∇δn− δn
τs
. (1.34)
Given a delta function pulse of spin current, the approximate solution to this equation takes
the form
δn(x, t) = δnoe
−(x−vdt)2/4Dt−t/τs . (1.35)
In the case where there is no drift velocity (vd = 0), which is the case for metals, this is a good
approximation. However, in the case of semiconductors, electrons move under the eﬀects of
drift and diﬀusion. This eﬀect is demonstrated in Fig. 1.7 on a schematic nonlocal spin-valve
device. Let us ﬁrst consider the case where vd = 0. A spin-polarized current q is injected
by passing a ﬁxed charge current across the FM/GaAs interface. In the semiconductor the
spins decouple from the charge current and the proﬁle of the spin accumulation (shown as a
dashed line) is symmetric in both directions. The decoupling of the spin and charge current
is the main advantage of a nonlocal spin-valve. However, in a semiconductor the spins are
coupled to the charge current. We demonstrate this by plotting the spin accumulation δn
as a function of position x. Under a forward bias, spins from the left of the injector are
pushed toward the detector (black), and under reverse bias spins are pulled away from the
detector (green), and again if vd = 0 the spin accumulation is symmetric about the injector.
To model a full device in a 3D geometry, where the magnitude and direction of the charge
current changes through space, we solve the drift diﬀusion equation numerically using a
forward Euler method. An example of the output of the numerical solution will be shown
in section 2.3.3 for the case of the biased detector spin-valve measurement.
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Figure 1.7: A schematic of a nonlocal spin-valve. A spin current q is generated across the
FM/GaAs interface, which is measured in a three-terminal 3T or nonlocal NL conﬁguration.
The spin accumulation δn established in the GaAs channel depends on the drift current vd
generated by the current source.
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Figure 1.8: The nonlocal spin-valve signal as a function of magnetic ﬁeld.
1.4.2.1 Spin valve
Even in our nonlocal conﬁguration the voltage measured at the detector results mostly from
the charge current. To measure the spin accumulation, we need to modulate the spins in the
channel without changing the charge current. One way to do this is through the spin-valve
eﬀect, where the magnetization directions of the injection and detection ferromagnets are
changed with an external applied ﬁeld. Figure 1.8 shows an example of this measurement
in which the magnetic ﬁeld is swept along the ferromagnetic easy axis [110]. Starting with
the contacts aligned in a large negative ﬁeld, the ﬁeld is swept from negative to positive
(shown in red). We measure a constant voltage1 until one of the contacts ﬂips to align with
the magnetic ﬁeld, in which case we measure a change in voltage ∆V. The change in voltage
that we measure is the diﬀerence between two spin voltages
∆V =
ηPf
e
δµ↑ − δµ↓
2
− η(−Pf )
e
δµ↑ − δµ↓
2
= ηPf (δµ
↑ − δµ↓)/e. (1.36)
As the ﬁeld increases further, the other contact will switch, at which point we measure the
same background voltage. The measurement can then be repeated by sweeping the ﬁeld
from positive to negative (shown in black), which provides equivalent information.
1Here there is a background subtracted such that the parallel conﬁguration is ∆V = 0.
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1.4.2.2 Hanle eﬀect
Although one of the main advantages of the spin-valve eﬀect is that it is easy to measure
and interpret, its main disadvantage is that it is diﬃcult to prove that the measured voltage
is a result of spins in the channel. To show that the signal we measure is the result of spins
in the channel, we have to modulate them. We do this via the Hanle eﬀect. Rather than
applying the magnetic ﬁeld along the ferromagnet easy axis [110], we apply the magnetic
ﬁeld perpendicular to the sample plane, along the [001] direction. The magnetization does
not rotate due to the shape anisotropy of the contact. In this case there is a component of
the magnetic ﬁeld perpendicular to the spin, and therefore the spins begin to precess in the
channel. This eﬀectively introduces an extra term into the drift diﬀusion equation
q = D∇2δn+ vd · ∇δn− δn
τs
− γeB × δn, (1.37)
where γe is the gyromagnetic ratio of the electron. In low magnetic ﬁelds, the spin ac-
cumulation precesses uniformly away from the magnetization direction of the ferromagnet,
lowering the measured voltage. At high magnetic ﬁelds, the spins precess so quickly that
they dephase relative to each other, at which point the spin accumulation is zero. The
overall magnitude of the voltage (the diﬀerence between large ﬁeld and B = 0) measured in
the nonlocal geometry is
∆V = ±ηPf
e
δµ↑ − δµ↓
2
− 0 = ±η(Pf )
e
δµ↑ − δµ↓
2
, (1.38)
which is half of the spin-valve signal.
The main advantage of the Hanle measurement is the precession and dephasing of the
spins. This means that the Hanle eﬀect can be measured locally as well as nonlocally. In
addition the Hanle eﬀect can be used to measure the spin lifetime directly. Figure 1.9(a)
shows the measured Hanle eﬀect with the ferromagnetic contacts aligned in both parallel and
anti-parallel conﬁgurations shown in red. We see that at zero magnetic ﬁeld the diﬀerence
of the parallel and anti-parallel Hanle signals gives the same magnitude spin signal as the
spin-valve eﬀect shown in black. Figure 1.9(b) shows the change in voltage measured locally
at the injection contact, in the three-terminal conﬁguration. In this case the injector and
detector are the same, and therefore parallel. However, the three-terminal Hanle voltage
measured has an opposite sign and several times the magnitude compared to the parallel
conﬁguration of the nonlocal measurement. The change in sign is a direct result of the
voltage bias dependence of the detection eﬃciency η(V ) shown in Fig. 1.6, and the change
in magnitude is a result of the exponential decay of the spin accumulation from the injector
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Figure 1.9: The nonlocal (NL) and three-terminal (3T) Hanle signal as a function of the
applied magnetic ﬁeld. (UMN018)
where it is largest to the detector. We will come back to these points in greater detail in
Chapter 2.
1.4.2.3 Measurable quantities
As a ﬁnal point we discuss the measurable quantities available in our experiment. All of
our measurements are based on transport (applying currents and measuring voltages), and
therefore the main measurable quantity is the spin signal ∆V . However there are several
quantities which are measurable without direct knowledge of the conversion factor between
∆V and the spin accumulation. A prime example is the spin lifetime, which is determined
from the nonlocal Hanle eﬀect. Figure 1.10 shows the measured nonlocal spin voltage ∆V as
a function of ﬁeld for several injector currents I. The spin lifetime can be crudely estimated
by the full width at half max (FWHM) of the Hanle curves. In this case the spin lifetime is
given by 1τs = γeBFWHM for the case where the cross product in Eq. 1.37 is maximized. Fits
to the data based on numerically solving a 1D version of Eq. 1.37 are overlaid on the ﬁgure
assuming a single value of τs and D for all biases. From these ﬁts a spin lifetime τs = 4.8 ns
is measured at 60 K. In addition, ﬁtting nonlocal Hanle curves can also measure the diﬀusion
constant D in cases where the spin accumulation can precess 180◦ before dephasing at high
ﬁelds.2 These two quantities can be used to determine the spin diﬀusion length λs =
√
Dτs,
which is Eq. 1.11 in the limit E → 0. Finally in the limit where the spin accumulation
in the channel is small, so that the change in the electrochemical potential is proportional
to the spin accumulation, δµ ∝ δn, the full spin diﬀusion length can be determined by
2This is easiest when the injection and detection contact are more than a spin diﬀusion length apart.
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Figure 1.10: (UMN022) The nonlocal spin accumulation as a function of ﬁeld (nonlocal
Hanle) for several applied biases (symbols). Fits of the data are shown as red lines.
measuring the spin voltage ∆V at several points along the channel and ﬁtting ∆V vs x to
the exponential decay given by Eq. 1.10. To directly convert between the measured spin
voltage ∆V and the spin accumulation requires a few but signiﬁcant assumptions, which
shall be dealt with in the next chapter.
Chapter 2
Co2FexMn1−xSi Fully spin-polarized
ferromagnets
In this chapter we study the injection and detection of spins in n-GaAs using the highly
spin-polarized ferromagnets Co2FexMn1−xSi. In the ﬁrst section we provide the motivation
for the use of these ferromagnets. In section 2 we cover the electrical characteristics of these
heterostructures. Section 3 covers spin injection and detection. In this section we introduce
the biased-detector spin-valve measurement as a means of determining the eﬃciency of spin
injection. Finally in section 4 we cover the results of this work, which include an order of
magnitude increase in device performance.
2.1 Co2MnSi
Previous to this work, our group only used conventional ferromagnetic materials (Fe) for
our injection and detection contacts. Conventional ferromagnets including Fe, Co, Ni, and
Permalloy are limited to a spin-polarization of about Pf ≈ 40% at the Fermi level.[16, 31, 32]
This means that the spin current generated can only be 40% polarized. In addition the max-
imum change in interface voltage is only 40% of the spin-split chemical potential. In the
end the total eﬃciency of the combined process of spin injection and detection yields a spin
signal P 2f ≈ 16%, about 5 times smaller than what is theoretically achievable. The poor
eﬃciency of conventional ferromagnets has led to a search for highly spin-polarized mag-
netic materials.[33, 34, 35, 36, 37] The full Heusler alloy Co2MnSi is a candidate material
that is latticed matched to GaAs and which has been predicted to be fully spin-polarized at
the Fermi level.[37, 38, 39, 30, 40, 41] Figure 2.1(a) shows the predicted band structure of
Co2MnSi as calculated by density functional theory using the full-potential linearized aug-
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Figure 2.1: (a) The band structure E vs k of Co2MnSi for spin up (majority) and spin
down (minority) electrons. (b) The density of states (DOS) of Co2MnSi and Fe.[16, 30]
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mented plane-wave (FLAPW) approximation.[40] The important result of this calculation
is the gapped behavior in the minority spin channel. The integrated density of states is
summarized in Fig. 2.1(b) for both Co2MnSi and Fe. Fe, which has twice as many states
with spin up as spin down g↑(f ) = 2.3g↓(f ), has a spin polarization given by Eq. 1.14 of
Pf =
g↑(f )− g↓(f )
g↑(f ) + g↓(f )
= 40%. (2.1)
Co2MnSi only has spin up states at the Fermi level, which implies that eﬃciency of both
spin injection and spin detection is maximal, Pf = 100%. Our work is motivated by the
hope of utilizing the maximal spin injection and detection properties of this material.
It is important to keep in mind that the density of states we are considering are calcula-
tions, which are done assuming the L21 structure depicted in Fig. 2.2(a).[30] The L21 struc-
ture consists of alternating planes of Co and MnSi where the Mn and Si are perfectly ordered
as depicted. In reality the epitaxially grown Co2MnSi is not perfectly ordered. Fig. 2.2(b)
show a cross sectional STEM image of a Co2MnSi/n-GaAs heterostructure courtesy of Paul
Voyles' group at UW-Madison. The Co2MnSi layer is interpreted as a combination of the
L21 and the B2 (disorder in the MnSi layer) structures. The contrast of an STEM image is
directly related to the atomic number of the imaged atoms. Therefore those regions which
appear brighter likely contain an excess of heavy atoms. These regions are likely the B2
phase of Co2MnSi.
Calculations of the density of states are unlikely to be quantitatively correct, given that
they assume a perfect lattice while a two phase system is observed. However the calculations
likely capture the important features of the band structure, for instance the gapped behavior
in the minority band. Therefore, as an experimental check we fabricate a series of alloys
of Co2MnSi and Co2FeSi. Figure 2.3 shows the calculated density of states for the Heusler
alloys Co2FexMn1−xSi with for x = 0, 0.25, 0.5, 0.75, 1, as adapted from Ref. [30]. To ﬁrst
order the substitution of Fe for Mn adds more electrons to the system and raises the Fermi
level relative to the gap. When the concentration of Fe reaches x ≈ 0.7, there is a dramatic
change in the nature of the density of states at the Fermi level. Not only is the system no
longer half-metallic but the spin polarization at the Fermi level rapidly changes from being
majority spin-polarized to minority spin-polarized.
2.2 Co2Mn1−xFexSi Heterostructures
To compare our measurements to theory in a meaningful way, a series of Co2FexMn1−xSi/n-
GaAs heterostructures are necessary. The heterostructures and their electrical characteris-
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Figure 2.2: (a) Co2MnSi in the L21 phase. The B2 phase (not shown) consists of disorder
in the positions of Mn and Si. (b) An STEM image of a Co2MnSi/GaAs interface, taken
on UMN032 by Fengyuan Shi in Paul Voyles' group. The Co2MnSi layer is interpreted as a
mixture of L21 and B2 phases.
26
Co2MnSi Co2FeSi Co2Mn0.5Fe0.5Si 
𝜖𝑓  
Figure 2.3: The density of states for the Heusler alloys Co2FexMn1−xSi.
tics are discussed in this section.
The Co2FexMn1−xSi/n-GaAs heterostructures used in these experiments are very similar
to those used in previous Fe/n-GaAs experiments. From bottom to top they consist of an
intrinsic GaAs substrate, 2.5 µm of epitaxial n-GaAs doped with Si at 3× 1016 cm−3, then
over 15 nm the doping is increased to 5×1018 cm−3, 18 nm of 5×1018 cm−3 GaAs, 5 nm of
epitaxially grown ferromagnet, and ﬁnally an Al/Au capping layer. The main diﬀerence is
that for these heterostructures 18 nm of 5× 1018 cm−3 GaAs is used at the interface rather
than the 15 nm used for Fe. The thickness of this region was increased in an attempt to
compensate for the exceedingly rectifying behavior observed across Co2MnSi/GaAs inter-
faces.
Figure 2.4 shows the contact IV's of 5 µm × 50 µm contacts for four Heusler alloys
Co2FexMn1−xSi with x = 0, 0.3, 0.7, and 1. Large currents are generated only under large
forward bias for all samples, a characteristic of the Schottky diode. The turn-on voltage
increases monotonically with increasing Mn concentration (decreasing x), requiring higher
interface voltages to get the same current. In addition, at low biases Co2FeSi shows signs
of linear response I ∝ V , whereas there is no linear response for Co2MnSi, which always
shows rectifying behavior. We believe that this behavior is due to the presence of Mn at the
GaAs surface. Figure 2.5 shows the contact IVs of Co2MnSi, for diﬀerent growth initiations
of Co/GaAs, Mn/GaAs, Si/GaAs, and MnSi/GaAs interfaces. In this case we see that Mn
at the interface is directly responsible for the increasing turn-on voltage of the barrier.
Possible mechanisms to explain these data include an increase in barrier height or width
with increasing Mn. The tunneling current across the barrier is exponentially suppressed by
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Figure 2.4: The contact IVs of Co2FexMn1−xSi/GaAs interfaces. The graph on the right
shows the same data zoomed in to the low current regime.
an amount proportional to the width of the barrier. This width is given by Eq. 1.26:
w =
√
2
en
(Vb − V ). (2.2)
For Fe the barrier height is Vb = 0.7 V and in our heterostructures n = 5 × 1018 cm−3
yielding a width of w ≈ 11 nm. Mn is an acceptor in GaAs,[42] and one possibility is that
the interface is compensated. Figure 2.5(b) shows the calculated interface band structure1
for Fe/GaAs and Mn/GaAs interfaces assuming Vb = 0.7 V and that Mn compensates the
GaAs at p = 1019 cm−3 for the ﬁrst 4 nm (as a means of illustrating the point). This
doping prevents the conduction band from relaxing quickly over this region and as a result
the width of the barrier is increased at the Fermi energy E = 0. In this case the application
of a forward bias of Vint = 0.15 V reduces the width of the barrier to that of a unbiased
Fe/GaAs interface. An alternate means of aﬀecting the barrier width is by changing the
barrier height. Mn is known to interact chemically with GaAs and form a number of MnGa
and MnAs compounds.[43] If these compounds are formed between our Co2MnSi and GaAs
layers, the Schottky barrier height need not be half the band gap of GaAs. If Vb > 0.7 V
the width of the barrier increases and a larger applied bias is needed to achieve the same
current. There exist well developed methods for identifying which of the preceding theories is
correct in heterostructures without the interface quantum well present in our samples.[44] To
determine which description is correct, samples with Co2MnSi should be grown on uniformly
doped GaAs substrates. To date these heterostructures have not been grown.
1These calculations were done using a 1D Poisson relaxation program developed by Gregory Snider. It
is currently available at www3.nd.edu/~snider/.
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Figure 2.5: (a) The contact IVs of Co2MnSi/GaAs interface with diﬀerent growth initiations
of Co/GaAs, Mn/GaAs, Si/GaAs, and MnSi/GaAs. (data courtesy of Gordon Stecklein)
The contact IV of for a Co2FeSi device is shown in a dashed line for reference. (b) The
calculated band structure assuming Fe and Mn interfaces as described in the text.
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Figure 2.6: (a) The nonlocal spin-valve measurements on Co2MnSi and Co2FeSi heterostruc-
tures. While the Co2FeSi heterostructure shows a clear spin-valve, the unbiased Co2MnSi
contact shows 100s of µV of noise. (b) The 3T terminal Hanle measurement of the same
heterostructures. When the detector is biased, Co2MnSi devices show large and well-deﬁned
spin signals. (UMN032,UMN043)
2.3 Spin injection and detection: Biased detector
In this section we outline the measurements of spin injection and detection across
Co2FexMn1−xSi/GaAs interfaces. We show that due to the highly rectifying nature of the
Co2MnSi/GaAs interfaces, a nonlocal measurement of the spin accumulation is not possible.
To recover the nonlocal signal, we introduce the biased-detector measurement.
2.3.1 Standard spin transport measurements
Figure 2.6(a) shows the nonlocal spin-valve measured for Co2MnSi/GaAs and
Co2FeSi/GaAs heterostructures. While the Co2FeSi heterostructure shows a clear spin-
valve signal, Co2MnSi heterostructures typically exhibit electrical noise on the order of the
spin signal.2 This noise is correlated with the rectifying behavior of the Co2FexMn1−xSi het-
erostructures; i.e., more rectifying samples have larger noise. This noise is likely correlated
with the small conductance ∂j/∂V at zero bias exhibited by these samples. Figure 2.6(b)
shows 3T Hanle curves where the spin voltage ∆V as a function of ﬁeld is measured lo-
cally (with a biased contact). In this case, a clear spin signal is observed on both devices.
The distorted line shape of the Co2FeSi sample is a well-known result of dynamic nuclear
polarization, as discussed in Chapter 3. The magnitude of the spin signals is of interest
here. These heterostructures routinely produce 1mV spin signals in the 3T geometry at low
2In some cases the noise is an order of magnitude larger than any reasonable spin signal.
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temperatures. This is a factor of 5 improvement over typical Fe based devices.
2.3.2 Biased detector measurement
Preliminary results (from 3T Hanle) suggest a factor of 5 improvement in device performance
compared to previous Fe based devices. However, without a functional nonlocal contact it
is diﬃcult to separate the eﬀects of channel from the interface, both in terms of detection
and injection . To restore the functionality of the nonlocal detector, we use a second current
source to bias the detector. Figure 2.7 shows a schematic of the biased detector experiment
(top) and the results of the spin-valve measurement (bottom) for Co2MnSi and Co2FeSi
devices. With a biased detector both devices show a clear spin valve signal, which is once
again a factor of 5 times larger than in Fe-based devices. The main diﬃculty is in interpreting
the results.
2.3.3 Interpretation of the biased detector
The biased-detector measurement recovers the nonlocal spin signal in these Heusler/GaAs
heterostructures. We now need to interpret the results of these measurements. The spin
accumulation at the detector is now a function of:
• The bias across the injection contact, as the spin current will change linearly with the
current bias and as a function of the voltage bias.
• The voltage and current bias across the detection contact, which will now act as an
independent spin injector.
• The total current in the channel, which under forward bias will enhance the ﬂow of
spins in the channel from the injector to the detector.
In this section we address each of these points to determine the spin injection eﬃciency of
the Co2FexMn1−xSi/GaAs interface.
We ﬁrst turn our attention to the spins in the channel, whose transport depends on
the current density in the channel. The transport of spins in the channel can be modeled
exactly by numerically solving the drift diﬀusion equations (Eq. 1.34). This calculation
is done in a full 3D geometry using the Spin-Euler Mathematica package developed by
Chad Geppert. An example of this calculation with both the injector and detector contacts
parallel is shown in Fig. 2.8(a) where the spin accumulation as a function of position is
indicated by the magnitude and direction of the arrows in the channel. In this calculation
current is injected from the left (x = 0 µm), and we assume equal current biases I = 2 mA
across both ferromagnetic contacts, corresponding to drift velocities vd1 = 3.3 µm/ns and
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Figure 2.7: (top) Schematic of the biased detector spin valve measurement. (bottom)
The measured biased detector spin-valve signal for Co2MnSi and Co2FeSi heterostructures.
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vd2 = 1.6 µm/ns in the channel. In this model spins are generated at the FM/GaAs interface
at a rate which is proportional to the bias current, and the spin accumulation propagates
through the channel via the eﬀects of drift, diﬀusion and relaxation. In Fig. 2.8(a) the
spins from the injector (x = 20 µm) drift strongly towards the detector (x = 30 µm) such
that there are more spins under the detector than the injector. Figure 2.8(b) plots the
modeled polarization of the spin accumulation p at the detector contact as a function of
the current bias across the detector when the injector and detector are parallel (black) and
where the detector switches to be anti-parallel to the injector (red). The polarization of the
spin accumulation is deﬁned as
p =
∆n
n
=
n↑ − n↓
n↑ + n↓
. (2.3)
Recall that the FM/GaAs interface is sensitive to the spin-split chemical potential, not
the spin accumulation. The conversion of n to µ is a well-known problem in statistical
mechanics. The number of particles is given in terms of the density of states g(E) and the
distribution function f(E,µ)
n =
∞ˆ
o
f(E,µ)g(E)dE. (2.4)
For a given n the chemical potential is solved for by inverting this equation.3 In the case of
a 3D degenerate semiconductor in equilibrium the density of states is
g(E) =
(2m)3/2
4pi2~3
E1/2 (2.5)
and at T = 0 K the distribution function is a step function centered at Fermi energy Ef . In
this case
n↑ = n↓ =
2
3
Efg(Ef ) =
(2m)3/2
6pi2~3
E
3/2
f . (2.6)
A non-zero spin accumulation is generated by spin-splitting the chemical potential Ef+δµ
↑(↓)
n↑ − n↓ = (2m)
3/2
6pi2~3
[
(Ef + δµ
↑)3/2 − (Ef + δµ↓)3/2
]
. (2.7)
In the limit where Ef  δµ this simpliﬁes to
n↑ − n↓ = g(Ef )
[
δµ↑ − δµ↓
]
. (2.8)
3This process is well known to students of my year as Joﬀ's headache.
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Figure 2.8: The 3D simulation of the spin polarization. The spin accumulation calculated in
these devices (a) is used to calculate the average spin polarization p under the detector (b).
The spin polarization under the detector is calculated as a function of detector current, at
ﬁxed injector current for parallel and anti-parallel conﬁgurations of the injector and detector.
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Figure 2.9: The change in chemical potential ∆µ as a function of detector bias Idet, at
ﬁxed injector bias, for several temperatures. These calculations are done assuming the
polarization vs Idet shown in Fig. 2.8. The solid lines represent the total shift in chemical
potential given by Eq. 2.9 assuming Pf = 1. The dotted lines are reference lines, assuming
δµ↑ = −δµ↓, which illustrate the reduction of ∆µ by the average chemical potential.
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Using Eq. 2.7 we calculated the diﬀerence in chemical potential ∆µ between parallel
(P) and anti-parallel (AP) conﬁguration as shown in Fig. 2.9. The black solid line is the
total change in chemical potential
∆µ =
(
Pf
δµ↑ − δµ↓
2
− δµ
↑ + δµ↓
2
)
P
−
(
(−Pf )δµ
↑ − δµ↓
2
− δµ
↑ + δµ↓
2
)
AP
. (2.9)
The ferromagnet is sensitive to the spin splitting of the chemical potential (δµ↑ − δµ↓) as
well as any average shift in the chemical potential (δµ↑ + δµ↓). The average of the spin
resolved chemical potential tends to shift below the equilibrium Fermi energy for large spin
accumulations, reducing the total change in chemical potential ∆µ. The dotted black line
shows the change in chemical potential ignoring the averaged chemical potential
∆µref = Pf (δµ
↑ − δµ↓)P − (−Pf )(δµ↑ − δµ↓)AP . (2.10)
In the nondegenerate limit we must take into account the temperature dependence of the
chemical potential, which is implicitly deﬁned by the equation
n =
∞ˆ
o
f(E,µ)g(E)dE =
(
mkbT
2pi~2
)3/2 2√
pi
∞ˆ
0
x1/2 dx
1 + exp[x− µ/kbT ] . (2.11)
The change in chemical potential ∆µ and δµref are shown in Fig. 2.9 for T = 60 K (red)
and T = 30 K (blue) for n = 3 × 1016 cm−3. In the limit of T → 0 results of Eq. 2.7 and
Eq. 2.11 agree. We see that with increasing temperature the change in chemical potential
increases for a ﬁxed polarization p. This is a result of the nondegenerate statistics.
We are now in a position to calculate the voltage drop across the detector. In section 1.4.1
we modeled the detection of the spin split chemical potential via Eq. 1.31:
e∆V = ηPf
δµ↑ − δµ↓
2
,
where the change in interface voltage due to the spin accumulation ∆V is proportional to
the product of the polarization of the ferromagnet Pf , a bias-dependent detection eﬃciency
η given by the sum of Eq. 1.32 and Eq. 1.33, and to the chemical potential splitting δµ↑ −
δµ↓. The bias dependence can be estimated by numerically calculating the diﬀerential
conductivity ∂I/∂V from the measured I/V curve of the FM/GaAs interface. Figure 2.10
shows the detection eﬃciency
η =
jbulk/V
∂j/∂V
− jint/µw
∂j/∂V
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Figure 2.10: The calculated detection eﬃciency η as a function of the interface bias, (a)
voltage Vint, (b) current I. (UMN001,UMN033,UMN043)
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as a function of the interface voltage (a) and bias current (b) for several FM/GaAs interfaces.
The disjointed and noisy behavior of these curves is a result of numerical diﬀerentiation. We
see that to a reasonable approximation at high forward bias the detection eﬃciency η is
nearly independent of bias.
2.4 Results and discussions
In this last section we compare the results of the spin-based measurement (the biased de-
tector) to the predictions of the previous section, which were based primarily on theory
and charge-based measurements. In this section we will summarize the results of the biased
detector experiments performed on Fe/GaAs and Co2FexMn1−xSi/GaAs heterostructures.
All measurements discussed below where taken on devices where the injector and detector
contacts where 5 µm× 50 µm with a center to center separation of 10 µm.
To begin with, we use the results of the simulated spin polarization p, and theoretically
determined detection eﬃciency η to compare the measured nonlocal spin-valve (NLSV),
3T Hanle (3T), and biased detector spin-valves (BDSV) in an Fe/GaAs device. These
measurements are done in the limit of small polarization (∆n ∝ ∆µ) and low temperatures,
where the channel is quasi-degenerate. Figure 2.11(a) shows the spin induced voltage ∆V
calculated as a function of the change in spin accumulation ∆p (which is directly proportional
to the current) induced by the injector at the nonlocal detector, for the cases of the NLSV, 3T
and BDSV conﬁgurations. This calculation does not include the detection eﬃciency η(V ).
The results of these calculations are that the nonlocal spin signal is reduced by a factor 40%
compared to the local spin signal (the 3T conﬁguration). The nonlocal signal is calculated
to be only 30% of the biased detector case. Using these results and the detection eﬃciency
shown in Fig. 2.10, we convert the measured spin signal ∆V into the spin polarization
induced by the injector. We see that there is reasonably good agreement between all three
cases at large forward biases. We therefore expect that our calculations of the detection
eﬃciency and combined drift-diﬀusion eﬀects in the channel are accurate.
We are now in a position to discuss the measurements of the Heusler alloys quantitatively.
There have been two series of Co2FexMn1−xSi/GaAs heterostructures grown for this work.
These samples are listed in Table 2.1. In each series one sample produced no spin signal. In
the ﬁrst batch Co2Fe0.7Mn0.3Si,
4 and in the second batch Co2MnSi. What is shown below
is compilation of the results of the two series, as well as several other Co2MnSi devices. We
acknowledge that there may be systematic uncertainties in our results given the diﬀering
4In principle this is to be expected, given that the density of states is only weakly polarized at this Fe
concentration.
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Figure 2.11: (a) The calculated spin signal ∆V as a function of the change in spin po-
larization ∆p from the injector, for the case the nonlocal spin-valve, the biased detector
spin-valve and the 3T Hanle measurements. (b) The spin polarization p from the injector at
the nonlocal detector as calculated from measurement of the nonlocal spin-valve with biased
and unbiased detectors and from 3T Hanle. (UMN001)
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Table 2.1: Co2FexMn1−xSi/GaAs heterostructure series.
Sample Composition Signal
UMN033 Co2MnSi Yes
UMN034 Co2Fe0.3Mn0.7Si Yes
UMN035 Co2Fe0.7Mn0.3Si No
UMN036 Co2FeSi Yes
UMN041 Co2Fe0.66Mn0.33Si Yes
UMN042 Co2Fe0.33Mn0.66Si Yes
UMN043 Co2FeSi Yes
UMN044 Co2MnSi No
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Figure 2.12: The spin signal ∆V measured in the 3T geometry as a function of voltage
(a) and current (b) bias. Note that the sign of the spin signal have been adjusted to match
the sign of the spin accumulation. We observe a change in sign as predicted from the bulk
Heusler bandstructure. (UMN022,UMN034,UMN036,UMN041,UMN042,UMN043)
growth conditions of these samples. In the calculations below, we will assume that Pf = ±1
for all samples. This assumption results in a lower bound on the spin polarization in the
channel because if |Pf | < 1 the measured voltage would only correspond to a fraction of the
total chemical potential splitting in the channel.
We start with 3T measurements at cryogenic temperatures. Figure 2.12 shows the spin
signal ∆V measured in the 3T conﬁguration as a function of voltage and current bias.
At cryogenic temperatures it is possible to determine the sign of the spin accumulation
in the channel relative to the magnetization of the ferromagnetic contact by measuring
the 3T Hanle eﬀect in the presence of spin-polarized nuclei. This will be discussed in the
next chapter. The basic idea is that in the presence of the hyperﬁne eﬀects, the electrons
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experience an eﬀective magnetic ﬁeld, which in its simplest form is given by
~Beff = bn
~B · ~P
B2
~B, (2.12)
where B is the applied magnetic ﬁeld, P is the electron spin polarization and bn is a magnetic
ﬁeld scale on the order of a few Tesla which is negative for GaAs.[37, 45, 46] For a ﬁxed
magnetization state of the injector (which can be set by using the spin-valve geometry), it
is possible to change the sign of the dot product ~B · ~P by changing the direction of the
applied magnetic ﬁeld. From this information the sign of the spin accumulation P can be
determined relative to the magnetization direction of the ferromagnet. This information has
been incorporated into our remaining ﬁgures as the sign of ∆V . In reality all 3T curves are
positive and all BDSV curves are negative.
We see that the sign of the spin accumulation goes from being positive (majority relative
to the magnetization) to negative (minority) as a function of the Fe concentration x. The
sign change occurs around x = 0.7, which is in agreement with predictions from DFT
(Fig. 2.3). We would like to strengthen this point with several more samples with x = 0.5,
x = 0.7, x = 0.9, and x = 1. These samples were grown and fabricated, but there was
a problem between the growth and fabrication of these devices so that the tunnel barriers
were much too resistive to measure spin signals.
We have calculated the detection eﬃciency of these devices, which allows us to remove
the eﬀects of the tunnel barrier. Figures 2.13(a) and (b) show the detection eﬃciency as a
function of voltage and current bias for a Co2MnSi, Co2FeSi and Co2Fe0.3Mn0.7Si device.
We note that in some cases the tunneling current is less than ideal, meaning that the current
across the barrier no longer grows exponentially by an amount proportional to the voltage
bias. This means the calculated values ofη do not approach -1. Using these data, the spin
signal ∆µ/e = ∆V/η(V ) is calculated and shown in Fig 2.13(c,d) as a function of bias.
Using Eqs. 2.9 and 2.11 we can estimate that at large biases the spin polarization under the
injector is approximately |p| = 10%.
Before we continue further we discuss the measurements of the biased detector spin-
valve. The spin injection properties calculated in this case should, in principle, be the same
as determined from the 3T Hanle measurement. In our measurement we typically perform
two sets of experiments. In one we hold the current across the detector ﬁxed and vary the
current across the injector. In the other the injector current is ﬁxed and the detector current
is varied. The measured spin signal ∆V is plotted in Fig. 2.14. Let us consider the case of a
ﬁxed detector bias shown in Fig. 2.14(a,b). In this case both the detection eﬃciency and the
drift velocity between the injector and detector are constant, and we only need to consider
41
0.0 0.2 0.4 0.6
-600
-400
-200
0
200
400
600
800
ΔV
/η(
V
) (
μV
)
Vint (V)
0 1 2
I (mA)
(b)
(d)(c)
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
 
η(V
)
(a)
x = 0.3x = 1
x = 0
T= 60 K
T= 60 K T= 60 K
T= 60 K
x = 0
x = 0.3
x = 1
x = 0
x = 0
x = 0.7
x = 0.3
x = 0.3
x = 0 x = 0
x = 0.3
x = 0.3
x = 0.7
x = 0
x = 0
Figure 2.13: (a) The detection eﬃciency η as a function of voltage. (b) The detection
eﬃciency η as a function of current. The spin signal ∆V corrected for the detection eﬃciency
as a function of voltage bias (c) and current bias (d).
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Figure 2.14: The spin signal ∆V as a function of bias. In (a) and (b) a constant current bias
is applied to the detector, and the injector current is changed. In (c) and (d) the injector cur-
rent is held constant as the detector bias is changed. (UMN033,UMN034,UMN036,UMN043)
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the additional spins coming from the injector. In this case we expect the spin accumulation
to add/subtract from the spin accumulation (if any) generated by the detector, to ﬁrst order
this additional spin accumulation should be linear in current. The measured spin signal is
mostly linear in injector current, saturating at high bias.
In the case where the detector bias is varied, both the voltage and current bias are
interesting, because of the voltage dependence of η and the current dependence of the drift
in the channel. Figures 2.14(c,d) show the spin signal ∆V plotted vs detector bias, at a
ﬁxed injector bias of 2 mA. In terms of the bias current, we emphasize that in principle the
spin accumulation generated by the detector is not measured as a spin-signal. This spin
accumulation is always parallel to the detector, and therefore it is not modulated by the
spin-valve. The exception is the shift of the average chemical potential δµ↑ − δµ↓, which
can be important for large spin polarizations, as illustrated in Fig. 2.9. The increase in the
measured spin signal with detector bias is due to drift in the channel. In terms of voltage bias
there are three interesting regimes. At high voltage bias, when the Schottky contact is on,
the spin signal is dominated by current. In the intermediate voltage regime 0.2 V-0.3 V the
measured spin signal tends to drop below the noise ﬂoor, and at low voltages the measured
spin signal switches sign. This behavior is in qualitative agreement with our model of the
detection eﬃciency discussed in section 1.2.3.
Using the combination of 3T Hanle and biased detector spin-valve measurements we can
calculate the spin accumulation in the channel at the detector. Figure 2.15 shows the change
in spin polarization ∆p at the detector contact (3T as symbols, and BDSV as lines) induced
by the injector. In the case of the biased detector the spin accumulation from the detector
has been removed. For Co2MnSi, Co2Fe0.3Mn0.7Si, and Co2FeSi the measured change in
spin accumulation is similar in magnitude for all samples and relatively independent of
measurement technique with a polarization of about P = 12% at high bias. The largest
spin-signal measured at 60 K was on a Co2MnSi device (UMN037) where the polarization
in the channel corresponded to P = 20%.
We note that even though the detection contacts are diﬀerent in each measurement,
similar spin accumulations are measured under each. The similar spin accumulations results
becuase the nature of the two measurements is diﬀerent. In a 3T geometry spins are injected
and detected locally, there is no drift current sweeping spins away from the injector. In
the biased detector case, drift is often larger diﬀusion in our samples, so that the spin
accumulation under the injector is moved toward the detector. This means that the spin
accumulation under the detector can be larger than that under the injector. This fact alone
is one of the main reasons drift cannot be ignored in our samples.
We have repeated these measurements as a function of temperature. Figure 2.16 shows
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Figure 2.15: The calculated change in spin polarization as a function of injector bias from
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Figure 2.17: The biased detector spin-valve signal as a function of temperature for ﬁxed
current across the injector and detector. The measured voltage decays exponentially as a
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to 1 µm large spin signal are achievable at room temperature. (UMN018,UMN043)
the electron spin polarization (taken from a 3T measurement) as a function of temperature
for several of our Co2Mn1−xFexSi heterostructures. These measurements were taken under
a constant current bias of 2 mA. Again, the conversion of voltage to polarization was done
using the full Fermi statistics of Eq. 2.11, assuming a degenerate Fermi-gas would artiﬁcially
increase the polarization.5 At low temperatures the largest spin signal to date is a 3T voltage
of 2.7 mV on a Co2MnSi device (UMN037). This voltage corresponds to a spin accumulation
of p = 50% . Both in terms of voltage and spin polarization this is the largest spin signal
observed to date in III-V semiconductors.
2.4.1 Future work
We have shown that Co2FexMn1−xSi/n-GaAs heterostructures outperform Fe/n-GaAs at
low temperatures. We can leverage the large spin accumulations of these devices to study
spin-based transport phenomena far from equilibrium. For instance in the next chapters we
discuss the transfer of the electron spin polarization to the nuclear spin system of the GaAs
5Even at 30 K this corresponds to a 20 % correction for nd = 3× 1016 cm−3.
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lattice. The order of magnitude increase in the measured voltage has the potential to be
technologically relevant, but only if devices work at room temperature. Figure 2.17 shows
the biased detector spin signal as a function of temperature for an Fe/n-GaAs device and
a Co2FeSi/n-GaAs device. Using Co2FeSi/GaAs devices, we have for the ﬁrst time in our
group observed room temperature spin-valve signals. These devices have been optimized
for measuring spin physics at cryogenic temperatures. The distance between the two ferro-
magnetic contacts is 5 µm from edge to edge. In this case the decrease in the spin diﬀusion
length at high temperatures is drastically diminishing the spin signal at the detector. A
signiﬁcant improvement in spin signal is available by optimizing devices for room tempera-
ture simply by making the devices smaller. Tim Peterson in our group has shown that by
reducing the edge-to edge separation to 1 µm, and by increasing the injector current, we can
increase the spin signal by a factor of 20. A potential method of increasing spin signal even
further is to use quantum wells of GaAs grown along [110] rather than [001]. In principle the
symmetry of the lattice along the this direction combined with the spin-orbit interactions
of the well will reduce (or in the extreme limit cancel) the Dyakonov-Perel spin relaxation,
drastically increasing the spin lifetime.[47] In optical experiments, values of τs as high a few
ns have been reported at room temperature.[48] Switching to this crystal alignment seems
like a promising method for studying spins at and above room temperature.
2.5 Summary
In this chapter we have discussed measurements of the spin injection and detection properties
of Co2FexMn1−xSi/n-GaAs heterostructures. DFT calculations have determined that L21
Co2MnSi is a half metal, and that the spin polarization at the Fermi-level changes sign as
the alloys move to Co2FeSi. We observe this sign change experimentally. We can further
show that the measured spin signal is an order of magnitude larger than for Fe based devices,
as expected for a fully spin-polarized material. By applying spin injection/detection theory
to our heterostructures, we are able to compare the spin accumulation in the channel for Fe
and Heusler ferromagnets. We show that Co2FexMn1−xSi/n-GaAs heterostructures generate
large spin polarizations: |p| >30% at 30 K for all samples measured, indicating that indeed
there is an order of magnitude improvement in spin injection eﬃciency at low temperatures.
Chapter 3
Nuclear magnetism
In this section we outline the theory and experimental evidence for the presence of nuclear
magnetism in our n-GaAs heterostructures. At temperatures below 50 K the eﬀective mag-
netic ﬁelds created by spin-polarized nuclei are far larger than typical applied ﬁelds and
cannot be ignored. The statistical description of nuclear spins, and the connection between
the nuclear magnetism and the electron spin-polarization via the contact hyperﬁne interac-
tion, are covered in sections 1, 2 and 3. Section 4 covers the eﬀective ﬁeld description of the
hyperﬁne interaction in GaAs, in which the nuclear and electronic spin polarization can be
treated as the Overhauser and Knight ﬁeld respectively. Sections 5 and 6 cover the experi-
ments in which the Overhauser and Knight ﬁelds can be observed and quantiﬁed. Finally,
section 7 brieﬂy covers the experimental ﬁndings of the nuclear enhanced spin-Hall eﬀect.
3.1 Statistical description of nuclear spins
In this section we review the statistical description of nuclear magnetism for a given applied
ﬁeld B and temperature T . Consider an ensemble of nuclei with spin I and a corresponding
magnetic dipole moment µI = gNµNI, where µN is the nuclear magneton and gN is the
nuclear g-factor. In a magnetic ﬁeld B the Zeeman interaction H = −µI ·B establishes 2I+1
energy levels with energy Em = −mzγNB, where mz is the magnetic quantum number and
γN = gNµN/~ is the nuclear gyromagnetic ratio. The statistical population p of energy level
m can be calculated from Boltzmann statistics
pm = exp[−Em/kBT ] = exp[mz~γNB/kBT ]. (3.1)
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Figure 3.1 shows an example germane to GaAs, in which the nuclei have spin I = 3/2. In
this picture the net magnetization M of a sample containing N spins is
M = N~γN
∑
mm exp[m~γNB/kBT ]∑
m exp[m~γNB/kBT ]
. (3.2)
Under typical experimental conditions the inequality m~γNB/kBT  1 is satisﬁed. In this
case the magnetization can be written in the more familiar form of the Curie-Weiss law
M =
Nγ2N~2I(I + 1)
3kBT
B = χB, (3.3)
where the magnetic susceptibility χ is proportional to 1/kBT .[49]
Rather than discussing the magnetization of the nuclear system, which is inherently
small due to the size of the nuclear magneton, it will be more useful to discuss the average
nuclear spin of the system. The average nuclear spin is given as
〈I〉 = M
NγN~
=
γN~I(I + 1)
3kBT
B, (3.4)
and has a value of 10−2 % at 1 Tesla and 1 Kelvin. In sec 3.3 we will discuss a method of
eﬀectively cooling the nuclear system far below the lattice temperature in the presence of
spin-polarized electrons.
3.2 Eﬀective ﬁeld description of the hyperﬁne interaction
As discussed in Chapters 1 and 2, in our semiconductor heterostructures we achieve a non-
equilibrium electron-spin accumulation electrically using ferromagnets as spin injectors. At
low temperatures the electronic spin polarization can easily reach 10%. The spin angular
momentum of the electronic system is transferred to the nuclear-spin-system via a ﬂip-ﬂop
interaction. Since the electronic spin accumulation is maintained by electrical injection, the
nuclear spin system is eﬀectively pumped to be spin-polarized. This process is known as
dynamic nuclear polarization.
In our low-doped GaAs samples, the dominant ﬂip-ﬂop mechanism between the electronic
and nuclear systems is the contact hyperﬁne interaction
Hf = −8pi
3
µbge~γNI · S |ψe(rN )|2 , (3.5)
where µB is the Bohr magneton, ge is the free electron g-factor, I and S are the nuclear and
electron spin operators respectively and ψe(rN ) is the value of the electronic wavefunction
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Figure 3.1: Diagram of the nuclear Zeeman energies for a spin 3/2 nucleus.
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at the position of the nuclear site rN . Assuming the spin along the z direction is a good
quantum number, the dot product can be written as the sum of a static term and a spin
exchange term
I · S = IzSz + 1
2
(I−S+ + I+S−). (3.6)
Below we show that the static term leads to eﬀective magnetic ﬁelds acting on the electronic
and nuclear spins. We discuss the exchange term in terms of dynamic nuclear polarization
in section 3.3.
3.2.1 A single nuclear spin
Consider ﬁrst a single electron spin S acting on the single nuclear spin I. The static part of
the Hamiltonian can be written in terms of eﬀective magnetic ﬁelds,
H = −Be · ~γNI = −BN · µBgeS. (3.7)
If we take the position of the nuclear spin I to be at the origin rN = 0, the nuclear ﬁeld is
given as
BN =
8pi
3
~γN |ψe(0)|2I. (3.8)
This corresponds to an eﬀective magnetic ﬁeld acting on the electronic spin and is often
called the Overhauser ﬁeld.[50] The eﬀective magnetic ﬁeld acting on the nuclear spin
Be = µBge|ψe(0)|2S (3.9)
is called the electronic ﬁeld or the Knight ﬁeld in association with the Knight shift from
NMR literature.[51] It is the ﬂuctuating part of the electronic ﬁeld that is responsible for
dynamic nuclear polarization. In the limit that the hyperﬁne correlation time τc is small,
the average time for a spin ﬂip event is given by[49, 45]
T−1H = τc|〈I, S|H|I ′, S′〉|2 = τc(γNµBge|ψe(0)|2)2. (3.10)
3.2.2 An ensemble of nuclear spins
In the relevant case of low-doped n-GaAs, a single electronic spin will interact with an
ensemble of nuclear spins. Electrons trapped on donor sites are responsible for dynamic
nuclear polarization in this system. Hydrogenic donors in GaAs have an eﬀective Bohr
radius of ao ≈ 10 nm.[52] Therefore an electron interacts with N ≈ 105 nuclei within its
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Bohr radius. The electronic wave function for a donor bound electron is
ψe(r) =
1√
pia3o
e−r/ao . (3.11)
The extension of the electronic ﬁeld Eq. 3.9 and nuclear ﬁeld Eq. 3.8 to this case is straight-
forward. In the case of the Knight ﬁeld the wavefunction will decay exponentially from the
center of the donor site. The Knight ﬁeld evaluated at a distance rN from a donor is given
by
Be(rN ) =
8pi
3
µBge|ψe(0)|2 |ψe(rN )|
2
|ψe(0)|2 S = beSe
−2rN/ao , (3.12)
where the prefactor be is deﬁned as
be =
8pi
3
µBge|ψe(0)|2.
The prefactor be has been calculated for GaAs by Paget et al.[45]
bAse = −220 Oe bGae = −130 Oe. (3.13)
The Overhauser ﬁeld is increased by the total number of nuclei an electron interacts
with, a factor of N ≈ 105 when compared to Eq . 3.8,
BN =
8pi
3
~γN
ge
g∗e
|ψe(0)|2N
∑
rN
e−2rN/aoI. (3.14)
Before we can deﬁne a prefactor of the Overhauser ﬁeld bN we need to know the spatial
dependence of I. However, the ﬁeld of an individual nuclear spin (N = 1) at rN = 0 is
b75AsN = −2.6 Oe,
b69GaN = −2.16 Oe,
b71GaN = −2.76 Oe.
3.3 Dynamic nuclear polarization
In our experiments the longitudinal relaxation time T1 of the nuclear system is much longer
than the transverse relaxation time T2. After a time T2 the nuclear polarization can be
treated as oriented along the applied magnetic ﬁeld, with all transverse components averaged
to zero. In this scenario we can treat the nuclear magnetization (Eq. 3.2 ) in terms of an
eﬀective nuclear spin temperature Ts, which we now derive.
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The ﬂux of angular momentum from the electron spin-system into the nuclear system is
given by[49, 46]
Js =
I(I + 1)
S(S + 1)
〈S〉
TH
, (3.15)
where 1/TH is the hyperﬁne relaxation rate, and the corresponding energy ﬂux is given by
qin = −µIB · Js = I(I + 1)
S(S + 1)
µIB · S 1
TH
. (3.16)
It is known that the relaxation of the nuclear spin temperature to the lattice temperature
is given by
dβs
dt
= −βs
T1
, (3.17)
where βs = 1/kBTs.[49] The total energy E of the nuclear system
E = I(I + 1)µ2IB
2β (3.18)
is calculated in a manner similar to the calculation of the total magnetization in Eq. 3.2.
Taking advantage of the chain rule we can solve for βs by taking a derivative of the nuclear
energy with respect to time. The rate of energy loss of the nuclear system is
qout =
dE
dβ
dβ
dt
≈ I(I + 1)
3
µ2IB
2 βs
T1
. (3.19)
Assuming a steady state solution
dE
dt
= qin + qout = 0, (3.20)
and using Eq. 3.16 and Eq. 3.19 we get the following expression for the nuclear spin
temperature
1
kBTs
= βs =
T1
TH
4
µI
B · S
B2
. (3.21)
In most cases we use the inverse spin-temperature βs to avoid confusion between a spin-
temperature and a relaxation time.
3.3.1 Nuclear relaxation: mechanisms
The non-equilibrium nuclear spin-temperature calculated above depends on the ratio of the
hyperﬁne relaxation rate T−1H to that total relaxation rate T
−1
1 . The hyperﬁne relaxation
rate can be calculated from Eq. 3.10, and, due to the position dependence of Eq. 3.12, the
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relaxation rate is a function of position:
T−1H = τcΓ(beγN )
2e−4r/ao . (3.22)
Here Γ is the average occupation fraction of donor sites, which takes into account the fact that
if donor site is unoccupied there will be no hyperﬁne interaction. If the total relaxation rate
were entirely hyperﬁne in origin, the spin temperature would be minimized. At low applied
ﬁelds, however, ﬂuctuations in the local magnetic ﬁelds around a nucleus, for example from
dipole-dipole interactions with neighboring nuclei, cause energy to leak from the nuclear
system. The relaxation rate from dipolar interactions depends on the ratio of the dipolar
ﬁeld BL and the applied ﬁeld B
T−1DD =
ξB2L
B2
, (3.23)
where ξ is a parameter that depends on the degree of correlation of the Knight ﬁeld on
neighboring nuclei.[45]
In general the source of spin relaxation is complex, but there are two important classes
of interactions: spin-spin interactions and spin-lattice interactions. Spin-spin interactions
are suppressed by the application of an external ﬁeld. In this case spin relaxation results
from energy ﬂuctuations from the spin-spin interactions ∆ESS . These ﬂuctuations become
less important as the nuclear spins align with an applied ﬁeld. Generally speaking, the
relaxation rate for spin-spin interactions will take the form
T−1SS =
∆Ess
Ez
, (3.24)
where Ez ∝ B2 is the total energy of the nuclear system. For our purposes all relaxation
processes that can be suppressed by an applied ﬁeld will be combined into an eﬀective local
ﬁeld
√
ξBL, which is used as a ﬁtting parameter.
The relaxation rate from spin-lattice interactions is typically independent of ﬁeld.[49]
The energy reservoir available to the lattice is simply much larger than any physical nuclear
Zeeman energy. Therefore the spin-lattice relaxation rate will depend only on the lattice
energy. In the absence of hyperﬁne interactions, the spin-lattice interaction that dominates
in GaAs is phonon induced quadrupolar relaxation.[53] The Hamiltonian for the quadrupole
moment in an electric ﬁeld gradient is
H =
eVzzQ
4I(2I − 1)
[
I2z − I(I + 1) +
1
2
Vxx − Vyy
Vzz
(I2+ + I
2
−)
]
, (3.25)
where x, y, z are the principal axes of the electric ﬁeld gradient tensor Vij , I = 3/2 is the
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nuclear spin for GaAs, Q is the electric quadrupole moment of the nucleus and I+/ I− are
the creation / annihilation operators of nuclear spin.[49] The source of spin relaxation is
ﬂuctuations in the gradient Vij produced by the displacement of the surrounding charges
from their equilibrium positions by phonons. Since the energy of the phonon system ∼ kBT
is orders of magnitude larger than the nuclear Zeeman energy, the dominant energy transfer
mechanism in a Raman process, in which one phonon is absorbed and one is emitted with
a slightly larger energy to account for the loss of energy from the nuclear system. Following
Ref. [53] the quadrupolar relaxation rate can be written as
T−1Q =
e2Q2
40
2I + 3
I2(2I − 1)
4pi
~4ρ2
∑
k,k′
∑
p 6=p′
nk(nk′ + 1)
H(k, p, k′, p′)
ω2k
δ(ωk − ωk′), (3.26)
where k and k′ are the wavevectors of the two phonons, p and p′ are their polarizations, ~ωk
is the energy of a phonon with momentum ~k, ρ is the mass density of the GaAs, and nk
is the thermal population of phonons. The population of phonons follows the Bose-Einstein
distribution function
nk =
1
e~ωk/kBT − 1 . (3.27)
The entire temperature dependence of Eq. 3.26 arises from the factor nk(nk′ + 1) which in
the limit kBT/~ωk ≥ 1 reduces to
nk(nk′ + 1) =
(
kBT
hωk
)2
. (3.28)
In practice this approximation is valid for GaAs at temperatures above 30 K.[53] In the end
the quadrupolar relaxation rate can be written in the much simpler form
T−1Q = κQ
2T 2, (3.29)
where κ takes into account the matrix elements associated with the two phonon coupling.
In principle κ can be calculated from the equation below,
κ =
k2Be
2
40
2I + 3
I2(2I − 1)
4pi
~4ρ2
∑
k,k′
∑
p 6=p′
H(k, p, k′, p′)
ω4k
δ(ωk − ωk′). (3.30)
In practice, however, we use it as a ﬁtting parameter that is independent of channel doping
and nuclear isotope.
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3.3.2 Nuclear relaxation: Leakage factor
The prefactor TH/T1 calculated in Eq. 3.21 takes into account the leakage of energy from
the nuclear system, and is often unsurprisingly referred to as the leakage factor. However
there is a bit of inconsistency in the literature that I would like to address here. Assume for
the moment that we have the three relaxation mechanisms described above, dipole-dipole,
quadrupole and hyperﬁne relaxation. The leakage in this case would be
T1
TH
= T−1H /
(
1
TH
+
1
TDD
+
1
TQ
)
. (3.31)
However, when optical pumping measurements were originally performed on GaAs, the
temperatures were typically 4 K, at which quadrupolar relaxation was unimportant. In that
case Eq. 3.21 was written as[49, 46]
1
kBTs
= βs = f
4
µI
B · S
B2 + ξB2L
, (3.32)
where f = T1/TH would take into account leakage from other mechanisms. However, un-
less treated carefully this deﬁnition can lead to double counting. When discussing nuclear
magnetic resonance in Chapter 4, I shall use the following deﬁnition for the leakage factor
f = T−1H /
(
1
TH
+
1
TQ
)
=
TQ
TH + TQ
. (3.33)
This deﬁnition is correct in the limit B2  ξB2L where relaxation from spin-spin interactions
are suppressed. Using this deﬁnition the full leakage factor Eq. 3.31 becomes
T1
TH
=
T−1H(
1
TH
+ 1TQ
)
 11 + THTDD T−1H( 1
TH
+ 1
TQ
)
 = f B
2
B2 + fξB2L
, (3.34)
such that the inverse spin-temperature should be written as
1
kBTs
= βs = f
4
µI
B · S
B2 + fξB2L
. (3.35)
When B2  ξB2L or when ξB2L is simply measured as a ﬁtting parameter, the diﬀerence
between Eq. 3.32 and Eq. 3.35 is academic. Practically speaking, the addition of the leakage
factor to the denominator only matters when trying to compare the measured local ﬁeld BL
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to theory.
3.4 Nuclear ﬁelds
We are now in a position to calculate the Overhauser ﬁeld as a function of the electron spin
accumulation. The nuclear ﬁeld given by Eq. 3.14 has been calculated by Paget et al.[45]
assuming a spatially homogeneous nuclear spin polarization 〈I〉. In this limit Eq. 3.14 can
be written as
BN = bN 〈I〉, (3.36)
where the direction of the nuclear polarization will lie along the applied ﬁeld and the pref-
actor bN takes the form
bN =
8pi
3
~γN
ge
g∗e
|ψe(0)|2
∑
rN
e−2rN/ao . (3.37)
These prefactors have been calculated for GaAs,[45] and are
b75AsN = −2.76 T, b69GaN = −1.36 T, b71GaN = −1.17 T. (3.38)
Using the Curie-Weiss law for the nuclear polarization (Eq. 3.4 ) as well as the spin-
temperature calculated for 4He temperatures (Eq. 3.32) the nuclear ﬁeld is given as
~BN = fbN
4
3
(I + 1)
( ~B + Γbe~S) · ~S
( ~B + Γbe~S)2 + ξB2L
(
~B + Γbe~S
)
. (3.39)
In the equation above, the applied ﬁeld B has been replaced with the total magnetic ﬁeld
acting on the nuclear spins, which is the sum of the applied ﬁeld and the Knight ﬁeld. In
addition the prefactor bN = −5.3 T is treated as the sum of all nuclear ﬁelds (Eq. 3.38) and
be is is the average of the Knight ﬁelds (Eq. 3.13). The occupation factor Γ is included with
the Knight ﬁeld to take into account that the average electronic ﬁeld is zero when the donor
is unoccupied.
3.4.1 Applicability of Eq. 3.39. The diﬀusion radius
I should point out that the very idea of a uniform nuclear polarization is contrary to our
model that a net nuclear spin polarization is generated locally at donor sites. Far from any
donor site there would be no pumping of the nuclear spins since the hyperﬁne relaxation
rate given by Eq. 3.22 is exponential suppressed. This means that the leakage factor goes to
zero f → 0. In this case it would be necessary to solve Eq. 3.14 in the presence of a spatially
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varying nuclear polarization,
BN =
bN
4
3(I + 1)∑
e−2r/a
∑
f(r)e−2r/a
( ~B + Γbe~S) · ~S
( ~B + Γbe~S)2 + f(r)ξB2L
(
~B + Γbe~S
)
. (3.40)
The sum over all nuclei can be replaced by an integral over space is most cases. The classic
solution to avoiding the problem of spatial dependence is to assume it is possible for spins
to diﬀuse from the donor site into the bulk GaAs[45, 54] in which case it has been shown
theoretically and experimentally that the nuclear spin is relatively constant past a Bohr
radius from a donor site, after which point it begins to decay.[45, 54, 55, 56, 57, 58] In that
case, it is often a good approximation to interpret the radial dependence of the leakage
factor as a step-function located at a radius implicitly deﬁned as
f(rD) = 1/2, (3.41)
where rD is the diﬀusion radius. The presence of this diﬀusion radius is widely assumed
throughout the literature, although often the only clue to this assumption is the author's
use of equation Eq. 3.39 over the more correct Eq. 3.40. In the next chapter we deﬁne a
smaller quadrupolar radius which will limit the spatial extent of polarized nuclei to less than
a Bohr radius.
3.5 The coupled electronic and nuclear spin system
Figure 3.2 (a) shows a schematic of a typical nonlocal spin-valve measurement with the
magnetic ﬁeld at an oblique angle θ to the sample plane. The oblique angle makes a sizable
fraction of the applied ﬁeld parallel to the magnetization of the injector, and therefore
parallel to the average spin accumulation. In this case Eq. 3.39 predicts a nuclear ﬁeld
which can be as large as 1 kOe for θ = 10◦ and 〈S〉 = 0.03. This means that the nuclear
ﬁeld can be several times larger than the applied ﬁelds typically used in our experiments.
Figure 3.2 (b) shows the change in nonlocal voltage ∆Vcd as a function of the applied ﬁeld at
an angle θ = 16◦ and for 〈S〉 ≈ 0.02. The curve in red is the signal where the spins precess
about the total ﬁeld BT = B + BN . There is signiﬁcantly more structure to this Hanle
curve compared to the curve shown in black, where the nuclear ﬁeld has been removed via
a nuclear polarization elimination technique. (See Appendix B for more details about the
nuclear polarization elimination technique.) The observed structure in the Hanle curve is
a result of the net cancellation of the applied ﬁeld by the Overhauser ﬁeld at two non-zero
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Figure 3.2: (a) Schematic of a nonlocal Hanle measurement with the magnetic ﬁeld at an
oblique angle θ from the sample normall. (b) Nonlocal Hanle voltage Vcd as a function of
the applied magnetic ﬁeld on Q062-1. The curve shown in red is the steady state curve
taken in the presence of the nuclear ﬁeld. The curve in black shows the same data taken
with the nuclear ﬁeld eliminated. Assuming the applied ﬁeld B is much larger than the local
ﬁeld
√
ξBL, the maximum in the spin signal at the ﬁeld BN is a measure of the Overhauser
parameter fbN .
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applied ﬁelds. The high ﬁeld peak occurs at the ﬁeld
BN = fbN 〈S〉 sin θ (3.42)
in the limit that the applied ﬁeld is larger than the local ﬁeld
√
ξBL. For a purely qualitative
description, the low ﬁeld peak can be thought of as the ﬁeld at which the Knight ﬁeld cancels
the applied ﬁeld[59, 45, 54]
BN ∼ Γbe〈S〉, (3.43)
although a quantitative description of this peak requires a numerical solution to the spin
diﬀusion model.[60]
3.6 Modeling the coupled electronic and nuclear spin system
In many cases of electrical injection of spins into GaAs, the presence of the nuclear ﬁeld was
a nuisance to be explained away, or in some cases used to demonstrate the presence of spin-
polarized electrons in the channel.[37, 61, 12, 62] In these cases the nuclear ﬁeld Eq. 3.39 is
used as a purely qualitative description of the Hanle eﬀect. Only recently have any quantita-
tive measurements of the coupled electronic and nuclear spin system been attempted.[60, 63]
The diﬃculty in a quantitative model of the nuclear system lies with the fact that the mag-
nitude and direction of the total ﬁeld about which electrons precess depends on the value
of the spin accumulation itself. In the low ﬁeld limit, where the Knight ﬁeld and the ap-
plied ﬁeld are of comparable magnitudes, the electron spin dynamics, given by the coupled
equations
d~S
dt
= −
~S
τs
− ~S × γe ~BT (~S) + ~vd · ~S +D∇2~S,
~BT (~S) = ~B + fbN
4
3
(I + 1)
( ~B + Γbe~S) · ~S
( ~B + Γbe~S)2 + ξB2L
(
~B + Γbe~S
)
, (3.44)
need to be solved self consistently. This can be done numerically using a CrankNicolson[60,
64] or forward-Euler method.
In order to demonstrate the complicated nature of the low ﬁeld spin dynamics, Chan
et al.[60] devised the measurement scheme shown in Fig. 3.3(a). The magnetic ﬁeld B is
swept along the ferromagnetic easy axis [110], while a constant magnetic ﬁeld Bc is applied
along the z-axis [001]. When the applied ﬁeld B is large, the total ﬁeld is parallel to the
spin accumulation, in which case the standard nonlocal spin-valve is measured. As depicted
in Fig. 3.3(b), when the magnetic ﬁeld is swept through zero, at some point the Knight
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ﬁeld and the applied ﬁeld cancel each other. When this happens the total ﬁeld points along
the constant ﬁeld Bc out of plane and the spin accumulation preceses about the total ﬁeld,
resulting in the Hanle like signal near zero ﬁeld in the spin-valve curve shown in Fig. 3.3
(c).
Chan et al. experimentally determined the nuclear parameters Γbe and
√
ξBL by mod-
eling the low ﬁeld Hanle eﬀect of Fig. 3.3 (c) using Eq. 3.44 and determined the Overhauser
parameter fbN using Eq. 3.42 as shown in Fig. 3.2(b). Their results were obtained at 60 K
and are summarized by
fbN = −50 kOe, Γbe = −50 Oe,
√
ξBL = 40 Oe. (3.45)
As expected the Knight parameter Γbe and the Overhauser parameter fbN are less than the
theoretically predicted values of
bN = −170 kOe, be = −170 Oe, (3.46)
where in this the factor of 43(I + 1) in Eq. 3.14 is wrapped into bN . Mun Chan repeated
this measurement as a function of temperature in his PhD thesis, and these results are
summarized in Fig. 3.4.[64] The values of the Knight and Overhauser parameters are shown
to increase with decreasing temperature. However, at the time it was thought that the
nuclear leakage factor f and the occupation fraction of donors Γ could not be determined
independently. In the next chapter I show that f and Γ can be determined independently,
and without knowledge of the magnitude of the spin accumulation.
3.7 Beyond eﬀective ﬁelds: The inverse spin-Hall eﬀect
The presence of a spin-polarized nuclear system is observed in instances beyond the ad-
dition to the total magnetic ﬁeld acting on the electronic spins. Another instance where
it is observed is as the apparently dominant spin-ﬂip scattering mechanism in the inverse
spin-Hall eﬀect. In this section I will provide an outline of the theory of spin-Hall eﬀects,
describe the nuclear enhanced Hall eﬀect, and I will argue that in order to describe the eﬀect
theoretically a microscopic picture of the polarized nuclear system is required.
3.7.1 Spin-Hall eﬀects
The term spin-Hall eﬀect refers to the conversion between charge currents and spin cur-
rents due to spin-dependent scattering.[65, 8] The spin-Hall eﬀect, depicted schematically in
Fig. 3.5, converts a charge current in the direction k into a spin current q along the direction
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Figure 3.3: (a) The spin signal is monitored as the ﬁeld B is swept along the easy axis [110],
while a constant ﬁeld Bc is applied perpendicular to the sample plane [001]. In this geometry
the total ﬁeld ~Bt = ~B+ ~Bc+ ~BN not only changes in magnitude, but changes in direction as
well. As shown in (b) there will be a particular ﬁeld at which the applied ﬁeld and the Knight
ﬁeld cancel, resulting in a total ﬁeld pointing out of the plane [001]. The spins precess about
this perpendicular ﬁeld, which results in (c) a Hanle signal in the nonlocal spin-valve ∆Vcd
which is odd with respect to magnetization and ﬁeld. By determining the ﬁeld Br at which
the spins repolarize during this Hanle measurement it is possible to measure the parameter
for the Knight ﬁeld Γbe, and by ﬁtting the shape of the curve it is possible to determine the
local ﬁeld
√
ξBL. (These data are taken from the thesis of Mun Chan, Ref [64].)
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Figure 3.5: A schematic description of the spin-Hall and inverse spin-Hall eﬀects. In the
spin-Hall eﬀect an applied electric ﬁeld leads to a perpendicular spin current. An applied
spin current leads to an electric ﬁeld in the inverse spin-Hall eﬀect.
j with the spins perpendicular to both:
qij = γijkJk, (3.47)
where the spin-Hall angle γ takes into account the magnitude of the spin-orbit coupling
and ijk is the anti-symmetric Levi-Civita tensor. The spin-Hall eﬀect has been measured
in n-GaAs both optically[5] and electrically[6, 66]. The dominate source of spin-dependent
scattering in all cases is attributed to ionized impurity scattering and the measured value of
the spin-Hall angle
γ ≈ 0.0001, (3.48)
agrees well with theory.[67]
The inverse spin-Hall eﬀect runs the process in reverse:
Ji = γijkqjk, (3.49)
where now spin current is converted into a charge current. Since we are able to create large
spin-currents in our FM/n-GaAs heterostructures, the inverse spin-Hall eﬀect should be
easily detectable as a Hall voltage. Figures 3.6 (a) and (b) show a micrograph and schematic
respectively of a device designed to measure the inverse spin-Hall eﬀect. The ferromagnetic
contact generates a spin-current polarized along the x-axis and traveling along the z-axis.
By Eq. 3.49 this leads to a charge current along the y-axis, and thus zero Hall voltage Vx
at zero ﬁeld. However, when a ﬁeld is applied along the z-axis the spins precess toward the
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y-axis, generating an anti-symmetric Hanle line shape, with respect to the ﬁeld, in the Hall
voltage.
3.7.2 Nuclear-enhanced spin-Hall voltage
The Hall voltage Vx is shown in Fig. 3.6 (c) for two cases: the data shown in symbols are
the Hall voltage in the presence of spin-polarized nuclei, and the ∼ 1µV data shown with a
solid line are the same data when the nuclear polarization elimination scheme described in
Appendix B is used to remove the nuclear polarization. While in both cases the line shape
is anti-symmetric with respect to ﬁeld as expected from the Hanle eﬀect, in the presence of
nuclear spin-polarization, the measured signal ∆Vx is 20 times larger than expected given
measurements of the spin-Hall eﬀect, Eq. 3.48 and Eq. 3.49. We have shown that in the
presence of nuclear spin-polarization, the spin-Hall signal scales directly with the magnitude
of the nuclear ﬁeld. See Appendix B for experimental details.
3.7.3 Microscopic description
The magnitude of the spin-Hall voltage has been shown to scale linearly with the nuclear
polarization. It is diﬃcult, however, to imagine a scattering mechanism in which polarized
nuclei can swamp the spin-orbit interaction by several orders of magnitude. However, it
is relatively trivial to imagine that electrons trapped on donors can interact with itinerant
electrons via the exchange interaction, with enough energy to account for the large Hall
angle.[68, 69] To see if this was the case, we measured the inverse spin-Hall eﬀect as a
function of carrier concentration from the metal-insulator transition n ∼ 2 × 1016 cm−3 to
n = 10× 1016 cm−3. Over this doping range, donor sites go from being essentially localized
to almost entirely screened by itinerant electrons. The results of this doping series are shown
in Fig. 3.6 (d) and summarized in Fig. 3.6 (e). Under bias conditions of j = 800 A/cm2, the
spin-Hall voltage goes through a maximum around a doping level of nd = 5 × 1016 cm−3.
This maximum is not unexpected given that these samples are near the metal-insulator
transition; however, the formulation of the spin-polarized nuclear system described in this
chapter does not consider the doping of the n-GaAs channel. As such, it has been diﬃcult
to construct a reasonable microscopic picture of the spin-dependent scattering that takes
place.
3.8 Conclusions
In this chapter, we have discussed the dynamically spin-polarized nuclei generated by hyper-
ﬁne interactions with spin-polarized electrons and have shown that the hyperﬁne interaction
65
acts as eﬀective magnetic ﬁelds on the electronic and nuclear spin system. A method of de-
termining the Overhauser and Knight parameters by modeling the coupled electron-nuclear
spin dynamics was reviewed. Previous research has assumed that the microscopic param-
eters of the occupation fraction Γ and the nuclear leakage factor f cannot be measured
independently. Furthermore the lack of a microscopic picture has subsequently made gen-
erating a predictive model of the nuclear enhanced spin-Hall eﬀect an arduous task at best.
In the next chapter we will demonstrate a self-consistent model of the electron-nuclear spin
system.
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Figure 3.6: (a) Micrograph of an ISHE device. (b) Device schematic. Spins are injected
above Hall arms. A Hall voltage Vx is generated when the spin accumulation is rotated
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tion (symbols) is greatly suppressed when the nuclear spin polarization is removed (lines)
(UMN002). (d) The Hall voltage Vz as a function of ﬁeld for multiple samples. (e) The
magnitude of the voltage varies strongly as a function of the carrier concentration.
Chapter 4
Microscopic model of the coupled
electron-nuclear spin system
In this chapter we develop a microscopic model of dynamic nuclear polarization. Section
1 demonstrates a method for determining the occupation fraction of donor sites via charge
transport. Section 2 outlines a method of measuring nuclear magnetic resonance (NMR)
via the electron spin dynamics. In section 3 we introduce a model that can quantitatively
predict the magnitude of the NMR signal as a function of temperature. From this model it
is possible to calculate the leakage factor f without knowledge of the overall magnitude of
the Overhauser ﬁeld. In section 4 we further demonstrate the power of NMR in quantifying
the coupled electron-nuclear spin system. A measurement of the Knight shift of the NMR
frequency, as well as an independent measure of the nuclear spin temperature, are presented.
In section 5 we summarize the results of this chapter with a simple model of the dynamic
nuclear polarization process and the resulting Overhauser ﬁeld on the electronic system.
4.1 Occupation factor Γ
The occupation fraction of donors Γ is an important quantity both in calculating the hy-
perﬁne relaxation rate, (Sec. 3.3 ) as well as correctly interpreting the measurements of the
Overhauser and Knight ﬁelds (Sec. 3.6). At the most basic level, the occupation fraction of
donors is given by the Fermi-Dirac distribution function
Γ =
1
1− exp
[
Ea−µ(T )
kBT
] , (4.1)
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where µ is the Fermi level and Ea is the energy of the donor state below the conduction
band. In the nondegenerate limit this problem is exactly solvable. However with channel
dopings near the metal-insulator transition the problem becomes intractable.[70, 52] We take
an experimental approach and determine the fraction of the resistivity coming from impurity
band scattering. Since the number of states in the impurity band is directly proportional to
the number of neutral donors, it is possible to measure directly the occupation factor Γ.
4.1.1 Statistical mechanics
In the nondegenerate limit electrons trapped on donors can be thought of as completely
isolated, except when thermally activated into the conduction band. In this case all Nd
dopants are an energy Ea below the conduction band, and the occupation factor is given by
Eq. 4.1. In this model, the Fermi level can be estimated from a simple statistical mechanics
argument. The carrier density n in the conduction band can be calculated from the density
of states g(E) and the electronic distribution function fe(E,µ) as
n =
∞ˆ
0
dE g(E) fe(E,µ). (4.2)
In the nondegenerate limit the distribution function is the Boltzmann function fe(E,µ) =
exp[−(E − µ)/kBT ]. In this case the number of carriers in the conduction band is given by
n = nQ(T ) exp[(µ− Ec)/kBT ], (4.3)
where the quantum concentration nQ(T ) deﬁnes the critical carrier density separating the
degenerate and nondegenerate regimes. The quantum concentration is deﬁned for a given
eﬀective mass m∗ in 3 dimensions as
nQ(T ) =
(
m∗kBT
2pi~2
)3/2
. (4.4)
Figure 4.1 shows the simplest possible model of a n-type semiconductor with Nd donors
with energy Ea below the conduction band. The calculation of the Fermi level for this model
system is standard in many books on the statistical mechanics of semiconductors.[70, 71, 72]
If all carriers in the conduction band are assumed to be thermally activated from donor sites
nd(1− Γ) = nQ(T ) exp[(µ− Ec)/kBT ], (4.5)
and the problem can be solved exactly. In the low temperature limit the number of carriers
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Figure 4.1: A schematic of the simplest band picture of n-GaAs given Nd donors with donor
binding energy Ea below the conduction band. Using this band picture, (b) the occupation
factor Γ can be calculated as a function of temperature for a given carrier concentration nd
as discussed in the text.
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in the conduction band is given as
n = (nQ(T )nd)
1/2 exp[Ea/2kBT ]. (4.6)
The corresponding occupation factor Γ is shown in Fig. 4.1(b) using the donor binding
energy of Si in GaAs of Ea = 6 meV, for several carrier concentrations above (10 and
100×1016 cm−3) and below the metal-insulator transition (0.1 and 1×1016 cm−3). This
calculation has several important features worth noting. First, in qualitative agreement
with previous measurements of the Knight parameter shown in Fig. 3.4, for all carrier
concentrations the occupation factor drops below Γ = 0.5 by 100 K. We also note that,
on average, the temperature dependence of the occupation factor becomes weaker with
increasing carrier concentration, as a result of the large number of electrons in the lower
energy levels of the conduction band.
This model, although in qualitative agreement with the experiments of Chapter 3, is not
an accurate description of our samples. Our samples are doped above the metal-insulator
transition, meaning that carriers remain in the conduction band for all temperatures. In
this simple model at low temperatures all donors capture an electron and the conduction
band is empty.
4.1.2 Above the metal-insulator transition
When the concentration of dopants becomes large, electrons on diﬀerent donor sites begin to
overlap. When the average distance between donors shrinks below the critical radius deﬁned
by the Mott-criterion n
−1/3
c = 4ao,[73, 71] the system becomes metallic.
A schematic diagram of the metal-insulator transition is depicted in Fig. 4.2. On the
insulating side of the transition, all donor sites are isolated and have a binding energy
Ea = 6 meV as described in Sec. 4.1.1. These states are energetically isolated from the
conduction band as shown by the density of states g(E). As the number of carriers increases,
the donor energy levels begin to shift. This shift is due to a combination of several eﬀects.
The ﬁrst eﬀect comes when electrons can interact with the potential of multiple donor sites.
If we conﬁne our thinking to the double well system shown in Fig. 4.2, we can leverage
the well-known solution of a singlet-triplet splitting of the electronic energy states. The
net result is that rather than having all states with an energy Ea, there is a distribution of
binding energies with an average 〈E〉 = Ea. Another eﬀect is the screening of the donor
potential by electrons in the conduction band. This eﬀect tends to reduce the eﬀective
donor binding energy, bringing the states closer to the conduction band. These eﬀects result
in the broadening of the density of donor states shown schematically as semi-circles. We
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might imagine that the metal-insulator transition occurs when the density of states of the
conduction band and donor states merge, this is not the case. As the doping increases
further, many states which were once below the conduction band are pushed upward and
transfer their electrons to the conduction band, resulting in a good metal.
This diagram is further complicated by a more exact description of the density of states
near the metal-insulator transition. Both calculation[74] and experiment[75] agree that the
metal-insulator transition occurs in the impurity band rather than in the conduction band.
Here we note that the impurity band is a bit of a misnomer. In reality the impurity band is
just a continuum of energy states which support a combination of localized and delocalized
electronic states.[76] At this point we are left with one of the critical unanswered questions
about the metal-insulator transition: if the donor states generate an impurity band, what
fraction of donor sites remain localized? After decades of theoretical investigation it is not
easy to predict if localized states remain at all above the transition, much less what fraction
remain localized.[77, 76, 74, 78] However, these same papers point out that a local magnetic
moment must exist as obsered in a variety of transport and NMR experiments.
4.1.3 Determining the occupation factor from resistivity
Given the complicated nature of the impurity band physics outlined above, an exact sta-
tistical mechanical calculation of the occupation factor seems doomed to failure. In this
section we take an experimental approach of estimating the occupation factor from the con-
tribution of the impurity band to the overall resistivity of the GaAs channel. Knowing the
occupation factor allows us to constrain our model of DNP. It is important to note that
in the spin-transport measurements described in sections 3.5 and 3.6, the spins that are
measured belong to itinerant electrons while those which couple to nuclear system are lo-
calized. Paget[59] suggests that the electron-electron interactions occur when an itinerant
electron scatters oﬀ a neutral donor, coupling the two electronic systems. The two electrons
can easily exchange spin angular momentum fast enough to maintain equilibrium between
itinerant and localized spins.[59] The corresponding problem is treated for resistivity below.
4.1.3.1 Kosher treatment
The resistivity of the impurity band has been investigated in several semiconductor systems
including Ge,[79, 80, 81] and GaAs.[82, 83] As we discussed above, our samples are doped
in the intermediate doping regime for which there is not a simple theoretical solution.
However, there is a consensus that conduction actually occurs in the upper Hubbard band
of the impurity band[76]. This band corresponds to states made of donors which trap 2
electrons, rather than one. This creates the so called D− state. Transport in the upper
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Hubbard band (or D− band) occurs because these second electrons are very weakly bound.
Based on the measurements in Ge and GaAs it is possible to estimate that the resistivity of
this band is on the order of 10 times larger than the conduction band, in which the electrons
are completely unbound.
4.1.3.2 Simple picture of ρIB
To provide a concrete example, assume the resistivity ρIB is a result of an electron scattering
from a neutral donor,1 where neutral donors represent the same hydrogen-like states (singly
occupied donor states) involved in the dynamically spin-polarized nuclear system. The
problem of scattering an electron oﬀ of neutral hydrogen,[84, 85] and the corresponding
problem in semiconductors [86, 87, 88, 89, 90, 91] have been thoroughly investigated. At
ﬁrst glance neutral impurity scattering has the very unique and useful property of being
energy independent.[86] In this limit the scattering rate of conduction electrons is given
simply by
1
τ
= nlvQo, (4.7)
where nl is the density of localized sites, v = ~k/m∗ is the velocity of the scattering electron,
and Qo is the zeroth order partial wave cross section. For low energy scattering the cross
section takes the form[84]
Qo = 20
kao
k2
, (4.8)
meaning that the scattering rate is given only in terms of the concentration of localized
states nl and known material parameters:
1
τIB
= nl
20ao~
m∗
. (4.9)
Within the context of transport, neutral impurity scattering yields a contribution to the
resistivity given by
ρIB =
m
e2nτIB
=
20ao~
e2
nl
n
. (4.10)
The resistivity from neutral impurity scattering depends on the ratio of the density of
localized vs conduction electrons with an overall magnitude ( for nl = n) of
ρIB =
20ao~
e2
= 85 mΩcm, (4.11)
1It is actually a rather bold statement to say that the complicated nature of the impurity band can be
approximated as a single electron scattering oﬀ a single neutral donor, so this approach should be taken
with a grain of salt. However in practice as long as ρIB is a constant the formalism used to derive Γ will
not change.
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where we use the Bohr radius of GaAs ao = 10 nm. This corresponds to a resistivity of
approximately 6 times that of the conduction band at low temperature, based on ﬁts of the
resistivity which are described below.
4.1.3.3 Calculation of Γ
Figure 4.3 (a) shows the measured resistivity for samples doped from 2 − 12 × 1016 cm−3.
If we take the dramatic increase in resistance seen at low temperatures to be the result of a
combination of freezing-out of carriers from the conduction band, as well as an increase in
the scattering rate in the impurity band, we can write the resistance as
ρ =
1
neµ
=
m
e2
1
nd − nlΓ(T )
(
1
τIB
+
1
τI
+
1
τPO
)
, (4.12)
where, by Matthiessen's rule, the total scattering rate is given by the sum of the scattering
rates from diﬀerent mechanisms. Typical scattering rates for GaAs are shown in Appendix C.
In our doping range only ionized impurity scattering, with a scattering rate 1/τI and polar
interactions by phonons with a scattering rate 1/τPO are important. In the degenerate limit
the ionized impurity scattering rate should be constant, and at high temperatures the polar
optical scattering rate depends on temperature as a power law τ−1PO = (T/TOP )
3/2, where
TOP = 418 K for GaAs.[92]
In this case we can write Eq. 4.12 as
ρ =
1
1− nlndΓ(T )
(
ρI + ρPOT
3/2 + ρIBΓ
nl
nd
)
, (4.13)
where ρI is the constant resistivity due to ionized impurity scattering (in the absence of
donor freeze-out) and ρPOT
3/2 is the high temperature resistivity due to the polar-optical
relaxation mechanism. For our approach the contribution ρI + ρPOT
3/2 can be ﬁt from the
high temperature (T > 200 K) limit. Figure 4.3 (b) shows this ﬁt labeled ρf in black. Once
these contributions are known we can solve Eq. 4.13 for the occupation factor
Γ =
nd
nl
ρ− ρI − ρPOT 3/2
ρ+ ρIB
. (4.14)
Using this formula the occupation can be calculated for a given nl/nd and ρIB. If we
assume that Γ(T = 0) = 1 and that ρIB = 80 mΩcm, we can determine the fraction of
localized states nl/nd as a function of carrier concentration. Figures 4.4 (a-i) show Γ(T )
calculated from Eq. 4.14 for GaAs samples with dopings (taken from room temperature Hall
measurements) between 2− 14× 1016 cm−3. The fraction nl/nd taken from this procedure
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Figure 4.3: (a) The channel resistivity ρ as a function of temperature, for channel doping
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Figure 4.4: (a-i) The calculated occupation factor Γ as a function of temperature for samples
doped between 2 − 14 × 1016 cm−3. (j) By assuming that for all samples Γ(T = 0) = 1,
the percentage of carriers which are localized nl/nd is plotted as a function of the donor
concentration. The dramatic downturn as a function of doping can be explained by statistical
probability that a donor is suﬃciently far from its nearest neighboring donor (shown as the
red line).
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is plotted as a function of doping in Fig. 4.4(j). The fraction of the total carriers which
localize goes from almost 60% at low doping to around 10% at high doping. The large
doping dependence can be understood from a statistical argument based on the spatial
distribution of donors. The probability that the nearest neighbor to a donor is within a
distance dr of the radius r is given by the Hertz distribution function[93]
P (r, n)dr =
3dr
ad
(
r
ad
)2
e−(r/ad)
3
, (4.15)
where ad = (
4pi
3 n)
−1/3 is the average distance between donors at the concentration n. We
deﬁne those donors which are localized as being those with are further than a critical radius
rc from their nearest neighbor. Using this deﬁnition we can compute the fraction nl/nd as
nl
nd
=
∞ˆ
rc
dr
3
ad
(
r
ad
)2
e−(r/ad)
3
= e−(rc/ad)
3
. (4.16)
The red line in Fig. 4.4(j) is the ﬁt to the data using Eq. 4.16 which results in a critical radius
rc = 18 nm. This value, which is essentially twice the eﬀective Bohr radius ao = 10 nm, is
large enough that we can continue to consider each donor site as isolated with negligible
screening.
The occupation factor calculated in this way can be compared with the corresponding
measurement of the occupation factor by spin-transport. If we assume that the entire tem-
perature dependence of the Knight parameter Γbe in Fig. 3.4 is the result of the temperature
dependence of Γ(T ) we can use the average value of the Knight coeﬃcient be = −170 Oe
to determine Γ. The occupation factor taken from spin transport is shown in Fig. 4.5(a)
as black symbols and Γ taken from charge transport is shown as the red solid line. At low
temperatures the two measurements begin to deviate signiﬁcantly. This deviation is a result
of assuming that total Knight ﬁeld
Be(r) = bee
−2r/a, (4.17)
is the sum of the isotope dependent Knight ﬁelds acting on the same number of nuclei. We
will show that this assumption is incorrect in a later section. The proper average value of
the Knight coeﬃcient is given by
〈be〉 =
bAse
´ rQ
o r
2|ψe(r)|2dr + b71Gae
´ rQ
o r
2|ψe(r)|2dr + b69Gae
´ rQ
o r
2|ψe(r)|2dr´ rQ
o r
2|ψe(r)|2dr +
´ rQ
o r
2|ψe(r)|2dr +
´ rQ
o r
2|ψe(r)|2dr
, (4.18)
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where in principle the integral over space can extend to diﬀerent radii rQ for diﬀerent
isotopes. A proper motivation and calculation of this radius is given in Section 4.3 where rQ
is shown to be the quadrupole radius. The result of this correction is very nearly constant
at high temperatures and results in an average Knight coeﬃcient 〈be〉 ≈ bGa71e = −130 Oe.
Figure 4.5(b) shows the same data as Fig. 4.5(a), except that the measured occupation
factor from spin transport has been corrected with Eq. 4.18. At low temperatures there is
still a 20% diﬀerence between the two measurements. If instead of using the full force of
Eq. 4.18 we assume that only Ga nuclei contribute to even the lowest temperature (〈be〉 =
−130 Oe), the two measurements become identical. However, rather than argue that Ga
nuclei dominate the nuclear ﬁeld at all temperatures,2 it is more likely that the error bars
at low temperatures are understated. Measuring the spin-lifetime in the presence of a large
nuclear ﬁeld with an uncertainty less than 20% is diﬃcult.3 The main contribution to this
diﬃculty is that in the presence of a large nuclear ﬁeld, the spin-lifetime of electrons appears
longer than reality. Using spin-lifetime measured in the presence of a nuclear ﬁeld could
cause an overestimation of the electron spin accumulation, and therefore a smaller value of
be would be determined. In either case it is clear that we can estimate the occupation factor
Γ from charge transport properties alone.
4.2 NMR
As we discussed in section 3.5 the electron spin accumulation is a function of the nuclear
spin polarization. Figure 4.6(a) shows an oblique 3T Hanle curve where the electron spin
accumulation is repolarized around B = 350 Oe when the Overhauser ﬁeld partially cancels
the applied ﬁeld. In this situation the presence of an electron spin accumulation depends
critically on the value of the nuclear ﬁeld. If the applied ﬁeld is ﬁxed and an a.c. magnetic
ﬁeld is applied with a frequency ν that matches the nuclear magnetic resonance (NMR)
condition ν = γNB, the population of the diﬀerent nuclear Zeeman levels (the magnetiza-
tion) will be averaged and the nuclear ﬁeld will drop. The electronic spin accumulation will
change, making it possible to detect NMR via a typical 3T or NL Hanle measurement. In
the linear response regime the amplitude A of the change in the Hanle voltage at NMR
A = ∂V
∂B
∆BN , (4.19)
2This would be highly unlikely.
3In fact Nick Harmon is currently working on a random walk theory of spin relaxation, which is based on
measurement on our samples. His preliminary results suggest that electron spins relax faster in the presence
of nuclear spin. This eﬀect, which is not taken into account in Fig. 4.5, would increase the low temperature
values of Γ measured by spin transport.
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Figure 4.5: (a) The occupation factor Γ as a function of temperature. The results calculated
from spin-transport (Ref. [64]) are shown as black symbols, and the results calculated from
charge transport (Eq. 4.14) are shown as solid red lines. (b) Shows the same data as (a)
except that the spin transport data have been corrected for the presence of the quadrupole
radius as described in the text.
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Figure 4.6: (a) The 3T Hanle voltage ∆Vbd as a function of the applied ﬁeld. (b) The
spin accumulation monitored as a function the frequency of an a.c. applied ﬁeld at a ﬁxed
applied ﬁeld (500 Oe). Three peaks are observed, corresponding to three isotopes of GaAs.
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is proportional to the slope of the Hanle voltage at the applied ﬁeld ∂V∂B and the change in the
nuclear ﬁeld fbN∆I. Figure 4.6(b) shows the change in the 3T voltage as a function of the
a.c. frequency. Three peaks are observed, corresponding to the three isotopes of GaAs. In
the following sections the isotope dependence of both the amplitude and resonance frequency
are addressed.
4.3 The quadrupole radius
The amplitude of the NMR signal shown in Fig. 4.6(b) clearly depends on isotope. The
trend A75As < A69Ga < A71Ga is observed for all temperatures above 20 K, independent of
the ferromagnet, the channel doping, and to some extent channel material (we have tried
InxGa1−xAs). In this section we show that this trend is a direct result of diﬀerent relaxation
rates for each isotope.
In section 3.3.1 we described the nuclear relaxation mechanisms found in n-GaAs at these
dopings. If we suppress the dipolar contributions with a large applied magnetic ﬁeld (this
is the case in our NMR experiments), the leakage factor given by Eq. 3.33 can be written
for isotope α as
fα(r) =
TαQ
TαQ + T
α
H
=
1
1 + κτc (Q
αT )2 /Γ(T )
(
γαNb
α
e
)2
e−4r/ao
, (4.20)
where we use Eq. 3.29 for the quadrupolar relaxation rate and Eq. 3.22 for the hyperﬁne
relaxation rate. The hyperﬁne relaxation rate depends on the parameter γαNb
α
e . Using
literature values[94] of the nuclear gyromagnetic ratios
γ75AsN = 0.731
kHz
Oe
, γ69GaN = 1.025
kHz
Oe
, γ71GaN = 1.302
kHz
Oe
, (4.21)
we ﬁnd that this parameter varies by less than 20% as a function of isotope. It does however
vary exponentially as a function of the radial position r. On the other hand quadrupolar
relaxation depends on the second power of the electric quadrupole moment. Using literature
values[94]
Q75As = 314mb,
Q69Ga = 171mb, (4.22)
Q71Ga = 107mb,
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we see that the quadrupolar relaxation rate of 75As is 9 times faster than that of 71Ga.
The strong isotope dependence of quadrupolar relaxation has a large impact on the leakage
factor, which in turn aﬀects the magnitude of the NMR signal given by Eq. 4.19.
Figure 4.7 shows the leakage factor f(r) given by Eq. 4.20 as a function of the radial
position r from the center of a donor site. There is a dramatic diﬀerence both between dif-
ferent isotopes at the same temperature and the same isotope at diﬀerent temperatures. For
instance at 30 K for 71Ga, f(r) is nearly 1 up to a full Bohr radius away from a donor site.
In this limit we can easily apply the reasoning described in section 3.3, assuming spatially
homogenous nuclear polarization. On the other hand at 60 K for 75As the leakage factor
is less than 1/2 for all of space. Physically this means that nuclear spins are destroyed by
quadrupolar relaxation as fast as they are generated by the hyperﬁne interaction. It is there-
fore relatively easy to argue that there should be on average zero nuclear spin polarization
for 75As. However at this temperature polarization of 71Ga is still robust. This leads us to
deﬁne a critical radius rQ which is deﬁned implicitly as the radius where
f(rQ) = 1/2, (4.23)
and then Eq. 4.20 can be solved analytically
rQ = −ao
4
ln
[
κ
τcΓ(T )
(
QαT
γαNb
α
e
)2]
. (4.24)
For values smaller than this critical radius we assume that the hyperﬁne relaxation rate
dominates and the nuclear spin polarization will, given enough time, reach the value expected
for f = 1, where the spin ﬂip process between the electrons and the nuclei is perfect.
For radii larger than rQ, we assume the nuclear spin polarization is identically zero. The
reasoning behind the deﬁnition of this radius is analogous to that of the diﬀusion radius rD
described in section 3.4.1, and as such we call rQ the quadrupolar radius. This deﬁnition
allows us to greatly simplify calculations involving the nuclear ﬁeld, because in this case the
number of polarized nuclei is just the number density of each isotope times the volume of a
sphere of radius rQ.
Using the quadrupolar radius we can calculate the nuclear ﬁeld BN for each isotope.
Since we now know that the spatial dependence of the spins I are encoded in the leakage
factor f(r), we can simplify Eq. 3.14 to be
BαN =
4
a3o
bαNI
rQˆ
0
r2dr fα(r)e−2r/ao , (4.25)
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Figure 4.7: The calculated leakage factor f(r) as a function of position r/ao from a donor
site where ao is the eﬀective Bohr radius, for (a) 30K and (b) 60K using material parameters
from UMN022. The quadrupolar radius rQ is marked for each isotope and can be seen to
be strongly temperature dependent.
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which we can rewrite as
BαN = f
α(T )bαNI. (4.26)
This allows us to make a concrete prediction for the magnitude of the NMR signals measured
as a function of isotope and temperature
Aα(T ) = ∂V
∂B
fα(T )∆bαNI. (4.27)
If we assume that the majority of the isotope dependence of this expression comes from the
leakage factor fα(T ), we can make a direct comparison to experiment by taking the ratio of
the NMR signals. In this case we expect to ﬁnd that
Aα
Aβ =
fα(T )
fβ(T )
. (4.28)
Figure 4.8 (a) shows the measured amplitude of the NMR signals of 75As and 69Ga
divided by the amplitude of 71Ga as a function of temperature (symbols) and the corre-
sponding ratio of the leakage factor as solid lines. We can ﬁt these data with a single
parameter, which corresponds to
κ/τc = 18
Hz2
mb2K2
, (4.29)
where we remind the reader that κ is the prefactor determining the strength of the quadrupo-
lar relaxation rate and should be independent of doping and temperature. The analysis
shown in Fig. 4.8(a) has been repeated for n-GaAs samples doped between 2−14×1016 cm−3
as well as an n-In0.02Ga0.98As sample with a room temperature Hall concentration of
6.4 × 1016 cm−3. The results of these ﬁts are shown in Fig.4.8 (b) , for dopings below
nd < 8× 1016 cm−3 κ is constant as expect.
At higher dopings the measured value of κ/τc disagrees with those of lower dopings.
While we only have two data points in this regime, it is interesting to note that in the
literature of the Mott-Transition[95, 76] the Fermi level enters the conduction band when
the doping is 5 times the Mott criterion nd ≈ 5.1nc ≈ 1017cm−3. In this case it may no
longer be appropriate to use the impurity band picture of section 4.1.3 and our model of DNP
would be no longer valid. At the same carrier concentrations replacing, 2% of Ga atoms with
In reduces the eﬀects of DNP by a factor of 3. In fact using larger In concentrations destroys
any indication of DNP in the NL and 3T conﬁgurations (making our NMR measurement
impossible). This may be a result of strain in the lattice due to the increased size of the In
atoms, dramatically increasing the eﬀectiveness of quadrupolar relaxation.
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Figure 4.8: (a) The ratio of the leakage factor of 75As (black) and 69Ga (red) to the leakage
factor of 71Ga as a function of temperature. The points are data taken from experiment
based on Eq. 4.28. The lines are the calculated ratios based on Eq. 4.25. (b) κ as a function
of doping taken from ﬁts of fα/f71Ga.
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4.4 Knight shift and nuclear-spin-temperature
In the previous section we described the magnitude of the measured NMR signal size as a
function of nuclear isotope. We argued that the dramatic diﬀerence between the isotopes was
a direct result of the number of spin-polarized nuclei present, which is determined roughly
by the volume of a sphere with a radius given by rQ. Within this radius we argued that
the nuclear polarization is determined solely by the hyperﬁne interaction f = 1. In this
section we show that more information is included in the line shape of NMR curves. In
particular we show that the nuclei couple to strain ﬁelds in the samples, and that as that
we can estimate the electronic and nuclear spin polarization.
4.4.1 Quadrupole splitting of the NMR curves
When measuring NMR, we ﬁnd that large amplitudes of the a.c. magnetic ﬁeld, such as
those which could be used in the previous section, can severely distort the line shape of the
NMR curve. In the rest of section 4.4 we perform our measurements in the regime of low
power4 to prevent saturation of the NMR resonance. Figures 4.9 shows the change in the
3T Hanle voltage ∆Vbd for the resonances of (a)
75As, (b) 69Ga, and (c) 71Ga. Instead of one
resonance peak we see three separate peaks. This eﬀect is observed most notably for 75As.
This triple peak structure is a result of a strain induced electric ﬁeld gradient which couples
to the quadrupole movement of the nuclei. The energy associated with quadrupolar splitting
in an single uniaxial electric ﬁeld gradient Vzz oriented along the direction perpendicular to
4In practice we lower the R.F. power until the line shape no longer changes. But there is always a trade
oﬀ between signal to noise, which gets better at high R.F power, and measuring the line shape.
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Figure 4.10: (a) The Zeeman levels of spin 3/2 nuclei on the right, the Zeeman levels
are shifted by the quadrupole energy these levels shown on the right. (b) Rather than 3
degenerate transition frequencies, there are 3 separate transitions, in agreement with our
data.
the GaAs substrate is given by
h∆ναQ =
eVzzQ
α
4I(2I − 1)
3 cos2 θ − 1
2
[
3m2z − I(I + 1)
]
, (4.30)
where Qα is the electric quadrupole moment of isotope α, e is the electronic charge, θ is the
angle between the applied ﬁeld and Vzz,
5 mz is the magnetic quantum number, and I = 3/2
is the nuclear spin.[96] The shifts in the nuclear Zeeman energies are shown schematically
in Fig. 4.10(a) and the corresponding change in the resonance frequencies are shown in
Fig. 4.10(b). To ﬁrst order the transition between the m = ±1/2 states maintains the same
transition frequency ν = γB. The energy gap between m = −3/2 and m = −1/2 grows,
resulting in a resonance frequency ν = γB+∆νQ while the transition between m = 3/2 and
m = 1/2 results in a resonance frequency ν = γB −∆νQ.
The measured frequency shift ∆νQ can be determined by ﬁtting the resonance curves
with a model which includes three symmetric Lorentzians with the two side peaks shifted by
∆νQ. Examples of these ﬁts are included in Figs. 4.9 (a-c) as the red solid lines, the values
∆νQ shown with these ﬁgures scale with the quadrupole moments (Eq. 4.22) as predicted
by Eq. 4.30. In addition, as shown in Fig. 4.11(a) for 69Ga, the measured ∆νQ follow the
predicted anisotropy as a function of θ. As one ﬁnal point we consider the origin of the
electric ﬁeld gradient Vzz. GaAs is a zinc-blende, cubic crystal, and therefore the naturally
occurring electric ﬁelds are symmetric, which means there is no intrinsic electric ﬁeld gra-
dient. Fig. 4.11(b) shows the measured quadrupole induced splitting ∆νQ as a function of
5In our measurement this angle is the oblique angle of the Hanle measurement.
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Figure 4.11: (a) The measured quadrupole splitting ∆νQ as a function of the oblique angle
(Fig. 3.2 ). (b) The measured quadrupole splitting ∆νQ as a function of the interface voltage.
the applied bias across the injection contact. The quadrupolar splitting is independent of
bias. However, when the sample was remounted to the rotator board the splitting ∆νQ
changed. This result indicates that the quadrupole moments of the nuclear system couple
to the crystal strain ﬁeld created by mounting-induced strain on the sample.
4.4.2 Knight shift
In the previous section we ﬁt the measured NMR curves with a triple Lorentzian model, in
order to quantify the quadrupole splitting of the curves. In this section we use the results of
these ﬁts to demonstrate the Knight shift of the resonance frequency as a result of changes
in the electron spin accumulation. From standard spin resonance theory we can write the
resonance frequency ν in terms of the total magnetic ﬁeld B. In our devices we show that
we have a sizable Knight ﬁeld acting on the nuclear spin system. In this case we can write
the resonance frequency as
ν = γN | ~Bo + Γbe~S| ≈ γNBo + γNΓbe〈S〉 sin θ, (4.31)
where θ is the oblique Hanle angle. The Knight shift is the change in the resonance frequency,
which is proportional to the electron spin accumulation.[51] Assuming that we can measure
the electron spin accumulation from spin transport measurements, we can calculate the
Knight shift a priori. Since NMR is isotope dependent, we consider the contributions to the
Knight shift of the form
∆να = xαbαe γ
α
NΓ sin θ〈S〉, (4.32)
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Figure 4.12: Knight shift of the NMR frequency as a function the electron spin accumulation.
where xα is the relative density of the isotope α and bαe is the theoretical value of the
Knight parameter given by Eq. 3.13. The isotopic abundances of GaAs are well known in
the literature,[94]
x75As = 0.5, x69Ga = 0.3, x71Ga = 0.2. (4.33)
Figure 4.12 shows the shift in frequency ∆ν for 75As and 69Ga as determined from ﬁts
of NMR curves taken as a function of the spin accumulation in the channel. Shown in solid
lines are calculated values of the Knight shift based on Eq. 4.32. The Knight ﬁeld used in
this case is averaged over the number of nuclei present to be depolarized,
〈Γbe〉 =
´
Be(r)dV´
dV
= bαeΓ
´ rQ
0 r
2e−2r/a dr´ rQ
0 r
2 dr
, (4.34)
where we use the value Γ(60K) = 0.38 as determined in section 4.1.3 from charge transport
measurements. As a ﬁnal note, this measurement once again reaﬃrms the measurement
of Γ from charge transport, we can therefore begin to turn these types of measurements
around. We can measure the Knight ﬁeld or the Knight shift and determine the electron
spin accumulation.
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4.4.3 Nuclear spin temperature
The ﬁnal piece of information we can hope to extract from our ﬁts of the NMR curves is
the nuclear spin temperature, based on diﬀerences in the three transition probabilities in
our system. We show that our measurements of the nuclear spin temperature are consistent
with the results of the previous sections.
Recall that the net polarization of the nuclear system arises from the higher population
of lower energy states than in higher energy states. As such the transitions from the lower
energy levels should be slightly more intense than those from the high energy states. The
quadrupolar splitting allow us to individually address each transition and determine the
populations of two adjacent energy states. A proof of concept is shown in Fig. 4.13(a) where
we see that more of the NMR signal is located in the low frequency peak for S = 0.2, but the
two side peaks appear equivalent for S = 0.05. We can plot this diﬀerence by determining the
intensities of the three peaks from our ﬁts. By normalizing the intensities of the side peaks
to the intensity of the central peak we can compare populations of the higher energy states
to the lower states as a function of spin accumulation. Fig. 4.13(b) shows the normalized
intensities of the side peaks of 69Ga a function of spin accumulation taken from the same
curves as the Knight shift. The diﬀerence in relative intensities increases with increasing spin
accumulation. We take this as evidence of a direct observation of nuclear cooling through
the population of the quadrupole split levels.
To investigate these data in a more quantitative way, we employ a Boltzmann model to
describe the population of the nuclear spin states in terms of the Zeeman energy Emz =
mzgNµNB = mzEo and reciprocal spin temperature βs given by Eq. (3.21). The nuclear
polarization in this case is given by the Brillouin function. When taken explicitly for nuclear
spin I = 3/2 in an applied ﬁeld B, the nuclear ﬁeld takes the form
BN ∝
[
3
2
e
3
2
Eoβ +
1
2
e
1
2
Eoβ − 1
2
e−
1
2
Eoβ − 3
2
e−
3
2
Eoβ
]
, (4.35)
which with a little algebra is can be written as
BN ∝ 3
2
(n3/2 − n1/2) + 2(n1/2 − n−1/2) +
3
2
(n−1/2 − n−3/2), (4.36)
where nm is the population of the m
th level,
nm = e
mEoβ. (4.37)
The application of the RF ﬁeld acts to thermalize the nuclear system, as such change in
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Figure 4.13: (a)NMR curves for two diﬀerent electron spin accumulations for the resonance
of 69Ga. The integrated intensities shift to the lower resonance frequency for larger electron
spin accumulation. (b) The ratio of the integrated intensities of the side peaks to the
intensity of the central peak. As described in the text, these ratios should be given by
9
16 exp(±Eoβ).
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magnetic ﬁeld for each transition should be proportional to the population diﬀerences of
these levels,
∆B(
3
2
↔ 1
2
) = −3
2
[
eEoβ/2 − e−Eoβ/2
]
eEoβ, (4.38)
∆B(
1
2
↔ −1
2
) = −2
[
eEoβ/2 − e−Eoβ/2
] 4
3
, (4.39)
∆B(−1
2
↔ −3
2
) = −3
2
[
eEoβ/2 − e−Eoβ/2
]
e−Eoβ. (4.40)
The inclusion of an extra factor of 4/3 in Eq. (4.39) comes from weighting the transitions
by their relatives probabilities 3 : 4 : 3.[49] When we normalize Eq. (4.38) and Eq. (4.40)
by Eq. (4.39) we ﬁnd they are described by a simple Boltzmann factor,
∆B(32 ↔ 12)
∆B(12 ↔ −12)
=
9
16
eEoβ, (4.41)
∆B(−12 ↔ −32)
∆B(12 ↔ −12)
=
9
16
eEoβ. (4.42)
In the high ﬁeld limit we calculate the exponent explicitly to be
Eoβ = gNµN
4I(B · S)B
µNB2
∼ 4IgnS sin θ. (4.43)
Using the spin accumulation measured by spin-transport or the Knight shift and literature
value of the nuclear g-factors (gN = 0.52) we plot the calculated intensities as solid curves
in Fig. 4.13(b). While this is by no means a precision measurement of the spin temperature,
the measured data and our model do appear to be consistent.
4.5 Summary
In this section we summarize the contribution of this work to our understanding of dynamic
nuclear polarization and spin transport. As described in Chapter 3 the general theory of
dynamic nuclear polarization and the corresponding hyperﬁne ﬁelds already existed. How-
ever, there were a set a phenomenological parameters, e.g. Γbe and fbN which were not
well deﬁned and treated as ﬁtting parameters. This approach is quite general, and can ac-
curately reproduce measured Hanle curves without knowledge of how the Overhauser ﬁeld
is experienced by conduction electrons, or even where the nuclear polarization is located
throughout the sample.
Through our NMR measurements we show that spin-polarized nuclei is on a length
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scale rQ. Furthermore we describe the phenomenological leakage factor f as essentially the
reduction in nuclear ﬁeld due to the decreased number of nuclei present within the radius
rQ as compared to the Bohr radius. Within a distance rQ from a donor site, the nuclear
spin-polarization can be estimated to be equivalent to the electronic spin-polarization that
generated it. In addition by ﬁtting the resistivity to a two band model we can parameterize
the occupation of localized states Γ independently of spin transport measurements.
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Appendix A
Device Fabrication
The following is a detailed set of instructions for device fabrication. For the most part it
assumes a typical FM/GaAs heterostructure. If this recipe needs to be modiﬁed, a good
starting point would be to look at Ref. [97].
A.1 Sample preparation
The heterostructures that arrive from the grower are typically 15mm by 20mm in size and
need to be cleaved to sample size (typically 4 × 4 mm2). While cleaving it is important to
note the crystallographic direction of the sample. Interfacial anisotropy between the Fe and
GaAs causes the magnetization to lie along the 110 direction of GaAs. Almost all devices
are patterned along the 110 direction.
• Before cleaving the sample, remove any excess Indium from the back of the heterostruc-
ture. The photolithography requires the samples to lie ﬂat on their holders. Indium
left on the back can cause the samples not to lie ﬂat and thus crack in the aligners.
Indium can be carefully scraped oﬀ of the back of the heterostructure with a razor
blade.
• GaAs cleaves incredibly easily along [110] and [11¯0] directions. To cleave the sample
only a tiny nick at the edge of the heterostructure is required. Flip the heterostructure
over and apply pressure over the position of the notch, very little force is required.
• Mount the sample onto a glass slide using mounting wax. Place a clean glass slide
on a hotplate and a piece of wax on the glass slide. The wax melts at approximately
100 C. Once the wax is melted, gently press the bottom of the sample onto the wax
to ensure the sample lies ﬂat on the glass slide. It is often good to gently push around
100
101
on the dot of wax to ensure the back of the sample is uniformly coated, which again
helps prevent the samples from cracking in the photo aligners. Be sure to note the
crystallographic direction of the sample relative to the glass slide.
A.1.1 Solvent clean
The use of solvents to clean the sample is pervasive throughout the fabrication process. This
section describes what will be called solvent clean for the rest of this discussion.
• Wash the sample with acetone, then with methanol, then isopropanol. The acetone
will remove any organic contaminants. The methanol removes the acetone, which by
itself will leave a residue. Isopropanol removes the methanol and acts as a drying
agent.
• Note: It is important to remove the isopropanol with an air gun rather than letting it
dry with a hot plate. In general it is best to leave the glass slide/sample covered with
isopropanol, and then to blow the isopropanol oﬀ of the sample. This ensures that no
residue on the sample will contaminate the process.
• Bake the sample on a hotplate for 1-2 minutes to evaporate any remaining solvent.
This step will typically be the prebake step in photolithography.
A.2 Device fabrication
Typical devices are made in four steps, ﬁrst iron contacts are deﬁned, second the mesa is
etched, third an insulating layer is put down, and ﬁnally gold leads are deposited. This
section will give a detailed description of the processing involved for each step.
A.2.1 Photolithography
Each step requires the use of photolithography to pattern out the layers of the device. It
is so pervasive in the processing that it deserves a separate description. Typical values are
used here, they may be altered for speciﬁc processes.
• Solvent clean the sample and prebake on a hotplate (115 C) for 1-2 minutes to remove
any water vapor from the sample.
• Spin coat the sample with Shipley 1813 photoresist at 3 krpm for 30 seconds. The
resulting resist layer should be about 1µm thick.
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• Optionally a layer of Hexamethyldisilazane (HMDS) can be spun before the photo
resist. HMDS is a bonding agent that is only needed to enhance adhesion between the
substrate and the photoresist. For a typical Fe/GaAs heterostructure this step should
not be necessary.
• Softbake the sample for 1-2 minutes at 115C, this will slightly harden the resist by
evaporating out the resists solvent.
• Expose the sample in the photo-aligner in soft contact mode for 4 seconds. The glass
slides are typically attached to a dummy silicon waver while in the photo-aligner. This
is done by using the surface tension of a water drop between the two. Typically an
alignment gap of 30-50 µm is suﬃcient.
• Develop the sample with Shipley Microdev and water 1:1 for 25 seconds. Then rinse
in water to stop the development, dry the sample with an air gun.
A.2.2 Contacts
• Deﬁne the iron contacts with photolithography. Align an edge of the sample to the
mask in the photo-aligner. On a typical spin-valve device the 110 direction should go
along the long direction of the contacts.
• Secure the samples to the glass slide using Kapton tape. This is required as the sample
temperature in the ion mill may be enough to melt the mounting wax.
• Dry etch away the metals, and the highly doped GaAs region with the ion mill. For
a typical Fe/GaAs device 9 minutes at 75 degrees and 3 minutes at 20 degrees should
be enough to etch into the channel.
• The remaining resist above the contacts should be removed with an O2 clean in either
the AV-Etch or the STS for 30 minutes.
A.2.3 Channel
• Deﬁne the channel using photolithography
• Measure the resist height with a surface proﬁlometer.
• MixKOH : H2O2 : H2O in a ratio of 3:3:500 in dedicated glassware. This combination
will etch through the 2.5 µm n-GaAs in about 30 minutes. Alternatively NH4OH can
be used to replace KOH, this will result in a faster, more anisotropic etch.
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• In order to maintain a constant etch rate it is important to constantly stir the solution
with a magnetic stirrer. The etch rate is directly tunable by changing the stir rate.
In the limit of not stirring the reaction will be diﬀusion limited, resulting in a slow,
isotropic (often irreproducible) etch. The etch rate will be very reproducible with a
stir rate about 150 rpm. In this limit the reaction will be reactant limited resulting in
a fast etch rate, the undercut will remain diﬀusion limited.
• When removing samples from the etchant rinse with water to stop the etch.
• Measure the height of the mesa with a surface proﬁlometer to determine the height of
the channel, remembering to subtract oﬀ the resist height.
• If the channel is not etched completely, return it to the etching solution and repeat as
necessary.
• Once the mesa is etched solvent clean to remove the photoresist.
• Note: Most modern sample designs have the edge of the mesa meet the Fe contacts.
This is true for all of the spin-Hall devices. To avoid over etching it is good to watch
the undercut of the resist with a microscope every 5 minutes or so.
A.2.4 Silicon nitride
• Deﬁne the SiN using photolithography. The SiN is deposited by plasma deposition
and is therefore isotropic. To assist with liftoﬀ it is a good idea to spin a double layer
of resist. This can be done by a longer 5 minute softbake in the standard process
followed by another round resist spin and normal softbake. The net result should be
a resist layer that is approximately 2 µm thick.
• Directly before putting the samples in the PECVD, it is a good idea to O2 clean the
sample for 20-30 seconds. This will remove any residual resist and allow for better
adhesion between the GaAs and the SiN.
• Run sin100 in the PECVD for 11 minutes. This will deposit 100nm of SiN. Beware:
A typical Fe/GaAs structure will have its Schottky barrier degraded when baked at
temperature above 100C. Always make sure the PECVD is at the standby temperature
of 110C before placing the sample in the machine.
• Lift oﬀ the SiN/photoresist in Microposit remover 1165 on a hotplate at 90C. Sonicate
as needed.
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• Solvent clean the samples and view under the microscope to verify that liftoﬀ is com-
plete, if not, repeat the above process.
• Note: The SiN liftoﬀ is often time consuming. 1165 will remove the mounting wax
which holds the sample to the glass slide. Be to have the samples in separate containers
of 1165, or be able to determine the sample by sight.
A.2.5 Gold
• Deﬁne the gold pattern using photolithography.
• Before putting the samples in the evaporator, it is a good idea to O2 clean the sample
for 20-30 seconds. This will remove any residual resist and allow for better adhesion
between the Ti/Au and the SiN.
• Secure the samples to the glass slide using Kapton tape. This is required as the sample
temperature in the evaporator may be enough to melt the mounting wax.
• Using an e-beam evaporator deposit 10 nm of Ti and 150 nm of Au.
• Lift oﬀ the SiN/photoresist in Microposit remover 1165 on a hotplate at 90 C. Sonicate
as needed.
• Solvent clean the samples and view under the microscope to verify that liftoﬀ is com-
plete, if not, repeat the above process.
A.2.6 In the lab
After the devices have been fabricated take pictures of the samples. Store the pictures in
their proper directory on the ﬁle server. Store the newly fabricated samples in a vacuum
bell jar.
Appendix B
Nuclear polarization elimination
B.1 Nuclear elimination
In this section we provide an explanation of the nuclear elimination technique used to remove
the nuclear ﬁeld from Hanle measurements. The basic idea is to exploit the vastly diﬀering
timescales between spin-relaxation of the electron and nuclear systems. In the simplifying
limit where only the hyperﬁne interaction is important the average nuclear spin polarization
is linearly proportional to the average electron spin
〈I〉 = 4
3
I(I + 1)〈S〉. (B.1)
In this case we are interested in the time average. The nuclear spin relaxation time is 1 s
and the electron spin relaxation time is 10 ns. The idea then is to do an electrical version of
the pumb-probe experiment. If 99% of the time the electron spin accumulation is kept zero,
and 1% of the time the electron spin accumulation large (or simply nonzero). The nuclear
spin will only be 1% as spin-polarized as the electron spins. Experimentally this is achieved
by trigger linking the voltmeter to the current source. The current source is set to apply
zero current bias (therefore no spin is generated) for 1 s after which it switches to apply a
set current bias. As it switches, it sends a pulse to the voltmeter, the voltmeter waits a set
amount of time (typically 16-100 ms) before taking a voltage reading, at which point the
voltmeter sends a pulse to the current source to reset. In this way the voltmeter only reads
while there is a steady state spin accumulation.
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Figure B.1: In our measurement scheme, the nuclear polarization is set by the current Ipump
while the electron spin accumulation is set by Iprobe. We used this technique to quantify the
inverse spin-Hall eﬀect. The inverse spin-Hall eﬀect was measured at a ﬁxed nuclear spin
polarization, as the electron spin polarization was swept from 1-30% (a), and as a function
of nuclear spin polarization at a ﬁxed electron spin polarization of 21% (b).
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B.2 Setting the nuclear polarization - ISHE
The main advantage of using a duty cycle method of controlling the nuclear spin polariza-
tion is that it is generalizable. Not only can this method eﬀectively set the nuclear spin
polarization to zero, but it can be used to set it to any value. Figure B.1 shows a schematic
of this technique. Rather than setting the current to zero, the current source is set to a
current Ipump for 1 s, during which the nuclear spin polarization has time to reach a steady
state. Then the current source switches to Iprobe to generate the electron spin accumulation
which is measured by the voltmeter. Figure B.1(a,b) shows the application of this technique
to the inverse spin-Hall eﬀect. The key question about the nuclear enhanced spin-Hall eﬀect
is the role the nuclei play. Using the pump probe technique we measured the spin-Hall eﬀect
at ﬁxed nuclear(a) or electron(b) spin polarization. We showed that is measured eﬀect is
linear in the spin accumulation, and a saturating function of the nuclear spin.
Appendix C
Calculation of resistivity for GaAs
The standard mobilities for GaAs are calculated below. The parameters for GaAs used
in these calculations are shown in the table below. For our sample dopings, only ionized
impurity scattering and polar optical phonons are important.
C.1 Ionized impurity scattering - Brooks Herring model
Ionized impurity scattering is important at low temperatures. The mobility for ionized
impurity scattering is
µi =
64√
m
√
piε2
nie3FBH
(2kBT )
3/2, (C.1)
where the factor FBH is given by
FBH = log(1 + 12kBT/o)− 12kBT/o
1 + 12kBT/o
, (C.2)
Table C.1: A list of the physical parameters used in the calculations of GaAs resistivity
Quantity GaAs
Density ρ 5310 Kg/m3
Sound velocity vl 5.2× 103 m/s
Dielectric constant ε(0) 13.5
High freq. Dielectric constant ε(∞) 11.6
Eﬀective mass m/mo 0.067
Opt phonon temp TOP 418 K
Acoustic deformation potential E1 7 eV
Optical phonon def. pot. (not used) 3× 1010 eV/m
piezoelectric constant p 0.16 C/m2
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m is the eﬀective mass, e is the charge of and electron, and o is the energy associated with
screening o = ~2q2o/2m and where qo = ( e
2
ε
∂n
∂µ) is the Thomas-Fermi screening length.
C.2 Polar interactions with optical phonons
At high temperatures the polar-optical scattering rate dominates in GaAs, and the mobility
is given by
µPO =
3(2pikBTOP )
1/2
4m1/2Eon(xo)x
3/2
o exo/2K1(xo/2)
, (C.3)
where TOP is the characteristic temperature for optical phonons (kBTOP = ~ωOP ), xo =
TOP /T , n(xo) is number of phonons
n(xo) =
1
exo − 1 , (C.4)
Eo =
mekBTOP
4pi~2
1
ε
(
ε(0)
ε(∞) − 1
)
(C.5)
and K1 is the Bessel function.
C.3 Acoustic phonons.
For very low doping acoustic phonons can play an important role between temperatures
where ionized impurity scattering and polar-optical phonon scattering dominates. For dop-
ings above the Mott criterion, they seem to be unimportant.
C.3.1 Deformation potential
Considering the deformation of the lattice due to phonons, we ﬁnd a mobility
µADP =
4e
3
√
pi~4ρv2l√
2m5E21
(kBT )
−3/2 (C.6)
where ρ is the density of GaAs, vl is the speed of sound in GaAs and E1 is the deformation
potential.
110
C.3.2 Piezoelectric
GaAs is a piezoelectric material, (Si is not). For these materials there is another mobility
scale given by
µAPE =
16
√
2pi
3
ε2~2ρv2l
p2em3/2
√
kBTFPE
, (C.7)
where the function FPE is given by
FPE = 1− o
4kBT
log(1 + 8kBT/o) +
1
1 + 8kBT/o
(C.8)
and p is the piezoelectric constant.
