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Abstract
We consider a two dimensional random band matrix ensemble, in the limit
of infinite volume and fixed but large band width W . For this model we rigor-
ously prove smoothness of the averaged density of states. We also prove that
the resulting expression coincides with Wigner’s semicircle law with a preci-
sion W−2+δ, where δ → 0 when W →∞. The proof uses the supersymmetric
approach and extends results by Disertori, Pinson and Spencer [DPS02] from
three to two dimensions.
1 Introduction and main result
General setting. It is a well known fact that conducting properties of disordered
materials can be related, in the context of quantum mechanics, to the statistics
of eigenvalues and eigenvectors of certain random matrix ensembles [And58]. The
most famous example are random Schro¨dinger operators, whose lattice version is
characterized by the random matrix HΛ : Λ× Λ→ R, on a subset Λ of Zd, defined
by HΛ = −∆ + λV, where −∆ is the discrete Laplacian, V is a diagonal matrix
with random diagonal entries and λ > 0 is a parameter encoding the strength of
the disorder. The entries Vj are generally assumed to be independent identically
distributed (for instance Gaussian). As Λ ↑ Zd, this model exhibits a localized
phase for all λ in d = 1 and at large disorder λ≫ 1 in d ≥ 2. The localized phase is
conjectured to hold also at weak disorder λ ≪ 1 in d = 2, while a phase transition
is conjectured in d ≥ 3. Though the localized phase is well understood, the weak
disorder regime in d ≥ 2 remains an open problem. For a review of definitions and
results see for instance [KK08].
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Another relevant model in this context is the random band matrix (RBM) en-
semble, characterized by a self-adjoint matrix HΛ : Λ × Λ → K, K = R,C, whose
entries are all independent (up to self-adjointness) random variables not identically
distributed with negligible entries outside a band of width W ≥ 0, i.e. |Hij| ≪ 1,
with large probability, when |i − j| > W . As in the case of random Schro¨dinger,
when Λ ↑ Zd, band matrices are believed to exhibit a phase transition in d ≥ 3
between a localized phase at small W and an extended phase at large W , while the
localized phase is conjectured to hold for all W in d = 1, 2.
Two important examples of RBM are the ’smooth Gaussian’ and the N -orbital
model. In the first case, the matrix elements are Gaussian:
Hii ∼ NR(0, Jii), Hij ∼ NC(0, Jij), for i < j,
where < denotes an order relation on Zd, and the band structure is encoded in
the covariance Jij = Jji = f(|i − j|) decaying to zero when |i − j| ≫ W . In the
second case the covariance Jij is short range, for instance J = Id+a∆ for some
a > 0, but each matrix element Hij is itself a N × N matrix with i.i.d. entries
(Hij)αβ ∼ NC( 1N Jij) ∀i < j, or i = j and α < β and (Hii)αα ∼ NR( 1N Jii). The
band width in this case is W = 2N . These models are difficult to analyse with stan-
dard random matrix tools, since the probability distribution is not invariant under
unitary rotations. At the moment, most results available deal with the one dimen-
sional case (cf. [CMI90, CCGI93, Sch09, Sod10, BGP14, Shc14, BE15, Pch15]).
Recently localization at strong disorder (i.e. small band width) in any dimension
was proved for a large class of N−orbital models by Peled, Schenker, Shamis and
Sodin [PSSS16].
In this paper we consider the density of states ρΛ(E) :=
1
|Λ|
∑
j δλj (E), where
E ∈ R is the energy and λj are the (random) eigenvalues of H. Since the probability
distribution is translation invariant and the bandwidth W is fixed, by standard er-
godicity arguments (see [PF92]) this measure is non random in the thermodynamic
limit. Similar results hold in d = 1 also for the (non ergodic) case when W di-
verges together with the matrix size [MPK92]. We will therefore concentrate on the
averaged density of states (DOS) defined by
ρ¯Λ(E) := E[ρΛ(E)] :=
1
|Λ|E
[∑
j
δλj (E)
]
= − 1
pi|Λ| limε→0E[ImTrG
+
Λ(Eε)], (1.1)
where Eε := E+iε, with ε > 0, E denotes the average with respect to the probability
distribution of H and, for any z ∈ C, the Green’s function (or resolvent) is defined
by
G+Λ(z) := (z · 1−H)−1 = (z −H)−1.
By standard analyticity arguments, the limit ε→ 0 in (1.1) above exists and is finite
for Lebesgue a.e. E ∈ R (see for ex. [AW15, App. B]).
In dimension larger than one rigorous results on the density of states for RBM
were obtained by [DPS02, CFGK87], and more recently by [PSSS16], based on
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seminal work by Wegner [Weg81]. In the case of the classical GUE ensemble, cor-
responding to d = 1, Λ = 1, . . . , N and Jij = 1/N ∀i, j, the density of states, in the
limit N ↑ ∞ is given a.s. by Wigner’s famous semicircle law
ρSC(E) =
{
1
pi
√
1− E2
4
if |E| ≤ 2,
0 if |E| > 2.
(1.2)
The model. We consider a Gaussian complex RBM ensemble defined on a two
dimensional discrete cube Λ ⊂ Z2, centered at the origin, with covariance
Jij := (−W 2∆+ 1)−1ij , (1.3)
where −∆ ∈ RΛ×Λ is the discrete Laplace operator on Λ with periodic boundary
conditions, i.e. (x,−∆x) =∑i∼j(xi− xj)2 for any x ∈ RΛ and we write i ∼ j when
i and j are nearest neighbors in the torus Z2/(ΛZ2). The parameter W ∈ R is large
but fixed. Note that Jij is exponentially small for distances |i − j| ≥ W. Hence all
matrix elements outside a (two-dimensional) band of width W centered around the
diagonal are small with high probability and this model describes a “smoothed-out”
version of a band matrix ensemble with band width W .
For this model, the averaged density of states (1.1) exists and takes a finite value
for all E ∈ R. In the three dimensional case, Disertori, Pinson and Spencer [DPS02]
derived an explicit representation of the function ρ¯Λ(E), in the bulk of the spectrum,
in terms of a convergent sum of certain integrals. Using this representation they
obtained detailed information on the function E 7→ ρ¯Λ(E) and its derivatives, in
the limit Λ → Z3 for fixed but large band width W (weak disorder regime). In
particular they proved that the limit expression coincides with Wigner’s semicircle
law with a precision 1/W 2. Similar results were obtained for the N−orbital model in
[CFGK87] in the case of dominant diagonal disorder. In this paper we construct an
extension of the representation derived in [DPS02] to the two dimensional case, and
use it to derive precise information (such as smoothness) on the function E 7→ ρ¯Λ(E)
for energies in the bulk of the spectrum, in the limit Λ→ Z2.
The proof in [DPS02] used the so-called supersymmetric approach (SUSY), pio-
neered by K. Efetov [Efe83] based on seminal work by Scha¨fer and Wegner [SW80,
Weg79] and further developed (among others) by Y. Fyodorov, A. Mirlin and M.
Zirnbauer [Mir00, FM91, LSZ08]. A good introduction to random matrix theory
and SUSY can be found in [Haa10]. This is a duality transformation that allows
one to write averages in H as new integrals where a saddle approximation may be
justified: E[f(H)] =
∫
f˜(M) e−F (M)
∏
j∈Λ dMj , where Mj is a small matrix con-
taining both complex and Grassmann (odd) elements, F can be seen as the free
energy functional in some statistical mechanical model, and f˜ is the new observ-
able. The Grassmann variables can be always integrated out exactly (though the
combinatorics involved may be quite difficult) and the resulting measure is complex
but normalized. The measure exp(−F (M))dM depends on the probability measure
P but also on the observable f , and has internal (odd) symmetries, inherited by the
observable only. Different rigorous versions of the SUSY approach have been tested
on the standard matrix ensembles GUE and GOE (where other techniques also ap-
ply) [Dis04, Sha13]. When Λ ↑ Zd, the integral is expected to concentrate near the
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saddle manifold determined by ∂MF (M) = 0. This reduces to isolated points in the
case of the DOS, and the main difficulty is to obtain estimates on the fluctuations
that are uniform in the volume. In [DPS02] the dual representation is studied via
a complex translation coupled with a cluster expansion, which effectively factorizes
the integral over regions of volume W 3. A key feature of the dual representation, in
three dimensions, is the presence of a double well structure, with one well suppressed
by an exponential factor exp(−W ), inside each region. In the two dimensional case,
the second well is only weakly suppressed, and the arguments used in [DPS02] do
not apply.
Main result. This article is devoted to prove the following result which extends
[DPS02, Theorem 1] to the two dimensional case.
Remember that in the case of GUE the spectrum of H, in the thermodynamic
limit, is concentrated on {|E| ≤ 2} (see (1.2)). In the case of a band matrix, non
rigorous arguments suggest that most of the spectrum remains in the same interval.
Here, we restrict to energies E in the bulk and avoid E = 0 for technical reasons.
Precisely, for η > 0 small but fixed, we consider the interval
I = {E : η < |E| ≤ 1.8}. (1.4)
Theorem 1.1. For d = 2 and each fixed α ∈ (0, 1), there exists a value W0(α) such
that for all W ≥ W0(α) and E ∈ I
|ρ¯Λ(E)− ρSC(E)| ≤W−2 eK(lnW )α, (1.5)
|∂nE ρ¯Λ(E)| ≤ CnW−1(lnW )n(α+1) eK(lnW )
α ∀n ≥ 0, (1.6)
where ρSC is Wigner’s semicircle law defined in (1.2). The constants Cn and K are
independent of Λ and W. Both estimates hold uniformly in Λ and hence also in the
infinite volume limit Λ→ Z2.
Remark. Note that we obtain the semicircle law with a precision
ρ¯Λ(E) = ρSC(E) +O
(
W−2+δ
)
for small δ > 0 depending on W0(α), while in d = 3 one obtains O (W−2) [DPS02,
eq. (2.7)]. Moreover, (1.6) implies a W -independent estimate on the derivatives up
to a certain order n0(W )
|∂nEρ¯Λ(E)| ≤ Cn ∀n ≤ n0(W ),
with limW→∞ n0(W ) =∞.
Strategy. The strategy is similar to the one in [DPS02]. We establish a dual
representation for the averaged DOS via the supersymmetric approach and apply a
complex translation into the saddle points. To overcome the second well problem, we
modify the factorization procedure, using slightly larger blocks (of size W 2(lnW )α
instead of the natural W 2) for our cluster expansion. This yields better estimates
for configurations near the second saddle, but creates new problems for the ’good’
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configurations, near the main saddle. An equilibrium between these two conflicting
effects is possible because d = 2 is a ’limit’ case. Finally, as in [DPS02], we apply a
non standard cluster expansion, extracting at each step a ’multi-link’ consisting of
three instead of one connection. Here, in contrast to [DPS02], we use the (super-)
symmetric structure of the dual representation to reformulate the cluster expansion
in a more compact and transparent way. We also use the symmetry to simplify the
dual representation and a number of other equalities.
Remark. Note that Wegner-type estimates on the integrated density of states can
be obtained, in any dimension, by softer methods (see [PSSS16]). Here, the dual
representation plus cluster expansion give an explicit representation of the function
1
|Λ|E[Tr(z − H)−1] where the limit Im z → 0 can be taken explicitely. This repre-
sentation remains valid in the thermodynamic limit and allows to study detailed
properties (such as smoothness and main contributions) of the limit function.
Organization of the paper. In Section 2, the dual representation and the com-
plex contour deformation are introduced. This allows to reformulate the problem as
Theorem 2.3. Finally a sketch of the proof’s strategy is given. In Section 3, we sum-
marize some properties and preliminary estimates that will be needed in the proof.
We also prove the main result in a finite volume. These results build a foundation
for the infinite volume case. In Section 4, the cluster expansion is introduced and
the limit Λ ↑ Z2 is analyzed. A short introduction to the supersymmetric formalism
is given in App. A, and a proof of the dual representation is given in App. B.
Finally, App. C collects some results on the discrete Laplace operator in d = 2 and
some matrix inequalities, together with their proof. A list of symbols can be found
at the end.
Notation. Since we apply many estimates in the paper, we denote by K any large
positive constant independent of W and Λ.
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cussions and suggestions related to this paper. Very special thanks go to David
Brydges for sharing his many insights on the model and inspiring discussions on
cluster expansions. Finally, we acknowledge the Deutsche Forschungsgemeinschaft
for support through CRC 1060 “The Mathematics of Emergent Effects” and the
Hausdorff Center for Mathematics.
2 Reformulating the problem
We perform a duality transformation and a complex contour deformation to rewrite
the average of the Green’s function as a Gaussian integral with some remainder
(cf. Lemma 2.2). This reduces the proof of Theorem 1.1 to bound this functional
integral appropriately (cf. Theorem 2.3). In the end we give ideas for the proof.
5
2.1 Duality transformation
The first step in the proof is to represent, via the supersymmetric formalism (cf.
App. A), the trace in (1.1) as a functional integral where a saddle point analysis
can be justified. Recall the definition of J given by (1.3). A normalized Gaussian
measure with covariance J is defined by
dµJ(a, b) := det
[
J−1
2pi
]
e−
1
2
((a,J−1a)+(b,J−1b))
∏
j∈Λ
daj dbj , (2.1)
with a, b ∈ RΛ, ∏j∈Λ daj dbj is the Lebesgue product measure and (a, J−1a) =∑
i,j∈Λ aiJ
−1
ij aj . With this definition we can state the following lemma which is a
variant of [DPS02, Lemma 1].
Lemma 2.1. For any space dimension d ≥ 1, the following identities hold:
1
|Λ|E[TrG
+
Λ(Eε)] =
∫
dµJ(a, b)
∏
j∈Λ
Eε−ibj
Eε−aj det [1− FJ ] a0, (2.2)
∂nE
1
|Λ|E[TrG
+
Λ(Eε)] =
∫
dµJ(a, b)
∏
j∈Λ
Eε−ibj
Eε−aj det [1− FJ ] a0
[∑
j∈Λ
aj − ibj
]n
,
(2.3)
where dµJ(a, b) is the normalized Gaussian measure defined above and F = F (a, b)
is a diagonal matrix with entries
F (a, b)ij = δij
1
(Eε−aj)(Eε−ibj) .
Proof. The idea of the proof is to write (Eε−H)−1ii as a complex Gaussian integral
and represent the normalization as a Fermionic Gaussian integral. Then the average
over H can be computed easily and one can integrate the Fermionic variables again.
This is analog to the procedure in [DPS02], but we apply an additional step of
integration by parts to simplify our result. The second identity is proven similarly.
For convenience of the reader, a sketch of the proof is given in App. B.
The integrals above are well-defined only for ε > 0 since for each aj there is a
pole at aj = Eε. Note that there are no singularities in bj .
Remark. In this dual representation, the only contribution from the observable is
the term a0. By the same techniques, we obtain
1 = E[1] =
∫
dµJ(a, b)
∏
j∈Λ
Eε−ibj
Eε−aj det [1− JF (a, b)] . (2.4)
2.2 Contour deformation
By the same saddle analysis performed in [DPS02, Section 4], we expect the complex
normalized measure
dµJ(a, b)
∏
j∈Λ
Eε−ibj
Eε−aj det [1− F (a, b)J ] (2.5)
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to be concentrated near the constant configurations given by aj = a
±
s , bj = b
±
s for
all j ∈ Λ, where a±s , b±s are the saddle points a±s = Er ∓ iEi, b±s = −iEr ∓ Ei, and
E = Er − iEi = E2 − i
√
1− E2
4
has the useful properties E − E = E¯ and EE¯ = 1 for all |E| < 2.
We perform a translation of the real axis in the complex plane in order to pass
through a saddle point. For the variables a, we translate to the saddle a+s = E to
avoid crossing the pole in a = Eε. The variables b have no pole and both saddle
points have the same imaginary part. Hence a complex translation allows to pass
through both saddles. We will prove later that b+s = −iE is the dominant one. In
the next lemma we show that, after the deformation, we can take the limit ε → 0,
and the translated measure can be reorganized as
dµJ(a+ E , b− iE)
∏
j∈Λ
Eε−i(bj−iE)
Eε−(aj+E) det [1− F (a+ E , b− iE)J ] = dµB(a, b)R(a, b),
where the Gaussian measure dµB(a, b) has now a complex covariance.
Lemma 2.2. By a complex deformation the functional integrals (2.2) and (2.3), in
the limit ε→ 0, can be written as
lim
ε→0
1
|Λ|E[TrG
+
Λ(Eε)] =a
+
s +
∫
dµB(a, b)R(a, b)a0, (2.6)
lim
ε→0
∂nE
1
|Λ|E[TrG
+
Λ(Eε)] =
∫
dµB(a, b)R(a, b)a0
(∑
j∈Λ
aj − ibj
)n
(2.7)
=
∑
j1,...,jn
∫
dµB(a, b)R(a, b)a0
n∏
k=1
(ajk − ibjk) , (2.8)
where a, b ∈ RΛ, and dµB(a, b) is the normalized Gaussian measure as defined in
(2.1) with complex covariance
B := (−W 2∆+ (1− E2))−1. (2.9)
The remainder R(a, b) is defined by
R(a, b) := det[1 +DB] eV(a,b), (2.10)
where Dij = Dij(a, b) = δijDj(a, b) is a diagonal matrix, and we defined
Dj(a, b) = E2 − F (a+ a+s , b+ b+s )jj = E2 −
1
(E¯ − aj)(E¯ − ibj)
= −
∫ 1
0
(
aj
(E¯ − taj)2(E¯ − itbj) +
ibj
(E¯ − taj)(E¯ − itbj)2
)
dt,
(2.11)
V(a, b) =
∑
j∈Λ
Vj(a, b) =
∑
j∈Λ
V (aj)− V (ibj), V (x) =
∫ 1
0
x3(1− t)2
(E¯ − tx)3 dt. (2.12)
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Proof. By Cauchy’s theorem, we can perform the translations aj 7→ aj + a+s and
bj 7→ bj + b+s for all j ∈ Λ and take the limit ε → 0 inside the functional integral
(2.2). Note that translating to a+s ensures that there is no additional contribution
from the pole E+iε. Using (2.4), the integral with constant a+s gives 1. The measure
(2.5) after the translation is reorganized as follows. Expanding around a = b = 0
we can write
dµJ(a+ E , b− iE)
∏
j∈Λ
Eε−i(bj−iE)
Eε−(aj+E) = dµB(a, b)
detB
det J
eV(a,b).
where V(a, b) = O(|a|3 + |b3|) since linear contributions vanish (we are expanding
around the saddle) and constant terms cancel. Finally
det[1− F (a+ E , b− iE)J ]detB
det J
= det[1 +DB].
To obtain the second identity, note that (aj + a
+
s ) − i(bj + b+s ) = aj − ibj , and
the integral with constant a+s vanishes since it corresponds to the derivative of a
constant.
Remark. Note that now there is no pole in aj if |E| < 2 since |E¯ − aj | ≥ |Ei| > 0 for
all aj ∈ R. For bj, a singularity appears from the determinant for the special case
E = 0. As the same factor appears outside the determinant, this is a removable
singularity. Nevertheless we avoid E = 0 in the definition of the interval I (1.4).
With these representations, the proof of Theorem 1.1 is reduced to prove the
following theorem since Im(a+s ) =
√
1− E2/4 yields the semicircle law (1.2).
Theorem 2.3. Under the same assumptions as in Theorem 1.1, we have∣∣∣∣
∫
dµB(a, b)R(a, b)a0
∣∣∣∣ ≤W−2K(lnW )α (2.13)∣∣∣∣∣
∑
j1,...,jn∈Λ
∫
dµB(a, b)R(a, b)a0
n∏
k=1
(ajk − ibjk)
∣∣∣∣∣ ≤ CnW−1(lnW )n(α+1) eK(lnW )α.
(2.14)
2.3 Strategy of the proof: finite and infinite volume
To prove the results above, we will need to estimate integrals of the following form∫
dµB(a, b)R(a, b)O(a, b), (2.15)
where O(a, b) := ∏k ak∏l bl is a local observable, i.e. a product of finitely many
field factors ak and bl. We will show that, inserting absolute values inside (2.15)
leads to the following estimate∣∣∣∣
∫
dµB(a, b)R(a, b)O(a, b)
∣∣∣∣ ≤ eK |Λ|W2
∫
dµC(a, b)
∣∣eTrDB∣∣ ∣∣eV(a,b)∣∣ |O(a, b)| ,
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where C is a real covariance (defined in (3.1) below), and D,B and V were defined
in Lemma 2.2. Guided by the saddle point approach, we will partition the domain of
integration into different regions, respectively near to and far from the saddle points,
and estimate the integral in each region separately (cf. Lemma 3.6). To obtain the
finite volume estimate of (2.13), an additional preliminary step of integration by
parts is needed to improve the error estimates. All this is done in Section 3.
These arguments work only in finite volume, since the factor exp(K|Λ|W−2)
diverges as |Λ| → ∞. To deal with this problem, we will partition Λ into cubes (of
finite, but large volume). Applying a suitable cluster expansion, we can write (2.15)
as a sum of the form ∑
Y
cY FY ,
where Y are polymers, i.e. unions of cubes, and the constant cY is an exponentially
small factor controlling the sum. Finally, FY is a functional integral depending only
on the fields inside Y , and can be estimated by the same tools as in the finite volume
case. The precise definitions and details are given in Section 4.
3 Preliminary results
In this section, we start by collecting in Section 3.1 and 3.2 some results and bounds
we will need later. Finally in Section 3.3 we prove an estimate for the absolute value
of the integral (2.15) in a large but finite volume. The proof uses a partition of the
integration domain into regions, selecting values of (a, b) in the vicinity or far from
the saddles.
3.1 Properties of the covariance
The Hessian B−1 = −W 2∆+ (1− E2) has a complex mass term
1− E2 = 2
(
1− E2
4
)
+ iE
√
1− E2
4
=: m2r + iσEm
2
i , σE := sgn(E).
For |E| < 2, m2r > 0, hence the integrals (2.6) and (2.7) are finite. We introduce the
real covariance C defined by
C := [Re(B−1)]−1 = (−W 2∆+m2r)−1. (3.1)
Note that B−1 = C−1 + iσEm2i and C > 0 both as a quadratic form and pointwise.
The decay of Cij depends on the space dimension d. For d = 2, we have
0 < Cij ≤


K
W 2
ln
(
W
mr(1+|i−j|)
)
if |i− j| ≤ W
mr
,
K
|i−j|1/2W 3/2 e
−mr
W
|i−j| if |i− j| > W
mr
.
(3.2)
Morover |Bij | has the same decay as Cij. A proof is given in App. C.
Remark. For d = 3, the decay is easier:
Cij ≤ KW 2(1+|i−j|) e−
mr
W
|i−j| ∀i, j ∈ Λ. (3.3)
Because of the log-behavior for small distances, estimating the error terms (1.5)-(1.6)
in d = 2 is more difficult than in d = 3 (cf. [DPS02, eq. (2.6)-(2.7)]).
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3.2 Some useful estimates
We frequently use the following statement to estimate determinants.
Lemma 3.1. For any complex matrix A with TrA∗A <∞, we have
|det[1 + A]| ≤ ∣∣eTrA∣∣ e 12 TrA∗A. (3.4)
Proof. Consider the matrix M = A + A∗ + A∗A, which is self-adjoint and diago-
nalizable with real eigenvalues λi. Then
| det[1 + A]|2 = det[1 +M ] =
∏
i
(1 + λi) ≤ e
∑
i λi = eTrM ≤ ∣∣e2TrA∣∣ eTrA∗A,
where we apply 1 + λi ≤ eλi for all λi ∈ R.
In the finite volume estimates, we will insert quadratic terms in a and b into the
measure and change the covariance from C to Cf := (C
−1 − fm2r)−1. We estimate
the change of the normalization factor det[C−1/C−1f ] as follows.
Lemma 3.2. For d = 2,W ≫ 1 and 0 < f < 1/2, there exist some constants K > 0
(independent of W and f) such that
det
[
C−1
C−1f
]
≤ 1
1− f exp
[
Kf |Λ|
W 2
ln
(
W 2
1− f
)]
.
Proof. We use the explicite eigenvalues of C−1 and C−1f to write
det
[
C−1
C−1f
]
=
∏
k
2
∑d
l=1(1− cos kl)W 2 +m2r
2
∑d
l=1(1− cos kl)W 2 +m2r(1− f)
≤ 1
1− f exp

m2rf∑
k 6=0
(
2
d∑
l=1
(1− cos kl)W 2 +m2r(1− f)
)−1 ,
where we extract the zero’s mode and apply 1 + λi ≤ eλi . Approximating the sum
in the exponential yields the above result.
Finally, we give the Brascamp-Lieb inequality [BL76], which is used in the esti-
mates near the dominant saddle point.
Theorem 3.3 (Brascamp-Lieb inequality). Let H(x) be a positive Hamiltonian,
symmetric under x 7→ −x and let dµH(x) be a Gibbs measure given by
dµH(x) := dx1 · · · dxN 1
Z(H) e
− 1
2
H(x),
where Z(H) := ∫ dx1 · · · dxN exp (−H(x)/2) is the partition function. If H′′ ≥
C−1 > 0, the following inequalities hold:∫
dµH(x)|xi|n ≤
∫
dµC(x)|xi|n, ∀n > 0 and (3.5)∫
dµH(x)e(v,x) ≤
∫
dµC(x)e
(v,x),
where dµC(x) is the free Gaussian measure and v ∈ RN and (v, x) =
∑N
i=1 vixi.
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Remark. A direct consequence of Brascamp-Lieb inequality is the following estimate,
which holds under the same assumptions as above:∫
dµH(x)
∏
i
|xi|ni e(v,x) =
∫
dµHv(x)
∏
i
|xi|ni
∫
dµH(x)e(v,x)
≤
∏
i
[∫
dµHv(x)
∏
i
|xi|n
]ni/n ∫
dµH(x)e(v,x)
≤
√
(2n− 1)!!
∏
i
C
ni/2
ii e
1
2
(v,Cv), ∀ni ≥ 0,
(3.6)
where n =
∑
i ni and we changed in the first line the measure to Hv = H − (v, ·)
with H′′v = H′′. In the second line we applied a generalized Ho¨lder estimate. In the
last line, the Gaussian integrals are computed exactly after applying Brascamp Lieb
and Cauchy Schwarz.
3.3 Finite volume estimates
In the following we prove Theorem 2.3 in finite volume by partitioning the domain
of integration and estimating the functional integrals in each region separately.
3.3.1 Inserting absolute values
To control the infinite volume limit, we will need to estimate integrals of the
form (2.15) with O(a, b) = Om,n(a, b) =
∏p
k=1 |ajk |mk
∏q
l=1 |bjl|nl, with p, q ∈ N,
mk, nl ∈ N and jk, jl ∈ Λ for all k ≤ p, l ≤ q and m :=
∑p
k=1mk and n :=
∑q
l=1 nl.
Following [DPS02], we put the absolute values inside the integral (2.15) and replace
the complex covariance B (2.9) by the real one C (3.1). The next two lemmas are
the analogs in d = 2 of [DPS02, Lemma 3 and 4].
Lemma 3.4. The absolute value of the complex measure dµB is bounded by
|dµB(a, b)| ≤ eK
|Λ|
W2 dµC(a, b).
Proof. The measure dµB(a, b) can be written as
|dµB(a, b)| =
∣∣∣detB−1detC−1 ∣∣∣ dµC(a, b) = | det[1 + iσEm2iC]|dµC(a, b).
Applying (3.4) with A = iσEm
2
iC, TrA is purely imaginary and, using (3.2),
TrA∗A = m4i TrC
∗C ≤
∑
i,j∈Λ
K
W 3|i−j| e
−mr
W
|i−j| +
∑
|i−j|≤ W
mr
K
W 4
ln2
(
W
mr(1+|i−j|)
)
≤
∑
i∈Λ
K
W 2
.
Lemma 3.5. The determinant in the remainder (2.10) can be bounded by
| det[1 +DB]| ≤ eK |Λ|W2 ∣∣eTrDB∣∣ .
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Proof. Applying again (3.4), we need to bound Tr(DB)∗(DB) =
∑
i,j∈Λ |Dj|2|Bij |2.
We estimate D by its supremum norm, supj∈Λ supaj ,bj∈R |Dj(aj , bj)| ≤ K. Finally
we bound TrB∗B by K|Λ|W−2 as we did above for C.
Applying the two lemmas in (2.15), we have∣∣∣∣
∫
dµB(a, b)R(a, b)Om,n(a, b)
∣∣∣∣ ≤ eK |Λ|W2Fm,n,
where Fm,n :=
∫
dµC(a, b)
∣∣eTrDB∣∣ ∣∣eV(a,b)∣∣ |Om,n(a, b)|.
3.3.2 Partition of the integration domain
Guided by the saddle point picture, we partition, as in [DPS02], the domain of
integration into regions near and far from the saddle points: 1 =
∑5
k=1 χ[I
k] with
I1 := {a, b : |aj |, |bj − bj′ | ≤ δ ∀j, j′ ∈ Λ and |b0| ≤ 2δ},
I2 := {a, b : |aj |, |bj − bj′ | ≤ δ ∀j, j′ ∈ Λ and |b0 − 2Ei| ≤ 2δ},
I3 := {a, b : bj ∈ R ∀j ∈ Λ and ∃j0 ∈ Λ : |aj0 | > δ},
I4 := {a, b : |aj | ≤ δ ∀j ∈ Λ and ∃j0, j′0 ∈ Λ : |bj0 − bj′0 | > δ},
I5 := {a, b : |aj |, |bj − bj′ | ≤ δ ∀j, j′ ∈ Λ and |b0|, |b0 − 2Ei| > 2δ},
for δ = δ(W ) > 0 small to be fixed later. Hence, we can write Fm,n =
∑5
s=1 F
m,n
s ,
where
Fm,ns :=
∫
dµC(a, b) χ[I
s] eReTrDB
∣∣eV(a,b)∣∣ |Om,n(a, b)|.
In the “small field” regions I1 and I2, all a variables are near the saddle, and the b
variables are all near the first saddle at 0 in I1, or near the second one at 2Ei in I2.
The main contribution to Fm,n comes from the region I1, while I2 is suppressed by a
small factor from the determinant. In the “large field” regions Is, s = 3, 4, 5, at least
one variable is far away from the saddle points. Their contribution is exponentially
suppressed by the corresponding probabilities
∫
dµC χ[I
s].
The following lemma gives the precise estimates on Fm,ns . Since we proceed
analog to [DPS02, Section 5], only the main ideas and the crucial steps are given in
the proof.
Lemma 3.6. Let δ = W−ν, for some 0 < ν < 1 and W ≫ 1. Then for any |Λ| we
have
Fm,n1 ≤ Km+n+1
(
lnW
W 2
)(m+n)/2√
(2m)!!(2n)!! eK|Λ|W
−3(lnW )3/2 ,
Fm,n2 ≤ Kn+m+1 e−c|Λ|W
−2 lnW , (3.7)
where in the second line c > 0 is independent of W and |Λ|. Moreover, there
exists W0(ν) ≫ 1 such that for any W ≥ W0(ν) and W 3ν ≤ |Λ| ≤ (Cjj)−2δ2 ≤
12
KW 4−2ν(lnW )−2, we have
Fm,ns ≤ Kn+m+1W n
p∏
k=1
√
mk!
q∏
l=1
√
nl! e
−Kδ2W 2(lnW )−1 for s = 3, 4,
Fm,n5 ≤ Kn+m+1W n
p∏
k=1
√
mk!
q∏
l=1
√
nl! e
−Kδ2|Λ|,
Remark. In the following, we want to fix the volume of our cube Λ to an appropriate
finite size. The natural choice would be W 2. This would ensure the global prefactor
eK|Λ|W
−2
from Lemma 3.4 is bounded by a constant independent ofW . On the other
hand the contribution of the second saddle would be suppressed only by some W−c
(cf. (3.7)) which is not enough to compensate variousW factors arising in the cluster
expansion. Extending the volume to W 2(lnW )α for fixed α ∈ (0, 1) reinforces the
decay to e−c(lnW )
1+α
which bounds an arbitrary factor W n for α > 0. The price to
pay is a worse estimate on the global prefactor eK|Λ|W
−2 ≤ eK(lnW )α . For α < 1 this
can be compensated by the observable, which is of order O(W−2) after extracting
the leading contribution (cf. (1.6)).
Proof. Following [DPS02], we first perform some (region dependent) estimates on
the exponential terms ReTrDB+ReV(a, b) and insert the results in the measure. In
region I1 the resulting measure is no longer Gaussian, hence we apply a Brascamp-
Lieb inequality. In the other regions the measure remains Gaussian. The decay
comes from ReTrDB in I2 and from a small probability argument in the large field
regions. New features of d = 2 appear in the choice of the volume of the cube |Λ|
and in the bounds of B and C, for example we have |Bjj| ≤ KW−2 lnW .
Region I1 In the first region, all variables aj and bj are small and we bound
ReV (x) ≤ K|x|3 and |Dj(a, b)| ≤ K(|aj|+ |bj |) for |x|, |aj|, |bj| < δ. (3.8)
Then ReTrDB ≤∑j∈Λ |Dj||Bjj| ≤∑j∈ΛK(|aj |+ |bj|)W−2 lnW and
Fm,n1 ≤
∫
dµC(a, b)χ[I
1] eK
∑
j∈Λ(|aj |+|bj |)W−2 lnW+|aj |3+|bj |3
p∏
k=1
|ajk |mk
q∏
l=1
|bjl|nl.
We define the Hamiltonian of the Gibbs measure by
H(x) := xtC−1x−K
∑
j∈Λ
|xj|W−2 lnW + |xj |3
and Z(H) := ∫ ∏j∈Λ dxj exp(−H(x)/2)χ[I1]. Then we can write
Fm,n1 ≤
(
Z(H)
Z0
)2 ∫
dµH(a, b)
p∏
k=1
|ajk |mk
q∏
l=1
|bjl|nl,
where Z0 = det[C
−1/2pi]1/2. Repeating the proof of [DPS02, Lemma 5] in d = 2,
Z(H) ≤ e
∑
j(Cf )
3/2
jj +(Cf )
1/2
jj W
−2
Z0 ≤ eK|Λ|W−3(lnW )3/2Z0. (3.9)
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where C−1f := C
−1 − fm2r ≤ H′′ for f = O(δ), and we used δ < 1. When m > 0,
p∏
k=1
|ajk |mk ≤
1
m
p∑
k=1
mk|ajk |m.
The same holds for b. Applying the Brascamp-Lieb inequality (3.5) and a Cauchy-
Schwarz estimate, we obtain a factor
√
(2m)!!(Cf)
m/2
jkjk
≤ √(2m)!!(KW−2 lnW )m/2
for each |ajk |m and an analog factor for |bjk |n.
Region I2 As in [DPS02], we can bound the factors a
mj
j and b
nj
j by constants and
the potential by
ReV (aj) ≤ m2r2 faa2j , ReV (ibj) ≤ m
2
r
2
fbb
2
j + (1− fb)2Eim2r(bj − Ei), (3.10)
with fa = fb = O(δ). Analog to [DPS02, Lemma 6] the trace can be estimated as
ReDjBjj ≤ −2cW−2 lnW, (3.11)
where c > 0 is independent of W and Λ. Combining these estimates and using
Lemma 3.2 in the second step, we obtain
Fm,n2 ≤ Km+n e−2c|Λ|W
−2 lnW
∫
dµC(a, b)e
m2r
2
∑
j∈Λ(faa2j+fbb2j) e(1−fb)2Eim
2
r(bj−Ei)
≤ Km+n e−2(c−K(fa+fb))|Λ|W−2 lnW K√
(1−fa)(1−fb)
∫
dµCfb (b)e
(1−fb)2Eim2r(bj−Ei)
≤ Km+n+1 e−2(c−Kδ)|Λ|W−2 lnW ≤ Km+n+1 e−c|Λ|W−2 lnW ,
where the remaining integral in the second line is 1 and we used δ < c/2K for W
large enough.
Regions I3 and I4 As in [DPS02], for arbitrary aj and bj in R we can bound
ReV (aj) ≤ m2r2 faa2j , ReV (ibj) ≤ m
2
r
2
fbb
2
j +O(1− fb), ReDjBjj ≤ KW 2 lnW,
(3.12)
where fa, fb ∈ (1/2, 1). Inserting the quadratic terms into the measure, and using a
small fraction of the remaining mass, we bound
|aj |mj ≤
(
K√
ε(1−fa)
)mj √
mj! e
1
2
εm2r(1−fa)a2j
and the same for bj , where 0 < ε ≪ 1 is small but fixed and independent of W .
Using Lemma 3.2, and lnW 2(1− f)−1 ≤ Km lnW for all f ∈ [0, 1−W−m], m ∈ N,
we obtain
Fm,ns ≤ Km,nK
m+n
(1−fa)m/2(1−fb)n/2 e
K|Λ|(W−2 lnW+(1−fb))
∫
dµC(a, b)e
m2r
2
∑
j∈Λ(f˜aa
2
j+f˜bb
2
j )χ[Is]
≤ Km,nKm+nW n+1 eK|Λ|W−2 lnW
∫
dµCf˜a (a)dµCf˜b
(b) χ[Is],
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where Km,n =
∏p
k=1
√
mk!
∏q
l=1
√
nl!, and f˜a = fa + ε(1 − fa) (same for f˜b). In
the second line we take fa ∈ (1/2, 3/4) and fb = 1 −W−2, to ensure that all error
terms in the exponent are not larger than the first one, i.e. |Λ|W−2 lnW . Applying
[DPS02, Lemma 8], we bound the remaining integral by:∫
dµCf˜a (a)χ[I
3] ≤ e−xδ
∑
j∈Λ
e
1
2
x2(Cf˜a )jj ≤ |Λ|e−Kδ2W 2(lnW )−1 ,
∫
dµCf˜b
(b)χ[I4] ≤ e−xδ
∑
j,j′∈Λ
e
1
2
x2[(Cf˜b
)jj+(Cf˜b
)j′j′−2(Cf˜b )jj′ ] ≤ |Λ|2 e−Kδ2W 2(lnW )−1,
where we set x = KδW−2 lnW and in the first line we used (Cf˜a)jj ≃ W−2 lnW .
In the second line, (Cf˜b)jj ≃ W−2 lnW +W 2|Λ|−1, since (1 − f˜b) = O(W−2). The
additional term is canceled by the sum (Cf˜b)jj +(Cf˜b)j′j′ − 2(Cf˜b)jj′. Now, inserting
the constraints we assumed on |Λ| and δ we obtain the result.
Region I5 The proof in region I5 is similar to the one in the other large field region,
with the difference that the exponential decay comes from the bound of the potential
in b that can be improved to
ReV (ibj) ≤ m2r2 fbb2j +O(1− fb)− cδ2 with fb = 1−W−2. (3.13)
By the same arguments as above, we obtain a factor exp(−c|Λ|δ2) from the last
term which gives the main behaviour of the integral since δ > W−1(lnW )1/2 for W
large enough.
3.3.3 Improved estimates
Let us now fix |Λ| = W 2(lnW )α, with α ∈ (0, 1) as discussed is the remark below
Lemma 3.6. We want to apply Lemma 3.6 to (2.6) and (2.8) to prove (1.5) and
(1.6). For the correction to the semicircle law in (1.5) we obtain∣∣∣∣
∫
dµB(a, b)R(a, b)a0
∣∣∣∣ ≤eK(lnW )α [ (lnW )1/2W + e−c(lnW )1+α + e−Kδ2W 2((lnW )−1+(lnW )α)]
≤eK(lnW )α (lnW )1/2
W
which is not the desired estimate. To estimate the derivatives in (2.8), we need to
extract enough W factors to control the sum over the indices jk. If we apply Lemma
3.6 naively, we obtain
|(2.8)| ≤Kn
∑
j1,...,jn
eK(lnW )
α
(
(lnW )1/2
W
)n+1
= Kn e
K(lnW )α (lnW )1/2
W
(
W (lnW )α+1/2
)n
,
which grows in W algebraically for n > 0. To improve these bounds similar to
[DPS02], we apply a few preliminary steps of integration by parts. This is done in
the next lemma.
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Lemma 3.7. For general Λ ⊂ Zd, the integrals (2.6) and (2.8) can be written as
lim
ε→0
1
|Λ|E[TrG
+
Λ(Eε)]− a+s =
∑
l0∈Λ
B0l0
∫
dµB(a, b)∂al0R(a, b),
lim
ε→0
∂E
1
|Λ|E[TrG
+
Λ(Eε)] =
∑
j1∈Λ
∑
l0,l1∈Λ
B0l0Bj1l1
∫
dµB(a, b)∂xl1∂al0R(a, b) + δj1,l1
lim
ε→0
∂nE
1
|Λ|E[TrG
+
Λ(Eε)] =
∑
j1,...,jn∈Λ
l0,...,ln∈Λ
B0l0
n∏
m=1
Bjmlm
∫
dµB(a, b)
n∏
m=1
∂xlm∂al0R(a, b),
with ∂xl = ∂al + i∂bl .
Proof. We use integration by parts. For the first equation we only need to apply
one step of integration by parts. For the derivatives, the case n = 1 is special. We
calculate ∑
j∈Λ
∫
dµB(a, b)R(a, b)a0(aj − ibj)
=
∑
j∈Λ
∫
dµB(a, b)
∑
l0∈Λ
B0l0
(
(aj − ibj)∂al0R(a, b)− δjl0R(a, b)
)
=
∑
j∈Λ
∑
l0,l1∈Λ
B0l0Bjl1
∫
dµB(a, b)∂xl1∂al0R(a, b)− δjl0,
where we used in the last step that
∫
dµB(a, b)R(a, b) = 1.
For n ≥ 2, we apply several steps of integration by parts. Writing xj = aj − ibj ,
∑
j1,...,jn∈Λ
∫
dµB(a, b)R(a, b)a0
n∏
m=1
xjm
=
∑
j1,...,jn∈Λ
∫
dµB(a, b)
∑
l0∈Λ
B0l0
(
n∏
m=1
xjm∂al0R(a, b) +R(a, b)∂al0
n∏
m=1
xjm
)
=
∑
j1,...,jn∈Λ
∑
l0,...,ln∈Λ
B0l0
n∏
m=1
Bjmlm
∫
dµB(a, b)
n∏
m=1
∂xlm∂al0R(a, b)
where the last term in the second line corresponds to the derivative of a constant,
hence equals zero. In the third line we used ∂xixj = 0 for all i, j.
These representations give the stated decay in finite volume |Λ| =W 2(lnW )α:
Lemma 3.8. For fixed |Λ| = W 2(lnW )α we have
| lim
ε→0
1
|Λ|E[TrG
+
Λ(Eε)]− a+s | ≤ eK(lnW )
α
W−2 lnW,
| lim
ε→0
∂nE
1
|Λ|E[TrG
+
Λ(Eε)]| ≤ Cn.
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Proof. We apply Lemma 3.6 on the representations of the previous lemma. Deriv-
ing the remainder R(a, b), we obtain
∂al (R(a, b)) =
(
det[1 +DB]∂alV (al) + detB det{l},{l}[B
−1 +D] ∂alDl
)
eV(a,b).
In the first summand, we can bound |∂alV (al)| ≤ K|al|2. In the second one, we
bound |∂alDl| ≤ K. In region I1 the matrix B−1 +D is invertible and∣∣detB det{l},{l}[B−1 +D]∣∣ = ∣∣det[1 +DB](B−1 +D)−1ll ∣∣ ≤ | det[1 +DB]| lnWW 2 .
In the other regions, it suffices to write the expression above as | det(1 +M)| (for
a certain matrix M) and bound it similar to Lemma 3.5. Using Lemma 3.6, the
integral is bounded by∑
l∈Λ
|B0l|eK(lnW )αW−2 lnW ≤ eK(lnW )αW−2 lnW
since
∑
l∈Λ |B0l| ≤ K. This proves the first part.
For n = 1 the first integral yields a factor (W−1(lnW )1/2)3 which controls the
sum over j easily. In the second term, the sum over j disappears. In both cases the
sum over l is performed by B0l and is bounded by a constant.
For n ≥ 2, note that each factor Bij controls a sum over i ∈ Λ or j ∈ Λ. The
largest contribution appears when all lm are different. In this case the expression
above is bounded by W−2(lnW )1+(2+α)n ≪ 1 for all n ≤ n0(W ). When lm = lm′ the
factor W−2 lnW comes from Bjm′ lm′ , since no sum over lm′ is needed.
Remark. Note that the representation for the first derivative is special, but the
additional term is easy to handle, since it directly give control over the sums over
Λ, hence we neglect it in the following.
3.3.4 Large volume
We can easily extend the above result from one cube of volume W 2(lnW )α to a
finite union of cubes of this volume. The procedure is independent of the space
dimension and follows [DPS02, Corollary 1]. The idea is to decouple the cubes by
replacing the periodic Laplacian in the covariance by one with Neumann boundary
conditions.
Theorem 3.9. For d = 2 and each fixed α ∈ (0, 1), there exists a value W0(α) such
that for W ≥ W0(α) and Λ a union of N cubes of volume W 2(lnW )α we have for
all E ∈ I
|ρ¯Λ(E)− ρSC(E)| ≤W−2 eNK(lnW )α
|∂nEρ¯Λ(E)| ≤ CnNn eNK(lnW )
α
,
where ρSC is Wigner’s semicircle law (1.2) and Cn depends only on n.
Remark. Note that here n can take any value independent of W .
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Proof. We consider again the dual representations (2.6) and (2.7), apply the steps
of integration by parts described above and pull the sums in front of the integral.
The measure is again bounded by Lemma 3.4, and the determinant det 1 +DB by
Lemma 3.5. When derivatives fall on the determinant, this is replaced by terms
of the form detB detJJ (B−1 + D) for an index set J , which can be bounded in
the same way. Collecting a factor exp(K|Λ|W−2) = exp(NK(lnW )α), we need to
estimate an integral of the form (2.15). Note that all terms in the integral factorize
over the cubes except the measure dµC . Before applying Lemma 3.6, we insert the
partition of the integration domain in each cube separately: 1 =
∏
△
∑5
s△=1
χ[I
s△
△ ].
We estimate the terms ReTrDB and ReV in each cube depending on the region
(as in (3.8), (3.10), (3.11), (3.12), (3.13)). Inserting the quadratic contributions into
the measure and extracting the normalizing factor, we obtain
∑
{s△}△∈Λ
√
det C
−1
C−1fa
det C
−1
C−1fb
∫
dµCfa (a)dµCfb (b)|O(a, b)|e
∑
△ hs△ (a,b)
∏
△
χ[I
s△
△ ],
where we collect all non-quadratic (cubic, linear and constant) terms in hs△(a, b),
and C−1f = C
−1 − fˆm2r , and fˆ =
∑
△,s△>1 f△1△ is a block diagonal matrix. Note
that, for the moment, only the mass in regions with s△ > 1 has been modified. Now
we can bound the normalization factor in each cube as usual since
detC−1
detC−1f
= det[1 + fˆm2rCf ] ≤ det[1 + fˆm2rCNf ] =
∏
△:s△>1
det[1△ + f△m2rC
△,N
f△
] (3.14)
where CNf = (−W 2∆N (1− fˆ)m2r)−1, −∆N is the Laplacian with Neumann boundary
conditions on the cube boundaries, and C△,Nf△ is this covariance restricted to △. To
prove the inequality above, we use Cf ≤ CNf and fˆ ≥ 0 as quadratic forms, and the
minmax-principle to compare the corresponding eigenvalues.
As in [DPS02, Lemma 8], we estimate the characteristic function χ[I3△] by
K exp(±∑j∈△ xaj). A similar bound holds for χ[I4△]. Now, apart from the cubic
contributions in the first region, all terms depending on a or b in the integral are of
the form |a|n or exp((a, v)), for some vector v. The same holds for b. We are then
reduced to estimate an integral of the following form∫
dµCfa (a)dµCfb (b)
∏
△:s△=1
eF△(a)+F△(b)
∏
j∈△
|aj|mj |bj|nj
∏
△:s△>1
e(a,v△)+(b,w△),
where F△(a) = K
∑
j∈△ |aj|3 + |aj |W−2, K > 0 is some constant, nj, mj ≥ 0,
v△, w△ are some vectors. Defining H(a) = (a, C−1fa a)/2−
∑
△:s△=1F△(a) (same for
b), we can apply Brascamp-Lieb (3.6) and (3.9). As a result the integral above is
bounded by
KN e
1
2
(v,Cfav)+
1
2
(w,Cfbw)
∏
△:s△=1
∏
j∈△
√
(2nj−1)!!
√
(2mj−1)!! (Cfa)
mj/2
jj (Cfb)
nj/2
jj (3.15)
where now fˆ =
∑
△ f△1△, and f△ > 0 for all cubes. Note that, to avoid heavy
notations, we write Cf in this case, too. Now we replace Cf by C
N
f in the exponent
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and hence obtain factorized estimates over each cube. Since CNf decays in the same
way as Cf , the bounds now work as before.
Finally, when estimating n derivatives in E, we collect a factor Nn from the
sums over the jk’s.
This result is not sufficient to deal with the case of very large (or infinite) volume.
To handle this case, we introduce in the next section a cluster expansion.
4 Proof of Theorem 2.3
Following [DPS02] we will apply a cluster expansion which is a variation of the
rooted Brydges-Kennedy Taylor forest formula (cf. [Bry86],[AR95a]) to decouple an
appropriate finite region containing the observable from the remaining volume. In
contrast to [DPS02], we perform first the steps of integration by parts described in
Section 3.3.3. This preliminary procedure simplifies the extraction of the correct
decay later. The cluster expansion and the preliminary steps of integrations by
parts are more easily implemented by going back to the original representation of
the integrals (2.2),(2.3) in terms of Bosonic and Fermionic variables, as in App. B.
This is done in Section 4.1 below. In Section 4.2 a cluster expansion is applied to the
supersymmetric representation obtained in Section 4.1. The following Sections 4.3-
4.5 bound the different terms in the cluster expansion. More precisely, in Section 4.3
we give an estimate on the propagators and in Section 4.4 we bound the functional
integral on a finite set of cubes. Section 4.5 is devoted to combining all bounds and
performing the sum over vertex and cube positions as well as the tree structure.
Finally in Section 4.6, we sketch the procedure for the derivatives.
4.1 Supersymmetric representation
To modify the dual representation introduced in Lemma 2.1 we introduce a family
(ρ¯j, ρj)j∈Λ of Grassmann variables (cf. App. A). For each j ∈ Λ we denote byMj the
supermatrix Mj =
(
aj ρ¯j
ρj ibj
)
. Note that the trace is replaced by StrMj = aj − ibj
(cf. (A.5)). With these notations we can state the new representaion.
Lemma 4.1. The integrals in (2.6) and (2.8) can be reorganized to yield
lim
ε→0
1
|Λ|E[TrG
+
Λ(Eε)]− a+s =
∫
dµB(M)e
V(M)a0, (4.1)
lim
ε→0
∂nE
1
|Λ|E[TrG
+
Λ(Eε)] =
∫
dµB(M)e
V(M)a0
n∏
k=0
StrMjk , (4.2)
where the supersymmetric gaussian measure is defined by
dµB(M) := dM e
− 1
2
Str(M,B−1M) = dµB(a, b)dµB(ρ¯, ρ) (4.3)
with product measure dM =
∏
j∈Λ dMj =
∏
j∈Λ daj dbj dρ¯j dρj,
dµB(ρ¯, ρ) :=
∏
j∈Λ
dρ¯j dρj det
[
2pi
B−1
]
e−(ρ¯,B
−1ρ),
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and Str(M,B−1M) =
∑
i,j∈ΛB
−1
ij Str(MiMj), Finally, all non Gaussian terms in
the integral are collected in the exponent V(M) =∑j∈Λ V(Mj), defined by
V(Mj) := − ln Sdet[E¯ −Mj ]− E StrMj − E22 StrM2j
=
∫ 1
0
(1− t)2 Str M
3
(E¯ − tM)3 dt = Vj(a, b) + ρ¯jρjDj ,
(4.4)
where Vj(a, b) is the potential introduced in (2.12). Here we abuse notation by using
the same letter for the potential V(Mj) and V(a, b), since the two expressions are
closely related.
Remark. This representation simplifies the cluster expansion since the covariance
appears only in the Gaussian measure. Note that the normalization constants for
the real and Fermionic variables above cancel each other.
Proof. We replace the determinant in R(a, b) by a Fermionic integral using (A.2)
and collect all remaining terms into the exponent V(M).
The following result is the analog of Lemma 3.7 in this new formalism.
Lemma 4.2. The expressions (4.1) and (4.2) can be reorganized as follows
lim
ε→0
1
|Λ|E[TrG
+
Λ(Eε)]− a+s =
∑
l0∈Λ
B0l0
∫
dµB(M)∂al0 e
V(M) =:
∑
l0∈Λ
B0l0F
(l0)
Λ , (4.5)
lim
ε→0
∂nE
1
|Λ|E[TrG
+
Λ(Eε)] =
∑
l0,...,ln
B0l0
n∏
m=1
Bjmlm
∫
dµB(M)
n∏
m=1
Str ∂Mlm∂al0 e
V(M)
=:
∑
l0,...,ln
B0l0
n∏
m=1
BjmlmF
(l0,...,ln)
Λ , (4.6)
where ∂Mj is defined in (B.5).
Proof. We apply integration by parts as in Lemma 3.7. and use the following
relations: (Str ∂Mi) StrM
n
j = nδij StrM
n−1
j and [Str ∂Mi , Str ∂Mj ] = 0.
Note that ∂al0 moves the local observable a0 in 0 to the local observable ∂al0V(Ml0)
at position l0. Moreover, the B-factors enable summation over j1, . . . , jn and l0.
Remark. In the remaining we will show that applying a cluster expansion to F
(l0)
Λ
and F
(l0,...,ln)
Λ defined in (4.5) and (4.6) yields the stated estimate for the semicircle
law (2.13), but not for the derivatives (2.14), since in this last case one may not
be able to extract enough fine structure to sum over the indices l1, . . . , ln. This
happens when two or more of the lk coincide and we obtain linear terms in M from
the derivatives
∏n
m=1 Str ∂Mlm∂al0 exp(V(M)). In this case, we need to apply again
integration by parts on the resulting field factors before performing the cluster ex-
pansion. Nevertheless, for clarity, we first prove the cluster expansion only for (4.6).
It is easy to see that the same approach works for the (more involved) expression
we obtain after some steps of integration by parts. A detailed description of the
procedure can be found in Section 4.6 below.
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The following lemma will simplify the cluster expansion, since the integrals over
regions without observable contributions turn out to be trivial.
Lemma 4.3. If we restrict the functional integrals F
(l0)
Λ and F
(l0,...,ln)
Λ defined in
(4.5) and (4.6) to a set Y C = Λ\Y not containing l0, we have for m > 0 and indices
lj ∈ Y C for j = 1, . . . , m that
FY C =
∫
dµB
Y C
(M) e
∑
j∈Y C
V(Mj) = 1,
F
(l1,...,lm)
Y C
=
∫
dµB
Y C
(M)
m∏
j=1
Str ∂Mlj e
∑
j∈Y C
V(Mj) = 0,
where BY C is the covariance restricted to the volume Y
C.
Proof. Using the definition of V(M), we can write
FY C =
∫
dM e−
1
2
Str(M,J˜−1M) e(E,StrM)
∫
dΦ¯dΦei(Φ¯,(E¯−M)Φ),
F
(l1,...,lm)
Y C
=
∫
dM e−
1
2
Str(M,J˜−1M) e(E,StrM)
×
(∑
P1,P2
∏
j1∈P1
(−E2 StrMj1)
∏
j2∈P2
Str ∂Mj2
)∫
dΦ¯dΦei(Φ¯,(E¯−M)Φ),
where J˜−1 = B−1
Y C
+ E2 and we insert a superintegral with measure dΦ¯ dΦ =∏
j∈Λ dz¯j dzj dχ¯j dχj for the superdeterminant. In the second line we sum over all
partitions P1 ∪ P2 = {1, . . . , m} with P1 ∩ P2 = ∅. Note that we can rewrite both
Str ∂Mj and StrMj using integration by parts (in Φ for the first, in M and then in
Φ for the second) as ∂E¯ and
∑
k E2J˜−1jk ∂E¯ . For a general Λ′ ⊂ Λ, the restriction of
B−1 to Λ′ does not have the form −W 2∆+ (1− E2), but Re J˜−1 ≥ 1 still holds (cf.
Lemma C.2). Hence we can interchange the measures and perform integration over
M by completing the square. Inserting (B.2), we obtain
FY C = EJ˜
[∫
dΦ¯dΦei(Φ¯,(E+A−H)Φ)
]
= EJ˜ [1] = 1,
F
(l1,...,lm)
Y C
=

∑
P1,P2
∏
j1∈P1
∑
kj1
E2J˜−1j1kj1

 ∂mE¯ EJ˜ [1] = 0
where A is a diagonal matrix with Aj = E
∑
k J˜jk. Note that Im(E + A −H) > 0,
since Re E and Im J˜ have the same sign. Hence the integrals above are well-defined.
4.2 Cluster expansion
In the following, we prove a cluster expansion for the integrals F
(l0)
Λ and F
(l0,...,ln)
Λ
defined in (4.5) and (4.6). We partition a large but finite volume Λ into disjoint
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cubes △ of fixed volumeW 2(lnW )α. By interpolating the covariance, the functional
integral over Λ can be rewritten as a sum of local integrals over unions of these cubes
called polymers. Here, we use a non-standard cluster expansion interpolating in the
real covariance C instead of B and setting B(s) = (C(s)−1+ iσEm2i )
−1 (cf. also the
remark below). This is done in an inductive procedure. Because of the interpolation
in C, we extract a “multi-link” consisting of three edges instead of a single edge in
each step.
Before stating the result, we give a few notations: The volume Λ is divided into
cubes △ of size W 2(lnW )α. Denote by △0 the root cube containing l0. In each step
we extract a generalized cube △˜ = (△,△′,△′′) connected via a multi-link (i, k, k′, j),
where k′ ∈ △, i ∈ △′, j ∈ △′′ and k is in the volume already extracted. The links
(i, k) and (k′, j) are “weak” while (k, k′) is “strong” in the sense that it prescribes
the tree structure. The collection of △0 and the extracted generalized cube is called
the generalized polymer Y˜ = (△0, △˜1, . . . , △˜r).
△0 = △′1 △1 = △′′1
△0
△1 = △′′1
△′1
△0 △1
△′1
△′′1
△0
△′1 = △′′1 △1
i1
k1
k′
1
j1
i1
k1
k′
1
j1
i1
k1 k
′
1
j1i1
k1
k′
1
j1
Figure 1: Some examples for the first generalized cube △˜1 = (△1,△′1,△′′1) extracted
by the first link l1 = (i1, k1, k
′
1, j1) with k1 ∈ △0, k′1 ∈ △1, i1 ∈ △′1 and j1 ∈ △′′1.
The cubes may coincide with the unique constraint △0 6= △1.
Lemma 4.4. For (∗) equals to the set of fixed indices (l0) and (l0, . . . , ln), respec-
tively, we can write F
(l0)
Λ and F
(l0,...,ln)
Λ defined in (4.5) and (4.6) as
F
(∗)
Λ =
∑
Y˜ :
(∗)∈Y˜
∑
T on Y˜ ,
|T |=r
∫
[0,1]r
dsr · · · ds1MT (s)
×
∑
(iq ,jq)
(kq,k′q)
r∏
q=1
Gq(s)iqkqCkqk′qGq(s)k′qjq F
(∗)
T [s]({iq, jq}rq=1),
where Y˜ = (△0, △˜1, . . . , △˜r) is a generalized polymer consisting of the root cube
△0 (containing l0) and r ordered generalized cubes △˜q, q = 1, . . . , r. Each △˜q =
(△q,△′q,△′′q) is a collection of three cubes not necessarily disjoint with the unique
constraint △q ∩ (△0 ∪
⋃q−1
p=1 △˜p) = ∅. For (∗) = (l0, . . . , ln), the generalized polymer
Y˜ needs to contain all the indices l0, . . . , ln. We sum over all ordered trees T on the
generalized polymer, such that the q-th tree link connects △˜q with △0 ∪
⋃q−1
p=1 △˜p.
Each tree link consists of three lines (iq, kq), (kq, k
′
q) and (k
′
q, jq), where the kq −
k′q connection forms the tree structure. Precisely, kq ∈ △0 ∪
⋃q−1
p=1 △˜p is in the
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generalized polymer up to index q − 1, k′q ∈ △q, iq ∈ △′q and jq ∈ △′′q . Note that
the position of △′ and △′′ is arbitrary and they can coincide with each other or an
already extracted cube. For each link, we have an interpolation parameter 0 ≤ sq ≤ 1.
The functional integrals F
(l0)
T and F
(l0,...,ln)
T are defined by
F
(l0)
T [s]({iq, jq}) :=
∫
dµB(s)(M)
r∏
q=1
Str(∂Miq∂Mjq )
[
∂al0 e
V(M)
]
, (4.7)
F
(l0,...,ln)
T [s]({iq, jq}) :=
∫
dµB(s)(M)
r∏
q=1
Str(∂Miq∂Mjq )
[
n∏
m=1
Str ∂Mlm∂al0 e
V(M)
]
,
where B(s) := (C(s)−1 + iσEm2i )
−1 and C(s)ij := sijCij with
sij :=


1 if ∃ q : i, j ∈ △˜q,∏q−1
p=q′ sp if ∃ q′ < q : i ∈ △˜q and j ∈ △˜q′ or vice versa,
0 otherwise,
MT (s) is a product of s factors extracted by the derivative ∂sqB(s). The propaga-
tor Gq(s)
−1 := (1 + iσEm2iC(s))|sp=1∀p>q depends only on the first q interpolation
parameters s1, . . . , sq.
△0
△˜1
△˜2
△˜3
△0 = △′1 = △′2
△1
△′′1 = △′′2
△2
△3 = △′3
△′′3
△0 = △′3
△1 = △′1
△′′1 = △′2
△2 = △′′2
△3 △′′3
i
k
k′
j
i
k
k′
j
i
k
k′
j
i
k
k′
j
ik
k′j
i
k
k′ j
Figure 2: Two examples of links and underlying generalized polymere for a fixed
tree structure on Y˜ . Note that cubes and even the notes can coincide as long as the
conditions kq ∈
⋃q−1
p=1 △˜p ∪△0 and k′q ∈ △˜q are fulfilled.
Remark. The most standard way to do a cluster expansion would be to interpo-
late directly in the total complex covariance B. The propagator G(s)CG(s) would
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then be replaced by B. Nevertheless, in order to bound our expressions, we need
(ReB(s)−1)−1 to behave similar to C, and it is not easy to compare these two oper-
ators.
One may also use a standard cluster expansion (e.g. a Brydges-Kennedy Taylor
forest formula or Erice type cluster expansion [AR95b, Bry86]) in the real covariance
C. Since the propagator G(s)CG(s) has an s-dependence, derivatives in s could also
fall on it, which complicates the algebra involved in factorizing the contributions
from different connected components.
Therefore, we use the same “inductive” interpolation scheme as in [DPS02] (ana-
log to older versions of cluster expansions, cf. [Riv91, Chapter III.1]).
Proof. We construct the cluster expansion by an inductive argument. The large
volume is divided into cubes of size W 2(lnW )α. In the following, we want to extract
the set of cubes interacting with the observable. Therefore, we test if there exists a
connection between the root cube △0 and some other cube △ ⊂ Λ.
We introduce an interpolating covariance B(s1) with 0 ≤ s1 ≤ 1, which satisfies
B(1) = B while B(0) decouples the root cube △0 from the rest of the volume. We
define B(s1)
−1 := C(s1)−1 + iσEm2i , where
C(s1)ij :=
{
s1Cij if i ∈ △0 and j ∈ △ 6= △0 or vice versa,
Cij otherwise.
This is equivalent to C(s1) = s1C + (1 − s1)(C△0△0 + C△C0 △C0 ), where C△△ is the
covariance C restricted to the set △. By this definition, C(s1) is still a positive
operator because it is a convex combination of positive operators. Define
F
(l0)
Λ [s1] :=
∫
dµB(s1)(M)∂al0 e
V(M)
and F
(l0,...,ln)
Λ [s1] similarly. Note that for s1 = 1 we have F
(∗)
Λ [s1]|s1=1 = F
(∗)
Λ . By the
fundamental theorem of calculus
F
(∗)
Λ [s1]|s1=1 = F
(∗)
Λ [s1]|s1=0 +
∫ 1
0
ds1 ∂s1F
(∗)
Λ [s1].
F
(∗)
Λ [s1]|s1=0 corresponds to decoupling △0 from the remaining volume. By Lemma
4.3, the integral over △C0 yields one in the case ∗ = l0 or if all indices l0, . . . , ln are
in △0, and zero otherwise. The derivative is written by integration by parts as∫
∂s1 dµB(s1)(M)[·] =
∫
dµB(s1)(M)
∑
i1j1
∂s1B(s1)i1j1
1
2
Str ∂Mi1∂Mj1 [·],
Moreover, the propagator ∂s1B(s1)i1j1 gives three connections
∂s1B(s1)i1j1 =
∑
△1 6=△0
∑
k1∈△0
k′1∈△1
G(s1)i1k1Ck1k′1G(s1)k′1j1 +G(s1)i1k′1Ck′1k1G(s1)k1j1,
where G(s1) = (1+ iσEm
2
iC(s1))
−1. Since the matrices C and G(s1) are symmetric,
one can rewrite the second summand as G(s1)j1k1Ck1k′1G(s1)k′1i1 . To sum the two
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terms, note that the supertrace is invariant under changing i1 and j1. Therefore we
obtain
∂s1F
(∗)
Λ [s1] =
∑
(i1,j1)
(k1,k′1)
(
G(s1)i1k1Ck1k′1G(s1)k′1j1
)
F
(∗)
Λ [s1]((i1, j1)),
where
F
(l0)
Λ [s1]((i1, j1)) =
∫
dµB(s1)(M) Str ∂Mi1∂Mj1∂al0 e
V(M)
and F
(l0,...,ln)
Λ [s1]((i1, j1)) is defined similarly.
For each pair (k1, k
′
1) with k1 ∈ △0 and k′1 ∈ △1, there is a strong connection
between △0 and △1, but there is no corresponding derivative in the functional
integral as for i1 and j1. If i1 or j1 belong to some cube △ * △0 ∪ △1, they give
some additional connections. Therefore, the first step of induction extracts a link
consisting of three connection between the four points i1, j1, k1 and k
′
1. This link
connects △0 to a set of one, two or three new cubes, which we call the generalized
cube △˜1 (cf. Figure 1).
Now, we fix (i1, j1), (k1, k
′
1) corresponding to a connection between △0 and △˜1.
We test if there is a connection between △˜0,1 = △0 ∪ △˜1 and any other cube △′.
For this, we define for 0 ≤ s2 ≤ 1 the real interpolating covariance as
C(s1, s2)ij =
{
s2C(s1)ij if i ∈ △˜0,1 and j /∈ △˜0,1 or vice versa,
C(s1)ij otherwise.
We can write C(s1, s2) again as a convex combination of positive operators
C(s1, s2) = s2C(s1) + (1− s2)(C△˜0,1△˜0,1(s1) + C△˜C0,1△˜C0,1(s1)),
thus C(s1, s2) is still positive. Now, F
(∗)
Λ [s1]((i1, j1)) = F
(∗)
Λ [s1, s2]((i1, j1))|s2=1. By
the fundamental theorem of calculus
F
(∗)
Λ [s1, s2]((i1, j1))|s2=1 = F
(∗)
Λ [s1, s2]((i1, j1))|s2=0 +
∫ 1
0
ds2 ∂s2F
(∗)
Λ [s1, s2]((i1, j1)).
As before F
(∗)
Λ [s1, s2]((i1, j1))|s2=0 corresponds to the functional integral restricted to
△˜0,1 (if all indices l0, . . . , ln are in △˜0,1, otherwise it is zero). The derivative in s2 of
F
(∗)
Λ [s1, s2]((i1, j1)) gives∑
(i2,j2),(k2,k′2)
k2∈△˜0,1,k′2 /∈△˜0,1
[
G(s1, s2)i2k2C(s1)k2k′2G(s1, s2)k′2j2
]
F
(∗)
Λ [s1, s2]((i1, j1), (i2, j2)).
Note that i2 and j2 are arbitrary but k2 needs to be in △˜0,1 and k′2 in a new cube.
We repeat this argument until we construct all possible connected components
containing the root cube. Note that in the second case, only generalized polymers
containing all indices l0, . . . , ln give a non-zero contribution. This is a finite sum for
Λ fixed. The kr − k′r connections build a tree structure on the generalized cubes,
while the positions of ir and jr are arbitrary (cf. Figure 2).
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4.3 Decay of Gq(s) and B(s)
First we determine the decay of the propagator Gq(s) and the interpolated complex
covariance B(s). Note that, for C(s), we can simply use that C(s)ij ≤ Cij.
Lemma 4.5. The decays of B(s) and Gq(s), respectively, are given by
|B(s)ij| ≤ |Cij|+ KW 2 e−f
mr
W
|i−j|
|Gp(s)ij| ≤ δij + |Cij|+ KW 2 e−f
mr
W
|i−j|
where f = inf[1/2, g] with a constant g < 1 independent of W .
Remark. Note that the decay of B(s) and G(s) is bounded by
|Cij|+ KW 2 e−f
mr
W
|i−j| ≤
{
K
W 2
ln
(
W
mr(1+|i−j|)
)
if |i− j| ≤ W
mr
,
K
W 2
e−f
mr
W
|i−j| if |i− j| > W
mr
.
Proof. The proof works exactly like the one in [DPS02, Lemma 15], replacing the
three dimensional decay (3.3) with the two dimensional decay given in (3.2), the key
relation being
∑
k∈Λ(C(s)jk exp(µ|k − j|))2 ≤ KW−2 for µ < mr/(2W ).
4.4 Bounding the functional integrals
To estimate (4.7), we fix a generalized polymer Y˜ and indices {iq, jq}, and we de-
fine J = {iq, jq : q = 1, . . . , r} ⊆ Y as the set of all derived indices. Then the
corresponding integrand can be written as
r∏
p=1
Str ∂Mip∂Mjp
[
∂al0 e
V(M)
]
= ∂al0
∏
j∈Y/J
eV(Mj)
∑
d∈D
∏
j∈J
∂
dj
Mj
eV(Mj)
where ∂
dj
Mj
:= ∂
dj (a)
aj ∂
dj(b)
bj
∂
dj(ρ¯)
ρ¯j ∂
dj(ρ)
ρj , and D = {d = {dj}j∈J } is a set of multi-
indices with dj = (dj(a), dj(b), dj(ρ¯), dj(ρ)). Note that dj(ρ¯), dj(ρ) ∈ {0, 1} and
|dj| := dj(a) + dj(b) + dj(ρ¯) + dj(ρ) equals the multiplicity of j in J . For the case
j = l0, we have an additional derivative in al0 which needs to be treated separately.
Computing the derivatives for each j ∈ J ∪ {l0} and each multi-index dj,
∂
δjl0
al0
∂
dj
Mj
eV(Mj) =
∑
rj
M
rj
j Cdj ,rj(aj , bj)e
Vj(a,b) e−ρ¯jρjDj(a,b)[1−dj (ρ¯)dj(ρ)],
where M
rj
j := a
rj(a)
j b
rj(b)
j ρ¯
rj(ρ¯)
j ρ
rj(ρ)
j , rj = (rj(a), rj(b), rj(ρ¯), rj(ρ)) are the remaining
powers of the variables inM, and Cdj ,rj (aj, bj) is a bounded function remaining after
derivatives have been taken. Note that we use the notation dj = 0 for j /∈ J , and
the same for rj for j /∈ J ∪ {l0}. Using the definitions (4.4), (2.11), (2.12), and the
relation ∂da exp(V (a)) =
∑d
k=1
(
d
k
)
∂d−ka
[
(∂aV (a))
k
]
exp(V (a)), one can see that
|Cdj ,rj(aj , bj)| ≤ Kdj(a)+dj (b)dj(a)!dj(b)!
independent of rj for all (aj , bj) configurations. Note that nj := |rj| + |dj| ≥ 3 and
|rj| ≤ 3|dj| for all j ∈ J \{l0}. If l0 /∈ J , we have |rl0| = 2 and if l0 ∈ J , we have at
least nl0 ≥ 2.
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Lemma 4.6. The functional integral (4.7) is bounded by
|F (l0)T [s]({iq, jq})| ≤ K |Y |(lnW )
α
1
∑
d∈D
∑
{rj}j∈J
∏
△∈Y
[
K
n△
2 r△!
∏
j∈J∩△
dj!
(
lnW
W 2
) rj
2
]
, (4.8)
where K1 and K2 are constants, and |Y | denotes the number of cubes in Y .
Proof. We first compute the Fermionic integral and estimate the resulting deter-
minant (see the two lemmas below). We obtain∣∣∣∣∣
∫
dµB(s)(ρ¯, ρ)e
−∑j∈J4 ρ¯jρjDj
(∏
j∈J1
ρj ρ¯j
)(∏
j∈J2
ρj
)(∏
j∈J3
ρ¯j
)∣∣∣∣∣ (4.9)
≤
∏
△∈Y
r△(ρ)r△(ρ)r△(ρ¯)r△(ρ¯)
(√
lnW
W
)r△(ρ)+r△(ρ¯)
eReTr(B(s)D)J3∪J4,J3∪J4 eK(|Y |(lnW )
α+|J |),
where Y =
⋃5
j=1 Jj is a partition given by
J1 = {j ∈ Y : rj(ρ) = rj(ρ¯) = 1},
J2 = {j ∈ Y : rj(ρ) = 1, rj(ρ¯) = 0},
J3 = {j ∈ Y : rj(ρ) = 0, rj(ρ¯) = 1},
J4 = {j ∈ Y : rj(ρ) = rj(ρ¯) = 0, dj(ρ) = dj(ρ¯) = 0},
J5 = {j ∈ Y : rj(ρ) = rj(ρ¯) = 0, dj(ρ) = dj(ρ¯) = 1}.
The remaining Bosonic functional integral is bounded by generalizing the results
of the finite volume case. We first insert the partition into the different domains of
integration for each cube separately. In I1 we need the factors |aj|rj(a)|bj |rj(b) of M rjj
since they give additional small factors of order W−1(lnW )1/2. In the other regions
these factors can be bounded by exp(Vj(a, b)) and we include them into C(aj)C(bj).
Summarizing the above procedure, we estimate |F (l0)T [s]({iq, jq})| by
eK(|Y |(lnW )
α+|J |)
∫ ∣∣dµB(s)(a, b)∣∣ eReTr(B(s)D)J3J3+ReTr(B(s)D)J4J4 ∏
j∈Y
∣∣eVj(a,b)∣∣
×
∑
d∈D
∑
{rj}j∈J
∏
△∈Y
r△(ρ)r△(ρ)r△(ρ¯)r△(ρ¯)
W r△(ρ)+r△(ρ¯)
×
∏
j∈J∩△
(
χ[I1△]|aj |rj(a)|bj |rj(b) + χ[(I1△)C ]
)
Kdj(a)+dj (b)dj(a)!dj(b)!
We first apply Lemma 3.4 which also holds for B(s) and C(s). Proceeding as in
the proof of Theorem 3.9 we insert the bounds of Lemma 3.6. As a result we
obtain (3.14) and (3.15) with C replaced by C(s) and Cf replaced by Cf(s) =
(C(s)−1 − fm2r)−1 > 0. Now we have C(s) < CN = (−W 2∆N +m2r)−1 since C(s)
can be represented as a quadratic form of block diagonal pieces of C and each of
these is smaller (as a quadratic form) than CN by the arguments of Lemma C.2.
This decouples the different cubes. In I1 we obtain for each j ∈ J a factor
rj(a)!rj(b)!
(
K(lnW )1/2
W
)rj(a)+rj (b)
.
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In the other regions we extract this factor from the exponential decay. The factorials
in dj(a) and dj(b) are bounded by dj! and the factors in r△ are bounded by Kr△r△!.
Finally, we end up with (4.8). Note that we obtain an additional factor W−2 lnW
in the case, where l0 /∈ J . In the other case, we extract the precision later.
Lemma 4.7. The Fermionic integral (4.9) can be written as
∏
△∈Y
r△(ρ)r△(ρ)r△(ρ¯)r△(ρ¯)
(√
lnW
W
)r△(ρ)+r△(ρ¯)
σ detM, (4.10)
where σ is a sign and the matrix M is given by M = (MJiJj)
5
i,j=1 with blocks
(MJiJj)αβ =
(
W 2
r△(ρα)r△(ρ¯β) lnW
B(s)αβ
)
α∈Ji,β∈Jj′
for i, j ∈ {1, 2},
(MJiJj)αβ =
(
W
r△(ρα)
√
lnW
(DB(s))αβ
)
α∈Ji,β∈Jj
for i ∈ {1, 2} and j ∈ {3, 4},
(MJiJj)αβ =
(
W
r△(ρ¯β)
√
lnW
B(s)αβ
)
α∈Ji,β∈Jj′
for i ∈ {3, 4, 5} and j ∈ {1, 2},
(MJiJj)αβ = ((1 +DB(s))αβ)α∈Ji,β∈Jj for i ∈ {3, 4, 5}, j ∈ {3, 4},
(MJiJj)αβ = 0 for i ∈ {1, 2, 3, 4}, j = 5,
(MJiJj)αβ = δαβ for i = j = 5,
where j′ = 1 for j = 1 and j′ = 3 for j = 2.
Proof. Note that the integral is zero unless |J2| = |J3| because of the symmetry of
the Fermionic Gaussian integral. Computing the Fermionic integral (4.9) by (A.3),
it is equal to
σ detB(s)detJ1∪J3,J1∪J2(B(s)
−1 + D˜),
where σ is a sign, D˜ is a diagonal matrix with D˜j = Dj [1− dj(ρ¯)dj(ρ)] and detIJ A
is the determinant of the minor of A, where the rows with indices in I and the
columns with indices in J are crossed out. Since we estimate the absolute value in
the next step, we do not need the precise sign. We assume without loss of generality
that the indices j ∈ Λ are ordered such that B(s) is a block matrix of the form
B(s) = (B(s)JiJj)
5
i,j=1 and B(s)Ji,Jj = (B(s)αβ)α∈Ji,β∈Jj .
To simplify this expression the minor is extended to a |Λ| × |Λ| matrix without
changing the determinant up to a sign in the following way:
M1 =


A ∗ ∗ ∗ ∗
0 0 (B(s)−1)J2J3 (B(s)
−1)J2J4 (B(s)
−1)J2J5
0 A′ ∗ ∗ ∗
0 0 (B(s)−1)J4J3 (B(s)
−1 +D)J4J4 (B(s)
−1)J4J5
0 0 (B(s)−1)J5J3 (B(s)
−1)J5J4 (B(s)
−1)J5J5

 ,
where the blocks A and A′ have determinant one. The blocks ∗ can be chosen
arbitrarily. We choose A and A′ as the identity, (M1)J1J2 = 0 and the other freely
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selectable blocks (M1)JiJj as (B(s)
−1 +D)JiJj . By multiplying with B(s) from the
left, we obtain
M˜ = B(s)M1 =


B(s)J1J1 B(s)J1J3 (B(s)D)J1J3 (B(s)D)J1J4 0
B(s)J2J1 B(s)J2J3 (B(s)D)J2J3 (B(s)D)J2J4 0
B(s)J3J1 B(s)J3J3 (1 +B(s)D)J3J3 (B(s)D)J3J4 0
B(s)J4J1 B(s)J4J3 (B(s)D)J4J3 (1 +B(s)D)J4J4 0
B(s)J5J1 B(s)J5J3 (B(s)D)J5J3 (B(s)D)J5J4 (1)J5J5


Extracting a factor r△j(ρ)
√
lnW/W for each j ∈ J1 ∪ J2 from lines J1 and J2 and
a factor r△j (ρ¯)
√
lnW/W for each j ∈ J1 ∪ J3 from columns J1 and J2, we obtain
(4.10). Note that columns of B(s) with indices in J3 become columns with indices
in J2 in M˜ such that we need to extract the factors from column J2.
Lemma 4.8. The determinant of the matrix M can be bounded by
| detM | ≤ K eReTr(B(s)D)J3∪J4,J3∪J4 eK(|Y |(lnW )α+|J |).
Proof. We use the usual bound for determinants (3.4) with A =M − 1. Since
TrA∗A =
5∑
i,j=1
Tr(AJiJj)
∗AJiJj and Tr(AJiJj)
∗AJiJj =
∑
α∈Ji,β∈Jj
A¯αβAαβ ,
each block can be bounded separately. For j = 5 and all i the trace above is zero.
For i = 3, 4, 5 and j = 3, 4, we have AJiJj = (DB(s))JiJj and we estimate
Tr(AJiJj)
∗AJiJj =
∑
α∈Ji,β∈Jj
|B(s)αβ|2|Dβ|2 ≤ K
∑
α∈Y
1
W 2
≤ K|Y |(lnW )α,
where we used |Dβ| ≤ K and the decay of B(s) (Lemma 4.5). For i = 1, 2 and
j = 3, 4, we only have off-diagonal terms and AJiJj =
(
W
r△(ρ)
√
lnW
B(s)D
)
JiJj
. Using
r△ ≥ 1 and |Dβ| ≤ K, we estimate
Tr(AJiJj)
∗AJiJj ≤ K W
2
lnW
∑
α∈Ji,β∈Jj
|B(s)αβ|2 ≤ K W 2lnW
∑
α∈Ji
1
W 2
≤ K |J |
lnW
,
where the sum over β ∈ Jj is extended to β ∈ Λ. We bound the trace similarly for
the case i = 3, 4, 5 and j = 1, 2, where AJiJj =
(
W
r△(ρ¯)
√
lnW
B(s)
)
JiJ ′j
. Extending the
sum over α ∈ Ji to α ∈ Λ, we end up with
Tr(AJiJj)
∗AJiJj ≤ W
2
lnW
∑
α∈Ji,β∈Jj
|B(s)αβ|2 ≤ K W 2lnW
∑
βJj
1
W 2
≤ K |J |
lnW
,
For i, j = 1, 2, we have AJiJj =
(
W 2
r△(ρ)r△(ρ¯) lnW
B(s)− 1
)
JiJ ′j
. Summing the trace of
the quadratic term and the corresponding block of ReTrA, terms linear inM cancel
and we end up with
1
2
Tr((MJiJj)
∗ − 1)(MJiJj − 1) + ReTr(MJiJj − 1) ≤ 12 Tr(MJiJj )∗MJiJj .
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Now, the term Tr(MJiJj )
∗MJiJj is bounded by using the factor r△ explicitly. Rewrit-
ing the sum over α ∈ Ji and β ∈ Jj into a sum over cubes, we obtain
Tr(MJiJj)
∗MJiJj ≤
∑
α∈Ji,β∈Jj
W 4
r△α(ρ)2r△β(ρ¯)2(lnW )2
|B(s)αβ|2
≤
∑
△:△∩Ji 6=∅
△′:△′∩Jj 6=∅
∑
α∈△∩Ji
β∈△′∩Jj
W 4
r△(ρ)2r△′(ρ¯)2(lnW )2
|B(s)αβ|2.
The number of summands in the second sum is bounded by r△(ρ)r△′(ρ¯). Applying
the estimate |α− β| ≥W (dist(△α,△β)− 1) and the decay of B(s), we end up with
Tr(MJiJj)
∗MJiJj ≤
∑
△:△∩Ji 6=∅
△′:△′∩Jj 6=∅
K
r△(ρ)r△′ (ρ¯)(lnW )
2
(
δdist(△,△′)−1< 1
mr
ln2
[
W
mr
1
W (dist(△,△′)−1)+1
]
+ δdist(△,△′)−1≥ 1
mr
e−mr(dist(△,△
′)−1)
)
,
where the factorW 4 cancels. The sum over△′ is bounded by a constant independent
of W because of the exponential decay. Therefore,
Tr(MJiJj)
∗MJiJj ≤ K
∑
△:△∩Ji 6=∅
1
r△(ρ)
≤ K|J |.
Combining these estimates, we end up with the result.
4.5 Summing up
In this section we will put together the estimates above to complete the proof. The
large factorials and combinatoric factors arising from the bound of the functional
integral and the sum over the cube positions will be controlled by fractions of the
exponential decay of Gq(s)CGq(s), while the non-exponential part will allow to sum
over the vertex positions i, j, k, k′ inside each fixed cube. Finally the sum over the
tree structure will be achieved by a standard argument.
Reorganizing W factors. Before performing the estimates, we extract additional
W factors from G as follows:
r∏
q=1
|Gq(s)iqkq | |Ckqk′q | |Gq(s)k′qjq |
∏
△∈Y
(
(lnW )1/2
W
)r△
(4.11)
=
r∏
q=1
∣∣∣ W 2lnWGq(s)iqkq ∣∣∣ ∣∣ lnWW 2 Ckqk′q∣∣ ∣∣∣ W 2lnWGq(s)k′qjq∣∣∣ ∏
j∈J∪{l0}
(
(lnW )1/2
W
)nj
,
where we remember that dl0 = 0 and rl0 = 2 if l0 /∈ J .
30
Factorials. We extract a small fraction of the exponential to control finite powers
of factorials d△!p. The number d△ counts the number of multi-link starting points
iq and endpoints jq inside △. Denoting by q0 the first (smallest) index in this family,
one can see that for all q > q0, the cubes containing the vertex k
′
q are pairwise
disjoint and different from △. For d△ large, more than half of these cubes have
distance of order W (lnW )α/2d
1/2
△ from △ since we are in a finite dimensional space.
Therefore we gain a factor of order exp(−(lnW )α/2d3/2△ ) from the exponential decay
of GCG. A small fraction from this beats finite powers of factorials in d△ and n△:
r∏
q=1
e−ε|iq−kq|/W e−ε|kq−k
′
q|/W e−ε|k
′
q−jq|/W ≤
∏
△
K
d△!p
≤
∏
△
K
n△
n△!p/4
, (4.12)
where we used n△ ≤ 4d△ in the last step.
Applying Lemma 4.6, the bound of the factorials (4.12) and the reorganization
of the W factors in (4.11), we have
r∏
q=1
(|Gq(s)iqkq ||Ckqk′q ||Gq(s)k′qjq |) |FT [s]({iq, jq})| (4.13)
≤ lnW
W 2
K(lnW )
α
[
r∏
q=1
e−f
′d(△′q ,△q)/W e−f
′d(△q ,△A(q))/W e−f
′d(△A(q) ,△′′q )/W
]
×
∑
d∈D
∑
{rj}j∈J
(
K(lnW )
α
(lnW )1/2
W
)nl0−2 ∏
j∈J\{l0}
(
K(lnW )
α
(lnW )1/2
W
)nj r∏
q=1
G˜iqkqC˜kqk′qG˜k′qjq
where f ′ = fmr − ε is the remaining mass, d(△,△′) is the distance between the
centers of the cubes △ and △′, and G˜ and C˜ are the prefactors of the exponential
decay of G and C given by
C˜ij =δ|i−j|≤W
mr
K lnW
W 4
ln
(
W
mr
1
|i−j|+1
)
+ δ|i−j|> W
mr
K lnW
W 7/2|i−j|1/2
G˜ij =δij
W 2
lnW
+ δ|i−j|≤W
mr
K
lnW
ln
(
W
mr
1
|i−j|+1
)
+ δ|i−j|> W
mr
1
lnW
.
Sum over the vertex position inside each cube. Remember that △˜q =
(△q,△′q,△′′q), q = 0, . . . r. For each △˜q we call △˜A(q) the ancestor of △˜q in the
tree, and △A(q) the cube in △˜A(q) containing kq. Let us now fix the tree structure
T, the position of the above cubes, and the multiplicities d ∈ D.
Lemma 4.9. The sum over the vertex positions iq, jq, kq, k
′
q compatible with the
above constraints is bounded by
(T,d)∑
iq∈△′q,jq∈△′′q
kq∈△q ,k′q∈△A(q)
r∏
q=1
G˜iqkqC˜kqk′qG˜k′qjq ≤ Kdl0 (lnW )αdl0
∏
j∈J\{l0}
KdjW 2(lnW )5dj/2
(4.14)
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Proof. Each multi-link consists of four vertices iq, jq, kq, k
′
q, where kq and k
′
q must
belong to different cubes while iq and jq are arbitrary. For j = iq or j = jq, we say
• j is new in step q if the qth multi-link extracts j and j was never extracted before.
• j is old in step q if the qth multi-link extracts j and j was already extracted.
Since the multi-indices d and the tree structure are fixed, the fact that j is old or
new is preserved when summing over its position inside the cubes. We consider the
different cases. Note that we only sum over iq and jq if they are new. If both iq
and jq are of the same type (old or new), we distribute the resulting factor to both
indices. If one is old and one is new, the resulting factor counts only for the new
index.
a) iq 6= jq and both iq and jq are new. We sum over iq and jq:∑
kq∈△kq
∑
iq∈△iq
G˜iqkq
∑
k′q∈△k′q
C˜kqk′q
∑
jq∈△jq
G˜k′qjq ≤ KW 4(lnW )9α/2−1
Therefore, we pay a factor W 2(lnW )9α/4−1/2 for iq and the same factor for jq.
b) iq 6= jq and iq is new and jq is old. The same estimate holds for iq old and
jq new. Then we sum only over iq.∑
k′q∈△k′q
G˜k′qjq
∑
kq∈△kq
C˜kqk′q
∑
iq∈△iq
G˜iqkq ≤ KW 2(lnW )7α/2−1.
Hence, we need to bound a factor W 2(lnW )7α/2−1 for iq and no factor for jq.
c) iq 6= jq and iq and jq are old. Then, iq and jq are both fixed and∑
kq∈△kq
G˜iqkqW
−4 ln2W
∑
k′q∈△k′q
G˜k′qjq ≤ K(lnW )2α,
where we bound C˜kqk′q ≤W−4 ln2W . For both iq and jq we collect a factorK(lnW )α.
d) iq = jq and iq is new. Then, we sum over iq∑
kq∈△kq
∑
k′q∈△k′q
C˜kqk′q
∑
iq∈△iq
G˜iqkqG˜k′qiq ≤ KW 2(lnW )5α/2
and obtain a factor W 2(lnW )5α/2 for iq and no factor for jq.
e) iq = jq and iq is old. Then, iq is fixed and∑
kq∈△kq
G˜iqkqW
−4 ln2W
∑
k′q∈△k′q
G˜k′qjq ≤ K(lnW )2α.
We gain a factor (lnW )α for iq and jq. Note that for l0 ∈ J , l0 is always old.
Combining the products over j ∈ J in (4.13) and (4.14) we obtain∏
j∈J\{l0}
(
K(lnW )
α
(lnW )1/2
W
)nj
KdjW 2(lnW )5dj/2 ≤
∏
j∈J\{l0}
(
K(lnW )
α
(lnW )3
W 1/3
)nj
, (4.15)
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where we used nj ≥ 3 for all j ∈ J , j 6= l0. The point j = l0 is special since nl0 ≥ 2.
But since the position l0 is fixed, l0 is always “old” and we obtain(
K(lnW )
α (lnW )1/2
W
)nl0−2
(K(lnW )α)dl0 . (4.16)
Finally, we perform the sum over the multi-indices d and r, compatibles with the
fixed tree structure. The sum over rj = (rj(a), rj(b), rj(ρ¯), rj(ρ)) gives a factor K
r
since |rj| ≤ 3|dj| and
∑
j∈J |dj| = 2r. The sum over dj = (dj(a), dj(b), dj(ρ¯), dj(ρ))
can be estimated by an integral over a simplex of length r, giving an additional
factor Kr.
Combining these factors with (4.15) and (4.16) we obtain the bound gr−1, where
g = K(lnW )
α
W−1/3+ε with 0 < ε≪ 1/3, hence g ≪ 1 for W large.
Sum over the cube position and the tree structure. For a fixed tree structure
we use the remaining exponential decay of GCG to sum over the positions of the all
cubes inside △˜q for all 1 ≤ q ≤ r, starting from the leafs (i.e. vertices with degree 1)
and going towards the root △0. For each multi-link connecting a generalized cube
△˜q to its ancestor △˜A(q) the position of △q,△′q and △′′q is summed over using the
exponential decay of GCG. This costs only a constant factor for each cube. Finally
we pay a factor 3 to choose the position of the ancestor in △˜A(q). We end up with
∣∣∣F (l0)Λ ∣∣∣ = lnWW 2 eK(lnW )α
[
1 +
∑
r≥1
∑
T unordered
∑
orders
∫
[0,1]r
r∏
q=1
dsq|MT (s)| gr−1
]
.
Integrating over the interpolating factors s cancels the last sum over the orders
of the trees (cf. [Riv91, Lemma III.1.1]):
∑
orders
∫
[0,1]r
∏r
q=1 dsq|MT (s)| = 1. The
remaining sum is written as
∑
r≥1
∑
T
gr−1 ≤ 1 +
∑
r≥2
∑
T
√
gr =
∑
deg△˜0
≥1
deg△˜0∏
i0=1
√
g

 ∑
deg△˜i0
≥1
deg△˜i0
−1∏
i1=1
√
g
∑
. . .

 ,
where deg△˜ denotes the degree of the generalized cube △˜ in the tree T . Since
g ≪ 1, we can sum from the leaves towards the root using a standard procedure
(cf. [DPS02, Section 6.3.4]) and bound the sum above by a constant. It suffices to
assume
√
g < 1/4 to make this procedure work. Hence W0(α) need to be chosen
large enough that K(lnW )
α
W−1/3+ε < 1/16 for all W ≥ W0(α). Finally we estimate
the sum over l0 using the exponential decay of |B0l0 |. As a result∣∣∣∣
∫
dµB(M)e
V(M)a0
∣∣∣∣ ≤∑
l0∈Λ
|B0l0|
∣∣∣F (l0)Λ ∣∣∣ ≤ lnWW 2 eK(lnW )α.
This proves the first part of Theorem 2.3.
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4.6 Derivatives
Bounding the derivative is similar to the procedure above. Our starting point is∑
j1,...,jn
∑
l0,...,ln
B0l0
n∏
m=1
BjmlmF
(l0,...,ln)
Λ .
Since the B factors control the sums over l0 and over the jm’s, we have only n
remaining sums of l1, . . . , ln over the volume Λ. We observe that a cluster expansion
of F
(l0,...,ln)
Λ extracts only trees such that all indices l0, . . . , ln are in the connected
cluster. We can extract a fraction of the exponential decay of GCG to sum over
the ’coarse’ position of the l0, . . . , ln, i.e. the position of the cubes containing the
indices. Finally, to sum over the index position inside each cube, we need to extract
at least a factor (W 2(lnW )α)−1 for each l1, . . . , ln.
As mentioned above, applying the cluster expansion directly to F
(l0,...,ln)
Λ is not
enough to extract this fine structure. Problems arise when two or more of the
lj’s coincide and we have contributions from
∏n
m=1 Str ∂Mlm∂al0 exp(V(M)) of the
form (Str ∂Ml)
nV(Ml) with n ≥ 2. Since the lowest order contribution of V(M) is
cubic, we obtain linear or constant terms in M . Note that constant terms vanish,
since (Str ∂Mi)
n StrMnj = δijn! Str 1 = 0. Linear terms may display a problem if a
derivative of the cluster expansion falls on them. In this case, we have no field factor
left and we gain only only W−1(lnW )1/2 from the derivative (cf. eq. (4.11)) of the
cluster expansion, which is not enough for the fine structure estimates.
In the special case l0, problems arise for terms of the form (Str ∂Ml0 )
n∂al0V(Ml0),
with n ≥ 1, since we obtain again linear or constant terms in al0 . For linear terms
we have the same problem as above. Note that also in this case the constant term
vanishes since the whole integral corresponds to the derivative of a constant (cf.
proof of Lemma 2.2 and Lemma 4.3) except in the special case when n ≥ 2 and all
lk coincide. Indeed, in this case the integral coincides with (2.4) and hence yields
one, but this is no problem since we can sum over the remaining indices using the
B factors.
To solve these problems, we apply integration by parts on the linear contributions
of the form StrMlj with lj 6= l0 as in (B.4) before performing the cluster expansion.
Each new B factor that we obtain ensures summation over at least one old index,
while a new index to be summed, coupled with an Str ∂M , appears. Again, the
derivative may fall on the exponential exp(V(M)) (extracting a new term StrM2 at
lowest order) or a prefactor StrMn for n ≥ 1. If n = 1 the integral vanishes by the
same arguments as above. For n = 2 we obtain a new linear term, where we need
to perform integration by parts. In all other cases we obtain enough fine structure.
Note that the procedure ends after at most 2n steps.
Again a derivative falling on another linear contribution vanishes since by the
same arguments as above. Therefore we end up with functional integrals of the form∑
k∈Λ∀k∈K
∫
dµB(M)a
mk0
k0
∏
k∈K
StrMmkk e
V(M)
where mk0 ≥ 1, mk ≥ 2 and |K| ≤ n. Note that again the index k0 is special and
a constant term i.e. mk0 = 0 means the integral corresponds to the derivative of a
constant.
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Applying here the cluster expansion yields a connected tree containing all indices
k0, . . . , kn. We obtain a functional integral of the form
F
(k0,...,kn)
T [s]({iq, jq}) =
∫
dµB(s)(M)
r∏
q=1
Str(∂Miq∂Mjq )
[
a
mk0
k0
∏
k∈K
StrMmkk e
V(M)
]
and bound it similar to Lemma 4.6. Note that the indices k0, . . . , kn need to be
treated separately as l0 before. We obtain nk0 ≥ 1 and nk ≥ 2 for k ∈ K. Since
we sum later over these indices, they are ’old’ and hence we obtain at least a total
factor W−(2n+1)(lnW )n. Collecting all W contributions we get
W 2n(lnW )nαW−(2n+1)(lnW )n eK(lnW )
α
= W−1(lnW )n(α+1) eK(lnW )
α ≤ 1
for W large enough (depending on n). Note that the first factor comes from the
sum over the index position inside each cube, and the last from the contribution of
the root cube (see end of Section 4.5).
A Supersymmetric Formalism
We will summarize the main ideas of the supersymmetric formalism (see [Efe97] for
an easy-to-read introduction and [Ber87] for a detailed description).
Definition A.1 (Grassmann algebra). Let N ∈ N and let V be a vector space over
a field K with basis (α1, ..., αN) and denote the antisymmetric tensor product by
∧ : V × V → V ⊗as V,
(v, w) 7→ v ∧ w = vw = −wv.
The corresponding Grassmann algebra is defined by
A :=
⊕
k≥0
V k,
where V 0 = K, V 1 = V and V k = V k−1⊗asV for k ≥ 2. This is an associative algebra
with unit. We distinguish between the subsets of even elements A0 := ⊕k≥0 V 2k
and odd elements A1 := ⊕k≥0 V 2k+1. While the even elements form an algebra
again, this is not true for A1. Even elements commute with all elements in the
Grassmann algebra and are called Bosonic variables. On the other hand, two odd
elements anticommute and are called Fermionic (or Grassmann) variables.
The generators (α1, ..., αN) of A are Grassmann variables, and are provided with
the anticommutation property αiαj = −αjαi for all i, j = 1, ..., N . Note that this
directly implies α2i = 0. Hence, any element in A is a finite polynomial of the form
f(α1, ..., αN) = f0 +
N∑
k=1
∑
i1<...<ik
fi1,...,ikαi1 · · ·αik ,
where f0, fi1,...,ik ∈ K and f0 is called spectrum of f(α1, ..., αN).
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Definition A.2 (Grassmann integration). As a formal symbol, we define the in-
tegral over a Grassmann variable as
∫
dαi 1 = 0 and
∫
dαi αi =
1√
2pi
. To define
integration of multiple variables, we assume Fubini’s theorem applies, but the dif-
ferentials anticommute.
Notation. To keep the notation as short as possible, we write for any two families
(ζi)i∈I and (ξi)i∈I of Bosonic and/or Fermionic variables, the sum over the corre-
sponding index set I as (ζ, ξ) =
∑
i∈I ζiξi.
Gaussian integral. We will often use the following Gaussian integral formulas.
Let x ∈ Rn and z ∈ Cn. For M ∈ Cn×n with positive definite Hermitian part,∫
dxe−
1
2
(x,Mx) e(x,y) = (2pi)
n/2
√
detM
e
1
2
(y,M−1y),∫
dz¯ dz e−(z¯,Mz) e(v¯,z)+(z¯,w) = (2pi)
n
detM
e(v¯,M
−1w),
where y, v, w ∈ Cn and the measures are usual Lebesgue product measures, i.e.
dx =
∏n
i=1 dxi, dz¯ dz =
∏n
i=1 dz¯i dzi and dz¯i dzi = 2dRe zi d Im zi. Note that the
formulas remain valid if we replace yi, vi and wi by even elements of A. A direct
consequence of the latter are the following identities∫
dz¯dz e(z¯,Mz) = (2pi)
n
detM
and
∫
dz¯dz zk z¯l e
−(z¯,Mz) = M−1kl
(2pi)n
detM
. (A.1)
Using Definition A.2 above, we obtain similar Fermionic formulas. Let (χi)
n
i=1 and
(χ¯i)
n
i=1 ⊂ A1 be two families of the Grassmann variables, where the χ¯i’s are inde-
pendent of the χi’s. For an arbitrary M ∈ Cn×n, we have∫
dχ¯dχe−(χ¯,Mχ) = (2pi)−n detM, (A.2)∫
dχ¯dχe−(χ¯,Mχ) e(ρ¯,χ)+(χ¯,ρ) = (2pi)−n detM e(ρ¯,M
−1ρ),∫
dχ¯dχe−(χ¯,Mχ)
∏
i∈I
χi
∏
j∈J
χ¯j = σIJδ|I|=|J |(2pi)−ndetJIM, (A.3)
where dχ¯ dχ =
∏n
i=1 dχ¯i dχi and (ρi)
n
i=1 and (ρ¯i)
n
i=1 ⊂ A1 are two families of
Grassmann variables. Moreover, σIJ is a sign, I, J ⊂ {1, . . . , n} are two index sets
and detJI M is the determinant of the minor of M where the rows with indices in J
and the columns with indices of I are crossed out.
Supervectors and Supermatrices To combine real or complex variables with
Grassmann ones, we introduce the notation of a supervector Φ consisting of p Bosonic
variable X = (Xi)
p
i=1 ∈ (A0)p and q Fermionic variable α = (αj)qj=1 ∈ (A1)q by
Φ =
(
X
α
)
.
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A supermatrix is a linear transformation between supervectors, i.e.
Φ′ =MΦ, M =
(
a σ
ρ b
)
, (A.4)
where a, b are p× p and q × q matrices in A0 and σ, ρ are p× q and q × p matrices
in A1. We denote supermatrices by bold face capital letters. For the supermatrix
M, we define the notation of a supertrace and a superdeterminant as
StrM := Tr a− Tr b and SdetM := det[a− σb−1ρ] det[b−1]. (A.5)
Finally, the inverse of the supermatrix M is given by
M−1 =
(
(a− σb−1ρ)−1 −(a− σb−1ρ)−1σb−1
−b−1ρ(a− σb−1ρ)−1 b−1 + b−1ρ(a− σb−1ρ)−1σb−1
)
.
Let M be a supermatrix of the form (A.4) and Φ a supervector and Φ∗ its adjoint
Φ =
(
z
χ
)
and Φ∗ = (z¯, χ¯), (A.6)
where z ∈ Cp, χ = (χj)qj=1 and χ¯ = (χ¯j)qj=1 are again independent families of
Grassmann variables. We can write the superdeterminant as a Gaussian integral∫
dΦ∗dΦe−(Φ¯,MΦ) = SdetM−1, (A.7)
where dΦ∗dΦ = dχ¯dχdz¯dz. Below, we consider only the special case p = q = 1.
B Proof of Lemma 2.1
We combine (A.1) and (A.2) to rewrite the Green’s function as a Gaussian integral.
Let χ = (χi)i∈Λ and χ¯ = (χ¯i)i∈Λ be two families of Grassmann variables, z =
(zj)j∈Λ ∈ CΛ and Φ = (Φj)j∈Λ and Φ∗ = (Φ∗j )j∈Λ two sets of supervectors defined as
in (A.6). Using the fact that (−i(Eε −H))−1 has positive definite Hermitian part,
we write∑
k∈Λ
G+Λ(Eε)kk = −i(2pi)−|Λ| det[−i(Eε −H)]
∫
dz¯dz ei(z¯,(Eε−H)z)
∑
k∈Λ
zkz¯k
= −i
∫
dΦ∗dΦei
∑
i,j∈Λ(Φi,(δijEε−Hij)Φj)
∑
k∈Λ
zkz¯k, (B.1)
where the product measure is defined as in (A.7). Note that the bold face printed
Eε and Hij are 2 × 2 supermatrices with diagonal entries Eε and Hij, respectively,
and vanishing off-diagonal entries. Since the contribution of the random matrix H
appears only in the exponential, using a Hubbard-Stratonovitch transformation as
in [DPS02, Lemma 1], we can rewrite the average over H as
E
[
e−i
∑
i,j∈Λ(Φ¯i,HijΦj)
]
=e−
1
2
∑
i,j∈Λ Jij(Φ
∗
iΦj)(Φ
∗
jΦi) = e−
1
2
∑
i,j∈Λ Jij Str(ΦiΦ
∗
i )(ΦjΦ
∗
j ) (B.2)
=
∫ ∏
j∈Λ
dMj e
− 1
2
∑
i,j∈Λ J
−1
ij Str[MiMj ] e−i
∑
j∈Λ(Φ¯j ,MjΦj), (B.3)
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where
Mj =
(
aj ρ¯j
ρj ibj
)
and dMj := daj dbj dρ¯j dρj ,
(aj)j∈Λ and (bj)j∈Λ are families of real variables and (ρj)j∈Λ and (ρ¯j)j∈Λ are two
families of Grassmann variables.
The expression for the observable −i∑k∈Λ z¯kzk can be written as the derivative∑
k∈Λ ∂ak of the second exponential in (B.3). Hence, applying integration by parts
in the variables aj, the derivative falls on the first exponential in (B.3) which yields∑
k∈Λ
∑
l∈Λ J
−1
kl al =
∑
l∈Λ al. Since the integral expression is still translation invari-
ant in Λ, by relabeling the indices we can now substitute the sum |Λ|−1∑l∈Λ al by
a0. This step simplifies the integral compared to [DPS02, eq.(3.1)].
By (A.7), the integral over the supervector yields
1
|Λ|
∑
k∈Λ
E[G+Λ(Eε)kk] =
∫ ∏
j∈Λ
dMj e
−∑i,j∈Λ J−1ij Str[MiMj ]∏
j∈Λ
Sdet[Eε −Mj ]−1a0.
Finally, we insert the expressions for the supermatrixM and perform the integration
over the Grassmann variables applying (A.2). This proves (2.2).
For (2.3), note that each E-derivative of (B.1) results into i
∑
k∈Λ z¯kzk + χ¯kχk,
which can be replaced by
∑
k∈Λ StrMk. Now, using the definition (4.3) with B
replaced by J , integration by parts in StrMk yields∫
dµJ(M) StrMjF(M) =
∑
k
Jkj
∫
dµJ(M) Str ∂MjF(M), (B.4)
where
∂Mj =
(
∂aj −∂ρj
∂ρ¯j i∂bj
)
(B.5)
and F(M) is any smooth function such that the integral above exists.
C Estimates of the covariance
Let d = 2, Λ ⊂ Z2 a finite cube, −∆PΛ the discrete Laplacian on Λ with periodic
boundary conditions and −∆ the discrete Laplacian on Z2. We consider the two
covariances CΛm := (−∆PΛ +m2)−1 for the finite cube Λ and C∞m = (−∆+m2)−1 for
Z2, with m > 0. We will prove the following result.
Lemma C.1. The finite volume covariance CΛm satisfies
0 < (CΛm)ij ≤

K ln
(
1
m(1+|i−j|)
)
if |i− j| ≤ 1
m
K
(|i−j|m)1/2 e
−m|i−j| if |i− j| > 1
m
,
(C.1)
provided the mass is small 0 < m≪ 1 and m|Λ|1/2 > 1. Moreover for all m < 1 the
diagonal part satisfies
(CΛm)jj ≥ (C∞m )jj ≥ K1 ln(m−1) +K2
for some constants K1, K2 > 0 uniformly in Λ.
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Remark. The decay for J and C in (3.2) follow directly from this result. The same
holds for the complex covariance B since |Bij| ≤ Cij (see (C.6) below).
Proof. First we establish a series expansion and write CΛm as a series in C
∞
m . Using
the ideas of Salmhofer [Sal99] in the continuous case, we prove the desired decay for
C∞m . Finally we conclude that C
Λ
m has the same decay.
Step 1: Series expansion To compare CΛm and C
∞
m , we can write the two Lapla-
cians as −∆PΛ = 41Λ − NPΛ , and −∆ = 41Z2 − NZ2 , where 1 is the identity matrix
on Λ and Z2, respectively, and N is the matrix with entries Nij = 1 if |i − j| = 1
and Nij = 0 otherwise. Note that one uses the periodic distance | · |P in the torus
Λ in the case of periodic boundary conditions. The covariances can then be written
as a series
CΛm = (D −NPΛ )−1 =
∞∑
k=0
D−1(NPΛD
−1)k, C∞m =
∞∑
k=0
D−1Z2 (NZ2D
−1
Z2 )
k (C.2)
where D = (4 +m2)1Λ and DZ2 = (4 +m
2)1Z2 are diagonal matrices. This repre-
sentation is obtained by iterating the identity
(A+B)−1 −A−1 = −A−1B(A+B)−1,
for matrices A and B with A and A + B invertible. To prove convergence, we use
the structure of NPΛ and rewrite the sum as a sum over paths
∞∑
k=0
(
D−1(NPΛD
−1)k
)
ij
=
∞∑
k=0
∑
γ∈ΓΛij ,|γ|=k
λk+1 ≤
∞∑
k=0
4kλk+1 =
λ
1− 4λ =
1
m2
<∞,
where λ = (4+m2)−1 and ΓΛij is the set of all paths from i to j in the torus Λ. In the
second step, we bound the number of paths from i to j of length k by the number
of all paths of length k starting in i, i.e. 4k. Therefore, the sum converges and is
well-defined. By the same arguments, we can write
(C∞m )ij =
∑
γ∈ΓZ2ij
λ|γ|+1 <∞,
where ΓZ
2
ij is the set of all paths from i to j in Z
2. The formulas above imply
directly that (CΛm), (C
∞
m )ij > 0. Now, we can identify each point x ∈ Z2 with a point
x˜ = x + n|Λ|1/2 in Λ, where n ∈ Z2. By identifying each path γ ∈ ΓZ2ij in Z2 with
the corresponding path in γ˜ ∈ ΓΛij in the torus, we easily obtain (C∞m )ij ≤ (CΛm)ij ,
hence the first part of Lemma C.1. In order to get the inverse relation we need to
characterize the paths in ΓΛij , which cannot be identified with paths in Γ
Z2
ij . These are
exactly the paths in ΓΛij such that their corresponding paths in Z
2 do not end in j but
rather in jn = j + n|Λ|1/2, with n ∈ Z2\{0}. These paths cross the boundary of the
cube Λ in such a way that for at least one of the 2 space dimensions the differences n1
and/or n2 of the number of crossings in positive and negative direction, respectively,
is non-vanishing. We write
(CΛm)ij =
∑
n∈Z2
∑
γ˜∈ΓZ2ijn
λ|γ|+1 =
∑
n∈Z2
(C∞m )ijn, (C.3)
where jn = j + n|Λ|1/2 as before.
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Step 2: Decay of C∞
m
We prove that C∞m has the desired decay (C.1) The proof
is similar to the proof in the continuous case in [Sal99, Lemma 1.10], but the expres-
sions become more complicated in the discrete case. We give a sketch of the main
steps. By its Fourier representations, the covariance for Z2 can be written as
(C∞m )ij =
∫
[−pi,pi]2
ei(k,i−j)
2
∑2
l=1(1− cos kl) +m2
d2k, (C.4)
where k = (2pi)/|Λ|1/dn. First, by rescaling k → mk, we obtain
(C∞m )ij =
∫
[−pi/m,pi/m]2
eim(k,i−j)
2m−2
∑2
l=1(1− cos(mkl)) + 1
d2k.
We can assume that i1− j1 ≥ |i2− j2| > 0. Considering the integrand as a function
in k1, there are two poles
k±1 = ±i 1m arcosh
(
m2
2
+ 2− cos (mk2)
)
= ±ir(k2)
of order one in the complex plain. Closing the integration contour for k1 to the
rectangle with vertices −m−1pi,m−1pi,m−1pi+ iy and −m−1pi+ iy such that the sign
sgn y(i1 − j1) = 1 and send |y| → ∞, we can apply the residue theorem and the
following integral in k2 remains
(C∞m )ij = 2pi
∫ pi/m
−pi/m
eimk2(i2−j2) e−m(i1−j1)r(k2)
2
m
sinh arcosh
(
m2
2
+ 2− cos(mk2)
) dk2. (C.5)
Using sinh arcosh z =
√
z2 − 1 for z ≥ 1, the absolute value of the integral can be
bounded by
|(C∞m )ij | ≤ 2pi
∫ pi/m
0
e−r(k2)t
1
m
√(
m2
2
+ 2− cos(mk2)
)2 − 1 dk2,
where t = m|i− j|/2. Note that we showed above that (C∞m )ij ≥ 0. Let us assume
t ≥ 1 first. The residual r(k2) is monotone increasing for k2 ∈ [0, m−1pi] and bounded
by
r(k2) ≥
{
r(0) + ck22 = 1 +O(m) + ck
2
2 if k2 ≤ 1,
r(0) + ck2 = 1 +O(m) + ck2 if k2 > 1,
where c is independent of m and k2. One can bound the square root in the denom-
inator for all k2 ∈ [0, m−1pi] by√(
m2
2
+ 2− cos (mk2)
)2
− 1 ≥ m.
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Therefore, the integral is bounded by
(C∞m )ij ≤2pi e−t
(∫ 1
0
e−tck
2
2 dk2 +
∫ pi/m
1
e−tck2 dk2
)
≤2pi e−t
(
1√
t
∫ √t
0
e−ck
2
2 dk2 +
1
t
∫ pit/m
t
e−ck2 dk2
)
≤ 2pi√
t
e−t
(∫ ∞
0
e−ck
2
2 dk2 +
∫ ∞
1
e−ck2 dk2
)
≤ K√
t
e−t,
where in the last line we used t ≥ 1. This proves the second part of (C.1). In the
case 0 < t ≤ 1, we perform first in (C.5) the change of variables
s = r(k2)t ≡ k2(s) = 1m arccos
(
2 + m
2
2
− cosh (ms
t
))
.
Inserting the Jacobian
dk2
ds
=
sinh(mst )
t
√
1−
(
2+m
2
2
−cosh(mst )
)2 ,
and repeating the arguments after (C.5), we obtain
(C∞m )ij ≤ K
∫ s1
s0
e−s
t
m
√
1− (2 + m2
2
− cosh (ms
t
))2 ds ∼ K
∫ ∞
t
e−s√
s2 − t2 ds ∼ K ln t
−1,
where s0 = r(0)t and s1 = r(pi/m)t, and we used again m ≪ 1. It remains to
consider the case i = j. Using the Fourier integral representation one can see that
(C∞m )jj ≤ K lnm−1, hence we can change the bound for small distances to
(C∞m )ij ≤ K ln
(
1
m(1+|i−j|)
)
if |i− j| ≤ 1
m
Step 3: Conclusion In order to estimate (C.3), we divide the sum into two pieces:
(CΛm)ij =
∑
n∈Z2
(C∞m )ijn =
∑
n∈Z2:|n|<2
(C∞m )ijn +
∑
n∈Z2:|n|≥2
(C∞m )ijn.
For the first sum, note that (CΛm)ij depends only on the distance |i − j|P and we
can assume that the periodic distance is reached inside the cube, i.e. |i − j|P =
|i − j|. Then we can estimate |i − jn| ≥ |i − j| and therefore each covariance
(C∞m )ijn ≤ (C∞m )ij . Since the sum contains finitely terms, the first sum decays as
C∞m with a modified constant K in front. To control the second sum note that
|i − jn| ≥ maxk(nk − 1)|Λ|1/2 ≥ |Λ|1/2 ≥ m−1 for |n| ≥ 2. Extracting the desired
decay from each (C∞m )ijn, a fraction of the exponential decay (C.1) remains in the
sum that allows to perform the sum and yields a constant.
Finally, to prove the second part of Lemma C.1, we partition the integration region
of (C.4) into ‖k‖ ≤ 1, and ‖k‖ > 1. The integral over the second region is bounded
below by a constant, while the the integral over the first region generates the lnm−1
contribution.
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Remark. For the case of a complex mass as in B, note that we can apply the same
series expansion as in (C.2) and estimate the absolute value by
|Bij | ≤W−2
∞∑
k=0
|(D˜−1(NPΛ D˜−1)k)ij| ≤W−2
∞∑
k=0
((D−1(NPΛD
−1)k)ij = Cij, (C.6)
where D˜ is a diagonal matrix with entries 4 + (m2r + im
2
i )/W
2 and Re D˜ = D.
Lemma C.2. Let C ∈ RN×N be a real symmetric matrix such that C−1 ≥ c Id as a
quadratic form, for some c > 0. Let B = (C−1 + im Id)−1, with m ∈ R. Then, the
restriction of B to any subset Y ⊂ {1, . . . , N}, satisfies Re(BY )−1 ≥ c IdY for any
choice of m.
Proof. Using Schur’s complement, we can write
ReB−1Y = C
−1
Y Y − C−1Y Y CC−1Y CY C ((C−1Y CY C)2 +m2)−1C−1Y CY .
By assumption we have for all v ∈ RY and w ∈ RY C
(v, C−1Y Y v) + (v, C
−1
Y Y C
w) + (w,C−1
Y CY
v) + (w,C−1
Y CY C
w) ≥ c((v, v) + (w,w)).
Choosing w = −C−1
Y CY C
((C−1
Y CY C
)2 +m2)−1C−1
Y CY
v, we obtain an even better bound
than the desired result for Re(BY )
−1.
List of symbols
Λ ⊂ Z2, discrete cube.
H : Λ× Λ→ C random band matrix.
W band width.
ρ¯Λ(E) averaged density of states in finite volume Λ.
G+Λ(z) Green’s function, z ∈ C.
ρSC(E) Wigner’s semicircle law.
Eε = E + iε energy with imaginary part.
J initial covariance.
I energy interval.
α ∈ (0, 1), parameter entering in the definition of the reference volume
in the cluster expansion.
a, b ∈ RΛ integration variables.
a±s , b
±
s saddle points.
E = Er − Ei = E2 − i
√
1− E2
4
, value of saddle point a+s .
B new complex covariance, obtained after contour deformation.
C new real covariance.
dµJ(a, b) Gaussian measure with covariance J .
R(a, b) remainder in the functional integral after contour deformation.
D diagonal matrix depending on a, b.
V(a, b) effective potential after contour deformation.
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V (x) cubic Taylor remainder.
O(a, b) local observable, later Om,n(a, b).
mr, mi real and imaginary part of complex mass term 1− E2 of C.
Is ⊂ RΛ × RΛ, partition of integration domain, s = 1, ...5.
Fm,ns functional integral with local observable Om.m restricted to Is.
M = (Mj)j∈Λ set of 2× 2 supermatrices.
ρ¯j , ρj)j∈Λ set of Grassmann variables.
dµB(M) Gaussian measure in both complex and Grassmann variables.
V(M) effective potential depending on the supermatrix M .
sp inductively introduced interpolation parameters.
C(s) interpolated real covariance C(s)ij = sijCij .
B(s) interpolated complex covariance (C(s)−1 + iσEm2i )
−1.
Gq(s) propagator depending only on s1, . . . , sq.
Y˜ (△0, △˜1, . . . , △˜r) generalized polymer.
T ordered tree on generalized polymer Y˜ .
△ cube in Z2 of size W 2(lnW )α.
△0 root cube containing 0.
△˜ = (△,△′,△′′) generalized cube.
i, k, k′, j ∈ Z2 indices summed over i ∈ △′, j ∈ △′′, k′ ∈ △, k ∈ “old” cubes.
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