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Abstrak – Investasi dalam bentuk saham menjadi 
bentuk investasi yang sedang popular pada saat ini. Saham 
merupakan salah satu alternatif media investasi yang 
memiliki potensi rasio keuntungan dan kerugian yang 
lebih besar dibanding media investasi lainnya. Pada kasus 
ini, kami mempelajari dan mencari pemecahan masalah 
dalam menghitung naik-turunnya suatu index nilai saham 
di BMRI.JK (Bank Mandiri Republik Indonesia). Metode 
yang kami gunakan adalah Artificial Neural Network. 
Hasil dari penerapan metode ini  berhasil mendapatkan 
tingkat akurasi mencapai 80.04%. 
Kata Kunci – Saham, Artificial Neural Network, 
Propagation, Hidden Neuron, Hidden Layer, Stock 
Market, Stock Price, Trading 
I. PENDAHULUAN 
Saham merupakan salah satu alternatif media 
investasi yang memiliki potensi rasio keuntungan dan 
kerugian yang lebih besar dibanding media investasi 
lainnya. Dalam dunia bisnis investasi khususnya saham 
atau stock, informasi harga bisa berubah dengan cepat 
tergantung penawaran yang terjadi di lantai bursa dan 
aspek-aspek lain yang juga berpengaruh [1]. 
Kompleksitas pasar dan pergerakan harga saham 
terkait dengan sejumlah faktor termasuk peristiwa 
politik, berita pasar, laporan laba per kuartal dan 
perilaku perdagangan yang saling bertentangan [2]. 
Pada percobaan sebelumnya yang menggunakan 
metode autoregressive dan algoritma kelelawar dapat 
menyelesaikan masalah prediksi harga saham dengan 
tingkat error dibawah 4% kecuali pada pengujian 
dengan menggunakan 10 data atau lebih. Hal ini 
dikarenakan nilai Mean Absolute Percentage Error 
(MAPE) kurang tepat untuk digunakan dalam 
pengukuran performansi sistem dalam studi kasus 
prediksi harga saham, karena tidak membedakan nilai 
harga prediksi yang nilainya berada di atas atau di 
bawah nilai harga asli. Sistem ini masih merupakan 
model matematika dan belum dapat diimplementasikan 
pada investasi saham yang sebenarnya, karena masih 
memiliki nilai MAPE yang cukup tinggi [3]. 
Adapun percobaan saham menggunakan metode 
Artificial Neural Network (ANN) memiliki nilai tingkat 
akurasi sebesar 56.40% [4]. Menurut kami, 
penggunaan metode ANN pada prediksi harga saham 
cukup efisien dan menjanjikan mengingat ANN 
memiliki cara kerja dengan konsep syaraf tiruan yang 
berarti bisa saja data akurasinya lebih baik jika pada 
data yang dikumpulkan lebih banyak.  Pada metode ini 
juga menawarkan kemudahan untuk penggunaannya di 
dalam python.  
Dalam paper ini, kami akan menggunakan metode 
ANN pada model penghitungan saham dan 
diimplementasikan ke dalam menentukan nilai saham 
tersebut akan naik ataupun turun.  
II. METODOLOGI  
A. Dataset 
 Pada percobaan ini, data yang digunakan untuk 
prediksi adalah data saham dari indeks BMRI. Prediksi 
yang dilakukan terhadap data ini bersifat harian. Data 
saham yang diambil dari BMRI.JK selama 1 tahun dari 
1-Januari 2018. 
 Data kami terdapat beberapa atribut seperti 
tanggal, harga dibuka, harga tertinggi, harga terendah, 
harga penutup, harga penutup yang ditentukan dan 
volume. Open menunjukan harga pembukaan saham, 
high menunjukan harga saham tertinggi/maksimum 
pada hari tersebut, low menunjukan harga saham 
terendah, close menunjukan harga penutupan, volume 
menunjukan banyak transaksi pada hari tersebut dan 
adj close menunjukan harga penutupan yang sudah 
ditentukan. 
 
B.  Landasan Teori 
 
 Perubahan harga saham ditentukan oleh 
permintaan dan penawaran yang terjadi terhadap suatu 
saham. Perbedaan persepsi antara investor inilah yang 
akan mempengaruhi tindakan investor dalam 
menentukan kebijaksanaan investasinya yang akan 
menyebabkan adanya fluktuasi harga saham[5]. 
 Untuk bisa mendapatkan informasi fluktuasi harga 
saham semacam ini, tidak cukup hanya dengan 
mengandalkan informasi harga saham bersifat saat ini 
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saja. Informasi harga saham dari waktu yang lampau 
harus juga diketahui. Dari informasi-informasi inilah 
kita dapat membuat sebuah model yang 
menggambarkan bagaimana sifat informasi harga 
saham tersebut dan informasi harga saham itu dapat 
terbentuk sedemikian rupa sampai dengan informasi 
harga saham pada saat ini [5]. 
 
C.  Landasan Metode 
 
 Dalam hal akurasi pada metode ini, dipengaruhi 
data yang di-input pada dataset yang digunakan. 
Semakin banyak inputan yang masuk dan dataset 
memiliki data yang melimpah, maka dapat dipastikan 
akurasi semakin bagus.  Pada percobaan ini 
menggunakan metode dengan langkah pertama 
memahami metode ANN, kemudian mempelajari 
rumusan dan langkah-langkah pencarian dalam 
menggunakan metode ANN,  dan terakhir memahami 
cara kerja ANN dengan alur yang tersusun dengan 
flowchart[4].  
 ANN dikenal dengan konsep kerja saraf dari suatu 
Arsitektur dari ANN itu sendiri seperti pada Gambar.1. 
 
 
Gambar. 1. Ilustrasi Arsitektur ANN 
 
 Pada perambatan maju diawali dari penghitungan 
masukan pada nilai v. Adapun dalam penghitungannya 
dimana nilai v merupakan hasil pada setiap x dikalikan 
dengan w. Nilai x sendiri merupakan nilai fitur atau 
vector pada masukan, sedangkan w merupakan nilai 
bobot vector. Nilai v akan diaktivasi untuk 
menghasilkan sinyal keluaran dengan menggunakan 
fungsi aktivasi pada Tabel.1. 
 
Tabel.1 .Fungsi aktivasi untuk multi layer perceptron 
No. Fungsi Aktivasi Formula 
1. Logistic Sigmoid 𝑦 =  
1
1 + 𝑒ି௩
 
2. Tangent Transfer 
Sigmoid 𝑦 =  
1
1 + 𝑒ି௩
− 1 
  
 Langkah dimana perambatan maju bertemu di 
sinyal error yang kemudian akan dirambatkan balik 
dari kanan ke kiri. 
 Sinyal error di neuron keluaran k pada epoch 
dirumuskan pada persamaan 1. 
 
    𝑒௞(𝑝) = 𝑦ௗ௞(𝑝) − 𝑦௞(𝑝) (1) 
  
 Pada rumus persamaan ke 1, 𝑦ௗ௞(𝑝) adalah nilai 
keluaran yang merupakan target untuk neuron k, 
sedangkan 𝑦௞(𝑝)  merupakan keluaran actual yang 
didapatkan dari neuron k pada layer keluaran. 
 Dari sinyal error yang didapat harus dihitung nilai 
keseluruhan dengan menggunakan metode Mean 
Square Error (MSE). MSE berguna untuk 
menandakan akan performansi dari proses training 
ANN. Persamaan MSE terdapat pada persamaan 2. 
 
     𝑀𝑆𝐸 =  ଵ
௣
∑(𝑒௞(𝑝))ଶ (2) 
 
 Setelah didapatkan sinyal error dari persamaan 2, 
maka lakukan propagasi balik. Sinyal balik di semua 
neuron didalam layer langsung diisi oleh nilai keluaran 
aktual, maka prosedur untuk memperbarui bobot Wjk 
menggunakan persamaan 3. 
 
     𝑤௝௞(𝑝 + 1) = 𝑤௝௞(𝑝) + ∆𝑤௝௞(𝑝) (3) 
 
 Pada persamaan 3, terdapat ∆𝑤௝௞(𝑝) yang 
merupakan koreksi bobot dalam MLP dimana dapat 
dihitung dengan persamaan 4. 
 
     ∆𝑤௝௞(𝑝) = 𝑛 × 𝑦௜(𝑝)  × 𝛿௞(𝑝) (4) 
 
 Pada persamaan 4, 𝑛  merupakan learning rate, 
sedangkan 𝛿௞(𝑝)  adalah nilai gradient error yang 
terletak pada neuron k pada layer keluaran iterasi ke-
p.  
 Adapun nilai gradient error yang dapat dapat 
ditentukan dari turunan fungsi aktivasi terhadap nilai v 
yang dikalikan dengan nilai error di setiap bagian 
layer neuron. Hal ini dapat dituliskan pada persamaan 
5. 
 
     𝛿௞ =
డ௬ೖ(௣)
డ௩ೖ(௣)
 ×  𝑒௞(𝑝) (5) 
 
 Pada persamaan 5, neuron k memiliki sebuah 
keluaran yaitu 𝑦௞(𝑝) pada iterasi p, sedangkan 𝑣௞(𝑝) 
merupakan nilai akumulasi dari nilai atau sinyal masuk 
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terbobot yang masuk ke dalam neuron k pada iterasi 
yang sama.  
 Pada layer keluaran digunakan fungsi dari aktivasi 
logistic sigmoid sehingga pada contoh di bawah ini 
fungsi aktivitas logistic sigmoid diturunkan terhadap 
𝑣௞(𝑝) . Gradient error dapat dituliskan pada 
persamaan 6. 
 
     𝛿௞ = 𝑦௞(𝑝)  × ൫1 − 𝑦௞(𝑝)൯  ×  𝑒௞(𝑝) (6) 
 
 Pada Hidden layer, dilakukan menghitung nilai 
koreksi bobot yang dituliskan pada persamaan 7. 
 
     ∆𝑤௜௝(𝑝) =  𝑛 ×  𝑦௜(𝑝) ×  𝛿௝(𝑝) (7) 
 
 Pada persamaan 7, 𝛿௝(𝑝)  digunakan untuk 
merepresentasikan gradient error yang ada di neuron j 
dalam Hidden layer yang digunakan untuk aktivasi 
tangent transfer sigmoid yang diturunkan terhadap 
𝑣௝(𝑝) , sehingga jika berdasarkan persamaan 5 yang 
digunakan untuk neuron j, gradient error yang 
didapatkan dituliskan pada persamaan 8. 
 
     𝛿௝(𝑝) =  
ଵ
ଶ
× (1 − 𝑦௜(𝑝))ଶ ×  ∑ 𝛿௞(𝑝). 𝑤௝௞௟௞ୀ௟ (𝑝) 
 (8) 
 
 Pada persamaan 8, l merupakan jumlah neuron 
yang terdapat di layer keluaran. Kemudian barulah 
bobot pada neuron Hidden layer diperbaruhi dengan 
menggunakan persamaan 9. 
 
     𝑤௜௝(𝑝 + 1) =  𝑤௜௝(𝑝) +  ∆𝑤௜௝(𝑝) (9) 
 
 Jika propagasi balik telah selesai, maka dilakukan 
perambatan maju dengan menggunakan nilai w yang 
telah dikoreksi. Lakukan proses pengulangan hingga 
mencapai kriteria MSE atau  epouch yang diinginkan. 
D. Alur Pengerjaan 
 
 Pada alur pengerjaan, prediksi saham pada 
percobaan ini menggunakan ANN sebagai metode 
pada data training. Pertama, data saham harus 
memasuki preprocessing data di awalan agar data 
dapat digunakan untuk dibandingkan dengan hasil 
keluaran sistem. Tahapan alur pengerjaan pertama 
yaitu membuat terlebih dahulu rangkaian alur dari 
program python yang digunakan dalam diagram 
flowchart seperti pada Gambar.2. 
 
Gambar. 2.Alur flowchart ANN pada saham BMRI.JK 
 
 Pada bagian data, menggunakan data BMRI.JK 
untuk prediksi pergerakan indeks harga saham yang 
merupakan data pergerakan harian di data tersebut. 
 Pada preprocessing, bagian ini terjadi dimana data 
tersebut diolah diawal agar ketika masuk ANN data 
telah siap, yang dilakukan pada preposecessing yaitu 
menambahkan momentum dan menskalakan nilai 
yang di-input menggunakan MinMax Scaler dimana 
data yang bernilai ribuan menjadi bernilai dari 0 
hingga 1. Setelah itu, data diatur inputannya sesuai dari 
skenario dan proses yang digunakan. 
 Adapun juga dilakukan penghitungan momentum 
dimana untuk mencari momentum dengan cara nilai 
close hari ini dikurang dengan nilai close hari 
sebelumnya sehingga dapat ditentukan momentum 
dalam bentuk biner (0, 1). 
 Pada percobaan ini, digunakan fungsi loss Binary 
Cross-Entropy dalam arsitektur ANN pada persamaan 
10. 
 
     𝑐 =  ∑ 𝑝𝑖ଵ଴ log ቀ
ଵ
௤೔
ቁ =  𝑝଴ log ቀ
ଵ
௤బ
ቁ + 𝑝ଵ log ቀ
ଵ
௤భ
ቁ =
               𝑝଴ log ቀ
ଵ
௤బ
ቁ + (1 − 𝑝଴)log (
ଵ
ଵି௤బ
)) (10) 
 
 Pada data training, percobaan ini menggunakan 
learning rate dengan nilai 0.33. 
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 Pada testing, data dilakukan komparasi antara data 
training dengan data asli. 
III. HASIL DAN PEMBAHASAN 
Bagian ini merupakan bahasan dari hasil percobaan 
mengenai prediksi gerak nilai saham BMRI.JK dengan 
metode ANN.  Skenario pengujian dilakukan dengan 
dua tahapan, pertama data testing, kemudian tahap 
kedua merupakan perbandingan  hasil data prediction 
dan hasil data train. Tahapan pertama dilakukan 
dengan pengambilan data testing  melalui data 
prediksi  dan data train seperti Gambar.3. 
 
Gambar. 3.Visualisasi akurasi pergerakan naik turun saham dengan 
ANN dengan Epochs 200 dan Neuron 150 
 
 Pada gambar 3, model arsitektur ANN yang 
digunakan sesuai pada Tabel.2. 
 
Tabel.2 .Arsitektur ANN 
Layer Neuron Fungsi Aktivasi Input 4 
Hidden Layer 1 150 Relu 
Hidden Layer 2 150 Relu 
Hidden Layer 3 150 Relu 
Output 1 Sigmoid 
 
 Terlihat pada Gambar.3.  akurasi dari data testing 
cukup baik dimana garis oranye merupakan data 
prediksi dan garis biru merupakan data train dari 
pengambilan data testing. 
 Selain itu, Neuron  sangat  mempengaruhi tingkat 
akurasi dari data testing, seperti pada Tabel.2. 
 
 
Gambar. 4.Visualisasi akurasi pergerakan dengan Neuron  3 
 
 
Gambar. 5.Visualisasi pergerakan dengan Neuron 10 
 
 
Gambar. 6.Visualisasi pergerakan dengan Neuron 50 
 
 
Gambar. 7.Visualisasi pergerakan dengan Neuron 100 
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Tabel.3 .Fungsi Pengujian dengan scenario berdasarkan Hidden 
Layer 3 dan neuron yang beragam 
Neuron Accuracy 
3 55.80% 
10 68.76% 
50 74.71% 
100 78.58% 
150 80.04% 
  
Dari tabel diatas terlihat bahwa semakin banyak 
Hidden layer, maka semakin baik juga akurasi data. 
Rata-rata akurasi terbaik yaitu sebesar 78.58% dengan 
menggunakan 100 Hidden layer.  
 Lalu dilanjutkan percobaan ke tahap prediksi 
dengan menggunakan data dari nilai prediction dan 
nilai train, maka dapat hasil berupa naik turun nilai 
saham seperti Tabel.3. yang berkaitan dengan 
Gambar.3. dengan Epochs 200 dan Hidden Layer 150. 
 
Tabel.3 .Hasil dari 8 hari prediksi saham pada Gambar. 3. 
Tanggal 
Hasil 
data 
predicit
ion 
Nilai 
predicit
on 
Hasil 
data 
train 
Nilai 
Train 
2014-10-21 - 0.7500 - 0.7816 
2014-10-22 Turun 0.6392 Turun 0.7441 
2014-10-23 Naik 0.7816 Naik 0.7644 
2014-10-24 Naik 0.8083 Naik 0.7878 
2014-10-25 Turun 0.7848 Naik 0.7910 
2014-10-26 Tetap 0.7848 Turun 0.7832 
2014-10-27 Turun 0.7405 Turun 0.7239 
2014-10-28 Naik 0.7722 Naik 0.7629 
2014-10-29 Turun 0.6614 Naik 0.7894 
 
Berdasarkan hasil perhitungan diatas, dari 8 hari 
prediksi terdapat 7 hari yang sesuai dengan  hasil data 
train. Persentase ketepatan prediksi mencapai 62.5% 
dengan nilai error sebesar 37.5% pada jangkauan 8 
hari pertama, Secara keseluruhan, data tersebut 
memiliki tingkat akurasi sebesar 80.04% dan tingkat 
error sebesar 19.96%. 
IV. KESIMPULAN 
Dari hasil percobaan, nilai akurasi yang 
sebelumnya dimplementasikan pada paper sebelum ini 
jauh lebih besar dimana pada paper ini berhasil 
menyentuh akurasi di 80.04% dengan tingkat error 
hanya 19,96% yang berarti bahwa penggunaan metode 
ini sudah jauh efisien dan menjanjikan. 
Penggunaan metode ini, berdasarkan dari 
pergerakan grafik sangatlah efektif jika digunakan 
hanya untuk penggunaan prediksi delapan hari 
kedepan. Bisa dikatakan seperti itu karena pergerakan 
kurva memiliki pola tersendiri dimana ketika mulai di 
luar hari ke-delapan grafik mulai bergerak tidak 
beraturan. 
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