First we present and discuss an important proof of Hardy's inequality via Jensen's inequality which Hardy and his collaborators did not discover during the 10 years of research until Hardy finally proved his famous inequality in 1925. If Hardy had discovered this proof, it obviously would have changed this prehistory, and in this article the authors argue that this discovery would probably also have changed the dramatic development of Hardy type inequalities in an essential way. In particular, in this article some results concerning power-weight cases in the finite interval case are proved and discussed in this historical perspective. Moreover, a new Hardy type inequality for piecewise constant p = p(x) is proved with this technique, limiting cases are pointed out and put into this frame. Mathematics Subject Classification: 26D15.
Introduction
Hardy's inequality in its original continuous form reads: If f is non-negative and p-integrable on (0,∞),then
(1:1)
The dramatic more than 10 years period of research until Hardy finally proved (1.1) in 1925, [1] (he stated it already in 1920 [2] ), was recently described by Kufner et al. [3] . In this development many other mathematicians (e.g., Landau, Shur, Pólya and Riesz) contributed in various ways.
This article may be regarded as a follow-up and complement of [3] . We claim that this prehistory described in [3] could have changed dramatically if Hardy and his collaborators had discovered what we present in this article.
What Hardy and others did not discover in this period was that (1.1) in fact is equivalent to the inequality Jensen's inequality is from 1905 (see [4, 5] ) and Hardy used this inequality in many other situations.
The further development of what is nowadays called Hardy-type inequalities has been very intensive, see, e.g., the books [6] [7] [8] [9] and the references given there. We mean that also this further development could have been influenced very much if Hardy had discovered this proof. For example, his first generalization of (1.1) to the power weighted case (see (2.1)) is in fact also equivalent to (1.2) via another simple substitution (see (2.2)) and of course he had then discovered himself that both (1.1) and (1.2) also hold for p < 0 (at least when f(x) > 0).
The proof above (via convexity) of (1.1) was first presented in 1965 by Godunova [10] , but this wonderful discovery seems not to have been observed very much until it was rediscovered and complemented in 2002 by Kaijser et al. [11] . After that a great number of results based on this idea have been presented and applied. See, e.g., the PhD thesis [12] by Krulic from 2010 and the recent review articles [13, 14] and the references given there.
It is also known that (1.1) holds for finite intervals, e.g., that
holds for any ℓ, 0 < ℓ ≤ ∞, but the constant
In Section 2 of this article we prove a very general variant of (1.3) with sharp constant, (see Theorem 2.4). The key is to prove a variant of (1.2) yielding for (0, ℓ), 0 < ℓ ≤ ∞, and prove that this inequality is in fact sharp and that a number of weighted Hardy type inequalities are in fact equivalent, all constants are sharp and the inequalities hold also for p < 0. Then our proof of Theorem 2.4 shows that all constants in this inequality must also be sharp. These facts have not been pointed out before in this generality, but for sure it should have been done early if Hardy had discovered the proof above.
In Section 3 we prove another new result namely when the parameter p is not the same for x > 0, i.e., p = p(x) is piecewise constant. Also in this case the inequality is in a sense sharp (see Theorems 3.1 and 3.6).
Section 4 is reserved for some further remarks and examples including some limiting cases of our inequalities and suggestions of further research with this idea in mind. Also all inequalities in this Section including those by Carleman and Pólya-Knopp can easily be derived from our basic inequality ((1.2) when ℓ = ∞) and also all these inequalities are sharp.
The case with power weights
In 1928 Hardy himself (see [15] ) proved the first weighted version of his inequality (1.1) namely the following:
holds for all measurable and non-negative functions f on (0, ∞) whenever a <p -1, p ≥ 1.
We remark that (2.1) in fact also is equivalent to (1.2) and, thus, to (1.1). This means in particular that this first generalization by Hardy was not a genuine generalization. In fact, the statement above follows by just using the substitution
and making some variable transformations. The details can be found as a special case of our proof of Theorem 2.4 below, where we handle also the more general case, namely when the interval (0, ∞) is replaced by an interval (0, ℓ), 0 < ℓ ≤ ∞. The basic result for the proof of our main result Theorem 2.4 is the following variant of inequality (1.2):
Theorem 2.1. Let g be a non-negative and measurable function on (0, ℓ),0 < ℓ ≤ ∞.
(in the case p < 0 we assume that g(x) > 0,0 <x ≤ ℓ)
3) holds in the reversed direction (c) The constant C = 1 is sharp in both (a) and (b).
Proof. By using Jensen's inequality with the convex function
and reversing the order of integration, we find that
The only inequality in this proof holds in the reversed direction when 0 <p ≤ 1 so the proof of (b) follows in the same way.
Concerning the sharpness of the inequality (2.3) we first let ℓ < ∞ and assume that
for all non-negative and measurable functions g on (0,ℓ) with some constant C, 0 <C < 1. Let p ≥ 1 and ε > 0 and consider g ε (x) = x ε (for the case p < 0 we assume that ε < 0). By inserting this function into (2.4) we obtain that
so that, by letting ε 0 + we have that C ≥ 1. This contradiction shows that the best constant in (2.3) is C = 1. In the same way we can prove that the constant C = 1 is sharp also in the case (b). For the case ℓ = ∞ the sharpness follows by just making a limit procedure with the result above in mind. The proof is complete.
Remark 2.2. For the case ℓ = ∞ (2.3) coincides with the inequality (1.2) and, thus, the constant C = 1 is sharp, which in its turn, implies the well-known fact that the
where a <p -1, p ≥ 1. Remark 2.3. Inequality (2.5) was proved in [16] (see also [17] ) and independently in [18] (see also [19, 20] ). However, in these articles it was not observed that (2.5) holds also for p < 0 and that the inequality is in fact equivalent to (2.2) (see our Theorem 2.4 below).
In our next theorem we will give another proof of (2.5) based on the fact that (2.5) in fact is equivalent to (2.3) and it directly follows that the constant
is sharp. More generally, we will prove that all the inequalities in our next Theorem 2.4 are equivalent to the basic inequality (2.3):
Theorem 2.4. Let 0 ≤ ℓ ≤ ∞, let p ℝ + \ {0} and let f be a non-negative function.
(a) Let f be a measurable function on (0, ℓ]. Then (2.5), i.e.,
holds for the following cases:
(b) For the case 0 <p < 1, a <p -1 inequality (2.5) holds in the reversed direction.
(c) Let f be a measurable function on [ℓ, ∞). Then
(d) For the case 0 <p ≤, inequality (2.6) holds in the reversed direction.
(e) All inequalities above are sharp. (f) All inequalities above are equivalent to the basic inequality (2.3) (and thus equivalent to each other) via suitable substitutions.
Proof. First we prove that (2.5) in the case (a 1 ) in fact is equivalent to (2.3) via the relation
Since we have only equalities in the calculations above we conclude that (2.3) and (2.5) are equivalent and, thus, by Theorem 2.1, (a) is proved for the case (a 1 ).
For the case (a 2 ) all calculations above are still valid and, according to Theorem 2.1, (2.3) holds also in this case and (a) is proved also for the case (a 2 ).
For the case 0 <p ≤ 1, a <p -1, all calculations above are still true and (2.3) holds in the reversed direction according to Theorem 2.1. Hence also (b) is proved.
For the proof of (c) we consider (2.5) with f(x) replaced by f(1/x), with a replaced by a 0 and with ℓ replaced by ℓ 0 = 1/ℓ :
Moreover, by making the variable substitution y = 1/s, we find that
Now replace 2p -a 0 -2 by a and g by f and we have a 0 = 2p -a -2, p -1 -a 0 = a + 1 -p. Hence, it yields that
and, moreover,
We conclude that (c) with the conditions (c 1 ) and (c 2 ) are in fact equivalent to (a) with the conditions (a 1 ) and (a 2 ), respectively, and also (c) is proved.
The calculations above hold also in the case (d) and the only inequality holds in the reversed direction in this case so also (d) is proved.
Next we note that the proof above only consists of suitable substitutions and equalities to reduce all inequalities to the sharp inequality (2.3) and we obtain a proof also of the statements (e) and (f) according to Theorem 2.1. The proof is complete.
3 The case with piecewise constant p = p(x)
For simplicity we state our first result only for the case
where p 0 , p 1 ℝ\{0}. Theorem 3.1. Let 0 < ℓ ≤ ∞, and let p(x) be defind by (3.1). Then, for every nonnegative and measurable function f,
whenever p(x) ≥ 1 or p(x) < 0 (for the case p(x) < 0 we also assume that f(x) > 0). For the case 0 <p(x) < 1 inequality (3.2) holds in the reversed direction. The constant C = 1 in front of the first integral is sharp. Remark 3.2. For the case p 0 = p 1 = p (3.2) will coincide with (1.2). Hence, our inequality (3.2) is a genuine generalization not only of (1.2) but also of all Hardy type inequalities we have derived from (1.2) in this article (see, e.g., Theorem 2.1). Also all inequalities discussed in Section 4 follows from (3.2).
Remark 3.3. For the "breaking point" 1 in the definition we could have used any other number a. Then (3.2) just reads:
This fact is easily seen by analyzing the proof of Theorem 3.1 we present now. Proof. For 0 < ℓ ≤ 1, p 0 ≥ 1 or p 0 < 0 we have, by Jensen's inequality,
The reversed inequality holds if 0 <p 0 < 1. For 0 < ℓ ≤ 1, p 0 ≥ 1 or p 0 < 0, and p 1 ≥ 1 or p 1 < 0, we have, by Jensen's inequality and the Fubini theorem,
The proof of the case ℓ = ∞ only consists of small modifications. For the case 0 <p(x) < 1(0 <p 0 , p 1 < 1) the only inequality in the proof above holds in the reversed direction and so also the final inequality holds in the reversed direction.
Concerning the sharpness statement we first let 1 < ℓ < ∞ and assume that (3.2) holds with some constant C < 1 instead of C = 1. We test this with the function f ε (x) = x ε , ε > 0 and we find that, for p 0 , p 1 > 1
.
By letting ε 0 we find that C ≥ 1 and this contradiction shows that C = 1 is the sharp constant. For the case p 0 < 0 and/or p 1 < 1 the same arguments can be used but here in the definition of f ε (x) we must have ε < 0 on 0 ≤ x ≤ 1 if p 0 ≤ 0 and ε < 0 on 1 ≤ x < ℓ if p 1 < 0.
For the case ℓ = ∞ we can just use the test functions above and a limiting procedure when ℓ ∞. For the case ℓ ≤ 1 Theorem 3.1 is a special case of Theorem 2.1 and the sharpness is proved already there. The proof is complete. Remark 3.4. It is obvious from the proof above that Theorem 3.1 can be generalized to the situation when p(x) = p i , a i ≤ x ≤ a i+1 , a 0 = 0, a N+1 ≤ ∞, i = 0,1,..., N, N ℤ + . The only difference is that the second term on the right hand side in (3.2) will be more complicated. 2) and we see that (3.2) is more general than (1.2). Theorem 3.1 can be generalized in various directions. For example, by using the same arguments as in the proof of Theorem 3.1 we can prove the following more general version when the weight these ideas and proofs will be used in analysis books in the future (in almost all such books even the classical Hardy inequality (1.1) is usually proved by using essentially his original proof via partial integration and Pólya's simplification).
