In Group Synchronization, one attempts to find a collection of unknown group elements from noisy measurements of their pairwise differences. Several important problems in vision and data analysis reduce to group synchronization over various compact groups. Spectral Group Synchronization is a commonly used, robust algorithm for solving group synchronization problems, which relies on diagonalization of a block matrix whose blocks are matrix representations of the measured pairwise differences. Assuming uniformly distributed measurement errors, we present a rigorous analysis of the accuracy and noise sensitivity of spectral group synchronization algorithms over any compact group, up to the rounding error. We identify a Baik-Ben Arous-Péché type phase transition in the noise level, beyond which spectral group synchronization necessarily fails. Below the phase transition, spectral group synchronization succeeds in recovering the unknown group elements, but its performance deteriorates with the noise level. We provide asymptotically exact formulas for the accuracy of spectral group synchronization below the phase transition, up to the rounding error. We also provide a consistent risk estimate, allowing practitioners to estimate the method's accuracy from available measurements.
Introduction
In group synchronization, one attempts to recover unknown group elements g 1 , . . . , g n ∈ G from incomplete, noisy measurements of their group differences {g i g −1 j } (i,j)∈Λ , with Λ ⊂ {(i, j) | 1 ≤ i < j ≤ n} the set of available pairwise difference measurements. Numerous problems in signal processing, computer vision and machine learning can be cast as group synchronization problems for an appropriate choice of group G. Examples include molecular structure determination by Cryo-electron microscopy [SS11] (synchronization over the special orthogonal group SO(3)); determination of Structure From Motion in computer vision [TZD16, ARF16, BTG + 15] (synchronization over SO(3)); pose graph estimation [CTDD15] (synchronization over SO(3)); sensor localization [CLS12, PBPB15, TV09] (synchronization over the special Euclidean group SE(d)); community detection in graphs [Cuc15] (synchronization over Z 2 ); ranking [Cuc16] (synchronization over SO(2)); multireference alignment in signal processing [BCSZ14] (synchronization over the finite cyclic group Z p ); global alignment in dynamical systems [SSK13] and network clock synchronization [GK06] (synchronization over R or a large finite cyclic group).
Group synchronization is fundamentally an integration problem, in which one attempts to recover a global structure from measured local differences. However, unlike calculus integration, in which the local differences are measured on a grid in R d , in group synchronization the differences are measured along the edges of a graph, whose nodes are the group elements g 1 , . . . , g n and whose edges correspond to the set of available difference measurements Λ ⊂ {i, j | 1 ≤ i < j ≤ n}. It is instructive to think about group synchronization as a generalization of the classical problem of global positioning from local distances problem [YH38] , in which one attempts to recover as unknown point cloud x 1 , . . . , x n ∈ R d from their pairwise Euclidean distances d i,j = ||x i − x j || 2 .
In the absence of noise, namely, when the set of available measurements is exactly {g i g −1 j } (i,j)∈Λ , the group synchronization problem can be solved if and only if the graph on g 1 , . . . , g n with edge set Λ is connected. Indeed, if the graph is connected, the group elements g 1 , . . . , g n are recovered by traversing any spanning tree of edges in the graph. Note that the problem is only defined up to a global "phase", or global group element, in the sense that if g 1 , . . . , g n is a solution to the problem, then so is ag 1 , . . . , ag n , for any a ∈ G. Conversely, if the graph is not connected, the solution is determined up to such a phase in each connected component separately, and is therefore ill-posed.
However, when the difference measurements g i g −1 j are contaminated by measurement noise, it is not immediately clear how to proceed. The problem then becomes important from a practical perspective and interesting from a theoretical perspective. Indeed, it has received considerable attention recently: various algorithms have been proposed, some based on semidefinite programming [Sin11, WS13] , maximum likelihood [BSA13, BBS17] , nonunique games [BCS15] and message passing in graphs [PWBM16a] .
In this paper, we focus on the spectral method for group synchronization [Sin08, Sin11] , or Spectral Group Synchronization for short. This method can be used when the group G admits a finite-dimensional, faithful, unitary representation π : G → U (d). As described in more detail below, this method proceeds by extracting the desired group elements g 1 , . . . , g n from the top eigenvectors of the Hermitian nd-by-nd block matrix Y , whose i, j-th block is π(g i g −1 j ). While methods based on semidefinite programming are often infeasible in practice, spectral group synchronization is easy to implement and basically reduces to power iterations, making it quite feasible and scalable in practice. We remark that spectral methods for integration of a global structure from noisy, local difference measurements have a time-honored tradition. Indeed, almost all Euclidean data embedding techniques, from Multidimensional Scaling [Tor52, Gow66] to manifold learning methods such as [TDSL00, BN01, CL06], basically reconstruct a global Euclidean structure using eigenvalues of a local difference matrix.
Spectral group synchronization can always be used when G is compact; recently, [OSS16] proposed a compactification scheme that allows it to be used for non-compact group such as the special Euclidean (rigid motion) group. For the remainder of this paper, we will assume that synchronization takes place over an arbitrary compact group G.
Clearly, as the measurement noise level rises, any method for group synchronization over G should suffer a performance loss and will eventually break down. Practitioners have commented that spectral group synchronization is quite robust to noise; still, and despite its widespread use, the literature currently does not offer a systematic treatment of its noise sensitivity.
There are several possible ways to model measurement noise. Here, we adopt the noise model proposed by [Sin11] . In this model, each of the measurements {g i g −1 j } (i,j)∈Λ is exact with equal probability p, and is corrupted with probability 1 − p. Corrupt measurements are assumed to be distributed uniformly on G, namely, sampled from its Haar measure. Under this model, [Sin11] has proposed a strategy for formal analysis of spectral group synchronization over SO(2), based on ideas from random matrix theory. This paper implements that strategy and presents a systematic and fully rigorous analysis of the noise sensitivity of spectral group synchronization over an arbitrary compact group G. We show that, as predicted by [Sin11, Tze11, Bou14] , spectral group synchronization exhibits an asymptotically sharp phase transition similar to the Baik-Ben Arous-Péché phase transition [BAP + 05]. This phase transition coincides with the breakdown point of spectral group synchronization, namely, with the critical noise level, beyond which it necessarily fails to recover the group elements g 1 , . . . , g n . We further combine recent techniques from random matrix theory and elementary facts on group representations to derive rigorous and asymptotically exact results on the noise sensitivity of spectral group synchronization (up to the rounding error 1 ) when the noise level is below the critical threshold.
Notation and setup
Observations. Let G be a compact group, with normalized Haar measure µ and some d-dimensional, non-trivial, faithful, unitary representation π : G → U (d). Assume that g 1 , . . . , g n are n unknown group elements to be recovered. As π is faithful 2 , the problem reduces to recovery of their images π(
Let {g i,j } (i,j)∈Λ ⊂ G denote the measured group differences. The task at hand is to recover π(g 1 ), . . . , π(g n ) from the available observations {g i,j } (i,j)∈Λ .
1 As discussed in more detail below, spectral group synchronization concludes with a rounding step, in which group elements are identified by rounding each d-by-d block, obtained from the d top eigenvectors of Y , to the nearest matrix in the representation π(G). Error analysis of this step is necessarily group-specific and is beyond our present scope.
2 Our results hold just as well when the representation π is not faithful. In that case, since we only interact (in terms of the measurements and the fidelity metric) with the group G via the representation π, the problem could actually be thought of as synchronization over G/Ker(π).
Noise model. Following [Sin11] , we consider the case when Λ is a random Erdős-Rényi graph, where each edge appears independently with some probability q, and where the corrupted measurements are chosen uniformly at random. More specifically, conditioned on (i, j) ∈ Λ, with probability p we measure the real group difference g ij = g i g −1 j . Otherwise, we measure a random group element, in the sense that g ij iid ∼ µ, where µ is the normalized Haar measure 3 on G.
The Spectral Group Synchronization method. Introduced in [Sin11] , the method proceeds as follows. Define the nd-by-nd hermitian block matrix Y with d-by-d blocks
Here, g ij is the measurement corresponding to the (i, j) edge, and by convention y ij = 0 if (i, j) / ∈ Λ. Observe that in the noiseless case, namely the case where q = 1 and p = 1, Y is a rank-d matrix that decomposes as Y = XX * where X ∈ C nd×d is the block matrix
Since, in the noiseless case, the blocks π(g ij ) are all unitary matrices, the columns of X are orthogonal vectors with norm √ n. This make Y = XX * an eigen-decomposition of Y , where there is a single d-dimensional eigenspace of dimension d, corresponding to the eigenvalue n, spanned by the columns of X. This suggests that even in the noisy case, the top d eigenvectors of Y should approximate X well.
Indeed, letX be the nd-by-d matrix whose columns are the top d eigenvectors of Y . We think ofX as a block matrix with a single column of n blocks, each d-by-d. In the noisy case, these blocks do not necessarily correspond to elements of the representation π. Ideally, the spectral method should therefore conclude with a rounding step, in which we produce actual group elementsĝ 1 , . . . ,ĝ n fromX. Denote byX ∈ C nd×d the block matrix
(as X was for g 1 , . . . , g n ). As discussed below, the choice of rounding algorithm -an important component of the overall synchronization method -depends on the specific group at hand.
Reconstruction quality.
We measure the quality of our reconstructionĝ 1 , . . . ,ĝ n using the average squared alignment error,
Note that the error M SE(X,X) cannot be directly computed from the data, as some of the real pairwise differences g i g −1 j may be corrupted or missing.
Rounding. We identify two sensible rounding strategies to produce our estimatesĝ 1 , . . . ,ĝ n from the matrix of d top eigenvectors,X:
1. Ideal rounding: considering our error criterion (1), the natural rounding procedure would be to takeĝ
This rounding procedure bears a strong resemblance to the least squared error estimator,ĝ
Unfortunately, ideal rounding is, in general, a computationally hard problem. For instance, when G = Z 2 , the ideal rounding problem basically amounts to solving arg max
tr (WXX * ) = arg max
where W =XX * . As this is essentially the MAX-CUT problem, it follows that ideal rounding on Z 2 is NP-hard.
2. Block-wise rounding. Since in the noiseless case, the columns of X are the eigenvectors of Y , it makes sense to round the matrixX directly. That is, we takê
While still group-specific, this is usually an easy problem; indeed, notice that the problem decouples across the optimization variables, so that
whereX i ∈ C d×d is the i-th block ofX. It is hoped (but not guaranteed) that the eigenvectorsX are sufficiently delocalized (and Im(π) sufficiently dense in U (d)) so that we don't lose much by decoupling the ideal rounding problem (2). Indeed, the rounding problem is inherently group-specific. To the best of our knowledge, not much can be said about it in our general setting. To keep the discussion in the generality of a compact group, in the remainder of this paper we will assume that G is sufficiently dense, and that the rounding procedure used produces a rounding error
which is negligible with respect to the overall MSE. Specifically, we will assume that the error M SE(X,X) is dominated by the MSE proxy,
which essentially measures the degree to which the space spanned by the top d eigenvalues of Y aligns with XX * . In Section 5.5 we report numerical evidence that the rounding error is indeed negligible for G = Z 2 and for G = SO(3), each with a straightforward rounding scheme.
under this assumption it is enough to study the MSE proxy. We also remark that even without any denseness assumptions, the MSE proxy provides a loose upper bound on the MSE one gets by ideal rounding:
since for ideal rounding,
Contributions. Our main result is the precise asymptotic behavior of the MSE proxy in the large sample limit n → ∞, where we consider a sequence of probabilities p n and q n depending on n. We assume that our measurement graph is dense, with average degree of order n 1/3 (formally, as already mentioned, we assume that it is an Erdős-Rényi graph where every edge appears with probability q n ). Generalization of the formal analysis to the case of a sparser graph (say q n ∼ log(n)/n, which is much closer to the threshold for connectivity in such random graphs) seems to be currently out of the reach for our tools. For technical reasons, we also need to assume throughout the analysis that the corruption level p n is sufficiently high. Formally, we require, Assumption 1. There are some > 0 and δ > 1/3 such that
Notice that this implies that q n = p n q n + Ω(n −1+ ) = Ω(n −1+ + n −1+δ ) = Ω(n −1+max( ,δ) ), that is, the measurement graph is dense.
As for the representation π, we need to assume throughout, Assumption 2. The representation π : G → U (d) is non-trivial and irreducible.
Under these assumptions, we observe a recoverability phase-transition at scale p n √ q n ∼ 1/ √ n. In particular, when q n = O(1), our results imply that the spectral method is remarkably robust to an order of ∼ (1 − 1/ √ n) |Λ| corruptions, a fact already observed, for the case where G is the unit circle, in the original analysis of [Sin11] .
Main results
Theorem 1 (Limiting eigenvector correlations). Suppose that Assumptions 1 and 2 hold, and
Then under the probabilistic model described above,
In particular, recovery by the spectral method exhibits a phase-transition: when the effective signal level is γ ≤ 1, the eigenvectors of the measured matrix Y are completely noninformative about X.
Theorem 2 (Interpretation of observed eigenvalues). Define the statistiĉ
where η = 
almost surely as n → ∞.
Remark 1. One must be careful when trying to use the asymptotic results, as above, when the measurement graph is relatively sparse or the corruption level is very low (i.e, , δ in Assumption 1 are small). We have noticed that agreement with the asymptotic theory may degrade significantly in this case; see also Figure 3 in the numerical experiments section. This should not come as a surprise: indeed, in many of our proofs, for example Lemma 1, our concentration estimate yields us deviations of order 1/n ; when is small, this number turns to be rather large for practical values of n. A more honest examination of the consequences of the sparsity of the measurement graph is left for future work.
Remark 2. While the statistic suggested in Theorem 2 is indeed exact in the large n limit, we found that it is not practical to use when the noise level is close or below the recoverability threshold (i.e, when γ 1 in Theorem 1). The problem here is that of numerical stability. Specifically, the analysis in the next sections shows that when γ ≤ 1, we have η → 1, and so we expect to observe in this case a value of η slightly bigger than 1. However, the derivative ofφ (with respect to η) actually has a 1/ √ · singularity near η = 1, makingφ very sensitive to slight deviations in η.
Outline. This paper now proceeds as follows. In Section 4 we comment on lower bounds for the noise threshold in various groups. In Section 5 we report numerical evidence on the finite-n behavior of our results. In Section 6 we analyze the spectrum of a "noise-only" block matrix, whose blocks are all Haar-distributed. In Section 7 we show that the block matrix constructed in spectral group synchronization can be approximately written as a low-rank signal matrix, plus a noise-only matrix. This essentially reduces the model at hand to the additive-noise variant of Johnstone's celebrated Spiked Model [Joh01] . Equipped with the results of Section 6, we leverage existing results on the limiting eigenvalues and eigenvectors of such models to deduce the liming MSE of the spectral method. In Section 8 we provide proofs to some of the technical claims made before. To make this text self-contained, in the Appendix we summarize necessary background from harmonic analysis.
Lower bounds for the noise threshold
Theorem 1 identifies a noise threshold p n √ q n = 1 √ n above which the estimate returned by the spectral method is completely non-informative. One naturally wonders, then, whether this is the best we can do, among all possible recovery algorithms. Several results from the literature hint that, in some cases, this may well be the case.
Finite groups.
Consider the case where G is a finite group of size L. In a recent work [PWBM16b] , it was proved that in the case of a full measurement graph (q = 1) it is impossible to distinguish reliably (with success probability tending to 1 as n → ∞) between the measurement matrix Y and pure noise whenever
it is shown that there is an inefficient algorithm that can distinguish between Y and pure noise, hinting that there might be a group synchronization algorithm which has a nontrivial MSE even when the spectral method completely fails. These results complement the information-theoretic lower bound given previously in [Sin11] . To the best of our knowledge, it is currently unknown whether there exists an efficient algorithm that can distinguish between Y and pure noise below the threshold p n ≤ 1/ √ n. Nonetheless, these results imply that in the case if synchronization over a finite group, the spectral method is rate-optimal (in the sense that the optimal noise threshold must scale like p n ∼ 1/ √ n).
Infinite groups.
Under the noise model we adopt, the spectral method is not rate-optimal, at least among inefficient recovery algorithms. In this case, exact recoverability is governed by the connectivity of the measurement graph, in a sense which we now describe. Let Λ be the graph induced by all the non-corrupt measurements (recall that under our model, it is an Erdős-Rényi graph with edge probability p n q n ). If Λ is bridgeless (or 1-edge connected), meaning that if we remove any single edge the graph remains connected, the following inefficient procedure recovers g 1 , . . . , g n : we traverse every simple cycle in Λ.
If the group elements along the cycle sum up to the identity -this means that no edge in the cycle was corrupted, since g ij has zero probability to be any single value. Since Λ is bridgeless, we can identify a connected, noiseless, edge set of Λ and use it to reconstruct g 1 , . . . , g n . The threshold for bridgelessness coincides with that for having a Hamiltonian cycle, which is the same as that for having minimum degree ≥ 2. By the results of [KS83] , whenever p n q n ≥ (log(n) + log log(n) + ω(1))/n, Λ is bridgeless with probability tending to 1 (when p n q n ≤ (log(n) + log log(n) + o(1))/n that probability tends to 0, and when p n q n = (log(n) + log log(n) + c)/n the probability tends to e −e −c ∈ (0, 1)). This should be compared with the threshold for connectivity, p n q n = log(n)/n, which gives us a sharp (to leading order) phase transition between perfect and impossible recoverability at p n q n = (1 + o(1))
, which is much smaller than the implied noise threshold given in Theorem 1.
Infinite groups, alternative noise models. The case of an infinite compact group has mostly been investigated in the literature under various noise models. We mention the work [BSS13] , which derives worst-case guarantees on the alignment error in O(d) synchronization in terms of the eigenvalues of a certain graph Laplacian, under an adversarial noise model; and [BSAB13] which derives Cramer-Rao -type lower bound for synchronization over SO(d) under a continuous (Gaussian-like) noise model (extending other works which derived such bounds in a less general setting, e.g, [CS06, AM07, HCMC10] ). In particular, the results of [BSAB13] imply that the rate ∼ 1/ √ n of the noise threshold is indeed the right one. The analysis of [PWBM16b] for U (1) synchronization imply that under Gaussian noise, the noise threshold p n = 1/ √ n is exactly optimal (in a suitable sense). It is very easy to extend our analysis to the case of additive Gaussian noise, Y = XX * + pn √ n Z, and find that the noise threshold of the spectral method is indeed p n = 1/ √ n in this case.
Finite-n behavior
Before proceeding to prove our main results, we pause to evaluate the accuracy of our results in the non-asymptotic regime. We performed numerical simulations to test the validity of our asymptotic predictions (Theorems 1 and 2) in the case of finite sample size n.
Around the recoverability threshold
We run the spectral method on a random problem instance with a dense measurement graph, q ∈ {0.5, 1}. We let the corruption scale like p = γ/ √ n, with γ varying around the theoretical asymptotic threshold γ * = 1/ √ q. We compare the observed MSE proxy (normalized by the dimension of the representation) against the limiting value given in Theorem 1 and against the estimateφ suggested in Theorem 2. We do this for several choices of groups:
represented as rotation subgroups (the representations have dimensions 1, 2, 3 respectively). In all the experiments below, we reconstruct from n = 400 samples. Our results are summarized in Figure 1 .
We find that the observed MSE indeed matches the theoretical limiting value quite closely, across all groups. As forφ, we see that around the threshold, γ * , it predicts the MSE very poorly; as the SNR increases, however, it seems to match the true MSE better and better. See also Remark 2, where the numerical stability ofφ is discussed; we hypothesize that this is the main reason for the discrepancy between the theory and the observed behavior.
Broad range of corruption levels over a dense measurement graph
This time, we let the probability of non-corruption, p, run over a broad range of values, with the logarithmic scaling p = n −e as e = 0, 0.1, . . . , 1. Here q = 1 and n = 400, making p range from 0.0025 to 1. We used G = SO(3) throughout this experiment. Our results are summarized in Figure 2 .
We find that the expression of Theorem 1 predicts quite correctly the MSE even in the case where p is quite large relative to 1/ √ qn (informally, "γ ∼ √ n" in the notation of Theorem 1), at least in the case where the measurement graph is complete (here q = 1). 
Sparser measurement graph
This time, we keep the product √ n × p n √ q n = 2 fixed and vary the sparsity level of the measurement graph in a logarithmic scale, q n = n −e (so that p n = 2n −1/2+e/2 ). We use n = 400, so that e varies from 0 to 1 − log(4) log(n) ≈ 0.76, to keep the constraint p ≤ 1. We used G = SO(3) throughout this experiment. Our results are summarized in Figure 3 .
We find that as the measurement graph becomes sparser (e increases), the observed MSE grows further away from the from the value predicted by Theorem 1, M SE/2d = 1/γ 2 = 1/4. Recall that in the asymptotic analysis, we assumed (see Assumption 2) that p n and q n vary with p n q n n −2/3 . Putting p n q n ∼ n −1/2+e/2 n −e = n −1/2−e/2 we get the constraint −1/2 − e/2 > −2/3, or e < 1/3, which is needed for the proof of the asymptotic picture in Theorem 1 to go through.
Convergence to the limit
We next want to give evidence for the convergence of the MSE proxy M SE and statistiĉ φ(Y ) to their limiting value in accordance with the results of Theorem 1. To that end, we estimate the expected squared deviations of these quantities from their limit value,
for different values of n. In this experiment, we use throughout G = SO(3), q = 1, p n = 5/ √ n, and had n range from 50 to 1200. Our results are summarized in We find that indeed the squared deviations decrease as n increases, in affirmation with the theory.
How much do we lose by rounding?
Up to this point, we only investigated the MSE proxy M SE(X,X) in itself. We would now like to see if this quantity indeed tells us something practical about the actual problem we set out to solve, namely, about the error M SE(X,X) after rounding. In the experiment outlined below, we used optimal blockwise rounding, which for the following groups is given explicitly: 
G = O(3)
represented as rotation matrices. Optimal rounding is given by
We run the spectral method on a random problem instance with a dense measurement graph, q ∈ {0.5, 1}. We let the corruption scale like p = γ/ √ n, with γ varying around the theoretical asymptotic threshold γ * = 1/ √ q. We compare the observed and asymptotic MSE proxy, M SE, with the true MSE obtained after block-wise rounding of the measurement eigenvectors. We do this for the two groups G = Z 2 , O(3), where in each experiment we attempt recovery from n = 400 samples. Our results are summarized in Figure 5 . We find that the rounded MSE displays a noise-sensitivity phase transition at roughly the same location as the phase transition for M SE. Indeed, at high noise (low γ) M SE appears to be a reliable proxy for MSE; at low noise, it appears to give consistently pessimistic estimates for the rounded MSE.
Noise-only spectrum
We now turn to proofs of our main results. In order to proceed with the analysis of the spectral method, we first need some results on the spectrum of the block matrix corresponding to the "noise" part of our measurements. Given this information, we will be able to use some standard machinery about low-rank perturbations of random matrices to deduce the desired asymptotics.
Let 0 < t n ≤ 1 be a sequence of probabilities. Define the nd × nd noise block matrix, Z, which comprises of n 2 blocks of dimensions d × d, where for 1 ≤ i < j ≤ n, the (i, j) block is given by
where g ij ∼ µ independently of one another and of the coin tosses used to determine whether a block is erased or not. Define the i > j blocks so that Z is hermitian, Z (i,j) = (Z (j,i) ) * and the block-diagonal Z (i,i) to be zero.
Theorem 3 (Hermitian block matrices have semicircle limiting spectral distribution). Suppose that t n n → ∞. Then as n → ∞, the empirical spectral distribution of
Z converges weakly almost surely to the Wigner semicircle law. That is, denoting the eigenvalues of
Z by λ 1 (Z), . . . , λ nd (Z), we have 1 nd nd i=1 δ 1 √ tnn λ i (Z) → f sc (x)dx (11)
almost surely (where by convergence, we mean convergence of measures in the weak sense). Recall that the Wigner semicircle law is given by the density
with respect to Lebesgue measure.
Theorem 4 (The extreme eigenvalues converge to the bulk edge). Suppose that t n n > cn˜ for some c,˜ > 0. Then,
Theorem 3 follows readily from a more general result of Girko [Gir96] ; we will show how to deduce the theorem from what he proved. While we didn't find in the literature an existing proof of Theorem 4, our argument is standard and follows quite closely the proof of the analogous result for i.i.d Wigner matrices
Proof of Theorem 3
Let us verify the conditions of [Gir96] . Note that while the theorem there is stated for symmetric real matrices, the same proof works for the hermitian case. Let W (n) ij (i, j = 1, . . . , n) be the blocks of Z/ √ t n n.
We need that E W
(n) ij = 0, which indeed holds.
2. We need
, so this holds.
3. We need a Lindeberg-type condition: for every fixed τ > 0,
, for large enough n each such sum is identically zero.
Denote by F µn the CDF of the ESD of Z/ √ t n n. We now know that for almost every point x, we have F µn (x) − F n (x) → 0 almost surely, where F n are a sequence of CDFs whose Stieltjes transform satisfies
where C(z) is the unique d×d matrix analytic function on C\R, which satisfies the equation
(for any j we get the same thing on the right-hand side) and also (z) C(z) > 0.
Trying a solution of the form C(z) = α n (z)I, we obtain the functional equation
with (z) α(z) > 0. Solving, we get
with the point-wise limit
being the Stieltjes transform of the semicircle law (see for example [AGZ09] , page 47). Thus the laws F n converge to the semicircle law, as required.
Remark 3. Note that we didn't need to use here the fact that representation π is irreducible; we only needed the blocks π(g ij ) to be unitary and centered. The proof of Theorem 4, however, relies on the exact second moments of the matrix elements.
Proof of Theorem 4
Our proof follows closely the argument for the case of the extreme eigenvalues of an i.i. Outline of the argument. The proof goes in 3 primary steps:
1. Establishing concentration for the operator norm of Z/ √ t n n. Using Talagrand's concentration inequality, we show that Z/ √ t n n − E Z/ √ t n n → 0 almost surely.
2. Since we've already shown that Z/ √ t n n has a limiting spectral distribution, it must be that almost surely, lim inf λ 1 (Z/ √ t n n) ≥ 2 and lim sup λ nd (Z/ √ t n n) ≤ −2 (recall that ±2 are the top and bottom edges of the support of the semicircle law).
As for the other direction, since λ
by step 1 to show that lim sup E Z/ √ t n n ≤ 2. We obtain this bound using a moment calculation.
We only explicitly treat the case of the largest eigenvalue. The argument for the smallest eigenvalue is essentially identical.
Step 1: Concentration In the literature, Talagrand's concentration inequality is usually stated for the case of a convex Lipschitz function of bounded scalar variables -in our case, our bounded random variables are multidimensional (the blocks of Z). We shall cite a form of the inequality that will be appropriate for our applications.
Lemma 1 (Talagrand's concentration inequality -general form). Let X 1 , . . . , X n be independent random variables taking values in some metric space X i ∈ X i . Suppose that f is a function defined on X 1 × . . . × X n which satisfies
for all y and for some functions c i (x). Define σ
Proof. See Theorem 4.20 in [vH14] (on page 89). 
Lemma 2 (Concentration of convex Lipschitz functions
Proof. By convexity, we may pick g x ∈ R nd a sub-gradient of f at x. Then
By Cauchy-Schwartz, and assuming that ||x|| , ||y|| ≤ R,
Since f is L-Lipschitz, every subgradient satisfies
and the result follows by applying Talagrand's inequality (Lemma 1) with σ 2 = 4L 2 R 2 . See also Corollary 4.23 in [vH14] .
Equipped with Lemma 2, we can readily prove that the operator norm of our block matrices concentrates around its mean.
Proposition 1 (Concentration of the operator norm). We have that
Proof. We apply Lemma 2 with f (·) = ||·||, which is a 1-Lipschitz function on R 2nd×2nd (where the extra 2 factor in the dimension comes from the entries of Z can be complex, so that the real and imaginary parts go in different coordinates under this identification C nd×nd R 2nd×2nd ). Indeed,
where ||·|| F is the Frobenius norm (which is the Euclidean norm on complex matrices under the identification above). The variables X i as in the statement of the Lemma are the n(n − 1)/2 d × d random blocks above the diagonal of Z. Observe that since these X i -s are all unitary matrices,
Now, the desired result Z/ √ t n n − E Z/ √ t n n → 0 almost surely follows from the BorelCantelli lemma.
Step 2: Lower bound Proposition 2. We have that
Proof. The argument is a straightforward exercise in analysis. We need to show that for every > 0, the event
has zero probability.
Pick a continuous, non-negative bounded function α : R → R + with supp(α) ⊂ (2 − , 2) and α(x)dx > 0. For every ω ∈ M, we can find a sequence n k = n k (ω) such that
since all the eigenvalues of Z/ √ t n k n k are outside the support of α. But according to Theorem 3, for almost every ω we have that
(this is strictly positive because f sc is strictly positive in (−2, 2)). This means that M must have zero probability, as required.
Step 3: Upper bound
We would now like to obtain an upper bound on the expectation E Z/ √ t n n . Observe that for every integer k ≥ 1, we have
where the first inequality follows from Jensen's inequality. As for the second inequality, for n fixed, we expect it to be tighter and tighter as k → ∞; this is in analogy with that for L p norms on vectors x ∈ C n , we have ||x|| p → ||x|| ∞ as p → ∞. However, the fact that we actually need to take here two limit simultaneously, k → ∞ and n → ∞, complicates matters somewhat.
Since we already know that the empirical spectral distribution of Z/ √ t n n converges to the semicircle law, we have that for fixed k, as n → ∞,
(the k-th Catalan number) is the 2k-th moment of the semicircle law. Thus,
(where we used C k ≤ 2 2k ). To get something bounded on the right-hand side as n → ∞, we need to let k grow as k = ω(log(n)) (say, k ∼ log 2 (n)) so that n 1/2k → 1. The problem lies with the fact that our o(1) above hides an unknown dependency in k: since k is no longer fixed, nothing a-priori insures us that this remainder is still negligible. In order to proceed, then, we need finer estimates on the error term above. This turns out to require a rather sophisticated combinatorial calculation, which can, thankfully, be imported almost verbatim from the existing proof for the i.i.d Wigner case.
Expanding the trace above,
we can group the indices s 1 , . . . , s 2k according to the blocks to which they correspond. That is, we can write
where
is a sum over all the indices such that (j l , j l+1 ) belong to block (i l , i l+1 ).
As is usual in this sort of moment calculations, we can identify the index tuple i 1 , . . . , i 2k with a directed cycle C :
. We say that C contains an edge (i, j) if the cycle contains either of i → j or j → i. Since the blocks of Z are independent (unless they are in symmetric positions with respect to the diagonal) and since the matrix Z is centered, observe that it must be that M i 1 ,...,i 2k = 0 unless every edge in i 1 , . . . , i 2k occurs at least twice, that is, the terms
vanish unless they contain either 0 or at least 2 representatives of every block (or its symmetric pair). We now proceed to bound M i 1 ,...,i 2k when this is the case. 
Proof. Let a 1 , . . . , a b be the multiplicities by which each one of the unique edges occurs in i 1 , . . . , i 2k (ordered, say, by first appearance). We also let l be the number of such edges that have multiplicity strictly larger than 2,
so that b − l is the number of edges of multiplicity 2. Observe that to account for all 2k directed legs in the cycle, we must have
and using s:as>2 a s ≥ 3l we get 
Call an index forced if it must equal an index which we already traversed; otherwise, call it unforced.
1. The first index s 1 is unforced.
2. Suppose we reach an index t l for l > 1. If it appears in any Z that belongs to a block that is represented at least 3 times, in the worst case it is unforced. Note that there are at most 2 s:as>2 a s such indices.
3. Suppose now that every appearance of s l is in a block that is represented twice. If it was already declared forced, we move on. Otherwise, its first appearance in the term Z s 1 s 2 · · · Z s 2k s 1 is as a column-index of some element of Z. Suppose that Z s l−1 s l is the first representative of its block (or symmetric pair) and let Z s v−1 ,sv be the second (where v > l). If the two representatives belong to the same block, we must have that s v = s l , so that s v is forced. Otherwise, s v = s l−1 , which is again forced. Thus, the only unforced indices s l of this type must appear as column indices in the first representative of a block pair, so their number is ≤ b − l, the number of unique edges that appear exactly twice.
Thus, we have at most 1 + 2 s:as>2 a s + (b − l) unforced indices, making the number of non-vanishing terms at most
Using 3l ≤ 6(k − b), we get the bound
Since we have that |Z ij | ≤ 1 and E |Z ij | 2 = t n /d, as well as that the blocks are independent, it must be that
Equipped with Lemma 3, we are ready to conclude the computation.
Let i 1 → . . . → i 2k → i 1 be a cycle where each edge appears exactly twice. What is the highest number of unique vertices v that such a cycle can contain? Since the graph is connected, v ≤ e + 1 = k + 1, where equality holds if and only if the graph is a tree. A cycle of this type is called non-crossing. It is a standard calculation (see, for example, Theorem 2.3.21 in [Tao12] ) that the number of such non-crossing cycles is
Thus, by Lemma 3 (taking b = k),
(in fact, the extra factor of d can be removed, but this is not necessary for us here). It remains to bound the contribution of the rest of the cycles.
Let N n,2k,b be the number of crossing cycles of length 2k on n vertices, that contain exactly b = 1, . . . , k unique edges. Then, clearly,
In the proof of Theorem 2.3.21 in the book [Tao12] , it is shown (the calculation is originally due to Bai and Yin, [BY88] ) that assuming that k = O(log 2 (n)),
where the constants in the big-O notation are universal (and the asymptotics are with respect to n). Therefore, we have the rough bound
Using the fact that k grows logarithmically with n, whereas t n n = Ω(n˜ ) k β for every β > 0, and the fact that a geometric sum has the same order of magnitude as its largest summand,
(note that we could have saved a factor of n if we divided the bound on N n,2k,b into cases).
Combining the contributions of both crossing and non-crossing cycles, we get that
Now, taking 1/2k-th powers with k ∼ log 2 (n), and limit n → ∞, we get that
as claimed.
Reduction to low-rank matrix denoising
We now show that our measurement matrix Y , when scaled appropriately, can in fact be thought of as a low-rank perturbation of some random matrix with well-understood spectrum. Once we do that, we can leverage known results about the limiting extremal eigenvalues and eigenvectors to deduce the asymptotic performance of our reconstruction.
Let ∆ be a symmetric nd × nd block matrix, whose (i, j)-th d × d block (for i < j) is all-ones with probability p n and all-zeros with probability 1 − p n . Likewise, let E be of the same type, independent of ∆, with probability of all-ones q n . Our measurement matrix, Y , can then be written in the form
where denotes element-wise (Hadamard) product, 1 ∈ R nd is the all-ones vector, and Z is a pure-noise matrix whose (i, j)-block is π(g ij ) an independent Haar. The matrix E signifies the available edges in our (known) measurement graph, whereas ∆ signifies the (unknown) corruptions among existing edges.
The large-n spectrum of the matrix E (11 * − ∆) Z was analyzed in the previous section, where it was shown that if (1−p n )q n doesn't decrease too fast with n (indeed, we assume (1− p n )q n = Ω(n −1+ )), then the LSD of W = 
Recall that E [E ∆ XX * ] = p n q n XX * is a rank-d matrix, each of whose eigenvalues is n and its eigenvectors are the columns of X. We define the "effective SNR" to be
and rescale again, to work with the matrix
Proposition 3 (Reduction into low-rank plus noise model). Almost surely, as n → ∞,
In particular, the limiting spectral properties (eigenvalues and top d eigenvectors) of our (scaled) measurement matrix Y coincide with those of the model
which is a rank-d perturbation of W/β n , in a sense made precise in Proposition 4.
The proof is technical, and we defer it to the next section in order to keep the narrative flow.
Denote byX the matrix whose columns are the eigenvectors of Y (or equivalently Y ) and likewise U for Y β . We now make two quick observations:
1. Consider the case β n → ∞. Since lim sup ||W || ≤ 2 (see Theorem 4), we have
In this case, by an argument as in Proposition 4, we have
2. Consider now the case β n → 0. In this case, as n grows large, the top eigenvectors of Y , Y β become and more correlated with the eigenvectors of W (one can be convinced of that, say, by the variational characterization of the eigenvectors). Since XX * and Z are independent, the correlation between the these top eigenvectors and the columns of X then tends to 0 (see also Lemma 5 below), and we have
the maximal possible MSE. Also,
and by Theorem 4 we know that
(this is true since d doesn't increase with n), and so
The interesting case, where the asymptotic behavior of the problem is more subtle, is when β n → γ ∈ (0, ∞). In this case, it is more comfortable to continue the analysis using the matrix β n Y , where of course
where Y γ = γ 1 n XX * + W is the matrix which we shall now investigate.
Models of this form -a low-rank perturbation of a random matrix -are very common in modern statistics and engineering (see, for example, the books [BS10, CD11]), and many properties about their limiting extreme eigenvalues and eigenvectors are known. We shall specifically use the results of Benaych-Georges and Nadakuditi [BGN11] . Their analysis holds for the case where the eigenvectors of the low-rank matrix, 1 n XX * , have a unitarily invariant distribution, which is not the case here. Upon examining their proof, however, one finds that this assumption is only ever used in the proof of Lemma A.2 in that paper, and any "sufficiently isotropic" distribution of eigenvectors would work. In particular, it suffices to show the following: Then, almost surely as n → ∞,
If moreover
Proof. This follows from the next lemma (Lemma 5) with the choice of
Lemma 5 (Isotropy in terms of traces). Let A n ∈ C nd×nd be a sequence of hermitian matrices with uniformly bounded operator norm, ||A n || ≤ B. Then almost surely as n → ∞, we have
The proof is simple but rather uninformative, and is deferred to the next section.
We may now use the results of [BGN11] to obtains expressions for the limiting observed eigenvalues and eigenvectors. Almost surely as n → ∞, the eigenvalues of Y γ tend to the limits
when i = 1, . . . , d, and λ d+j (Y γ ) → 2 for every fixed j ≥ 1. 
Therefore, by Propositions 3 and 4, we have in the case γ > 1 that 1 n XX * −XX * and 1 n XX * −ŨŨ * coincide in the limit, and
which we expect to hold also for 1 n XX * −XX * with γ ≤ 1 by monotonicity in γ.
Using the expressions above, one can estimate the MSE as well as the parameter γ from the observed spectrum of Y , at least when γ > 1. Indeed, if
then γ 1 and M SE ≈ 2d. Otherwise,
which we can solve for γ using
and plug into the expression for the limiting MSE,
which is in fact exact when n → ∞ (for all cases, γ > 1 and γ ≤ 1). Also observe that (perhaps unsurprisingly) the statistic on the right should converge to the correct quantity even in the regime where our exact analysis doesn't hold, i.e, β n → 0, ∞ (which could be thought of, at least formally, as the limits γ → 0, ∞ of the analysis here).
To conclude the analysis, and the proof of Theorems 1 and 2, let's revisit the condition β n → γ, in light of Assumption 1. Since we need
as well as p n q n n −2/3 , it can't be that p n = O(1) since that implies q n ∼ n −1 . Then necessarily p n → 0 and √ np n √ q n → γ, which is the condition given in the theorem.
Additional proofs
In this section we prove some of the technical claims made in the analysis of the previous section. We remark that some of the proofs in this section were heavily inspired by an argument of [Nad14] , with minor tweaks.
Proof of Proposition 3
Denote M = E ∆, a block-hermitian matrix whose every block is 1 d 1 * d with probability p n q n , and otherwise 0. Condition on X, and let
and recall that we want to show that f (M ) → 0. The function f is clearly convex, and
so since the entries of XX * are bounded by 1, it is L-Lipschitz with
where we used Assumption 2. Since the independent blocks of M are clearly bounded by d in Frobenius norm, we may apply Talagrand's inequality, Lemma 2, to get
Since the right-hand side doesn't depend on X, the bound also holds for the unconditioned measure. So by the Borrel-Cantelli lemma,
By a bound of Latala, [Lat05] , for every centered matrix W with independent real entries, one has
(up to a constant). In our case,
is possibly complex and block-hermitian with independent blocks. We may decompose W by real and imaginary parts, upper and lower block-diagonal and further into d 2 matrices, each containing only one element per independent block. This way, we can apply the bound with an extra factor 4d 2 . Denoting
We have EB = 0 with
and since XX * has unitary blocks, j |(XX * ) ij | 2 = n and thus
As for the L 4 term, using |(XX * ) ij | ≤ 1,
Since XX * has d non-zero eigenvalues, each of whom is n, i,j |(XX 
Equivalence of models
Proof. Denote by P U = U U * the projection operator onto the subspace spanned by the columns of U . Since
it suffices to show that ||P U (v i )|| → 1 for all v i column of V . Observe that by Weyl's inequality,
which implies that also λ i (Y ) → a for i = 1, . . . , d. Also,
Taking the limit, and the fact that ||P U (v i )|| 2 + ||P U ⊥ (v i )|| 2 = 1 imply that necessarily ||P U (v i )|| 2 → 1, as claimed.
As we shall see, the top d eigenvectors of Y β are non-trivially correlated in the limit with the eigenvalues of XX * only in the case where the top d eigenvalues separate in the limit from the rest. In this case, one can indeed predict the performance of the spectral method by looking at Y β instead of the true observed Y . When this is not the case, however, Proposition 4 above can't, in principle, be used to show that the limiting MSE in both models is the same. It is, however, very plausible to guess that the MSE should be monotonic in p n and q n : decreasing those simultaneously can't possibly give us better performance. Thus, we deduce, that the MSE below the detectability threshold in the model Y β should still be the maximal possible value, 2d. We remark, however, that this part of the argument is still essentially non-rigorous, unfortunately.
Proof of Lemma 5
Observe that for some c > 0 that depends on d and B. By a standard application of the Borel-Cantelli lemma, this implies that u * A n u − E [u * A n u] → 0 almost surely, and hence (1) is proved. As for (2), using
and repeating the argument above for every quadratic form separately, we get that We emphasize that the assumption that the group representation we chose is irreducible is only ever used in the analysis of the spectral method through the calculation of the first and second moments of the corresponding block matrices. In particular, we need that for our representation and choice of orthonormal basis e 1 , . . . , e d ∈ H, it holds that 1. All the matrix elements have zero mean.
2. All the elements have the same variance (which must in fact be 1/d, since the matrix π(g) is unitary).
3. Different matrix elements are uncorrelated (orthogonal in L 2 (G, µ)).
It turns out, however, that conditions (2), (3) already imply that the representation in question must be irreducible. This is a basic argument in the representation theory of finite and compact groups, which we shall now present for completeness. By the Peter-Weyl theorem, every (unitary) representation of a compact group G decomposes into a direct sum of (finite-dimensional, which is obvious in our case but not at all in general) irreducible representations,
Consider the trace,
Its is known that for two irreducible representations π and ρ, their traces satisfy the following orthogonality relation, 
and it must be that k = 1, or equivalently, that π is irreducible.
The above discussion doesn't imply, of course, that the moment conditions above are necessary for our main results on the spectral method to hold. These are simply sufficient conditions for Theorems 3 and 4 to hold -and these two encapsulate (almost) all of the information we need to derive our asymptotic results. It is instructive to consider the following example of a group representation that is not irreducible.
