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We show that the phase velocity in a stationary state of a de Broglie wave can be directly obtained from the probability distribu-
tion, i.e. the quantum trajectories, without detailed knowledge of the phase term itself. In other words, the amplitude of a de Brog-
lie wave function describes not only the probability distribution but also the phase velocity distribution. Using this relationship, 
we comment on two calculations of the Goos-Hänchen shift in de Broglie waves. 
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The importance of phases in physics is self-evident [1], and 
the phase velocity is a crucial quantity in any description of 
wave propagation [2,3]. Furthermore, phase velocity and 
group velocity are particularly important concepts in many 
applications [4–7]. The statistical interpretation of wave 
functions is a core concept in quantum mechanics [8,9]. The 
interpretation can be expressed clearly using only a few 
words. The interpretation has profound meanings that are 
not well described by words, and the validity of the inter-
pretation has been confirmed with numerous experiments. 
The wave function is now an important tool for the descrip-
tion of de Broglie waves, but we can hardly directly meas-
ure the wave function itself—let alone its phase and phase 
velocity. From the form of the wave function, it appears that 
the probability amplitude and the phase are independent of 
each other. The statistical probability is related only to the 
amplitude of the wave function, while the phase velocity 
can be obtained simply from its phase terms. Based on 
straightforward algebraic manipulation of the Schrödinger 
and Klein-Gordon equations, however, we deduce a rela-
tionship between the distribution of phase velocities and the 
probability distribution in a stationary state.  
The Goos-Hänchen effect in classical optics is a spatial 
shift on total reflection at an interface. This phenomenon 
was first observed experimentally by Goos and Hänchen 
[10]. In the 1960s, Renard and one of us (Hora) studied the 
Goos-Hänchen shift in matter waves [11,12]. Hora expand-
ed the phase term to derive the expression for the Goos- 
Hänchen shift, and Renard used probability current conser-
vation. However, their studies led to an unsolved discrep-
ancy between the phase and intensity approaches for calcu-
lating the shift. Namely, though their results are almost the 
same, the latter’s expression for the shift has an additional 
factor which is related to the particle injection angle. This 
problem was not resolved in the past half century. In addi-
tion, Hora’s wave bundle is so complex that it cannot be 
treated with Renard’s method using intensity, but Renard’s 
plane wave has nothing to do with Hora’s phase term ex-
pansion. We deal with this discrepancy using the relation-
ship between the distribution of phase velocities and the 
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probability distribution. 
1  Deducing the relation formula 
Waves need not be perfectly periodic with respect to space. 
As shown in Figure 1, the phase   is the same for ( , )tr  
and ( d , d ) t tr r  [2,6] provided that 
  d d 0,      t tr   (1) 
where   is the gradient of the phase field. Note that the 
phase velocity does not behave as a vector, so does not obey 
the resolution rules of vectors. The phase velocity along a 
direction J, and hence its resolution, can be calculated 
[2,6,13] via  ( ) ( ) ,      J Jv t  where   J  
 q  is the gradient of the phase field along a unit vector 
q in the direction J. Thus, the minimum phase velocity is 




   p
tv   (2) 
Note that eq. (2) is none other than the phase velocity 
mentioned in most references, i.e. the speed with which 
each of the cophasal surfaces advances [2,3]. If  t  is 
negative, the cophasal surface advances along the direction 
of  ; otherwise, it advances against the direction of 
  [14,15]. Unless specified otherwise, the phase velocity 
in the following refers to the minimum phase velocity. 
As in [16,17], we assume a wave function of the form 
     ,, , e   i tt t rrr r , where  , tr  is the phase of the 
wave,  , tr r  is the wave amplitude, and  , tr r  and 
 , tr  are real functions. Here, the WKB approximation is 
not needed for our assumption. Substituting  , tr  into 
the Schrödinger equation,  
  2 2( 2 ) ( ) , 0       i m V r t .t r    (3) 
 
 
Figure 1  (Color online) Geometry of cophasal surface of a general wave. 
Eliminating the e i  item and collecting the real parts, 
we obtain [14] 
 
 2 ( ) ( , ) 0,
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  (4) 
where ( , )U tr  is a function of the probability density and 
can be expressed as 
 
 222 2 2
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r   (5) 
( , )U tr  is the so-called “quantum-mechanical” potential in 
Bohmian Mechanics [17]. From eq. (4), we can obtain the 
value of the wave vector, which is not a constant but a func-
tion of space: 
 
22 2 ( ) ( , ) .          
m V U tk
t
r r
   (6) 
For a stationary state with energy E, 0




and ( , )U tr  is independent of time. Applying eq. (6) to eq. 











m V Ur r
  (7) 
This expression is exactly equivalent to the wave-front 
speed directly obtained from the generalized de Broglie 
wavelength and frequency [18]. A prominent feature of this 
formula is that the phase velocity depends explicitly on the 
probability distribution and the potential ( )V r . Note that 
the phase term itself does not appear. We can extend the 
above results to systems of many bodies by simply rewrit-
ing ( )V r  and ( , )U tr  in the forms for that case [17]. Ap-
plying ( ) 0V r  and ( ) 0U r  to the relationship yields 
the phase velocity of the de Broglie wave for a free particle, 
0 0 02 .  pv mE k  This result is the same as for 
the original definition [19]. From the probability current 
density ,   
m
j v  we get the mean velocity of the 
particle, 2 . pvv  
To verify the above relationship, we consider a typical 
hydrogen-like electron state with nonzero angular momen-
tum [17]: 
     ( ) /, (cos )e ,        ni E t mmnt R r Pr   (8) 
where  is a constant, r is the radius from the atom’s center, 
and  and  are the colatitude and azimuthal polar angles, 
respectively. Because   (cos ) mnR r P  is a real function, 
it is easy for us to calculate the wave vector from the phase 
term ( ) /    nE t m  using 
 ,
sin 
   
mk
r
e   (9) 
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where e  is a unit vector in the direction of . The phase 



















. If we apply   (cos )   mnR r Pr  
and 
2
( )   ZeV
r
r  to eqs. (5) and (7), we obtain exactly 
the same result. The electron mean velocity is 
 .
sin 
   
  m
m m r
v e   (11) 
Here, zero angular momentum ( 0m , or 0  k ) 
means that every point in the phase field has same phase at 
the same time. In other words, the phase velocity is infinite, 
but the mean electron velocity is 0.  
m
v  
2  Evaluating the Goos-Hänchen shift 
We know that the wave’s propagation is closely related to 
its phase velocity. Renard and Hora used Snell’s law to-
gether with the particles’ mean velocity to calculate the 
Goos-Hänchen shift [11,12]. If the de Broglie waves, either 
reflected or refracted at a potential barrier, are treated simi-
larly to optical waves that are either reflected or refracted at 
a media interface, then it is important to look at the phase 
velocity. In principle, the methods should be equivalent to 
each other if their treatments are correct. Then the incon-
sistencies may be due to considering different physical  
objects. 
Hora used a wave bundle consisting of a family of su-
perposed plane waves with angles of incidence from 
0   to 0  , where the potential of incidence region 
is a constant, as shown in Figure 2.  is a small parameter, 
 
 
Figure 2  (Color online) Coordinate axes used for treating the 
Goos-Hänchen shift of a de Broglie wave bundle in Hora’s method. The 
constant potential V0 is in the region where x<0, and V′ is in the region 
where x>0. Assume E>V′>V0. 
and the angle of incidence i is always larger than the criti-
cal angle of total reflectionc. Obviously, it is difficult to 
obtain this wave bundle’s separate phase term. The waves 
have been chosen so that the cross section of the bundle 
written as the probability density with respect to a coordi-
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y W
y
  (12) 
The bounds of the bundle given by the first lateral mini-
ma of the *   function are exactly parallel and define the 
width / W  of the bundle, where  is the de Broglie 
wavelength. As a result,  is independent for coordinates x′ 
and z′. According to eq. (7), we get the wave bundle’s phase 






















  (13) 
The phase velocity of this wave bundle depends on the 
space coordinates; therefore, the cophasal surfaces must be 
distorted during propagation. This behavior is completely 
different from the case of a plane wave of light. In the cen-


















  (14) 
Instead, Renard used a plane wave for the derivation, and 
the potential of incidence region is also a constant, V0 [12]. 
According to eq. (7), we get a relationship between the 
mean particle velocity v  and the phase velocity of its 
plane matter wave: 
 0 .
2
 p Vv m
v
v
  (15) 
As is the case for a plane wave of light, the phase velocity 
of the plane wave in a stationary potential is independent of 
the space coordinates, meaning that the cophasal surfaces 
will not be distorted during propagation.  
From eq. (14) we find that, even at the center of Hora’s 
wave bundle, the relationship between the phase velocity 
and mean particle velocity is different from that of a plane 
wave in Renard’s method. Not surprisingly, the results dif-
fer because the behavior of the cophasal surfaces in each of 
these methods is very different. This means that the 
Goos-Hänchen shift of a matter wave also depends on its 
wave mode. This may be helpful in designing and modulat-
ing quantum microstructure electronic devices [21].  
Using Hora’s wave bundle in the stationary-phase ap-
proach, which is somewhat different from Hora’s method, 
 Wang P X, et al.   Chin Sci Bull   May (2012) Vol.57 No.13 1497 
yields the same result as in his method [21]. A good exper-
imental comparison with Renard’s result has recently been 
done [22], but we anticipate more sophisticated experiments 
to distinguish their difference. Here we simply consider 
non-spinning particles. Actually, the Goos-Hänchen shift of 
a de Broglie wave also depends on the spin [23,24]. 
3  Case of a Lorentz covariant wave equation 
A similar relationship can be obtained even if using a Lo-
rentz covariant wave equation. We first simply consider the 
Klein-Gordon equation for a single charged particle in an 
electromagnetic field ( ) ( , , , / )  x y zA A A A i cr  [25–27]:  
  2 2 22 , 0,             
ie m cA tr   (16) 
where 

  x , and  , x ictr . Substituting  , tr  
into the Klein-Gordon equation, eliminating the e i  item 
and collecting the real parts, we obtain 
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Now consider the specific case of an electromagnetic 
field ( ) ( 0, / )  A i cr A . According to eqs. (2) and (17), 















e m c mU t
c
 r











r  and    22 0  E e e   
2 2 2 2 4 c k m c . For a stationary state, 0 t
r , i.e. 
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r r . An electromagnetic field of 
the form ( 0, / )   A i cA  can be changed to the form 
( 0, / )  A i cA  via a Lorentz transformation, with Lo-
rentz factor 
2 2 2
      c A  , , ,  x y z  [28]. Thus, 
we can get the phase velocity of a de Broglie wave in A′ by 
an inverse Lorentz transformation. If we apply 0  and 
( ) 0U r  to the relationship eq. (18), we again obtain the 
phase velocity of a free particle de Broglie wave: 
0 0pv k . 
Putting aside the problems that the Klein-Gordon equa-
tion meets in quantum mechanics, it is noteworthy that the 
Klein-Gordon equation of a massless particle (m=0) in free 
space is precisely the classical wave equation [28]. We can 
therefore deal similarly with electromagnetic waves and 
sound waves in a uniform medium. 
4  Summary and discussion 
The probability amplitude and instantaneous phase of a 
point on a wave function are considered hard to measure. 
Using the relationship we have mentioned, we can obtain 
the phase velocity distribution by calculating or measuring 
the potential distributions and the probability density. This 
approach is especially useful for wave functions with com-
plicated forms, where it is difficult to obtain an analytical 
form for the phase. Measuring the optical phase distribution 
in a small beam is very difficult [29], especially when the 
difference between the phase velocity and the standard light 
speed c is tiny. Using a nonlinear optical approach to meas-
ure the phase velocity indirectly is also difficult and needs 
an approximation [30,31]. In [32], we discussed the case of 
an electromagnetic wave in vacuum and considered the sta-
tionary fundamental Hermite-Gaussian mode of a laser 
beam in vacuum. We compared two approaches for obtain-
ing the velocity, the above relation (eq. (18)) and directly 
evaluating the phase terms, and found the approaches 
equivalent to the lowest order of a paraxial approximation.  
We would like to point out that the concept of “quan-
tum-mechanical” potential is not essential to our result; 
nevertheless, the new relationship may help us understand 
more about the quantum trajectory method applied in reac-
tive scattering [33], photodissociation and femtochemistry 
[34]. The de Broglie wave of nucleons at internal total re-
flection on the nuclear surface potential may also provide 
insight into Wigner scattering [35]. 
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