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Abstract
We present a convergence result for the finite volume method applied to a particular phase field problem suitable
for simulation of pure substance solidification. The model consists of the heat equation and the phase field equation
with a general form of the reaction term which encompasses a variety of existing models governing dendrite growth
and elementary interface tracking problems. We apply the well known compact embedding techniques in the context
of the finite volume method on admissible unstructured polyhedral meshes. We develop the necessary interpolation
theory and derive an a priori estimate to obtain boundedness of the key terms. Based on this estimate, we conclude
the convergence of all of the terms in the equation system.
Keywords: A priori estimate, compact embedding, convergence, finite volume method, phase field problem
1. Introduction
Phase field modeling [13, 28] and level set methods [38] have been utilized to solve various physical problems that
involve moving interfaces. The phase field model in particular has been deployed to model problems such as crack
propagation [4], viscous fingering [23], two phase flow of immiscible fluids [35, 7], phase transitions in porous media
[44, 2, 3], and prominently, crystal growth. Historically, phase field modelling was made possible through the study
of functionals describing interfacial energy [34, 17]. Throughout the years, the model derived using the groundwork
laid out by Cahn and Hilliard gained more concrete form suitable for particular applications [1, 27, 28, 34]. More
recently, the functional theory of phase transition has been formalized further leading to a more rigorous treatment
[6, 21] and many new applications were found [29, 36, 33]. Our main focus is on a phase field model formulation that
finds use in the modeling of dendritic growth and grain evolution during solidification [26, 27, 28, 43, 39, 41].
In this paper, we present the mathematical analysis of the finite volume method (FVM) on an unstructured mesh
(defined in [22]) for a system of equations known as the phase field model (PFM) with a single order parameter. The
two predominant classes of results on the numerical analysis of the PFM are adaptations of [22] and the use of approx-
imative sequences of functions and compact embedding that show existence of the weak solution and convergence
at the same time [19, 10, 5]. One can find examples of the first approach in our previous work [40] or [14] and the
use of compact embedding techniques is demonstrated in [8, 18, 33, 20]. In our previous work [40], we took the first
mentioned approach and derived estimates that show convergence rates of the FVM applied to a simplified phase field
(Allen-Cahn) equation on an unstructured mesh . In this paper, we have chosen the second of the two mentioned ap-
proaches. The novelty of our proof lies in the application of the well known compact embedding techniques [32, 5] to
the general setting of FVM on an unstructured mesh applied to the PFM, which gives both the existence of the weak
solution and the convergence of the numerical scheme to this solution. We also introduce an interpolation theory
tailored for this purpose. The weak convergence is given by an a-priori estimate that is derived in detail.
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For the purposes of the analysis, we consider the isotropic PFM with a generically formulated reaction term, which
is well suited for practical applications: In our related work [42], we propose a novel form of the PFM which is com-
patible with the presented numerical analysis. In addition, we also introduce its anisotropic variant. We demonstrate
that numerical simulations of rapid solidification [15, 45, 25] based on this model produce results both in qualita-
tive and quantitative agreement with experiments. Some traditional models such as [30] can also be treated by the
presented framework.
2. Problem Formulation
Let Ω ⊂ R3 be a bounded polyhedral domain and let J =(0,T ) be a time interval. The problem in question reads
∂u
∂t
= ∆u + L
∂p
∂t
in J ×Ω, (1)
αξ2
∂p
∂t
= ξ2∆p + f (u, p, ξ) in J ×Ω, (2)
u |t=0 = uini, p |t=0= pini in Ω, (3)
u |∂Ω = u∂Ω on J × ∂Ω, (4)
p |∂Ω = p∂Ω on J × ∂Ω, (5)
where u and p are the temperature field and the phase field (i.e. order parameter), respectively. Consider the function
f (u, p, ξ) of the form
f (u, p, ξ) = f0 (p) + bβξΛ (g (u, p)) , (6)
where
f0 (p) ≡ p (1 − p)
(
p − 1
2
)
,
L, α, β, b are positive constants [11] and ξ is a parameter associated with the thickness of the diffuse interface. Assume
that the initial conditions satisfy uini, pini ∈ C2 (Ω) and the Dirichlet boundary conditions satisfy u∂Ω, p∂Ω ∈ C (∂Ω).
The function g in the reaction term (6) can be an arbitrary function of u and p, which covers several well known
variations of the phase field model such as the Kobayashi model [31] or some of the simpler models proposed in
[11, 9]. In addition, we require that g is subject to a “limiter” function Λ ∈ C1 (R) that bounds the range of g to a fixed
interval
(
Hinf,Hsup
)
, which is vital to the convergence analysis. For example, a suitable choice is
Λ (x) =

x x ∈ [H0,H1] ,
H1 + 2pi
(
Hsup − H1
)
arctan
(
pi
2
x−H1
Hsup−H1
)
x ∈ (H1,+∞) ,
H0 + 2pi (Hinf − H0) arctan
(
pi
2
x−H0
Hinf−H0
)
x ∈ (−∞,H0) ,
where Hinf < H0 < H1 < Hsup. On the other hand, during simulations using the above cited models, the term g (u, p)
remains bounded and thus introducing Λ with a sufficiently wide interval [H0,H1] (where Λ (x) = x) has no practical
implications.
3. Finite Volume Method on an Unstructured Mesh
Let B ⊂ R3. The 3- or 2-dimensional Lebesgue measure of the set B will be denoted m(B) or m˜(B), respectively.
In cases where the dimension of the object in question is clear, the tilde will be omitted. The definitions in this section
agree with [22].
Definition 1. Let Π ⊂ 2Ω be a set such that for all K ∈ Π, K is polygonal and convex, and let E be the set of all faces.
If Π and E satisfy
2
1. unionmulti
K∈ΠK = Ω
2. ∀K ∈ Π : ∃EK ⊂ E : ∂K = ∪
σ∈EK
σ
3. (∀K, L ∈ Π)
(
K , L⇒
(
m˜
(
K ∩ L
)
= 0 ∨ (∃σ ∈ E)
(
K ∩ L = σ
)))
4. (∃P ⊂ Ω)
(
(∀K ∈ Π) (∃1xK ∈ P)
(
xK ∈ K
)
∧ (∀x ∈ P) (∃K ∈ Π)
(
x ∈ K
))
5. (∀K, L ∈ Π)
(
K , L⇒
(
xK , xL ∧
(
xKxL ⊥ K ∩ L
)))
,
then we call Π an admissible mesh and E the set of faces associated with the mesh Π.
The elements of Π are called finite volumes (or cells). Definition 1 ensures that two finite volumes only intersect
at a point or a face and that the line segment connecting two significant points representing two adjacent volumes will
always be perpendicular to their common face. Let DK,L denote the line segment connecting two significant points
xKxL ≡ DK,L. Let K ∈ Π such that ∃σ ∈ EK : σ ⊂ ∂Ω. Assume that xK < σ, then denote DK,σ ≡ xK yσ, where yσ is
chosen such thatDK,σ ⊥ σ. In agreement with [22], we use the following conventions:
• Eext = {σ ∈ E : σ ⊂ ∂Ω} ,Eint = E − Eext.
• For a face such that σ = K |L ≡ K ∩ L, let dσ =
∣∣∣DK,L∣∣∣ be the Euclidean distance between points xK and xL.
Similarly, we define dK,σ =
∣∣∣DK,σ∣∣∣. For σ ∈ EK ∩ Eext, we put dσ ≡ dK,σ.
• τσ ≡ m(σ)dσ .
• HΠ denotes the set of all functions w : P → R, where P has the meaning of the set of all significant points of
Π, given by Definition 1. For w ∈ HΠ, the simplified notation
wK ≡ w (xK) ∀K ∈ Π (7)
will be used.
Remark. Every admissible mesh satisfies ∑
σ∈E
m (σ) dσ = 3m (Ω) . (8)
Proof. For each σ ∈ Eint, σ = K|L, we have dσ = dK,σ + dL,σ. Thanks to the orthogonality condition 5 in Definition
1, the expression
∑
σ∈E
1
3 m (σ) dσ represents the sum of volumes of the pyramids with base σ and some vertex xK such
that σ ∈ EK . These pyramids exactly cover the volume of all cells in Π (recall the definition of dσ when σ ∈ Eint and
when σ ∈ Eext), which in turn cover the whole domain Ω.
Let uΠ, pΠ : J → HΠ be the numerical solutions of problem (1)–(5) and similarly to (7), denote
uK (t) ≡ uΠ (t, xK) , pK (t) ≡ pΠ (t, xK) .
Consider the following reformulation of equations (1), (2)
∂u
∂t
− ∆u = L∂p
∂t
, (9)
α
∂p
∂t
− ∆p = 1
ξ2
f0 (p) − bβ1
ξ
Λ (g (u, p)) . (10)
By integrating (9) and (10) over a finite volume K ∈ Π and using Green’s formula, we obtain
∫
K
∂u
∂t
(t, x) dx −
∫
∂K
∇u (t, x) · ndS = L
∫
K
∂p
∂t
(t, x) dx, (11)
3
α∫
K
∂p
∂t
(t, x) dx −
∫
∂K
∇p (t, x) · ndS (12)
=
1
ξ2
∫
K
f0 (p (t, x)) dx − bβ
ξ
∫
K
Λ (g (u (x, t) , p (x, t))) dx,
where n is the outward pointing unit normal vector to ∂K. Using additivity of the surface integral, we can rewrite (11)
and (12) as
∫
K
∂u
∂t
(t, x) dx +
∑
σ∈EK
−
∫
∇u (t, x) · nK,σdS = L
∫
K
∂p
∂t
(t, x) dx, (13)
α
∫
K
∂p
∂t
(t, x) dx +
∑
σ∈EK
−
∫
σ
∇p (t, x) · nK,σdS (14)
=
1
ξ2
∫
K
f0 (p (t, x)) dx − bβ
ξ
∫
K
Λ (g (u (x, t) , p (x, t))) dx,
where nK,σ is the unit normal vector to σ ∈ EK pointing out of ∂K. The following approximations may be applied to
the individual terms in equations (13) and (14)
∫
K
∂p
∂t
(t, x) dx→ m (K) p˙K (t) , (15)
−
∫
σ
∇p (t, x) · nK,σdS → FK,σ (pΠ (t) , p∂Ω (t)) , (16)∫
K
f0 (p (t, x)) dx→ f0,K (t) = m (K) f0 (pK (t)) , (17)∫
K
∂u
∂t
(t, x) dx→ m (K) u˙K (t) , (18)
−
∫
σ
∇u (t, x) · nK,σdS → FK,σ (uΠ (t) , u∂Ω (t)) , (19)∫
K
Λ (g (u (x, t) , p (x, t))) dx→ ΛK (t) = m (K)Λ (g (uK (t) , pK (t))) . (20)
For w ∈ Hh and w∂Ω ∈ C (∂Ω), we define
FK,σ (w,w∂Ω) =
−τσ (wL − wK) ∀σ ∈ Eint, σ = K|L,−τσ (w∂Ω (yσ) − wK) ∀σ ∈ Eext ∩ EK ,
FK (w,w∂Ω) =
∑
σ∈EK
FK,σ (w,w∂Ω) (21)
for each K ∈ Π. Finally, in the sense of (7), it is natural to define a function F (w,w∂Ω) ∈ HΠ as
F (w,w∂Ω) (xK) =
1
m (K)
FK (w,w∂Ω) . (22)
The approximations (15)–(19) give rise to the semi discrete scheme for the finite volume method
m (K) u˙K (t) + FK (uΠ (t) , u∂Ω (t)) = Lm (K) p˙K (t) , (23)
αm (K) p˙K (t) + FK (pΠ (t) , p∂Ω (t)) =
1
ξ2
f0,K (t) (24)
− bβ
ξ
ΛK (t) m (K) ,
4
K
xK
ΣK,σ
σ ∈ Eext
xK
xL
K
L
ΣK,L
σ = K|L
Figure 1: Construction of the dual cell ΣK,L between the cells K, L and the dual cell ΣK,σ at the boundary of Ω.
∀K ∈ Π, ∀t ∈ J , with the initial conditions
pK (0) = p (0, xK) , (25)
uK (0) = u (0, xK) . ∀K ∈ Π (26)
The procedure of discretization using FVM led to the system of ordinary differential equations (23) and (24). These
equations will be used to prove the existence, uniqueness of the weak solution, and convergence of the numerical
scheme.
4. Interpolation Theory
In addition to the approximations presented in the previous section [22], we require a suitable interpolation theory
that allows us to perform the proof. For the rest of this section, assume that Π is an admissible mesh in the sense of
Definition 1. The notion of a dual mesh is crucial for defining a piecewise linear interpolation of a function fromHΠ.
Definition 2. For all xK , xL ∈ P such that xK , xL, σ ≡ K ∩ L,
(
K ∩ L
)
, 0, define ΣK,L ≡ convhull {xK , xL, σ}. For
all σ ∈ E, define ΣK,σ ≡ convhull {xK , σ}, where xK is the significant point of the control volume for which σ ∈ EK .
Then the dual mesh Π∗ of Π is defined as
Π∗ =
{
ΣK,L |K |L ∈ Eint } ∪ {ΣK,σ |σ ∈ Eext } .
The elements of the dual mesh are depicted in Figure 1. Next, two interpolation operators will be introduced.
Definition 3. Let w ∈ HΠ. We define the piecewise constant interpolation operator SΠ : HΠ → { f | f : Ω→ R } as
(SΠw) (x) ≡ w (xK) ,∀K ∈ Π,∀x ∈ K.
The piecewise linear interpolation QΠ : HΠ → { f | f : Ω→ R } is defined as
(QΠw) (x) ≡ w (xK) + 1‖xL − xK‖2
(x − xK) · (xL − xK) [w (xL) − w (xK)]
∀ΣK,L ∈ Π∗, x ∈ ΣK,L,
and
(QΠw) (x) ≡ w (xK) + 1‖yσ − xK‖2
(x − xK) · (yσ − xK) [−w (xK)]
5
∀ΣK,σ ∈ Π∗, x ∈ ΣK,σ.
Definition 4. For v,w ∈ HΠ, we define
(v,w)Π ≡
∑
K∈Π
m (K) vKwK ,
‖w‖Π ≡
√
(w,w)2Π,JwK2Π ≡ ∑
σ∈EK∩Eint
σ=K|L
τσ (wK − wL)2 +
∑
σ∈Eext
σ∈EK
τσw2K .
Lemma 1. Let v,w ∈ HΠ, then the relationships
(v,w)Π = (SΠv,SΠw)L2(Ω) , (27)
‖w‖2Π = ‖SΠw‖2L2(Ω) , (28)JwK2Π = 3 ‖|∇QΠw|‖2L2(Ω) . (29)
hold.
Proof. (27) and (28) follow directly from the definition of the respective inner products. To prove (29), we recall
Definition (3), relation (8), and the notations of Figure 2 so that we can write
JwK2Π = ∑
σ∈EK∩Eint
σ=K|L
τσ (wK − wL)2 +
∑
σ∈Eext
σ∈EK
τσw2K
=
∑
σ∈EK∩Eint
σ=K|L
m (σ)
dσ
(wK − wL)2 +
∑
σ∈Eext
σ∈EK
m (σ)
dσ
w2K
=
∑
σ∈EK∩Eint
σ=K|L
m (σ)
(
dK,σ + dL,σ
) (wK − wL
dσ
)2
+
∑
σ∈Eext
σ∈EK
m (σ) dK,σ
(
wK
dσ
)2
=
∑
σ∈EK∩Eint
σ=K|L
m (σ)
(
dK,σ + dL,σ
) |∇QΠw (yσ)|2
+
∑
σ∈Eext
σ∈EK
m (σ) dK,σ |∇QΠw (yσ)|2
=
∑
K∈Π
∑
σ∈EK
m (σ) dK,σ |∇QΠw (yσ)|2
=
∑
K∈Π
∑
σ∈EK
3
∫
ΣK,σ
|∇QΠw (x)|2 dx = 3
∫
Ω
∇QΠw (x) · ∇QΠw (x) dx
= 3 ‖|∇QΠw|‖2L2(Ω) .
Lemma 2. Let Π be an admissible mesh. Then there exists a mesh dependent constant CΠ > 0 such that for all
w ∈ HΠ, the inequality
‖QΠw‖L2(Ω) ≤ CΠ ‖SΠw‖L2(Ω) (30)
holds.
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xLxK
yσ
dK,σ dL,σ
u1
σ
=
K
|L
ΣK,σ ΣL,σ
ΣK,L = ΣK,σ ∪ ΣL,σ
Figure 2: On the calculation of ‖QΠu‖2L2(ΣK,L) on the dual cell ΣK,L.
Proof. Let ΣK,L ∈ Π∗ be a cell of the dual mesh and denote σ = K|L. From Definition 3, we easily get
‖SΠw‖2L2(ΣK,L) =
1
3
m˜ (σ)
(
dK,σw2K + dL,σw
2
L
)
. (31)
To evaluate ‖QΠw‖2L2(ΣK,L), we represent ΣK,L (see Figure 2 ) in an affine space centered at yσ with an orthonormal
basis V = (v1, v2, v3) where v1 = xL−xK|xL−xK | . The coordinates of a point x ∈ ΣK,L in V will be denoted by (α1, α2, α3), i.e.
x = yσ +
3∑
i=1
αivi.
By means of this transformation, we have
‖QΠw‖2L2(ΣK,L) =
dL,σ∫
−dK,σ
dα1
∫
S˜ (α1)
d (α2, α3)
(QΠw)
yσ + 3∑
i=1
αivi


2
(32)
where
S˜ (α1) =
(α2, α3) ∈ R2; yσ + 3∑
i=1
αivi ∈ ΣK,L
 .
In addition, denote by S (α1) the corresponding planar cut through ΣK,L, i.e.
S (α1) =
yσ + 3∑
i=1
αivi; (α2, α3) ∈ S˜ (α1)
 .
In (32), Definition 3 allows to evaluate
(QΠw)
yσ + 3∑
i=1
αivi
 = wK + α1 + dK,σdL,σ + dK,σ (wL − wK) (33)
which only depends on α1. Next, the term
∫
S˜ (α1)
d (α2, α3) represents the surface area of S (α1) which satisfies
∫
S˜ (α1)
d (α2, α3) = m˜ (S (α1)) =
m˜ (σ)
dK,σ+α1
dK,σ
α1 ∈ [−dK,σ, 0] ,
m˜ (σ) dL,σ−α1dL,σ α1 ∈
[
0, dL,σ
]
.
(34)
7
Plugging (33) and (34) into (32) and performing the integration with respect to α1 leads to
‖QΠw‖2L2(ΣK,L) =
1
12
m˜ (σ)
dK,σ + dL,σ
[ (
d2K,σ + 3dK,σdL,σ + 3d
2
L,σ
)
w2K
+ 2
(
d2K,σ + 3dK,σdL,σ + d
2
L,σ
)
wKwL
+
(
3d2K,σ + 3dK,σdL,σ + d
2
L,σ
)
w2L
]
.
By the Young inequality, this can be estimated as
‖QΠw‖2L2(ΣK,L) ≤
1
6
m˜ (σ)
dK,σ + dL,σ
[ (
d2K,σ + 3dK,σdL,σ + 2d
2
L,σ
)
w2K
+
(
2d2K,σ + 3dK,σdL,σ + d
2
L,σ
)
w2L
]
.
The equality (31) can be rewritten into a similar form
‖SΠw‖2L2(ΣK,L) =
1
6
m˜ (σ)
dK,σ + dL,σ
[ (
2d2K,σ + 2dK,σdL,σ
)
w2K
+
(
2dK,σdL,σ + 2d2L,σ
)
w2L
]
.
Defining
CK,L ≡ max
d2K,σ + 3dK,σdL,σ + 2d2L,σ2d2K,σ + 2dK,σdL,σ ,
2d2K,σ + 3dK,σdL,σ + d
2
L,σ
2dK,σdL,σ + 2d2L,σ
 ,
we observe that
‖QΠw‖2L2(ΣK,L) ≤ CK,L ‖SΠw‖
2
L2(ΣK,L) .
Note that CK,L is only dependent on the ratio between dK,σ and dL,σ, not on their absolute values. Namely, it is
independent of w and of any mesh refinement as long as the geometry of the cells remains unchanged.
An analogous inequality in the form
‖QΠw‖2L2(ΣK,σ) ≤ CK,σ ‖SΠw‖
2
L2(ΣK,σ)
can be derived for the dual cells ΣK,σ at the boundary of Ω. Define
CΠ ≡ max ({CK,L; K|L ∈ Eint} ∪ {CK,σ;σ ∈ Eext}) .
Summing up the estimates
‖QΠw‖2L2(ΣK,L) ≤ CΠ ‖SΠw‖
2
L2(ΣK,L) ,
‖QΠw‖2L2(ΣK,σ) ≤ CΠ ‖SΠw‖
2
L2(ΣK,σ)
over all cells of the dual mesh concludes the proof.
5. Convergence
The existence, uniqueness of the weak solution and convergence of the numerical scheme will be shown using a
single procedure that relies on an a priori estimate to ensure boundedness of the respective numerical solutions. This
estimate is independent of mesh refinement. The procedure uses and expands upon some of the ideas presented in
[11] and [10]. For the sake of simplicity, the homogeneous Dirichlet boundary conditions
u∂Ω = 0, p∂Ω = 0 (35)
are considered, allowing to simplify (21) and (22) to
FK,σ (wΠ) ≡ FK,σ (wΠ, 0) , FK (wΠ) ≡ FK (wΠ, 0) ,
F (wΠ) ≡ F (wΠ, 0) ∀w ∈ HΠ
8
5.1. Weak Formulation
Testing the equations (1)–(2) by ψ, ϕ ∈ C∞0 (J) and v, q ∈ C∞0 (Ω), the weak formulation
T∫
0
d
dt
∫
Ω
u (t, x) v (x) dxψ (t) dt+
T∫
0
∫
Ω
∇u (t, x) · ∇v (x) dxψ (t) dt
=
T∫
0
d
dt
∫
Ω
Lp (t, x) v (x) dxψ (t) dt, (36)
αξ2
T∫
0
d
dt
∫
Ω
p (t, x) q (x) dxϕ (t) dt + ξ2
T∫
0
∫
Ω
∇p (t, x) · ∇q (x) dxϕ (t) dt
=
T∫
0
∫
Ω
f (u, p,∇p; ξ) q (x) dxϕ (t) dt, (37)
arises, completed by the initial conditions
u |t=0= uini, p |t=0= pini. (3)
Definition 5. A pair of functions (u, p), such that u ∈ L2
(
J ; H10 (Ω)
)
, p ∈ L2
(
J ; H10 (Ω)
)
that satisfy (36)–(37) with
the initial conditions (3) for all ψ, ϕ ∈ C∞0 (J) and all v, q ∈ C∞0 (Ω) is called the weak solution of the problem (1)–(3)
with the boundary conditions (35).
5.2. A priori Estimates
Let Π be an admissible mesh. Consider the semi-discrete scheme (23), (24). Multiplying equation (23) by u˙K (t)
and equation (24) by p˙K (t) respectively, summing each of them over all K ∈ Π and using the definition of (u, v)Π
yields
‖u˙Π (t)‖2Π + (F (uΠ (t)) , u˙Π (t))Π = L (p˙Π (t) , u˙Π (t))Π , (38)
αξ2 ‖p˙Π (t)‖2Π + ξ2 (F (pΠ (t)) , p˙Π (t))Π =
I.︷                           ︸︸                           ︷∑
K∈Π
m (K) f0 (pK (t)) p˙K (t) (39)
− bβξ (ΛΠ (t) , p˙K (t))Π .
Using the chain rule and the fact that f0 is the derivative of the double well potential w0 (see [16, 11] and the proof of
Lemma 3), we obtain
f0 (p (t)) p˙K (t) = −dw0dt (pK(t)) . (40)
Rewriting expression I. using (40), we get
∑
K∈Π
m (K) f0 (pK (t)) p˙K (t) =
∑
K∈Π
− dw0
dt
(pK(t)) m(K). (41)
The Schwarz and Young inequalities applied on the right hand side of (38) and (39) together with the boundedness of
Λ (bounded by the constant B) and (41) give
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1
2
‖u˙Π (t)‖2Π + (F (uΠ (t)) , u˙Π (t))Π ≤
L2
2
‖p˙Π (t)‖2Π , (42)
1
2
αξ2 ‖p˙Π (t)‖2Π + ξ2 (F (pΠ (t)) , p˙Π (t))Π +
d
dt
∑
K∈Π
w0 (pK(t)) m(K) (43)
≤ (bβ)
2
2α
B2m (Ω) .
Multiplying (42) by αξ
2
2L2
and adding it to (43) results in a single inequality
1
4
αξ2 ‖p˙Π (t)‖2Π +
1
4
αξ2
2L2
‖u˙Π (t)‖2Π + ξ2
I.︷                   ︸︸                   ︷
(F (pΠ (t)) , p˙Π (t))Π (44)
+
αξ2
2L2
II.︷                  ︸︸                  ︷
(F (uΠ (t)) , u˙Π (t))Π +
d
dt
∑
K∈Π
w0 (pK(t)) m(K) ≤ (bβ)
2
2α
B2m (Ω) .
We reformulate the terms I. and II. Under the assumption (35), the term I. can be rewritten by summation over
faces σ ∈ E instead of cells K ∈ Π as follows
I. =
∑
K∈Π
 ∑
σ∈EK
FK,σ (pΠ (t))
 p˙Π (t) (45)
=
∑
K∈Π
∑
σ∈EK∩Eint
σ=K|L
− τσ (pL (t) − pK (t)) p˙k (t)
+
∑
K∈Π
∑
σ∈EK∩Eext
− τσ (−pK (t)) p˙k (t)
= −
∑
σ∈Eint
σ=K|L
τσ
[
(pL (t) − pK (t)) p˙K (t) + (pK (t) − pL (t)) p˙L (t)]
+
∑
σ∈Eext
σ∈EK
τσpK (t) p˙K (t)
=
1
2
∑
σ∈Eint
σ=K|L
τσ
[
d
dt
(pK (t))2 − 2 ddt (pL (t) pK (t)) +
d
dt
(pL (t))2
]
+
1
2
∑
σ∈Eext
σ∈EK
τσ
d
dt
(pK (t))2
=
1
2
d
dt
∑
σ∈Eint
σ=K|L
τσ
[
pK (t) − pL (t)]2 + 12 ddt ∑
σ∈Eext
σ∈EK
τσ (pK (t))2 .
An analogous calculation performed on term II. together with Definition 4 give
I. =
1
2
d
dt
JuΠ (t)K2Π , II. = 12 ddt JpΠ (t)K2Π . (46)
The identities (46) make it possible to write (44) in the form
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1
4
αξ2 ‖p˙Π (t)‖2Π +
1
4
αξ2
2L2
‖u˙Π (t)‖2Π +
1
2
ξ2
d
dt
JpΠ (t)K2Π
+
1
2
αξ2
2L2
d
dt
JuΠ (t)K2Π + ddt ∑
K∈Π
w0 (pK(t)) m(K) (47)
≤ (bβ)
2
2α
B2m (Ω) .
At this point, the inequality (47) will be used in two different ways. The first result will be used within the derivation
of the second to obtain the final estimate. First, the nonnegative terms ‖p˙Π (t)‖2Π and ‖u˙Π (t)‖2Π are omitted from the
left hand side of (47) and the nonnegative expression
ξ2
1
2
JpΠ (t)K2Π + 12 αξ22L2 JuΠ (t)K2Π + ∑K∈Πw0 (pK(t)) m(K) (48)
is added to the right hand side of (47), giving rise to
1
2
ξ2
d
dt
JpΠ (t)K2Π + 12 αξ22L2 ddt JuΠ (t)K2Π + ddt ∑K∈Πw0 (pK(t)) m(K)
≤ξ2 1
2
JpΠ (t)K2Π + 12 αξ22L2 JuΠ (t)K2Π + ∑K∈Πw0 (pK(t)) m(K)
+
(bβ)2
2α
m (Ω) B2. (49)
Let s ∈ J . Substituting t for s, multiplying the whole inequality by e−s leads to
d
ds
12ξ2 JpΠ (s)K2Π + αξ24L JuΠ (s)K2Π + ∑
K∈Π
w0 (pK(s)) m(K)
 e−s
≤ (bβ)
2
2α
B2m (Ω) e−s.
Integrating with respect to s over (0, t) gives
1
2
ξ2 JpΠ (t)K2Π + αξ24L JuΠ (t)K2Π + ∑
K∈Π
w0 (pK(t)) m(K)
≤
(
1
2
ξ2 JpΠ (0)K2Π + αξ24L JuΠ (0)K2Π
)
et +
∑
K∈Π
w0 (pK(0)) m(K)
 et
+
(bβ)2
2α
B2m (Ω)
(
et − 1
)
. (50)
This inequality will be used as part of the next estimate.
Revisiting (47) and adding the nonnegative expression (48) to the right hand side yields
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1
4
αξ2 ‖p˙Π (t)‖2Π +
1
4
αξ2
2L2
‖u˙Π (t)‖2Π (51)
+
1
2
d
dt
(
ξ2 JpΠ (t)K2Π) + 12 ddt
(
αξ2
2L2
JuΠ (t)K2Π) + ddt ∑
K∈Π
w0 (pK(t)) m(K)
≤ (bβ)
2
2α
B2m (Ω) +
1
2
ξ2 JpΠ (t)K2Π
+
1
2
αξ2
2L2
JuΠ (t)K2Π + ∑
K∈Π
w0 (pK(t)) m(K).
Integrating this estimate with respect to t over J = (0,T ) gives
T∫
0
1
4
αξ2 ‖p˙Π (t)‖2Π dt+
T∫
0
1
4
αξ2
2L2
‖u˙Π (t)‖2Π dt +
1
2
ξ2 JpΠ (T )K2Π
+
1
2
αξ2
2L2
JuΠ (T )K2Π + ∑
K∈Π
w0 (pK(T )) m(K)

≤1
2
ξ2 JpΠ (0)K2Π + 12 αξ22L2 JuΠ (0)K2Π
+
T∫
0
1
2
ξ2 JpΠ (t)K2Π + 12 αξ22L2 JuΠ (t)K2Π dt +
∑
K∈Π
w0 (pK(0)) m(K)

+
T∫
0
∑
K∈Π
w0 (pK(t)) m(K)dt +
(bβ)2
2α
B2m (Ω) T. (52)
The relationship (50) is used to estimate the integral on the right hand side
T∫
0
1
2
ξ2 JpΠ (t)K2Π + 12 αξ22L2 JuΠ (t)K2Π dt+
T∫
0
∑
K∈Π
w0 (pK(t)) m(K)dt
≤
T∫
0
{
1
2
ξ2 JpΠ (0)K2Π et + 12 αξ22L2 JuΠ (0)K2Π et
+
∑
K∈Π
w0 (pK(0)) m(K)
 et + (bβ)22α B2m (Ω) (et − 1)
}
dt
=
{
1
2
ξ2 JpΠ (0)K2Π + 12 αξ22L2 JuΠ (0)K2Π
+
∑
K∈Π
w0 (pK(0)) m(K)
 + (bβ)22α B2m (Ω)
} (
eT − 1
)
− (bβ)
2
2α
B2m (Ω) T.
Using this estimate to simplify the right hand side of (52) results in
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T∫
0
1
4
αξ2 ‖p˙Π (t)‖2Π dt+
T∫
0
1
4
αξ2
2L2
‖u˙Π (t)‖2Π dt +
1
2
ξ2 JpΠ (T )K2Π
+
1
2
αξ2
2L2
JuΠ (T )K2Π + ∑
K∈Π
w0 (pK(T )) m(K)

≤
12ξ2 JpΠ (0)K2Π + αξ22L2 JuΠ (0)K2Π +
∑
K∈Π
w0 (pK(0)) m(K)
 eT
+
(bβ)2
2α
B2m (Ω)
(
eT − 1
)
. (53)
Lemma 3. There exists a constant cw > 0 such that
w0 (x) + cw ≥ x2 ∀x ∈ R. (54)
Proof. Consider the relationship between f0 and w0
w0 (x) = −
x∫
0
f0 (s) ds =
1
4
x2 (x − 1)2 .
We rewrite the expression
w0 (x) − x2 = 14 x
2
[
(x − 1)2 − 4
]
=
1
4
x2 (x + 1) (x − 3) , (55)
which shows that for any x > 3 or x < −1, (55) is positive. Hence the inequality (54) holds for any cw ≥ 0 when
x ∈ (−∞,−1) ∪ (3,+∞). We extend this inequality to any x ∈ R by setting
cw ≡ − min
x∈[−1,3]
1
4
x2 (x + 1) (x − 3) .
We apply Lemma 3 by estimating∑
K∈Π
w0 (pK(t)) m(K) ≥
∑
K∈Π
p2K(t)m(K) − (cw, 1)Π
= ‖(pΠ (t))‖2Π − (cw, 1)Π
≥ − (cw, 1)Π . (56)
Using (56) and Lemma 1, the estimate (53) can be rewritten as
T∫
0
1
4
αξ2 ‖SΠ p˙Π (t)‖2L2(Ω) dt+
T∫
0
1
4
αξ2
2L2
‖SΠu˙Π (t)‖2L2(Ω) dt
+
3
2
ξ2 ‖|∇QΠ pΠ (T )|‖2L2(Ω) +
3
2
αξ2
2L2
‖|∇QΠuΠ|‖2L2(Ω)
≤
12ξ2 JpΠ (0)K2Π + αξ22L2 JuΠ (0)K2Π +
∑
K∈Π
w0 (pK(0)) m(K)
 eT (57)
+
(bβ)2
2α
B2m (Ω)
(
eT − 1
)
+ (cw, 1)Π .
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5.3. Convergence of the Numerical Solution
All the quantities on the left hand side of (57) are nonnegative, thus the left hand side is bounded from below. The
estimate (57) shows that the left hand side is also bounded from above. This implies that all of the expressions on the
left hand side of (57) are bounded. Interpreting this boundedness in the context of Bochner spaces, we get
∂
∂t
SΠ pΠ = SΠ p˙Π ∈ L2
(
J ; L2 (Ω)
)
, (58)
∂
∂t
SΠuΠ = SΠu˙Π ∈ L2
(
J ; L2 (Ω)
)
. (59)
Furthermore, using Lemma 2, it also holds that
∂
∂t
QΠ pΠ ∈ L2
(
J ; L2 (Ω)
)
,
∂
∂t
QΠuΠ ∈ L2
(
J ; L2 (Ω)
)
.
The finite Bochner norms together with the boundedness of Ω and J imply essential boundedness
SΠ pΠ ∈ L∞
(
J ; L2 (Ω)
)
,QΠ pΠ ∈ L∞
(
J ; L2 (Ω)
)
,
SΠuΠ ∈ L∞
(
J ; L2 (Ω)
)
,QΠuΠ ∈ L∞
(
J ; L2 (Ω)
)
.
Finally, the estimate (57) also gives
QΠ pΠ ∈ L∞
(
J ; H10 (Ω)
)
, (60)
QΠuΠ ∈ L∞
(
J ; H10 (Ω)
)
. (61)
In order to facilitate the subsequent analysis, we introduce the concept of a normal sequence of meshes.
Definition 6. The norm of an admissible mesh Π is defined as
|Π| ≡ max
K∈Π
inf
{
r > 0
∣∣∣∃x0 ∈ R3 : ∀x ∈ K : |x − x0| < r } .
A sequence of admissible meshes (Πn) is called normal if and only if lim
n→+∞ |Πn| = 0.
Lemma 4. Let w ∈ L2 (Ω) and Πn be a normal sequence of admissible meshes. Then
SΠnPΠn w→ w in L2 (Ω) . (62)
Lemma 4 is a consequence of the definition of the operators SΠn ,PΠn , and Lebesgue integration theory [32].
Lemma 5. Let uini, pini ∈ C2 (Ω) and let (Πn) be a normal sequence of admissible meshes. Then there exists an
increasing sequence (kn) ⊂ N and functions p, u ∈ L2
(
J ; H10 (Ω)
)
with the derivatives ∂p
∂t ,
∂u
∂t ∈ L2
(
J ; L2 (Ω)
)
such
that for n→ +∞, the following holds:
QΠkn pΠkn −→ p, (63)
SΠkn pΠkn −→ p, (64)
SΠkn p˙Πkn
w−→ ∂p
∂t
, (65)
QΠkn uΠkn −→ u, (66)
SΠkn uΠkn −→ u, (67)
QΠkn u˙Πkn
w−→ ∂u
∂t
(68)
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in L2
(
J ; L2 (Ω)
)
.
Proof. For each admissible mesh Πn, the solutions of the semi-discrete problem (23) and (24) are uΠn and pΠn . Let us
recall the right hand side of (57) and label the terms as follows:
I.︷            ︸︸            ︷
1
2
ξ2 JpΠn (0)K2Π +
II.︷            ︸︸            ︷
αξ2
2L2
JuΠn (0)K2Π (69)
III.︷                           ︸︸                           ︷∑
K∈Πn
w0 (pK(0)) m(K)
 eT +
IV.︷                                         ︸︸                                         ︷
(bβ)2
2α
m (Ω) B2
(
eT − 1
)
+ (cw, 1)Πn .
We show that (69) is uniformly bounded with respect to n. IV. is just a constant and does not depend on n. The
assumption uini, pini ∈ C2 (Ω) implies the uniform boundedness of pΠ (0) w.r.t. n. Since w0 is a continuous function,
the whole term III. is bounded. Terms I. and II. are treated in the same way and so the procedure will only be shown
for term I. Thanks to (35), we have
JpΠn (0)K2n,ext = 0.
Taking this into account, we can estimate I. as follows:
∣∣∣∣JpΠn (0)K2n,int∣∣∣∣ ≡
∣∣∣∣∣∣∣∣
∑
σ∈En,int
m (σ)
dσ
[
pK (0) − pL (0)]2
∣∣∣∣∣∣∣∣
≤
∑
σ∈En,int
m (σ) dσ
∣∣∣∣∣∣∣
[
pK (0) − pL (0)
dσ
]2∣∣∣∣∣∣∣ ≤ 3m (Ω) C2∂.
where C∂ is a constant that bounds the difference quotient
pK (0)−pL(0)
dσ
independently of n.
Since all of the terms on the right hand side of (57) are uniformly bounded in n, the left hand side must also be
bounded (the left hand side is nonnegative). This implies
•
(SΠn p˙Πn) , (QΠn p˙Πn) , (SΠn u˙Πn) and (QΠn u˙Πn) are uniformly bounded in L2 (J ; L2 (Ω)) ,
•
(SΠn pΠn) and (SΠn pΠn) are uniformly bounded in L∞ (J ; L2 (Ω)),
•
(QΠn pΠn) and (QΠn uΠn) are uniformly bounded in L∞ (J ; H10 (Ω)).
Since the inclusions L∞
(
J ; L2 (Ω)
)
⊂ L2
(
J ; L2 (Ω)
)
and L∞
(
J ; H10 (Ω)
)
⊂ L2
(
J ; H10 (Ω)
)
hold, a weakly convergent
subsequence for each of the sequences exists. Let (hn) be the sequence for which(SΠn p˙Πn) , (QΠn p˙Πn) , (SΠn pΠn) , (QΠn pΠn)
are weakly convergent. From (hn) we choose (kn) so that in addition to this(SΠn u˙Πn) , (QΠn u˙Πn) , (SΠn uΠn) , (QΠn uΠn)
are weakly convergent. To simplify notation, we will use Πn to denote Πkn in the following. Altogether, we may write
•
(SΠn p˙Πn) , (QΠn p˙Πn) , (SΠn u˙Πn) and (QΠn u˙Πn) are weakly convergent in L2 (J ; L2 (Ω)) ,
•
(SΠn pΠn) and (SΠn uΠn) are weakly convergent in L2 (J ; L2 (Ω)),
•
(QΠn pΠn) and (QΠn uΠn) are weakly convergent in L2 (J ; H10 (Ω)).
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Using the compact embedding results from [32, 37], we get
L2
(
J ; H10 (Ω)
)
↪→↪→ L2
(
J ; L2 (Ω)
)
.
Hence, the strong convergence of
(QΠn pΠn) and (QΠn uΠn) in L2 (J ; L2 (Ω)) follows. The definition of the interpolation
operators gives ∥∥∥SΠn pΠn − QΠn pΠn∥∥∥L2(Ω) n→+∞−→ 0,∥∥∥SΠn uΠn − QΠn uΠn∥∥∥L2(Ω) n→+∞−→ 0.
We conclude that
(SΠn pΠn) and (SΠn uΠn), converge strongly to the same limit as (QΠn pΠn) and (QΠn uΠn) respectively,
we will denote these limits p and u. Since the space L2
(
J ; H10 (Ω)
)
is complete and (60), (61) we can conclude that
u, p ∈ L2
(
J ; H10 (Ω)
)
. This gives the statements (63), (64), (66) and (67).
To prove the convergence of
(SΠn p˙Πn) and (SΠn u˙Πn), we first use the relationships (58) and (59) and the complete-
ness of L2
(
J ; L2 (Ω)
)
to see that
ηp, ηu ∈ L2
(
J ; L2 (Ω)
)
, (70)
where ηp and ηu are the weak limits of
(SΠn p˙Πn) and (SΠn u˙Πn), respectively. Assume that ϕ ∈ C∞0 (J) and ψ ∈ C∞0 (Ω)
are arbitrary. Then
T∫
0
〈(SΠn p˙Πn) , ψ〉 (t)ϕ (t) dt = − T∫
0
〈(SΠn pΠn) , ψ〉 (t) ϕ˙ (t) dt
n→+∞→ −
T∫
0
〈p, ψ〉 (t) ϕ˙ (t) dt =
T∫
0
〈 p˙, ψ〉 (t)ϕ (t) dt
T∫
0
〈(SΠn p˙Πn) , ψ〉 (t)ϕ (t) dt n→+∞→ T∫
0
〈
ηp, ψ
〉
(t)ϕ (t) dt
The calculation above is possible due to (70) and shows that
(SΠn p˙Πn) weakly converges to ηp = ∂p∂t in L2 (J ; L2 (Ω)) .
A similar procedure may be used to conclude that
(SΠn u˙Πn) converges weakly to ηu = ∂u∂t in L2 (J ; L2 (Ω)) .
Lemma 6. Let q ∈ C∞0 (Ω) and Πn be a normal sequence of admissible meshes. Then (for a suitable subsequence Πkn
denoted again as Πn)
∑
K∈Πn
q (xK) FK
(
pΠn (t)
) n→+∞−→ ∫
Ω
∇p (t, x) · ∇q (x) dx, (71)
∑
K∈Πn
q (xK) FK
(
uΠn (t)
) n→+∞−→ ∫
Ω
∇u (t, x) · ∇q (x) dx (72)
in L2 (J).
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Proof. We follow the ideas in [22, Theorem 9.1] and omit the integration with respect to t ∈ (0,T ) for better readabil-
ity. The left hand side of (71) can be rewritten as
Tn ≡
∑
K∈Πn
q (xK) FK
(
pΠn (t)
)
=
∑
σ∈En,int
σ=K|L
τσ (pL (t) − pK (t)) (q (xL) − q (xK))
+
∑
σ∈En,ext
σ∈EK
τσpK (t) q (xK) .
(73)
In addition, consider the term
T ′n ≡ −
∫
Ω
(SΠn pΠn (t)) (x) ∆q (x) dx (74)
which thanks to (64) converges to
−
∫
Ω
p (x) ∆q (x) dx =
∫
Ω
∇p (x) · ∇q (x) dx
as n→ ∞. First, we rewrite (74) as
T ′n =
∑
K∈Πn
−pK (t)
∫
K
∆q (x) dx
=
∑
K∈Πn
−pK (t)
∑
σ∈EK
∫
σ
∇q (x) · nK,σdS
=
∑
σ∈En,int
σ=K|L
(pL (t) − pK (t))
∫
σ
∇q (x) · nK,σdS .
The difference between (73) and (74) can therefore be written as
Tn − T ′n =
∑
σ∈En,int
σ=K|L
m (σ) (pL (t) − pK (t)) RK,σ +
∑
σ∈En,ext
σ∈EK
m (σ) pK (t) RK,σ
where
RK,σ =

q(xL)−q(xK )
dσ
− ∫
σ
∇q (x) · nK,σdS σ = K|L ∈ En,int,
−q(xK )
dσ
σ ∈ En,ext, σ ∈ EK .
Using Hölder’s inequality leads to
∣∣∣Tn − T ′n∣∣∣ ≤

∑
σ∈En,int
σ=K|L
τσ (pL (t) − pK (t))2
∑
σ∈En,int
σ=K|L
m (σ) dσ
∣∣∣RK,σ∣∣∣2

1/2
+

∑
σ∈En,int
σ=K|L
τσpK (t)2
∑
σ∈En,int
σ=K|L
m (σ) dσ
∣∣∣RK,σ∣∣∣2

1/2
The regularity of q allows to use the Taylor expansion to show that∣∣∣RK,σ∣∣∣ ≤ Cm (σ)
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for some C > 0. By using m (σ) ≤ |Πn| for each σ ∈ En, the relation (8) and Definition 4, we further estimate∣∣∣Tn − T ′n∣∣∣ ≤ 2C |Πn| √3m (Ω) JpΠn (t)KΠ
= 6C |Πn|
√
m (Ω) ‖|∇QΠw|‖L2(Ω) ,
where the last equality is by Lemma 1. The uniform boundedness of ‖|∇QΠw|‖L2(Ω) given by the a priori estimate (57)
and the proof of Lemma 5 allows us to conclude that
lim
n→∞
∣∣∣Tn − T ′n∣∣∣ = 0,
which gives the first part of the statement, i.e. (71). The proof of (72) is analogous.
Theorem 1. Let uini, pini ∈ C2 (Ω) and let (Πn) be a normal sequence of admissible meshes. Then the sequence(SΠn uΠn ,SΠn pΠn) given by solutions of the semidiscrete scheme (23), (24) converges (as n → ∞) to the unique weak
solution (u, p) given by Definition 5 in L2
(
J ; L2 (Ω)
)
.
Proof. Let us consider the semi-discrete scheme (23), (24) with the initial conditions (25), (26) and homogeneous
Dirichlet boundary conditions (35)
m (K) u˙K (t) + FK (uΠ (t)) = Lm (K) p˙K (t) ,∀K ∈ Πn (23)
αm (K) p˙K (t) + FK (pΠ (t)) =
1
ξ2
f0,K (t) (24)
− bβ
ξ
Λ (g (uK (t) , pK (t))) m (K) ,∀K ∈ Πn
uΠn |∂Ω = 0,pΠn |∂Ω = 0,
uΠn (0) = PΠn uini,pΠn (0) = PΠn pini.
The existence and uniqueness of the solution
(
uΠn , pΠn
)
on J follows directly from the theory of ordinary differential
equations [24] and the a priori estimate (57). Let q ∈ C∞0 (Ω) be a test function and denote qΠn ≡ PΠn q, i.e. qK = q (xK)
according to (7). Multiplying the equation (24) by qK , summing the results over all K ∈ Πn and using Definition 4,
we obtain
αξ2
(
p˙Πn (t) , qΠn
)
Πn
+ ξ2
∑
K∈Πn
∑
σ∈EK
FK,σ (t) qK
=
(
f0
(
pΠn (t)
)
, qΠn
)
Πn
− bβξ (Λ (g (uΠn (t) , pΠn (t))) , qΠn)Πn .
We rewrite some of these terms using the inner product on L2
αξ2
(SΠn p˙Πn (t) ,SΠn qΠn)L2(Ω) (75)
+ξ2
∑
K∈Πn
∑
σ∈EK
FK,σ (t) qK
=
(SΠn f0 (pΠn (t)) ,SΠn qΠn)L2(Ω)
−bβξ (SΠnΛ (g (uΠn (t) , pΠn (t))) ,SΠn qΠn)L2(Ω) .
Consider a function ϕ ∈ C∞0 (J). Multiplying (75) by ϕ and integrating over J gives
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αξ2
T∫
0
(SΠn p˙Πn (t) ,SΠn qΠn)L2(Ω) ϕ (t) dt (76)
+ξ2
T∫
0
∑
K∈Πn
∑
σ∈EK
FK,σ (t) qKϕ (t) dt
=
T∫
0
(SΠn f0 (pΠn (t)) ,SΠn qΠn)L2(Ω) ϕ (t) dt
−bβξ
T∫
0
(SΠnΛ (g (uΠn (t) , pΠn (t))) ,SΠn qΠn)L2(Ω) ϕ (t) dt.
By applying integration by parts to the first term of the equality and using the properties of ϕ, we get
−
I.︷                                               ︸︸                                               ︷
αξ2
T∫
0
(SΠn pΠn (t) ,SΠn qΠn)L2(Ω) ϕ˙ (t) dt (77)
+
II.︷                                    ︸︸                                    ︷
ξ2
T∫
0
∑
K∈Πn
∑
σ∈EK
FK,σ (t) qKϕ (t) dt
=
III.︷                                               ︸︸                                               ︷
T∫
0
(SΠn f0 (pΠn (t)) ,SΠn qΠn)L2(Ω) ϕ (t) dt
−
IV.︷                                                                   ︸︸                                                                   ︷
bβξ
T∫
0
(SΠnΛ (g (uΠn (t) , pΠn (t))) ,SΠn qΠn)L2(Ω) ϕ (t) dt .
We investigate the limits of the individual terms in (77), considering again a suitable mesh subsequence Πkn (see
Lemma 5) denoted as Πn for brevity.
Thanks to the relationships (62) and (64), taking the limit of I. results in
αξ2
T∫
0
(SΠn pΠn (t) ,SΠn qΠn)L2(Ω) ϕ˙ (t) dt → αξ2 T∫
0
(p, q)L2(Ω) ϕ˙ (t) dt.
Since the strong convergence SΠn pΠn → p in L2
(
J ; L2 (Ω)
)
signifies convergence almost everywhere in J × Ω [32]
the limit of III. may be taken
T∫
0
(SΠn f0 (pΠn (t)) ,SΠn qΠn)L2(Ω) ϕ (t) dt → T∫
0
( f0 (p) , q)L2(Ω) ϕ (t) dt.
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Similarly using (62) the limit of IV. may be taken
bβξ
T∫
0
(SΠnΛ (g (uΠn (t) , pΠn (t))) ,SΠn qΠn)L2(Ω) ϕ (t) dt
→ bβξF
T∫
0
(Λ (g (u, p)) , q)L2(Ω) ϕ (t) dt.
Since we are considering the homogeneous Dirichlet boundary condition for p, the term V. is equal to zero.
Using Lemma 6, the limit of II. reads
ξ2
T∫
0
∑
K∈Πn
∑
σ∈EK
FK,σ (t) qK (x)
ϕ (t) dt → ξ2
T∫
0

∫
Ω
∇p (t, x) · ∇q (x) dx
ϕ (t) dt.
After passing to the limit, the relationship (77) becomes the weak equality (37), i.e. p is the solution of the phase
field equation. A similar procedure may be performed to show that u is the weak solution of the heat equation. The
uniqueness of the solution may be shown using a similar procedure as in [12], using the specific form of f (u, p, ξ) =
f0 (p)−bβξΛ (g (u, p)). This implies that all convergent subsequences
(
SΠkn uΠkn ,SΠkn pΠkm
)
have the same unique limit
and thus the whole sequence
(SΠn uΠn ,SΠn pΠn) converges to (u, p) in L2 (J ; L2 (Ω)) .
6. Conclusion
This paper provides a detailed proof of existence of the weak solution and convergence of the finite volume scheme
to this solution for the isotropic phase field model suitable for solidification modeling in polyhedral domains covered
by admissible polyhedral meshes. We consider a general form of the reaction term in the phase field equation which
allows to apply the presented results to existing models [30] as well as several new variants of the phase field model
presented in our work [42]. We show that introducing an artificial limiter of the reaction term makes it possible to
perform the analysis while not affecting the simulation results [42]. A semi-discrete form of the scheme is used,
leaving temporal discretization up to the reader’s choice.
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