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Abstract
We consider a nonlocal version of the quasi–static Navier–Stokes–Korteweg equa-
tions with a non–monotone pressure law. This system governs the low–Reynolds
number dynamics of a compressible viscous fluid that may take either a liquid or a
vapour state. For a porous domain that is perforated by cavities with diameter pro-
portional to their mutual distance the homogenization limit is analyzed. We extend
the results for compressible one–phase flow with polytropic pressure laws and prove
that the effective motion is governed by a nonlocal version of the Cahn–Hilliard
equation. Crucial for the analysis is the convolution–like structure of the nonlocal
capillarity term that allows to equip the system with a generalized convex free en-
ergy. Moreover, the capillarity term accounts not only for the energetic interaction
within the fluid but also for the interaction with a solid wall boundary.
Key words: Compressible two–phase flow, Navier–Stokes–Korteweg equations, ho-
mogenization, weak solutions
AMS subject classifications: 76M50, 76N99, 76T10
1 Introduction
Deriving effective models for fluid flow through porous domains by homogenization is
an important issue to understand many natural and technical processes. Incompressible
one–phase flow governed by the Stokes or stationary Navier–Stokes equations has been
analyzed by Allaire in [1, 2]. Depending on the pore size/pore distance ratio he proved
that the governing effective laws do either not change in type or correspond to Brinkman–
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or Darcy–type laws. If the pore size scales as the pore distance Mikelic´ considered the
incompressible fully time–dependent Navier–Stokes system to derive a Darcy system as
effective law [20]. These results have then been extended to other scalings in e.g. [8].
For the compressible Navier–Stokes system with a polytropic pressure law we refer to
the work of Masmoudi [19] and Feireisl&Lu [7]. In this case the homogenization limit
gets us for fixed pore size/pore distance ratio to a nonlinear parabolic evolution, i.e., the
porous medium equation. We mention also the recent contribution [18] for a small–size
pore regime.
If the flow system under consideration involves more than one fluid or a fluid in multiple
states the possible homogenization scenarios feature a wider variety of effective laws,
but much less rigorous results are known. For immiscible viscous two–phase flow in a
thin domain Mikelic´&Paoli identified the Buckley–Leverett equation as the effective law
[21]. In this paper we are interested in a homogeneous compressible fluid with viscosity
that can occur in two states, say a liquid and a vapour one. Up to our knowledge
no homogenization results have been derived in this situation. In fact, the choice of
the model itself on the pore scale is still a matter of research and widely debated. We
consider here an instance of the compressible Navier–Stokes–Korteweg (NSK) equations.
To enable the liquid–vapour phase transformation the constitutive law to relate pressure
to density is given for the NSK systems by a non-monotone Van–der–Waals like function.
As a consequence the first–order part of the system is of mixed, hyperbolic-elliptic type.
The different instances of the NSK systems differ in the choice of the capillarity term.
The standard variant traces back to [5] (see also [3]) and relies on a local differential
operator. With the resulting third–order capillarity term and the elliptic–hyperbolic
structure of the underlying Euler system homogenization appears to be complicated. An
alternative are lower-order but nonlocal choices as in [22, 24, 25]. These models do not
only avoid the third–order terms but allow the identification of a generalized monotone
pressure function which is essential for our method of proof. In passing we note that the
generalized monotone pressure function does not reduce to a purely polytropic law as
considered in [7, 19] such that further refinement of the method of proof are required. The
nonlocal capillarity term consists of two parts: one controls the multiphase interaction
within the fluid states while theother one governs the exchange with the solid boundary.
Both contributions give rise to an extended free energy formulation based on classical
fluid–fluid and fluid–solid interaction potentials (see e.g. [10] or [23]).
The quasi–static model in the pore space will be introduced in Section 2, in particular
we outline the notion of a generalized pressure and the energetic structure of the system.
In Section 3 we specify the homogenization framework which relies on a fixed pore
space/pore distance ratio. Theorem 4.5 in Section 4 contains our main result. We
show that the effective law is given by a nonlocal Cahn–Hilliard equation. Section 5
is then devoted to the proof of Theorem 4.5. The proof relies on a combination of the
techniques in [9, 16, 19]. Furthermore we carefully exploit the regularizing benefits of
the generalized pressure function and use properties of the convolution structure of the
nonlocal capillarity operator.
2
2 A Nonlocal Model for Two–Phase Flow
We consider a diffuse interface model for a homogeneous compressible fluid that can oc-
cur in a liquid and a vapour state. Phase boundaries should be displayed as continuous
transitions over a small distance that is controlled by a scaling parameter. Precisely, we
focus on a nonlocal version of the Navier–Stokes–Korteweg (NSK) models from [24, 25].
Our quasi–static fluid regime covers small Reynolds numbers, i.e., viscous forces domi-
nate the inertial forces. With a non–dimensionalization as in [4] we are then led to the
following form of the NSK model.
For a bounded domain X ⊂ RN , N ∈ {2, 3} and a time interval (0, T ) the density
ρ : (0, T )×X → R≥0 and the velocity u : (0, T ) ×X → RN obey the system
ω∂tρ+ div(ρu) = 0,
−µ∆u− ξ∇ div(u) +∇p(ρ) = γρ∇DX [ρ]
in (0, T ) ×X (2.1)
and satisfy for initial density ρ0 : X → R≥0 the initial and boundary conditions{
ρ(0, ·) = ρ0 in X,
u = 0 on (0, T ) × ∂X. (2.2)
Here ω > 0 is a small parameter that will be later put in relation to the homogenization
parameter. For the viscosity coefficients in (2.1) we assume µ > 0 and ξ ≥ 0. The
capillarity constant γ is assumed to be positive. Before we specify the capillarity operator
DX in (2.1) let us discuss pressure functions that allow a setting with two fluid states.
The pressure function p = p(ρ) : [0,∞) → [0,∞) is assumed to be monotone increasing
in some interval [0, α1], monotone decreasing in (α1, α2) and again monotone increasing
in [α2,∞). For ρ in these three intervals we call the fluid state vapour, spinodal or
liquid, respectively. An illustration of such a pressure function is given in Figure 1. In
contrast to a one–phase fluid with monotone increasing pressure the first order flux in
(2.1) is not purely hyperbolic but hyperbolic–elliptic.
ρ
0 α1 α2
p(ρ)
ρ
0 α1 α2
W (ρ)
Figure 1: Left: Example for a pressure function p(ρ) in a two-phase setting. Right: The
corresponding energy function W (ρ)
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We associate an energy function W : [0,∞) → [0,∞) with the pressure p through the
condition
p′(ρ) = ρW ′′(ρ). (2.3)
Therefore changes in the monotonicity of p translate to changes in the convexity of W .
In our two–phase setting this results in a double–well structure, also illustrated in Figure
1.
By rewriting (2.1) we will later work with the generalized pressure function given by
P (ρ) := p(ρ) +
γ
2
ρ2. (2.4)
Our main result (Theorem 4.5) requires some properties of P , and therefore implicitly
imposes conditions on p and γ.
Definition 2.1. A function P : [0,∞) → R is called an admissible generalized
pressure function if P satisfies
1. P ∈ C2([0,∞)),
2. P (0) = 0,
3. P ′(r) ≥ α and P ′′(r) ≥ α for some constant α > 0,
4. f(r) := r ·P−1(r) is convex, where P−1(r) denotes the inverse function of P . This
is equivalent to P · P ′′ · (P ′)−2 ≤ 2,
5. Let there be constants β ≥ 2 and c > 0 such that P ′(r)
rβ−1
→ c as r →∞. Then also
P (r)
rβ
→ c/β.
It is easy to see that this allows for a two–phase setting, because p can be a non–
monotone function if γ > 0 is chosen big enough. On the other hand Definition 2.1
allows us to choose γ = 0 and a monotone p such that P = p is admissible. In this case
we include the single–state setting. Theorem 4.5 will then coincide with the result of
Masmoudi in [19], at least for a polytropic pressure law.
Remark 2.2. Definition 2.1 accounts also for Van–der–Waals pressure laws, that is
p(ρ) =
RT∗ρ
b− ρ − aρ
2,
with positive constants a, b, R, T∗ and the critical Temperature T∗ small enough, so
that the pressure function is non–monotone. The only technical difference is that the
last condition in Definition 2.1 p does not cover ρ → ∞ at finite density, but letting it
diverge polynomially for ρ→∞.
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Using the admissible generalized pressure instead of the original pressure will become
important in our analysis as it leads to a convex generalized energy function. The
convexifying quadratic term γ ρ
2
2 in (2.4) will be separated from the capillarity term
DX [ρ] which we describe in the next step. The operator DX is supposed to model
capillary forces between different fluid phases as well as between the fluid and the solid
occupying RN\X. As mentioned above we prefer among many possible choices a nonlocal
set–up (see [25]) which requires the following definition of an interaction kernel.
Definition 2.3. A smooth, compactly supported function φ : RN → R is called an
interaction kernel if it satisfies
φ ≥ 0, φ(0) > 0, φ(x) = φ(−x),
∫
RN
φ(x) dx = 1. (2.5)
For an interaction kernel φ and a constant wall density ρs > 0 we let the operator
DX acting on a density field ρ(t, ·) be given by
DX [ρ(t, ·)](x) =
∫
X
φ(x− y)(ρ(t, y) − ρ(t, x)) dy +
∫
RN\X
φ(x− y)(ρs − ρ(t, x)) dy.
Using the notation
(φ ∗X ρ)(t, x) :=
∫
X
φ(x− y)ρ(t, y) dy +
∫
RN\X
φ(x− y)ρs dy (2.6)
we can write the operator DX in the compact form
DX [ρ(t, ·)](x) = (φ ∗X ρ)(t, x)− ρ(t, x). (2.7)
The model (2.1) is now complete. Most notably it obeys the second law of thermody-
namics: it is easy to see that classical solutions (ρ, u) of the nonlocal NSK model (2.1),
(2.2) with (2.7) satisfy the energy balance
d
dt
(
γω
4
∫
X
∫
X
φ(x− y) (ρ(t, x)− ρ(t, y))2 dy dx
+
γω
2
∫
X
∫
RN\X
φ(x− y) (ρ(t, x)− ρs)2 dy dx+ ω
∫
X
W (ρ(t, x)) dx
)
= −
∫
X
µ|∇u|2 + ξ( div(u))2 dx.
The free energy splits up into three parts consisting of a fluid–fluid interaction energy, a
fluid–solid interaction energy and the homogeneous bulk energy. The fluid–solid inter-
action energy is constructed in the same way as the fluid-fluid interaction energy using
a constant wall density outside of X. Writing the operator DX in the form of (2.7) re-
quires the energies to share the same interaction kernel φ. For the derivation of specific
non–local models for fluid–solid interactions we refer to [10, 23].
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Remark 2.4. Note that in the nonlocal model (2.1), (2.7) the solid–fluid interaction is not
realized by a contact–line boundary condition as in local two–phase models. Anyhow,
a further boundary condition would render the lower–order model (2.1) to be overde-
termined. Taking into account the energy balance above we expect solutions of (2.1),
(2.7) to be of wetting type, i.e, to develop a possibly very narrow liquid layer with ρ
approaching ρs in the vicinity of a solid wall. A detailed investigation of the fluid states
close to the wall can be found [23].
3 The Porous Domain and Homogenization Scalings
We summarize first basic notations for function spaces that are needed in the sequel.
3.1 Notations
For matrices A = (aij), B = (bij) ∈ RN×N we write A : B :=
∑
i,j aijbij .
For a scalar function f the gradient is denoted by ∇f . For a vector valued function g
we write Dg for the Jacobian, div g for the divergence and ∆g for the Laplace operator
applied component–wise. These operators are only applied to spatial coordinates.
We will denote the set of infinitely differentiable functions on a domain X by C∞(X).
C∞C (X) consists of all functions in C
∞(X) with compact support.
For r ∈ [1,∞] we denote the Lebesgue spaces on a domain X by Lr(X). If it is not
ambiguous we will denote the space Lr(X) just by Lr, e.g. ‖f‖Lr stands for the Lr-norm
on the domain of the function f : X → R.
W k,r(X) will denote the Sobolev space of order k ∈ N and we write Hk(X) for
W k,2(X). W k,r0 (X) is the closure of C
∞
C (X) in W
k,r(X). The dual space of H10 (X) will
be called H−1(X).
Most of the time we will deal with functions defined on some space–time domain
[0, T ] × X. For a Banach space E let us denote by CT (E) the space of continuous
functions on [0, T ] with codomain E and by LrT (E) the Lebesgue space on [0, T ] with
codomain E. We will mainly use the spaces LsT (W
k,r(X)). Note also the isomorphism
LrT (L
r(X)) ∼= Lr([0, T ]×X).
The notation Lr(X)n is used for vector–valued functions with n ∈ N components,
where each component is an element of Lr(X). Similarly we write Lr(X)n×n for matrix
valued functions. In both cases we might shorten the notation to Lr(X).
In Section 3.2 we will introduce the homogenization parameter ε > 0. Let us outline
that we use in the sequel a constant C > 0 as a generic constant that might depend on
the data of our problem but not on ε. Furthermore we introduce some weighted spaces.
Definition 3.1. For ε > 0 the ε-weighed sum E + εF of two Banach spaces E, F
with E ⊆ F is given by the space F endowed with the norm
‖f‖ : = inf {‖f1‖E + ‖f2‖F | f = f1 + εf2, f1 ∈ E, f2 ∈ F}
= inf
{‖f1‖E + ε−1 ‖f2‖F | f = f1 + f2, f1 ∈ E, f2 ∈ F} .
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Ω
Figure 2: Left: Example of the unit cell Y with solid part Ys and fluid grain Yf for
N = 2. Right: Construction of Ωε from the domain Ω including periodically continued
and re-scaled solid grains.
The ε-weighed intersection (εE)∩F is given by the space E endowed with the norm
‖f‖ : = ε ‖f‖E + ‖f‖F .
In a Banach space E we denote strong convergence of a sequence {fk} ⊂ E to f ∈ E
by fk → f , weak convergence by fk ⇀ f and weak-∗ convergence by fk ∗⇀ f .
3.2 The Porous Domain
Let Ω be a bounded domain in RN with smooth boundary for N = 2 or N = 3. We
denote the unit cell by Y := (0, 1)N ⊂ RN and want the solid grain domain Ys to be a
closed subset of Y with smooth boundary. Denote its N -dimensional Lebesgue measure
by |Ys| > 0. Then the fluid part is given by Yf := Y \ Ys, see Figure 2 for an example.
We define the porosity θ := |Yf | and deduce 0 < θ < 1.
To describe a porous domain we introduce the homogenization parameter ε > 0. We
copy Yf periodically (i.e., duplicating Yf shifted by k for each k ∈ ZN ), then rescale by
a factor of ε and intersect with the domain Ω. For technical reasons we do not remove
solid grain that would intersect with ∂Ω. Let us define the set of indices corresponding
to cells in the interior of Ω as
Kε :=
{
k ∈ ZN | ε(Y + k) ⊂ Ω} .
With this we can define the porous domain Ωε as
Ωε := Ω \
⋃
k∈Kε
ε(Ys + k).
Note that Ωε ⊂ Ω has a smooth boundary. An illustration of Ωε is given in Figure 2. We
observe in particular that for this construction the ratio between the pores’ diameters
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(scaled fluid parts) and the distance between scaled fluid parts remains constant with
respect to variation of ε.
We sometimes need to work on all cells in the interior of Ωε. For this let
ΩK :=
 ⋃
k∈Kε
ε(Y + k)
o and ΩK,ε :=
 ⋃
k∈Kε
ε(Yf + k)
o = ΩK ∩Ωε,
where we denoted the closure by · and the open interior by ·o Lastly we will need a set
with smooth boundary surrounding Ys. For this let us first fix a smooth open region Yr
with Ys ⊂ Yr ⊂ Y. We set Yr\s := Yr \ Ys.
3.3 Basic Definitions for Homogenization
We want to extend functions defined on Ωε to the whole of Ω. This will in particular
enable us to compare for ε1, ε2 > 0 functions defined on different sets Ωε1 and Ωε2 . Let
us define two extension operators:
Definition 3.2 (Extension operators). For a function φ ∈ L1(Ωε) we define the zero
extension φ˜ ∈ L1(Ω) by
φ˜ =
{
φ in Ωε,
0 in Ω \Ωε,
and the mean value extension φˆ ∈ L1(Ω) by
φˆ =

φ in Ωε,
1
εN |Yr\s|
∫
ε(Yr\s+k)
φ(x) dx in ε(Ys + k), k ∈ Kε.
A relation between weak limits of mean value extensions and zero extensions is given by
Lemma 1.3 from [19]:
Lemma 3.3. For ε > 0 let gε ∈ L1(Ωε) and g ∈ L1(Ω). Then, the following two
assertions are equivalent in the limit ε→ 0.
1. gˆε ⇀ g in L
1(Ω),
2. g˜ε ⇀ θg in L
1(Ω).
Furthermore, we refer to Lemma A.1 for the construction of a restriction operator dual
to the mean value extension.
We need to define a permeability matrix, see [19, 26]. Wellposedness and regularity
results from e.g. Galdi [11]) guarentee that we find for 1 ≤ i ≤ N unique solutions
vi ∈ C∞per(Yf )N and qi ∈ C∞per(Yf )/R to the Stokes problem
−∆vi +∇qi = ei in Yf ,
div vi = 0 in Yf ,
vi = 0 on ∂Ys.
(3.1)
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Here the space C∞per(Yf ) consists of functions f ∈ C∞(Yf ), such that the periodic con-
tinuation
g :
⋃
k∈ZN
(Yf + k)→ R, g(x − k) = f(x) for x ∈ Yf , k ∈ Kε
is infinitely often differentiable.
Let v˜i be the zero extension of vi to Y. Let A(x), x ∈ Y be the matrix with columns
v˜i(x), i = 1, . . . , N . Then the permeability matrix A¯ ∈ RN×N is defined as the average
of A:
A¯ :=
∫
Y
A(x) dx. (3.2)
Finally we define functions
vεi ∈W 1,∞(Ω)N and qεi ∈W 1,∞(ΩK,ε)
by rescaling and periodic continuation:
vεi (ε(x− k)) = v˜(x) for x ∈ Y, k ∈ ZN ,
qεi (ε(x − k)) = q(x) for x ∈ Yf , k ∈ Kε.
(3.3)
We get from the rescaling directly the uniform estimates
‖vεi ‖L∞(Ω) + ε ‖Dvεi ‖L∞(Ω) ≤ C, (3.4)
‖qεi ‖L∞(ΩK,ε) + ε ‖∇qεi ‖L∞(ΩK,ε) ≤ C. (3.5)
4 The Main Result
In this section we state our main result on the homogenization limit on a sequence of
porous domains Ωε for ε → 0. For the ease of notation we write for the convolution
defined in (2.6)
φ ∗ε ρ := φ ∗Ωε ρ and φ ∗0 ρ := φ ∗Ω ρ.
In the same spirit we abbreviate Dε := DΩε for the capillarity operator. For the proof of
the main theorem an important tool is the statement of Lemma A.2 on the convergence
of a sequence of convolutions on Ωε.
Let us now rewrite the nonlocal NSK model (2.1) on the domain X = Ωε with the
operator Dε and the choice ω = ε2. We search for a density ρε : (0, T ) × Ωε → R≥0 and
a velocity uε : (0, T ) × Ωε → RN that obey the system
ε2∂tρε + div(ρεuε) = 0,
−µ∆uε − ξ∇ div(uε) +∇p(ρε) = γρ∇Dε[ρε]
in (0, T ) × Ωε (4.1)
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and satisfy for initial density ρ0,ε : Ωε → R≥0 the initial and boundary conditions{
ρε(t = 0) = ρ0,ε in Ωε,
uε = 0 on (0, T ) × ∂Ωε.
(4.2)
The initial density is supposed to satisfy W (ρ0,ε) ∈ L1(Ωε) with a uniform bound on{
‖W (ρ0,ε)‖L1(Ωε)
}
ε>0
, with the energy function W given by (2.3). Additionally, we
require a uniform bound on
{
‖ρ0,ε‖L2(Ωε)
}
ε>0
. Furthermore let the sequence {ρˆε0}ε>0
be weakly convergent in L1(Ω) with the weak limit denoted by ρ0 ∈ L1(Ω).
For the nonlocal NSK model (4.1), (4.2) we require a weak formulation in the fol-
lowing sense.
Definition 4.1 (Weak solution to (4.1), (4.2)). Some functions
ρε ∈ CT (L2(Ωε)) and uε ∈ L2T (H10 (Ωε))N
with P (ρε) ∈ L2T (L2(Ωε)) are called a weak solution to the model (2.1), (2.2) if ρε ≥ 0
a.e. and if for any f ∈ C∞C ([0,∞))∫ T
0
∫
Ωε
ε2f(ρε)∂tψ + f(ρε)uε∇ψ − (div uε)[f ′(ρε)ρε − f(ρε)]ψ dx dt
= −
∫
Ωε
ε2f(ρ0,ε)ψ(t = 0) dx,
(4.3)
∫ T
0
∫
Ωε
µDuε :Dv + ξ div uε div v − p(ρε) div v dx dt
=
∫ T
0
∫
Ωε
γρε∇ (φ ∗ε ρε) v + γ
2
ρ2ε div v dx dt
(4.4)
hold for all test functions ψ ∈ C∞C ((−∞, T )×Ωε), v ∈ L2T (H10 (Ωε))N .
Remark 4.2. For an admissible generalized pressure function P the condition P (ρε) ∈
L2T (L
2(Ωε)) implies ρε ∈ L2T (L4(Ωε)), and with this all integrals in the weak formulation
are finite.
Remark 4.3. This weak formulation is used in the semi–stationary model described by
Lions [16] in Chapter 8.2, see in particular Theorem 8.6. In view of Remark 8.14 and
Chapter 7.5 in [16] one can generalize the existence result for this semi–stationary model
to the case with an admissible generalized pressure function P . In fact, this approach has
been used in [14] to derive a global existence theorem for weak solutions of the nonlocal
NSK equations.
We will prove that in the limit ε→ 0 the evolution of the limit density ρ : [0, T ]×Ω→
R≥0 will be governed by the nonlocal Cahn–Hilliard problem
θ∂tρ+
1
µ
div
[
ρA¯
(
γθρ∇(φ ∗0 ρ− ρ)−∇
(
p(ρ) +
γ(1− θ)
2
ρ2
))]
= 0 (4.5)
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in (0, T ) × Ω, with initial and boundary conditions{
ρ(t = 0) = ρ0 in Ω,
ρA¯
(
γθρ∇(φ ∗0 ρ− ρ)−∇
(
p(ρ) + γ(1−θ)2 ρ
2
))
· n = 0 on (0, T )× ∂Ω. (4.6)
Here n ∈ RN denotes the normal vector on ∂Ω. We recall that θ is the porosity and
A¯ ∈ RN×N is the permeability matrix of the porous medium (see Section 3.3 for defi-
nitions). Nonlocal Cahn–Hilliard problems have been introduced in [12] as models for
phase separation dynamics. Another asymptotic regime for Korteweg fluids that is gov-
erned by the Cahn-Hilliard equation can be found in [13].
Definition 4.4 (Weak solution to (4.5), (4.6)). A function ρ ∈ L2T (H1(Ω)) with
A¯
(
γθρ∇(φ ∗0 ρ− ρ)−∇
(
p(ρ) +
γ(1− θ)
2
ρ2
))
∈ L2T (L2(Ω))
is called a weak solution to (4.5), (4.6) if ρ ≥ 0 a.e. and
0 =
∫ T
0
∫
Ω
θρ∂tψ dx dt+
∫
Ω
θρ0ψ(t = 0) dx
+
1
µ
∫ T
0
∫
Ω
ρA¯
(
γθρ∇(φ ∗0 ρ− ρ)−∇
(
p(ρ) +
γ(1 − θ)
2
ρ2
))
∇ψ dx dt
hold for all test functions ψ ∈ C∞C ((−∞, T )×RN ).
Now we are ready to state our main theorem.
theorem 4.5. Consider (4.1), (4.2) with an admissible generalized pressure function
P (ρ) = p(ρ) + γ2ρ
2, with operator Dε and an interaction kernel φ satisfying (2.5). For a
sequence ε→ 0 let ρε ∈ CT (L2), uε ∈ L2T (H10 )N be weak solutions to (4.1), (4.2).
Then there exist functions u ∈ L2T (L2(Ω))N , ρ ∈ L2T (H1(Ω)) such that we have for a
subsequence of the extensions {u˜ε}ε>0, {ρˆε}ε>0
u˜ε
ε2
⇀ u in L2T (L
2)N , (4.7)
ρˆε → ρ in L2T (L2). (4.8)
Furthermore ρ weakly solves the nonlocal Cahn–Hilliard problem (4.5), (4.6).
We have on {(t, x) ∈ (0, T ) ×Ω | ρ(t, x) > 0} the Darcy–like relation
u =
1
µ
A¯
(
γθρ∇(φ ∗0 ρ− ρ)−∇
(
p(ρ) +
γ(1− θ)
2
ρ2
))
. (4.9)
The next section is completely devoted to the proof of Theorem 4.5.
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5 Proof of Theorem 4.5
Throughout the section we suppose that all assumptions and notations as stated in
Theorem 4.5 are valid.
5.1 A Priori Estimates
We will use the following Poincare´ inequality, see also Lemma 1.5 from [19]:
Lemma 5.1 (Poincare´ inequality in Ωε). There exists a constant Cp > 0 which depends
only on Ys such that for all u ∈W 1,p0 (Ωε) and for all ε > 0 we have the estimate
‖u‖Lp(Ωε) ≤ Cpε ‖Du‖Lp(Ωε) .
A straightforward generalization of Lemma 2.3 in [19] on bounded domains to the
entire space is the following:
Lemma 5.2. With a slight misuse of notation we consider the zero extensions ρ˜ε, u˜ε
and ρ˜0,ε to R
N . These extensions satisfy∫ T
0
∫
RN
ε2ρ˜ε∂tψ + ρ˜εu˜ε∇ψ dx dt = −
∫
RN
ε2ρ˜0,εψ(t = 0) dx
for all ψ ∈ C∞C ((−∞, T )× RN ).
Using test functions ψ ∈ C∞C ((−∞, T )×RN) that are constant in Ωε (for each time
t) we get ∫ T
0
∫
Ωε
ε2ρε∂tψ dx dt = −
∫
Ωε
ε2ρ0,εψ(t = 0) dx,
and thus we have conservation of mass, that is∫
Ωε
ρε(t) dx =
∫
Ωε
ρ0,ε dx. (5.1)
We find the following a priori estimates.
Lemma 5.3 (A priori estimates in Ωε). There exist uniform bounds on the respec-
tive norms of uεε2 ∈ L2T (L2(Ωε)), uεε ∈ L2T (H1(Ωε)), W (ρε) ∈ L∞T (L1(Ωε)) and ρε ∈
L∞T (L
2(Ωε)).
Proof. Let us test the weak formulation (4.4) with uε times the indicator function of
(0, τ) for a fixed τ ∈ (0, T ), that is∫ τ
0
∫
Ωε
µDuε :Duε + ξ(div uε)
2 − p(ρε) div uε − γ
2
ρ2ε div uε dx dt
=
∫ τ
0
∫
Ωε
γρε∇ (φ ∗ε ρε)uε dx dt.
(5.2)
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With p(ρ) = ρW ′(ρ)−W (ρ) the third term of (5.2) calculates to∫ τ
0
∫
Ωε
p(ρε) div uε dx dt =
∫ τ
0
∫
Ωε
[W ′(ρε)ρε −W (ρε)] div uε dx dt
= −
∫
Ωε
ε2W (ρε(τ)) dx+
∫
Ωε
ε2W (ρ0,ε) dx.
(5.3)
To get to the second line we have used the weak formulation (4.3) whith f approximating
W , and ψ approximating the indicator function of (0, τ). By arguing analogously to the
proof of Lemma 2.3 of Masmoudi [19] we can choose ψ constant in space. For the fourth
term of (5.2) we can use the same method, but we let f(ρε) approximate
γ
2ρ
2
ε∫ τ
0
∫
Ωε
γ
2
ρ2ε div uε dx dt =
∫ τ
0
∫
Ωε
[
(γρε)ρε − γ
2
ρ2ε
]
div uε dx dt
= −
∫
Ωε
γε2
2
ρε(τ)
2 dx+
∫
Ωε
γε2
2
ρ20,ε dx.
(5.4)
We can estimate the right hand side of (5.2) for a fixed time t by∣∣∣∣∫
Ωε
γρε∇(φ ∗ε ρε)uε dx
∣∣∣∣ ≤ γ ‖ρε(t)‖L2 ‖uε(t)‖L2 ‖∇(φ ∗ε ρε(t))‖L∞
≤ C ‖ρε(t)‖L2 ‖uε(t)‖L2 (‖ρε(t)‖L1 + ρs)
≤ CCpε ‖ρε(t)‖L2 ‖Duε(t)‖L2
(‖ρ0,ε‖L1 + ρs)
≤ µ
2
‖Duε(t)‖2L2 +
C2C2pε
2
2µ
‖ρε(t)‖2L2
(‖ρ0,ε‖L1 + ρs)2 .
(5.5)
Here we have used Lemma A.2 to get to the second line, the Poincare´ inequality (Lemma
5.1) to get to the third line, and Young’s inequality for products to get the last line. Over-
all we have from (5.2), (5.3), (5.4) and (5.5) and the uniform bounds on ‖W (ρ0,ε)‖L1(Ωε)
and ‖ρ0,ε‖L2(Ωε)
µ
2
‖Duε‖2L2τ (L2) +
∫
Ωε
ε2W (ρε(τ)) dx+
γε2
2
‖ρε(τ)‖2L2
≤ ε2C
(
1 +
∫ τ
0
‖ρε(t)‖2L2 dt
)
Using Gronwall’s inequality we get for τ ∈ (0, T )
µ
2
∥∥∥∥Duεε
∥∥∥∥2
L2τ (L
2)
+
∫
Ωε
W (ρε(τ)) dx+
γ
2
‖ρε(τ)‖2L2 ≤ C.
This gives us most of the estimates. For the estimate on uε
ε2
we use the Poincare´ inequality
(Lemma 5.1) and the bound on Duεε .
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Next, we establish some bounds for functions extended to the limit domain Ω. For
this let us first define
ρˇε := P
−1(Pˆ (ρε)).
The main point here is that we get some spatial regularity for Pˆ (ρε) and ρˇε.
Lemma 5.4 (A priori estimates in Ω). There exist uniform bounds on the respective
norms of Pˆ (ρε) ∈ L∞T (L1(Ω)), Pˆ (ρε) ∈ L2T (H1(Ω)) + εL2T (L2(Ω)), ρˇε ∈ L2T (H1(Ω)) +
εL2T (L
2(Ω)) and ρˇε ∈ L2βT (L2β(Ω)).
Proof. We will use the constant β ≥ 2 from Definition 2.1 for the admissible general-
ized pressure function P . In the case β = 2, that is limr→∞
P (r)
r2 < ∞, we directly
get a uniform bound on ‖P (ρε)‖L∞
T
(L1) from our uniform bound on ‖ρε‖L∞
T
(L2). Oth-
erwise we have β > 2 and can use Lemma A.3 together with our uniform bound on
‖W (ρε)‖L∞
T
(L1) to get to the same conclusion. With Definition 3.2 we have a uniform
bound on ‖Pˆ (ρε)‖L∞
T
(L1(Ω)).
Next, we argue that Pˆ (ρ) has some spatial regularity. With the restriction operator
Rε constructed in Lemma A.1 we calculate for v ∈ L2T (H10 (Ω))N∫ T
0
〈∇Pˆ (ρε), v〉H−1,H1(Ω) dt := −
∫ T
0
∫
Ω
Pˆ (ρε) div v dx dt
= −
∫ T
0
∫
Ωε
P (ρε) divRεv dx dt =
∫ T
0
〈∇P (ρε), Rεv〉H−1,H1(Ωε) dt.
We also have with Lemma A.1 and the bounds from Lemma 5.3∣∣∣∣∫ T
0
〈∇P (ρε), Rεv〉H−1,H1(Ωε) dt
∣∣∣∣
=
∣∣∣∣∫ T
0
∫
Ωε
−µDuε :DRεv − ξ div uε divRεv + γρε∇(φ ∗ε ρε)Rεv dx dt
∣∣∣∣
≤ (µ + ξ)ε
∥∥∥∥Duεε
∥∥∥∥
L2
T
(L2)
‖DRεv‖L2
T
(L2)
+ γ ‖ρε‖L2
T
(L2) ‖∇(φ ∗ε ρε)‖L∞
T
(L∞) ‖Rεv‖L2
T
(L2)
≤ C
(
‖v‖L2
T
(L2(Ω)) + ε ‖Dv‖L2
T
(L2(Ω))
)
.
This means that ∇Pˆ (ρε) is a bounded linear operator on (εL2T (H10 (Ω))) ∩ L2T (L2(Ω)),
see Definition 3.1. By identifying L2 with its dual and using results on the sum and
intersection of Banach spaces (see e.g. [16], Appendix E, and more general [15], Theorem
3.1) we have [
(εL2T (H
1
0 (Ω))) ∩ L2T (L2(Ω))
]∗
= L2T (L
2(Ω)) + εL2T (H
−1(Ω)).
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We therefore have a uniform bound on the norms of
∇Pˆ (ρε) ∈ L2(L2(Ω)) + εL2(H−1(Ω)),
and can write ∇Pˆ (ρε) = Fε + εGε with {Fε} ⊂ L2T (L2) and {Gε} ⊂ L2T (H−1) being
uniformly bounded. Let the operator S be defined by Sf = p where v ∈ H10 (Ω) and
q ∈ L2(Ω)/R solve the Stokes problem{
−∆v +∇q = f in Ω,
div v = 0 in Ω.
By regularity results (see e.g. [11]) the operators S : H−1(Ω) → L2(Ω)/R and S :
L2(Ω)→ H1(Ω)/R are bounded. With this we get
Pˆ (ρε) + cε = S(∇Pˆ (ρε)) = S(∇Fε) + εS(∇Gε),
where the additive constant cε can still depend on ε. We have shown the uniform bound
on the norms of (
Pˆ (ρε) + cε
) ∈ L2T (H1(Ω)) + εL2T (L2(Ω)).
Our bound on ‖Pˆ (ρε)‖L∞
T
(L1(Ω)) implies a bound on ‖Pˆ (ρε)‖L2
T
(L1). With this argument
cε can be bounded as follows.
‖cε‖L2
T
(L1) ≤
∥∥∥Pˆ (ρε)∥∥∥
L2
T
(L1)
+
∥∥∥Pˆ (ρε) + cε∥∥∥
L2
T
(L1)
Therefore the norms of Pˆ (ρε) ∈ L2T (H1) + εL2T (L2) are uniformly bounded.
Note that by requirements 1 and 3 of Definition 2.1 the inverse P−1 is smooth with
0 ≤ (P−1)′ ≤ 1α . Using the regularity of Pˆ (ρε) we can write Pˆ (ρε) = fε + εgε where
{fε} ⊂ L2T (H1) and {gε} ⊂ L2T (L2) are uniformly bounded. Then∥∥P−1(fε + εgε)− P−1(fε)∥∥L2
T
(L2)
≤ 1
α
ε ‖gε‖L2
T
(L2) .
As P−1(fε) is uniformly bounded in L
2
T (H
1) we now have a uniform bound on the norms
of
ρˇε := P
−1(Pˆ (ρε)) ∈ L2T (H1) + εL2T (L2). (5.6)
On the other hand we can also use requirement 5 of Definition 2.1 to see that we have
a uniform bound on the norm of ρˇε ∈ L2βT (L2β).
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5.2 Strong Convergence
With estimates from the previous section we have the following convergences.
Corollary 5.5. After extracting subsequences of ε → 0 we have the existence of the
following weak limits:
∃ u ∈ L2T (L2)N with
u˜ε
ε2
⇀ u in L2T (L
2)N , (5.7)
∃ ρ ∈ L2T (L2) with ρˆε ⇀ ρ in L2T (L2) (5.8)
and ρ˜ε ⇀ θρ in L
2
T (L
2), (5.9)
∃ P¯ ∈ L2T (H1) with Pˆ (ρε)⇀ P¯ in L2T (L2), (5.10)
∃ q ∈ L2T (H1) ∩ L2βT (L2β) with ρˇε ⇀ q in L2βT (L2β). (5.11)
Proof. With the a priori estimates of Lemma 5.3 and Lemma 5.4 we can use the weak
compactness of the unit sphere in the respective reflexive function spaces. So after re-
peatedly extracting subsequences we have the existence of the asserted weak limits. Note
that (5.10), (5.11) do not provide strong convergence, as we have sufficient regularity in
space but not in time. Lastly (5.9) follows from (5.8) by Lemma 3.3.
We can use these weak convergences to establish strong convergence:
Lemma 5.6. For the weak limits of Corollary 5.5 it holds ρ = q = P−1(P¯ ). Furthermore
we have
1. ρˆε → ρ in L2T (L2),
2. ρˇε → ρ in LrT (Lr) for any r ∈ [1, 2β),
3. ∇(φ ∗ε ρε)→ θ∇(φ ∗0 ρ) in LrT (Lr) for any r ∈ [1,∞),
4. Pˆ (ρε)→ P¯ in LrT (Lr) for any r ∈ [1, 2).
Proof. Let us first show ρ = q = P−1(P¯ ). To do so we use the convexity of P following
from requirement 3 of Definition 2.1. Then by Jensen’s inequality
P (ρˇε) = Pˆ (ρε) ≥ P (ρˆε).
Because P is increasing by requirement 3 of Definition 2.1 we have
ρˇε ≥ ρˆǫ. (5.12)
Passing to the weak limit yields
q ≥ ρ. (5.13)
We now use Lemma A.4 with the convex function P (|·|), the sequence ρˇε and the domain
(0, T ) × Ω. In the lemma we set a = 2β and b = β. The lemma implies that the weak
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limit of Pˆ (ρε) = P (ρˇε) is bigger or equal to P (q). In other words P¯ ≥ P (q). As P−1 is
increasing by requirement 3 of Definition 2.1 we conclude
P−1(P¯ ) ≥ q. (5.14)
We note that Lemma 5.2 implies together with our a priori bounds that ∂tρ˜ε is uniformly
bound in L1T (W
−1,1(Ω)). Together with the higher spatial regularity of Pˆ (ρε) this is
enough to deduce another weak limit: Using (5.9), (5.10) and Lemma 5.1 of [16] we get
ρ˜εPˆ (ρε)⇀ θρP¯ ,
weakly in L1T (L
1). By Lemma 3.3 we have
̂ρεP (ρε)⇀ ρP¯ .
Recall that by requirement 4 of Definition 2.1 the function f(r) = r · P−1(r) is convex.
Because of this we can use Jensen’s inequality
̂ρεP (ρε) = ̂f(P (ρε)) ≥ f
(
Pˆ (ρε)
)
. (5.15)
Using Definition 2.1 we can easily see that 0 ≤ f ′(r) ≤ 2 rα . Therefore f can be bound
by a quadratic function and with Lemma 5.4 we have a uniform bound on {f(Pˆ (ρε))} ⊂
L2T (L
1). Let us again pass to a subsequence of ε → 0 to guarantee the existence of a
weak limit of f(Pˆ (ρε)) in L
2
T (L
1). Now we use Lemma A.4 with the convex function
f(| · |) (and corresponding b = 2) and the sequence Pˆ (ρε) (thus a = 2 in the lemma).
We conclude that the weak limit of f(Pˆ (ρε)) is greater or equal to f(P¯ ). Together with
(5.15) we get in the limit ε→ 0
ρP¯ ≥ f(P¯ ) = P¯ · P−1(P¯ ).
As P−1(0) = 0 by requirement 2 of Definition 2.1, we have ρ ≥ P−1(P¯ ). Now together
with (5.13) and (5.14) we conclude ρ = q = P−1(P¯ ).
To get strong convergence, we use again Lemma 5.1 of [16], this time with ρ˜ε and ρˇε.
We conclude ρ˜ερˇε ⇀ θρq. Note that ρˇε = ρ˜ε whenever ρ˜ε 6= 0. Therefore by Lemma 3.3
ρ̂2ε ⇀ ρq = ρ
2.
By Jensen’s inequality (ρˆε)
2 ≤ ρ̂2ε and therefore the previous statement implies norm–
convergence ‖ρˆε‖L2
T
(L2) → ‖ρ‖L2
T
(L2). Together with the weak convergence we deduce
assertion 1, i.e. ρˆε → ρ in L2T (L2).
Next, recall from (5.12) that we have 0 ≤ ρˆε ≤ ρˇε. Thus
‖ρˇε − ρˆε‖L1
T
(L1) =
∫
(0,T )×Ω
(ρˇε − ρˆε) dx dt→
∫
(0,T )×Ω
(q − ρ) dx dt = 0.
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Together with the strong convergence of ρˆε this implies ρˇε → ρ in L1T (L1). By Lemma
5.4 the extended density ρˇε is uniformly bounded in L
2β
T (L
2β), so interpolation between
different Lp-norms gives assertion 2.
We will also need the convergence of the term ∇(φ ∗ε ρε). For any 1 ≤ r <∞ we get
with Lemma A.2
‖∇(φ ∗ε ρε)− θ∇(φ ∗0 ρ)‖Lr
T
(Lr)
≤ ‖∇(φ ∗ε ρε)−∇(φ ∗ε ρ)‖Lr
T
(Lr) + ‖∇(φ ∗ε ρ)− θ∇(φ ∗0 ρ)‖Lr
T
(Lr)
≤ C ‖∇φ‖L∞ ‖ρε − ρ‖L1
T
(L1(Ω)) + ‖∇(φ ∗ε ρ)− θ∇(φ ∗0 ρ)‖Lr
T
(Lr)
→ 0.
We have shown assertion 3.
Now we can consider the convergence of Pˆ (ρε). For this we make a similar argument
as in Lemma A.4. From requirement 5 of Definition 2.1 we can deduce that there are
some constants C1, C2 such that |P ′(r)| ≤ C1+C2|r|β−1 for all r ≥ 0. We then calculate∥∥∥Pˆ (ρε)− P¯∥∥∥
L1
T
(L1)
= ‖P (ρˇε)− P (ρ)‖L1
T
(L1)
≤
∫
(0,T )×Ω
|ρˇε(x)− ρ(x)| max
y∈[ρˇε(x),ρ(x)]
|P ′(y)| dx dt
≤
∫
(0,T )×Ω
|ρˇε(x)− ρ(x)|
(
C1 + C2max(ρˇε(x), ρ(x))
β−1
)
dx dt
≤ C ‖ρˇε − ρ‖L2
T
(L2)
(
1 +
∥∥∥ρˇβ−1ε ∥∥∥
L2
T
(L2)
+
∥∥∥ρβ−1∥∥∥
L2
T
(L2)
)
.
The first term tends to zero while the second term is uniformly bounded. We conclude
Pˆ (ρε) → P¯ in L1T (L1). Using Lemma 5.4 and the interpolation between Lp-norms we
get assertion 4.
5.3 The Limit System
To obtain a Cahn–Hilliard system for ρ and u we basically want to use ρvεk as a test
function in the momentum equation (4.4), and ρuε as a test function in the equation
satisfied by vεk (see (3.1) and (3.3)). Note that in (3.3) we did define q
ε
k not in Ωε but
only in the smaller domain ΩK,ε.
To handle the boundary, we multiply our test functions by some ψ ∈ C∞C ((0, T ) ×
Ω). We find a compact set M ⊂ Ω with supp(ψ(t)) ⊂ M for all t ∈ (0, T ). Then
dist(M,∂Ω) > 0 and M ⊂ ΩK,ε for ε small enough.
Furthermore we need a regularization of Pˆ (ρε): Let χ be a standard mollifier function
and let χη(x) = η
−Nχ(x/η) for η > 0. For η < dist(M,∂Ω) we define
Pε,η := χη ∗ Pˆ (ρε), Pη := χη ∗ P (ρ) ∈ C∞(M).
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Because of Lemma 5.4 we can write Pˆ (ρε) = fε+εgε where fε ∈ L2T (H1) and gε ∈ L2T (L2)
are uniformly bounded. Using the regularity of fε we get with Lemma A.5∥∥∥Pˆ (ρε)− Pε,η∥∥∥
L2
T
(L2(M))
≤ ‖fε − χη ∗ fε‖L2
T
(L2(M)) + 2ε ‖gε‖L2T (L2(Ω))
≤ Cη ‖fε‖L2
T
(H1(Ω)) + 2ε ‖gε‖L2
T
(L2(Ω))
≤ C(η + ε).
(5.16)
Recall that from 5.6 we have Pˆ (ρε)→ Pˆ (ρ) in LrT (Lr) for r ∈ [1, 2). In the limit ε→ 0
we get with Young’s convolution inequality
‖∇Pε,η −∇Pη‖Lr
T
(Lr(M)) =
∥∥∥(∇χη) ∗ (Pˆ (ρε)− Pˆ (ρ))∥∥∥
Lr
T
(Lr(M))
≤ ‖∇χη‖L1
∥∥∥Pˆ (ρε)− Pˆ (ρ)∥∥∥
Lr
T
(Lr(Ω))
→ 0.
(5.17)
Lastly, with a standard result on mollifiers we conclude
∇Pη = χη ∗ (∇P (ρ))→ ∇P (ρ) in L2T (L2(M)). (5.18)
In the following we denote error terms by E1 = E1(η, ε) and E2 = E2(η) if they satisfy
lim sup
ε→0
|E1(η, ε)| ≤ E2(η) and lim
η→0
E2(η) = 0.
Lemma 5.7. We have∫ T
0
∫
Ω
γρˆερv
ε
kψ∇(φ ∗ε ρε)− ρvεkψ∇Pε,η dx dt
= µ
∫ T
0
∫
Ω
ρ
u˜εek
ε2
ψ dx dt+ E1(η, ε).
(5.19)
Proof. Consider the test function ρvεkψ. This function is zero on ∂Ωε as v
ε
k = 0 on
∂Ωε \ ∂Ω and ψ = 0 near ∂Ω. By using ρvεkψ in the momentum equation (4.4) we get∫ T
0
∫
Ωε
µDuε :D(ρv
ε
kψ) dx dt
=
∫ T
0
∫
Ωε
γρε(ρv
ε
kψ)∇(φ ∗ε ρε) + (P (ρε)− ξ div uε) div(ρvεkψ) dx dt.
We can extend the integral to Ω because u˜ and vεk vanish on Ω \ Ωε, so∫ T
0
∫
Ω
µDu˜ε :D(ρv
ε
kψ) dx dt
=
∫ T
0
∫
Ω
γρˆερv
ε
kψ∇(φ ∗ε ρε) + (Pˆ (ρε)− ξ div u˜ε) div(ρvεkψ) dx dt.
(5.20)
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Next, we estimate with (3.4) and (5.16)∣∣∣∣∫ T
0
∫
Ω
(Pˆ (ρε)− Pε,η) div(ρvεkψ) dx dt
∣∣∣∣
=
∣∣∣∣∫ T
0
∫
Ω
(Pˆ (ρε)− Pε,η)(vεkψ∇ρ+ vεkρ∇ψ) dx dt
∣∣∣∣
≤
∥∥∥Pˆ (ρε)− Pε,η∥∥∥
L2
T
(L2(M))
‖vεk‖L∞(Ω) ‖ρ‖L2
T
(H1(Ω))
·
(
‖ψ‖L∞
T
(L∞) + ‖∇ψ‖L∞
T
(L∞)
)
≤ C(η + ε).
(5.21)
With the same argument and Lemma 5.3 we can also estimate∣∣∣∣∫ T
0
∫
Ω
ξ div u˜ε div(ρv
ε
kψ) dx dt
∣∣∣∣
=
∣∣∣∣∫ T
0
∫
Ω
ξ div u˜ε(v
ε
kψ∇ρ+ vεkρ∇ψ) dx dt
∣∣∣∣ (5.22)
≤ εξ
∥∥∥uε
ε
∥∥∥
L2(H1)
‖vεk‖L∞ ‖ρ‖L2
T
(H1)
(
‖ψ‖L∞
T
(L∞) + ‖∇ψ‖L∞
T
(L∞)
)
≤ Cε.
With this notation we can now use the estimates (5.21) and (5.22) in equation (5.20) to
obtain ∫ T
0
∫
Ω
µDu˜ε :D(ρv
ε
kψ) dx dt
=
∫ T
0
∫
Ω
γρˆερv
ε
kψ∇(φ ∗ε ρε) + Pε,η div(ρvεkψ) dx dt+ E1(η, ε)
=
∫ T
0
∫
Ω
γρˆερv
ε
kψ∇(φ ∗ε ρε)− ρvεkψ∇Pε,η dx dt+ E1(η, ε).
(5.23)
Now we look at the differential equation satisfied by vεk: After rescaling (3.1) gives us
−ε2∆vεk + ε∇qεk = ek in ΩK,ε.
Let us use the test function ρuεψ. The test function is zero on ∂ΩK,ε as uε = 0 on ∂Ωε
and ψ = 0 near ∂Ω. We get∫ T
0
∫
ΩK,ε
Dvεk :D(ρuεψ) dx dt +
1
ε
∫ T
0
∫
ΩK,ε
ρuεψ∇qεk dx dt
=
∫ T
0
∫
ΩK,ε
ρ
uε
ε2
ψek dx dt.
(5.24)
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The second term vanishes in the limit ε→ 0, η → 0:
1
ε
∫ T
0
∫
ΩK,ε
ρuεψ∇qεk dx dt
= ε
∫ T
0
∫
ΩK,ε
ρε
uε
ε2
ψ∇qεk dx dt+ E1(η, ε)
= ε
∫ T
0
∫
ΩK,ε
ρε
uε
ε2
∇(ψqεk)− ρε
uε
ε2
qεk∇ψ dx dt+ E1(η, ε)
= E1(η, ε).
(5.25)
Here we have used the following estimates that are based on equation (3.5), Lemma 5.3,
Lemma 5.6, and the use of (4.3):
∣∣∣∣∣ε
∫ T
0
∫
ΩK,ε
(ρε − ρ)uε
ε2
ψ∇qεk dx dt
∣∣∣∣∣
≤ ‖ρε − ρ‖L2(L2(ΩK,ε))
∥∥∥uε
ε2
∥∥∥
L2(L2)
‖ψ‖L∞
T
(L∞) ‖ε∇qεk‖L∞ ,∣∣∣∣∣ε
∫ T
0
∫
ΩK,ε
ρε
uε
ε2
qεk∇ψ dx dt
∣∣∣∣∣ ≤ ε ‖ρε‖L2(L2) ∥∥∥uεε2 ∥∥∥L2(L2) ‖∇ψ‖L∞T (L∞) ‖qεk‖L∞ ,∣∣∣∣∣ε
∫ T
0
∫
ΩK,ε
ρε
uε
ε2
∇(ψqεk) dx dt
∣∣∣∣∣ =
∣∣∣∣∣−ε
∫ T
0
∫
ΩK,ε
ρε∂t(ψq
ε
k) dx dt
∣∣∣∣∣
≤ ε ‖ρε‖L2(L2) ‖∂tψ‖L∞
T
(L∞) ‖qεk‖L∞ .
Using (5.25) in (5.24) and extending the integral from ΩK,ε to Ω we get∫ T
0
∫
Ω
Dvεk :D(ρu˜εψ) dx dt =
∫ T
0
∫
Ω
ρ
u˜εek
ε2
ψ dx dt+ E1(η, ε). (5.26)
We calculate∫ T
0
∫
Ω
Du˜ε :D(ρv
ε
kψ) dx dt −
∫ T
0
∫
Ω
Dvεk :D(ρu˜εψ) dx dt
=
∫ T
0
∫
Ω
(
ρψDu˜ε :Dv
ε
k + ψv
ε
k ·Du˜ε∇ρ+ ρvεk ·Du˜ε∇ψ
− ρψDvεk :Du˜ε − ψu˜ε ·Dvεk∇ρ− ρu˜ε ·Dvεk∇ψ
)
dx dt
=
∫ T
0
∫
Ω
(vεk ·Du˜ε − u˜ε ·Dvεk) (ψ∇ρ+ ρ∇ψ) dx dt
= E1(η, ε),
(5.27)
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where we have used equation (3.4), Lemma 5.3 and the estimate∣∣∣∣∫ T
0
∫
Ω
(vεk ·Du˜ε − u˜ε ·Dvεk) (ψ∇ρ+ ρ∇ψ) dx dt
∣∣∣∣
≤ ε
(∥∥∥∥ u˜εε2
∥∥∥∥
L2(L2)
‖εDvεk‖L∞ +
∥∥∥∥Du˜εε
∥∥∥∥
L2(L2)
‖vεk‖L∞
)
·
(
‖ψ‖L∞
T
(L∞) ‖∇ρ‖L2(L2) + ‖∇ψ‖L∞
T
(L∞) ‖ρ‖L2(L2)
)
.
Now we can combine (5.23), (5.26) and (5.27) to get the assertion of the lemma.
To take the limit ε → 0 in equation (5.19), let us first summarize the convergences
as proven up to now:
Corollary 5.8. We have
ρˆε → ρ in L2T (L2(Ω)),
vεk
∗
⇀
∫
Y
v˜k = A¯ek in L
∞(Ω) = L1(Ω)∗,
∇(φ ∗ε ρε)→ θ∇(φ ∗0 ρ) in LrT (Lr(Ω)) for any 1 ≤ r <∞,
∇Pε,η → ∇Pη in LrT (Lr(M)) for any 1 ≤ r < 2,
u˜ε
ε2
⇀ u in L2T (L
2(Ω)).
Proof. See Corollary 5.5, Lemma 5.6, and equation (5.17). The weak-∗ convergence of
vεk defined in (3.3) is a standard result.
Recall that A¯ is the permeability matrix as defined in (3.2). Also recall that from
(5.11) and Lemma 5.6 we have ρ ∈ L2βT (L2β). In the limit ε→ 0 equation (5.19) gives∫ T
0
∫
Ω
γρ2ψθ∇(φ ∗0 ρ)A¯ek − ρψ∇PηA¯ek dx dt = µ
∫ T
0
∫
Ω
ρuψek dx dt+ E2(η).
From (5.18) we know that ∇Pη → ∇P (ρ) in L2T (L2(M)), so we can pass to the limit
η → 0, concluding∫ T
0
∫
Ω
A¯ek
(
γθρ2∇(φ ∗0 ρ)− ρ∇P (ρ)
)
ψ dx dt = µ
∫ T
0
∫
Ω
ρuψek dx dt.
Here ψ ∈ C∞C ((0, T ) × Ω) is an arbitrary test function. Collecting the results for k =
1, . . . , N we get
A¯
(
γθρ2∇(φ ∗0 ρ)− ρ∇P (ρ)
)
= µρu.
Now we can use the identity P (ρ) = p(ρ) + γ2ρ
2 to restate this result in terms of p:
A¯
(
γθρ2∇(φ ∗0 ρ− ρ)− ρ∇
(
p(ρ) +
γ(1− θ)
2
ρ2
))
= µρu. (5.28)
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This directly implies (4.9).
We now are able to infer the weak formulation of (4.5), (4.6). For this we use Lemma
5.2 to write
−
∫ T
0
∫
Ω
ρ˜ε∂tψ dx dt−
∫ T
0
∫
Ω
ρˆε
u˜ε
ε2
∇ψ dx dt =
∫
Ω
ρ˜0,εψ(t = 0) dx,
with a test function ψ ∈ C∞C ((−∞, T ) × RN ). To pass to the limit ε → 0 we recall
that the initial conditions satisfy ρˆ0,ε ⇀ ρ0 in L
1(Ω) and with Lemma 3.3 we conclude
ρ˜0,ε ⇀ θρ0. The other convergences have been discussed in Corollary 5.8, we conclude
−
∫ T
0
∫
Ω
θρ∂tψ dx dt−
∫ T
0
∫
Ω
ρu∇ψ dx dt =
∫
Ω
θρ0ψ(t = 0) dx.
With this we have shown Theorem 4.5.
A Appendix
This appendix will provide the technical details needed in the proof of Theorem 4.5.
First we introduce a restriction operator that is dual to the mean value extension in
Definition 3.2. Similar operators have been constructed by Tartar [26], in particular we
refer to the construction of Lipton&Avellaneda [17].
Lemma A.1. There exists a restriction operator Rε : H
1
0 (Ω)
N → H1(Ωε)N such that
1. Rεu = 0 on ∂Ω and (Rεu) · n = 0 on ∂Ωε,
2. Rε satisfies∫
Ωε
udivRεv dx =
∫
Ω
uˆdiv v dx ∀u ∈ L2(Ωε), v ∈ H10 (Ω)N , (A.1)
3. there exists a constant C > 0 such that for all v ∈ H10 (Ω)N
‖Rεv‖L2(Ωε)N + ε ‖DRεv‖L2(Ωε)N×N ≤ C
(
‖v‖L2(Ω)N + ε ‖Dv‖L2(Ω)N×N
)
. (A.2)
Proof. It is shown in Lemma 2.2 of [17] that given u ∈ H1(Y)N there exist solutions
v ∈ H1(Yr\s)N and q ∈ L2(Yr\s)/R of
∆v = ∆u−∇q,
div v = div u+
1
|Yr\s|
∫
∂Ys
u · n ds,
v = u on ∂Yr,
v · n = 0, v · τ = u · τ on ∂Ys.
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Here n ∈ RN is the outward normal unit vector of ∂Ys and τ ∈ RN is any tangent vector
of ∂Ys. The region Yr\s is defined in Section 3.2. Note that we used the same region Yr\s
for the mean–value extension in Definition 3.2. We define an operator R : H1(Y)N →
H1(Yf )N by
Ru =
{
u in Yf \ Yr\s,
v in Yr\s.
To show (A.1) we need to do a calculation: Let us have v ∈ H1(Y)N and u ∈ L2(Yf ).
Let uˆ be the extension of u to Y by its mean value in Yr\s. Then∫
Yf
udivRv dx−
∫
Y
uˆdiv v dx =
∫
Yr\s
(udivRv − uˆdiv v) dx−
∫
Ys
uˆdiv v dx
=
∫
Yr\s
(
u
(
div v +
1
|Yr\s|
∫
∂Ys
v · n ds
)
− udiv v
)
dx
−
(
1
|Yr\s|
∫
Yr\s
u dx
)∫
Ys
div v dx
=
(
1
|Yr\s|
∫
Yr\s
u dx
)(∫
∂Ys
v · n ds−
∫
Ys
div v dx
)
= 0.
(A.3)
We define Rε by applying a rescaled R on every cell in the interior of Ωε. To be precise,
let for ε > 0 and k ∈ Kε the affine transformation Tk,ε : Y → ε(Y + k) be given through
Tk,εx = ε(x+ k) and set for u ∈ H10 (Ω)N
Rεu =
{
u in Ωε \ΩK,ε,
R[u ◦ Tk,ε] ◦ T−1k,ε in ε(Yf + k), k ∈ Kε.
Then we easily get (A.2) analogously to [17], Lemma 2.1. Furthermore, because the
rescaling of R and of the mean value extension used in (A.3) happens in the same way,
(A.3) implies (A.1).
The next lemma concerns the convolution defined in (2.6). A nice property of this
convolution is that we get a convergence of the form ∇(φ ∗ε f)→ θ∇(φ ∗0 f).
Lemma A.2. Let φ be an interaction kernel satisfying (2.5). Let f ∈ L1T (L1(Ω)).
1. The function φ ∗ε f is smooth in Ω with
‖∇(φ ∗ε f)‖L∞
T
(L∞(Ω)) ≤ ‖∇φ‖L∞ ‖f‖L1
T
(L1(Ω)) + ‖∇φ‖L1 ρs.
2. We have for all r ∈ [1,∞)
∇(φ ∗ε f)→ θ∇(φ ∗0 f) in LrT (Lr(Ω)).
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Proof. The first assertion follows trivially from estimating
∇(φ ∗ε f)(t, x) =
∫
Ωε
∇φ(x− y)f(t, y) dy + ρs
∫
RN\Ωε
∇φ(x− y) dy.
For the second assertion let ψ ∈ C∞C (RN ). Then ψ is Lipschitz continuous with some
Lipschitz constant L. Splitting the domain Ωε into the cells, we have∫
Ωε
ψ(y) dy =
∑
k∈Kε
∫
ε(Yf+k)
ψ(y) dy +
∫
Ω\ΩK
ψ(y) dy (A.4)
and ∫
Ω
ψ(y) dy =
∑
k∈Kε
∫
ε(Y+k)
ψ(y) dy +
∫
Ω\ΩK
ψ(y) dy. (A.5)
On a cell we can exchange values ψ(y) by the value of ψ at a single point εk with an
error bounded by L
√
Nε, i.e.,∣∣∣∣∣
∫
ε(Yf+k)
ψ(y) dy − θ
∫
ε(Y+k)
ψ(y) dy
∣∣∣∣∣
≤
∣∣∣∣∣
∫
ε(Yf+k)
ψ(εk) dy − θ
∫
ε(Y+k)
ψ(εk) dy
∣∣∣∣∣
+
∫
ε(Yf+k)
L
√
Nεdy + θ
∫
ε(Y+k)
L
√
Nεdy
= εN |Yf |L
√
Nε+ θεN |Y|L
√
Nε
= 2θL
√
NεN+1.
Now we take (A.4)− θ · (A.5) and apply this estimate on every cell ε(Y + k), k ∈ Kε:∣∣∣∣∫
Ωε
ψ(y) dy − θ
∫
Ω
ψ(y) dy
∣∣∣∣ ≤ ∑
k∈Kε
2θL
√
NεN+1 + (1− θ)
∫
Ω\ΩK
ψ(y) dy
≤ 2|Ω|θL
√
Nε+ (1− θ)
∣∣Ω \ ΩK∣∣ ‖ψ‖L∞(Ω) .
(A.6)
As Ω has a smooth boundary, ΩK is a good approximation to Ω in the sense that
|Ω \ ΩK
∣∣→ 0 as ε→ 0.
Next we will show pointwise convergence of ∇(φ ∗ε f). For this fix some (t, x) ∈
(0, T )×Ω and define g ∈ L1(Ω) by g(y) = ∇φ(x− y)(f(t, y)− ρs). This is motivated by
∇(φ ∗ε f)(t, x) = ∇
(∫
Ωε
∇φ(x− y)f(t, y) dy +
∫
RN\Ωε
φ(x− y)ρs dy
)
=
∫
Ωε
∇φ(x− y)(f(t, y)− ρs) dy =
∫
Ωε
g(y) dy
(A.7)
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Fix δ > 0 and choose a ψ ∈ C∞C (Ω) with ‖g − ψ‖L1(Ω) ≤ δ. Now we can use (A.6) to
conclude that for ε small enough∣∣∣∣∫
Ωε
g dy − θ
∫
Ω
g dy
∣∣∣∣ ≤ 2δ + ∣∣∣∣∫
Ωε
ψ dy − θ
∫
Ω
ψ dy
∣∣∣∣ ≤ 3δ.
Because δ > 0 was arbitrary we conclude
∫
Ωε
g dy → θ ∫Ω g dy as ε → 0. With the
identity (A.7) this means pointwise convergence ∇(φ ∗ε f)→ θ∇(φ ∗0 f).
Using the L∞-bounds from the first assertion we can apply the dominated conver-
gence theorem for Lp-functions, we have ∇(φ ∗ε f) → θ∇(φ ∗0 f) in LrT (Lr(Ω)) for all
1 ≤ r <∞.
The requirements in Definition 2.1 give rise to the following property:
Lemma A.3. Let P (r) = p(r)+ γ2 r
2 be an admissible generalized pressure function with
constants α > 0, β ≥ 2, c > 0 as in Definition 2.1. Let the energy function W be given
through (2.3). In the case β > 2 we have
lim
r→∞
W (r)
P (r)
=
1
β − 1 .
Proof. Recall that by requirement 5 of Definition 2.1
lim
r→∞
P ′(r)
rβ−1
= c.
In the case β > 2 this behaviour can not originate from the term γ2 r
2, we can conclude
lim
r→∞
p′(r)
rβ−1
= c.
Recall the definition of the energy function W , that is p′(r) = rW ′′(r). Using the
L’Hospital rule twice we finally get
lim
r→∞
W (r)
rβ
=
c
β(β − 1) .
We conclude with requirement 5 of Definition 2.1
lim
r→∞
W (r)
P (r)
=
(
lim
r→∞
W (r)
rβ
)(
lim
r→∞
P (r)
rβ
)−1
=
c
β(β − 1)
β
c
=
1
β − 1 .
The next lemma generalizes the following observation about weak limits: If we have
φn ⇀ φ in L
2 and φ2n ⇀ ψ in L
1 then ψ ≥ φ2. We need this lemma to compare weak
limits in Section 5.2.
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Lemma A.4. Let D be a bounded domain in RN . Let f : R → R be a convex function
with
f ≥ 0, f(x) = f(−x), lim
x→∞
f ′(x)
xb−1
= c ∈ [0,∞)
for some constant b ≥ 1. Fix some constant a with
2 ≤ a <∞ and 2(b− 1) ≤ a.
Let φn ∈ La(D) be a sequence with weak La-limit φ ∈ La(D). Furthermore let f(φn)
have the weak L1-limit ψ ∈ L1(D). Then ψ ≥ f(φ).
Proof. We have a ≥ b: If b ≤ 2 this is obvious, otherwise a ≥ 2(b− 1) ≥ b.
As f
′(x)
xb−1
→ c we can find two constants C1, C2 such that |f ′(x)| ≤ C1 + C2|x|b−1.
By L’Hospital we have f(x)
xb
→ c/b. With the same argument as before we find two
constants C3, C4 such that f(x) ≤ C3 + C4|x|b. Because D is a bounded domain, this
implies f(φn), f(φ) ∈ La/b(D) ⊂ L1(D).
Now assume ψ < f(φ) on some set M ⊂ D with |M | > 0. We will show that the
functional g : La(D) → R, η 7→ ‖f(η)‖L1(M) is continuous and convex. For this we
calculate
|g(η1)− g(η2)| =
∣∣∣∣∫
M
f(η1)− f(η2) dx
∣∣∣∣
≤
∫
M
|η1(x)− η2(x)| max
y∈[η1(x),η2(x)]
|f ′(y)| dx
≤
∫
M
|η1(x)− η2(x)|
(
C1 + C2|η1(x)|b−1 + C2|η2(x)|b−1
)
dx
≤ ‖η1 − η2‖L2(M) C
(
1 +
∥∥∥|η1|b−1∥∥∥
L2(M)
+
∥∥∥|η2|b−1∥∥∥
L2(M)
)
.
For fixed η1 and η2 approaching η1 in L
a(D) the first term converges to zero (as a ≥ 2)
and the second term is bounded (as a ≥ 2(b − 1)). We have shown the continuity of g.
Furthermore for η1, η2 ∈ La(D), λ ∈ [0, 1] we have
g(λη1 + (1− λ)η2) = ‖f(λη1 + (1− λ)η2)‖L1(M)
≤ ‖λf(η1) + (1− λ)f(η2)‖L1(M)
≤ λ ‖f(η1)‖L1(M) + (1− λ) ‖f(η2)‖L1(M)
= λg(η1) + (1− λ)g(η2).
As g is continuous and convex, it is weakly lower semicontinuous, and therefore g(φ) ≤
lim infn→∞ g(φn). But this means
‖f(φ)‖L1(M) > ‖ψ‖L1(M) = limn→∞ ‖f(φn)‖L1(M) ≥ ‖f(φ)‖L1(M) .
This is a contradiction to our assumption ψ < f(φ), so we have ψ ≥ f(φ).
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We want to estimate ‖f − χη ∗ f‖L2(D) where χη is a mollifier function. It is well
known that for f ∈ L2(D) this norm converges to zero. But we are interested in a bound
that converges to zero with a certain rate. This is possible as long as we have higher
regularity:
Lemma A.5. Let f ∈ H1(D) for some domain D ⊂ RN . Let χ be a standard mollifier
function, that is χ ∈ C∞C (B(1, 0)), χ ≥ 0,
∫
RN
χ = 1, and for η > 0 let χη(x) =
η−Nχ(x/η). Then there exists a constant C > 0 such that
‖f − χη ∗ f‖L2(Dη) ≤ Cη ‖f‖H1(D) ,
where Dη = {x ∈ D : dist(x, ∂D) ≥ η}.
Proof. We calculate with Jensen’s inequality
‖f − χη ∗ f‖2L2(Dη) =
∫
Dη
(∫
B(η,0)
χη(y)(f(x)− f(x− y)) dy
)2
dx
≤
∫
Dη
∫
B(η,0)
χη(y)(f(x)− f(x− y))2 dy dx.
Using the notation
Dyf(x) :=
f(x)− f(x− y)
|y|
we can write
‖f − χη ∗ f‖2L2(Dη) ≤
∫
Dη
∫
B(η,0)
χη(y)|y|2(Dyf(x))2 dy dx
=
∫
B(η,0)
χη(y)|y|2 ‖Dyf‖2L2(Dη) dy.
By [6], Chapter 5, Theorem 3, there exists a C > 0 such that for all y ∈ B(η, 0)
‖Dyf‖L2(Dη) ≤ C ‖f‖H1(D) .
We conclude
‖f − χη ∗ f‖2L2(Dη) ≤
∫
B(η,0)
χη(y)|y|2C2 ‖f‖2H1(D) dy
≤ η2C2 ‖f‖2H1(D)
∫
B(η,0)
χη(y) dy.
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