The implementation of augmented reality (AR) in image-guided surgery (IGS) can improve surgical interventions by presenting the image data directly on the patient at the correct position and in the actual orientation. This approach can resolve the switching focus problem, which occurs in conventional IGS systems when the surgeon has to look away from the operation field to consult the image data on a 2-dimensional screen. The Microsoft HoloLens, a headmounted AR display, was combined with an optical navigation system to create an AR-based IGS system. Experiments were performed on a phantom model to determine the accuracy of the complete system and to evaluate the effect of adding AR. The results demonstrated a mean Euclidean distance of 2.3 mm with a maximum error of 3.5 mm for the complete system. Adding AR visualization to a conventional system increased the mean error by 1.6 mm. The introduction of AR in IGS was promising. The presented system provided a solution for the switching focus problem and created a more intuitive guidance system. With a further reduction in the error and more research to optimize the visualization, many surgical applications could benefit from the advantages of AR guidance.
Introduction
The use of 3-dimensional (3D) imaging for diagnosis, presurgical preparations, postoperative assessment, and follow-up is standard care in many surgical disciplines. 1 In image-guided surgery (IGS), medical images are consulted during surgery for guidance. 2 Critical or hidden structures such as nerves, blood vessels, and tumors can be indicated during surgery by tracking the position of surgical instruments in relation to the position of the patient. 3 In addition, IGS can be used during surgery to follow a preoperatively defined surgical plan. 4 IGS is widely used in different surgical specialties. For example, in plastic surgery, IGS is used to indicate the location of perforating vessels during free flap surgery. 5 In colorectal surgery, IGS and 3D imaging can be used for planning and navigation of colon resections and for visualization of the vascular anatomy. 6 IGS can provide real-time and accurate feedback and is frequently used during trauma and reconstructive surgery and accurate implant placement in craniomaxillofacial surgery. 7, 8 Because of its high accuracy, IGS is widely implemented in neurosurgery for cranial, spinal, or skull base procedures. [9] [10] [11] For pelvic and acetabular surgery, IGS and 3D planning are used to determine the best surgical approach and to indicate potential surgical difficulties. 12 Wang et al also described the potential of IGS for a better understanding and mastery of complex craniofacial surgery. 13 In conclusion, the widely used IGS contributes to faster, safer, and more effective surgical procedures and has a positive effect on surgical outcome. [14] [15] [16] In general, IGS systems display their virtual planning data and the positions of tracked surgical instruments on a 2-dimensional (2D) monitor in the operation theatre. This setup creates a situation in which the surgeon is forced to focus both on the surgical field and the virtual planning simultaneously: the switching focus problem. 17, 18 Another disadvantage is that the virtual planning presented on the 799552S RIXXX10.1177/1553350618799552Surgical InnovationMeulstee et al research-article2018 1 Radboud University Medical Center, Nijmegen, Netherlands 2 Academic Medical Center, Amsterdam, Netherlands monitors is often not aligned with the viewpoint of the surgeon. The surgeon must relate these positions mentally, which may hamper his or her intuitive interpretation. 19 In addition, the virtual 3D planning or the image data are presented in 2D, which makes it difficult to conceptualize complex 3D anatomy. 7 Augmented reality (AR) is the technology of blending virtual objects into the real world. AR makes it possible to create a virtual overlay within the surgeon's view. 20 Image data of a patient can be observed directly at the corresponding position on a patient in the operation theatre. Therefore, AR may be used to overcome the limitations of conventional IGS and can resolve the switching focus problem. 22 Only a few AR devices are commercially available today. Recently, Microsoft introduced the HoloLens (Microsoft Corporation, Redmond, WA, USA), a head-mounted display (HMD) that is able to visualize AR and thus has the potential to be used in combination with IGS. 21 Currently, implementation of the HoloLens in the medical and surgical field is limited to training and education purposes, where virtual data are visualized separately from the patient. [24] [25] [26] [27] [28] No studies describing the combination of the HoloLens and IGS systems have been performed.
In this study, an AR IGS system is presented by integration of the HoloLens in the IGS workflow. The technical background is described, and an accuracy study on a 3D-printed phantom model to test the accuracy of the AR IGS system and compare this to the accuracy of a conventional IGS system is performed.
Material and Methods
Integration of the HoloLens in the IGS workflow requires visualization of planned objects (holograms) at the position and orientation corresponding to the IGS planning. The visualization in AR must be continuously updated with tracking information from the IGS system to ensure adequate visualization. The first goal of this study was to develop a method for linking the IGS information with AR visualization, and the technical background of this method is described. The accuracy of the system is affected by errors originating from the navigation system (navigation error), errors introduced by the user (user error), and errors through the use of AR visualization (AR visualization error). The second goal was to evaluate the effect of adding AR to the IGS system, which was achieved in an accuracy study.
Technical Background
Optical Tracking System. For object tracking, the PST Base system (PS-Tech, Amsterdam, The Netherlands) was used. The PST Base system is an infrared-based optical dual camera tracker that tracks the position and orientation of objects in relation to a fixed reference with the use of reflective marker spheres with a diameter of 13 mm. The positions of these markers were correlated with markers on the virtual objects. The PST tracking system had a root mean square error <0.5 mm and <1°. The field of view of the PST tracker was cone-shaped and has a range from 20 to 300 cm. 29 Using the PST client software, the recognition of different objects was trained by creating a unique configuration of 4 or more reflective spheres. The position and orientation of these objects were tracked with a frequency of 120 Hz and a latency of 15 to 25 ms. The tracking information was imported in Unity software (v5.6.0, Unity Technologies, San Francisco, CA, USA). Three-dimensional models of the virtual planning were imported in Unity using the stereolithography format and linked to the tracked position and orientation of the physical objects. The coordinates of the tracked position were expressed in the IGS reference frame.
Augmented Reality Visualization. The Microsoft HoloLens was used for the visualization of virtual 3D objects (holograms). The HoloLens uses an HMD with video seethrough displays. The virtual content is rendered 3-dimensionally in a stereoscopic way. 22, 30 The content on an HMD is always consistent with the user's view because the display is head-mounted. 31 The HoloLens has an untethered and wireless design, displays holograms with a frame rate of 60 Hz, and weighs 580 g. 32 The Holographic Remoting Player application in Unity was used to stream virtual objects to the HoloLens. The position and orientation of holograms were expressed in a different reference system: the HoloLens reference frame.
Linking the HoloLens to the Tracking System. The IGS system and the HoloLens both used their own reference frame. To visualize a planned position of a tracked object as a hologram, the planning had to be expressed in the reference frame of the HoloLens. Therefore, a transformation between the IGS reference frame and the HoloLens reference frame ( 
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This transformation made it possible to visualize objects from the virtual planning as holograms in 3D space on the HoloLens.
Accuracy Study
Two experiments were designed to evaluate the accuracy of the AR IGS system: a tight-fit experiment to evaluate the navigation error and a loose-fit experiment to evaluate the total error of the AR IGS system (navigation error + user error + AR visualization error). The AR visualization error could not be measured directly, since it was impossible to perform physical measurements on virtual holograms. This error was deducted from the results of the experiments. The experiments are described in detail below.
Tight-Fit Experiment. The navigation error is a hardware error, which originates from measuring the position of the reflective markers and the calculation of the object's position from the markers' positions. The tight-fit experiment was conducted to determine the navigation error. A custom-made measuring board and V-shaped cube were designed in SolidWorks (v2016, Dassault Systemes, Waltham, MA, USA) and 3D printed at Oceanz (Oceanz, Ede, The Netherlands) using the selective laser sintering printing technique. Reflective spheres were attached to the corners of the measuring board and could, therefore, be tracked by the IGS system, and they served as the IGS reference frame for planning. In this measuring board, 16 recesses were made in which the 3D-printed cube was tightly fitted (Figure 2 ). Reflective spheres were attached to track the cube. The cube was placed in all recesses, and the tracked position of the cube in the recess was compared with the planned position on the measuring board.
With the introduction of AR, an additional object was tracked by the tracking system: the HoloLens. Tracking an extra object might increase the navigation error. To determine this potential increase, the tight-fit experiment was performed twice: once in the conventional IGS setup (tight-fit IGS) and once when the (tracked) HoloLens was added to the system (tight-fit AR).
Loose-Fit Experiment. In the loose-fit experiment, the planned positions of the cube were not restricted by the design of the measuring board. The cube was positioned at 21 different planned positions on the measuring board. The loose-fit experiment was performed with and without AR (loose-fit IGS and loose-fit AR). In the loose-fit IGS, the observer positioned the tracked cube on the planned position by visual feedback from a 2D screen. In the loose-fit AR, the observer positioned the tracked cube on the planned position under AR guidance by the HoloLens (Figure 3 ). The spatial difference between the tracked position of the cube and the virtual planned position was calculated to determine the accuracy of object positioning. In the loose-fit IGS, the combined navigation and user errors were measured. In the loose-fit AR, the combined navigation, user, and AR visualization errors were measured. The size of the AR visualization error could be determined by comparing the results of loose-fit IGS and loose-fit AR. The experiments were performed by 4 observers to investigate interobserver variability.
Statistical Analysis
Descriptive statistics were used to represent the size of the navigation error and the overall error found in the tight-fit and loose-fit experiments for translations (Euclidean distance). A Kolmogorov-Smirnov test was used to test for normality. Analysis of variance and post hoc tests with Bonferroni correction were used to determine whether the results of the loose-fit IGS and loose-fit AR differed significantly and to test for differences between the observers. A significance level of .05 was used.
Results
Linking the HoloLens with the IGS system made it possible to display the IGS planning directly in the working field of the user. An additional screen to display the planning data was therefore not required, which eliminated the switching focus problem. The accuracy of the presented method was evaluated with 4 experiments.
Tight-Fit Experiments
The results of the tight-fit experiment are shown in that all Euclidean distances were normally distributed (P > .05). For the tight-fit IGS experiment, the mean Euclidean distance was 0.6 mm (SD = 0.2), with a maximum error of 1.0 mm. For the tight-fit AR experiment, a mean Euclidean distance of 0.7 mm (SD = 0.2), with a maximum error of 1.4 mm, was reported. This difference was not statistically significant (P = .99).
Loose-Fit Experiments
The results of the placement of the tracked cube in the loose-fitting experiments are summarized in Table 2 . The mean Euclidean distances of the loose-fit AR experiment were normally distributed and showed an increase compared with those of the loose-fit IGS experiment, ranging from 0.7 mm (SD = 0.4) to 2.3 mm (SD = 0.5). This difference was statistically significant (P < .001).
Comparing the Euclidian distance of the 4 observers in the loose-fit AR experiment, the Kolmogorov-Smirnov test proved that the Euclidean distances were normally distributed (P > .05). A 1-way analysis of variance test showed no significant difference between the Euclidean distances of the 4 observers (P = .13).
Discussion
Recent advances in medical imaging and image processing technologies can be used to establish a detailed virtual operation plan. 33, 34 Intuitive transfer of this virtual operation plan to the intraoperative setting to perform surgery according to planning is desirable. IGS systems can be used within the operation theatre to correlate the planning to the position of the patient. The added value of these IGS systems has been proven for many surgical procedures. 14, 15 Improvements in intuitive visualization of the tracking data intraoperatively, tailored to the surgical intervention, are desired. 8 In this study, a combination of IGS and AR visualization is presented. The implementation of AR in IGS makes it possible to project the virtual planning directly on the patient. The most important advantage is that this solves the switching focus problem, allowing the surgeon to look continuously at the surgical site instead of switching to a monitor when consulting the virtual planning. If an HMD with a stereoscopic view is used to accomplish AR, complex structures and virtual planning can be visualized in 3D at their anatomical position, resulting in more intuitive visualization. The proposed system can be used for a wide variety of interventions in which the positions of critical (anatomical) structures (bone pieces, blood vessels, nerves, foreign bodies, tumors, etc.) to be visualized during surgery are crucial. An AR-based IGS system could also be used in keyhole surgery and minimally invasive procedures, providing the surgeon with a virtual view of the patient's anatomy and a virtual view of the position of the instruments directly on the patient. AR can compensate for the loss of direct vision and this could improve hand-eye coordination, which may increase focus and efficiency. 31, 35, 36 AR can serve as a visual guide during delicate surgical procedures when dissecting and exploring the patient's anatomy. 10 Pratt et al used AR during reconstructive surgery and a manual alignment to visualize relevant anatomy and the localization of perforating vessels directly on the patient in the view of the surgeon. 5 By resolving the switching focus problem and with real 3D visualization, AR might reduce the cognitive load of the surgeon. This setup allows the use of more advanced and complex virtual planning during surgery.
Hardware Selection
A wide variety of optical tracking systems are available for clinical applications. In this study, the PST Base tracker was used because of its high accuracy, the possibility to develop unique trackable objects, and because the communication protocol can connect the tracker to other software platforms. The HoloLens was used for the AR visualization. Although many AR glasses are available today, commercially and noncommercially, many do not provide real 3D visualization by stereo seethrough displays. The Meta Glasses 1 and Meta Glasses 2 (Meta Company, San Mateo, CA, USA) provide 3D visualization with a large field of view, but a cable connected to a computer is used. In our experience, the wireless design of the HoloLens stimulates the user to inspect holograms from different positions and view angles, and the benefits of 3D are therefore fully utilized. Nevertheless, the technology of AR is developing rapidly, and it can be expected that, in the near future updates, other devices or even other techniques will certainly improve the current state of AR. These innovations could make the impact and application of AR in the medical field even more significant.
Accuracy
An accuracy study of the AR-based IGS system was performed, since the most important question for the functionality of an IGS system is if the accuracy is sufficient for the intended application. 37 The required accuracy completely depends on the type of intervention, yet for most IGS procedures in oral and craniomaxillofacial surgery, neurosurgery, and trauma surgery, an accuracy of 1 to 2 mm is considered acceptable. 11, 14, [38] [39] [40] The accuracy is affected by errors of the system, user, and visualization. The navigation error was determined using tight-fit AR experiments. The results of these experiments showed that the mean error of the complete setup, including the registration error, printing error, and errors introduced by the optical tracking system, was 0.6 mm in a laboratory setup. By implementing a new trackable object, the HoloLens, a small increase of 0.1 mm in error was seen (0.6 to 0.7 mm). Although this difference was not significant, the 0.1-mm increase of the navigation error was included in the error evaluation described below.
The user error in this study can be estimated when the results of the loose-fit IGS experiment are compared with the results of the tight-fit IGS experiment, since the only difference between these experiments was that the user was not restricted when positioning the cube on the measuring board. The tight-fit IGS experiment showed a mean Euclidean distance of 0.6 mm, and the loose-fit IGS experiment showed a mean Euclidean distance of 0.7 mm. From these results, the user error was estimated to be 0.1 mm in the loose-fit IGS experiment. Wearing the HoloLens in the loose-fit AR experiment might have an effect on the user error, and this effect is included in the AR visualization error. Since it was not possible to perform direct measurements on virtual objects, we were not able to separate this effect from the AR visualization error. To reduce the effect of the user error to a minimum, we made the experiments simple to perform for the observers. This was proved by the resulting user error of 0.1 mm in the loose-fit IGS experiment. Therefore, the assumption that the user error in the loose-fit AR experiment has very limited influence and was equal to the user error in the loose-fit IGS experiment was made. It must be noted that this user error is likely to be higher during real surgical interventions with more complex positioning and limited maneuverability of objects.
The loose-fit AR experiment presented the error of the complete setup including the AR visualization error. The results of this experiment showed a mean Euclidean distance of 2.3 mm, with deviations up to 3.6 mm between the actual and planned positions ( Table 2 ). This error was significantly higher than the error in the loose-fit IGS experiment. This difference was expected since this error was the result of the navigation error, user error, and the AR visualization error. The AR visualization error could be extracted by comparing the loose-fit AR experiment (navigation error + user error + AR visualization error) with the tight-fit experiments (navigation error) and loose-fit IGS experiment (navigation error + user error). The navigation error was found to be 0.7 mm, and the user error in our setup was 0.1 mm. Insight of the navigation and user errors in the presented setup made it possible to deduct the misalignment error of the Hologram on the measuring board: the AR-visualization error. The AR visualization error was estimated to be in the range of 1.5 mm (2.3 mm to 0.7 mm to 0.1 mm). This range means that, by the implementation of an AR-based IGS system, the accuracy will be reduced by ~1.6 mm (additional navigation error + AR visualization error). This additional error of 1.6 mm must be taken into account when AR is implemented in a conventional navigation system. Although this is a relatively small error, further reduction of this error and more research is required before the AR-based IGS system can be implemented in surgical procedures that demand a high accuracy. Nevertheless, this study presented a method for linking the HoloLens to an IGS system, resolved the switching focus problem, and created a more intuitive guidance system. Many surgical applications can benefit from the advantages of AR guidance in IGS and make interventions more intuitive. This approach could reduce the user error and may improve the surgical result.
The mean error of 2.3 mm found for the placement of objects under AR guidance was similar to errors found in the literature wherein other AR visualization methods were used. Errors as a result of the augmented data were reported to range from 0.8 to 5 mm. [41] [42] [43] [44] In these studies, different methods were developed to realize AR visualization, which makes it difficult to compare accuracies results. A benefit of the HoloLens is that it was commercially available. The only requirement to combine the HoloLens with an optical tracking system was the use of a 3D-printed frame. These factors give the HoloLens an advantage over other HMDs described in other applications. 17, 23, 30, 45, 46 
Future Development
In the proposed method, a manual calibration to find the offset between the HoloLens center and the center of the frame was performed once. The resulting transformation, , such as the single-point active alignment method or a stereo camera calibration at the start of a session. 47, 48 These methods possibly could improve the accuracy of the calibration and thus reduce the AR visualization error. In this study, jitter, a high-frequency shaking of the holograms, was seen when the virtual outline of the cube was visualized on the measuring board. To diminish the jitter, a standard moving average filter of 4 Hz was implemented, which significantly reduced the shaking of the holograms. However, the moving average filter introduced a short time delay, and the noise causing the jitter was included in the position of the holograms. These effects affected the AR visualization error. Improvements to the filter or elimination of the source of the noise could lead to a decrease in the visualization error to within the clinical error margin.
Another visualization improvement can be blending the virtual objects more intuitively in the real environment. In our experiments, the virtual objects were displayed on top of the real object, which can result in occlusion of the real objects. Literature describes different visualization methods to make the visualization more immersive and to create a more mixed-reality experience. 20, 30 Visualization enhancements may create a more mixed-reality experience and might result in a smaller AR visualization error.
Next, to the implementation of AR during surgery, AR can be used in the preoperative phase or during different procedures outside the operation theatre. AR can facilitate the understanding of complex anatomy and can assist with surgical planning during partial nephrectomy. 49 In breast reconstructive surgery, virtual flap planning or the location of perforating arteries can be projected onto the patient's abdomen prior to surgery. 50 In addition to anatomy visualization and surgical purposes, the implementation of AR in procedures such as (pediatric) resuscitation protocols can increase adherence and reduce errors and deviations. 51 
Conclusions
In the current study, the HoloLens was combined with an optical tracking system to improve visualization in IGS and to resolve the switching focus problem. An accuracy study was performed; the results showed that the accuracy was affected by 1.6 mm on average when AR was introduced in an IGS system. There is a large potential for AR combined with accurate tracking systems in a wide diversity of medical disciplines. Especially surgical applications could benefit from the advantages of AR guidance.
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