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On the R-boundedness for the two phase problem
with phase transition:
compressible-incompressible model problem
Yoshihiro Shibata ∗
Abstract
In this paper, we prove the maximal Lp-Lq regularity of the compressible and incompressible two
phase flow with phase transition in the model problem case with the help of R-bounded solution
operators corresponding to generalized resolvent problem. The problem arises from the mathematical
study of the motion of two-phase flows having gaseous phase and liquid phase separated by a sharp
interface with phase transition. Using the result obtained in this paper, in [10] we proved the local
well-posedness of free boundary problem for the compressible and incompressible two phase flow
separated by sharp interface with phase transition.
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1 Introduction
In this paper, we prove the maximal Lp-Lq regularity of the compressible and incompressible two phase
flow with phase transition in the model problem case with the help of R-bounded solution operators
corresponding to generalized resolvent problem. The problem arises from the mathematical study of the
motion of two-phase flows having gaseous phase and liquid phase separated by a sharp interface with phase
transition, which is formulated as follows: Let RN be the N dimensional Euclidean space. Let Ω− be a
domain in RN with boundary Γ, which is occupied by the liquid. Set Ω+ = R
N −Ω−, where Ω− stands
for the closure of domain Ω−, which is occupied by the gas. Let ϕ = ϕ(ξ, t) = (ϕ1(ξ, t), . . . , ϕN (ξ, t)) be
a function defined on RN for each t ∈ (0, T ), ξ = (ξ1, . . . , ξN ) being the reference coordinate system. We
assume that the correspondence: ξ → ϕ(ξ, t) is one to one map from RN onto itself for each t ∈ (0, T ).
Set (∂tϕ)(ξ, t) = v(x, t) with x = ϕ(ξ, t),
Ω±(t) = {x = ϕ(ξ, t) | ξ ∈ Ω±}, Γ(t) = {x = ϕ(ξ, t) | ξ ∈ Γ}.
Let nΓ(t) be the unit outer normal to Γ(t) pointed from Ω−(t) to Ω+(t). For any x0 ∈ Γ(t), we set
[[v]](x0) = limx→x0
x∈Ω−(t)
v(x)− lim
x→x0
x∈Ω+(t)
v(x) (the jump of v accross Γ(t))
for any v defined on Ω˙(t) = Ω+(t) ∪ Ω−(t). In the sequel, we write v± = v|Ω±(t). Moreover, given v±
defined on Ω±(t), we define v by v(x) = v±(x) for x ∈ Ω±(t).
Let u : Ω˙(t)→ RN be the velocity fields, ρ : Ω˙(t)→ (0,∞) the mass field, π : Ω˙(t)→ R the pressure
field , T : Ω˙(t) → RN the stress tensor field, θ : Ω˙(t) → (0,∞) the thermal fields, ψ : Ω˙(t) → R the
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free energy, η : Ω˙(t)→ R the entropy, HΓ the mean curvature of Γ(t), κ the specific heat, d the thermal
conductivity and  the phase flux.
We assume that ρ+ 6= ρ−. Then, the motion of two-phase flows having gaseous phase and liquid
phase separated by a sharp interface with phase transition is described as follows:
ρ+(∂tu+ + u+ · ∇u+)−DivT+ = 0, ∂tρ+ + div (ρ+u+) = 0,
ρ+κ+(∂tθ+ + u+ · ∇θ+)− div (d+∇θ+)−T+ : ∇u+ −
π+
ρ
divu+ = 0
for x ∈ Ω+(t), t > 0,
{
ρ∗−(∂tu− + u− · ∇u−)−DivT− = 0, divu− = 0,
ρ∗−κ−(∂tθ− + u− · ∇θ−)− div (d−∇θ−)−T− : ∇u− = 0
for x ∈ Ω−(t), t > 0
(1.1)
subject to the interface conditions: for x ∈ Γ(t) and t > 0,
[[
1
ρ
]]2nΓ − [[TnΓ(t)]] = −σHΓnΓ(t), [[u− (u · nΓ(t))nΓ(t)]] = 0,
[[θη]]− [[d(∇θ) · nΓ(t)]] = 0, [[θ]] = 0,
[[ψ]] + [[
1
2ρ2
]]2 − [[ 1ρnΓ(t) ·TnΓ(t)]] = 0, v · nΓ(t) =
[[ρu]] · nΓ(t)
[[ρ]]
,
 =
[[ρu]] · nΓ(t)
[[ρ]]
,
(1.2)
and the initial conditions:
(ρ+,u+, θ+)|t=0 = (ρ∗+ + ρ0+,u0+, θ∗ + θ0+) in Ω+,
(u−, θ−)|t=0 = (u0+, θ∗ + θ0+) in Ω−, h|t=0 = h0 on Γ.
(1.3)
Here, ρ∗±, θ∗ and σ are positive constants describing the reference mass densities of Ω±, the reference
temperature of both Ω± and the coefficient of the surface tension, respectively. Moreover,T± = S±−π±I
with
S+ = S+(u+, ρ+, θ+)) = µ+D(u+) + (ν+ − µ+)div uI,
S− = S−(u−, θ−) = µ−D(u−);
for any scalor field θ we set ∇θ = (∂1θ, . . . , ∂Nθ), where ∂j = ∂/∂xj; for any vector field u = (u1, . . . , uN )
∇u is the N × N matrix whose (i, j) component is ∂iuj , D(u) the deformation tensor whose (j, k)
components are Djk(u) =
1
2 (∂juk + ∂kuj) and divu =
∑N
j=1 ∂juj; and I is the N ×N identity matrix.
Finally, for any matrix fieldK with componentsKij , the quantity DivK is anN -vector with i-component∑N
j=1 ∂jKij and K : ∇u =
∑N
i,j=1Kij∂iuj .
We assume that d, µ, ν+, κ, ψ and η are given as follows: d+ = d+(ρ, θ), µ+ = µ+(ρ, θ), ν+ = ν+(ρ, θ),
κ+ = κ+(ρ, θ) are positive C
∞ functions with respect to (ρ, θ) ∈ (0,∞)× (0,∞), and ψ+ = ψ+(θ, ρ) and
η+ = η+(θ, ρ) are real valued C
∞ functions with respect to (ρ, θ) ∈ (0,∞)× (0,∞), while d− = d−(θ),
µ− = µ−(θ), κ− = κ−(θ) are positive C
∞ functions with respect to θ ∈ (0,∞), and ψ− = ψ−(θ) and
η− = η−(θ) are real valued C
∞ functions with respect to θ ∈ (0,∞). And also, we assume that π+ is
given by π+ = P+(ρ, θ), where P+ is a C
∞ function with respect to (ρ, θ) ∈ (0,∞) × (0,∞) such that
∂P+
∂ρ
> 0 for any (ρ, θ) ∈ (0,∞)× (0,∞).
Since we prove the local well-posedness of problem (1.1), (1.2) and (1.3) with the help of the maximal
Lp-Lq regularity results for the linearized equations, representing ρ+ by the integration of the equation:
∂tρ++div (ρ+u+) = 0 along the characteristic curve generated by u+ we eliminate ρ+ from the equations
in Ω+(t) and Γ(t)
1, so that we have the nonlinear parabolic equations. After this procedure, as the
linearized problem we have the following two problems as model problems: In the sequel, for any x0 ∈ R
N
0
we define f |±(x0) by
f |±(x0) = limx→x0
x∈RN±
f(x),
1The idea follows from Tani [16].
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where we have set
R
N
± = {x = (x1, . . . , xN ) ∈ R
N | ±xN > 0}, R
N
0 = {x ∈ R
N | xN = 0}.
One is the interface problem for the Stokes system:
ρ∗+∂tu+ −DivS∗+(u+) = f+ in R
N
+ × (0, T )
ρ∗−∂tu− −DivS∗−(u−) +∇π− = f−, divu− = fdiv = div fdiv in R
N
− × (0, T ) (1.4)
subject to the interface condition: for x ∈ RN0 and t ∈ (0, T )
µ∗−DiN (u−)|− − µ∗+DiN (u+)|+ = gi (i = 1, . . . , N − 1),
(µ∗−DNN (u−)− π−)|− − (µ∗+DNN (u+) + (ν∗+ − µ∗+)divu+)|+ − σ∆
′H = gN ,
1
ρ∗−
(µ∗−DNN(u−)− π−)|− −
1
ρ∗+
(µ∗+DNN (u+) + (ν∗+ − µ∗+)divu+)|+ = gN+1,
u−i|− − u+i|+ = hi (i = 1, . . . , N − 1),
∂tH −
( ρ∗−
ρ∗− − ρ∗+
u−N −
ρ∗+
ρ∗− − ρ∗+
u+N
)
= d,
(1.5)
and the initial condition:
u±|t=0 = u0± in R
N
± , H |t=0 = H0 in R
N , (1.6)
where we have set u± = (u±1, . . . , u±N), µ∗+ = µ(ρ∗+, θ∗), ν∗+ = ν+(ρ∗+, θ∗), µ∗− = µ−(θ∗), ∆
′H =∑N−1
j=1 ∂
2
jH , S∗+(u+) = µ∗+D(u) + (ν∗+ − µ∗+)divu+I, and S∗−(u−) = µ∗−D(u−).
And, another is the interface problem for the heat equations:
ρ∗+κ∗+∂tθ+ − d∗+∆θ+ = f˜+ in R
N
+ × (0, T ),
ρ∗−κ∗−∂tθ− − d∗−∆θ− = f˜− in R
N
− × (0, T ),
(1.7)
subject to the interface condition: for x ∈ RN0 and t ∈ (0, T )
θ−|− − θ+|+ = 0, d∗+∂Nθ−|− − d∗+∂Nθ+|+ = g˜, (1.8)
and the initial condition:
θ±|t=0 = θ0± on R
N
± , (1.9)
where we have set d∗+ = d(ρ∗+, θ∗), κ∗+ = κ(ρ∗+, θ∗), d∗− = d−(θ∗) and κ∗− = κ−(θ∗). Note that the
interface condition (1.5) is equivalent to the following interface condition:
µ∗−DiN (u−)|− − µ∗+DiN (u+)|+ = gi (i = 1, . . . , N − 1),
(µ∗−DNN(u−)− π−)|− =
ρ∗−
ρ∗− − ρ∗+
(σ∆′H + gN − ρ∗+gN+1),
(µ∗+DNN(u+) + (ν∗+ − µ∗+)div u+)|+ =
ρ∗+
ρ∗− − ρ∗+
(σ∆′H + gN − ρ∗−gN+1),
u−i|− − u+i|+ = hi (i = 1, . . . , N − 1),
∂tH −
( ρ∗−
ρ∗− − ρ∗+
u−N −
ρ∗+
ρ∗− − ρ∗+
u+N
)
= d
(1.10)
The purpose of this paper is to prove the following theorem about the maximal Lp-Lq regularity for
problem (1.4), (1.5), (1.6).
Theorem 1.1. Let 1 < p, q < ∞ and 0 < T < ∞. Assume that ρ∗− 6= ρ∗+. Then, given right-hand
sides of (1.4) and (1.5)
f± ∈ Lp((0, T ), Lq(R
N
± )
N ), fdiv ∈ Lp((0, T ),W
1
q (R
N
− )) ∩W
1
p ((0, T ),W
−1
q (R
N
− ))
fdiv ∈W
1
p ((0, T ), Lq(R
N
− )
N ), gi ∈ Lp((0, T ),W
1
q (R
N )) ∩W 1p ((0, T ),W
−1
q (R
N )) (i = 1, . . . , N + 1),
hj ∈ Lp((0, T ),W
2
q (R
N )) ∩W 1p ((0, T ), Lp(R
N )) (j = 1, . . . , N − 1), d ∈ Lp((0, T ),W
2
q (R
N )),
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and initial data u0± ∈ B
2(1−1/p)
q,p (RN± )
N and H0 ∈ B
3−1/p
q,p (RN ) satisfying the compatibility conditions:
divu0− = f−|t=0, u0− = fdiv |t=0 in R
N
− ,
µ∗−DiN (u0−)|− − µ∗+DiN (u0+)|+ = gi|t=0 (i = 1, . . . , N − 1) on R
N
0 ,
(µ∗+DNN(uˆ0+) + (ν∗+ − µ∗+)div uˆ0+)|+
=
ρ∗+
ρ∗− − ρ∗+
(σ∆′H0 + gN |t=0 − ρ∗−gN+1|t=0) on R
N
0 ,
u0−i|− − u0+i|+ = hi|t=0 (i = 1, . . . , N − 1) on R
N
0 . (1.11)
then, problem (1.4), (1.5), (1.6) admits unique solutions u±, π− and H with
u± ∈ Lp((0, T ),W
2
q (R
N
± )
N ) ∩W 1p ((0, T ), Lq(R
N
± )
N ),
π ∈ Lp((0, T ), Wˆ
1
q (R
N
− )),
H ∈ Lp((0, T ),W
3
q (R
N )) ∩W 1p ((0, T ),W
2
q (R
N ))
possessing the estimates: Ip,q(u±, π−, H)(t) ≤ Ce
γtFp,q(t) for any t ∈ (0, T ) with some positive constants
C and γ independent of t and T , where we have set
Ip,q(u±, π−, H)(t)
= ‖u+‖Lp((0,t),W 2q (RN+ )) + ‖∂tu+‖Lp((0,t),Lq(RN+ )) + ‖u−‖Lp((0,t),W 2q (RN− )) + ‖∂tu−‖Lp((0,t),Lq(RN− ))
+ ‖∇π−‖Lp((0,t),Lq(RN− )) + ‖H‖Lp((0,t),W 3q (RN )) + ‖∂tH‖Lp((0,t),W 2q (RN )),
Fp,q(t)
= {
∑
ℓ=±
(‖u0ℓ‖B2(1−1/p)q,p (RNℓ )
+ ‖fℓ‖Lp((0,t),Lq(RNℓ ))) + ‖fdiv ‖Lp((0,t),W 1q (RN− )) + ‖∂tfdiv ‖Lp((0,t),W−1q (RN− ))
+ ‖fdiv ‖Lp((0,T ),Lq(RN− )) +
N+1∑
i=1
(‖gi‖Lp((0,t),W 1q (RN )) + ‖∂tgi‖Lp((0,t),W−1q (RN )))
+
N−1∑
j=1
(‖hj‖Lp((0,t),W 2q (RN )) + ‖∂thj‖Lp((0,t),Lq(RN ))) + ‖d‖Lp((0,t),W 2q (RN ))}.
Remark 1.2. The maximal Lp-Lq regularity theorem for problem (1.7), (1.8) and (1.9) seems to be
known and employing the similar argumentation to that in the proof of Theorem 1.1 given in the sequel
we can prove it too, so that we do not consider problem (1.7), (1.8) and (1.9) in this paper.
Remark 1.3. (1) The mathematical study of the compressible and incompressible two phase problem
is quite rare as far as the author knows. First Denisova [1] studied the evolution of the compressible and
incompressible two phase flow with sharp interface without phase transition under some restriction on the
viscosity coefficients. Recently, Kubo, Shibata and Soga [4] studied the same problem as in [1] without
surface tension and phase transition and proved the maximal Lp-Lq regularity under the assumption that
viscosity coefficients are positive constants. The derivation and the local well-posedness of problem (1.1),
(1.2) and (1.3) are treated in Shibata [10] and all the results of this paper and in [10] were announced in
the abstract of 39th Sapporo symposium on PDE at Hokkaido University (cf. [11]). The incompressible
and incompressible two phase problem with phase transition was studied by J. Pru¨ss, et al. [6, 7, 8].
Notation Here, we summarize our symbols used throughout the paper. N, R and C denote the
sets of all natural numbers, real numbers and complex numbers, respectively. We set N0 = N ∪ {0}.
For any multi-index κ = (κ1, . . . , κN ) ∈ N
N
0 , we write |κ| = κ1 + · · · + κN and ∂
κ
x = ∂
κ1
1 · · · ∂
κN
N with
x = (x1, . . . , xN ) and ∂j = ∂/∂xj . For any scalar function f and N -vector of functions g = (g1, . . . , gN ),
we set
∇f = (∂1f, . . . , ∂Nf), ∇g = (∂igj | i, j = 1, . . . , N),
∇2f = (∂αf | |α = 2), ∇2g = (∂αgi | |α| = 2, i = 1, . . . , N).
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We use bold small letters to denote N -vector or N -vector valued functions and bold capital letters to
denote N×N matrix or N×N matrix valued functions, respectively. For any domain D and 1 ≤ q ≤ ∞,
Lq(D), W
m
q (D) and B
ℓ
q,p(D) denote the standard Lebesgue space, Sobolev space and Besov space,
while ‖ · ‖Lq(D), ‖ · ‖Wmq (D) and ‖ · ‖Bℓq,p(D) denote their norms, respectively. We set W
0
q (D) = Lq(D).
Wˆ 1q (D) is a homogeneous space defined by Wˆ
1
q (D) = {f ∈ Lq,loc(D) | ∇f ∈ Lq(D)}. W
−1
q (R
N )
denotes the usual Bessel potential space of order −1 on RN and W−1q (R
N
± ) = {f ∈ L1,loc(R
N
± ) | f =
g in RN± for some g ∈ W
−1
q (R
N )}. For any Banach spaceX with norm ‖·‖X and 1 ≤ p ≤ ∞, Lp((a, b), X)
and Wmp ((a, b), X) denote the usual Lebesgue space and Sobolev space of X-valued functions defined
on an interval (a, b), while ‖ · ‖Lp((a,b),X) and ‖ · ‖Wmp ((a,b),X) denote their norms, respectively. For any
γ ∈ R we set ‖eγtf‖Lp((a,b),X) =
(∫ b
a (e
γt‖f(t)‖X)
p dt
)1/p
. The d-product space of X is defined by
Xd = {f = (f, . . . , fd) | fi ∈ X (i = 1, . . . , d)}, while its norm is denoted by ‖ · ‖X instead of ‖ · ‖Xd for
the sake of simplicity. For any two Banach spaces X and Y , L(X,Y ) denotes the set of all bounded linear
operators from X into Y . Hol(U,X) denotes the set of all X- valued holomorphic functions defined on U .
For a = (a1, . . . , aN ) and b = (b1, . . . , bN) ∈ R
N , we set a·b =< a,b >=
∑N
j=1 ajbj . For scalar functions
f , g and N -vectors of functions f , g, we set (f, g)D =
∫
D f(x)g(x) dx and (f ,g)D =
∫
D f(x) ·g(x) dx. The
letter C denotes generic constants and the constant Ca,b,··· depends on a, b, · · · . The values of constants
C and Ca,b,··· may change from line to line.
The paper is organized as follows. In Sect.2, we state the main results for the R bounded solution
operators to the corresponding resolvent problem to time dependent problem (1.4), (1.10) and (1.6).
From Sect.3 through Sect.5, we consider the problem without surface tension. In Sect.3, we give an
exact solution formulas to the resolvent problem. In Sect.4, we give some estimates for the multipliers
appearing in the solution formula. In Sect.5 we analyze the Lopatinski determinant In Sect.6, we prove
the main result for the R bounded solution operators. In Sect.7, using the R bounded solution operator,
we prove Theorem 1.1.
2 Main results for the R bounded solution operators
In the sequel, for notational simplicity ρ∗±, µ∗± and ν∗+ are denoted by ρ±, µ± and ν+, respectively.
And, S±(u±) are redefined by
S+(u+) = µ+D(u+) + (ν+ − µ+)divu+I, S−(u−) = µ−D(u−).
To prove Theorem 1.1, we consider the following generalized resolvent problem:
ρ+λu+ −DivS+(u+) = f+ in R
N
+ ,
ρ−λu− −DivS−(u−) +∇π− = f−, divu− = f˜− = div f˜− in R
N
− ,
µ−DmN (u−)|− − µ+DmN (u+)|+ = gm,
(µ−DNN (u−)− π−)|− =
ρ−σ
ρ− − ρ+
∆′H + gN ,
(µ+DNN (u+) + (ν+ − µ+)divu+)|+ =
ρ+σ
ρ− − ρ+
∆′H + gN+1,
u−m|− − u+m|+ = hm,
λH −
( ρ−
ρ− − ρ+
u−N |− −
ρ+
ρ− − ρ+
u+N |+
)
= d, (2.1)
which is corresponding to the time dependent problem (1.4), (1.10) and (1.6). Here and in the sequel,
m runs from 1 through N − 1.
Before stating the main result of this section, we first introduce the definition of R-boundedness.
Definition 2.1. A family of operators T ⊂ L(X,Y ) is called R-bounded on L(X,Y ), if there exist
constants C > 0 and p ∈ [1,∞) such that for any n ∈ N, {Tj}
n
j=1 ⊂ T , {fj}
n
j=1 ⊂ X and sequences
5
{rj(u)}
n
j=1 of independent, symmetric, {−1, 1}-valued random variables on [0, 1] there holds the inequal-
ity: {∫ 1
0
‖
n∑
j=1
rj(u)Tjfj‖
p
Y du
} 1
p
≤ C
{∫ 1
0
‖
n∑
j=1
rj(u)fj‖
p
X du
} 1
p
.
The smallest such C is called R-bound of T , which is denoted by RL(X,Y )(T ). Here and in the following,
L(X,Y ) denotes the set of all bounded linear operators from X into Y .
The following theorem is a main result for problem (2.1).
Theorem 2.2. Let 1 < q <∞ and 0 < ǫ < π/2. Set
Σǫ = {λ = γ + iτ ∈ C \ {0} | | argλ| ≤ π − ǫ}, Σǫ,λ0 = {λ ∈ Σǫ | |λ| > λ0} (λ0 ≥ 0),
Xq = {(f+, f−, fdiv , fdiv ,g,h, d) | f+ ∈ Lq(R
N
+ )
N , f−, fdiv ∈ Lq(R
N
− )
N , fdiv ∈ W
1
q (R
N ),
g = (g1, . . . , gN+1) ∈W
1
q (R
N )N+1, h = (h1, . . . , hN−1) ∈W
2
q (R
N )N−1, d ∈W 2q (R
N )},
Xq = {F = (F+1, F−1, F−2, F−3., F−4, F1, F2, F3, F4, F5, F6) | F±1 ∈ Lq(R
N
± ),
F−2 ∈ Lq(R
N
− ), F−3, F−4 ∈ Lq(R
N
− )
N , F1 ∈ Lq(R
N )N+1, F2 ∈ Lq(R
N )(N+1)N ,
F3 ∈ Lq(R
N )N−1, F4 ∈ Lq(R
N )(N−1)N , F5 ∈ Lq(R
N )(N−1)N
2
, F6 ∈ W
2
q (R
N )}.
Then, there exist a constant λ0 > 0 and operator families A±(λ) ∈ Hol(Σǫ,λ0 ,L(Xq,W
2
q (R
N
± )
N )), P− ∈
Hol(Σǫ,λ0 ,L(Xq, Wˆ
1
q (R
N
− ))), and H(λ) ∈ Hol(Σǫ,λ0 ,L(Xq,W
3
q (R
N ))) such that for any λ ∈ Σǫ,λ0 and
F = (f+, f−, fdiv , fdiv ,g,h, d) ∈ Xq, u± = A±(λ)Fλ, π− = P−(λ)Fλ and H = H(λ)Fλ are unique
solutions of problem (2.1) and we have
RL(Xq,Lq(RN± )N+N
2+N3)({(τ∂τ )
ℓG1λA±(λ) | λ ∈ Σǫ,λ0}) ≤ c (ℓ = 0, 1),
RL(Xq,Lq(RN− )N )({(τ∂τ )
ℓ∇P−(λ) | λ ∈ Σǫ,λ0}) ≤ c (ℓ = 0, 1),
RL(Xq,W 2q (RN )N+1)({(τ∂τ )
ℓG2λH(λ) | λ ∈ Σǫ,λ0}) ≤ c (ℓ = 0, 1)
with some constant c. Here, G1λA±(λ) = (λA±(λ), λ
1/2∇A±(λ),∇
2A±(λ)), G
2
λH(λ) = (λH(λ),∇H(λ)),
and Fλ = (F+, F−, λ
1/2fdiv ,∇fdiv , λfdiv , λ
1/2g,∇g, λh, λ1/2∇h,∇2h, d).
Remark 2.3. F±, F−2, F−3, F−4, F1, F2, F3, F4, F5 and F6 are corresponding variables to f±, λ
1/2fdiv ,
∇fdiv , λfdiv , λ
1/2g, ∇g, λh, λ1/2∇h, ∇2h and d, respectively.
To prove Theorem 2.2, as auxiliary problem, we consider the following two equations.{
ρ+λu+ −DivS+(u+) = f+ in R
N
+ ,
µ+DmN (u+)|+ = 0, (µ+DNN (u+) + (ν+ − µ+)divu+)|+ = gN+1
(2.2)
and {
ρ−λu− −DivS−(u−) +∇π− = f−, divu− = f˜− = div f˜− in R
N
− ,
µ−DmN (u−)|− = gm, (µ−DNN (u−)− π−)|− = gN .
(2.3)
The existence of R bounded solution operators of (2.2) and (2.3) were proved in Shibata [9] (cf also [14])
and Go¨tz and Shibata [3], respectively. In fact, we know the following two theorems.
Theorem 2.4 ([3]). Let 1 < q <∞, 0 < ǫ < π/2 and λ0 > 0. Set
Yq+ = {(f+, g) | f+ ∈ Lq(R
N
+ )
N , gN+1 ∈ W
1
q (R
N
+ )}
Yq+ = {F = (F+1, F˜+1, F˜+2) | F+1 ∈ Lq(R
N )N , F˜+1 ∈ Lq(R
N
+ ), F˜+2 ∈ Lq(R
N
+ )
N}.
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Then, there exist an operator family A+1(λ) ∈ Hol(Σǫ,λ0 ,L(Yq+,W
2
q (R
N
+ )
N )) such that for any λ ∈ Σǫ,λ0
and (f+, gN+1) ∈ Yq+, u+ = A+1(λ)(f+, λ
1/2gN+1,∇gN+1) is a unique solution of problem (2.2) and we
have
RL(Yq+,Lq(RN± )N+N
2+N3)({(τ∂τ )
ℓG1λA+1(λ) | λ ∈ Σǫ,λ0}) ≤ c (ℓ = 0, 1)
with some constant c.
Remark 2.5. F˜+1 and F˜+2 are corresponding variables to λ
1/2gN+1 and ∇gN+1, respectively.
Theorem 2.6 ([9]). Let 1 < q <∞ and 0 < ǫ < π/2. Set
Yq− = {(f−, fdiv , fdiv , g˜) | f−, fdiv ∈ Lq(R
N
− ), fdiv ∈W
1
q (R
N
− ), g˜ = (g1, . . . , gN) ∈ W
1
q (R
N )N},
Yq− = {F = (F−1, F−2, F−3., F−4, F˜−1, F˜−2) | F−1 ∈ Lq(R
N
− )
N ,
F−2 ∈ Lq(R
N
− ), F−3, F−4 ∈ Lq(R
N
− )
N , F˜−1 ∈ Lq(R
N )N , F˜−2 ∈ Lq(R
N )N
2
}.
Then, there exist operator families A−1(λ) and P−1(λ) with
A−1(λ) ∈ Hol(Σǫ,L(Yq−,W
2
q (R
N
− )
N )), P−1(λ) ∈ Hol(Σǫ,L(Yq−, Wˆ
1
q (R
N
− )))
such that for any λ ∈ Σǫ and F = (f−, fdiv , fdiv , g˜) ∈ Yq−, u− = A−1(λ)F˜λ and π− = P−1(λ)F˜λ are
unique solutions of problem (2.3) and we have
RL(Yq−,Lq(RN− )N+N
2+N3)({(τ∂τ )
ℓG1λA−1(λ) | λ ∈ Σǫ}) ≤ c (ℓ = 0, 1),
RL(Yq− ,Lq(RN− )N )({(τ∂τ )
ℓ∇P−1(λ) | λ ∈ Σǫ}) ≤ c (ℓ = 0, 1)
with some constant c. Here, F˜λ = (f−, λ
1/2fdiv ,∇fdiv , λfdiv , λ
1/2g˜,∇g˜).
Remark 2.7. F˜−1 and F˜−2 are corresponding variables to λ
1/2g˜ and ∇g˜, respectively.
Thus, it is sufficient to consider problem (2.1) with f± = 0, fdiv = 0, fdiv = 0 and gj = 0 for
j = 1, . . . , N + 1. Finally, we consider one more auxiliary problem:
ρ+λu+ −DivS+(u+) = 0 in R
N
+ ,
ρ−λu− −DivS−(u−) +∇π− = 0, divu− = 0 in R
N
− ,
µ−DmN (u−)|− − µ+DmN (u+)|+ = 0,
(µ−DNN (u−)− π−)|− = 0,
(µ+DNN (u+) + (ν+ − µ+)divu+)|+ = 0,
u−m|− − u+m|+ = hm, (2.4)
From Sect.3 through Sect.5, we prove the following theorem.
Theorem 2.8. Let 1 < q <∞ and 0 < ǫ < π/2. Set
Zq = {h = (h1, . . . , hN−1) ∈ W
1
q (R
N )N−1},
Zq = {F = (F3, F4, F5) | F3 ∈ Lq(R
N )N−1, F4 ∈ Lq(R
N )(N−1)N , F5 ∈ Lq(R
N )(N−1)N
2
}.
Then, there exist operator families A±2(λ) and P−2(λ) with
A±2(λ) ∈ Hol(ΣǫL(Zq ,W
2
q (R
N
− )
N )), P−2(λ) ∈ Hol(Σǫ,L(Zq, Wˆ
1
q (R
N
− )))
such that for any λ ∈ Σǫ and (h, H) ∈ Zq, u± = A±2(λ)Hλ and π− = P−2(λ)Hλ are unique solutions
of problem (2.4) and we have
RL(Zq,Lq(RN− )N+N
2+N3)({(τ∂τ )
ℓG1λA±2(λ) | λ ∈ Σǫ}) ≤ c (ℓ = 0, 1),
RL(Zq,Lq(RN− )N )({(τ∂τ )
ℓ∇P−2(λ) | λ ∈ Σǫ,λ0}) ≤ c (ℓ = 0, 1)
with some constant c. Here, Hλ = (λh, λ
1/2∇h,∇2h).
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3 Solution formulas for problem (2.4)
In this section, we consider the following equations:
ρ+λu+ −DivS+(u+) = 0 in R
N
+ ,
ρ−λu− −DivS−(u−) +∇π− = 0, divu− = 0 in R
N
− ,
µ−DmN (u−)|− − µ+DmN (u+)|+ = 0,
(µ−DNN (u−)− π−)|− = σ−∆
′H,
(µ+DNN (u+) + (ν+ − µ+)divu+)|+ = σ+∆
′H,
u−m|− − u+m|+ = hm. (3.1)
where, we have added σ±∆
′H with σ± =
ρ±σ
ρ−−ρ+
to (2.4) for the latter use. Let vˆ = Fx′ [v](ξ
′, xN )
denote the partial Fourier transform with respect to the tangential variable x′ = (x1, . . . , xN−1) with
ξ′ = (ξ1, . . . , ξN−1) defined by Fx′ [v](ξ
′, xN ) =
∫
RN−1
e−ix
′·ξ′v(x′, xN ) dx
′. Using the formulas:
DivS+(u+) = µ+∆u+ + ν+∇divu+, DivS−(u−) = µ−∆u−
and applying the partial Fourier transform to (3.1), we transfer problem (3.1) to the ordinary differential
equations:
ρ+λuˆ+j + µ+|ξ
′|2uˆ+ − µ+D
2
N uˆ+j − ν+iξj(iξ
′ · uˆ′+ +DN uˆ+N ) = 0 for xN > 0,
ρ+λuˆ+N + µ+|ξ
′|2uˆ+N − µ+D
2
N uˆ+N − ν+DN (iξ
′ · uˆ′+ +DN uˆ+N) = 0 for xN > 0,
ρ−λuˆ−j + µ−|ξ
′|2uˆ−j − µ−D
2
N uˆ−j + iξj πˆ− = 0 for xN < 0,
ρ−λuˆ−N + µ−|ξ
′|2uˆ−N − µ−D
2
N uˆ−N +DN πˆ− = 0 for xN < 0,
iξ′ · uˆ′− +DN uˆ−N = 0 for xN < 0,
(3.2)
subject to the interface condition:
µ−(DN uˆ−m + iξmuˆ−N)|− − µ+(DN uˆ−m + iξmuˆ−N)|+ = 0,
(2µ−DN uˆ−N − πˆ−)|− = −σ−A
2Hˆ(0),
(2µ+DN uˆ−N + (ν+ − µ+)(iξ
′ · uˆ′+ +DN uˆ+N)|+ = −σ+A
2Hˆ(0),
uˆ−m|− − uˆ+m|+ = hˆm(0)
(3.3)
where DN = d/dxN and iξ
′ · vˆ′ =
∑N−1
ℓ=1 iξℓvˆℓ for v = (v1, . . . , vN−1, vN ). Here and in the sequel, j also
runs from 1 through N − 1. Applying the divergence to the first and second equations in (3.1), we have
ρ+λdivu+ − (µ+ + ν+)∆div u+ = 0 in R
N
+ and ∆p− = 0 in R
N
− , so that
(ρ+λ− (µ+ + ν+)∆)(ρ+λ− µ+∆)u+ = 0 in R
N
+ , (ρ−λ−∆)∆u− = 0 in R
N
− .
Thus, the characteristic roots of (3.2) are
A+ =
√
ρ+(µ+ + ν+)−1λ+A2, B± =
√
ρ±(µ±)−1λ+A2, A = |ξ
′|. (3.4)
To state our solution formulas of problem: (3.2)- (3.3), we introduce some classes of multipliers.
Definition 3.1. Let 0 < ǫ < π/2, λ0 ≥ 0, and let s be a real number. Set
Σ˜ǫ,λ0 = {(λ, ξ
′) | λ = γ + iτ ∈ Σǫ,λ0 , ξ
′ = (ξ1, . . . , ξN−1) ∈ R
N−1 \ {0}}.
Let m(λ, ξ′) be a function defined on Σ˜ǫ,λ0 .
(1) m(λ, ξ′) is called a multiplier of order s with type 1 if for any multi-index κ′ = (κ1, . . . , κN−1) ∈
N
N−1
0 and (λ, ξ
′) ∈ Σ˜ǫ,λ0 there exists a constant Cκ′ depending on κ
′, ǫ, µ±, ν+ and ρ± such that
there holds the estimates:
|∂κ
′
ξ′m(λ, ξ
′)| ≤ Cα′(|λ|
1/2 +A)s−|κ
′|, |∂κ
′
ξ′ (τ
∂m
∂τ
(λ, ξ′))| ≤ Cκ′(|λ|
1/2 +A)s−|κ
′|. (3.5)
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(2) m(λ, ξ′) is called a multiplier of order s with type 2 if for any multi-index κ′ = (κ1, . . . , κN−1) ∈
N
N−1
0 and (λ, ξ
′) ∈ Σ˜ǫ,λ0 there exists a constant Cκ′ depending on κ
′, ǫ, µ±, ν+, and ρ± such that
there holds the estimates:
|∂κ
′
ξ′m(λ, ξ
′)| ≤ Cκ′(|λ|
1/2 +A)sA−|κ
′|, |∂κ
′
ξ′ (τ
∂m
∂τ
(λ, ξ′))| ≤ Cκ′(|λ|
1/2 + A)sA−|κ
′|. (3.6)
Let Ms,i(λ0) be the set of all multipliers of order s with type i (i = 1, 2).
Obviously,Ms,i(λ0) are vector spaces on C and for 0 ≤ λ0 < λ1, Ms,i(λ0) ⊃Ms,i(λ1). Moreover, by
the fact: ||λ|1/2 +A|−|α
′| ≤ A−|α
′| and the Leibniz rule, we have the following lemma immediately.
Lemma 3.2. Let s1, s2 be two real numbers. Then, the following three assertions hold.
(1) Given mi ∈Msi,1(λ0) (i = 1, 2), we have m1m2 ∈Ms1+s2,1(λ0).
(2) Given ℓi ∈Msi,i(λ0) (i = 1, 2), we have ℓ1ℓ2 ∈Ms1+s2,2(λ0).
(3) Given ni ∈Msi,2(λ0) (i = 1, 2), we have n1n2 ∈Ms1+s2,2(λ0).
Remark 3.3. (1) We see easily that iξj ∈ M1,1(0) (j = 1, . . . , N − 1), so that A
2 ∈ M2,1(0). On the
other hand, A ∈M1,2(0) and A
−1 ∈M−1,2(0). Especially, iξj/A ∈M0,2(0).
(2) Ms,1(λ0) ⊂Ms,2(λ0) for any s ∈ R and λ0 ≥ 0.
In this section, first of all we show the following solution formulas for problem (3.2)-(3.3):
uˆ+J =
3∑
k=1
uˆ+Jk, uˆ−J =
3∑
k=1
uˆ−Jk, pˆ− = e
AxN
{N−1∑
m=1
p−m,1hˆm(0) +Ap
−
N,1Hˆ(0)
}
,
uˆ±J1 = AM±(xN )
{N−1∑
m=1
R±Jm,0hˆm(0) +AR
±
JN,0Hˆ(0)
}
uˆ±J2 = Ae
∓B±xN
{N−1∑
m=1
S±Jm,−1hˆm(0) +AS
±
JN,−1Hˆ(0)
}
uˆ±j3 = e
∓B±xNT±j,0hˆj(0), uˆ
±
N,3 = 0
(3.7)
with
R±Jm,0 ∈M0,2(0), R
±
JN,0 ∈M0,2(0), S
±
Jm,−1 ∈M−1,2(0), S
±
JN,−1 ∈M−1,2(0)
T±j,−1 ∈M−1,1(0), T
±
j,0 ∈M0,1(0), p
−
m,1 ∈M1,2(0), p
−
N,1 ∈M1,2(0). (3.8)
Here and in the sequel, J runs from 1 through N . Recall that j and m run from 1 through N − 1,
respectively. Moreover, M±(xN ) denote the Stokes kernels defined by
M+(xN ) =
e−B+xN − e−A+xN
B+ −A+
, M−(xN ) =
eB−xN − eAxN
B− −A
. (3.9)
In the sequel, we prove (3.7). We look for solutions uˆ±J and pˆ− to problem: (3.2)- (3.3) of the forms:
uˆ+J = α+J(e
−B+xN − e−A+xN ) + β+Je
−B+xN ,
uˆ−J = α−J(e
B−xN − eAxN ) + β−Je
B−xN , pˆ− = γ−e
AxN .
(3.10)
Using the symbols B±, we write (3.2) as follows:
µ+B
2
+uˆ+j − µ+D
2
N uˆ+j − ν+iξj(iξ
′ · uˆ′+ +DN uˆ+N ) = 0 (xN > 0),
µ+B
2
+uˆ+N − µ+D
2
N uˆ+N − ν+DN (iξ
′ · uˆ′+ +DN uˆ+N ) = 0 (xN > 0),
µ−B
2
−uˆ−j − µ−D
2
N uˆ−j + iξj πˆ− = 0 (xN < 0),
µ−B
2
−uˆ−N − µ−D
2
N uˆ−N +DN πˆ− = 0 (xN < 0),
iξ′ · uˆ′− +DN uˆ−N = 0 (xN < 0).
(3.11)
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Substituting the formulas of uˆ±J into (3.11) and equating the coefficients of e
∓B±xN , e−A+xN and eAxN ,
we have
µ+(A
2
+ −B
2
+)α+j + ν+iξj(iξ
′ · α′+ −A+α+N ) = 0,
µ+(A
2
+ −B
2
+)α+N − ν+A+(iξ
′ · α′+ −A+α+N ) = 0,
iξ′ · α′+ − α+NB+ + iξ
′ · β′+ − β+NB+ = 0,
µ−(A
2 −B2−)α−j + iξjγ− = 0, µ−(A
2 −B2−)α−N +Aγ− = 0,
iξ′ · α′− + α−NB− + iξ
′ · β′− + β−NB− = 0, iξ
′ · α′− +Aα−N = 0. (3.12)
First, we represent iξ′ · α′±, α±N and γ− by iξ
′ · β′± and β±N . It follows from (3.12) that
iξ′ · α′+ =
A2
A+B+ −A2
(iξ′ · β′+ −B+β+N ), α+N =
A+
A+B+ −A2
(iξ′ · β′+ −B+β+N ),
iξ′ · α′− =
A
B− −A
(iξ′ · β′− +B−β−N ), α−N =
−1
B− −A
(iξ′ · β′− +B−β−N ), (3.13)
γ− = −
µ−(A+ B−)
A
(iξ′ · β′− +B−β−N).
Substituting the relations:
uˆ±J(0) = β±J , DN uˆ+J(0) = (A+ −B+)α+J −B+β+J , DN uˆ−J(0) = (B− −A)α−J +B−β−J
into (3.3), we have
β+m = β−m − hˆm(0),
µ+((B+ −A+)α+m +B+β+m − iξmβ+N ) + µ−((B− −A)α−m +B−β−m + iξmβ−N) = 0,
2µ−((B− −A)α−N +B−β−N )− γ− = −σ−A
2Hˆ(0),
2µ+((B+ −A+)α+N +B+β+N ) + (ν+ − µ+)(−iξ
′ · β′+ + (B+ −A+)α+N +B+β+N ) = σ+A
2Hˆ(0).
(3.14)
Using (3.13) and (3.14), we have
0 = L+11(iξ
′ · β′+) + L
−
11(iξ
′ · β′−) + L
+
12β+N + L
−
12β−N ,
−σ−A
3Hˆ(0) = L−21iξ
′ · β′− + L
−
22β−N ,
−σ+A
2Hˆ(0) = −L+21iξ
′ · β′+ − L
+
22β+N
(3.15)
with
L+11 = µ+
A+(B
2
+ −A
2)
A+B+ −A2
, L−11 = µ−(A+B−),
L+12 = µ+
A2(2A+B+ −A
2 −B2+)
A+B+ −A2
, L−12 = µ−A(B− −A),
L+21 = 2µ+
A+(B+ −A+)
A+B+ −A2
− (ν+ − µ+)
A2+ −A
2
A+B+ −A2
, L−21 = µ−(B− − A),
L+22 = (µ+ + ν+)
B+(A
2
+ −A
2)
A+B+ −A2
, L−22 = µ−(A+B−)B−. (3.16)
As is seen in Sect. 4, we have
L+11, L
+
22 ∈M1,1(0), L
+
12 ∈M2,1(0), L
+
21 ∈M0,1(0), L
−
11, L
−
21 ∈M1,2(0), L
−
12, L
−
22 ∈M2,2(0). (3.17)
Using iξ′ · β′+ = iξ
′ · β′− − iξ
′ · hˆ′(0), we write the linear equation (3.15) in the following form:
L
iξ′ · β′−β+
β−
 =
 L+11iξ′ · hˆ′(0)−σ−A3Hˆ(0)
−σ+A
2Hˆ(0)− L+21iξ
′ · hˆ′(0)
 with L =
L+11 + L−11 L+12 L−12L−21 0 L−22
−L+21 −L
+
22 0
 . (3.18)
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Moreover, we have
L−1 =
1
detL
L11 L12 L13L21 L22 L23
L31 L32 L33
 (3.19)
with
L11 = L
+
22L
−
22, L12 = −L
+
22L
−
12, L13 = L
+
12L
−
22
L21 = −L
+
21L
−
22, L22 = L
+
21L
−
12, L23 = L
−
12L
−
21 − (L
+
11 + L
−
11)L
−
22,
L31 = −L
+
22L
−
21, L32 = (L
+
11 + L
−
11)L
+
22 − L
+
12L
+
21, L33 = −L
+
12L
−
21.
By (3.17) and Lemma 3.2, we have
L11 ∈M3,2(0), L12 ∈M3,2(0), L13 ∈M4,2(0)
Li1 ∈M2,2(0), Li2 ∈M2,2(0), Li3 ∈M3,2(0) (i = 2, 3). (3.20)
The most important fact of this paper is that detL 6= 0 for any (λ, ξ′) ∈ Σ˜ǫ,0 and
(detL)−1 ∈M−4,2(0). (3.21)
From (3.18) and (3.19) it follows that
iξ′ · β′− =
A
detL
{(L11L
+
11 − L13L
+
21)iξ˜
′ · hˆ′(0)− (L12σ−A
2 + L13σ+A)Hˆ(0)},
β+N =
A
detL
{(L21L
+
11 − L23L
+
21)iξ˜
′ · hˆ′(0)− (L22σ−A
2 + L23σ+A)Hˆ(0)},
β−N =
A
detL
{(L31L
+
11 − L33L
+
21)iξ˜
′ · hˆ′(0)− (L32σ−A
2 + L33σ+A)Hˆ(0)}
(3.22)
where iξ˜′ · kˆ′(0) = i
∑N−1
m=1 ξmA
−1kˆm(0) with k = g and k = h. Using the relations: β+m = β−m− hˆm(0),
by (3.22), we have
iξ′ · β′± ∓B±β±N = A
{N−1∑
m=1
P±m,0hˆm(0) +AP
±
N,0Hˆ(0)
}
(3.23)
with
P+m,0 =
1
detL
{(L11 −B+L21)L
+
11 − (L13 − B+L23)L
+
21)}
iξm
A
−
iξm
A
P+N,0 =
−1
detL
{(L12 −B+L22)σ−A+ (L13 −B+L23)σ+},
P−m,0 =
1
detL
{(L11 +B−L31)L
+
11 − (L13 +B−L33)L
+
21)}
iξm
A
,
P−N,0 =
−1
detL
{(L12 +B−L32)σ−A+ (L13 +B−L33)σ+}.
By Lemma 3.2, (3.17), and (3.21), we have
P±m,0 ∈M0,2(0), P
±
N,0 ∈M0,2(0). (3.24)
By (3.13) we have
pˆ−(xN ) = −µ−
(A+B−)
A
(iξ′ · β′− +B−β−N )e
AxN
= −µ−(A+B−)
{N−1∑
m=1
P−m,0hˆℓ(0) +AP
−
N,0Hˆ(0)
}
eAxN ,
so that setting p−m,1 = −µ−(A+B−)P
−
m,0 and p
−
N,1 = −µ−(A+B−)P
−
N,0, we have the formula of pˆ−(xN )
in (3.7).
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By (3.12), we have
(B+ −A+)α+j =
ν+iξj
µ+(A+ +B+)
(iξ′ · α′+ −A+α+N ),
(B+ −A+)α+N = −
ν+A+
µ+(A+ +B+)
(iξ′ · α′+ −A+α+N ),
(B− −A)α−j = −
iξj
A
(iξ′ · β′− +B−β−N ), (B− −A)α−N = −(iξ
′ · β′− +B−β−N ).
Since iξ′ ·α′+−A+α+N =
A2−A2+
A+B+−A2
(iξ′ ·β′+−B+β−N ) as follows from (3.13), setting A− = A, by (3.23)
we have
(B± − A±)α±J = A{
N−1∑
m=1
R±Jm,0hˆm(0) +AR
±
JN,0Hˆ(0)} (3.25)
with
R+jm,0 =
ν+iξjP
+
m,0
µ+(A+ +B+)
A2 −A2+
A+B+ −A2
, R+jN,0 =
ν+iξjP
+
N,0
µ+(A+ +B+)
A2 −A2+
A+B+ −A2
,
R+Nm,0 = −
ν+A+P
+
m,0
µ+(A+ +B+)
A2 −A2+
A+B+ −A2
, R+NN,0 = −
ν+A+P
+
N,0
µ+(A+ +B+)
A2 −A2+
A+B+ −A2
,
R−jm,0 = −
iξj
A
P+m,0, R
−
jN,1 = −
iξj
A
P−N,1, R
+
Nm,0 = −P
−
m,0, R
−
NN,0 = −P
−
N,0.
Recalling A− = A, we have (e
∓B±xN − e∓A±xN )α±J = M±(xN )(B± − A±)α±J . Thus, if we set uˆ
±
J1 =
AM±(xN )(
∑N−1
m=1 R
±
Jm,0hˆm(0)+R
±
JN,1Hˆ(0)), then uˆ
±
J1 = α±J(e
∓B±xN − e∓A±xN ). As is seen in Sect. 4
below, we have
A+ ∈M1,1(0), B+ ∈M1,1(0), (A+ + B+)
−1 ∈M−1,1(0),
A2 −A2+
A+B+ −A2
∈M0,1(0), (3.26)
which, combined with (3.24), furnishes that R+Jm,0 ∈M0,2(0) and R
+
JN,1 ∈M1,2(0). And also, by (3.24)
and (3.26), we have R−Jm,0 ∈M0,2(0) and R
−
JN,1 ∈M1,2(0).
¿From (3.14) it follows that
β±j =
∓µ∓B∓
µ+B+ + µ−B−
hˆj(0)
+
1
µ+B+ + µ−B−
{−µ+(B+ −A)α+j − µ−(B− −A)α−j + iξjµ+β+N − iξjµ−β−N}.
We set
T±j,0 =
∓µ∓B∓
µ+B+ + µ−B−
and in view of (3.25) and (3.22) we set
S±jm,−1 =
−1
µ+B+ + µ−B−
(
µ+R
+
jm,0 + µ−R
−
jm,0
−
µ+iξj(L21L
+
11 − L23L
+
21)
detL
iξm
A
+
µ−iξj(L31L
+
11 − L33L
+
21)
detL
iξm
A
)
,
S±jN,−1 =
−1
µ+B+ + µ−B−
(
µ+R
+
jN,0 + µ−R
−
jN,0
+
µ+iξj(L22σ−A+ L23σ+)
detL
−
µ−iξj(L32σ−A+ L33σ+)
detL
)
.
Thus, if we set uˆ±j2 = Ae
∓B±xN{
∑N−1
m=1 S
±
jm,−1hˆm(0) + AS
±
jN,−1Hˆ(0)} and uˆ
±
j3 = e
∓B±xNT±j,0hˆj(0)),
then we have β±je
∓B±xN = uˆ±j2 + uˆ
±
j3. Moreover, by (3.17), (3.20), (3.21), (3.24), (3.26), we have
S±jm,−1 ∈M−1,2(0), S
±
jN,−1 ∈M−1,2(0), and T
±
j,0 ∈M0,1(0).
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Finally, in view of (3.22), we define uˆ±N2 = Ae
∓B±xN{
∑N−1
m=1 S
±
Nm,−1hˆm(0) +AS
±
NN,−1Hˆ(0)} with
S+Nm,−1 =
L21L
+
11 − L23L
+
21
detL
iξm
A
, S+NN,−1 =
−(L22σ−A+ L23σ+)
detL
,
S−Nm,−1 =
L31L
+
11 − L33L
+
21
detL
iξm
A
, S−NN,−1 =
−(L32σ−A+ L33σ)
detL
.
Thus, we have uˆ±N2 = β±Ne
∓B±xN . Morevoer, by (3.17), (3.21) and (3.20), we have S±Nm,−1 ∈M−1,2(0)
and S±NN,−1 ∈M−1,1(0). Summing up, we have obtained (3.7) and (3.8).
To prove Theorem 2.8, we consider problem (2.4), namely problem (3.1) with H = 0. To construct
our solution operator from the solution formulas in (3.7) with Hˆ = 0, first of all we observe the following
formulas due to Volevich:
a(ξ′, xN )hˆ(0) = −
∫ ±∞
0
{(∂Na)(ξ
′, xN + yN)hˆ(yN ) + a(ξ
′, xN + yN)∂̂Nh(ξ
′, yN )} dyN ,
where ∂j = ∂/∂xj. Using the identity: 1 =
ρ±λ
µ±B2±
−
∑N−1
k=1
(iξk)(iξk)
B2±
, we write
a(ξ′, xN )hˆ(ξ
′, 0) = −
∫ ±∞
0
a(ξ′, xN + yN)
[ρ±λ1/2∂̂Nh(ξ′, yN )
µ±B2±
−
N−1∑
k=1
iξk∂̂k∂Nh(ξ
′, yN )
B±
]
dyN
−
∫ ±∞
0
(∂Na)(ξ
′, xN + yN )
[ρ±λhˆ(ξ′, yN )
µ±B2±
−
N−1∑
k=1
∂̂k∂kh(ξ
′, yN )
B2±
]
dyN .
Let f3, f4 = (f41, . . . , f4N ) and f5 = (f5JK | J,K = 1, . . . , N) be the correspoding variables to λh,
λ1/2∇h and ∇2h = (∂J∂Kh | J,K = 1, . . . , N). If we define A
±
1 [a](f3, f4, f5) by
A±1 [a](f3, f4, f5) = −
∫ ±∞
0
F−1ξ′
[
a(ξ′, xN + yN )
{ρ±fˆ4N (ξ′, yN)
µ±B2±
−
N−1∑
k=1
iξkfˆ3kN (ξ
′, yN)
B±
}]
dyN
−
∫ ±∞
0
F−1ξ′
[
(∂Na)(ξ
′, xN + yN )
{ρ±fˆ3(ξ′, yN )
µ±B2±
−
N−1∑
k=1
fˆ3kk(ξ
′, yN )
B2±
}]
dyN ,
(3.27)
then we have
F−1ξ′ [a(ξ
′, xN )hˆ(ξ
′, 0)] = A±1 [a](λh, λ
1/2∇h,∇2h). (3.28)
Let us define u±Ji (i = 1, 2, 3) and p− by u
±
Ji = F
−1
ξ′ [uˆ
±
Ji] (i = 1, 2, 3) and p− = F
−1
ξ′ [pˆ−] with Hˆ = 0.
Setting uJ± =
∑3
i=1 u
±
Ji, by (3.7) we see that u± = (u1±, . . . , uN±) and p− satisfy the equations (2.4).
According to the formulas (3.27) and (3.28), we define our solution operators S±Ji(λ) (i = 1, 2, 3) and
P−2(λ) of problem (2.4) such that
u±Ji = S
±
Ji(λ)(λh, λ
1/2∇h,∇2h) on RN± (i = 1, 2, 3),
p− = P−2(λ)(λh, λ
1/2∇h,∇2h) on RN− (3.29)
with h = (h1, . . . , hN−1) as follows: Note that
∂NM±(xN + yN) = ∓(e
±B±(xN+yN ) +A±M±(xN + yN)), ∂Ne
A(xN+yN ) = AeA(xN+yN ),
∂Ne
∓B±(xN+yN ) = ∓B±e
∓B±(xN+yN ),
(3.30)
where we have set A− = A. Let F3 = (F3m | m = 1, . . . , N − 1), F4 = (F4Jm | J = 1, . . . , N,m =
1, . . . , N − 1) and F5 = (F5JKm | J,K = 1, . . . , N,m = 1, . . . , N − 1) be the corresponding variables to
λh = (λh1, . . . , λhN−1), λ
1/2∇h = (λ1/2∂Jhm | J = 1, . . . , N,m = 1, . . . , N − 1) and ∇
2h = (∂J∂Khm |
J,K = 1, . . . , N,m = 1, . . . , N − 1), respectively. Then, we define the operators S±J1(λ), S
±
J2(λ), S
±
J3(λ),
and P−2(λ) by
S±J1(λ)(F3, F4, F5) =
13
−∫ ±∞
0
F−1ξ′
[
AM±(xN + yN )
N−1∑
m=1
(R±Jm,0ρ±λ1/2
µ±B2±
Fˆ4Nm(ξ
′, yN)−
N−1∑
k=1
R±Jm,0(iξk)
B2±
Fˆ5kNm(ξ
′, yN)
)
∓AM±(xN + yN )
N−1∑
m=1
(A±R±Jm,0ρ±
µ±B2±
Fˆ3m(ξ
′, yN )−
N−1∑
k=1
A±R
±
Jm,0
B2±
Fˆ5kkm(ξ
′, yN )
)
∓Ae∓B±xN
N−1∑
m=1
(R±Jm,0ρ±
µ±B2±
Fˆ3m(ξ
′, yN )−
N−1∑
k=1
R±Jm,0
B2±
Fˆ5kkm(ξ
′, yN)
)]
(x′) dyN ;
S±J2(λ)(F3, F4, F5) =
−
∫ ±∞
0
F−1ξ′
[
Ae∓B±(xN+yN )
N−1∑
m=1
(S±Jm,−1ρ±λ1/2
µ±B2±
Fˆ4Nm(ξ
′, yN )−
N−1∑
k=1
S±Jm,−1iξk
B2±
Fˆ5kNm(ξ
′, yN)
)
∓Ae∓B±(xN+yN )
N−1∑
m=1
(S±Jm,−1ρ±
µ±B±
Fˆ3m(ξ
′, yN)−
N−1∑
k=1
S±Jm,−1
B±
Fˆ5kkm(ξ
′, yN )
)]
(x′) dyN ;
S±j5(λ)(F3, F4, F5) =
−
∫ ±∞
0
F−1ξ′
[
e∓B±(xN+yN )
{T±j,0ρ±
µ±B2±
Fˆ4Nj(ξ
′, yN )−
N−1∑
k=1
T±j,0iξk
B2±
Fˆ5kNj(ξ
′, yN)
±
(T±j,0ρ±
µ±B±
Fˆ3j(ξ
′, yN )−
N−1∑
k=1
T±j,0
B±
Fˆ5kkj(ξ
′, yN )
)}]
(x′) dyN ;
S±N3(λ)(F3, F4, F5) = 0
P−2(λ)(F3, F4, F5) =∫ 0
−∞
[
eA(xN+yN )
{N−1∑
m=1
(p−m,1ρ−λ1/2
µ−B2−
Fˆ4Nm −
N−1∑
k=1
pm,1iξk
B2−
Fˆ5kNm(ξ
′, yN )
)
+
N−1∑
m=1
(Ap−m,1ρ−
µ−B2−
Fˆ3m(ξ
′, yN )−
N−1∑
k=1
Ap−m,1
B2−
Fˆ5kkm(ξ
′, yN)
)}]
(x′) dyN . (3.31)
Obviously, by (3.28), we have (3.29).
Given that operators A±2(λ) are defined by A±2(λ)F
′ =
∑3
i=1(S
±
1i(λ)F
′, . . . ,S±Ni(λ)F
′) with F′ =
(F3, F4, F5), by (3.29) we have
u± = A±2(λ)(λh, λ
1/2∇h,∇2h), p− = P−2(λ)(λh, λ
1/2∇h,∇2h). (3.32)
Moreover, we have Theorem 2.8 with the help of the following two lemmas:
Lemma 3.4. Let 1 < q < ∞ and let n+1 , n
+
2 and n
+
3 be multipliers belonging to M−1,2(0), M−2,2(0)
and M−1,1(0), respectively. Let K
+
i (i = 1, 2, 3) be operators defined by
K+1 (λ)g =
∫ ∞
0
F−1ξ′ [n
+
1 (λ, ξ
′)AM+(xN + yN)gˆ(ξ
′, yN)](x
′) dyN ,
K+2 (λ)g =
∫ ∞
0
F−1ξ′ [n
+
2 (λ, ξ
′)Ae−B+(xN+yN )gˆ(ξ′, yN)](x
′) dyN ,
K+3 (λ)g =
∫ ∞
0
F−1ξ′ [n
+
3 (λ, ξ
′)e−B+(xN+yN )gˆ(ξ′, yN )](x
′) dyN .
Then, there exists a constant C such that
RL(Lq(RN+ ),Lq(RN+ )1+N+N
2)({(τ∂τ )
ℓG1λK
+
i (λ) | λ ∈ Λ}) ≤ C (ℓ = 0, 1, i = 1, 2, 3).
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Lemma 3.5. Let 1 < q <∞ and let n−1 , n
−
2 , n
−
3 and n
−
4 be multipliers belonging toM−1,2(0), M−2,2(0),
M−1,1(0) and M0,2(0), respectively. Let K
+
i (i = 1, 2, 3, 4) be operators defined by
K−1 (λ)g =
∫ 0
−∞
F−1ξ′ [n
−
1 (λ, ξ
′)AM−(xN + yN)gˆ(ξ
′, yN)](x
′) dyN ,
K−2 (λ)g =
∫ 0
−∞
F−1ξ′ [n
−
2 (λ, ξ
′)AeB−(xN+yN )gˆ(ξ′, yN )](x
′) dyN ,
K−3 (λ)g =
∫ 0
−∞
F−1ξ′ [n
−
3 (λ, ξ
′)eB−(xN+yN )gˆ(ξ′, yN)](x
′) dyN ,
K−4 (λ)g =
∫ 0
−∞
F−1ξ′ [n
−
4 (λ, ξ
′)eA(xN+yN )gˆ(ξ′, yN )](x
′) dyN .
Then, there exists a constant C such that
RL(Lq(RN− ),Lq(RN− )1+N+N
2)({(τ∂τ )
ℓGλK
−
i (λ) | λ ∈ Λ}) ≤ C (ℓ = 0, 1, i = 1, 2, 3),
RL(Lq(RN− ),Lq(RN− )N )({(τ∂τ )
ℓ∇K−4 (λ) | λ ∈ Λ}) ≤ C (ℓ = 0, 1).
(3.33)
Remark 3.6. Lemma 3.4 was proved in [4, Sect.2] and Lemme 3.5 was proved in [14].
4 Some estimates of several multipliers
In this section, we prove (3.17) and (3.26). For this purpose, we use the following well-known estimate:
|αλ + β| ≥ (sin
ǫ
2
)(α|λ| + β) (4.1)
for any λ ∈ Σǫ and positive numbers α and β.
First we estimate As+, B
s
±, (A++B+)
s and (µ+B++µ−B−)
s. For this purpose, we use the estimates:
c(|λ|1/2 +A) ≤ ReM1 ≤ |M1| ≤ c
′(|λ|1/2 +A) (M1 = A+, B±) (4.2)
for any (λ, ξ′) ∈ Σ˜ǫ = Σǫ×(R
N−1\{0}) with some positive constants c and c′, which immediately follows
from (4.1). Here and in the sequel, c and c′ denote some positive constants essentially depending on µ±,
ν+, ρ± and ǫ. In particular, by (4.2) we have
c(|λ|1/2 +A) ≤ ReM2 ≤ |M2| ≤ c
′(|λ|1/2 +A) (M2 = A+ +B+, µ+B+ + µ−B−) (4.3)
for any (λ, ξ′) ∈ Σ˜ǫ,0. As was seen in Enomoto and Shibata [2, Lemma 4.3], using (4.2), (4.3) and the
Bell formula:
∂κ
′
ξ′ f(g(ξ
′)) =
|κ′|∑
ℓ=1
f (ℓ)(g(ξ′))
∑
κ′1+···+κ
′
ℓ
=κ′
|κ′
i
|≥1
Γκ
′
κ′1,...,κ
′
ℓ
(∂
κ′1
ξ′ g(ξ
′)) · · · (∂
κ′ℓ
ξ′ g(ξ
′)) (4.4)
with suitable coefficients Γκ
′
κ′1,...,κ
′
ℓ
, where f (ℓ)(t) = dℓf(t)/dtℓ, we see that
(M3)
s ∈Ms,1(0) (M3 = A+, B+, A+ +B+, µ+B+ + µ−B−). (4.5)
Second, we estimate (A+B+ −A
2)−1. For this purpose, we write
1
A+B+ −A2
=
(µ+ + ν+)µ+
ρ+(2µ+ + ν+)λ
P (λ, ξ′) with P (λ, ξ′) =
A+B+ +A
2
ρ+(2µ+ + ν+)−1λ+A2
. (4.6)
Noting that A2 ∈M2,1(0), by (4.1), (4.4) and (4.5) we have
A+B+ +A
2 ∈M2,1(0), (ρ+(2µ+ + ν+)
−1λ+A2)s ∈M2s,1(0), (4.7)
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so that by Lemma 3.2 we have
P ∈M0,1(0). (4.8)
Since A2 − A2+ = ρ+(µ+ + ν+)
−1λ, by (4.6) and (4.8), we have
A2−A2+
A+B+−A2
∈ M0,1(0), which, combined
with (4.5), furnishes (3.26).
Applying (4.6) to the formula in (3.16), we have
L+11 =
µ+(µ+ + ν+)
2µ+ + ν+
A+P, L
+
12 = µ+A
2
(
2−
µ+ + ν+
2µ+ + ν+
P
)
,
L+21 =
( 2µ+ν+
2µ+ + ν+
A+
B+ +A+
−
µ+(ν+ − µ+)
2µ+ + ν+
)
P, L+22 =
µ+(µ+ + ν+)
2µ+ + ν+
B+P.
(4.9)
By Lemma 3.2, (3.16), (4.5), (4.8) and (4.9), we have L+11 ∈ M1,1(0), L
+
12 ∈ M2,1(0), L
+
21 ∈ M0,1(0)
and L+22 ∈ M1,1(0). In addition, since A ∈ M1,2(0) and B− ∈ M1,2(0), by Lemma 3.2 we have
A±B− ∈M1,2(0) and (A+B−)B− ∈M2,2(0). Summing up, we have proved (3.17).
5 Analysis of Lopatinski determinant
In this section, we show the following lemma which implies (3.21).
Lemma 5.1. Let L be the matrix defined in (3.18). Then, there exists a positive constant ω depending
solely on µ±, ν+, ρ±, and ǫ such that
| detL| ≥ ω(|λ|1/2 +A)4 (5.1)
for any (λ, ξ′) ∈ Σ˜ǫ,0.
Moreover, we have
|∂κ
′
ξ′ {(τ∂τ )
ℓ(detL)−1}| ≤ Cκ′(|λ|
1/2 +A)−4A−|κ
′| (ℓ = 0, 1) (5.2)
for any multi-index κ′ ∈ NN−10 and (λ, ξ
′) ∈ Σ˜ǫ,0. Namely, (detL)
−1 ∈M−4,2(0).
Proof. We see that
detL = L−22 detL
+ + L+22 detL
− (5.3)
with L± = det
(
L±11 L
±
12
L±21 L
±
22
)
. To prove (5.1), first we consider the case: R1|λ|
1/2 ≤ A with large
R1 ≥ 1. Let P be the function defined in (4.6). By (4.6) we see easily that P = 2 + O(δ1), that
A+ = A(1+O(δ1)) and that B± = A(1+O(δ1)) when |ρ+(µ++ ν+)
−1λA−2| ≤ ρ+(µ++ ν+)
−1R−21 ≤ δ
2
1
and |ρ±µ
−1
± λA
−2| ≤ ρ±µ
−1
± R
−2
1 ≤ δ
2
1 with very small positive number δ1. Thus, by (4.9) we have
L+11 =
2µ+(µ+ + ν+)
2µ+ + ν+
A(1 +O(δ1)), L
+
12 =
2(µ+)
2
2µ+ + ν+
A2(1 +O(δ1)),
L+21 =
2(µ+)
2
2µ+ + ν+
(1 +O(δ1)), L
+
22 =
2µ+(µ+ + ν+)
2µ+ + ν+
A(1 +O(δ1)). (5.4)
On the other hand, we have B− −A =
γ0−λ
µ0−(B−+A)
= AO(δ1), so that by (3.16) we have
L−11 = 2µ−A(1 +O(δ1)), L
−
12 = A
2O(δ1),
L−21 = AO(δ1), L
−
22 = 2µ−A
2(1 +O(δ1)). (5.5)
Thus, by (5.3) we have
detL = ω1A
4(1 +O(δ1)) with ω1 =
8µ+µ−(µ+ν+ + µ−(µ+ + ν+))
2µ+ + ν+
(5.6)
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so that we can choose R1 ≥ 1 so large that
| detL| ≥
1
2
ω1(|λ|
1/2 +A)4 (5.7)
for any (λ, ξ′) ∈ Σ˜ǫ,0 with R1|λ|
1/2 ≤ A.
Secondly, we consider the case: R2A ≤ |λ|
1/2 with large R2 ≥ 1. In this case, we have
A+ = (µ+ + ν+ + δ)
−1/2(γ0+λ)
1/2(1 +O(δ2)), B± = (µ±)
−1/2(γ0±λ)
1/2(1 +O(δ2)) (5.8)
when |(µ+ + ν+)(ρ+λ)
−1A2| ≤ (µ+ + ν+ + δ1)ρ
−1
+ R
−2
2 ≤ δ
2
2 and |µ±(ρ±λ)
−1A2| ≤ µρ−1± R
−2
2 ≤ δ
2
2 with
some very small positive number δ2. By (3.16)
L+11 = (µ+ρ+λ)
1/2(1 +O(δ2)) L
+
12 = O(δ2)λ
L+21 =
2µ+((µ+ + ν+)
1/2 − µ
1/2
+ )− (ν+ − µ+)µ
1/2
+
(µ+ + ν+)1/2
(1 +O(δ2)), L
+
22 = ((µ+ + ν+)ρ+λ)
1/2(1 +O(δ2))
L−11 = (µ−ρ−λ)
1/2(1 +O(δ2)) L
−
12 = O(δ2)λ
L−21 = (µ−ρ−λ)
1/2(1 +O(δ2)), L
−
22 = ρ+λ(1 +O(δ2)) (5.9)
Thus, by (5.3) we have
| detL| = ω2|λ|
2(1 +O(δ2)) with ω2 = µ
1/2
+ (µ+ + ν+)
1/2ρ+ρ− + µ
1/2
− (µ+ + ν+)
1/2ρ
1/2
+ ρ
3/2
− , (5.10)
so that we can choose R2 ≥ 1 so large that
| detL| ≥
1
2
ω2(|λ|
1/2 +A)4 (5.11)
for any (λ, ξ′) ∈ Σ˜ǫ,0 with R2A ≤ |λ|
1/2.
Thirdly, we consider the case: R−12 |λ|
1/2 ≤ A ≤ R1|λ|
1/2. Set
λ˜ =
λ
(|λ|1/2 +A)2
, A˜ =
A
|λ|1/2 +A
,
A˜+ =
√
ρ+(µ+ + ν+)−1λ˜+ A˜2, B˜± =
√
ρ±(µ±)−1λ˜+ A˜2,
Dǫ(R1, R2) = {(λ˜, A˜) | (1 +R1)
−2 ≤ |λ˜| ≤ R22(1 +R2)
2, (1 +R2)
−1 ≤ A˜ ≤ R1(1 +R1)
−1, λ˜ ∈ Σǫ}.
If (λ, ξ′) satisfies the condition: R−12 |λ|
1/2 ≤ A ≤ R1|λ|
1/2 and λ ∈ Σǫ, then (λ˜, A˜) ∈ Dǫ(R1, R2).
Note that λ 6= 0 when (λ˜, A˜) ∈ Dǫ(R1, R2). We define L˜ij by replacing A+, A and B± by A˜+, A˜
and B˜± in (3.16), respectively. And the matrix L˜ is defined by replacing L
±
ij by L˜
±
ij in (3.18). Setting
det L˜ = L˜11L˜22 − A˜L˜12L˜21, we have
detL = (|λ|1/2 +A)4 det L˜. (5.12)
We prove that det L˜ 6= 0 provided that (λ˜, A˜) ∈ Dǫ(R1, R2) by contradiction. Suppose that det L˜ = 0.
By (5.12) detL = 0, so that in view of (3.18) there exist w±J and p− of the forms: w±J(xN ) =
α±J(e
∓B±xN − e∓A±xN ) + β±Je
∓B±xN and p−(xN ) = γ−e
AxN with A− = A such that w±(xN ) =
(w±1(xN ), . . . , w±N (xN )) 6= (0, . . . , 0), and w±(xN ) and p−(xN ) satisfy (3.2) and (3.3) with hˆm(0) = 0
and Hˆ(0) = 0, that is they satisfy the following homogeneous equations:
ρ+λw+j −
N−1∑
m=1
µ+iξm(iξjw+m + iξmw+j)− µ+∂N (iξjw+N + ∂Nw+j)
− (ν+ − µ+)iξj(iξ
′ · w′+ + ∂Nw+N ) = 0 for xN > 0,
ρ+λw+N −
N−1∑
m=1
µ+iξm(∂Nw+m + iξmw+N )− 2µ+∂
2
Nw+N
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− (ν+ − µ+)∂N (iξ
′ · w′+ + ∂Nw+N ) = 0 for xN > 0,
ρ−λw−j −
N−1∑
m=1
µ−iξm(iξjw−m + iξmw−j)− µ−∂N (iξjw−N + ∂Nwj) + iξjp− = 0 for xN < 0,
ρ−λw−N −
N−1∑
m=1
µ−iξm(∂Nw−m + iξmw−N )− 2µ−∂
2
Nw−N + ∂Np− = 0 for xN < 0,
iξ′ · w′− + ∂Nw−N = 0 for xN < 0,
µ−(∂Nw−j + iξjw−)|− − µ+(∂Nw+j + iξjw+N )|+ = 0,
(2µ−∂Nw−N − p−)|− − (2µ+∂Nw+N + (ν+ − µ+)(iξ
′ · w′+ + ∂Nw+N )|+ = 0. (5.13)
Set (a, b)± = ±
∫±∞
0
a(xN )b(xN ) dxN and ‖a‖± = (a, a)
1/2
± . Multiplying the equations in (5.13) by w±J
and using the integration by parts and the jamp conditions in (5.13), we have
0 = λ(ρ+
N∑
m=1
‖w+m‖
2 + ρ−
N∑
m=1
‖w−m‖
2) + µ+[
N−1∑
j,k=1
‖iξkw+j‖
2
+ + ‖iξ
′ · w′+‖
2
+ +
N−1∑
j=1
‖∂Nw+j‖
2
+
+
N−1∑
j=1
(iξjw+N , ∂Nw+N )+ +
N−1∑
j=1
‖iξjw+N‖
2
+ +
N−1∑
j=1
(∂Nw+j , iξjw+N )+ + 2‖∂Nw+N‖
2
+]
+ (ν+ − µ+)[‖iξ
′ · w′+‖
2
+ + (∂Nw+N , iξ
′ · w′+)+ + (iξ
′ · w′+, ∂Nw+N )+ + ‖∂Nw+N‖
2
+]
+ µ−[
N−1∑
j,k=1
‖iξkw−j‖
2
− + ‖iξ
′ · w′−‖
2
− +
N−1∑
j=1
‖∂Nw−j‖
2
−
+
N−1∑
j=1
(iξjw−N , ∂Nw−N )− +
N−1∑
j=1
‖iξjw−N‖
2
− +
N−1∑
j=1
(∂Nw−j , iξjw−N )− + 2‖∂Nw−N‖
2
−]
= λ(γ0+‖w+‖
2
+ + γ0−‖w−‖
2
−) + µ+[
N−1∑
j,k=1
‖iξkw+j‖
2
+ + ‖iξ
′ · w′+‖
2
+ +
N−1∑
j=1
‖∂Nw+j + iξjw+N‖
2
+
+ 2‖∂Nw+N‖
2
+] + (ν+ − µ+)‖∂Nw+N + iξ
′ · w′+‖
2
+
+ µ−[
N−1∑
j,k=1
‖iξkw−j‖
2
− + ‖iξ
′ · w′−‖
2
− +
N−1∑
j=1
‖∂Nw−j + iξjw−N‖
2
− + 2‖∂Nw−N‖
2
−]. (5.14)
Taking the real part and the imaginary part in (5.14), using the inequality:
N−1∑
j,k=1
‖iξjw+k‖
2
+ + ‖iξ
′ · w′+‖
2
+ + 2‖∂Nw+N‖
2
+ ≥ 2(‖iξ
′ · w′+‖
2
+ + ‖∂Nw+N‖
2
+) ≥ ‖∂Nw+N + iξ
′ · w′+‖
2
+,
and setting K = ρ+‖w+‖
2
+ + ρ−‖w−‖
2
− and L = ‖∂Nw+N + iξ
′ · w′+‖
2
+ for short, we have
(Imλ)K = 0, 0 ≥ (Reλ)K + ν+L. (5.15)
When Imλ 6= 0, obviously w± = 0 which leads to a contradiction. When Imλ = 0, λ ≥ 0 and λ 6= 0,
because λ ∈ Σǫ. By (5.15) we have L = 0, because ν+ > 0. Thus, by (5.14) we have
∂Nw±N = 0, ∂Nw±j + iξjw±N = 0 on R
± (5.16)
where R+ = (0,∞) and R− = (−∞, 0). By the first equation of (5.16), w±N (xN ) are constants on R
±,
but w±N (xN ) → 0 as ±xN → ∞, so that w±N = 0. Thus, by the second equation of (5.16) we have
∂Nw±j(xN ) = 0 on R
±. But, w±j(xN )→ 0 as ±xN →∞, so that w±j(xN ) = 0. Thus, we have w± = 0
when Imλ = 0, which leads to a contradiciton. Therefore, we have det L˜ 6= 0 for (λ˜, A˜) ∈ Dǫ(R1, R2).
Since Dǫ(R1, R2) is compact, we have
inf
(λ˜,A˜)∈Dǫ(R1,R2)
| det L˜| = c > 0,
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which, combined with (5.12), furnishes that
| detL| ≥ c(|λ|1/2 +A)4 (5.17)
provided that R−12 |λ|
1/2 ≤ A ≤ R1|λ|
1/2 and λ ∈ Σǫ. Setting ω = min(c,
1
2ω1,
1
2ω2), by (5.7), (5.11) and
(5.17), we have (5.1).
Next, we prove (5.2). Recalling (3.17) and the formula (5.3), by Lemma 3.2 we have
|∂κ
′
ξ′ {(τ∂τ )
ℓ detL}| ≤ Cκ′(|λ|
1/2 +A)4A−|κ
′| (ℓ = 0, 1) (5.18)
for any multi-index κ′ ∈ NN−10 and (λ, ξ
′) ∈ Σ˜ǫ,0. Thus, by the Bell formula (4.4) with f(t) = 1/t and
g(ξ′) = detL, (5.18) and (5.1), we have
|∂κ
′
ξ′ (detL)
−1| ≤ Cκ′
|κ′|∑
ℓ=1
| detL|−(ℓ+1)(|λ|1/2 +A)4ℓA−|κ
′| ≤ Cκ′(|λ|
1/2 +A)−4A−|κ
′|,
which shows (5.2) with ℓ = 0. Analogously, we have (5.2) with ℓ = 1, which completes the proof of
Lemma 5.1.
6 Problem with surface tension and height function
In this section, we consider the problem:
ρ+λu+ −DivS+(u+) = 0 in R
N
+ ,
ρ−λu− −DivS−(u−) +∇π− = 0, divu− = 0 in R
N
− ,
µ−DmN (u−)|− − µ+DmN (u+)|+ = 0,
(µ−DNN (u−)− π−)|− = σ−∆
′H,
(µ+DNN (u+) + (ν+ − µ+)divu+)|+ = σ+∆
′H,
u−m|− − u+m|+ = 0,
λH −
( ρ−
ρ− − ρ+
u−N |− −
ρ+
ρ− − ρ+
u+N |+
)
= d, (6.1)
where, σ± =
ρ±σ
ρ−−ρ+
, and prove the following theorem.
Theorem 6.1. Let 1 < q < ∞ and 0 < ǫ < π/2. Then, there exist a λ0 > 0 depending solely
on µ±, ν+, ρ± and ǫ and operator families U±(λ) ∈ Hol(Σǫ,λ0 ,L(W
2
q (R
N ),W 2q (R
N
± )
N )), P−3(λ) ∈
Hol(Σǫ,λ0 ,L(W
2
q (R
N ), Wˆ 1q (R
N
− ))) and H(λ) ∈ Hol(Σǫ,λ0 ,L(W
2
q (R
N ),W 3q (R
N ))) such that for any λ ∈
Σǫ,λ0 and d ∈ W
2
q (R
N ), problem (6.1) admits a unique solutions u± = U±(λ)d, π− = P−3(λ)d and
H = H(λ)d, and
RL(W 2q (RN ),Lq(RN± )N+N
2+N3)({(τ∂τ )
ℓ(GλU±(λ)) | λ ∈ Σǫ,λ0}) ≤ γ (ℓ = 0, 1),
RL(W 2q (RN ),Lq(RN− )N )({(τ∂τ )
ℓ(∇P−3(λ)) | λ ∈ Σǫ,λ0}) ≤ γ (ℓ = 0, 1),
RL(W 2q (RN ),Lq(RN )N+1)({(τ∂τ )
ℓ((λ,∇)H(λ)) | λ ∈ Σǫ,λ0}) ≤ γ (ℓ = 0, 1)
with some constant γ depending solely on µ±, ν+, ρ± and ǫ.
Remark 6.2. Combining Theorem 6.1 with Theorem 2.4, Theorem 2.6 and Theorem 2.8, we have
Theorem 2.2 immediately.
As was discussed in Sect.3, applying the partial Fourier transform to (6.1), we have the equations
(3.11) with interface condition:
µ−(DN uˆ−m + iξmuˆ−N)|− − µ+(DN uˆ−m + iξmuˆ−N)|+ = 0,
(2µ−DN uˆ−N − πˆ−)|− = −σ−A
2Hˆ(0),
(2µ+DN uˆ−N + (ν+ − µ+)(iξ
′ · uˆ′+ +DN uˆ+N)|+ = −σ+A
2Hˆ(0),
uˆ−m|− − uˆ+m|+ = 0
(6.2)
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and the the resolvent equation for H :
λHˆ(0)−
( ρ−
ρ− − ρ+
uˆ−N |− −
ρ+
ρ− − ρ+
uˆ+N |+
)
= dˆ(0). (6.3)
We look for solutions uˆ±J and pˆ− of the form (3.7) with hj = 0, so that especially uˆ
±
N,3 = 0. Our task
is to represent Hˆ in terms of dˆ(0). In view of (3.10), we have uˆ±J(0) = β±, so that by (3.22) with
hˆj(0) = 0, we have
β+N = −
A
detL
(L22σ−A
2 + L23σ+A)Hˆ(0),
β−N = −
A
detL
(L32σ−A
2 + L33σ+A)Hˆ(0).
(6.4)
Inserting these formulas into (6.3), we have
(λ+K)Hˆ(0) = dˆ(0) (6.5)
with
K =
A3
detL
( ρ−σ−
ρ− − ρ+
L32 −
ρ+σ−
ρ− − ρ+
L22
)
+
A2
detL
( ρ−σ+
ρ− − ρ+
L33 −
ρ+σ+
ρ− − ρ+
L23
)
. (6.6)
We prove that
Lemma 6.3. Let 0 < ǫ < π/2 and let K be the function defined in (6.6). Then, there exists a positive
constant λ0 depending on ǫ, µ±, ν+ and ρ± such that
|∂κ
′
ξ′ ((τ∂τ )
ℓ(λ+K)−1)| ≤ Cκ′(|λ|+A)
−1A−|κ
′| (ℓ = 0, 1) (6.7)
for any multi-index κ′ ∈ NN−10 and (λ, ξ
′) ∈ Σ˜ǫ,λ0 with some constant Cκ′ depending on κ
′, λ0, ǫ, µ±,
ν+ and ρ±.
Proof. To prove (6.7) with κ′ = 0 and ℓ = 0, first we consider the case where R1|λ|
1/2 ≤ A with large R1.
In the following, δ1 is the same small number as in the proof of Lemma 5.1. We know the asymptotic
formula for detL given in (5.6). On the other hand, by (5.4), (5.5) and (3.19), we have
L32 = (L
+
11 + L
−
11)L
+
22 − L
+
12L
+
21
=
{(2µ+(µ+ + ν+)
2µ+ + ν+
+ 2µ−
)2µ+(µ+ + ν+)
2µ+ + ν+
−
( 2(µ+)2
2µ+ + ν+
)2}
A2(1 +O(δ1))
=
4µ+((µ+ + µ−)ν+ + µ+µ−)
2µ+ + ν+
A2(1 +O(δ1)),
L22 = L
+
21L
−
12 = A
2O(δ1), L33 = −L
+
12L
−
21 = A
3O(δ1),
L23 = L
−
12L
−
21 − (L
+
11 + L
−
11)L
−
22
= −4
(µ+(µ+ + ν+)
2µ+ + ν+
+ µ−
)
µ−A
3(1 +O(δ1)).
Since ρ±σ±ρ−−ρ+ =
(
ρ±σ
ρ−−ρ+
)2
, we have
A3
( ρ−σ−
ρ− − ρ+
L32 −
ρ+σ−
ρ− − ρ+
L22
)
+A2
( ρ−σ+
ρ− − ρ+
L33 −
ρ+σ+
ρ− − ρ+
L23
)
= ω3A
5(1 +O(δ1))
with
ω3 = 4
µ+((µ+ + µ−)ν+ + µ+µ−)
2µ+ + ν+
( ρ−
ρ− − ρ+
)2
+ 4
(µ+(µ+ + ν+)
2µ+ + ν+
+ µ−
)
µ−
( ρ+
ρ− − ρ+
)2
.
Thus, by (5.6) we have
K =
ω3
ω1
A(1 +O(δ1)). (6.8)
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Since λ ∈ Σǫ, by (6.8) and (4.1) we have
|λ+K| ≥ (sin
ǫ
2
)(|λ|+
ω3
ω1
A)−
ω3
ω1
AO(δ1).
If we choose δ1 so small that O(δ1) ≤
1
2 sin
ǫ
2 , we have
|λ+K| ≥ (
1
2
sin
ǫ
2
)(|λ| +
ω3
ω1
A) (6.9)
provided that R1|λ|
1/2 ≤ A with large R1 > 0 and λ ∈ Σǫ.
Next, we consider the case where A ≤ R1|λ|
1/2. By (5.1) we have
| detL|−1 ≤ ω−1(1 +R1)
4|λ|2 (6.10)
for any (λ, ξ′) ∈ Σ˜ǫ,0 provided that A ≤ R1|λ|
1/2. On the other hand, by (4.1) and (4.6), we have
|P (λ, ξ′)| ≤
C(|λ| +A2)
(sin ǫ2 )(ρ+(2µ+ + ν+)
−1|λ|+A2
≤ C. (6.11)
Here and in the sequel, C denotes a generic constant depending on R1, µ±, ν+, ρ± and ǫ. By (6.11) and
(4.9), we have
|L+11| ≤ C|λ|
1/2, |L+12| ≤ C|λ|, |L
+
21| ≤ C, |L
+
22| ≤ C|λ|
1/2. (6.12)
Moreover, by the definition of L−ij given in (3.16) we have easily
|L−11| ≤ C|λ|
1/2, |L−12| ≤ C|λ|, |L
−
21| ≤ C|λ|
1/2, |L−22| ≤ C|λ|,
which, combined with (6.10) and (6.12), furnishes that
|K| ≤ C|λ|1/2 (6.13)
for any (λ, ξ′) ∈ Σ˜ǫ,0 provided that A ≤ R1|λ|
1/2. Thus, we have |λ +K| ≥ |λ|1/2(|λ|1/2 − C), so that
choosing λ0 > 0 so large that Cλ
1/2
0 ≤ 1/2, we have |λ+K| ≥
1
2 |λ| for any (λ, ξ
′) ∈ Σ˜ǫ,λ0 provided that
A ≤ R1|λ|
1/2. Since A ≤ R1|λ|
1/2, we observe that
|λ+K| ≥
1
4
|λ|+
1
4
|λ| ≥
1
4
|λ|+
λ
1/2
0
4
|λ|1/2 ≥
1
4
(|λ|+ λ
1/2
0 R
−1
1 A).
Choosing R1 > 0 so large that λ
1/2
0 R
−1
1 ≤
ω3
ω1
, we have
|λ+K| ≥
1
4
(|λ|+
ω3
ω1
A) (6.14)
for any (λ, ξ′) ∈ Σ˜ǫ,0 provided that A ≤ R1|λ|
1/2. Since Σǫ,λ0 ⊂ Σǫ, combining (6.9) and (6.14), we have
|λ+K| ≥ ω4(|λ|+A) (6.15)
for any (λ, ξ′) ∈ Σ˜ǫ,λ0 with ω4 = min(
1
4 ,
1
4
ω3
ω1
, 12 sin
ǫ
2 ,
1
2 sin
ǫ
2
ω3
ω1
).
Next, we prove (6.7) for any multi-index κ′ ∈ NN−10 . By (3.17), (3.21) and Lemma 3.2, we have
K ∈M1,2(0), so that by Bell’s formula (4.4) with f(t) = (λ+ t)
−1 and g = K, we have
|∂κ
′
ξ′ (λ+K)
−1| ≤ Cκ′
|κ′|∑
ℓ=1
|λ+K|−(ℓ+1)(|λ|1/2 +A)ℓA−|κ
′| ≤ Cκ′(|λ|+A)
−1A−|κ
′|.
Analogously, we have
|∂κ
′
ξ′ (τ∂τ (λ +K)
−1)| ≤ Cκ′(|λ| +A)
−1A−|κ
′|.
Summing up, we have obtained (6.7). This completes the proof of Lemma 6.3.
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By (6.5) and Lemma 6.3, we have
Hˆ(ξ′, 0) = (λ+K)−1dˆ(ξ′, 0), (6.16)
so that we define Hˆ(ξ′, xN ) by Hˆ(ξ
′, xN ) = e
−(1+A2)1/2xN (λ + K)−1dˆ(ξ′, 0). We have the following
lemma.
Lemma 6.4. . Let 1 < q < ∞, 0 < ǫ < π/2 and let λ0 be the same constant as in Lemma 6.3. Given
that the operator H˜(λ) is defined by
[H˜(λ)d](x) = F−1ξ′ [e
−(1+A2)1/2xN (λ +K)−1dˆ(ξ′, 0)](x′) for x ∈ RN+ (6.17)
for any d ∈W 2q (R
N ), H˜(λ) ∈ Hol(Σǫ,λ0 ,L(W
2
q (R
N ),W 3q (R
N
+ ))), and
RL(W 2q (RN ),W 2q (RN+ )1+N )({(τ∂τ )
ℓ(λ,∇)H˜(λ) | λ ∈ Σǫ,λ0}) ≤ γ (ℓ = 0, 1) (6.18)
with some constant γ depending on µ±, ν+, ρ±, ǫ and λ0.
Proof. First, using the same idea as in (3.27) and (3.28) and the identity: 1 = 1+A
2
1+A2 =
1
1+A2 −∑N−1
k=1
(iξk)(iξk)
1+A2 , we rewrite H˜(λ)d as follows:
H˜(λ)d = F−1ξ′
[e−(1+A2)1/2xN
λ+K
dˆ(ξ′, 0)
]
= −
∫ ∞
0
F−1ξ′
[ ∂
∂yN
e−(1+A
2)1/2(xN+yN)
λ+K
dˆ(ξ′, yN )
]
dyN
= −
∫ ∞
0
F−1ξ′
[e−(1+A2)1/2(xN+yN )
(λ+K)(1 +A2)
∂̂Nd(ξ
′, yN )
]
(x′) dyN
+
N−1∑
k=1
∫ ∞
0
F−1ξ′
[e−(1+A2)1/2(xN+yN )(iξk)
(λ+K)(1 +A2)
∂̂k∂Nd(ξ
′, yN)
]
(x′) dyN
+
∫ ∞
0
F−1ξ′
[ e−(1+A2)1/2(xN+yN )
(λ+K)(1 +A2)1/2
̂(1−∆′)d(ξ′, yN ))
]
(x′) dyN (6.19)
for xN > 0.
To prove the R boundedness of the operator family {H˜(λ) | λ ∈ Σǫ,λ0}, we prepare the following
three lemmas.
Lemma 6.5. Let 1 < q <∞ and let ℓ(ξ′) be a C∞ function defined on RN−1 satisfying the estimates:
|∂κ
′
ξ′ ℓ(ξ
′)| ≤ Cκ′(1 +A)
1−|κ′|
for any multi-index κ′ ∈ NN−10 and ξ
′ ∈ RN−1 \ {0}. Let T be the operator defined by
Tf =
∫ ∞
0
F−1ξ′ [e
−(1+A2)1/2(xN+yN )ℓ(ξ′)fˆ(ξ′, yN)
]
(x′) dyN
for f ∈ Lq(R
N
+ ). Then, T ∈ L(Lq(R
N
+ )).
Proof. If we define a function k(x) by k(x) = F−1ξ′ [e
−(1+A2)1/2xN ℓ(ξ′)](x′), we have
[Tf ](x) =
∫ ∞
0
∫
RN−1
k(x′ − y′, xN + yN )f(y
′, yN) dy
′dyN .
Our task is to prove that
|k(x)| ≤ C|x|−N . (6.20)
In fact, if we have (6.20), then by Young’s inequality we have
‖[Tf ](·, xN)‖Lq(RN−1) ≤
∫ ∞
0
‖k(·, xN + yN)‖L1(RN−1)‖f(·, yN)‖Lq(RN−1) dyN .
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By (6.20), we have ‖k(·, xN + yN )‖L1(RN−1) ≤ C(xN + yN)
−1, so that
‖[Tf ](·, xN)‖Lq(RN−1) ≤ C
∫ ∞
0
‖f(·, yN)‖Lq(RN−1)
xN + yN
dyN .
By the Hardy inequality (cf. Stein [15, p.271 A.3]), we have ‖Tf‖Lq(RN+ ) ≤ C‖f‖Lq(RN+ ). Thus, we have
proved T ∈ L(Lq(R
N
+ )).
To prove (6.20), first we observe that
k(x) =
∑
|α′|=N−1
( ix′
|x′|2
)α′ ∫
RN−1
eix
′·ξ′∂α
′
ξ′ (e
−(1+A2)1/2xN ℓ(ξ′)) dξ′. (6.21)
For any multi-index β′ ∈ NN−10 , we have
|∂β
′
ξ′ {(∂
α′
ξ′ e
−(1+A2)1/2ℓ(ξ′))}| ≤ Cα′,β′e
−cα′,β′(1+A
2)1/2xN (1 +A)1−|α
′|−|β′|
= Cα′,β′e
−cα′,β′(1+A
2)1/2xN (1 +A)2−N−|β
′|
with some positive constants Cα′,β′ and cα′,β′ . Since 2−N ≤ 0, we have
|∂β
′
ξ′ {(∂
α′
ξ′ e
−(1+A2)1/2ℓ(ξ′))}| ≤ Cα′,β′e
−cα′,β′(1+A
2)1/2xNA2−N−|β
′|
for any multi-index β′ ∈ NN−10 . Thus, by the result due to Shibata and Shimizu [12], we have∣∣∣∫
RN−1
eix
′·ξ′∂α
′
ξ′ (e
−(1+A2)1/2xN ℓ(ξ′)) dξ′
∣∣∣ ≤ C|x′|−(N−1+(2−N) = C|x′|−1,
which, combined with (6.21), furnishes that
|k(x)| ≤ C|x′|−N . (6.22)
On the other hand,
|k(x)| ≤
∫
RN−1
e−(1+A
2)1/2xN |ℓ(ξ′)| dξ′ ≤ C
∫
RN−1
e−(1+A
2)1/2xN (1 +A) dξ′
≤ C
∫
RN−1
dξ′
((1 +A2)1/2xN )N
+ C
∫
RN−1
e−AxNAdξ′
≤
C
(xN )N
∫ ∞
0
rN−2
(1 + r2)
N
2
dr +
C
(xN )N
∫
RN−1
e−|η
′||η′| dη′ ≤
C
(xN )N
,
which, combined with (6.22), furnishes (6.20). This completes the proof of Lemma 6.5.
The following lemma was proved in Enomoto-Shibata [2]
Lemma 6.6. Let 1 < q < ∞ and let Λ be a subset of C. Let m(λ, ξ′) be a function defined on
Λ× (RN−1 \ {0}) such that for any multi-index α ∈ NN0 there exists a constant Cα′ depending on α
′ and
Λ such that
|∂α
′
ξ m(λ, ξ
′)| ≤ CαA
−|α′| (6.23)
for any (λ, ξ′) ∈ Λ× (RN−1 \ {0}). Let Kλ be an operator defined by Kλf = F
−1
ξ′ [m(λ, ξ
′)fˆ(ξ′)]. Then,
the set {Kλ | λ ∈ Λ} is R-bounded on L(Lq(R
N−1)) and
RL(Lq(RN−1))({Kλ | λ ∈ Λ}) ≤ Cq,N max
|α′|≤N
Cα (6.24)
with some constant Cq,N that depends solely on q and N .
From the definition of R boundedness we have the following lemma immediately.
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Lemma 6.7. Let 1 < q < ∞ and let Λ be a subset of C. Let {Sλ | λ ∈ Λ} be an R bounded operator
family on L(Lq(R
N−1) and T a bounded linear operator in L(Lq(R
N
+ )). Then, {SλT | λ ∈ Λ} is an
R-bounded operator family on L(Lq(R
N
+ )) and
RL(Lq(RN+ ))({SλT | λ ∈ Λ}) ≤ R(Sλ)‖T ‖L(Lq(RN+ )) (6.25)
where we have set R(Sλ) = RLq(RN−1)({Sλ | λ ∈ Λ} for short.
Under these preparations, we finish proving Lemma 6.4. For any multi-index α ∈ NN0 with |α| ≤ 2,
using (6.19), we write
∂αx (λ,∇)H˜(λ)d = −
∫ ∞
0
F−1ξ′
[e−(1+A2)1/2(xN+yN )ℓα(ξ′)
(1 +A2)
(λ, iξ′,−(1 +A2)1/2)
(λ+K)
∂̂Nd(ξ
′, yN)
]
(x′) dyN
+
N−1∑
k=1
∫ ∞
0
F−1ξ′
[e−(1+A2)1/2(xN+yN )(iξk)ℓα(ξ′)
(1 +A2)
(λ, iξ′,−(1 +A2)1/2)
(λ+K)
∂̂k∂Nd(ξ
′, yN)
]
(x′) dyN
+
∫ ∞
0
F−1ξ′
[e−(1+A2)1/2(xN+yN )ℓα(ξ′)
(1 +A2)1/2
(λ, iξ′,−(1 +A2)1/2)
(λ+K)
̂(1−∆′)d(ξ′, yN)
]
(x′) dyN
where ℓα(ξ
′) is an symbol satisfying the estimate:
|∂κ
′
ξ′ ℓα(ξ
′)| ≤ Cκ′(1 +A)
|α|−|κ′|
for any multi-index κ′ ∈ NN−10 . If we define the operators Sλ, T
α
1 , T
α
2k, and T
α
3 by
[Sλg](x
′) = F−1ξ′
[ (λ, iξ′,−(1 +A2)1/2)
(λ+K)
gˆ(ξ′)
]
(x′),
[Tα1 f ](x) =
∫ ∞
0
F−1ξ′
[e−(1+A2)1/2(xN+yN )ℓα(ξ′)
(1 +A2)
fˆ(ξ′, yN )
]
(x′) dyN ,
[Tα2kf ](x) =
∫ ∞
0
F−1ξ′
[e−(1+A2)1/2(xN+yN )(iξk)ℓα(ξ′)
(1 +A2)
fˆ(ξ′, yN )
]
(x′) dyN ,
[Tα3 f ](x) =
∫ ∞
0
F−1ξ′
[e−(1+A2)1/2(xN+yN )ℓα(ξ′)
(1 +A2)1/2
fˆ(ξ′, yN )
]
(x′) dyN
for g ∈ Lq(R
N−1) and f ∈ Lq(R
N
+ ), then, we have
∂αx (λ,∇)H˜(λ)d = −SλT
α
1 (∂Nd) +
N−1∑
k=1
SλT
α
2k(∂k∂Nd) + SλT
α
3 ((1−∆
′)d).
Since
|∂κ
′
ξ′
( ℓα(ξ′)
1 +A2
)
| ≤ Cκ′(1 +A)
|α|−2−|κ′|, |∂κ
′
ξ′
( ℓα(ξ′)(iξk)
1 +A2
)
| ≤ Cκ′(1 +A)
|α|−1−|κ′|,
|∂κ
′
ξ′
( ℓα(ξ′)
(1 +A2)1/2
)
| ≤ Cκ′(1 +A)
|α|−1−|κ′|,
(6.26)
for any multi-index κ′ ∈ NN−10 with some constant Cκ′ , by Lemma 6.5 T
α
1 , T
α
2k and T
α
3 are bounded
linear operators from Lq(R
N
+ ) into itself. By Lemma 6.3, we have
|∂κ
′
ξ′ ((τ∂τ )
ℓ (λ, iξ
′,−(1 +A2)1/2)
(λ+K)
)| ≤ Cκ′A
−|κ′| (ℓ = 0, 1),
so that by Lemma 6.6 (τ∂τ )
ℓSλ (ℓ = 0, 1) are R bounded operator families on Lq(R
N−1) and
RL(Lq(RN−1))({(τ∂τ )
ℓSλ | λ ∈ Σǫ,λ0}) ≤ γ (ℓ = 0, 1)
with some constant γ depending solely on µ±, ν+, ρ±, ǫ and λ0.Thus, Lemma 6.4 follows from Lemma
6.7 immediately. This completes the proof of Lemma 6.4.
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By using the Lions method, we extend H˜(λ)d to xN < 0. Namely, we define H(λ) by
[H(λ)d](x) =
{
[H˜(λ)d](x) (xN > 0)∑4
j=1 aj [H˜(λ)d](x
′,−jxN ) (xN < 0)
where aj are constants satisfying the equations:
∑4
j=1 aj(−j)
k = 1 for k = 0, 1, 2, 3. By Lemma 6.4, we
have the following corollary of Lemma 6.4 immediately.
Corollary 6.8. Let 1 < q <∞, 0 < ǫ < π/2 and let λ0 be the same constant as in Lemma 6.3. Then,
there exists an operator family H(λ) ∈ Hol(Σǫ,λ0 ,L(W
2
q (R
N ),W 3q (R
N ))) such that for any λ ∈ Σǫ,λ0 and
d ∈ W 2q (R
N ), F−1ξ′
[
dˆ(ξ′,0)
λ+K
]
(x′) = H(λ)d|xN=0 and
RL(W 2q (RN ),W 2q (RN )1+N )({(τ∂τ )
ℓ(λ,∇)H(λ) | λ ∈ Σǫ,λ0}) ≤ γ (ℓ = 0, 1)
with some constant γ depending on µ±, ν+, ρ±, ǫ and λ0.
Next, we give a solution operator of (6.1) for velocity field. By (3.7) and (6.5), we have
uˆ±J = AM±(xN )
AR±JN,0
λ+K
dˆ(0) +Ae−∓B±xN
AS±JN,−1
λ+K
dˆ(0), p− = e
AxN
Ap−N,1
λ+K
dˆ(0).
Employing the same argument as in (3.27) and (3.28) and using (3.30) and the identity: 1 = 1+A
2
1+A2 =
1
1+A2 −
∑N−1
k=1
(iξk)(iξk)
1+A2 , we have
u±J(x) = F
−1
ξ′ [uˆ±J(ξ
′, xN )](x
′)
= −
∫ ±∞
0
F−1ξ′
[
∂N (AM±(xN + yN )
AR±JN,0
λ+K
dˆ(ξ′, yN))
]
(x′) dyN
−
∫ ±∞
0
F−1ξ′
[
∂N (Ae
∓B±(xN+yN )
AS±JN,−1
λ+K
dˆ(ξ′, yN))
]
(x′) dyN
= −
∫ ±∞
0
F−1ξ′
[
AM±(xN + yN)
{ AR±JN,0
(λ+K)(1 +A2)
∂̂Nd(ξ
′, yN)
−
N−1∑
k=1
AR±JN,0(iξk)
(λ +K)(1 +A2)
∂̂k∂Nd(ξ
′, yN )∓
A±AR
±
JN,0
(λ +K)(1 +A2)
̂(1 −∆′)d(ξ′, yN )
}]
(x′) dyN
−
∫ ±∞
0
Ae∓B±(xN+yN )
{
∓
AR±JN,0
(λ+K)(1 +A2)
̂(1−∆′)d(ξ′, yN) +
AS±JN,−1
(λ+K)(1 +A2)
∂̂Nd(ξ
′, yN)
−
N−1∑
k=1
AS±JN,−1(iξk)
(λ +K)(1 +A2)
∂̂k∂Nd(ξ
′, yN )∓
B±AS
±
JN,−1
(λ +K)(1 +A2)
̂(1 −∆′)d(ξ′, yN )
}]
(x′) dyN
Analogously, we have
p−(x) =
∫ 0
−∞
F−1ξ′
[
eA(xN+yN )
p−N,1
λ+K
{
̂(1 −∆′)d(ξ′, yN )−
N−1∑
k=1
∂̂k∂Nd(ξ
′, yN )
}]
(x′) dyN .
By (3.8), (4.5), Lemma 6.3 and (6.26) with α = 0, we have
p−N,1
λ+K
∈M0,2(λ0),
AR±JN,0(iξk)
(λ +K)(1 +A2)
,
A±AR
±
JN,0
(λ+K)(1 +A2)
∈M−1,2(λ0),
AR±JN,0
(λ+K)(1 +A2)
,
AS±JN,−1
(λ+K)(1 +A2)
,
AS±JN,−1(iξk)
(λ+K)(1 +A2)
,
B±AS
±
JN,−1
(λ+K)(1 +A2)
∈M−2,2(λ0).
(6.27)
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In fact, by Leibniz’s rule we have
|∂α
′
ξ′
( A+AR+JN,0
(λ+K)(1 + A2)
)
| ≤ Cα′
|λ|1/2 +A
(|λ|+A)(1 +A)
A−|α
′|.
Since (|λ| + A)(1 + A) = |λ| + |λ|A + A + A2 ≥ 12 (|λ|
1/2 + A)2, we have
A±AR
±
JN,0
(λ+K)(1+A2) ∈ M−1,2(λ0).
Analogously, we have other assertions in (6.27). Therefore, by Lemma 3.4, Lemma 3.5 and Corollary 6.8
we have Theorem 6.1, which completes the proof of Theorem 2.2.
7 A proof of theorem 1.1
First, we transfer problem (1.4), (1.10) and (1.6) to the zero intial data case. Let eAt be the operator
defined by eAtf = F−1ξ [e
−(1+|ξ|2)1/2t CF [f ](ξ)]. Here and in the sequel, F [f ](ξ) and F−1 denote the
Fourier transform f on RN and the inverse transform of g(ξ) defind by
F [f ](ξ) =
∫
RN
e−ix·ξf(x) dx, F−1ξ [g(ξ)] = (2π)
−N
∫
RN
eix·ξg(ξ) dξ,
respectively. Since
‖[∂te
Atf ](·, t)‖Lq(RN ) ≤ Ct
−1e−t/2‖f‖Lq(RN ),
‖[∂te
Atf ](·, t)‖Lq(RN ) ≤ Ce
−t/2‖f‖W 1q (RN ),
‖[eAtf ](·, t)‖Lq(RN ) ≤ Ce
−t/2‖f‖Lq(RN )
for 1 < q < ∞ and t > 0, employing the same real interpolation argument as in the proof of Theorem
3.9 in [13], we have
‖∂te
Atf‖Lp((0,∞),Lq(RN )) + ‖e
Atf‖Lp((0,∞),W 1q (RN )) ≤ C‖f‖B1−1/pq,p (RN )
.
Thus, setting I = eAtH0, we have I|t=0 = H0 in R
N , and
‖∂tI‖Lp((0,∞),W 2q (RN )) + ‖I‖Lp((0,∞),W 3q (RN )) ≤ C‖H0‖B3−1/pq,p (RN )
, (7.1)
where 1 < p, q <∞. On the other hand, let u˜0± be the extension of u0± to R
N
∓ such that u˜0± = u0± on
RN± and
‖u˜0±‖B2(1−1/p)q,p (RN )
≤ C‖u0±‖B2(1−1/p)q,p (RN± )
. (7.2)
Setting
v± = e
−(1−∆)tu˜0± = F
−1
ξ [e
−(1+|ξ|2)tF [u˜0±](ξ)],
obviously we see that v±|t=0 = u0± in R
N
± , and moreover by the same real interpolation argument in
the proof of Theorem 3.9 in [13], we have
‖∂tv±‖Lp((0,∞)Lq(RN )) + ‖v±‖Lp((0,∞),W 2q (RN )) ≤ C‖u0±‖B2(1−1/p)q,p (RN± )
. (7.3)
Setting u± = v± +w± and H = I + J in (1.4) and (1.10), we have
ρ∗+∂tw+ −Div S∗+(w+) = f˜+ in R
N
+ × (0, T )
ρ∗−∂tw− −DivS∗−(w−) +∇p− = f˜−, divw− = f˜div = div f˜div in R
N
− × (0, T )
µ∗−DiN (w−)|− − µ∗+DiN (w+)|+ = g˜i (i = 1, . . . , N − 1) in R
N
0 × (0, T ),
(µ∗−DNN(w−)− p−)|− =
ρ∗−
ρ∗− − ρ∗+
∆′J in RN0 × (0, T ),
(µ∗+DNN(w+) + (ν∗+ − µ∗+)divw+I)|+ =
ρ∗−
ρ∗− − ρ∗+
∆′J + g˜N+1 in R
N
0 × (0, T ),
26
w−i|− − w+i|+ = h˜i (i = 1, . . . , N − 1) in R
N
0 × (0, T ),
∂tJ −
( ρ∗−
ρ∗− − ρ∗+
w−N |− −
ρ∗+
ρ∗− − ρ∗+
w+N |+
)
= d˜ in RN0 × (0, T ),
w±|t=0 = 0 in R
N
± , J |t=0 = 0 in R
N (7.4)
with
f˜+ = f+ − (ρ∗+∂tv+ −Div S∗+(v+)), f˜− = f− − (ρ∗−∂tv− −DivS∗−(v−)) +∇g˜N ,
p− = π− + g˜N , g˜N =
ρ∗−
ρ∗− − ρ∗+
(σ∆′H1 + gN − ρ∗+gN+1)− µ∗−DNN (v−),
f˜div = fdiv − div v−, f˜div = fdiv − v−,
g˜i = g− − (µ∗−DiN (v−)|− − µ∗+DiN (v+)|+) (i = 1, . . . , N − 1),
g˜N+1 =
ρ∗+
ρ∗− − ρ∗+
(σ∆′H + gN − ρ∗−gN+1)− (µ∗+DNN(v+) + (ν∗+ − µ∗+)div v+)|+),
H˜− = h− − (v−i|− − v+i|+) (i = 1, . . . , N − 1),
d˜ = d+
( ρ∗−
ρ∗− − ρ∗+
v−N |− −
ρ∗+
ρ∗− − ρ∗+
v+N |+
)
.
Setting
F˜p,q(t) = ‖f˜+‖Lp((0,t),Lq(RN+ )) + ‖f˜−‖Lp((0,t),Lq(RN− )) + ‖f˜div ‖Lp((0,t),W 1q (RN− )) + ‖f˜div ‖Lp((0,t),W−1q (RN− )
+ ‖∂tf˜div ‖Lp((0,T ),Lq(RN− )) +
N+1∑
i=1
(‖g˜i‖Lp((0,t),W 1q (RN )) + ‖∂tg˜i‖Lp((0,t),W−1q (RN )))
+
N−1∑
j=1
(‖h˜j‖Lp((0,t),W 2q (RN )) + ‖∂th˜j‖Lp((0,t),Lq(RN ))) + ‖d˜‖Lp((0,t),W 2q (RN ))},
by (7.1) and (7.2) we have
F˜p,q(t) ≤ CFp,q(t) for any t ∈ (0, T ). (7.5)
By (1.11)
f˜div |t=0 = 0, f˜div |t=0 = 0, g˜i|t=0 = 0, h˜j |t=0 = 0 (7.6)
for i = 1, . . . , N − 1 and N + 1, and j = 1, . . . , N − 1. Given function f defined on (0, T ), the extension
operator Etf is defined by
[Etf ](·, s) =
{
f0(·, s) −∞ < s < t,
f0(·, 2t− s) t < s <∞,
(7.7)
where f0 is the zero extension of f to (−∞, 0), that is f0(·, s) = f(·, s) for 0 < s < t and f0(·, s) = 0 for
−∞ < s < 0. Obviously, [Etf ](·, s) = 0 for s 6∈ [0, 2t]. Moreover, if f |t=0 = 0, then
∂s[Etf ](·, s) =

0 −∞ < s < 0,
∂sf(·, s) 0 < s < t,
−(∂sf)(·, 2t− s) t < s < 2t,
0 2t < s <∞.
(7.8)
Instead of (7.4), we consider the equations:
ρ∗+∂tw+ −DivS∗+(w+) = f˜+ in R
N
+ × R
ρ∗−∂tw− −DivS∗−(w−) +∇p− = f˜−, divw− = f˜div = div f˜div in R
N
− × R
µ∗−DiN (w−)|− − µ∗+DiN (w+)|+ = g˜i (i = 1, . . . , N − 1) in R
N
0 × R,
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(µ∗−DNN (w−)− p−)|− =
ρ∗−
ρ∗− − ρ∗+
∆′J in RN0 × R,
(µ∗+DNN (w+) + (ν∗+ − µ∗+)divw+I)|+ =
ρ∗−
ρ∗− − ρ∗+
∆′J + g˜N+1 in R
N
0 × R,
w−i|− − w+i|+ = h˜i (i = 1, . . . , N − 1) in R
N
0 × R,
∂tJ −
( ρ∗−
ρ∗− − ρ∗+
w−N |− −
ρ∗+
ρ∗− − ρ∗+
w+N |+
)
= d˜ in RN0 × R. (7.9)
Let L and L−1 be the Laplace transform with respect to t and its inverse transform defined by
L[f ](λ) =
∫ ∞
−∞
e−λtf(·, t) dt, L−1[g(·, λ)](t) =
1
2π
∫ ∞
−∞
eλtg(γ + iτ) dτ
with λ = γ + iτ ∈ C. If we denote the Fourier transform with respect to t and its inverse transform by
Ft and F
−1
τ , then we have L[f ](·, λ) = Ft[e
−γtf ](τ) and L−1[g(·, λ)](t) = eγtF−1τ [g(·, γ + iτ)](t). Let
A±(λ), P−(λ) and H(λ) be R-bounded solution operators of problem (2.1) given in Theorem 2.2. If we
apply the Laplace transform with respect to t to (7.9), then we have the generalized resolvent equation
(2.1) with
f± = L[Et f˜±], f˜− = L[Etf˜div ], f˜− = L[Et f˜div ],
gm = L[Etg˜m], gN = 0, gN+1 = L[Etg˜N+1], hm = L[Eth˜m].
Thus, setting
w± = L
−1[A±(λ)Gλ], p− = L
−1[P−(λ)Gλ], J = L
−1[H(λ)Gλ)]
with
Gλ =(L[Et f˜+],L[Et f˜−], λ
1/2L[Etf˜div ],∇L[Etf˜div ], λL[Et f˜div ],
λ1/2L[Etg˜],∇L[Etg˜], λL[Eth˜], λ
1/2∇L[Eth˜],∇
2L[Eth˜]),
where g˜ = (g˜1, . . . , g˜N−1, 0, g˜N) and h˜ = (h˜1, . . . , h˜N−1), we see that w±, p− and J satisfy the equations
(7.9) and the estimate
Eγ ≤ C{‖e
−γtEtf+‖Lp(R,Lq(RN+ )) + ‖e
−γt(Etf−,Λ
1/2
γ Etf˜div ,∇Etf˜div , ∂tEtf˜div )‖Lp(R,Lq(RN− ))
+ ‖e−γt(Λ1/2γ Etg˜,∇Etg˜, ∂tEth˜,Λ
1/2
γ ∇Eth˜,∇
2Eth˜)‖Lp(R,Lq(RN ))}. (7.10)
for any γ ≥ γ0 with some constants C and γ0 with the help of Weis’s operator valued Fourier multiplier
theorem [17], where we have set Λ
1/2
γ = L−1[λ1/2L[f ]] and
Eγ =
∑
ℓ=±
‖e−γt(∂twℓ,Λ
1/2
γ ∇wℓ,∇
2wℓ)‖Lp(R,Lq(RNℓ ) + ‖e
−γt∇p−‖Lp(R,Lq(RN− ))
+ ‖e−γt(∂tJ,∇J)‖Lp(R,W 2q (RN )),
and we have used the fact that
(∂t,Λ
1/2
γ ∇,∇
2)w± = L
−1[G1λA±(λ)Gλ], ∇p− = L
−1[∇P−(λ)Gλ], (∂t,∇)J = L
−1[G2λH(λ)Gλ].
As was seen in Shibata and Shimizu [13], we know that
γ‖e−γtf‖Lp(R,Lq(Ω) ≤ C‖e
−γt∂tf‖Lp(R,Lq(Ω)),
‖Λ1/2γ f‖Lp(R,Lq(Ω)) ≤ C{‖∂tf‖Lp(R,W−1q (Ω)) + ‖f‖Lp(R,W 1q (Ω)), (7.11)
‖e−γt∂tf‖Lp(R,Lq(Ω)) + ‖e
−γtf‖Lp(R,W 2q (Ω)) ≤ C‖e
−γt(∂tf,Λ
1/2
γ ∇f,∇
2f)‖Lp(R,Lq(Ω)) (7.12)
for any γ ≥ γ0 with some constant C > 0, where Ω = R
N
± or = R
N . Thus, combining (7.10) and (7.12),
we have
Eγ +
∑
ℓ=±
γ‖e−γtw±‖Lp(R,Lq(RNℓ )) + γ‖e
−γtJ‖Lp(R,W 2q (RN )) ≤ CMγ (7.13)
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for any γ ≥ γ0 with some constant C > 0 with
Mγ =
∑
ℓ=±
‖e−γtEt f˜ℓ‖Lp(R,Lq(RNℓ )) + ‖e
−γt∂tEtf˜div ‖Lp(R,W−1q (RN− ))
+ ‖e−γtEtf˜div ‖Lp(R,W 1q (RN− ))
+ ‖e−γt∂tEtf˜div ‖Lp(R,Lq(RN− )) + ‖e
−γt∂tEtg˜‖Lp(R,W−1q (RN )) + ‖e
−γtEtg˜‖Lp(RN ,W−1q (RN ))
+ ‖e−γt∂tEth˜‖Lp(R,Lq(RN )) + ‖e
−γtEth˜‖Lp(R,W 2q (RN ))
for any γ ≥ γ0 with some constant C > 0. Especially, it follows from (7.13) and the fact that Etf
vanishes for t < 0 that v± and J also vanish for t < 0. In fact, we observe that
γ(‖w+‖Lp((−∞,0),Lq(RN+ )) + ‖w−‖Lp((−∞,0),Lq(RN− )) + ‖J‖Lp((−∞,0),W 2q (RN ))
≤ γ(‖e−γtv+‖Lp(R,Lq(RN+ )) + ‖e
−γtv−‖Lp(R,Lq(RN− )) + ‖e
−γtJ‖Lp(R,W 2q (RN )) ≤ CMγ ≤ CMγ0
for any γ ≥ γ0, so that letting γ →∞ we have ‖w±‖Lp((−∞,0),Lq(RN±)) = 0 and ‖J‖Lp((−∞,0),W 2q (RN )) =
0, which implies that w± and J vanishe for t < 0. By the equation, we also have that ∇p− vanishes
for t < 0. Summing up, we have seen that w± ∈ Lp(0,∞),W
2
q (R
N
± )) ∩ W
1
p ((0,∞), Lq(R
N
± )), p− ∈
Lp((0,∞), Wˆ
1
q (R
N
− )) and J ∈ Lp((0,∞),W
3
q (R
N )) ∩W 1p ((0,∞),W
2
q (R
N )), w±, p− and J satisfy (7.4)
with T = t, because Etf = f for t ∈ (0, t). Moreover, by (7.7), (7.8), and (7.13), we have
Ip,q(w±, p−, J)(t) ≤ Ce
γt
F˜p,q(t) ≤ Ce
γt
Fp,q(t). (7.14)
Since the uniqueness follows from the existence of solutions to the dual problem, the equation (7.4)
admits unique soltuions for (0, t). Especially, we can construct unique solutions of problem (7.4) for
(0, T ) and these solutions are also solutions of problem (7.4) with T = t for any 0 < t < T , so that by
(7.14) we have completed the proof of Theorem 1.1.
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