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ABSTRACT
Understanding the thermodynamics of small systems has a well-established 
history. The non-intuitive behavior of the intensive properties of small systems comprised 
of less than a few hundred particles has important implications in many areas of 
engineering and materials science. Nevertheless, many open questions about the 
thermophysical properties of systems not in the thermodynamic limit remain unanswered. 
In the first part of this work, we explore the consequences of the coupling of two small 
subsystems that together make up a larger isolated system through the use of statistical 
mechanics and molecular dynamics simulations of Lennard-Jones particles in two 
dimensions. The results from this study show that the average thermodynamic 
temperature and the average thermodynamic pressure of both subsystems can be 
different, with the relative difference being based on the number of particles making up 
the two subsystems. We also provide theoretical and simulation proof that the chemical 
potential of the two subsystems do not need to be the same if the temperature and 
pressure of the two subsystems are the same, as would be the case in the macroscopic 
limit.  
Ligand-receptor binding has traditionally been monitored by techniques that 
either requires a label to be attached to the analyte or complex optical methods to be 
detected. Phospholipid monolayers coupled with thermotropic liquid crystals as a 
responsive support can be used as a label-free biosensor. The hydrophobic acyl chains of 
v 
the lipids contact the hydrophobic liquid crystal surface and the polar lipid head groups 
are presented to specific binding events involving proteins, enzymatic reactions, viruses, 
bacteria, etc. The mechanism by which lipid anchoring effects the liquid crystal surface 
remains to be elucidated. Therefore, a molecular study of the phospholipid/liquid crystal 
interface to determine the mechanisms by which binding events are transmitted from the 
analytes to the liquid crystal layer is crucial for the design of novel sensors. In the second 
part of this study, through a molecular model, we mimic the experimental systems by 
specifying interaction energies and their positional and angular dependencies. Our model 
allows us to fully characterize the organizations of phospholipids within the monolayer 
and also the orientations of liquid crystals in the bulk.
vi 
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CHAPTER 1 
INTRODUCTION
In this study, our aim is to study the statistical thermodynamics of interfaces, 
bulk, and the coupled finite systems through energy and entropy contributions. The recent 
advances in biotechnology and chemical industries have stimulated the research to 
understand the properties of soft matter such as liquid crystals, polymers, colloids, self-
assembling amphiphilic systems, and surfactants. They all consist of large structural units 
and show significant responses to small external perturbations (Doi 2011). Soft matter is 
characterized by weaker interactions than hard materials and stronger than those of a 
single molecule (Safran 2002). In order to understand the bulk behavior of the soft 
matter, we need to understand the interfacial properties of them (Safran 2002). The 
systems that are studied here are homogenous in the x-y plane and the size of the system 
in the z-direction (bulk) can be up to 100 µm.  
Equilibrium density functional theory methods in statistical mechanics allow us to 
incorporate atomistic and molecular interactions at much lower cost than simulations 
(Oxtoby 2002). In first order phase transitions, defining a proper order parameter such as 
density or orientational plays a very important role in characterizing the phase transition. 
When we minimize the free energy as a function of that order parameter, we find stable 
phases and coexistence by solving several simultaneous nonlinear equations. External 
potentials can be added to this equation to simulate the effect of walls  (Oxtoby 2002).   
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In chapter two we are going to study thermodynamic properties of the coupled 
finite systems. Based on two different classical definitions of entropy in literature, we are 
going to examine which of these two definitions are thermodynamically consistent. We 
derive the thermodynamic properties of small systems through a statistical mechanics 
approach and then we verify the results by comparing them to molecular dynamic 
simulations in the microcanonical ensemble. 
Self-assembling amphiphilic molecules such as phospholipids are made of both 
hydrophobic (tails) and hydrophilic ester group (head group) parts and These surfactant 
molecules that reduce the surface tension of water, have hydrocarbon chains that are 
attached to a polar head group. These self-assembling amphiphilic molecules can be 
found in biological systems in nature to drug encapsulation systems in the biotechnology 
industry. In chapter three, we are going to model the lipid monolayers on air/water 
interface. Lipid monolayers at the air/water interface are excellent model systems for 
various areas of science. In physics and chemistry, they can be used as models to study 
surface phenomena, such as adsorption, surface activity, wetting, ordering, and phase 
transitions. 
Liquid crystals are anisotropic molecules (rod-like molecules) with the 
orientational order but no translational order. Therefore, they are usually called 
mesophases of matter meaning that they are between solid and liquid phases. Their 
orientational sensitivity to small external fields can be used to control their optical 
properties (Safran 2002). Liquid crystals have a variety of applications in industry; from 
electronic displays to drug delivery applications (Guo et al. 2010). In chapter four, we 
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will be investigating the effect of phospholipid self-assemblies on the orientational 
ordering of liquid crystal molecules. 
Our general approach is to develop a mean field theory to the understanding of 
these biological interfaces. For lipid monolayers, we model the exact structure of the 
molecules. However, for liquid crystals, we use a coarse-grained approach by lumping 
many structural details into some phenomenological constants that are obtained from the 
experimental and analytical analyses.  For the study of coupled finite systems, there will 
be no molecular structure and we only have particles that represent an ideal gas or a real 
gas. 
In order to study interface stability, equilibrium, and fluctuations of these systems, 
we need to minimize the free energy functional as a function of density which is a 
function of configuration. Meaning that the system will adapt a configuration to minimize 
the difference between te entropy and the internal energy.  
 4 
CHAPTER 2
THERMODYNAMIC PROPERTIES OF SMALL SYSTEMS 
At the macroscopic scale, the system contains very large number of the molecules 
and it can be characterized by thermodynamic properties, such as temperature, pressure, 
volume, entropy, and free energy. However, at the microscopic scale, individual 
molecules of the system are characterized by kinetic energy and potential energy as a 
function of momentum and position of the molecules. Through a statistical mechanical 
approach, we can relate the thermodynamic properties of the system at the microscopic 
level to the macroscopic level. 
In an isolated system with fixed volume, each snapshot of the system (at any 
instant) is called a microstate. Macroscopic properties of the system can be obtained by 
taking the average of these thermodynamic properties over the microstates in an isolated 
system. According to the first fundamental postulate of statistical mechanics (Equal A 
Priori Probability), all of these microstates are equally probable in an isolated system. 
This probability is mathematically defined as: 
),,(
1
EVN
Pi


       (2.1) 
In which i  is the microstate, ),,( EVN  is the number of microstates at fixed number of 
particles, volume, and energy.  
In order to calculate the time average, we need to observe these snapshots of the system 
for a long enough time. However, according to the second fundamental postulate of 
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statistical mechanics (ergodicity), for an isolated system, the time average, and the 
ensemble average are equivalent. Meaning that a large number of observations made on a 
single system at arbitrary instants of time have the same statistical properties as observing 
arbitrarily chosen systems at the same time from an ensemble similar systems 
(McQuarrie 2000).  
te
XX 
        (2.2) 
Because of the fact that microcanonical ensemble holds a special place in the 
fundamentals of the statistical mechanics and all of the other ensembles can easily be 
derived from the microcanonical ensemble, it is critically important that we have a formal 
definition of entropy since it’s the control variable for equilibrium for this ensemble. The 
entropy of an isolated system or Boltzmann entropy is defined as: 
),,(ln EVNkS B         (2.3) 
In which Bk  is Boltzmann constant. This is a fundamental equation that relates the 
thermodynamic properties of a system at macroscopic level to the statistical properties of 
the system at the microscopic level. Based on fundamentals of statistical mechanics, for 
an isolated system, the ensemble averages can generally be defined as: 
 
i
i
i
iii X
EVN
XPX
),,(
1
      (2.4) 
Using this expression to calculate the entropy, we will get: 
 
i
iiB
i
iB
i
ii PPkEVNPkXPS ln),,(ln
   (2.5) 
This entropy which is a function of microstate probabilities is called Gibbs entropy 
equation. There has been considerable debate in the literature over many years regarding 
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the classical definition of entropy in the microcanonical ensemble. There are two 
different classical definitions of entropy: Boltzmann-Planck entropy and Gibbs entropy. 
The difference between these two is that Boltzmann entropy uses the delta function and 
the Gibbs entropy uses the Heaviside step function. Following is the brief introduction of 
the general arguments for using both definitions.  
 
2.1.Classical Definitions of Entropy 
There are two commonly used classical definitions of entropy. Boltzmann-Planck 
entropy (or surface entropy) for an isolated system is defined as:  
lnBsurf kS          (2.6) 
  is defined by an integral over the phase space density (PSD) (Gross and Kenney 
2005): 
  
 


0
),(
2!
),,(
33



E
E
N
NN
pq
N
qdpd
EVN



    (2.7) 
The density function is defined as: 


 

otherwise
EpqHE
pq
0
),(1
),(
0


     (2.8) 
Then, we can write: 
  
 
   ),(
2!
),,(
33
0 pqHE
N
qdpd
EVN
N
NN 





   (2.9) 
where 0

 is the macroscopic energy resolution, and   is the delta function. The only 
states that contribute to the partition function are those with Hamiltonian exactly equal to 
the energy of the system. This actually means that ),,( EVN  is the sum over all 
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microstates with fixed N , V , and with 0
 EEE i . Phase space density requires the 
energy of the system to always be equal to the Hamiltonian. 
The Hamiltonian of the system is defined as: 
    


N
i i
i r
m
p
qPEpKEpqH
1
2
)(
2
),(

    (2.10) 
The partition function can now be written as: 
    








NV
N
i i
i
i
NN
N
r
m
p
Epdrd
N
EVN
1
2
0
33
3
)(
22!
1
),,( 



 (2.11) 
 









 



N
N
V
N
N
N
NN
N
E
rE
V
rd
N
N
mEV
)1
2
3
(
)(
)
2
3
(2!
3
2
3
2
3
)1
2
3
(
0


   (2.12) 
The other definition that has been suggested for entropy is based on integral over 
the phase space volume (PSV) (Gross and Kenney 2005) and is called Gibbs entropy or 
volume entropy: 
 lnbulkS         (2.13) 
  
 
   ),(
2!
),,(
33
pqHE
N
qdpd
EVN
N
NN 


     (2.14) 
Which is actually the sum over microstates with fixed N , V , and with 
EEi   (
EpqH ),(

).  is the Heaviside step function. The phase space volume requires that 
Hamiltonian of the system be equal or less than the energy of the system. 
These two expressions are equivalent in the macro (a large number of particles) limit, but 
they are different in the small system limit. 
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In order to get ensemble averages, it is well known that one must use the probability that 
is defined by the phase space density ( 

): 
  qdpdXX NN  33       (2.15) 
According to Gibbs entropy formula, the entropy as a function of microstate probabilities 
is defined as: 

i
iiB ppkS ln
       (2.16) 
Using Gibbs entropy formula and the same density that we use to get the ensemble 
averages, we will get the Boltzmann-Planck entropy: 
     lnln 33 BNNB kqdpdkS   


   (2.17) 
But if we use the density defined by phase space volume to define the entropy, we have 
actually mixed these two different definitions of the density of space. However, this 
entropy with phase space volume gives us the temperature and the pressure that matches 
what is derived from the equipartition theorem (Hilbert, Hänggi, and Dunkel 2014). 
        lnln
33
B
NN
B kqdpdkS


   (2.18) 
 
2.2.Definitions of Temperature and Pressure  
There are two definitions of temperature and pressure that are equivalent in the 
macro limit but different in the small system limit. The thermodynamic temperature, 
which is obtained directly from taking the derivative of the Boltzmann-Plank entropy 
with respect to the energy at fixed particle number and volume:  
TE
S
dN
T
dV
T
P
dE
T
dS
VN
11
,










    (2.19) 
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VN
B
VN
B
E
k
E
S
EVNkEVNS
,,
ln
),,(ln),,( 


















  (2.20) 
KE
Nd
ETk VN
1
1
2
.ln1
,
















B     (2.21) 
The kinetic temperature, which is the same as that obtained from the equipartition 
theorem, can be derived by taking the energy derivative of the Gibbs Entropy Definition 
as long as the averages are taken with the phase space density: 
KE
Nd
HpTk
ipiKB







.
2
     (2.22) 
There are also two definitions of the pressure which are again the same in the 
macro limit but different in the small system limit.  The thermodynamic pressure, which 
is obtained directly from the phase space density partition function: 
T
P
V
S
dN
T
dV
T
P
dE
T
dS
NE









,
1 
    (2.23) 
NE
B
NE
B
V
k
V
S
EVNkEVNS
,,
ln
),,(ln),,( 


















  (2.24) 
NEB VTk
P
,
ln












       (2.25) 
The mechanical pressure, which is again obtained from the equipartition theorem, can be 
derived by taking the volume derivative of the Gibbs Entropy definition as long as the 
averages are taken with the phase space density:   
HrP
iriM

       (2.26) 
Even though the kinetic temperature and the mechanical pressure that is derived from the 
phase space volume are the same as those obtained from the equipartition theorem, the 
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chemical potential which is another important property of the system at equilibrium is not 
the same.  
Using the other definition of the entropy (PSV): 
KE
NdNd
ETk VNB
1
2
.
2
.ln1
0,























 

   (2.27) 
KE
Nd
HpTk
ipiKB







.
2
     (2.28) 
 TkTk BKB        (2.29) 
Following the same reasoning we will get: 
 PPM         (2.30) 
To make a distinction between these two definitions we are going to look at two 
subsystems that together form an isolated system and look at the interactions between 
those two subsystems. We design three experiments and we study the equilibration under 
the transfer of energy, the change of volume and energy, and the change of particles and 
energy to relate the various temperatures, pressures, and chemical potentials at 
equilibrium. We can derive these properties exactly for an ideal gas. We will also show 
that these results hold for a real gas through molecular dynamics simulations of Lennard-
Jones particles in two dimensions. 
 
2.3.Experiment 1: Equilibration under the Exchange of Energy 
Two closed and rigid subsystems are initially separated by an adiabatic partition 
and then after some time the partition becomes diathermal and allows the exchange of 
energy between the subsystems. We assume that there is no chemical reaction in the 
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system and the density of the particles is fixed. The energies of the subsystems are 1E  
and 2E , and the total energy is fixed: 
21 EEEtotal         (2.31) 
 
 
Figure 2.1- (a) Two separate isolated systems before thermal contact, (b) Two subsystems 
exchanging energy through a diathermal partition. 
 
The driving force for the system to reach equilibrium is through the equipartition of the 
total energy of the combined system. According to the second law of thermodynamics, 
the total entropy is maximal when the system reaches equilibrium: 
  )()(, 22111 ESESEEStotal        (2.32) 
 
0
,
,1
1 





VN
total
dE
EEdS
      (2.33) 
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Then, for ),,(ln),,( EVNkEVNS B  , we should have: 
  
Energy Exchange 
a b 
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21
11
 TT

       (2.36) 
 
2.3.1. Experiment 1- Ideal Gas (Theory) 
To calculate the averages, we use the probability distribution function which is 
derived from the partition function. Using PSD entropy definition, when the two 
subsystems reach equilibrium their thermodynamic temperatures are always the same: 
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Which means that for subsystem-1 and subsystem-2 we will get: 
11
21
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

 TkTk BB       (2.42) 
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However, if we try to calculate the kinetic temperature of the two subsystems, then we 
find that these can be different, and this difference is related to the number of particles in 
each of the subsystems: 
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Therefore: 
21 
TkTk BB         (2.47) 
With PSV definition, the average thermodynamic temperature can be different depending 
on the particle numbers: 
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
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However, the kinetic temperatures are always equal when the systems are in equilibrium: 
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21 
 TkTk BB        (2.56) 
It can also be concluded that for a small system, the average of inverse temperature is not 
equal to the inverse of the average temperature: 
)(
11
systemssmall
TT

      (2.57) 
 
2.3.2. Experiment 1- Real Gas (Molecular Dynamics Simulation) 
The temperature, the mean pressure, and the chemical potential of the system are 
calculated through a molecular dynamics simulation of a small number of particles 
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interacting via the Lennard-Jones potential in two dimensions. First, the forces on the 
particles due to the other particles and also the walls are calculated: 
)(rUF ijij          (2.58) 
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According to Newton’s second law, the acceleration of particles is obtained by the total 
force on the particle: 
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Then using the Verlet algorithm, we integrate this expression for each molecule i  in the 
system at each time step and update the positions and velocities. The energy of the 
system which is composed of the kinetic energy and the potential energy can be written 
as: 
       NNNNN rUKErPEpKEprHE  ,
  (2.61) 
The kinetic energy of the system can be calculated as: 
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Using the kinetic energy, the temperature can be calculated: 
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     (2.64) 
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Using the Virial Theorem, the pressure is calculated as: 



i ij
ijijijB rFrTNkPV )(
3
1
     (2.65) 
The chemical potential of the system is calculated via the Widom particle insertion 
method: 
N
N
BTk


 1ln 
       (2.66) 
First, we calculate the temperature in the two boxes without them interacting with each 
other. We need these two boxes to be at the same temperature and therefore, we fix the 
kinetic energy of the two of them. Then we will have two systems that are at the same 
temperature and then after some time, we let them interact with each other. Because they 
are at the same temperature, when we allow them to interact with each other, the 
temperature should stay the same. But when we have a small number of particles, the 
temperature will go up. In other words, the temperature is not acting like a temperature. 
This is in agreement with other studies that state temperature is not the primary state 
variable of an isolated system (Hilbert, Hänggi, and Dunkel 2014). 
The simulation results for subsystems with an equal number of particles are shown in 
Table 2.1. 
 
Table 2.1- Simulation results for experiment-1 with an equal number of particles in two 
subsystems 
N1=N2=30 
ω Ω 
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005)-(1.9E 0.24
1
1
1


TkB  
005)-(1.9E 0.24
1
1
1


TkB  
005)-(2.42E 0.24
1
1
2


TkB  
005)-(2.42E 0.24
1
1
2


TkB  
002)-(5.27E 0.25
1
TkB  
002)-(5.27E 0.24
1
TkB  
002)-(4.15E 0.25
2
TkB  
002)-(4.15E 0.24
2
TkB  
 
As it can be seen from Table 2.1, average one over kBT and average kBT are equal for 
both subsystems for both entropy definitions. But when we have a different number of 
particles in each subsystem we get equal average one over kBT for PSD and equal kBT for 
PSV (Table 2.2) which is in agreement with the results derived from the ideal gas. 
 
Table 2.2-Simulation results for experiment-1 with different number of particles in two 
subsystems 
N1(25) ≠ N2(35) 
ω Ω 
005)-(1.21E 0.26
1
1
1


TkB  
005)-(1.21E 0.27
1
1
1


TkB  
006)-(8.69E 0.26
1
1
2


TkB  
006)-(8.69E 0.26
1
1
2


TkB  
002)-(8.23E 0.27
1
TkB  
002)-(8.23E 0.26
1
TkB  
001)-(1.15E 0.26
2
TkB  
001)-(1.15E 0.26
2
TkB  
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2.4.Experiment 2: Equilibration under the Exchange of Volume and Energy 
Two closed subsystems are initially separated by a fixed diathermal partition until 
after some time the partition is allowed to move and exchange heat. The schematic of the 
system is shown in Figure.2.2. 
 
 
Figure 2.2- (a) Two separate isolated systems before thermal contact, (b) Two subsystems 
exchanging energy and volume through a diathermal piston. 
 
When we have a diathermal movable piston between the two subsystems, so that 
the total volume is fixed, but the individual volumes may change, in addition to 
21 EEEtotal   we should also have: 
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Then, for ),,(ln),,( EVNkEVNS B  , we will get: 
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2.4.1. Experiment 2- Ideal Gas (Theory) 
We derive these averages again with the help of probability distribution function 
but this time both energy and volume are changing. The results from the second 
experiment show that once equilibrium is attained, with PSD entropy, the thermodynamic 
temperature, and the thermodynamic pressure are equal in both subsystems.  
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       (2.75) 
The kinetic temperature and the mechanical pressure of both subsystems can be different, 
with the relative difference again being based on the number of particles making up the 
two subsystems: 
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  
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However, with PSV entropy, the kinetic temperature, and the mechanical pressure are 
always equal in equilibrium: 
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Using PSV entropy definition, the thermodynamic temperature, and thermodynamic 
pressure are not always equal and the difference depends on the number of particles in 
both subsystems. Which again would be the case with the small size system. 
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 21 
21 
 PP
        (2.86) 
 
2.4.2. Experiment 2-Real Gas (Molecular Dynamics Simulation) 
The simulation results also show equal pressures for an equal number of particles 
(Table 2.3) and different pressures for subsystems with a different number of particles 
(Table 2.4).  
 
Table 2.3- Simulation results for experiment-2: calculated pressures for equal number of particles 
N1=N2=25 
ω Ω 
005)-(3.59E 0.31
1
P  
005)-(3.59E 0.31
1
P  
005)-(2.82E 0.31
2
P  
005)-(2.80E 0.31
2
P  
 
Table 2.4 - Simulation results for experiment-2: calculated pressures for different number of 
particles 
N1(20) ≠ N2(30) 
ω Ω 
005)-(5.63E 0.25
1
P  
005)-(5.71E 0.25
1
P  
005)-(7.80E 0.26
2
P  
005)-(7.98E 0.26
2
P  
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2.5.Gibbs-Duhem Equation 
Hill (Hill 1962) showed that the Gibbs-Duhem expression is modified for the 
small systems. In macroscopic thermodynamics, the Gibbs Duhem requires that: 
0 PVEST        (2.87) 
Therefore, if 21 TT   and 21 PP  , then from this definition we must have: 
21           (2.88) 
However, for small systems the Gibbs-Duhem is modified to not be equal to zero, so 
even though 21 TT   and 21 PP   from experiment 2, it does not mean that chemical 
potentials are equal. They’re both non-zero, and when we take the limit as N goes to 
infinity, those become zero. We verified this with both exact results for the ideal gas and 
using Widom’s Theory for the simulations: 
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     (2.91) 
So far, both the PSV and PSD definitions yield acceptable definitions for the 
temperature and the pressure for subsystems that exchange energy and volume. In the 
next section, we are going to obtain the chemical potentials when the systems exchange 
particles. 
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2.6.Experiment 3: Equilibration under the Exchange of Particles and Energy 
For this experiment, first we have two closed and adiabatic subsystems but then 
after some time, the partition between these two becomes diathermal and also allows the 
particle exchange. The schematic of the system is shown in Figure.2.3. 
 
 
Figure 2.3- (a) Two separate isolated systems before thermal contact, (b) Two subsystems 
exchanging energy and particles. 
 
When we have a diathermal partition between the two subsystems, so that the 
total number of particles is fixed, in addition to 21
EEEtotal   we should also have: 
21 NNN          (2.92) 
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     (2.94) 
Then, for ),,(ln),,( EVNkEVNS B  , we will get: 
2
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
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Energy Exchange 
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2.6.1. Experiment 3: Ideal Gas (Theory) 
The results from the third experiment show that once equilibrium is reached, with 
PSD entropy, the thermodynamic temperature, and the average chemical potential 
multiplied by the inverse thermodynamic temperature are equal in both subsystems.  
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2
2
1
1 expexp



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TkTk BB
     (2.99) 
   
21
expexp          (2.100) 
The average thermodynamic temperature and the average chemical potential of both 
subsystems can be different, with the relative difference again being based on the number 
of particles making up the two subsystems.  
Therefore, with phase space density using the delta function, the chemical 
potential over TkB are always equal and the chemical potential not divided by TkB  are 
not equal. However, with phase space volume entropy using the Heaviside function, the 
average chemical potentials for two subsystems are never equal for two subsystems in 
equilibrium with a different number of particles. Even though the temperatures and the 
pressures are equal when two subsystems exchange energy or energy and volume, if they 
exchange mass we will never get chemical potentials derived from PSV be equal across 
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the system boundary. There isn’t an equivalent expression for the equipartition theorem 
for the chemical potential.  This means that the PSV entropy formula can never produce 
an acceptable result for the chemical potential for small systems. 
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expexp          (2.102) 
 
2.7.Conclusions 
As we saw here, if we take two small systems with equal temperature and then 
allow them to be in thermal contact, their temperature increases to a new same 
temperature at equilibrium and entropy increases which is consistent with the second law. 
Both entropy definitions lead to identical results in the thermodynamic limit but yield 
different results at small system sizes. We can’t use both Ω and ω interchangeably to 
describe the same ensemble average. For each statistical mechanic ensemble, we should 
employ a single partition function to generate all of the properties of the system. Only, 
integral of the Phase Space Density leads to physically consistent results for the chemical 
potential and should be used in all calculations. With PSV entropy we will never have 
equal chemical potentials for two subsystems in equilibrium. The only reason that the 
PSV Entropy seems to work in regard to the temperature and the pressure is a 
mathematical curiosity that the derivatives of the Phase Space Volume yield the same 
results as those obtained by the equipartition theorem.   
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CHAPTER 3
MOLECULAR MODELING OF LIPID MONOLAYERS 
The lipid bilayer as a barrier in the cell membrane and its interactions with ions, 
proteins and other molecules makes the study of the lipids mixture very important. Lipid-
lipid, lipid-protein and protein-protein interactions are the most important interactions in 
the cell membrane (Bennett and Tieleman 2013). Phase transitions of the lipid mixtures 
with the fluctuation of density are known to play a very important role in cell membrane 
function (Duncan and Larson 2008). Biomembranes lipid packings are known to be 
closely related to their biological functions (Miyoshi and Kato 2015). Because of the 
similarities in lateral interactions of monolayers and bilayers, phospholipid monolayers at 
the air/water interface can be considered as 2D models of biological membranes and their 
theoretical models are comparable (Stefaniu, Brezesinski, and Möhwald 2014). Except 
for the gaseous phase in the monolayer, all other phases may be observed in the bilayer. 
Also, monolayers of amphiphilic molecules at the air/water interface can give us indirect 
information about interactions with ions, DNA, drugs, polymers, etc. (Stefaniu, 
Brezesinski, and Möhwald 2014). Therefore, the molecular level study of lipid mixture 
monolayer can help us to understand the most important interactions in the cell 
membrane.  
Langmuir monolayers have been studied through different techniques such as surface 
pressure-area isotherms, atomic force microscopy (Guzman et al. 2012; Yuan and 
Johnston 2002; Qiao et al. 2013), Brewster angle microscopy (Miñones et al. 2009; 
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Małgorzata Jurak and Miñones Conde 2013; Guzman et al. 2011), fluorescence 
microscopy (Yuan and Johnston 2002) , ellipsometry (Kim, Kim, and Byun 2001), near-
field scanning (Yuan and Johnston 2002), x-ray diffraction (Ivankin, Kuzmenko, and 
Gidalevitz 2010; Lin et al. 1990), and Nonlinear optical techniques (Dynarowicz-Ła̧tka, 
Dhanabalan, and Oliveira 2001).  
The history of experimental studies of surfactant monolayers began by 
publications of Harkins and Langmuir in 1930s (Evans, Rawicz, and Smith 2013). Irving 
Langmuir was the first one to study a floating monomolecular layer on the water surface. 
The surface pressure is defined as the difference between the surface tension of a surface 
covered with surfactants and the surface tension of a bare surface. Because of the 
difference between attractive forces from the molecules in the bulk below the surfactant 
interface and the molecules above the interface, an asymmetric force distribution is 
created which is called surface tension. Surface pressure-area isotherms of surfactant 
mixtures at the surface can be used to obtain the phase diagrams of mixtures.  
The fact that the pressure-area isotherms of lipid monolayers can vary depending 
on experimental factors shows the significance of modeling of the lipid mixtures. 
Experimental conditions can incredibly change the surface pressure isotherms. 
Temperature, solvent, subphase, compression rate, purity of the lipids, dust 
contamination, experimenter’s skill, etc. may influence the obtained isotherms (Huynh et 
al. 2014; Miyoshi and Kato 2015).  
Molecular modeling of a monolayer of a mixture of phospholipids provides us 
molecular-level insight into the structure and behavior of phospholipids mixtures that 
may not be possible to obtain experimentally. Although the macroscopic behavior of the 
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lipids is easy to observe in experiments, molecular details and energetics are hard to 
obtain in experiments (Bennett and Tieleman 2013). The shape and size of the lipid 
coexistence domains at the air-water interface can vary based on chemical compositions, 
temperature, pressure, and sometimes impurities (Mcconnell 1991). Therefore, 
understanding the role of each of these parameters along with the structure of the 
molecules in the system can help us to obtain the results that may even not be possible to 
get experimentally.  
Studies of lipid monolayer show that there are seven monolayer phases: gas, 
liquid expanded, and five different liquid condensed phases (Knobler 1992). A typical 
surface pressure-area isotherm is shown in Figure.3.1. 
 
 
Figure 3.1 -Schematic of surface pressure-area isotherms. 
 
Different methods such as surface pressure-area isotherms, compressibility-
surface pressure curves (Yu, Jin, and Cao 2002) have been proposed to characterize the 
liquid expanded to liquid condensed phase transitions of lipid monolayers. These 
methods can be used for both experimental and simulated data. Coarse Grain model 
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(Nielsen et al. 2003; Svetlana Baoukina et al. 2007; De Meyer et al. 2010) and atomistic 
model (Duncan and Larson 2008; Martinez-Seara et al. 2010) are among most popular 
molecular dynamic techniques that are used to model these isotherms. Some studies have 
used a simplified or an idealized model that considers the phospholipid molecules as rigid 
rods grafted on a uniform substrate on a lattice interacting by a Lennard-Jones potential 
(Knobler 1992). Some other more realistic models consider the interactions between all 
intermolecular centers and between centers on the same chain for CH2 and CH3 groups 
(united-atom approach) (Knobler 1992). In some other approaches, each atom in a chain 
is a center of interaction and each of C-C, C-H, and H-C-H bonds are treated differently 
(all-atom approach) (Knobler 1992).  
Modeling the phospholipid membranes allows us to control the experimental 
conditions and other important factors such as lipid composition, surface pressure, and 
molecular packing. This would help us understand the properties of lipid membrane such 
as phase transitions, coexistence regions, and compressibility of lipids (Huynh et al. 
2014). Using molecular modeling we can mimic the experimental systems. We need to 
consider the inter- and intra-chain interactions by specifying interaction energies and 
their positional and angular dependencies (Knobler 1992).  
Despite the fact that there is a significant amount of experimental researches on 
the phase behavior and the surface pressure-area isotherms of lipid monolayers, it seems 
that there is still considerable uncertainty regarding the phase transition and isotherms of 
the system of lipids due to the difference in the experimental conditions, experimental 
methods, and long equilibration times. Therefore, a detailed molecular level study of lipid 
monolayers at air/water interface to understand the underlying interactions seems to be 
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crucial. Our model helps us to understand molecular interactions in monolayers and 
provides structural details that cannot be obtained by experiments. It allows us to fully 
characterize the conformations and organizations of phospholipids within monolayer. 
 
3.1.Molecular Theory 
Cholesterol, phospholipids, and sphingolipids are major lipid components of 
mammalian cell membranes (Smaby, Brockman, and Brown 1994). Therefore, many 
types of research have been conducted to study their interactions in model membranes.  
Phosphatidylcholine (PC) is one of the most common phospholipids in animal cells (Hac-
Wydro and Wydro 2007). We are going to investigate the phase behavior of different 
mixtures of zwitterionic lipids: DPPC (dipalmitoyl phosphatidylcholine), DOPC 
(dioleoyl phosphatidylcholine), POPC (1-palmitoyl-2-oleoyl-sn-glycero-3-
phosphocholine) lipids on the air-water interface. We will also study the effect of adding 
the Cholesterol to lipid mixed monolayers. The structure of these lipids is shown in 
Figure 3.2.  
 
Figure 3.2 -Structure of cholesterol and phospholipids studied in this research. 
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Air-water interface is the most relevant surface for understanding the physical 
properties of biological membranes. The work done to distort the surface at a constant 
number of molecules is related to change in surface area: dAdw   in which   is the 
surface tension (force/distance or energy/area). 
When phospholipids are placed on the air/water interface, they form a monolayer. 
The hydrophilic head group will be solubilized in the water and the hydrophobic fatty 
acid tails will be oriented toward the air (Figure.3.3). These molecules reduce the surface 
tension of water surface, 0

 and this results in the formation of the surface pressure 
  0 . This surface pressure can be affected by temperature, surface area, and the 
number of surfactants at the interface.  
The phospholipid monolayer reduces the number of water molecules at the 
interface and as a result, the surface tension of air-water interface or the energy to distort 
the molecules at the interface decreases. This surface tension reduction is affected by 
different types of phospholipids, mixtures of phospholipids and density of the 
phospholipids at the interface. The schematic of the system under study is shown in 
Figure.3.3. 
 
 
Figure 3.3 - Lipid mixed monolayer at air/water interface. 
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According to Flory’s harmonic approximation, the free energy of hydrocarbon 
chains and the lateral surface pressure of the chains at planar interfaces depends on 
average area per molecule (Evans, Rawicz, and Smith 2013). Two opposing forces 
determine the area per molecule of amphiphilic molecules: interfacial hydrophobic 
attraction at the hydrocarbon-water interface that tends to decrease the area per molecule, 
and headgroup hydrophilic repulsion that tends to increase the area per molecule 
(Israelachvili 2011).  
Because of the fact that the functional form of free energy, entropy, and other 
variables of the system depend on the molecular scale and atomic structure of the system, 
we need to use a statistical mechanics approach. Our molecular model is a 
thermodynamic approach based on the free energy of Helmholtz. The idea is to write the 
free energy of the system as a functional of the different molecular species density 
distribution in solution, the conformation probabilities, and the interaction fields.  
 
3.1.1. Modeling of the Hydrocarbon Chains  
The free energy functional is written in terms of the probability of finding a 
surfactant in conformation 𝛼 or probability distribution function (PDF) of surfactant, (𝛼). 
The Helmholtz free energy for a single component lipid monolayer can be written as: 
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The first term is the translational entropy of the chains. It is also called entropy of 
mixing.   is the density of the lipid and   is the thermal De Broglie wavelength of the 
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particle. The system is homogenous in the x-y plane with an area per molecule of a  and 
all of the inhomogeneities are in the z direction.  
The second term consists of conformational entropy, )(ln)(  PP  (according to 
Gibbs entropy formula) and internal energy of the chains, )( , with )(P  defined as 
the probability of finding a hydrocarbon chain with conformation  . Each lipid has two 
chains; therefore, these terms are multiplied by two.   is defined as kT
1
 in which k is 
the Boltzmann constant. )(  is the internal energy of the different configurations of the 
hydrocarbon chain. The single-chain conformations are generated by the rotational 
isomeric state model (RIS) (Flory 1975). They are self-avoiding single-chain 
conformations. Each CH2 group can have one of these three configurations: trans, 
gauche-plus, or gauche-minus with the last two having 0.5 cals/mol higher energy than 
the trans configuration.  
 
 
Figure 3.4 - Rotational Isomeric State Model,    is the bond angle and    is the rotation angle 
(Flory 1975). 
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The next term represents the intermolecular attraction between the chains. It 
shows the effect of the quality of the solvent to chains conformations distribution. It can 
be written as: 
   zdzdzzzz )()(2


     (3.2) 
)( rrv          (3.3) 
The chi parameter,  , is a van der Waals mean field term and represents the average 
interaction between a molecule segment at the point z  and the mean field at z . Each 
molecule feels a potential that is a function of the distance between the molecules and the 
density,  , shows how many molecules there are at that point. According to van der 
Waals, the equation of state for hard spheres only considers the repulsive interactions. 
We add a perturbation as attractive energy which is the van der Waals mean field theory. 
We assume that   is the attractive part of the Lennard-Jones potential. So   is the 
function of the distance between those two points: 
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in which  and  are Lennard-Jones parameters.   is the delta function and rrr 12 is 
the distance between two points.  
The ensemble average of the density is defined as: 
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     (3.5) 
It is multiplied by two because we have two chains.  
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Finally, we have an incompressibility constraint over constrained layers. If we 
assume that our system of lipids has a liquid-like density, then this liquid-like monolayer 
is incompressible, meaning that the volume of the system consists of either lipids or the 
solvent. Here, for sake of simplicity, we assume that our solvent is the empty space 
between the molecules. Therefore, the ensemble average of the lipid mole fractions 
should sum to one. Using this incompressibility constraint, the repulsive interactions 
between the segments are taken into account.  c

 is the constraint height ( c
z 0
), v  
is the volume of the monolayer segment, and   is the Lagrange multiplier. Attractive 
interactions make the volume fraction of lipids larger than one and because of this, we 
need to constrain the space.   is the Lagrange multiplier. 
For a system with constant temperature, volume and number of particles 
(canonical ensemble), in order to satisfy the second law, the Helmholtz free energy 
should be minimized at the equilibrium. Therefore, to find the equilibrium state we need 
to find a probability that minimizes the free energy subject to the incompressibility 
constraint. By taking the derivative of the free energy with respect to the probability and 
set it equal to zero (equilibrium), we get the following expression for the probability at 
the equilibrium: 
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in which 
)()( zzb 
 and q is the partition function. The way that q  is defined also 
ensures that the probabilities sum to one.  
By substituting this probability into the free energy equation, we obtain the 
minimized free energy as: 
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As we can see from this equation, )(zb and )(z , which we call b-field and pi-field are 
the unknowns of the equation and once we calculate them we can calculate the free 
energy and then other variables of the system such as the surface pressure and the 
chemical potential: 
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We discretize the system in layers of 
o
 1  thickness in the z direction (total of 



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m
 layers). Then we will have a new discrete variable 
 izi  that in which i  
shows the layer number.  
Therefore, now we can rewrite the equations as: 
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 viix )(exp)(         (3.14) 
 vibiy )(exp)(         (3.15) 
),( in   is the number of segments of a chain in conformation  and layer i . )(ix  and 
)(iy  are the unknowns. We are actually solving for a set of 25 nonlinear coupled 
equations for )(i  (unit of v ) which is the osmotic pressure in the layer i . As it has 
been mentioned before, the intermolecular repulsive interactions are taken into account 
by the incompressibility constraint and the intermolecular attractive interactions are 
considered by  parameter.  
 
3.1.2. Binary Mixed Monolayer 
For the binary system, we will have an additional translational energy term, and 
also entropic and energetic terms for the other component of the system. The fact that we 
have two molecules in the mixture means that we have three different terms for attractive 
energy. For example, for a DPPC/DOPC binary monolayer, we will have the attractive 
terms for each of DPPC-DPPC, DPPC-DOPC, and DOPC-DOPC. The following is the 
equation used for DPPC/DOPC monolayer: 
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s  stands for saturated, and u  stands for the unsaturated chain. s
X
is the mole fraction of 
saturated chain and u
X
is the mole fraction of the unsaturated chain. 
For DPPC/Cholesterol monolayer: 
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in which c  stands for cholesterol and c
X
is the mole fraction of cholesterol.  
 
3.2. Results and Discussions 
The studied lipids are zwitterionic. They have a polar hydrophilic head group 
which is responsible for electrostatic interactions and non-polar hydrophobic tails which 
are responsible for hydrophobic interactions. In general, three different types of 
interactions can be defined: interactions between the chains, interactions between the 
head groups, and interactions at the hydrocarbon-water interface. Phosphatidylcholine 
(PC) lipids have a uncharged group and therefore, the head group interactions are limited 
to steric-hydration forces (Israelachvili 2011). Hydrophilic head groups tend to bind to 
water molecules and as a result, a short-range repulsive steric-hydration force forms to 
dehydrate the head groups (Israelachvili 2011).  
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3.2.1. Pure Lipid Monolayer  
3.2.1.1.DPPC 
DPPC is the primary component of lung surfactant (50% of the surfactants in the 
alveoli of the lungs) (Mohammad-Aghaie et al. 2010) and the lipid phase transitions of 
lung surfactant are responsible for the regulation of surface tension in the lungs (Duncan 
and Larson 2008). DPPC is a phospholipid with two 16-carbon saturated chains and a 
phosphate group attached to a quaternary amine group. In saturated phospholipids like 
DPPC, the chains are mostly in trans conformation and therefore, the molecules are 
closely packed (Jurak 2013).  
Monolayers of saturated phospholipids (DPPC) have lower surface free energy in 
comparison to unsaturated ones (POPC and DOPC) (Jurak 2013). These are all 
zwitterionic phospholipids with the same phosphocholine head group but different acyl 
chain degree of saturation. 
The surface pressure-area isotherms of pure DPPC monolayer have a broad 
plateau showing a liquid expanded/liquid condensed phase coexistence region (Miyoshi 
and Kato 2015). In surface pressure-area isotherms as the area decrease the surface 
pressure increases and the monolayer phase changes. For DPPC starting from high area 
per molecule of the surfactant, in the liquid expanded (LE) state, both the hydrophilic 
head and the hydrophobic tails are disordered. By lowering the area per molecule or a 
phase transition from liquid expanded to liquid condensed (LC) occurs where the 
surfactant tails are ordered. The region in the isotherm where decreasing the area per 
molecule doesn’t change the pressure is called the phase coexistence region. Then the 
pressure continues to increase after the phase transition. It has been reported that a phase 
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collapse (gas to liquid-expanded) might be observed at area per molecules higher than 
100 
2A  for diacyl lipids. As the monolayer film is compressed, the area per molecule of 
the surfactants and the air/water surface tension (73 mN/m) is reduced to 46-48 mN/m 
(Evans, Rawicz, and Smith 2013).  
The liquid expanded-liquid condensed phase transition is affected by chain 
architecture, saturation or unsaturation of the hydrocarbon chain, head group charge, 
temperature, compression rate, the composition of the mixed monolayer, and solvent. 
When LE-LC transition occurs, the monolayer thickness changes due to the shortening of 
the hydrocarbon chains and dehydration of the phospholipid head group with a subtle 
change in the orientation of the head group with respect to the monolayer plane 
(Mohammad-Aghaie et al. 2010). This transition is very sensitive to the temperature. In 
general, by increasing the temperature, the width of coexistence region decreases and it 
shifts to the higher surface pressure (Mohammad-Aghaie et al. 2010). In liquid expanded 
phase, the P-N dipole of the head group (DPPC) is parallel to the monolayer while in 
liquid condensed phase this dipole is perpendicular to the monolayer. However, the 
choline head group orientation is almost the same in both LE and LC phases 
(Mohammad-Aghaie et al. 2010). The simulated LC-LE transition has been reported to 
occur at 70-80 Å2 and equilibrium area per molecule of liquid condensed phase (at 293K) 
obtained experimentally is in the range of 42-48 Å2 (Mohammad-Aghaie et al. 2010).  
Depending on the temperature and the lipid composition, two different 
mechanisms have been suggested for LC-LE phase separation: Nucleation and spinodal 
decomposition (S Baoukina, Mendez-Villuendas, and Tieleman 2012). By lowering the 
area per molecule of surfactants, liquid condensed domains can form in liquid expanded 
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matrix through nucleation mechanism. These domains are formed because of local 
compositional fluctuations that are similar to liquid condensed phase. But there is an 
energy barrier, so only fluctuations larger than the critical nucleus can overcome this 
energy barrier and continue to grow. These domains grow and then merge and eventually 
form the liquid condensed phase (S Baoukina, Mendez-Villuendas, and Tieleman 2012). 
In the case of spinodal decomposition, there is no energy barrier. A continuous network 
of liquid condensed phase domains grows as a result of compositional fluctuations (S 
Baoukina, Mendez-Villuendas, and Tieleman 2012).  
 
3.2.1.2.DOPC 
DOPC is a phospholipid with two mono-unsaturated (double bonds on carbon 9 
and 10) 18-carbon chains. Because of the kink in the hydrocarbon chain as a result of the 
double bonds being in the cis configuration, DOPC lipids cannot pack closely and it 
exists as a liquid expanded phase (Jurak 2013). However, for DOPC by lowering the area 
per molecule of surfactant, the surface pressure increases continuously and no phase 
coexistence is observed (Guzman et al. 2012). 
The difference between the phase behaviors of saturated (DPPC) and unsaturated 
(DOPC) lipids is related to the van der Waals interactions between the hydrocarbon 
chains. Saturated lipids have stronger van der Waals bonds that keep them packed 
together while unsaturated lipids have weaker van der Waals interactions which hinder 
the formation of condensed liquid phase (Guzman et al. 2012). Also, increasing 
interactions between the surfactants lower the pressure (Mohammad-Aghaie et al. 2010). 
Figure 3.6 shows the pure lipid monolayer isotherms obtained from our theory. As our 
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theory predicts, DOPC exhibits a liquid expanded (LE) phase for all surface pressures, 
and DPPC undergoes a first-order phase transition from the LE phase to a liquid 
condensed (LC) phase near 10 mN/m. 
 
 
Figure 3.5- Pure DOPC and pure DPPC monolayer isotherms at 25˚C. 
 
The highly-condensed structure of the DPPC monolayer can be attributed to the 
all-trans conformation in its acyl chains with strong van der Waals interactions. The 
DOPC monolayer shows a more expanded structure. This is associated with the presence 
of kink structures induced by the double bonds in the cis conformation of the DOPC acyl 
chains. These results are compatible with the experimental results (Jeong et al. 2014) and 
show that our exact molecular theory is able to capture the physics of the system. 
 
3.2.1.3.POPC 
POPC shows an isotherm with no liquid expanded-liquid condensed phase 
transition at room temperature (Huynh et al. 2014). POPC has a cis double bond in 
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between C9 and C10 carbon atoms of one of the oleoyl chains. Figure 3.6 compares the 
POPC monolayer isotherm with the DOPC monolayer isotherm.  
 
 
Figure 3.6- Pure POPC and pure DOPC monolayer isotherms at 25˚C. 
 
As it can be seen in Figure.3.7, POPC and DOPC both show liquid expanded 
phase for all surface pressures. Because of the fact that POPC has one mono-saturated tail 
and DOPC has two mono-unsaturated tail, POPC lipids can pack more closely and the 
surface pressure-area isotherm shifts to the left. These results are in good agreement with 
the experimental results (Evans, Rawicz, and Smith 2013).  
 
3.2.2. Binary Mixed Lipid Monolayer  
3.2.2.1.DPPC/DOPC 
The critical temperature (melting temperature) of DOPC lipid is below the room 
temperature ( 20MT °C) and the critical temperature of DPPC lipid is above the room 
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temperature ( 41MT °C) (Kurniawan et al. 2014). Therefore, they are in different phases 
at room temperature. 
Figure 3.8 shows the pressure-area isotherms of the DPPC, DOPC, and DPPC-
DOPC binary mixtures with different molar ratios. The isotherms of mixed DPPC-DOPC 
fall between isotherms of pure DPPC and pure DOPC. With the increase of the DOPC 
component in the mixed monolayer, the pressure-area isotherm gradually moves to the 
right, indicating that the molecular density of the monolayer decreases. The LE–LC phase 
appears as a shoulder at for the DPPC-DOPC of 3:1, but vanishes for the DPPC–DOPC 
of 1:1 and 1:3 which is in agreement with what has been reported in the literature (Qiao 
et al. 2013). As a result, the ratio of the saturated and unsaturated components in the 
mixed monolayer significantly affects its structure. 
 
 
Figure 3.7- DPPC/DOPC mixed monolayer isotherms at 25˚C. 
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3.2.3. Cholesterol/Phospholipid Monolayer (Binary System) 
The cell membrane bilayers of animal tissues contain almost 40 mol% cholesterol 
(Evans, Rawicz, and Smith 2013). Fluidity, low permeability, and high mechanical 
strength are some benefits of high cholesterol content in bilayer (Evans, Rawicz, and 
Smith 2013). Cholesterol controls the physical properties of the biomembranes by 
modification of the molecular packing of the lipids (Miyoshi and Kato 2015). It also 
controls the fluidity and order-disorder states of the bilayer (Jurak 2013).  
Cholesterol consists of a planar tetracyclic ring system with an alkyl side-chain 
and a hydroxyl group (McMullen and McElhaney 1996). Van der Waals forces and 
hydrophobic forces are known to have the largest contribution to cholesterol-
phospholipid interactions (McMullen and McElhaney 1996). Cholesterol/phospholipid 
concentration ratio, temperature, hydrocarbon chain structure (length and saturation 
degree) and the head group of the phospholipid are among those important factors in 
determining the cholesterol/phospholipid interactions (McMullen and McElhaney 1996).  
It is known that cholesterol has a condensing effect on phospholipid monolayers 
regardless of the surface pressure and the chain length (Miyoshi and Kato 2015). This 
condensing effect can be studied from different aspects such as molecular packing, tilting 
of the headgroups, and ordering of the chains (Jurak 2013). The condensing effect of the 
cholesterol has been explained by different models. In “umbrella model”, it is assumed 
that the hydrophobic phospholipid acyl chains and an adjacent hydrophobic cholesterol 
molecule are squeezed beneath the phospholipid head group (Janout et al. 2010). The 
other model is “template model” which explains that the tight packing of the cholesterol 
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and phospholipid is because of the high number of contacts between the phospholipid 
acyl chains and the planar cholesterol ring (Janout et al. 2010).  
 
3.2.3.1.Cholesterol/DPPC 
According to experiments, Cholesterol shows different packing effects in the 
mixture. Cholesterol in monolayers is known to decrease the area per molecule of liquid-
crystalline state and increase the are per molecule of gel state (McMullen and McElhaney 
1996). For example, it shows a condensing effect on liquid-phase lipids, while it changes 
solid-phase lipids such as DPPC to liquid-phase. Some simulations show that cholesterol 
has a higher affinity for saturated acyl chains (Pitman et al. 2004). In general, 
cholesterol’s ability to condense monolayers depends on acyl structure. If the acyl chains 
are the same then the head groups determine the amount of condensation effect (Smaby, 
Brockman, and Brown 1994).  
In a study by Miyoshi and Kato (Miyoshi and Kato 2015), it has been concluded 
that adding the cholesterol to DPPC monolayer induces the formation of a phase 
(cholesterol-induced condensed phase) that is packed more than the liquid condensed 
phase. They have also reported that by increasing the cholesterol mole fraction, they have 
observed a narrower phase coexistence region and a slightly higher transition surface 
pressure. This condensing effect seemed to be larger at surface pressures less than 10 
mN/m suggesting that cholesterol has more condensing effect in the liquid-expanded 
phase (Miyoshi and Kato 2015). They explain these observations by suggesting that 
cholesterol being intercalated between diacyl-PC lipids works as a spacer and releases the 
stress caused by a mismatch between the head group and the hydrocarbon chain. As a 
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result, cholesterol reduces the chain tilt with respect to the normal surface (all-trans state) 
and accordingly the area per molecule of the lipid molecules (Miyoshi and Kato 2015). 
On the other hand, the area per molecule of the cholesterol increases by adding the 
diacyl-PC lipid molecules. Miyoshi and Kato (Miyoshi and Kato 2015) explain that the 
tight anisotropic packing of the pure cholesterol as a plate-like structure molecule can be 
disrupted by adding the diacyl-PC lipids and as a result, the cholesterol molecules can 
rotate more easily and have a larger area per molecule. The other possible reason might 
be the hydrogen bond formation between the phospholipids and cholesterol that can 
restrict the free vibrating motion of the cholesterol molecules and increase the tilt angle 
and consequently the surface area per molecule (Miyoshi and Kato 2015).  
Mixtures of cholesterol with saturated phospholipids such as DPPC are more 
condensed and chain-ordered than those with unsaturated phospholipids (Jurak 2013). 
Adding the cholesterol to pure DPPC monolayer shifts the surface pressure-area 
isotherms down and to the left (Choi et al. 2014). Smaby et al. have reported that a phase 
transition from a liquid-expanded to liquid-condensed state was observed at 8.5 mN/m 
for pure DPPC monolayer (Smaby, Brockman, and Brown 1994). With equimolar 
cholesterol at 24 °C, the mean molecular area of DPPC at surface pressure of 5 mN/m 
decreased by 33 A˚2 (80 to 47 A˚2/PC molecule), at surface pressure of 20 mN/m 
decreased by 6 A˚2 (50 to 44 A˚2/PC molecule), and at surface pressure of 30 mN/m 
decreased by 5 A˚2 (47 to 42 A2/PC molecule) (Smaby, Brockman, and Brown 1994).  
The amount of cholesterol that is required to eliminate the phase transition in 
DPPC is known to be 0.2-0.3 (Smaby, Brockman, and Brown 1994). The maximum 
condensation of the cholesterol has been observed for saturated acyl chain, particularly 
 48 
over liquid expanded phase. Cholesterol is known to reduce the number of trans-gauche 
isomerizations in the phospholipid saturated acyl chains (Smaby, Brockman, and Brown 
1994).  
Head group structure in phospholipids also plays a role in determining the 
condensing effect of cholesterol (Smaby, Brockman, and Brown 1994). However, all of 
the lipids that have been studied have the same head group (PC) and as a result, the effect 
of the head group has not been taken into account here. 
Figure 3.9 shows the surface pressure-area curves for pure component DPPC and 
for its mixtures with cholesterol. The monolayer of DPPC exhibits a liquid-expanded to 
liquid condensed (LE–LC) phase transition evidenced as a plateau in the pressure-area 
isotherm. The addition of cholesterol into phospholipid monolayer shifts the isotherm to 
the left. By increasing the cholesterol mole fraction, a narrower phase coexistence region 
and a slightly higher transition surface pressure have been observed which is in 
agreement with experiments (Miñones et al. 2009). Adding the cholesterol to pure DPPC 
monolayer shifts the surface pressure-area isotherms to the left This indicates that mixed 
cholesterol/phospholipid monolayers are more rigid as compared to pure DPPC films. 
This condensing effect of cholesterol on lipid monolayers is well known and has been 
frequently described in the literature (Janout et al. 2010; Kim, Kim, and Byun 2001). 
Cholesterol being intercalated between diacyl-PC lipids works as a spacer and releases 
the stress caused by a mismatch between the head group and the hydrocarbon chain. The 
amount of cholesterol that is required to eliminate the phase transition in DPPC is known 
to be 0.2-0.3 (Smaby, Brockman, and Brown 1994; Yuan and Johnston 2002).  
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Figure 3.8 - DPPC/Cholesterol isotherms at 25˚C. 
 
3.2.3.2.Cholesterol/POPC 
In the absence of cholesterol, POPC shows liquid expanded behavior. By adding 
the cholesterol, the surface pressure-area isotherms shift to the left. Smaby et al. (Smaby, 
Brockman, and Brown 1994) have reported that by adding equimolar cholesterol in the 
PC monolayers the mean molecular area of POPC at a surface pressure of 5 mN/m 
decreases by 30 A˚2(88 to 58 A˚2/ molecule). Our model shows an increase of 34 A2 by 
adding equimolar cholesterol in the pure POPC monolayers (Figure 3.10). Comparing 
these results with those from DPPC/Cholesterol shows that attractive interactions of 
POPC and cholesterol are weaker than those of DPPC and cholesterol.  
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Figure 3.9 - POPC/Cholesterol isotherms at 25˚. 
 
3.2.3.3.Cholesterol/DOPC 
Cholesterol interactions with polyunsaturated phospholipid acyl chains can be an 
important factor in triggering domain formation in lipid bilayers because of the 
incompatibility between the rigid planar shape of cholesterol molecule and disordered 
acyl chains of polyunsaturated phospholipids (Pitman et al. 2004). Smaby et al. (Smaby, 
Brockman, and Brown 1994) have reported that because of the cis double bond at 
position 9 of DOPC, maximal condensation with cholesterol’s planar steroid ring cannot 
be achieved. But they have observed an interfacial area reduction for those phospholipids 
with double bonds in the first 10 carbons at surface pressures above 8 mN/m.  
The number and location of cis double bond in the acyl chain can affect the 
interplane interaction of phospholipid with cholesterol (Smaby, Brockman, and Brown 
1994). If both acyl chains in PC is unsaturated, then cis double bond position plays a 
more important role in determining the cholesterol-induced condensing effect (Smaby, 
Brockman, and Brown 1994).  
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It has been reported that because of the weak interactions of the unsaturated 
phospholipids with cholesterol, cholesterol is less soluble in unsaturated lipids and it has 
a higher affinity for DPPC than for DOPC (Jurak 2013). Cis double bonds and as a result 
of the kink in DOPC tails makes the packing with cholesterol harder. Because disordered 
unsaturated oleoyl chains restrict the conformations and result in an entropic penalty and 
higher surface free energy (Jurak 2013). The tilting of the polar headgroups can also 
affect the packing of the molecules: in more fluid monolayers such as DOPC and POPC 
tilting is larger than tilting in the gel-like monolayers such as DPPC (Jurak 2013).  
The mismatch in length and cross section of cholesterol (1.7 nm and 0.37 nm2) 
and phospholipid molecules (3 nm and 0.42-0.62 nm2) can form cavities in the monolayer 
(Jurak 2013). Formation of cavities and more loose packing in the monolayer can affect 
the interaction of the water with the molecules by formation of hydrogen bonds and polar 
forces (Jurak 2013). In general, by increasing the amount of cholesterol, surface free 
energy increases and this increase is even larger for unsaturated phospholipids (Jurak 
2013).  
In a study by Jurak (Jurak 2013) it has been reported that at 20 °C and 35 mN/m, 
the phase transition temperature for DPPC is 41 °C for DPPC, −3 °C for POPC, and −18 
°C for DOPC, and DPPC forms an ordered gel phase, but POPC and DOPC monolayers 
are in a disordered liquid-crystalline (fluid) phase. By adding the cholesterol, both of 
these states convert to the liquid-ordered state. 
Figure 3.11 shows that DOPC and mixed isotherms of cholesterol–DOPC. The 
comparison of theoretical and experimental isotherms (Miñones et al. 2009) proves that 
cholesterol exerts on DOPC also a condensing effect. But because of the incompatibility 
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between the rigid planar shape of cholesterol molecule and disordered acyl chains of 
polyunsaturated phospholipids, this effect is weaker than those of DPPC and cholesterol. 
Because of the cis double bond at position 9 of DOPC, maximal condensation with 
cholesterol’s planar steroid ring cannot be achieved It has been reported that because of 
the weak interactions of the unsaturated phospholipids with cholesterol, cholesterol is less 
soluble in unsaturated lipids and it has a higher affinity for DPPC than for DOPC. Cis 
double bonds and as a result of the kink in DOPC tails makes the packing with 
cholesterol harder. 
 
 
Figure 3.10 - DOPC/Cholesterol isotherms at 25˚C. 
 
 
3.3. Conclusions 
Understanding the thermodynamic properties of surfactant molecules and their 
structure at different interfaces is important in biochemistry. Again we emphasize here 
that experimental conditions can affect the surface pressure-area isotherms significantly.  
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Different length and degree of saturation of the phospholipids can change the 
cholesterol-phospholipid mixture behavior by changing the Van der Waals interactions, 
configurational entropy, and water structure adjacent to the monolayer (Demel, Van 
Deenen, and Pethica 1967). In the liquid-condensed state, the hydrocarbon chains are in 
all-trans conformations. However, in the liquid-expanded phase, the hydrocarbon chains 
contain some gauche conformations which increase the cross-sectional area of the 
phospholipid molecules.  In general, by adding the cholesterol to the phospholipid film, 
the cross-sectional area of molecules reduces depending on the type of the phospholipid.  
By decreasing the fatty acid chain length in saturated phospholipids and 
increasing the unsaturated bonds in unsaturated phospholipids, the pressure-area isotherm 
shifts from a liquid condensed to a liquid expanded state. It has been observed in 
experiments that mean molecular area of a mixture of phospholipids is lower than the 
mean molecular area of the pure phospholipids (Demel, Van Deenen, and Pethica 1967).  
The existence of a kink or double bond in the chain can prevent the unsaturated 
molecules from approaching to the cholesterol molecule and this reduces the interactions 
of CH2 and cholesterol (Demel, Van Deenen, and Pethica 1967). Saturated molecules 
with short chains will also experience smaller Van der Waals interactions and show less 
condensing effect with cholesterol. Mixing the phospholipids with cholesterol can also 
decrease the configurational entropy of the hydrocarbon chains (Demel, Van Deenen, and 
Pethica 1967). The results from our atomistic model are in general agreement with the 
experimental results. 
The electrostatic dipole-dipole interactions between molecules at the interface 
play an important role in the formation of these phases (Mcconnell 1991). The effect of 
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water-surfactant interactions and electrostatics associated with head groups can also 
affect the structure at the interface (Knobler 1992).  Head groups can form hydrogen 
bonds (Stefaniu, Brezesinski, and Möhwald 2014). Another important effect of mixing 
with cholesterol can be breaking of the water structure close to the monolayer. Hydroxyl 
is the only polar group in the cholesterol and that’s why cholesterol has limited hydration 
capacity (Mozaffary 1994). 
There are some key challenges to model the lipid monolayer at the air-water 
interface. A comprehensive model should include both orientational and spatial 
correlations. In addition, it’s not easy to detect these two phases (liquid expanded and 
liquid condensed) and the phase transition driving force. The lipid molecules don’t have 
the head-tail symmetry and in the case of long-chain molecules, the shape and orientation 
of the molecule change by changing the density and temperature. The intra- and 
intermolecular interactions between the tails are very complex and the interactions 
between the head groups and the substrate are not still clear. Our molecular theory 
qualitatively captures the physics responsible for the behavior observed in the 
experimental systems by incorporating the exact molecular structure of the surfactants 
and also by showing the interplay between repulsive interactions, attractive interactions, 
and conformational entropy.  
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CHAPTER 4
MOLECULAR MODELING OF LIPID/LIQUID CRYSTAL INTERFACE 
Biomolecular interactions at biological interfaces are known to induce molecular 
reorganization of proteins, lipids, and polysaccharides on the interface as well as several 
other chemical species that are present in the local aqueous environment. If we had the 
ability to optically witness very specific molecular interactions with biological interfaces, 
then we would have the foundation to start designing new bio-sensing technologies. One 
very promising step in this direction is using induced defects in liquid crystal (LC) thin 
films to detect the presence of biomolecules.  
LCs are known to be capable of translating biological interactions into optical 
outputs as a result of their ordering transitions (Woltman, Jay, and Crawford 2007). LCs 
share properties of both solids and liquids and can exist in intermediate phases between 
highly disordered liquids and very ordered crystals, called liquid crystal phases. The LC 
molecules must have some type of geometric anisotropy, and they are typically either rod 
or disk-like shaped. The shape of the molecules has a major effect on the types of phases 
that the particular LC can make. In this study, we are going to be primarily interested in 
two phases. One is the isotropic phase in which all of the LC molecules freely sample all 
of their rotational degrees of freedom, and the other one is the nematic phase in which the 
LC molecules align along a director (a given vector in space). The nematic phase 
maintains complete translational degrees of freedom. However, the LC molecules lose 
their rotational degrees of freedom and tend to align in the same direction (Figure.4.1).  
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Figure 4.1- Schematic of different phases of materials. 
 
Many biological systems including cell membranes, phospholipids, cholesterols, 
and DNA are in liquid crystal phase (Woltman, Jay, and Crawford 2007). The long-range 
communication (up to 100 µm) between LC molecules (mesogens) and high mobility of 
them at the molecular level can amplify and transduce the nanoscopic biological 
phenomena into optical signals (Gupta et al. 2008). It is believed that because of long-
range orientational ordering of mesogens, they act as an elastic media and by perturbing 
the elastic interfacial energies of LCs, ordering transition occurs in the LCs (Lowe and 
Abbott 2012). These induced orientational changes of LC molecules by biomolecular 
interactions can be observed using cross-polarized light microscopes (Bai and Abbott 
2011). LC thin films are highly responsive to surface interactions and they are also 
birefringent (optically anisotropic). These two properties make them a very attractive 
choice for use in biosensor technologies (Lowe and Abbott 2012). Therefore, in most 
biosensor applications the sensing liquid crystal material can be used as an active 
substrate for the biological material.  
Proposed LC biosensors are composed of a LC-aqueous interface decorated with 
a layer of surfactants capable of selectively interacting with biological agents. The 
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surfactants reorganize in the presence of the molecules that the sensor is designed to 
detect and induce alignment changes in LC. With the presence of a phospholipid 
monolayer, for example, the entire liquid-crystal thin film is aligned perpendicular to the 
aqueous/liquid-crystal interface (Bai and Abbott 2011). Since the entire layer is oriented 
along a common director, the thin film appears black through a cross-polarized light 
microscopy (Bai and Abbott 2011). With the introduction of certain enzymes and other 
biological molecules into the aqueous environment, the lipid layer can become locally 
depleted of lipids and induce an orientational change in the first few molecular layers of 
the liquid-crystal thin film. These defects in the liquid-crystal film bring optical changes 
that are detected with a cross-polarized light microscope.  
Recent studies show very exciting potential advanced applications of LC thin 
films interacting with amphiphilic interphases to facilitate label-free optical probing of 
biological systems (Lowe and Abbott 2012). These observations show the potential 
application of lipid-decorated LCs, for example, reporting of protein-binding events (Luk 
et al. 2004), enzymatic processes (Hoogboom et al. 2006), protein-peptide binding event 
and peptide immobilization (And et al. 2005) or detecting specific types of molecules like 
bacteria and viruses (Chang-Hyun Jang et al. 2006). There are some other liquid crystal-
based biosensors that use DNA molecules to detect different molecules at the interface 
(Yang et al. 2013; Tan et al. 2014; Munir and Park 2016). Liquid crystal droplets are 
another platform for designing the biosensing systems (Chang and Chen 2014; Hu and 
Jang 2013). These droplets have larger surface area to volume ratio which facilitates the 
reorientations of liquid crystals (Chang and Chen 2014).  
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Layers of lipids and other surfactants at the LC-aqueous interface are known as 
orienting substrates for nematic liquid crystals. Depending on their structure, surface 
molecular density, surface charge, the dipole of the hydrophilic head group, the number 
of hydrophilic tails, tail length, and temperature, they can influence the orientation of 
nematic liquid crystals, which is known as liquid crystal anchoring.(Kuhnau et al. 1999; 
Brake, Mezera, and Abbott 2003). Some studies show the effect of lipid tail structure on 
LC/amphiphiles interactions. For example, a study has been done on the effect of 
surfactant tail structure on LC ordering transition. It has been observed that although in 
the case of the surfactants with branched tail by increasing the concentration a 
homeotropic ordering of LCs is observed, a linear lipid doesn’t cause homeotropic 
ordering in LCs even after further increasing the concentration (Bai and Abbott 2011). In 
another study, lipids with looped conformations at the air-water interface induced planar 
ordering in LCs (Bai and Abbott 2011). It has been concluded that the aliphatic tail of 
surfactants causes the homeotropic anchoring of LCs. Also, in comparison of the effect of 
head group and tail group, a study shows that polymerization of the surfactant 
hydrophobic tail changes the ordering of LC from homeotropic to planar, while the 
polymerization of the hydrophilic head doesn’t change the ordering of LC (Bai and 
Abbott 2011). This is another proof of the effect of the aliphatic tail on LC orientation. 
Several studies investigated the effect of the organization of different types of lipids on 
the ordering transition of LCs. It has been reported that by decorating the LC/aqueous 
interface with two lipids with identical tail structure and tail density, the PEGylated 
DPPE lipid monolayers caused a tilted orientation, however, DPPC monolayers induced a 
homeotropic orientation (Bai and Abbott 2011).  
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LCs are not just passive reporters of interface phenomena. There are also some 
studies on the influence of the ordering of the LCs on the interfacial organization of the 
lipids and their phase behavior (Bai and Abbott 2011). For example, LC phase transition 
from isotropic to nematic phase can cause phase separation of lipid-decorated LC 
interface (Lowe and Abbott 2012). This phenomenon is explained by the elasticity of LCs 
which is a function of LC film thickness. In other words, LCs can be used to design the 
interfaces at which, the phase behavior of lipids or other molecular assemblies can be 
manipulated and biological interactions can be controlled. 
 
 
Figure 4.2- Schematic representation of the experimental studies on using LC/lipid interface for 
biosensing applications (Bai and Abbott 2011). 
 
In order to design and develop a LC biosensor, we need to very accurately predict 
the molecular reorganization that occurs at the interface between the LC and the 
biological molecules that we are detecting. That is the main goal of this study. Given the 
recent experimental success of using lipid layers to control the optical properties of 
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liquid-crystal materials for diagnostic biomedical sensor applications, our proposed 
molecular model will provide the fundamental understanding needed to construct design 
platforms for creating highly responsive interfaces to be used as label-free and marker-
free biosensors. In this study, we're going to investigate the required concentration of 
lipids at the surface that drive orientational transitions in a LC film. We are going to have 
a LC thin film with a lipid monolayer at the top. We introduce lipids to the surface and 
see how the interactions of the fatty acid chains with the LC molecules affects the 
orientation of LC film. The bottom of LC film has homeotropic (perpendicular ordering) 
to mimic the experimental setup. By showing the effect of lipid concentration at the 
interface on the ordering of LCs, we are also showing how different phases of lipids with 
a different area per molecules are inducing ordering transition in LCs. This way, we can 
also predict the phase transition of the lipids by changes in the ordering of LCs. A sample 
phase diagram showing liquid-condensed and liquid-expanded phases in a monolayer 
with the relative alignment of the hydrocarbon chains is shown in Figure 4.3. Starting 
with the liquid expanded phase, in which the heads of the molecules are translationally 
disordered and the chains are conformationally disordered, by decreasing area per 
molecule (increasing surface pressure), the monolayer converts to the liquid condensed 
phase (Kaganer, Möhwald, and Dutta 1999).   
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Figure 4.3- Liquid expanded/liquid condensed transition in lipid monolayer. 
 
4.1.Theories of Liquid Crystals 
In the study of liquid crystals, the most important question that we are trying to 
answer is what determines the isotropic-nematic transition or orientational transition of 
liquid crystals. First, we need to define the orientational order of liquid crystals. 
 
4.1.1. Orientational order in Liquid Crystals 
The second-order symmetric tensor order parameter (the second moment of the 
orientation distribution function) which is a molecular description of nematic liquid 
crystals is defined as (Hwang and Rey 2006): 
𝑸(𝒙, 𝑡) = 𝑆 (𝒏𝒎 −
1
3
𝑰) +
1
3
𝑃(𝒎𝒎 − 𝒍𝒍)    (4.1) 
with these properties: 
𝑸 = 𝑸𝑇  (4.2.a)   𝑡𝑟(𝑸) = 0  (4.2.b) 
The scalar order parameter and the biaxial parameter that measure the degree of 
molecular alignment have the values of: 
− 1 2⁄ ≤ 𝑆 ≤ 1 (4.3.a)   − 3 2⁄ ≤ 𝑃 ≤ 3 2⁄  (4.3.b) 
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The macroscopic orientation of nematic liquid crystals is defined by the orthogonal 
director triad (𝑛, 𝑚, 𝑙) in which 𝒏 is the uniaxial director, 𝒎 is the first biaxial director, 
and 𝒍, is the second biaxial director: 
𝒏 ∙ 𝒏 = 𝒎 ∙ 𝒎 = 𝒍 ∙ 𝒍 = 1  (4.4.a)  𝒏𝒏 + 𝒎𝒎 + 𝒍𝒍 = 𝑰 (4.4.b) 
For the isotropic state: 
𝑆 = 0  (4.5.a)   𝑃 = 0   (4.5.b) 
Therefore, for isotropic phase: 
𝑸 = 0  (4.5.c) 
For the uniaxial state: 
𝑆 ≠ 0  (4.6.a)   𝑃 = 0   (4.6.b) 
and for the biaxial state: 
𝑆 ≠ 0  (4.7.a)   𝑃 ≠ 0   (4.7.b) 
In the current study, we only examine the uniaxial states. The scalar order parameter, 
called Second Legendre Polynomial is defined as: 
𝑆 = 〈𝑃2(cos 𝜃)〉 =
3
2
〈𝑐𝑜𝑠2𝜃〉 −
1
2
    (4.8) 
For a nematic phase in the z-direction, we would get: 
𝑸 = [
−𝑆
2
0 0
0
−𝑆
2
0
0 0 𝑆
]      (4.9) 
Here, since we only need the magnitude of nematic order and not the direction of it, we 
can only use the scalar order parameter to examine whether we have an isotropic phase 
(S=0) or we have a nematic phase (S=1). 
In the next section, different theories used for the study of the isotropic-nematic 
transition of liquid crystals are presented.  
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4.1.2. Landau-de Gennes Theory 
The Landau-de Gennes theory is based on having a free energy as a function of 
order parameter (Selinger 2016). This theory assumes that the free energy is represented 
as power series in the order parameter and is a smooth function of the order parameter. 
Also, this theory assumes that only a small number of terms are needed in this power 
series because the order parameter is small (Selinger 2016): 
𝑓 = 𝑓0 +
1
2
𝑎𝑆2 +
1
3
𝑏𝑆3 +
1
4
𝑐𝑆4 + ⋯     (4.10) 
where a, b, c, … are unknown coefficients that are smooth functions of temperature. We 
need to minimize the free energy to find the nematic order parameter: 
𝜕𝑓
𝜕𝑆
= 0        (4.11) 
By solving this equation Landau-de Gennes theory can give us information on isotropic-
nematic transitions only base on macroscopic considerations. 
 
4.1.3. Maier-Saupe Theory  
Maier-Saupe theory assumes that for each pair of the molecule, the interaction 
potential depends on the relative orientation of two molecules (Selinger 2016). Then by 
using a mean-field approximation, the energy, entropy, and subsequently free energy are 
calculated. By minimizing this free energy and calculating the order parameter, the 
isotropic-nematic transition can be obtained. The interaction potential is defined as 
(Selinger 2016): 
   
2
2
int 2 1 2
3 1 3 1
cos cos
2 2 2 2
U JP J J n n 
   
           
   
  (4.12) 
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in which 1n  and 2n show the orientations of the pair of molecules, θ is their relative 
orientation, and J is a positive constant. This potential is minimum when two molecules 
are parallel to each other and it is maximum when two molecules are perpendicular. This 
means that the Maier-Saupe potential favors the nematic ordering. Because it is not 
possible to calculate the exact interactions between molecules, a mean-field theory can be 
used to give an approximation of the free energy. By determining the energy and the 
entropy, the free energy can be obtained (Selinger 2016): 
 
2
1 2
1 3 1
2 2 2
E NN J n n
 
    
 
     (4.13) 
N is the total number of molecules and N′ is the number of neighboring molecules that 
each molecule interacts with. By using mean-field approximation and neglecting the 
correlations between the orientation of molecules and if they fluctuate independently, the 
energy can be obtained as (Selinger 2016): 
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E NN JS         (4.14) 
in which the order parameter is defined as: 
 
2
2
0 0
sin (cos ) ( , )S d d P
 
              (4.15) 
Using the distribution function for molecular orientations, the entropy can be defined as: 
2
0 0
sin ( , ) 1d d
 
              (4.16) 
2
0 0
sin ( , ) log ( , )entropy BTS Nk T d d
 
              (4.17) 
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The next step would be finding the orientational distribution function that gives the 
minimum free energy. This approach can give us numerical predictions of isotropic-
nematic transition temperature. 
 
4.1.4. Onsager Theory  
The virial expansion which is, in fact, an empirical systematic correction to the 
pressure of an ideal gas at higher densities is written as (Vroege and Lekkerkerker 1992): 
𝑃
𝑘𝑇
= 𝜌 + 𝐵2𝜌
2 + 𝐵3𝜌
3 + ⋯       (4.18) 
where 𝐵2 and 𝐵3 are the second and the third virial coefficients. Many studies have been 
conducted to provide this density expansion with a theoretical background, in particular 
through statistical mechanics (Vroege and Lekkerkerker 1992).  
If we assume a pairwise interaction 𝑢(𝑖, 𝑗) between particles, the potential energy 
𝑈 can be written as a sum over pairs: 
𝑈 = ∑ 𝑢(𝑖, 𝑗)𝑖<𝑗        (4.19) 
Starting from either the canonical or the grand canonical partition function, Boltzmann 
factor, exp(−
𝑈
𝑘𝑇
), appears in derived expressions and as a result, Mayer function will be 
defined as: 
Φ(𝑖, 𝑗) = exp (−
𝑢(𝑖,𝑗)
𝑘𝑇
) − 1      (4.20) 
Φ(𝑖, 𝑗) = {
−1, 𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠, 𝑢(𝑖, 𝑗) → ∞
0, 𝑛𝑜𝑛 − 𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠, 𝑢(𝑖, 𝑗) = 0
  (4.21) 
The virial coefficients 𝐵2 are proportional to irreducible cluster integrals 𝛽𝑛−1 of these 
Mayer functions (Vroege and Lekkerkerker 1992). Therefore, the second virial 
coefficient which shows the interactions between two particles can be written as: 
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𝐵2 = −
1
2𝑉
∫ 𝑑𝑟1 ∫ 𝑑𝑟2 ∫ Φ(𝑟1 − 𝑟2, Ω1, Ω2) 𝑑Ω1𝑑Ω2 = −
𝛽1
2⁄  (4.22) 
in which Ω(𝜃, 𝜑) expresses the orientation in coordinate system. Also, the third virial 
coefficient can be written as: 
𝐵3 = −
1
3𝑉
∭ Φ(1,2)Φ(1,3)Φ(2,3) 𝑑𝑟1𝑑𝑟2𝑑𝑟3 = −
2𝛽2
3⁄   (4.23) 
In 1949 Onsager (Onsager 1949) recognized that virial expansions could be used 
to describe the isotropic-nematic phase transition in solutions of thin rods. According to 
Van’t Hoff’s law, there is a similarity between an ideal gas and an ideal solution when 
the pressure of the gas is replaced by the osmotic pressure of the ideal solution. If instead 
of direct potential 𝑢(𝑖, 𝑗) we use the potential of mean force 𝜔(𝑖, 𝑗) between two solute 
particles, the virial expansion for the pressure of imperfect gas can also hold for the 
osmotic pressure (Vroege and Lekkerkerker 1992). The potential of mean force takes an 
average over all possible configurations of solvent molecules which account for the 
interactions among solvent molecules themselves and the interactions of solvent 
molecules with the solute particles.  
Helmholtz free energy consists of energy-like terms (from virial coefficients) and 
the entropy-like terms (entropy of mixing). A virial expansion of the Helmholtz free 
energy which can be derived from thermodynamic relations is defined as: 
𝜋 = (
𝜕𝐹
𝜕𝑉
)
𝑁,𝑇,𝜇
= (
𝜕𝐹
𝜕(
𝑁
𝜌
)
)
𝑁,𝑇,𝜇
=
1
𝑁
(
𝜕𝐹
𝜕(
1
𝜌
)
)
𝑁,𝑇,𝜇
   (4.24) 
(
𝜕𝐹
𝜕(
1
𝜌
)
)
𝑁,𝑇,𝜇
= 𝑁𝑘𝑇(𝜌 + 𝐵2𝜌
2 + 𝐵3𝜌
3 + ⋯ )   (4.25) 
Δ𝐹
𝑁𝑘𝑇
= 𝐹0 + ln(Λ
3𝜌) − 1 + 𝐵2𝜌 +
1
2
𝐵3𝜌
2 + ⋯    (4.26) 
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For nematic liquid crystals, we should consider a possible non-uniform 
orientational distribution function 𝑃(Ω) which is the probability of finding a rigid particle 
with an orientation of Ω(θ, φ). If we normalize this distribution function, we would have: 
∫ 𝑃(Ω)𝑑Ω = 1       (4.27) 
In an isotropic phase, all orientations are equally probable, therefore: 
∫ ∫ 𝑃(Ω) sin 𝜃 𝑑θ
𝜋
0
2𝜋
0
𝑑𝜑 = 4𝜋 𝑃(Ω) = 1    (4.28) 
𝑃𝑖𝑠𝑜(Ω) =
1
4𝜋
        (4.29) 
But in the nematic phase, we have a non-uniform 𝑃(Ω) and an orientational entropy term 
should be multiplied by the temperature 𝑇 and subtracted from free energy: 
𝑆𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙 = −𝑁𝑘 ∫ 𝑃(Ω) ln[4𝜋𝑃(Ω)] 𝑑Ω    (4.30) 
Also, all cluster integrals must be averaged over the orientation of particles through the 
potential of mean force: 
𝐵2 = −
1
2
∬ 𝛽1(Ω, Ώ)𝑃(Ω)𝑃(Ώ)𝑑Ω 𝑑Ώ    (4.31) 
Onsager suggested that particles of different orientations can be assumed as 
belonging to different species. Therefore, we can consider the orientational entropy as the 
entropy of mixing. 
We need to find the free energy under the condition that the orientational 
distribution is given by 𝑃(Ω).  
Δ𝐹
𝑁𝑘𝑇
=
𝜇0
𝑘𝑇
+ ln(Λ3𝜌) − 1 + ∫ 𝑃(Ω) ln[4𝜋𝑓(Ω)] 𝑑Ω −
1
2
𝜌 ∬ 𝛽1(Ω, Ώ)𝑓(Ω)𝑓(Ώ)𝑑Ω 𝑑Ώ + ⋯       (4.32) 
For hard rods, if we use the Mayer function and a simple hard particle potential:  
{
𝜔 = ∞ ⟶ 𝑓𝑜𝑟 𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 ⟹  Φ = −1
𝜔 = 0 ⟶ 𝑓𝑜𝑟 𝑛𝑜𝑛 − 𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 ⟹  Φ = 0 
 (4.33) 
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Therefore, the second virial coefficient will be calculated as half of the excluded volume 
of two particles: 
𝐵2 = −
1
2𝑉
∫ 𝑑𝑟1 ∫ 𝑑𝑟2 ∫ Φ(𝑟1 − 𝑟2, Ω1, Ω2) 𝑑Ω1𝑑Ω2 =
−
1
2𝑉
∫ (−1)𝑑𝑟12 𝑑Ω1𝑑Ω2
 
𝑜𝑣𝑒𝑟𝑙𝑎𝑝
=
𝑣𝑒𝑥𝑐𝑙(Ω,Ώ)
2
      (4.34) 
This is how the second virial coefficient is related to the excluded volume of two 
particles. Therefore, based on Onsager theory, the excess free energy of hard-body 
systems can be written in terms of the excluded volume between two particles. The 
isotropic to nematic first order phase transition is attributed to either Maier-Saupe theory 
of long range forces or Onsager theory of short range repulsive forces (Tjipto‐Margo and 
Evans 1990). The Onsager model shows that based on virial expansion, the two particles 
excluded volume effect can predict the nematic ordering (Tjipto‐Margo and Evans 1990). 
It is proved by Frenkel that only the second virial coefficient is needed to predict the 
phase transition of LC (Tjipto‐Margo and Evans 1990). According to Onsager theory, the 
orientational distribution function is obtained by minimization of the free energy of a 
fluid of hard rods (Tjipto‐Margo and Evans 1990) which will be discussed later in this 
chapter.  
 
4.1.5. Anchoring Energy in Liquid Crystals 
Nematic liquid crystal based biosensors work based on spatial orientation 
heterogeneities (orientation refers to the average molecular orientation of rod-like 
molecules described by the unit vector) of nematic liquid crystals induced by 
biomolecules such as lipids and proteins on nanostructured substrates supporting the 
nematic liquid crystals (Hwang and Rey 2006). There is a strong interaction between the 
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nematic liquid crystal and the particle or the substrate. The anchoring strength, 𝑊, is 
described as the interaction energy per area and is a function of temperature, composition 
and the nature of the liquid crystal, the particle, or the substrate (Hwang and Rey 2006). 
The orientation gradient elasticity known as Frank elasticity, 𝐾, is the energy per length. 
These two parameters are connected through this equation (Hwang and Rey 2006): 
𝐾
𝑊⁄ = 𝑙        (4.35) 
in which 𝑙 is an internal length scale (from nanometers to micrometers) known as 
extrapolation length, for example, particle/liquid crystal or substrate/liquid crystal. The 
significance of this parameter is that, the liquid crystals can see the particle of size 𝑅 > 𝑙 
or they can detect geometric flaws of size  𝐻 > 𝑙 in substrates (Hwang and Rey 2006). 
That’s how liquid crystals can probe the particle and the surface topography. Typical 
kinds of anchoring are: homeotropic or normal orientation, planar or tangential 
orientation, and planar degenerate (any orientation on the plane of substrate). The total 
free energy of nematic liquid crystal can be written as a sum of the total bulk free energy 
and the total surface free energy (Hwang and Rey 2006): 
𝐹 = 𝐹𝑏 + 𝐹𝑠        (4.36) 
The total bulk free energy consists of the isotropic and gradient energy density 
(Frank elastic energy) contributions (Hwang and Rey 2006): 
𝐹𝑏 = ∫(𝑓𝑖𝑠𝑜 + 𝑓𝑔) 𝑑𝑉       (4.37) 
The Frank elastic energy is defined as: 
𝑓𝑔 =
1
2
𝐾11(∇ ∙ 𝑛)
2 +
1
2
𝐾22(n ∙ ∇×𝑛)
2 +
1
2
𝐾33|𝑛×∇×𝑛|
2  (4.38) 
where 𝐾11, 𝐾22, and 𝐾33 are the splay, twist, and bend elastic constants.  
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The total interfacial energy is (Hwang and Rey 2006):  
𝐹𝑠 = ∫(𝛾𝑖𝑠𝑜 + 𝛾𝑎𝑛 + 𝛾𝑔) 𝑑𝐴      (4.39) 
in which, 𝛾𝑖𝑠𝑜 is the isotropic interfacial free energy density, 𝛾𝑎𝑛 is the anchoring 
interfacial free energy density, and 𝛾𝑔 is the gradient interfacial free energy density.  
 
4.1.6. Density Functional Theory 
According to density functional theory (DFT), we can split the free energy 
functional of one molecule density distribution, 𝐹[𝜌], in ideal and excess contributions 
(Velasco, Mederos, and Sullivan 2000): 
𝐹[𝜌] = 𝐹𝑖𝑑[𝜌] + 𝐹𝑒𝑥[𝜌]      (4.40) 
𝐹𝑖𝑑[𝜌] is the free energy of a fluid of non-interacting particles (ideal gas free energy 
functional) with local density of 𝜌(𝑟, 𝜃, 𝜑) and is defined as: 
𝐹𝑖𝑑[𝜌] = 𝑘𝑇 ∭ 𝑑𝑟 𝑑𝜃 𝑑𝜑 𝜌(𝑟, 𝜃, 𝜑){ln[Λ
3 𝜌(𝑟, 𝜃, 𝜑)] − 1} (4.41) 
in which, 𝑘 is the Boltzmann’s constant, 𝑇 is the temperature, and Λ is the thermal 
wavelength. This exact expression was first derived by Onsager (Onsager 1949) from the 
idea that the ideal free energy can be built from the mixing entropy of a multicomponent 
mixture. The ideal free energy can then be split into translational and rotational parts: 
𝛽𝐹𝑖𝑑[𝜌]
𝐴
= ∫ 𝑑𝑧 𝜌(𝑧)
+∞
−∞
{ln[Λ3 𝜌(𝑧)] − 1} +
∫ 𝑑𝑧 𝜌(𝑧)
+∞
−∞
∫ 𝑑Ω 𝑓(𝑧, Ω) ln 4𝜋𝑓(𝑧, Ω)    (3.42) 
in which Ω(𝜃, 𝜑) is the orientation function. The excess part contains the effect of 
interactions and is not an exact expression. Two types of methods have been applied to 
construct the 𝐹𝑒𝑥[𝜌]: the Onsager theory, which is based on the concept of excluded 
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volume, and other theories which are based on weighted densities (Velasco, Mederos, 
and Sullivan 2000; de las Heras, Velasco, and Mederos 2005).  
 
4.2. Model Description 
Our aim is to use a molecular theory to develop a molecular model of interactions 
occurring at the lipid/liquid crystal interface. By calculating the ensemble average of all 
of the interactions from all of the other molecules on a single molecule of the liquid 
crystal at a given thermodynamic state, which is known as the potential of mean force, 
we can design the functionalized lipid layers interacting with the nematic liquid crystal 
layer. Potential of mean force is the work required to bring the lipid in conformation 𝛼𝑖 
next to the interface, or in other words, the surface anchoring energy. The internal energy 
of the lipid conformation, and the intermolecular repulsive interaction term determine the 
potential of the mean force (Fang and Szleifer 2001). The potential of mean force helps 
us to quantify the surface anchoring energies of various lipid mixtures as a function of 
lipid chain length, or chemical composition of the lipid head group. Also, the elastic 
energy of the nematic liquid crystal phase can be calculated through the potential of mean 
force.  
The studied liquid crystal is the commonly used nematic liquid crystal 5CB (4-
Cyano-4'-pentylbiphenyl) (Figure 4.4). It consists of two rigid benzene rings which are 
connected to a hydrocarbon chain. At a coarse-grained level, the entire liquid crystal 
molecule is considered as simply an ellipsoid and detailed molecular structure of them is 
neglected. LC molecules are modeled as ellipsoids with the long axis of 𝑐 and the short 
axis of 𝑎 and 𝑐 𝑎⁄ ≈
18°𝐴
6°𝐴
= 3. The orientation of the nematogens are defined by a polar 
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angle, 𝜃 ∈  [0, 𝜋]  , and an azimuthal angle, 𝜑 ∈  [0, 2𝜋] in the spherical coordinate 
(Figure 4.4). Therefore, the unit vector in the direction of spheroid long axis is defined as 
𝑢 = (sin 𝜃 cos 𝜑 , sin 𝜃 sin 𝜑 , cos 𝜃).  
 
  
Figure 4.4- Molecular structure of the 5CB liquid crystal and its orientation in the spherical 
coordinate. 
 
We are going to investigate the effect of changing the concentration of the DLPC 
lipid (1,2-dilauroyl-sn-glycero-3-phosphocholine) on the orientation transition of the 
nematic liquid crystals. DLPC is a phospholipid with two 12-carbon saturated chains and 
a phosphate group attached to a quaternary amine group. The structure of this lipid is 
shown in Figure 4.5.  
 
 
Figure 4.5- Molecular structure of DLPC lipid. 
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The molecular model is a thermodynamic approach based on the free energy of 
Helmholtz suggested by Onsager. The idea is to write the free energy of the system as a 
functional of the different molecular species density distribution in solution, the 
conformation probabilities, and the interaction fields. The free energy functional of LCs 
is written in terms of density of nematogens, 𝜌𝑙𝑐(𝑧, 𝜃, 𝜑) and the local density of solvent, 
𝜌𝑠(𝑧). The final form can be written as (Uline, Meng, and Szleifer 2010): 
𝛽𝐹
𝐴
= ∫ 𝜌𝑠(𝑧)(ln(𝜌𝑠(𝑧)𝑣𝑠) − 1) 𝑑𝑧 
+
1
2(4𝜋)2
𝑓𝐿(𝛽𝜇𝑙𝑐) ∭ 𝜌𝑙𝑐(𝑧, 𝜃, 𝜑) (∭ 𝜌𝑙𝑐(?́?, ?́?, ?́?)𝑏(𝑧, ?́?, 𝜃, ?́?, 𝜑, ?́?) sin ?́? 𝑑?́?𝑑?́?𝑑?́?) sin 𝜃 𝑑𝜃𝑑𝜑𝑑𝑧 
+
1
4𝜋
∭ 𝜌𝑙𝑐(𝑧, 𝜃, 𝜑)(ln(𝜌𝑙𝑐(𝑧, 𝜃, 𝜑)𝑣𝑠) − 1) sin 𝜃 𝑑𝜃𝑑𝜑𝑑𝑧  (4.43) 
where 𝛽 = 1 𝑘𝐵𝑇⁄ . The first term is the z-dependent translational (mixing) entropy of the 
solvent molecules (mobile species) with 𝜌𝑠(𝑧) representing the solvent density profile and 
𝑣𝑠, is the solvent volume. The second term is the Onsager-like pair repulsion interaction, 
where 𝑏(𝑧, ?́?, 𝜃, ?́?, 𝜑, ?́?) is the second virial coefficient between a pair of nematogens with 
center of masses at the planes 𝑧 and ?́? and orientations (𝜃, 𝜑) and (?́?, ?́?). The prefactor in 
the Onsager-like term, 𝑓𝐿(𝛽𝜇𝑙𝑐) gives a better description of the bulk isotropic-nematic 
transition (Uline, Meng, and Szleifer 2010). The third term is the translational-rotational 
entropy of nematogens. We assume that all the inhomogeneities are in the z-direction and 
the system is homogenous in the x and y-directions.  
The ensemble average volume fraction of nematogen at layer z is (Uline, Meng, 
and Szleifer 2010): 
〈𝜙𝑙𝑐(𝑧)〉 =
1
4𝜋
∭ 𝜌𝑙𝑐(?́?, 𝜃, 𝜑)𝑣𝑙𝑐(𝑧 − ?́?, 𝜃, 𝜑) sin 𝜃 𝑑?́?𝑑𝜃𝑑𝜑  (4.44) 
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where 𝑣𝑙𝑐(𝑧 − ?́?, 𝜃, 𝜑) sin 𝜃 𝑑?́?𝑑𝜃𝑑𝜑 is the volume occupied by nematogen at the center 
of mass ?́? and orientation (𝜃, 𝜑) between 𝑧 and 𝑧 + 𝑑𝑧.  
The volume fraction of solvent at layer 𝑧 is written as (Uline, Meng, and Szleifer 
2010): 
𝜙𝑠(𝑧) = 𝜌𝑠(𝑧)𝑣𝑠       (4.45) 
The volume of the solvent can be considered to be equivalent to the volume of free space. 
Thus, this modeled system is also valid for experimental systems without solvent.  
At each of those layers between 𝑧 and 𝑧 + 𝑑𝑧 the volume is occupied by 
nematogen and solvent. Therefore, the packing constraint for the intermolecular 
repulsions can be written as: 
𝐵 = 〈𝜙𝑙𝑐(𝑧)〉 + 𝜙𝑠(𝑧) = 1          0 ≤ 𝑧 ≤ 𝐿    (4.46) 
Introducing Lagrange multiplier 𝜋(𝑧), associated with the packing constraint, functional 
minimization of the free energy subject to the packing (incompressibility) constraint can 
be derived. The extremums of the functional with respect to 𝜌𝑙𝑐(𝑧, 𝜃, 𝜑) and 𝜌𝑠(𝑧), 
provides the explicit expressions for the volume fraction of liquid crystals and solvent. 
The equilibrium state of the system is provided by the minimization of the free energy 
(Fang and Szleifer 2001). The nematogen density is calculated as follows: 
𝛿(
𝛽𝐹
𝐴
+∫ 𝛽𝜋(𝑧)(𝐵−1)𝑑𝑧)
𝛿(𝜌𝑙𝑐(𝑧,𝜃,𝜑))
= 0      (4.47) 
1
4𝜋
𝑓𝐿(𝛽𝜇𝑙𝑐) ∭ 𝜌𝑙𝑐(?́?, ?́?, ?́?)𝑏(𝑧, ?́?, 𝜃, ?́?, 𝜑, ?́?) sin ?́? 𝑑?́?𝑑?́?𝑑?́? +
(ln(𝜌𝑙𝑐(𝑧, 𝜃, 𝜑)𝑣𝑠) − 𝛽𝜇𝑙𝑐) + ∫ 𝛽𝜋(?́?)𝑣𝑙𝑐(𝑧 − ?́?, 𝜃, 𝜑)𝑑?́? = 0  (4.48) 
𝜌𝑙𝑐(𝑧, 𝜃, 𝜑)𝑣𝑠 = 
𝑒𝛽𝜇𝑙𝑐−𝛽 ∫ 𝜋(?́?)𝑣𝑙𝑐(𝑧−?́?,𝜃,𝜑)𝑑?́?−
1
4𝜋
𝑓𝐿(𝛽𝜇𝑙𝑐) ∭ 𝜌𝑙𝑐(?́?,?́?,?́?)𝑏(𝑧,?́?,𝜃,?́?,𝜑,?́?) sin ?́?𝑑?́?𝑑?́?𝑑?́?  
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(4.49) 
The solvent volume fraction is given by:  
𝛿(
𝛽𝐹
𝐴
+∫(𝐵−1)𝛽𝜋(𝑧)𝑑𝑧)
𝛿(𝜌𝑠(𝑧))
= 0      (4.50) 
ln(𝜌𝑠(𝑧)𝑣𝑠) + 𝑣𝑠𝛽𝜋(𝑧) = 0      (4.51) 
𝜙𝑠(𝑧) = 𝜌𝑠(𝑧)𝑣𝑠 = exp(−𝛽𝜋(𝑧)𝑣𝑠)     (4.52) 
The only unknown is the Lagrange multiplier, which is obtained by replacing the explicit 
expressions for density profiles and volume fractions into the constraint equation. This 
equation shows that the Lagrange multiplier is related to the z-dependent osmotic 
pressure necessary to keep the chemical potential of the solvent constant at all values of 
z.  
 
4.3. Second Virial Coefficient Calculation 
As it was proved before that there is a relation between the second virial 
coefficient and the excluded volume, based on that we calculated the excluded volume of 
each two pairs of molecules in the system. The system is discretized into layers with 0.3 
nm thickness in the Z-direction. As an example, the excluded volume of a molecule with 
𝜃 = 0 has been shown in the Figure 4.6.  
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Figure 4.6- Excluded volume (dashed black ellipsoid) of an ellipsoid with 𝜃 = 0. 
 
As it can be seen in Figure 4.7, millions of points are then generated randomly as 
the center of each ellipsoidal molecule in a volume of: 
𝑣 = [2𝐶 − (−2𝐶)]×[2𝐶 − (−2𝐶)]×(𝑧𝑚𝑎𝑥 − 𝑧𝑚𝑖𝑛) = 16𝐶
2(𝑧𝑚𝑎𝑥 − 𝑧𝑚𝑖𝑛)  (4.53) 
On each of these points, we can generate the ellipsoid unit vector with different 
orientations. The polar angle which is in the range of [0, 𝜋 2⁄ ] (because of the symmetry) 
has been discretized into n=41 different angles and the azimuthal angle which is in the 
range of [0,2𝜋] has been discretized into m=21 different angles and. Using Perram’s 
overlap criterion (Perram and Wertheim 1985) we checked whether each two particles 
with different pairs of orientations (𝜃𝑛, 𝜑𝑚) overlap. If they overlap the contact function 
is less than one and if they don’t overlap it’s greater than one (Perram and Wertheim 
1985). Then for each pair, in each layer, we calculated the number of accepted points 
(those which don’t overlap). Dividing the number of accepted points by the number of 
the total generated points and multiplying that by 𝑣  excluded volume is calculated.  
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Figure 4.7- Excluded volume calculation. 
 
In order to verify the results for calculated excluded volume, we compared them to an 
analytical solution for excluded volume of two ellipsoids (A. Isihara 1991): 
𝑉 =
𝜋
√𝑐𝑜𝑠2𝜃+
𝑎2
𝑐2
𝑠𝑖𝑛2𝜃
[𝑎2(𝑧𝑚𝑎𝑥 − 𝑧𝑚𝑖𝑛) +
1
3
(
𝑐𝑜𝑠2𝜃𝑠𝑖𝑛2𝜃(
𝑎2
𝑐2
−1)
𝑐𝑜𝑠2𝜃+
𝑎2
𝑐2
𝑠𝑖𝑛2𝜃
− (𝑠𝑖𝑛2𝜃 +
𝑎2
𝑐2
𝑐𝑜𝑠2𝜃)) (𝑧𝑚𝑎𝑥
3 − 𝑧𝑚𝑖𝑛
3)]      (4.54) 
We were able to find a polynomial which calculates the excluded volume as a function of 
the dot product of two ellipsoids’ unit vector and the volume of ellipsoids: 
(
𝑥1
𝑦1
𝑧1
) = (
sin 𝜃1× cos 𝜑1
sin 𝜃1× sin 𝜑1
cos 𝜃1
) (4.55.a) (
𝑥2
𝑦2
𝑧2
) = (
sin 𝜃2× cos 𝜑2
sin 𝜃2× sin 𝜑2
cos 𝜃2
) (4.55.b) 
𝜔 = 𝑥1×𝑥2 + 𝑦1×𝑦2 + 𝑧1×𝑧2      (4.56)  
    
𝑝 =  −0.4469000473618510×𝜔6  +  0.9536169990897180×𝜔5  −
 0.8733721002936370×𝜔4  +  0.2956770434975630×𝜔3  −  0.4474377986043690×
𝜔2  +  0.0004765935009346×𝜔 +  1.5180343332758600   (4.57)   
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Finally, excluded volume can be written as: 
𝑏 = 8× (
4
3
𝜋𝑎2𝑐) ×𝑝       (4.58)   
The obtained results from this polynomial are compared to the Tjipto-Evans’s polynomial 
(Tjipto‐Margo and Evans 1990) for excluded volume as a function of dot products, and as 
it can be seen in Figure 4.8, they are in good agreement with Tjipto’s polynomial. 
 
 
Figure 4.8- Comparison of Tjipto’s polynomial and polynomial obtained by MC calculation. 
 
Considering the liquid crystal molecules as ellipsoids (with c/a=3) and defining 
each of those molecules by a unit vector in the direction of the major axis, we would be 
able to define an order parameter for the system. This order parameter can be a function 
of polar angle, azimuthal angle, density (or volume fraction) of molecules. The amount of 
orientational order in liquid crystals is defined by the average of the second Legendre 
polynomial and is called the order parameter: 
𝑆 = 〈𝑃2(cos 𝜃)〉 =
3
2
〈𝑐𝑜𝑠2𝜃〉 −
1
2
     (4.59)   
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in which 𝜃 is the angel between long axis of the spheroid and the director (normal to the 
interface). For an isotropic fluid, 𝑆 = 0. The value of 𝑆 changes from −0.5 (parallel to 
the interface, 𝜃 = 𝜋 2⁄ ) to 1 (perpendicular to the interface, 𝜃 = 0). The normalized 
order parameter that we use here is defined as: 
𝑆 =
∫ ∫ ∫ 𝑓(𝜃,𝜑,𝑧)(
3
2
𝑐𝑜𝑠2𝜃−
1
2
) sin 𝜃𝑑𝜃 𝑑𝜑 𝑑𝑧
𝜋
0
2𝜋
0
𝐿
0
∫ ∫ ∫ 𝑓(𝜃,𝜑,𝑧) sin 𝜃𝑑𝜃 𝑑𝜑 𝑑𝑧
𝜋
0
2𝜋
0
𝐿
0
       
=
3
2
∫ ∫ ∫ 𝜌𝑙𝑐(𝜃,𝜑,𝑧)𝑐𝑜𝑠
2𝜃 sin 𝜃𝑑𝜃 𝑑𝜑 𝑑𝑧
𝜋 2⁄
0
2𝜋
0
𝐿
0
∫ ∫ ∫ 𝜌𝑙𝑐(𝜃,𝜑,𝑧) sin 𝜃𝑑𝜃 𝑑𝜑 𝑑𝑧
𝜋 2⁄
0
2𝜋
0
𝐿
0
−
1
2
   (4.60) 
To obtain numerical results from the molecular theory, we need to solve the nonlinear 
integral-differential equation system that is obtained by substituting the expressions for 
liquid crystal density into the packing constraint.  
 
4.4. Bulk Liquid Crystal 
Using the excluded volume calculated by the proposed polynomial, starting with a 
nematic phase (initial volume fraction of LC=0.7), the order parameter, chemical 
potential, and free energy is calculated for an initial planar and initial homeotropic 
nematic phases. 
For a system with all of the molecules aligned homeotropically, we would get 
S=1, and with all the molecules aligned parallel to the surface, S=-0.5. When there is no 
orientational order (isotropic phase) then we would have S=0. The results for a bulk 
liquid crystal film are given in Figures. 9-11. Order parameter changes from 0 to 1 for 
homeotropic nematic phase and 0 to -0.5 for a planar nematic phase.  
The predicted bulk isotropic-nematic transition is in accord with molecular 
simulations. According to Frenkel (Frenkel and Mulder 1985), the transition for the hard 
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ellipsoid of c/a=3 occurs at a volume fraction of 0.52. As it has been shown in Figure 4.9, 
our results show that the transition occurs at a volume fraction of 0.56.  
 
 
Figure 4.9- Order parameter changes due to the LC density changes. 
 
 
Figure 4.10- Free energy calculation for two different initial anchoring. 
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Figure 4.11- Chemical potential changes due to the LC density changes. 
 
4.5. Liquid Crystal/Hard Wall 
In order to model LC/hard-wall interactions, we basically constrain the size of the 
system so that the molecules can’t go through the hard-wall. In fact, we’re constraining 
the center of mass of the molecules in the Z-direction. Based on the chemical potential 
results that were obtained from the bulk LC, we would have a bulk LC between hard 
walls with a constant chemical potential. These walls should be far enough so that the 
bulk LC between them coincides with our fixed chemical potential. Because of the 
inhomogeneities in layers next to the wall, the density profile of nematogens will be 
different from the bulk LC between walls. The hard walls break the symmetry and force 
the nematic phase to order parallel to the wall and enhance the nematogen density profile 
at the interface. Figure 4.12 shows the average orientational order parameter as a function 
of the nematogen chemical potential for different systems. 
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Figure 4.12- Average orientational order parameter as a function of the nematogen chemical 
potential for a 100 nm and 20nm LC film between the walls. 
 
As it can be seen in Figure 4.12, at the low chemical potential the order parameter 
is low and close to zero, showing an isotropic phase. At a certain nematogen chemical 
potential, there is a sharp jump of the order parameter to a positive value (bulk) or a 
negative value (between hard-wall), which is a characteristic of a nematic phase. The 
sharp jump in S shows the isotropic-nematic transition. The chemical potential of the 
isotropic-nematic transition in the thin film is different from the bulk and depends on the 
film thickness. We can conclude that constraining the nematogens to a film results in a 
shift of the chemical potential for the isotropic-nematic transition. The hard wall shifts 
the chemical potential of the isotropic-nematic transition downward. The shifts are due to 
the fact that the repulsive surfaces always disturb the order as compared to the bulk 
conditions and they cause a density enhancement of the nematogens at the interface. 
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4.6. Modeling of Lipid/Liquid Crystal 
The free energy functional for the bulk liquid crystal with a lipid monolayer on 
the top and homeotropic anchoring at the bottom (like OTS-coated glass in the 
experimental systems) is written in terms of the probability of finding a surfactant in 
conformation 𝛼 or probability distribution function (PDF) of surfactant, 𝑃𝑙𝑖𝑝(𝛼), density 
of nematogens, 𝜌𝑙𝑐(𝑧, 𝜃, 𝜑) and the local density of solvent, 𝜌𝑠𝑜𝑙(𝑧). The final form can 
be written as: 
 ( ) ln ( ) 1sol sol sol
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z z v dz
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The first term accounts for surface tension at air-water interface (γ=72 mN/m). The 
second term is the z-dependent translational (mixing) entropy of the solvent molecules 
(mobile species) with 𝜌𝑠𝑜𝑙(𝑧) representing the solvent density profile, and 𝑣𝑠𝑜𝑙 the 
solvent volume. The third term is the translational entropy of the lipids. The forth term is  
the lipid conformational entropy and internal energy of the conformation 𝛼𝑖 and 
𝑁𝑙𝑖𝑝
𝐴
 is 
the lipid surface coverage. The sums over all lipid conformations are treated by 
considering a large representative set of conformations for each chain in the periodic box 
that are randomly generated in free space with the Rotational Isomeric model. The fifth 
term is the translational-rotational entropy of nematogens where the chemical potential 
term ensures the equilibrium with bulk. The sixth term shows the anchoring potential 
responsible for making the ordering of the liquid crystals at the bottom homeotropic 
(perpendicular to the surface). The seventh term is the Onsager-like pair repulsion 
interaction, where 𝑏(𝑧, ?́?, 𝜃, ?́?, 𝜑, ?́?) is the second virial coefficient between a pair of 
nematogens with center of masses at the planes 𝑧 and ?́? and orientations (𝜃, 𝜑) and (?́?, ?́?) 
and 𝑓𝐿(𝛽𝜇𝑙𝑐) is the isotropic-nematic transition prefactor. We assume that all the 
inhomogeneities are in the z-direction and the system is homogenous in the x and y 
directions. Finally, the last term is the incompressibility constraint for the whole system 
consisting of liquid crystals, lipids, and solvent. 
At each of those layers between 𝑧 and 𝑧 + 𝑑𝑧 the volume is occupied by 
nematogens, solvent, and lipids. Therefore, the packing constraint for the intermolecular 
repulsions can be written as: 
( ) ( ) ( ) 1sol lc lipz z z          (4.62) 
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The volume fraction of solvent at layer 𝑧 is written as (Uline, Meng, and Szleifer 
2010): 
( ) ( )sol sol solz z v         (4.63) 
The ensemble average volume fraction of nematogens at layer z is (Uline, Meng, 
and Szleifer 2010): 
   
1
( ) , , , , sin
4
lc lc lcz z v z z d dz d        

      (4.64) 
where 𝑣𝑙𝑐(𝑧 − ?́?, 𝜃, 𝜑) sin 𝜃 𝑑?́?𝑑𝜃𝑑𝜑 is the volume occupied by nematogen at the center of mass 
?́? and orientation (𝜃, 𝜑) between 𝑧 and 𝑧 + 𝑑𝑧. 
The ensemble average volume fraction of the lipids at layer z is written as: 
2
( ) ( ) ( , )
lip
lip lip
N
z P n z
A
         (4.65) 
where 𝑛(𝛼𝑖; 𝑧)𝑑𝑧 is the volume occupied by lipids between 𝑧 and 𝑧 + 𝑑𝑧.  
Introducing Lagrange multiplier 𝜋(𝑧), associated with the packing constraint, 
functional minimization of the free energy subject to the packing (incompressibility) 
constraint can be derived. The extremums of the functional with respect to  , ,lc z   , 
( )sol z , and ( )lipP   provides the explicit expressions for the volume fraction of liquid 
crystals, solvent, and the probability distribution function of the lipids. The equilibrium 
state of the system is provided by the minimization of the free energy.  
The nematogen density is calculated as follows: 
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The probability distribution function for lipids is obtained with the same method: 
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where 𝑞𝑙𝑖𝑝 is the normalization constant, which insures that ∑ 𝑃𝑙𝑖𝑝(𝛼) = 1.  
The solvent volume fraction is obtained as: 
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 ( ) ( ) exp ( )sol sol sol solz z v z v         (4.71) 
The only unknown is the Lagrange multiplier, which is obtained by replacing the explicit 
expressions for PDF and density profiles and volume fractions into the constraint 
equation. This equation shows that the Lagrange multiplier is related to the z-dependent 
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osmotic pressure necessary to keep the chemical potential of the solvent constant at all z. 
By substituting the expressions for liquid crystal density, solvent density, and lipid 
volume fraction into the packing constraint we can solve the system of nonlinear integral-
differential equations numerically.  
 
4.7. Results and Discussions 
Now that we have modeled bulk liquid crystal, liquid crystal/hard wall, and 
lipid/liquid crystal interface, we can combine them all together to build a model based on 
the experiments. At the bottom, liquid crystals will have a homeotropic (perpendicular) 
anchoring, because in experimental setups the liquid crystals are in contact with, for 
example, an OTS-coated glass that induces homeotropic anchoring. In order to induce a 
homeotropic anchoring we use this anchoring potential (Meng 2008): 
     2
1
, exp( ) coslc sU z z c P
c
     
     (4.72) 
Figure 4.13 shows how applying this anchoring potential changes the order parameter to 
a positive value which represents homeotropic anchoring. 
With a homeotropic anchoring at the bottom and then bulk liquid crystal in the 
middle and a lipid monolayer at the top, we will have the final form of this biosensing 
system. Any biological event at the interface, such as an enzymatic reaction, or a protein 
binding, will change the lipid concentration at the interface. Therefore, we will change 
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the concentration of lipids in lipid monolayer to show how this change in concentration 
can affect the ordering of liquid crystals.  
 
 
Figure 4.13- Homeotropic anchoring potential at the bottom of the system. 
 
Figure 4.14 shows the effect of changing lipid concentration on ordering 
transition of liquid crystals. Starting with an area per molecule of 0.35 nm2/molec, the 
order parameter has a positive value meaning that lipids induce homeotropic ordering in 
liquid crystals. Then at a certain LC chemical potential (µlc=34.9), a transition from 
homeotropic to isotropic state is predicted by this model. By increasing the area per 
molecule to 0.55 nm2/molec, again a homeotropic ordering is predicted by the transition 
occurs at µlc=34.7. Lipids density can affect the liquid crystal density and as equation 
(4.67) shows there is a relation between the liquid crystal density and liquid crystal 
chemical potential. Therefore, by changing the lipid concentration the chemical potential 
of liquid crystals will change. By further increasing the area per molecule to 0.65 
nm2/molec, the order parameter shows a negative value or a planar ordering for liquid 
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crystals. At area per molecule of 0.85 nm2/molec, again a planar ordering is predicted at a 
different liquid crystal chemical potential.  
 
Figure 4.14- Effect of lipid concentration on the orientational ordering of liquid crystals. 
 
 
4.8. Conclusions 
The molecular model predicts that at an area per molecule of less than 0.55 
nm2/molec, liquid crystals show a homeotropic ordering and by increasing the area per 
molecule to higher than 0.55 nm2/molec, liquid crystals will show a planar ordering. This 
theoretical model qualitatively captures the relevant physics observed in the experiments 
by showing the interplay between repulsive interactions, conformational and orientational 
entropy. We have shown that changing the lipids concentration can induce ordering 
transition in liquid crystals and also liquid crystals can potentially predict the phase 
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transition in the lipid monolayers. Therefore, this molecular model can help us to design 
the liquid crystal-lipid interface for biosensing applications. 
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CHAPTER 5 
FUTURE WORK
In this work, we studied the nematic phase of liquid crystals for the biosensing 
applications. Nematic phase is known to have the fastest response among other phases of 
liquid crystals. Because the nematic phase is least ordered and most fluid-like phase of 
the liquid crystals (Mater et al. 2017). 
 There are many other phases of liquid crystals that can be used for different types 
of applications. Smectic phase and chiral nematic phase are two other phases of liquid 
crystals that recently have been used for biosensing. 
 
 
Figure 5.1- Three main types of thermotropic liquid crystals. 
 
In Smectic A phase, the molecules are arranged in layers and in each layer, all of 
the molecules are parallel to one another. Therefore, Smectic A phase shows quasi-long-
range positional order. Smectic liquid crystals can extend the sensing range, which means 
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that unlike the nematic phase, the smectic phase is responsive to very high and very low 
concentration of lipids (Mater et al. 2017). 
 
Figure 5.2- From left to right: texture of the smectic phase at air/pure water interfaces; texture of 
the smectic phase at air/(water + 50 nM DLPC) interfaces after cooled back from the nematic 
phase; side view of the toric focal conic domains (TFCDs) structure of a smectic LC in hybrid 
alignment (Mater et al. 2017). 
 
The chiral nematic (cholesteric) phase is very similar to the nematic phase. 
However, because of the gradual change in the director and twist along one axis, a helical 
phase forms. Recently, it has been reported that blue phase liquid crystals that are 
strongly chiral nematic,  can be used in label-free protein sensing (Mater et al. 2017).  
 
 
Figure 5.3- Using chiral nematic liquid crystals for biosensing (Mater et al. 2017). 
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Other than biosensing, liquid crystals can be used for drug delivery applications. 
Over the last two decades, it has been recognized in the drug delivery community that water-
based lyotropic liquid crystal (LLC) phases can also be used as viable matrices for the 
sustained and controlled release of drugs. The fact that many LLC phases have periodic 
nanometer-scale pores allows for a high and uniform loading of drugs, as well as good 
controlled diffusion out of the pores (Drummond and Fong 1999). In addition, the ability of 
unpolymerized LLC assemblies to be dispersed by triggered changes in solvent concentration 
or temperature allows for easy removal of the delivery matrix at a desired point in time. 
Matrices for drug delivery must meet certain criteria, such as non-toxicity, compatibility 
with the drug to be delivered, good chemical stability under physiological conditions, and 
eventual biodegradability/excretion from the body (Boyd et al. 2006). Having these 
characteristics, liquid crystals seem to be ideal candidates for controlled drug delivery. 
Only certain LLC phases containing open water channels or pores (i.e., the L and 
inverted (type II) LLC phases) have been explored for drug delivery because most drugs 
are hydrophilic or water-soluble molecules (Drummond and Fong 1999). As such, LLC 
phases containing water compartments are required for initially encapsulating these drugs 
and then performing the controlled and sustained release. Only a few surfactant systems 
and their derivatives have been explored as LLC-based drug delivery systems because of 
the chemical and physiological compatibility requirements listed above, and because of 
cost and availability issues. The structure of cubic mesophases is unique and comprises a 
curved bicontinuous lipid bilayer (with an estimated thickness of 3.5 nm) extending in 
three dimensions and two interpenetrating, but non-contacting, aqueous nano-channels 
(Guo et al. 2010). The compartmentalization in cubic mesophases can be used to 
introduce guest drugs of hydrophilic, lipophilic or amphiphilic nature (Figure.5.4). 
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Hydrophilic drugs will be located close to the emulsifier polar head or in the water 
channels, whereas lipophilic drugs will be localized within the lipid bilayer and 
amphiphilic drugs in the interface. Hexagonal mesophases are closed and extended 
micellar columnar structures and the long-range order is two-dimensional. It has been 
reported that there is no direct contact between water inside and outside the hexagonal 
phases (Guo et al. 2010). As can be seen in Figure.5.4, hydrophilic drugs will be 
entrapped in the internal water domain, whereas lipophilic drugs will be located within 
the lipid domain and amphiphilic drugs in the interface. 
 
 
Figure 5.4-Possible localizations of drugs in reversed bicontinuous cubic and hexagonal 
mesophases (Guo et al. 2010). 
 
Although experiments show the potential of using liquid crystals in drug delivery, 
still no work has been done on the modeling of these systems. A molecular model that 
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can predict the phase transition of liquid crystals as a response to stimuli, such as 
temperature, pH, etc. can help us to design the controlled drug delivery.  
In the future, more areas of applications for liquid crystals will be discovered. The 
ongoing research on liquid crystals will be more efficient if it is accompanied by a 
molecular model to explain their phase behavior.  
 
 96 
REFERENCES
A. Isihara. 1991. Condensed Matter Physics. Dover Publications. 
And, Brian H. Clare, Nicholas L. Abbott, Brian H. Clare, and Nicholas L. Abbott. 2005. 
“Orientations of Nematic Liquid Crystals on Surfaces Presenting Controlled 
Densities of Peptides: Amplification of Protein-Peptide Binding Events.” Langmuir 
21 (14). American Chemical Society: 6451–61. doi:10.1021/la050336s. 
Bai, Yiqun, and Nicholas L. Abbott. 2011. “Recent Advances in Colloidal and Interfacial 
Phenomena Involving Liquid Crystals.” Langmuir 27 (10). American Chemical 
Society: 5719–38. doi:10.1021/la103301d. 
Baoukina, S, E Mendez-Villuendas, and D P Tieleman. 2012. “Molecular View of Phase 
Coexistence in Lipid Monolayers” 134: 17543. 
Baoukina, Svetlana, Luca Monticelli, Siewert J. Marrink, and D. Peter Tieleman. 2007. 
“Pressure-Area Isotherm of a Lipid Monolayer from Molecular Dynamics 
Simulations.” Langmuir 23 (25): 12617–23. doi:10.1021/la702286h. 
Bennett, W F Drew, and D Peter Tieleman. 2013. “Computer Simulations of Lipid 
Membrane Domains.” Biochimica et Biophysica Acta 1828 (8). Elsevier B.V.: 
1765–76. doi:10.1016/j.bbamem.2013.03.004. 
Boyd, Ben J., Darryl V. Whittaker, Shui-Mei Khoo, and Greg Davey. 2006. “Lyotropic 
Liquid Crystalline Phases Formed from Glycerate Surfactants as Sustained Release 
Drug Delivery Systems.” International Journal of Pharmaceutics 309 (1–2): 218–
26. doi:10.1016/j.ijpharm.2005.11.033. 
 97 
Brake, Jeffrey M., Andrew D. Mezera, and Nicholas L. Abbott. 2003. “Effect of 
Surfactant Structure on the Orientation of Liquid Crystals at Aqueous-Liquid Crystal 
Interfaces.” Langmuir 19 (16): 6436–42. doi:10.1021/la034132s. 
Chang-Hyun Jang, Li-Lin Cheng, And Christopher W. Olsen, Nicholas L. Abbott, Chang 
Hyun Jang, Li Lin Cheng, Christopher W. Olsen, and Nicholas L. Abbott. 2006. 
“Anchoring of Nematic Liquid Crystals on Viruses with Different Envelope 
Structures.” Nano Letters 6 (5). American Chemical Society: 1053–58. 
doi:10.1021/nl060625g. 
Chang, Chung-Yun, and Chih-Hsin Chen. 2014. “Oligopeptide-Decorated Liquid Crystal 
Droplets for Detecting Proteases.” Chem. Commun. 50 (81). Royal Society of 
Chemistry: 12162–65. doi:10.1039/C4CC04651J. 
Choi, Youngjik, Simon J Attwood, Matthew I Hoopes, Elizabeth Drolle, Mikko 
Karttunen, and Zoya Leonenko. 2014. “Melatonin Directly Interacts with 
Cholesterol and Alleviates Cholesterol Effects in Dipalmitoylphosphatidylcholine 
Monolayers.” Soft Matter 10 (1): 206–13. doi:10.1039/c3sm52064a. 
de las Heras, D., E. Velasco, and L. Mederos. 2005. “Capillary Smectization and 
Layering in a Confined Liquid Crystal.” Physical Review Letters 94 (1). American 
Physical Society: 17801. doi:10.1103/PhysRevLett.94.017801. 
De Meyer, Frédérick J M, Ayelet Benjamini, Jocelyn M. Rodgers, Yannick Misteli, and 
Berend Smit. 2010. “Molecular Simulation of the DMPC-Cholesterol Phase 
Diagram.” Journal of Physical Chemistry B 114 (32): 10451–61. 
doi:10.1021/jp103903s. 
Demel, R.A., L.L.M. Van Deenen, and B.A. Pethica. 1967. “Monolayer Interactions of 
 98 
Phospholipids and Cholesterol.” Biochimica et Biophysica Acta (BBA) - 
Biomembranes 135 (1). Elsevier: 11–19. doi:10.1016/0005-2736(67)90003-X. 
Doi, Masao. 2011. “Onsager ’ S Variational Principle in Soft Matter.” doi:10.1088/0953-
8984/23/28/284118. 
Drummond, Calum J, and Celesta Fong. 1999. “Surfactant Self-Assembly Objects as 
Novel Drug Delivery Vehicles.” Current Opinion in Colloid & Interface Science 4 
(6): 449–56. doi:10.1016/S1359-0294(00)00020-0. 
Duncan, Susan L, and Ronald G Larson. 2008. “Comparing Experimental and Simulated 
Pressure-Area Isotherms for DPPC.” Biophysical Journal 94 (8). Elsevier: 2965–86. 
doi:10.1529/biophysj.107.114215. 
Dynarowicz-Ła̧tka, Patrycja, Anantharaman Dhanabalan, and Osvaldo N. Oliveira. 2001. 
“Modern Physicochemical Research on Langmuir Monolayers.” Advances in 
Colloid and Interface Science 91 (2): 221–93. doi:10.1016/S0001-8686(99)00034-2. 
Evans, E., W. Rawicz, and B. a. Smith. 2013. “Concluding Remarks Back to the Future: 
Mechanics and Thermodynamics of Lipid Biomembranes.” Faraday Discuss. 161: 
591–611. doi:10.1039/C2FD20127E. 
Fang, Fang, and Igal Szleifer. 2001. “Kinetics and Thermodynamics of Protein 
Adsorption: A Generalized Molecular Theoretical Approach.” Biophysical Journal 
80 (6): 2568–89. doi:10.1016/S0006-3495(01)76228-5. 
Flory, P J. 1975. “Spatial Configuration of Macromolecular Chains.” Science (New York, 
N.Y.) 188 (4195): 1268–76. doi:10.1126/science.188.4195.1268. 
Frenkel, D., and B.M. Mulder. 1985. “The Hard Ellipsoid-of-Revolution Fluid.” 
Molecular Physics 55 (5).  Taylor & Francis Group: 1171–92. 
 99 
doi:10.1080/00268978500101971. 
Gross, D. H E, and J. F. Kenney. 2005. “The Microcanonical Thermodynamics of Finite 
Systems: The Microscopic Origin of Condensation and Phase Separations, and the 
Conditions for Heat Flow from Lower to Higher Temperatures.” Journal of 
Chemical Physics 122 (22): 0–8. doi:10.1063/1.1901658. 
Guo, Chenyu, Jun Wang, Fengliang Cao, Robert J Lee, and Guangxi Zhai. 2010. 
“Lyotropic Liquid Crystal Systems in Drug Delivery.” Drug Discovery Today 15 
(23–24). Elsevier Ltd: 1032–40. doi:10.1016/j.drudis.2010.09.006. 
Gupta, Jugal K., Maria-Victoria Victoria Meli, Sarah Teren, and Nicholas L. Abbott. 
2008. “Elastic Energy-Driven Phase Separation of Phospholipid Monolayers at the 
Nematic Liquid-Crystal-Aqueous Interface.” Physical Review Letters 100 (4). 
American Physical Society: 1–4. doi:10.1103/PhysRevLett.100.048301. 
Guzman, Eduardo, Libero Liggieri, Eva Santini, Michele Ferrari, and Francesca Ravera. 
2012. “DPPC-DOPC Langmuir Monolayers Modified by Hydrophilic Silica 
Nanoparticles: Phase Behaviour, Structure, and Rheology.” Colloids and Surfaces 
A: Physicochemical and Engineering Aspects 413. Elsevier B.V.: 174–83. 
doi:10.1016/j.colsurfa.2011.12.059. 
Hac-Wydro, Katarzyna, and Paweł Wydro. 2007. “The Influence of Fatty Acids on 
Model Cholesterol/Phospholipid Membranes.” Chemistry and Physics of Lipids 150 
(1): 66–81. doi:10.1016/j.chemphyslip.2007.06.213. 
Hilbert, Stefan, Peter Hänggi, and Jörn Dunkel. 2014. “Thermodynamic Laws in Isolated 
Systems.” Physical Review E - Statistical, Nonlinear, and Soft Matter Physics 90 
(6): 1–23. doi:10.1103/PhysRevE.90.062116. 
 100 
Hill, T L. 1962. “Thermodynamics of Small Systems.” J.\ Chem.\ Phys. 36 (12): 3182–
97. doi:10.1063/1.1732447. 
Hoogboom, Johan, Kelly Velonia, Theo Rasing, Alan E. Rowan, and Roeland J. M. 
Nolte. 2006. “LCD-Based Detection of Enzymatic Action.” Chem. Commun. 0 (4). 
Royal Society of Chemistry: 434–35. doi:10.1039/B514048J. 
Hu, Qiong-Zheng, and Chang-Hyun Jang. 2013. “Spontaneous Formation of Micrometer-
Scale Liquid Crystal Droplet Patterns on Solid Surfaces and Their Sensing 
Applications.” Soft Matter 9 (24): 5779–84. doi:10.1039/C3SM00002H. 
Huynh, Lucie, Nahuel Perrot, Veronica Beswick, Véronique Rosilio, Patrick A. Curmi, 
Alain Sanson, and Nadège Jamin. 2014. “Structural Properties of POPC Monolayers 
under Lateral Compression: Computer Simulations Analysis.” Langmuir 30 (2): 
564–73. doi:10.1021/la4043809. 
Hwang, Dae Kun, and Alejandro D. Rey. 2006. “Optical Modeling of Liquid Crystal 
Biosensors.” The Journal of Chemical Physics 125 (17). American Institute of 
Physics: 174902. doi:10.1063/1.2361283. 
Israelachvili, Jacob N. 2011. Intermolecular and Surface Forces. Academic Press. 
Ivankin, Andrey, Ivan Kuzmenko, and David Gidalevitz. 2010. “Cholesterol-
Phospholipid Interactions: New Insights from Surface X-Ray Scattering Data.” 
Physical Review Letters 104 (10): 1–4. doi:10.1103/PhysRevLett.104.108101. 
Janout, Vaclav, Serhan Turkyilmaz, Minghui Wang, Yao Wang, Yuichi Manaka, and 
Steven L. Regen. 2010. “An Upside-down View of Cholesterol’s Condensing 
Effect: Does Surface Occupancy Play a Role?” Langmuir 26 (8): 5316–18. 
doi:10.1021/la100878s. 
 101 
Jeong, Dae Woong, KyuHan Kim, Suho Lee, Myung Chul Choi, and Siyoung Q. Choi. 
2014. “Fluorescence Recovery after Merging a Surfactant-Covered Droplet: A 
Novel Technique to Measure the Diffusion of Phospholipid Monolayers at 
Fluid/Fluid Interfaces.” Langmuir 30 (48): 14369–74. doi:10.1021/la503219n. 
Jurak, Malgorzata. 2013. “Thermodynamic Aspects of Cholesterol Effect on Properties of 
Phospholipid Monolayers: Langmuir and Langmuir-Blodgett Monolayer Study.” 
Journal of Physical Chemistry B 117 (13): 3496–3502. doi:10.1021/jp401182c. 
Kaganer, Vladimir M., Helmuth Möhwald, and Pulak Dutta. 1999. “Structure and Phase 
Transitions in Langmuir Monolayers.” Reviews of Modern Physics 71 (3). American 
Physical Society: 779–819. doi:10.1103/RevModPhys.71.779. 
Kim, Kwangmeyung, Chulhee Kim, and Youngro Byun. 2001. “Preparation of a 
Dipalmitoylphosphatidylcholine/cholesterol Langmuir-Blodgett Monolayer That 
Suppresses Protein Adsorption.” Langmuir 17 (16): 5066–70. 
doi:10.1021/la0102096. 
Knobler, C. 1992. “Phase Transitions in Monolayers.” Annu. Rev. Phys. Chem. 43 (1): 
207–36. doi:10.1146/annurev.physchem.43.1.207. 
Kuhnau, U, A. G. Petrov, G. Klose, H. Schmiedel, U. Kühnau, A. G. Petrov, G. Klose, 
and H. Schmiedel. 1999. “Measurements of Anchoring Energy of a Nematic Liquid 
Crystal, 4-Cyano-4’-n-Pentylbiphenyl, on Langmuir-Blodgett Films of Dipalmitoyl 
Phosphatidylcholine.” Phys. Rev. E 59 (1). American Physical Society: 578–85. 
doi:10.1103/PhysRevE.59.578. 
Kurniawan, James, Nai Ning Yin, Gang Yu Liu, and Tonya L. Kuhl. 2014. “Interaction 
Forces between Ternary Lipid Bilayers Containing Cholesterol.” Langmuir 30 (17): 
 102 
4997–5004. doi:10.1021/la500341c. 
Lin, B., M. C. Shih, T. M. Bohanon, G. E. Ice, and P. Dutta. 1990. “Phase Diagram of a 
Lipid Monolayer on the Surface of Water.” Physical Review Letters 65 (2): 191–94. 
doi:10.1103/PhysRevLett.65.191. 
Lowe, Aaron M., and Nicholas L. Abbott. 2012. “Liquid Crystalline Materials for 
Biological Applications.” Chemistry of Materials : A Publication of the American 
Chemical Society 24 (5). American Chemical Society: 746–58. 
doi:10.1021/cm202632m. 
Luk, Yan Yeung, Matthew L. Tingey, Kimberly A. Dickson, Ronald T. Raines, Nicholas 
L. Abbott, Yan-Yeung Luk, Matthew L. Tingey, Kimberly A. Dickson, And Ronald 
T. Raines, and Nicholas L. Abbott. 2004. “Imaging the Binding Ability of Proteins 
Immobilized on Surfaces with Different Orientations by Using Liquid Crystals.” 
Journal of the American Chemical Society 126 (29). American Chemical Society: 
9024–32. doi:10.1021/ja0398565. 
Martinez-Seara, Hector, Tomasz Rog, Mikko Karttunen, Ilpo Vattulainen, Ramon 
Reigada, Tomasz Róg, Mikko Karttunen, Ilpo Vattulainen, and Ramon Reigada. 
2010. “Cholesterol Induces Specific Spatial and Orientational Order in 
Cholesterol/phospholipid Membranes.” Edited by Neeraj Vij. PLoS ONE 5 (6). 
Public Library of Science: e11162. doi:10.1371/journal.pone.0011162. 
Mater, J, B Chem, Piotr Popov, Elizabeth K Mann, and Antal Já. 2017. “Thermotropic 
Liquid Crystal Films for Biosensors and beyond.” Accessed June 2. 
doi:10.1039/c7tb00809k. 
———. 2017. “Thermotropic Liquid Crystal Films for Biosensors and beyond.” Journal 
 103 
of Materials Chemistry B. Royal Society of Chemistry. doi:10.1039/c7tb00809k. 
Mcconnell, Harden M. 1991. “Structures and Transitions in Lipid Monolayers at the Air-
Water Interface.” Annu. Rev. Phys. Chern 42: 171–95. 
McMullen, Todd P W, and Ronald N. McElhaney. 1996. “Physical Studies of 
Cholesterol-Phospholipid Interactions.” Current Opinion in Colloid and Interface 
Science 1 (1). Current Science Ltd.: 83–90. doi:10.1016/S1359-0294(96)80048-3. 
McQuarrie, Donald A. 2000. McQuarrie D. University Science Books. 
Meng, Shihong. 2008. “Molecular Theory of Liquid Crystal Thin Films.” Theses and 
Dissertations Available from ProQuest. 
http://docs.lib.purdue.edu/dissertations/AAI3344082. 
Miñones, J., S. Pais, J. Miñones, O. Conde, and P. Dynarowicz-Łatka. 2009. “Interactions 
between Membrane Sterols and Phospholipids in Model Mammalian and Fungi 
Cellular Membranes - A Langmuir Monolayer Study.” Biophysical Chemistry 140 
(1–3): 69–77. doi:10.1016/j.bpc.2008.11.011. 
Miyoshi, Tsubasa, and Satoru Kato. 2015. “Detailed Analysis of the Surface Area and 
Elasticity in the Saturated 1,2-Diacylphosphatidylcholine/Cholesterol Binary 
Monolayer System.” Langmuir : The ACS Journal of Surfaces and Colloids 31 (33): 
9086–96. doi:10.1021/acs.langmuir.5b01775. 
Mohammad-Aghaie, Delara, Emilie Mace, Charles A. Sennoga, John M. Seddon, and 
Fernando Bresme. 2010. “Molecular Dynamics Simulations of Liquid Condensed to 
Liquid Expanded Transitions in DPPC Monolayers.” Journal of Physical Chemistry 
B 114 (3): 1325–35. doi:10.1021/jp9061303. 
Mozaffary, H. 1994. “Cholesterol-Phospholipid Interaction: A Monolayer Study.” Thin 
 104 
Solid Films 244 (1–2). Elsevier: 874–77. doi:10.1016/0040-6090(94)90590-8. 
Munir, Sundas, and Soo Young Park. 2016. “Liquid Crystal-Based DNA Biosensor for 
Myricetin Detection.” Sensors and Actuators, B: Chemical 233. Elsevier B.V.: 559–
65. doi:10.1016/j.snb.2016.04.107. 
Nielsen, Steve O., Carlos F. Lopez, Preston B. Moore, John C. Shelley, and Michael L. 
Klein. 2003. “Molecular Dynamics Investigations of Lipid Langmuir Monolayers 
Using a Coarse-Grain Model.” The Journal of Physical Chemistry B 107: 13911–17. 
doi:10.1021/jp035262c. 
Onsager, Lars. 1949. “The Effects of Shape on the Interaction of Colloidal Particles.” 
Annals of the New York Academy of Sciences 51 (4). Blackwell Publishing Ltd: 627–
59. doi:10.1111/j.1749-6632.1949.tb27296.x. 
Oxtoby, David W. 2002. “Density Functional Methods in the Statistical Mechanics of 
Materials” no. 2: 39–52. doi:10.1146/annurev.matsci.32. 
Perram, John W., and M.S. Wertheim. 1985. “Statistical Mechanics of Hard Ellipsoids. I. 
Overlap Algorithm and the Contact Function.” Journal of Computational Physics 58 
(3): 409–16. doi:10.1016/0021-9991(85)90171-8. 
Pitman, Michael C., Frank Suits, Alexander D. MacKerell, and Scott E. Feller. 2004. 
“Molecular-Level Organization of Saturated and Polyunsaturated Fatty Acids in a 
Phosphatidylcholine Bilayer Containing Cholesterol.” Biochemistry 43 (49): 15318–
28. doi:10.1021/bi048231w. 
Qiao, Lin, Aimin Ge, Masatoshi Osawa, and Shen Ye. 2013. “Structure and Stability 
Studies of Mixed Monolayers of Saturated and Unsaturated Phospholipids under 
Low-Level Ozone.” Physical Chemistry Chemical Physics : PCCP 15 (41): 17775–
 105 
85. doi:10.1039/c3cp52484a. 
Safran, S A. 2002. “Statistical Thermodynamics of Soft Surfaces” 500: 127–46. 
Selinger, Jonathan V. 2016. Introduction to the Theory of Soft Matter. Springer 
International Publishing. 
Smaby, Janice M., Howard L. Brockman, and Rhoderick E. Brown. 1994. “Cholesterol’s 
Interfacial Interactions with Sphingomyelins and-Phosphatidylcholines: 
Hydrocarbon Chain Structure Determines the Magnitude of Condensation.” 
Biochemistry 33 (31): 9135–42. doi:10.1021/bi00197a016. 
Stefaniu, Cristina, Gerald Brezesinski, and Helmuth Möhwald. 2014. “Langmuir 
Monolayers as Models to Study Processes at Membrane Surfaces.” Advances in 
Colloid and Interface Science 208. Elsevier B.V.: 197–213. 
doi:10.1016/j.cis.2014.02.013. 
Tan, Hui, Xia Li, Shuzhen Liao, Ruqin Yu, and Zhaoyang Wu. 2014. “Highly-Sensitive 
Liquid Crystal Biosensor Based on DNA Dendrimers-Mediated Optical 
Reorientation.” Biosensors and Bioelectronics 62. Elsevier: 84–89. 
doi:10.1016/j.bios.2014.06.029. 
Tjipto‐Margo, Broto, and Glenn T. Evans. 1990. “The Onsager Theory of the Isotropic–
Nematic Liquid Crystal Transition: Incorporation of the Higher Virial Coefficients.” 
The Journal of Chemical Physics 93 (6). American Institute of Physics: 4254–65. 
doi:10.1063/1.458758. 
Uline, Mark J., Shihong Meng, and Igal Szleifer. 2010. “Surfactant Driven Surface 
Anchoring Transitions in Liquid Crystal Thin Films.” Soft Matter 6 (21). Royal 
Society of Chemistry: 5482–90. doi:10.1039/c0sm00542h. 
 106 
Velasco, E., L. Mederos, and D. E. Sullivan. 2000. “Density-Functional Theory of 
Inhomogeneous Systems of Hard Spherocylinders.” Physical Review E 62 (3). 
American Physical Society: 3708–18. doi:10.1103/PhysRevE.62.3708. 
Vroege, G J, and H N W Lekkerkerker. 1992. “Phase Transitions in Lyotropic Colloidal 
and Polymer Liquid Crystals.” Reports on Progress in Physics 55 (8). IOP 
Publishing: 1241–1309. doi:10.1088/0034-4885/55/8/003. 
Woltman, Scott J., Gregory D. Jay, and Gregory P. Crawford. 2007. “Liquid-Crystal 
Materials Find a New Order in Biomedical Applications.” Nature Materials 6 (12): 
929–38. doi:10.1038/nmat2010. 
Yang, Shengyuan, Chao Wu, Hui Tan, Yan Wu, Shuzhen Liao, Zhaoyang Wu, Guoli 
Shen, and Ruqin Yu. 2013. “Label-Free Liquid Crystal Biosensor Based on Specific 
Oligonucleotide Probes for Heavy Metal Ions.” Analytical Chemistry, 14–18. 
doi:10.1021/ac302989h. 
Yu, Zhi Wu, Jing Jin, and Yang Cao. 2002. “Characterization of the Liquid-Expanded to 
Liquid-Condensed Phase Transition of Monolayers by Means of Compressibility.” 
Langmuir 18 (11): 4530–31. doi:10.1021/la011840+. 
Yuan, C, and L J Johnston. 2002. “Phase Evolution in cholesterol/DPPC Monolayers: 
Atomic Force Microscopy and Near Field Scanning Optical Microscopy Studies.” 
Journal of Microscopy (Oxford) 205 (Part 2): 136–46. 
http://bibliocheveu/connaissances/cheveu/bibliocheveu/Surfaces/2225_Yuan 
C_2002.pdf. 
 
