High dimensional directional data is becoming increasingly important in contemporary applications such as analysis of text and gene-expression data. A natural model for multivariate directional data is provided by the von Mises-Fisher (vMF) distribution on the unit hypersphere that is analogous to the multi-variate Gaussian distribution in R d . In this paper, we propose modeling complex directional data as a mixture of vMF distributions. We derive and analyze two variants of the Expectation Maximization (EM) framework for estimating the parameters of this mixture. We also propose two clustering algorithms corresponding to these variants. An interesting aspect of our methodology is that the spherical kmeans algorithm (kmeans with cosine similarity) can be shown to be a special case of both our algorithms. Thus, modeling text data by vMF distributions lends theoretical validity to the use of cosine similarity which has been widely used by the information retrieval community. As part of experimental validation, we present results on modeling high-dimensional text and gene-expression data as a mixture of vMF distributions. The results indicate that our approach yields superior clusterings especially for difficult clustering tasks in high-dimensional spaces.
INTRODUCTION
Clustering or segmentation of data is a fundamental data analysis step that has been widely studied across various disciplines [19] . However, several large datasets that are being acquired from scientific domains, as well as the world wide web, have a variety of complex characteristics that severely challenge traditional methods for clustering [15] . This article is concerned with the clustering of high-dimensional Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. SIGKDD '03, August [24] [25] [26] [27] 2003 directional data that is becoming increasingly common in several application domains.
One can broadly categorize clustering approaches into generative (parametric) [29, 18] and discriminative (non-parametric) [17, 27] ones. The performance of an approach (and of a specific method within that approach) is quite data dependent; there is no clustering method that works the best across all types of data. Generative models, however, often provide better insight into the nature of the clusters. From an application point of view, a lot of domain knowledge can be incorporated into generative models so that clustering of data uncovers specific desirable patterns that one is looking for. Clustering algorithms using the generative model framework, often involve an appropriate application of the Expectation Maximization (EM) algorithm [8, 5] on a properly chosen statistical generative model for the data under consideration. For vector data, there are well studied clustering algorithms for popular generative models such as a mixture of Gaussians, whose effect is analogous to the use of Euclidean or Mahalanobis type distances from the discriminative perspective.
Motivation and Related Work
There are several application domains where clustering based on minimizing Euclidean distortions yields poor results [30] . For example, empirical studies in information retrieval applications show that cosine similarity is a far more effective measure of similarity for analyzing and clustering text documents. Such domains require the use of directional data [22] -data that deals only with the directions of unit vectors. Thus, there is a need for generative models that are more appropriate for the analysis and clustering of directional data. In this article, we propose a generative mixture model for directional data on the unit hypersphere and derive two clustering algorithms using this mixture model. We show the connection between the proposed algorithms and a class of existing algorithms for clustering high-dimensional, directional data and present detailed experimental comparisons among them.
As already mentioed, one important domain where directional data is encountered is text analysis, and text clustering in particular. It has been experimentally shown that in order to remove the bias arising due to the length of a document, it often helps to normalize the data vectors [11] . Further, the spkmeans algorithm [11] , that performs kmeans using cosine similarity instead of Euclidean distortion, has been found to empirically outperform several other schemes.
There are quite a few other domains such as bioinformatics [13] , collaborative filtering [26] etc., in which directional data is encountered. A similarity measure that has been found to be useful in these domains is the Pearson correlation coefficient. Given x, y ∈ R d , the Pearson product moment correlation between them is given by ρ(x, y) =
Considering the mapping x →x such thatxi =
, we have ρ(x, y) =x Tỹ . Further, x 2 = 1.
Thus, the Pearson correlation is exactly the cosine similarity betweenx andỹ Hence, analysis and clustering of data using Pearson correlations is essentially a clustering problem for directional data.
The application domains described above share another characteristic, namely that the objects to be clustered reside in a very high dimensional space, with d sometimes in the thousands or more. Clustering of such high-dimensional data has been of great interest lately [9] , with most of the proposed methods following a density-based heuristic or a discriminatory approach [15, 1, 16] . Perhaps the most noteworthy generative approach for clustering high-dimensional data is to use mixtures of Gaussians [7] . Certain other works such as [24] use a generative model from the exponential family and have been explicitly developed for modeling text.
The spkmeans algorithm for clustering normalized data was proposed in [11] , while the connection between a generative model involving vMF distributions and the spkmeans algorithm was first observed in [3] . An online competitive learning scheme using vMF distributions for minimizing a KL-divergence based distortion was proposed in [28] . However, these approaches do not cluster directional data using explicit probabilistic generative models. In this work, the directional nature of the data is used explicitly resulting in significantly better clustering performances over certain standard techniques, (such as kmeans with cosine similarity) especially for difficult clustering tasks: when clusters overlap, when cluster sizes are skewed, and when cluster sizes are small relative to the dimensionality of the data. Interestingly, as we shall see later on, one of our proposed approaches has an implicit simulated annealing type behavior that seems to alleviate some of the problems associated with high-dimensionality.
Before proceeding further, we give a brief outline of the paper. We first present the vMF distribution on the sphere in section 2. In section 3, we introduce the generative model for a mixture of vMF distributions and analyze the maximum likelihood parameter estimate of the mixture model from a given dataset using the EM framework. Based on the analysis of section 3, two clustering algorithms using soft and hard-assignments respectively are proposed in section 4. We present detailed experimental results on the proposed algorithms in section 5. Some interesting aspects of the proposed algorithms are discussed in section 6. Section 7 presents concluding remarks and directions for future work.
A word about the notation: bold faced variables, e.g., x, µ, etc., represent vectors; · denotes the L2 norm; sets are represented by calligraphic upper-case letters, e.g., X , Z, etc.; R denotes the set of reals,
Probability density functions are denoted by lower case alphabets, e.g., f (·), p(·), etc.; probability of a set of events is denoted by P . If a random variable z is distributed as p(·), expectations of functions of z are denoted by Ep[·].
THE VON MISES-FISHER (VMF) DIS-TRIBUTION
A d-dimensional unit random vector x (i.e., x = 1) is said to have d-variate von Mises-Fisher (vMF) distribution if its probability density function is given by:
where
where Ir(·) represents the modified Bessel function of the first kind of order r, see [22] and [12] for more details on vMF distributions. The density f (x|µ, κ) is parameterized by the mean direction, µ, and the concentration parameter, κ, so-called because it characterizes how strongly the unit vectors drawn according to f (x|µ, κ) are concentrated about the mean direction µ. Larger values of κ imply stronger concentration about the mean direction. In particular when κ = 0, f (x|µ, κ) reduces to the uniform density on S d−1 , and as κ → ∞, f (x|µ, κ) tends to a point density.
The von Mises-Fisher distribution is natural for directional data and has properties analogous to those of the multivariate Gaussian distribution for multi-variate data in R d . For example, the maximum entropy density on S d−1 subject to the constraint that E[x] is fixed is a vMF density (see [25] and [21] for details).
EM ON MIXTURE OF VMFS
In this section, we introduce a mixture of k vMF (movMF) distributions as a generative model for directional data, and then derive the mixture-density parameter estimation update equations from a given data set using the expectation maximization (EM) framework. The probability density function of the movMF generative model is given by
, and f h (x|θ h ) is a single vMF distribution with parameters θ h = (µ h , κ h ). In order to sample a point from the generative model perspective, the h-th vMF is chosen at random with probability α h , and then a point is sampled from S d−1 following f h (x|θ h ). Let X = {x1, · · · , xn} be a data set generated by sampling independently following this generative model. Let Z = {z1, · · · , zn} be the corresponding set of the so-called hidden random variables such that zi = h when xi has been generated following f h (x|θ h ). Then, with the knowledge of the values of the hidden variables, the log-likelihood of the observed data is given by
from which maximum likelihood parameter estimates can be obtained. However, the values of the hidden variables are not known and so (4) is really a random variable dependent on the distribution of Z, and will be called the complete data log-likelihood. Now, for a given (X , Θ), it is possible to estimate the most likely conditional distribution of Z|(X , Θ), and this forms the E-step of the EM framework. The exact details of how this estimation is done will be deferred for the moment. In fact we will discuss two ways of estimating the hidden variable distributions that lead to significantly different algorithms. For now, we will assume that the distribution p(h|xi, Θ) = p(zi = h|x = xi, Θ), ∀h, is known for all the data points.
The M-step: Parameter Estimation
Suppose the posterior distribution, p(h|xi, Θ), ∀h, i, of the hidden variables Z|(X , Θ) is known. Unless otherwise specified, henceforth all expectations will be taken over the distribution of the (set of) random variable(s) Z|(X , Θ). Now, expectation of the complete data log-likelihood, given by (4), over the given distribution p is
In the parameter estimation or M-step, Θ is re-estimated such that the above expression is maximized. Note that in order to maximize this expression, we can maximize the term containing α h and the term containing θ h separately since they have no functional dependencies (note that p(h|xi, Θ) is fixed).
To find the expression for α h , we introduce the Lagrangian multiplier λ with the constraint that P k h=1 α h = 1. Taking partial derivatives of the Lagrangian objective function w.r.t. each α h and solving, we get
Next we concentrate on the terms containing θ h = (µ h , κ h ) under the set of constraints µ
Then, using Lagrange multipliers λ1, · · · , λ k corresponding to these constraints 1 , the Lagrangian is given by
Taking partial derivatives of (7) with respect to {µ h , λ h , κ h } k h=1
and setting them to zero, for h = 1, 2, . . . , k we get:
. A closed form solution of (9) is not possible and one can use numerical techniques to solve forκ h . A reasonable approximation to the solution is obtained by settingκ
The E-step: Distribution estimation
From the standard setting of the EM algorithm [8, 5] , (6), (8) , and (9) give the update equations for the parameters involved. Given this set of parameters, in this section we outline two schemes for updating the distributions of Z|(X , Θ) so that the likelihood of the data is maximized.
The first update scheme exactly follows the soft-assignment scheme for learning mixture models using EM. From the standard EM framework, the distribution of the hidden variables [23] is given by:
Our second update scheme is based on the widely used hardassignment heuristic for unsupervised learning. In this case, the distribution of the hidden variables is given by
Though soft-assignments are theoretically very well motivated [5, 23] , hard-assignments have not received much theoretical attention (though some discussion can be found in [20] ). In the rest of this section, we formally study the connection between soft and hard-assignments in the EM framework. Note that this analysis is applicable to general mixture model learning in the EM framework.
At first, following the arguments in [23] , we introduce the function F (p, Θ) given by
wherep is some distribution of Z|(X , Θ). From a maximumlikelihood perspective, the primary objective function that we want to maximize to get the correct mixture model is the incomplete data log-likelihood ln P (X |Θ). Now, one interesting property of the function F is that it lower bounds ln P (X |Θ) over choices ofp. Hence, it makes sense to try to maximize F with respect top. For a given Θ, thep that maximizes F (·, Θ) is given by (11) [23] . The corresponding optimal value of the function is given by
the incomplete data log-likelihood. Further, one can easily see that for a givenp, the Θ that optimizes F (p, ·) is the the same as the one that optimizes the expectation of the complete data log-likelihood in (5) . Hence, the M-step is equivalent to optimizing F with respect to Θ for a givenp. It follows [5, 23] , that the incomplete data log-likelihood, ln p(X |Θ), is non-decreasing at each iteration of the alternate maximization of the function F in terms of Θ andp, or equivalently the parameter and the distribution updates given by (6) , (8), (9), and (11). Iteration over this set of updates forms the basis of our algorithm soft-movMF to be discussed in section 4.
In the hard-assignment case, effectively each of the hidden random variables has a distribution that has probability 1 for one of the mixture components, and 0 for all the others. We shall denote this class of distributions by H. The important question is: is there a way to optimally pick a distribution from H and then perform a regular M-step, and guarantee, as before, that the incomplete log-likelihood of the data is non-decreasing at each iteration of the update? Unfortunately, this is not possible in general. However, we show that it is possible to reasonably lower bound the incomplete log-likelihood of the data using expectations over q ∈ H as in (12). The distribution q ∈ H is optimal in the sense that it gives the tightest lower bound to the incomplete log-likelihood among all distributions in H. The lower bound is reasonable in the sense that the expectation over q is itself lower bounded by (5), the expectation of the complete log-likelihood over the distribution p given by (11) . Then, an iterative update scheme analogous to regular EM guarantees that this tight lower bound on the incomplete log-likelihood is non-decreasing at each iteration of the update. The parameter estimation, or, M-step remains practically unchanged, with p replaced by q in the update equations (6), (8), and (9).
Since p given by (11) optimizes F for a given Θ, the functional value F (·, Θ) is smaller for any other choice ofp. In particular, ifp = q as in (12), we have
Now, all distributions in H have the property that their entropy is 0. In particular, H(q) = 0. Then, from the definition of the function F , we have
So, the expectation over q actually lower bounds the likelihood of the data. Using the definitions of p and q, one can easily prove [2] that Ep[ln P (Z|(X , Θ))] ≤ Eq[ln P (Z|(X , Θ))]. Now, adding the incomplete data log-likelihood ln P (X |Θ) to both sides of this inequality, we have
Combining (16) and (17), we get
Thus, the expectation over q lies in between the incomplete data likelihood and the expectation of the complete data likelihood over p and hence is a reasonable lower bound to the incomplete data likelihood value.
Finally, we show that our choice of the distribution q is optimal in the sense that the expectation over q gives the tightest lower bound among all distributions in H. Letq be any other distribution in the subset so thatq(hi|xi, Θ) = 1. Let
Hence, the choice of q as in (12) is optimal. This analysis forms the basis of our algorithm hard-movMF to be discussed in section 4.
ALGORITHMS
In this section, we propose two algorithms for clustering directional data based on the development of the previous section. The two algorithms are based on soft and hardassignment schemes and are respectively called soft-movMF and hard-movMF. The soft-movMF algorithm, presented in Algorithm 1 estimates the parameters of the mixture model exactly following the derivations in section 3 using EM. Hence, it assigns soft (or probabilistic) labels to each point that are given by the posterior probabilities of the components of the mixture conditioned on the point. On termination, the algorithm gives the parameters
of the k vMF distributions that model the data set X , as well as the soft-clustering, i.e., the posterior probabilities p(h|xi, Θ), ∀h, i. Appropriate convergence criteria determine when the algorithm should terminate.
Algorithm 1 soft-movMF
Input: Set X of data points on S
d−1
Output: A soft clustering of X over a mixture of k vMF distributions
The hard-movMF algorithm estimates the parameters of the mixture model by a hard assignment, based on a derived posterior distribution given by (12) . The algorithm is obtained from Algorithm 1 by replacing all the posteriors p by the hardened posteriors q as in (12) . Thus, after the hard assignments in every iteration, each point belongs to a single cluster. As before, the updates of the component parameters are done using the posteriors of the components given the points. The only difference in this case is that the posterior probabilities can take values only in {0, 1}. On termination, the algorithm gives the parameters Θ = {α h , µ h , κ h } k h=1
of the k vMFs that model the data set X under the hard assignment setup, and the hard-clustering, i.e., a disjoint kpartitioning of X based on the conditional posteriors q on the component vMF distributions.
Revisiting Spherical Kmeans
We briefly revisit the spkmeans algorithm [11] , that has been shown to perform well on real life text clustering tasks [11, 3] , in the light of the developments of sections 3 and 4. First, we present the spkmeans procedure in Algorithm 2. The main observation is that the spkmeans algorithm can be looked upon as a special case of the soft-movMF as well as the hard-movMF algorithms under certain restrictive assumptions on the generative model. To be more precise, say we assume that the generative model of the mixture of vMFs is such that the priors of all the components are the same, i.e., α h = 1/k, ∀h. In order to get spkmeans as a reduction from soft-movMF, we further assume that all the components have (equal) infinite concentration parameters, i.e., κ h = κ → ∞, ∀h. With these assumptions, the E-step reduces to assigning a point to its nearest cluster where nearness is computed as a cosine similarity between the point and the cluster representative. Thus, a point xi will be assigned to cluster h * = argmax
and p(h|xi, Θ) → 0, ∀h = h * .
To show that spkmeans can also be seen as a special case of the hard-movMF algorithm, in addition to assuming the priors of the components to be equal, we further assume that the concentration parameters of all the components are equal, i.e., κ h = κ, ∀h. Then, hard-movMF reduces to spkmeans. With these assumptions on the model, the estimation of the common concentration parameter becomes unessential since the hard assignment will depend only on the value of the cosine similarity
forms a disjoint k-partitioning of X . For a given set of values for {µ h , κ h } k h=1 , we can rewrite the hard-movMF algorithm using a similar notation of set partitions, X h = {x : x ∈ X , h = argmax h κ h x T µ h }.
In addition to the above three algorithms, we report experimental results on another algorithm fskmeans [3] that belongs to the same class in the sense that, like spkmeans, it can be derived from the mixture of vMF models with some restrictive assumptions. In fskmeans, the centroids of the mixture components are estimated as in hard-movMF. The concentration of a component is set to be inversely proportional to the number of points in the cluster corresponding to that component in order to simulate a frequency sensitive
Algorithm 2 spkmeans
x end for until convergence competitive learning that implicitly prevents the formation of null clusters, a well-known problem in regular kmeans [4] .
EXPERIMENTAL RESULTS
In this section we briefly describe the datasets and experimental methodology used. Then, we discuss the performance of the four algorithms under consideration on the various datasets.
Datasets
We present results on two standard text datasets: 20 Newsgroups 2 , and Yahoo News 3 , and a dataset of Yeast geneexpression levels.
The 20 Newsgroups dataset is a collection of 19997 documents from 20 different Usenet newsgroups with (approximately) equal number of documents from each group. We present results on several subsets of this dataset. The full dataset will be called news20. A smaller version small-news20 was created with 100 randomly chosen documents from each of the 20 newsgroups. Various subsets of these two datasets were studied to understand the impact of dataset properties on the relative performance of the algorithms. news-diff3 is a subset consisting of 3 very different newsgroups (alt.atheism, rec.sport.baseball, sci.space) with 1000 documents per cluster, and small-news-diff3 consists of the same 3 newsgroups with 100 documents per cluster. news-sim3 is a subset consisting of 3 very similar newsgroups (comp.graphics, comp.os.ms-windows, comp.windows.x) with 1000 documents per cluster, and small-news-sim3 consists of the same 3 newsgroups with 100 documents per cluster.
The Yahoo News (K-series) dataset is a collection of 2340 Yahoo news articles from 20 different categories. We used the full yahoo dataset for experimentation. The underlying clusters in this dataset are highly skewed in terms of the number of documents per clusters, with sizes ranging from 9 to 494.
The Rosetta Inpharmatics Yeast gene-expression dataset [14] is a collection of gene-expression vectors constructed using DNA microarray experiments on the Yeast genes. The original dataset consists of 300 experiments measuring expression of several yeast genes. We used a subset of 996 genes (with known phylogenetic profiles) for our experiments.
Methodology
Performance of the four algorithms discussed in section4 on all the text datasets have been analyzed using mutual information (MI) between the cluster and class labels. The MI gives the amount of statistical similarity between the cluster and class labels [6] . If X is a random variable for the cluster assignments and Y is a random variable for the preexisting labels on the same data, then their MI is given by
] where the expectation is computed on the joint distribution of (X, Y ) estimated from a particular clustering of the dataset under consideration. All results reported are averaged over 10 runs and all algorithms were started with the same random initialization. Since the the standard deviations of MI were reasonably small for all algorithms, to reduce clutter, error bars have not been shown in the plots. Also note that for the gene-expression datasets, since class labels are unavailable, the average cosine similarity between each data-point and its cluster representative is used to evaluate the performance of the algorithms. 
Results on 20 Newsgroups
In this section, we briefly discuss the performance of the algorithms on the 20 Newsgroups datasets. All the algorithms performed similarly for the news20 dataset achieving a MI of approximately 1.5 at the correct number of clusters. Experiments with artificial directional data revealed the empirical fact that if the clusters have almost equal priors, have sufficiently large number of data points per cluster, and several of them are reasonably separated the algorithms perform similarly, since the clustering problem is rather simple. On the other hand, if one or more of these conditions are violated, they give quite different clusterings according to their respective biases. Lesion experiments with the various subsets of news20 are performed to study these biases in detail.
For example, even though the small-news20 dataset is just a sampled version of the news20 dataset, significant performance differences are observed as shown in Figure 1 . The number of documents per cluster being small, spkmeans and fskmeans do not perform that well, even for the true number of clusters, since for a small number of points, they become more susceptible to getting trapped in bad local minima of their respective objective functions. On the other hand, soft-movMF performs significantly better than all the other algorithms over the entire range, while hard-movMF gives satisfactory MI values till the true number of clusters after which it falls sharply. I  II  III  I  II  III  Class I  815  1  184 957  5  38  Class II  21 972  7  14 981  5  Class III 58  13 929  27  11 962   Table 1 : Confusion matrix for news20-diff3
Next, the effect of small number of points per cluster in high-dimensions is studied more closely using the two variants of the news20-diff3 dataset. The basic news20-diff3 dataset is an easy dataset to cluster since it has equal priors, reasonably separate clusters and sufficient number of documents per cluster. However, as we shall shortly see, when the smaller version, small-news20-diff, of this simple dataset is used, the performance of the algorithms change by significant amounts. The results on news20-diff3 are shown in Figure 2 . The performance of all the algorithms are comparable, though the vMF based algorithms give higher values of MI consistently over the entire range of the number of clusters we experimented with. Further, at the correct number of clusters k = 3, the vMF-based algorithms perform significantly better. We demonstrate this more clearly by presenting confusion matrices generated by spkmeans and soft-movMF for k = 3 in Table 1 . Among the two vMF based algorithms, soft-movMF performs consistently better than hard-movMF over the entire range. Table 2 : Confusion matrix for small-news20-diff3
Results on the small-news20-diff3 dataset are presented in Figure 3 . We note that the vMF-based algorithms perform significantly better than fskmeans and spkmeans, which show a rather poor performance since the number of data points per cluster is relatively small compared to the dimensionality of the data. In fact, for such high-dimensional data with sparse representation, such as text documents, a few points chosen at random have a high probability of being orthogonal to each other, so that a kmeans-based iterative update scheme may get stuck at a local minimum at the very point it is initialized (see [10] ). As a result, kmeansbased algorithms suffer in high-dimensions, especially when the number of data points available is small. This explains the performance of fskmeans and spkmeans. Among the vMF-based algorithms, soft-movMF performs significantly better than hard-movMF over the entire range. This can be attributed to a very interesting implicit simulated annealing type behavior that soft-movMF demonstrates. This behavior will be discussed in some detail in section 6. Typical confusion matrices generated by spkmeans and soft-movMF for the correct number of clusters are presented in Table 2 .
spkmeans soft- movMF  I  II  III  I  II  III  Class I  618 100 282 644 120 236  Class II  88 629 283 120 766 114  Class III 225 225 550  55 122 823   Table 3 : Confusion matrix for news20-sim3
The next two datasets help us study the effect of high- dimensional overlapping clusters on the performance of the algorithms. Results on the news20-sim3 data are presented in Figure 4 . Though each of the clusters has sufficient number of points, this is a rather difficult dataset to cluster because the 3 newsgroups are on very similar topics. Since there are enough points to work with, fskmeans and spkmeans attain reasonable performance all along, but suffer a little due to the cluster overlaps. Again, the vMF-based algorithms consistently perform better than the kmeansbased algorithms. Among the two vMF-based algorithms, soft-movMF seems to achieve higher values of MI, though the differences are not always significant. Representative confusion matrices generated by spkmeans and soft-movMF are presented in Table 3 . The small-news20-sim3 dataset is perhaps the most difficult dataset to cluster among the news20 subsets that we spkmeans soft- movMF  I  II III  I  II III  Class I  43 28 29 82 47  8  Class II  33 38 29  2 21 27  Class III 34 31 35 16 32 65   Table 4 : Confusion matrix for small-news20-sim3
consider. It has overlapping clusters with a relatively small number of points per cluster. As expected, fskmeans and spkmeans do poorly on this dataset. The vMF-based algorithms perform significantly better as before. Again, soft-movMF achieves much higher values of MI over the entire range of cluster values over which experiments were performed. Typical confusion matrices are presented in Table 4 . 
Results on Yahoo News
The Yahoo News dataset is a difficult dataset for clustering in the sense that in addition to having some amount of overlap in the clusters and insufficient points per cluster, the clusters are highly skewed in terms of the number of points per cluster. We present results for the different algorithms in Figure 6 . Over the entire range, soft-movMF consistently performs better than the other algorithms. Even at the correct number of clusters k = 20, it performs significantly better than the other algorithms. fskmeans and spkmeans have a very similar behavior till a moderate number of clusters. For higher numbers of clusters, spkmeans generates empty clusters because of which its MI does not increase as fast as fskmeans that has an explicit mechanism for preventing null clusters. The performance of hard-movMF is interesting; its MI values are comparable and at times worse than those of fskmeans and spkmeans. Though it seems to perform marginally better at the correct number of clusters, the improvement is not statistically significant. As seen earlier, hard-moVMF performed significantly better than the kmeansbased algorithms on the other datasets that we discussed. In fact, similar behavior is observed on all other datasets we experimented with [2] . The skewness of yahoo in terms of cluster sizes can be a possible reason for its bad performance Clustering results on Yeast geneexpression data on this dataset, but experiments on other skewed datasets [2] do not explain this behavior.
Results on Yeast Gene-expression
Results on the Yeast gene-expression dataset are presented in Figure 7 . As can be clearly seen, for a rather different clustering domain with a different performance measure, the vMF-based algorithms perform significantly better than the kmeans-based algorithms. Among the vMF-based algorithms, the performance of hard-movMF is marginally better than soft-movMF, but the differences are not significant. It is interesting to note that the vMF-based algorithms, while trying to maximize rather different objective functions, actually perform significantly better than spkmeans in terms of the average cosine similarity, even though the latter is the objective function that spkmeans explicitly tries to maximize.
DISCUSSION
The mixture of vMF distributions gives a parametric modelbased generalization of the widely used cosine similarity measure. As discussed in section 4.1, the spherical kmeans algorithm that uses cosine similarity arises as a special case of the EM on mixture of vMFs when, among other things, the concentration κ of all the distributions is held constant. From a different perspective, we argue that if a particular dataset has been sampled following a vMF distribution with a given κ, say κ = 1, the natural similarity between any pair of data points in that set is given by the cosine similarity. More precisely, if data-points are represented in a featurespace with orthonormal basis, the Fisher-Information matrix is identity, and hence, the Fisher kernel similarity [18] is given by
xj, which is exactly the cosine similarity. In other words, whenever cosine similarity is used in a particular application (not necessarily clustering), the implicit assumption one makes is that the data has been drawn from a vMF distribution.
In terms of performance, the magnitude of improvement shown by the soft-movMF algorithm for the difficult clustering tasks was surprising, especially since for low-dimensional non-directional data, the improvements using a soft-assignment based kmeans over the standard hard-assignment based versions are oftentimes quite minimal. In particular, we were curious regarding a couple of issues: (i) why is soft-movMF performing substantially better than hard-movMF, even though the final probability values obtained by soft-movMF are actually very close to 0 and 1; and (ii) why is soft-movMF, which needs to estimate more parameters, doing better even when there are insufficient number of points relative to the dimensionality of the space, e.g., all the small-datasets.
It turns out that both these issues can be understood by taking a closer look at how the soft-movMF converges. In all our experiments, we initialized κ to 10, and initial centroids to small random perturbations of the global centroid. Hence, for soft-movMF, the initial posterior membership distributions of the data points are almost uniform and the entropy H(p) of the hidden random variables is very high. The change of this entropy over iterations for the news20 subsets is presented in Figure 8 . The behavior is similar for all the other datasets. Unlike kmeans-based algorithms where most of the relocation happens in the first two or three iterations with only minor adjustments later on, in soft-movMF the data points are noncommittal in the first few iterations, and the entropy remains very high (the maximum possible entropy can be log 2 3 = 1.585). The cluster patterns are discovered only after several iterations, and the entropy drops drastically within a small number of iterations after that. When the algorithm converges, the entropy is practically zero and all points are effectively hard-assigned to their respective clusters. Note that this behavior is strikingly similar to simulated annealing approaches where κ can be considered as the inverse of the temperature parameter. The drastic drop in entropy after a few iterations is the typical critical temperature behavior observed in annealing.
As text data has only non-negative features values, all the data points lie in the first orthant of the d-dimensional hypersphere and hence, is naturally very concentrated. The gene-expression data, though spread all over the hypersphere seemed to have some high concentration regions. In either case, the final κ values on convergence are very high, reflecting the concentration in the data, and implying a low final temperature from the annealing perspective. Then, initializing κ to a low value, or equivalently a high temperature, is a good idea because in that case when soft-movMF is running, the κ values will keep on increasing over successive iterations to get to its final large values, giving the effect of a decreasing temperature in the process, without any explicit simulated annealing strategy. This explains why the soft-movMF algorithm performs so well for difficult clustering tasks in high-dimensions. The hard-movMF algorithm, instead of using the more general vMF model, suffers because of hard-assignments from the very beginning. The fskmeans and spkmeans do not do well for difficult datasets due to their hard assignment scheme as well as their significantly less modeling capabilities. 
CONCLUSIONS AND FUTURE WORK
In this paper we have proposed two algorithms for clustering directional data. The algorithms are essentially expectation maximization schemes applied to an appropriate generative model, namely a mixture of von Mises-Fisher distributions. We show that the spkmeans algorithm [11] , that has been shown to work well for text clustering, is a special case of both the proposed schemes. Another high-dimensional clustering algorithm, fskmeans [3] , is also a special case of one of the proposed algorithms. All the algorithms are comprehensively evaluated using several real-life high dimensional datasets with varying degrees of complexity. From the experimental results, it seems that certain high-dimensional datasets, e.g., text, gene-expression etc., after L2 normalization have properties that match well with the modeling assumptions of the vMF mixture model. Hence, the proposed algorithms form powerful clustering techniques for such datasets.
The vMF distribution that we considered in the proposed techniques, is one of the simplest parametric distributions for directional data. More general models, e.g., the FisherBingham distribution, have added expressive power and may be useful under certain circumstances. However, the parameter estimation problem is significantly more difficult for such models. Also, one needs substantially more data to get reliable estimates of the parameters. Hence these more complex models may not be viable for most problems. Nevertheless, the tradeoff between model complexity (in terms of the number of parameters), and sample complexity needs to be studied in more detail in the context of directional data. We could also adapt a local search strategy such as the one in [10] , for incremental EM to yield better local minima for both hard and soft-assignments.
