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Abstract
In this paper, we solve the initial value problems of variable-coefficient generalized wave
equations associated with trees and a large family of linear constant-coefficient partial differ-
ential equation by algebraic methods. Moreover, we find all the polynomial solutions for a
3-dimensional variable-coefficient flag partial differential equation of any order, the linear wave
equation with dissipation and the generalized anisymmetrical Laplace equation. Furthermore,
the polynomial-trigonometric solutions of a generalized Klein-Gordan equation associated with
3-dimensional generalized Tricomi operator ∂2x + x∂
2
y + y∂
2
z are also given. As applications to
representations of Lie algebras, we find certain irreducible polynomial representations of the Lie
algebras sl(n,F), so(n,F) and the simple Lie algebra of type G2.
1 Introduction
Barros-Neto and Gel’fand [BG1,BG2] (1998, 2002) studied solutions of the equation
uxx + xuyy = δ(x− x0, y − y0) (1.1)
related to the Tricomi operator ∂2x+x∂
2
y . A natural generalization of the Tricomi operator
is ∂2x1 + x1∂
2
x2
+ · · ·+ xn−1∂2xn . The equation
ut = ux1x1 + ux2x2 + · · ·+ uxnxn (1.2)
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is the well known classical heat conduction equation related to the Laplacian operator
∂2x1 + ∂
2
x2
+ · · ·+ ∂2xn . As pointed out in [BG1, BG2], the Tricomi operator is an analogue
of the Laplacian operator. In [X2], we have solved the following natural analogue of heat
conduction equation:
ut = ux1x1 + x1ux2x2 + · · ·+ xn−1uxnxn . (1.3)
Indeed we have solved analogous heat conduction equations related to more general gen-
eralized Tricomi operators associated with tree graphs.
A tree T consists of a finite set of nodes N = {ι1, ι2, ..., ιn} and a set of edges
E ⊂ {(ιi, ιj) | 1 ≤ i < j ≤ n} (1.4)
such that for each node ιi ∈ N , there exists a unique sequence {ιi1 , ιi2 , ..., ιir} of nodes
with 1 = i1 < i2 < · · · < ir−1 < ir = i for which
(ιi1 , ιi2), (ιi2 , ιi3), ..., (ιir−2, ιir−1), (ιir−1 , ιir) ∈ E . (1.5)
We also denote the tree T = (N , E). For a tree T = (N , E), we call the differential
operator
dT = ∂2x1 +
∑
(ιi,ιj)∈E
xi∂
2
xj
(1.6)
a generalized Tricomi operator of type T . In [X2], we have solved the following analogue
of heat conduction equation:
ut = dT (u) (1.7)
subject to the initial condition:
u(0, x1, ..., xn) = f(x1, ..., xn) for xi ∈ [−ai, ai], (1.8)
where f is a given continuous function and ai are given positive real constants.
The equation
utt − ux1x1 − ux2x2 − · · · − uxnxn = 0 (1.9)
is the well-known wave equation associated with the Laplace operator ∂2x1+∂
2
x2
+ · · ·+∂2xn .
One of our goals in this paper is to solve the generalized wave equation
utt − dT (u) = 0 (1.10)
subject to the initial conditions:
u(0, x1, ..., xn) = g0(x1, ..., xn), ut(0, x1, ..., xn) = g1(x1, ..., xn) (1.11)
for xi ∈ [−ai, ai], where g1, g2 are given continuous functions and ai are given positive real
constants. This is done by using our results in [X2] and an algebraic method of solving
the following differential equation of flag type:
(d1 + f1d2 + f2d3 + · · ·+ fn−1dn)(u) = 0, (1.12)
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where d1, d2, ..., dn are certain commuting locally nilpotent differential operators on the
polynomial algebra R[x1, x2, ..., xn] and f1, ..., fn−1 are polynomials satisfying
di(fj) = 0 if i > j. (1.13)
Another slightly adjusted method enables us to solve a large family of linear constant-
coefficient partial differential equations subject to initial conditions easily. This family
contains almost all well-known linear constant-coefficient partial differential equations
such as the Helmholtz equation and the Klein-Gordon equation. A general equation in
this family can not be solved by separation of variables.
Polynomial solutions of linear partial differential equations are important for many
reasons. For instance, polynomial solutions of Laplace equations are called harmonic
polynomials, which are fundamental objects in differential geometry and analysis. In this
paper, we have used our algebraic methods to find a basis of the space of all polynomial
solutions for the following differential equations: (1)
∂m1x (u) + x
n1∂m2y (u) + y
n2∂m3z (u) = 0, (1.14)
where m1, m2, m3 are positive integers and n1, n2 are nonnegative integers; (2) the linear
wave equation with dissipation:
utt + ut − ux1x1 − ux2x2 − · · · − uxnxn = 0; (1.15)
(3)
utt +
λ
t
ut − ǫ(ux1x1 + ux2x2 + · · ·+ uxnxn) = 0, (1.16)
where ǫ ∈ {1,−1} and λ is a nonzero real constant. When m1 = m2 = m3 = 2 and
n1 = n2 = 0, (1.14) is exactly the 3-dimensional Laplace equation. If ǫ = −1, (1.16) is
the generalized anisymmetrical Laplace equation (cf. [A]). Moreover, the special Euler-
Poisson-Darboux equation:
utt − ux1x1 − ux2x2 − · · · − uxnxn −
m(m+ 1)
t2
u = 0 (1.17)
can be changed into a equation of type (1.16) with ǫ = 1. Furthermore, we have found
the polynomial-trigonometric solutions of the generalized Klein-Gordan equation
utt − uxx − xuyy − yuzz + a2u = 0 (1.18)
associated with 3-dimensional generalized Tricomi operator ∂2x + x∂
2
y + y∂
2
z .
Flag partial differential equations also naturally appear in the representation theory of
Lie algebras. Let G be a finite-dimensional simple Lie algebra with the Cartan root-space
decomposition:
G = H⊕
⊕
α∈Φ
Gα. (1.19)
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Suppose that M is a finite-dimensional G-module. Take a weight-vector basis {v1, ..., vn}
of M . Write
ξ(vi) =
n∑
j=1
ρi,j(ξ)vj for ξ ∈ G. (1.20)
We define an action of G on R[x1, ..., xn] by
ξ(g) =
n∑
i,j=1
ρi,j(ξ)xj∂xi(g) for ξ ∈ G, g ∈ R[x1, ..., xn]. (1.21)
Then R[x1, ..., xn] forms a G-module isomorphic to the symmetric tensor S(M) over M .
Take a base Π of the root system Φ and 0 6= ξα ∈ Gα for α ∈ Π. According to Weyl’s
theorem of completely reducibility, R[x1, ..., xn] can be decomposed as a direct sum of
irreducible G-submodules. Such a decomposition is completely determined by the polyno-
mial solutions (singular vectors or highest-weight vectors) of the following system of flag
partial differential equations:
n∑
i,j=1
ρi,j(ξα)xj∂xi(u) = 0, α ∈ Π. (1.22)
As simple applications of our algebraic methods of solving differential equations,
we find a basis for certain irreducible polynomial representations of the Lie algebras
sl(n,F), so(n,F) and the simple Lie algebra of type G2.
In Section 2, we will present our algebraic methods and find all polynomial solutions
of the above concerned partial differential equations. Section 3 is devoted to solve two
initial value problems we mentioned in the above. In Section 4, certain polynomial rep-
resentations of Lie algebras will be given.
2 Polynomial Solutions
Take any subfield F of the field C of complex numbers. We assume all the vector spaces
are over F unless it is specified. For a positive integer n, we denote by
A = F[x1, ..., xn], (2.1)
the algebra of polynomials in n variables. The following algebraic result is one of our key
lemmas of solving concerned differential equations.
Lemma 2.1. Suppose that A is free module over a subalgebra B generated by a filtrated
subspace V =
⋃∞
r=0 Vr (i.e., Vr ⊂ Vr+1). Let T1 be a linear operator on A with a right
inverse T−1 such that
T1(B), T−1 (B) ⊂ B, T1(η1η2) = T1(η1)η2, T−1 (η1η2) = T−1 (η1)η2 (2.2)
for η1 ∈ B, η2 ∈ V , and let T2 be a linear operator on A such that
T2(Vr+1) ⊂ BVr, T2(fζ) = fT2(ζ) for 0 ≤ r ∈ Z, f ∈ B, ζ ∈ A. (2.3)
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Then we have
{g ∈ A | (T1 + T2)(g) = 0}
= Span{
∞∑
i=0
(−T−1 T2)i(hg) | g ∈ V, h ∈ B; T1(h) = 0}, (2.4)
where the summation is finite under our assumption. Moreover, the operator
∑∞
i=0(−T−1 T2)iT−1
is a right inverse of T1 + T2.
Proof. For h ∈ B such that T1(h) = 0 and g ∈ V , we have
(T1 + T2)(
∞∑
i=0
(−T−1 T2)i(hg))
= T1(hg)−
∞∑
i=1
T1[T
−
1 T2(−T−1 T2)i−1(hg)] +
∞∑
i=0
T2[(−T−1 )i(hg)]
= T1(h)g −
∞∑
i=1
(T1T
−
1 )T2(−T−1 T2)i−1(hg) +
∞∑
i=0
T2(−T−1 T2)i(hg)
= −
∞∑
i=1
T2(−T−1 T2)i−1(hg) +
∞∑
i=0
T2(−T−1 T2)i(hg) = 0 (2.5)
by (2.2). Denote by N the set of nonnegative integers. Set V−1 = {0}. For k ∈ N, we take
{ψi | i ∈ Ik} ⊂ Vk such that
{ψi + Vk−1 | i ∈ Ik} forms a basis of Vk/Vk−1, (2.6)
where Ik is an index set. Let
A(m) = BVm =
m∑
s=0
∑
i∈Is
Bψi. (2.7)
Obviously,
T1(A(m)), T−1 (A(m)), T2(A(m+1)) ⊂ A(m) for m ∈ N (2.8)
by (2.2) and (2.3), and
A =
∞⋃
m=0
A(m). (2.9)
Suppose φ ∈ A(m) such that (T1 + T2)(φ) = 0. If m = 0, then
φ =
∑
i∈I0
hiψi, hi ∈ B. (2.10)
Now
0 = (T1 + T2)(φ) =
∑
i∈I0
T1(hi)ψi +
∑
i∈I0
hiT2(ψi) =
∑
i∈I0
T1(hi)ψi, (2.11)
Since T1(hi) ∈ B by (2.2) and A is a free B-module generated by V , we have T1(hi) = 0
for i ∈ I0. Denote by S the right hand side of the equation (2.4). Then
φ =
∑
i∈I0
∞∑
m=0
(−T−1 T2)m(hiψi) ∈ S. (2.12)
5
Suppose m > 0. We write
φ =
∑
i∈Im
hiψi + φ
′, hi ∈ B, φ′ ∈ A(m−1). (2.13)
Then
0 = (T1 + T2)(φ) =
∑
i∈Im
T1(hi)ψi + T1(φ
′) + T2(φ). (2.14)
Since T1(φ
′) + T2(φ) ∈ A(m−1), we have T1(hi) = 0 for i ∈ Im. Now
φ−
∑
i∈Im
∞∑
k=0
(−T−1 T2)k(hψi) = φ′ −
∑
i∈Im
∞∑
k=1
(−T−1 T2)k(hiψi) ∈ A(m−1) (2.15)
and (2.5) implies
(T1 + T2)(φ−
∑
i∈Im
∞∑
k=0
(−T−1 T2)k(hiψi)) = 0. (2.16)
By induction on m,
φ−
∑
i∈Im
∞∑
k=0
(−T−1 T2)k(hiψi) ∈ S. (2.17)
Therefore, φ ∈ S.
For any f ∈ A, we have:
(T1 + T2)(
∞∑
i=0
(−T−1 T2)iT−1 )(f)
= f −
∞∑
i=1
T2(−T−1 T2)i−1T−1 (f) +
∞∑
i=0
T2(−T−1 T2)iT−1 (f) = f. (2.18)
Thus the operator
∑∞
i=0(−T−1 T2)iT−1 is a right inverse of T1 + T2. ✷
We remark that the above operator T1 and T2 may not commute.
For convenience, we take the following notation of indices:
i, j = {i, i+ 1, ..., j}, (2.19)
where i ≤ j are integers. Define
xα = xα11 x
α2
2 · · ·xαnn for α = (α1, ..., αn) ∈ N n. (2.20)
Moreover, we denote
ǫi = (0, ..., 0,
i
1, 0, ..., 0) ∈ N n. (2.21)
For each i ∈ 1, n, we define the linear operator ∫
(xi)
on A by:
∫
(xi)
(xα) =
xα+ǫi
αi + 1
for α ∈ N n. (2.22)
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Furthermore, we let
∫ (0)
(xi)
= 1,
∫ (m)
(xi)
=
m︷ ︸︸ ︷∫
(xi)
· · ·
∫
(xi)
for 0 < m ∈ Z (2.23)
and denote
∂α = ∂α1x1 ∂
α2
x2
· · ·∂αnxn ,
∫ (α)
=
∫ (α1)
(x1)
∫ (α2)
(x2)
· · ·
∫ (αn)
(xn)
for α ∈ N n. (2.24)
Obviously,
∫ (α)
is a right inverse of ∂α for α ∈ N n. We remark that ∫ (α) ∂α 6= 1 if α 6= 0
due to ∂α(1) = 0.
Consider the wave equation in Riemannian space with a nontrivial conformal group
(cf. [I1]):
utt − ux1x1 −
n∑
i,j=2
gi,j(x1 − t)uxixj = 0, (2.25)
where we assume that gi,j(z) are one-variable polynomials. Change variables:
z0 = x1 + t, z1 = x1 − t. (2.26)
Then
∂2t = (∂z0 − ∂z1)2, ∂2x1 = (∂z0 + ∂z1)2. (2.27)
So the equation (2.25) changes to:
2∂z0∂z1 +
n∑
i,j=2
gi,j(z1)uxixj = 0. (2.28)
Denote
T1 = 2∂z0∂z1 , T2 =
n∑
i,j=2
gi,j(z1)∂xi∂xj . (2.29)
Take T−1 =
1
2
∫
(z0)
∫
(z1)
, and
B = F[z0, z1], V = F[x2, ..., xn], Vr = {f ∈ V | deg f ≤ r}. (2.30)
Then the conditions in Lemma 2.1 hold. Thus we have:
Theorem 2.2. The space of all polynomial solutions for the equation (2.24) is:
Span {
∞∑
m=0
(−2)−m(
n∑
i,j=2
∫
(z0)
∫
(z1)
gi,j(z1)∂xi∂xj)
m(f0g0 + f1g1)
| f0 ∈ F[z0], f1 ∈ F[z1], g0, g1 ∈ F[x2, ..., xn]} (2.31)
with z0, z1 defined in (2.26).
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Let m1, m2, ..., mn be positive integers. According to Lemma 2.1, the set
{
∞∑
k2,...,kn=0
(−1)k2+···+kn
(
k2 + · · ·+ kk
k2, ..., kn
)∫ ((k2+···+kn)m1)
(x1)
(xℓ11 )
×∂k2m2x2 (xℓ22 ) · · ·∂knmnxn (xℓnn ) | ℓ1 ∈ 0, m1 − 1, ℓ2, ..., ℓn ∈ N} (2.32)
forms a basis of the space of polynomial solutions for the equation
(∂m1x1 + ∂
m2
x2
+ · · ·+ ∂mnxn )(u) = 0 (2.33)
in A. In particular,
{
∞∑
r2,...,rn=0
(−1)r2+···+rk(r2+···+rn
r2,...,rn
)∏n
i=2
(
ℓi
2ri
)
(1 + 2ǫ(r2 + · · ·+ rn))
(
2(r2+···+rn)
2r2,...,2rn
)xǫ+2(r2+···+rn)1
×xℓ2−2r22 · · ·xℓn−2rnn | ǫ ∈ {0, 1}; ℓ2, ..., ℓn ∈ N} (2.34)
forms a basis of the space of harmonic polynomials in n variables, that is, the space of
polynomial solutions for the Laplace equation:
ux1x1 + ux2x2 + · · ·+ uxnxn = 0. (2.35)
The above results can theoretically generalized as follows. Let
fi ∈ F[x1, ..., xi] for i ∈ 1, n− 1. (2.36)
Consider the equation:
(∂m1x1 + f1∂
m2
x2
+ · · ·+ fn−1∂mnxn )(u) = 0 (2.37)
Denote
d1 = ∂
m1
x1
, dr = ∂
m1
x1
+ f1∂
m2
x2
+ · · ·+ fr−1∂mrxr for r ∈ 2, n. (2.38)
We will apply Lemma 2.1 with T1 = dr, T2 =
∑n−1
i=r fi∂
mi+1
xi+1 and B = F[x1, ..., xr], V =
F[xr+1, ..., xn],
Vk = Span{xℓr+1r+1 · · ·xℓnn | ℓs ∈ N, ℓr+1+
n∑
i=r+2
ℓi(degfr+1+1) · · · (degfi−1+1) ≤ k}. (2.39)
Take a right inverse d−1 =
∫ (m1)
(x1)
. Suppose that we have found a right inverse d−s of ds for
some s ∈ 1, n− 1 such that
xid
−
s = d
−
s xi, ∂xid
−
s = d
−
s ∂xi for i ∈ s+ 1, n. (2.40)
Lemma 2.1 enable us to take
d−s+1 =
∞∑
i=0
(−d−s fs)id−s ∂ims+1xs+1 (2.41)
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as a right inverse of ds+1. Obviously,
xid
−
s+1 = d
−
s+1xi, ∂xid
−
s+1 = d
−
s+1∂xi for i ∈ s+ 2, n (2.42)
according to (2.38). By induction, we have found a right inverse d−s of ds such that (2.40)
holds for each s ∈ 1, n.
We set
Sr = {g ∈ F[x1, ..., xr] | dr(g) = 0} for r ∈ 1, k. (2.43)
By (2.38),
S1 =
m1−1∑
i=0
Fxi1. (2.44)
Suppose that we have found Sr for some r ∈ 1, n− 1. Given h ∈ Sr and ℓ ∈ N, we define
σr+1,ℓ(h) =
∞∑
i=0
(−d−r fr)i(h)∂imr+1xr+1 (xℓr+1), (2.45)
which is actually a finite summation. Lemma 2.1 says
Sr+1 =
∞∑
ℓ=0
σr+1,ℓ(Sr). (2.46)
By induction, we obtain:
Theorem 2.3. The set
{σn,ℓnσn−1,ℓn−1 · · ·σ2,ℓ2(xℓ11 ) | ℓ1 ∈ 0, m1 − 1, ℓ2, ..., ℓn ∈ N} (2.47)
forms a basis of the polynomial solution space Sn of the partial differential equation (2.37).
Example 2.1. Let m1, m2, m3, n1, n2 be positive integers. Consider the following
equations
∂m1x (u) + x
n1∂m2y (u) + y
n2∂m3z (u) = 0 (2.48)
Now
d1 = ∂
m1
x , d2 = ∂
m1
x + x
n1∂n2y . (2.49)
Take d−1 =
∫ (m1)
(x)
. Then
σ2,ℓ2(x
ℓ1) =
∞∑
i=0
(−
∫ (m1)
(x)
xn1)i(xℓ1)∂im2y (y
ℓ2). (2.50)
Moreover,
d−2 =
∞∑
i=0
(−
∫ (m1)
(x)
xn1)i
∫ (m1)
(x)
∂im2y (2.51)
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by Lemma 2.1. Hence
(d−2 y
n2)k =
∞∑
i1,...,ik=0
(−1)i1+···+ik(
∫ (m1)
(x)
xn1)i1
∫ m1
(x)
(
∫ (m1)
x
xn1)i2
∫ (m1)
(x)
· · ·
(
∫ (m1)
(x)
xn1)ik
∫ (m1)
(x)
∂i1m2y y
n2∂i2m2y y
n2 · · ·∂ikm2y yn2. (2.52)
Thus
σ3,ℓ3σ2,ℓ2(x
ℓ1)
=
∞∑
i=0
(−
∫ (m1)
(x)
xn1)i(xℓ1)∂im2y (y
ℓ2)zℓ3 +
∞∑
k=1
∞∑
i,i1,...,ik=0
(−1)k+i+i1+···+ik
[(
∫ (m1)
(x)
xn1)i1
∫ (m1)
(x)
(
∫ (m1)
(x)
xn1)i2
∫ (m1)
(x)
· · · (
∫ (m1)
(x)
xn1)ik
∫ (m1)
(x)
(
∫ (m1)
(x)
xn1)i](xℓ1)
×[∂i1m2y yn2∂i2m2y yn2 · · ·∂ikm2y yn2∂im2y ](yℓ2)∂km3z (zℓ3)
=
∞∑
i=0
(−1)i
∏im2−1
s=0 (ℓ2 − s)∏i−1
r=0
∏m1
s=1(s+ n1 + ℓ1 + r(m1 + n1))
xℓ1+i(m1+n1)yℓ2−im2
+
∞∑
k=1
∞∑
i0,i1,...,ik=0
(−1)k+i+i1+···+ik∏i0−1
r0=0
∏m1
s0=1
(s+ n1 + ℓ1 + r0(m1 + n1))
×
(∏k
p=0
∑ipm2−1
r=0 (pn2 + ℓ2 − (
∑p−1
s=0 is)m2 − r)
)(∏km3−1
r=0 (ℓ3 − r)
)
∏k
p=1
(∏ip
rp=0
∏m1
s=1(s+ ℓ1 + (p− 1)m1 + (rp +
∑p−1
q=0 iq)(m1 + n1))
)
×x(
Pk
r=0 ir)(m1+n1)+km1+ℓ1ykn2+ℓ2−(
Pk
r=0 ir)m2zℓ3−km3 . (2.53)
In order to solve the linear wave equation with dissipation and the generalized Klein-
Gordan equation, we need the following lemma.
Lemma 2.4. Let d = a∂t + ∂
2
t with 0 6= a ∈ F. Take a right inverse
d− =
∫
(t)
∞∑
r=0
a−r−1(−∂t)r (2.54)
of d. Then
(d−)i(1) =
ti
i!ai
− t
i−1
(i− 2)!ai+1 +
i−1∑
r=2
(−1)r∏r−1s=1(i+ s)
(i− r − 1)!r!ar+i t
i−r. (2.55)
Proof. For
f(t) =
m∑
i=1
bit
i ∈ F[t]t, (2.56)
we have
d(f(t)) = ambmt
m−1 +
m−1∑
i=1
i(abi + (i+ 1)bi+1)t
i−1. (2.57)
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Thus d(f(t)) = 0 if and only if f(t) ≡ 0. So for any given g(t) ∈ F[t], there exists a unique
f(t) ∈ F[t]t such that d(f(t)) = g(t).
Set
ξa,i(t) =
ti
i!ai
− t
i−1
(i− 2)!ai+1 +
i−1∑
r=2
(−1)r∏r−1s=1(i+ s)
(i− r − 1)!r!ar+i t
i−r, (2.58)
where we treat
ξa,0(t) = 1, ξa,1(t) =
t
a
, ξa,2(t) =
t2
2a2
− t
a3
. (2.59)
Easily verify d(ξa,i(t)) = ξa,i−1(t) for i = 1, 2.
Assume i > 2. We have
d(ξa,i(t))
= (a∂t + ∂
2
t )
(
ti
i!ai
− t
i−1
(i− 2)!ai+1 +
i−1∑
r=2
(−1)r∏r−1s=1(i+ s)
(i− r − 1)!r!ar+i t
i−r
)
=
ti−1
(i− 1)!ai−1 −
(i− 1)ti−2
(i− 2)!ai +
i−1∑
r=2
(−1)r(i− r)∏r−1s=1(i+ s)
(i− r − 1)!r!ar+i−1 t
i−r−1
+
ti−2
(i− 2)!ai −
(i− 1)ti−3
(i− 3)!ai+1 +
i−1∑
r=2
(−1)r(i− r)∏r−1s=1(i+ s)
(i− r − 2)!r!ar+i t
i−r−2
=
ti−1
(i− 1)!ai−1 −
ti−2
(i− 3)!ai +
(i− 2)(i+ 1)
(i− 3)!2!ai+1 t
i−3 − (i− 1)t
i−3
(i− 3)!ai+1
+
i−1∑
r=3
(−1)r
[
(i− r)∏r−1s=1(i+ s)
r!
− (i− r + 1)
∏r−2
s=1(i+ s)
(r − 1)!
]
ti−r−1
(i− r − 1)!ar+i−1
=
ti−1
(i− 1)!ai−1 −
ti−2
(i− 3)!ai +
(i− 2)(i+ 1)− 2(i− 1)
(i− 3)!2!ai+1 t
i−3
+
i−1∑
r=3
(−1)r [(i− r)(i+ r − 1)− r(i− r + 1)]
∏r−2
s=1(i+ s)
(i− r − 1)!r!ar+i−1 t
i−r−1
=
ti−1
(i− 1)!ai−1 −
ti−2
(i− 3)!ai +
i(i− 3)
(i− 3)!2!ai+1 t
i−3
+
i−1∑
r=3
(−1)r i(i− 1− r)
∏r−2
s=1(i+ s)
(i− r − 1)!r!ar+i−1 t
i−r−1
=
ti−1
(i− 1)!ai−1 −
ti−2
(i− 3)!ai +
i
(i− 4)!2!ai+1 t
i−3 +
i−2∑
r=3
(−1)r i
∏r−2
s=1(i+ s)
(i− r − 2)!r!ar+i−1 t
i−r−1
=
ti−1
(i− 1)!ai−1 −
ti−2
(i− 3)!ai +
i−2∑
r=2
(−1)r
∏r−1
s=1(i− 1 + s)
(i− r − 2)!r!ar+i−1 t
i−r−1
= ξa,i−1(t). (2.60)
Since (d−)0(1) = 1, (d−)i(1) ∈ F[t]t by (2.54) and d[(d−)i(1)] = (d−)i−1(1) for i ∈ N + 1,
we have (d−)r(1) = ξa,r(t) for r ∈ N by the uniqueness, that is, (2.55) holds. ✷
By Lemma 2.1 and the above lemma, we obtain:
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Theorem 2.5. The set
{
∞∑
r1,...,rn=0
(
r1 + · · ·+ rn
r1, ..., rn
)[ n∏
i=1
(2ri)!
(
ℓi
2ri
)]
×ξ1,r1+···+rn(t)xℓ1−2r11 · · ·xℓn−2rnn | ℓ1, ..., ℓn ∈ N} (2.61)
forms a basis of the space of polynomial solution for the linear wave equation with dissi-
pation:
utt + ut − ux1x1 − ux2x2 − · · · − uxnxn = 0 (2.62)
Consider the following generalization of Klein-Gordan equation:
utt − uxx − xuyy − yuzz + a2u = 0, (2.63)
where a is a nonzero real number. Changing variable u = ea
√−1tv, we get
vtt + 2a
√−1vt − vxx − xvyy − yvzz = 0. (2.64)
We write
ξ2a
√−1,i = ζi,0(t) + ζi,1(t)
√−1, (2.65)
where ζi,0(t) and ζi,1(t) are real functions. According to (2.58),
ζ2i,0(t) = (−1)i
[
t2i
(2i)!(2a)2i
+
i−1∑
r=1
(−1)r∏2r−1s=1 (2i+ s)
(2r)!(2(i− r)− 1)!(2a)2(i+r) t
2(i−r)
]
, (2.66)
ζ2r,1(t) = (−1)i[ t
2r−1
(2r − 2)!(2a)2i+1
+
i−1∑
r=1
(−1)r∏2rs=1(2i+ s)
(2r + 1)![2(i− r − 1)]!(2a)2i+2r+1 t
2i−2r−1], (2.67)
ζ2i+1,0(t) = (−1)i[ t
2i
(2i− 1)!(2a)2(i+1)
+
i−1∑
r=1
(−1)r∏2rs=1(2i+ s+ 1)
(2r + 1)!(2i− 2r − 1)!(2a)2(i+r+1) t
2(i−r)], (2.68)
ζ2r+1,1(t) = (−1)i+1
[
t2i+1
(2i+ 1)!(2a)2i+1
+
i∑
r=1
(−1)r∏2r−1s=1 (2i+ s+ 1)
(2r)!(2i− 2r)!(2a)2i+2r+1 t
2i−2r+1
]
. (2.69)
On the other hand, (5.22) in [X2] tells
et(∂
2
x+x∂
2
y+y∂
2
z ) = eξ3eξ2eξ1 (2.70)
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with
ξ1 =
∫ t
0
(∂x +
∫ y1
0
(∂y + y2∂
2
z )
2dy2)
2dy1
=
∫ t
0
(∂x + y1∂
2
y + y
2
1∂y∂
2
z + y
3
1∂
4
z/3)
2dy1
= t∂2x + t
2∂x∂
2
y +
t3
3
(∂4y + 2∂x∂y∂
2
z ) +
t4
6
(3∂3y∂
2
z + ∂x∂
4
z )
+
t5
3
∂2y∂
4
z +
t6
9
∂y∂
6
z +
t7
21
∂8z , (2.71)
ξ2 = x(t∂
2
y + t
2∂y∂
2
z + t
3∂4z/3), ξ3 = ty∂
2
z . (2.72)
For α = (α1, ..., α11) ∈ N11, we define
|α|1 =
7∑
i=1
iαi + α8 + 2α9 + 3α10 + α11, α! =
11∏
i=1
αi! (2.73)
and
dα =
|α|1!
α!
2−α43−α3−α4−α5−2α6−α7−α107−α7xα8+α9+α10yα11
×∂2α1+α2x ∂2(α2+α5+α8)+α6+α9y ∂2(2α5+3α6+4α7+α9+2α10+α11)z
×(∂4y + 2∂x∂y∂2z )α3(3∂3y∂2z + ∂x∂4z )α4 . (2.74)
Then ∞∑
m1,m2,m3=0
C(
∑
α∈N11
ζ|α|1(t)dα(x
m1ym2zm3)) (2.75)
is the solution space in C[t, x, y, z] of the equation (2.64) by Lemmas 2.1 and 2.4.
Theorem 2.6. The followings are real solutions of the equation (2.63):
u = cos at
∑
α∈N11
ζ|α|1,0dα(x
m1ym2zm3)− sin at
∑
α∈N11
ζ|α|1,1dα(x
m1ym2zm3), (2.76)
u = sin at
∑
α∈N11
ζ|α|1,0dα(x
m1ym2zm3) + cos at
∑
α∈N11
ζ|α|1,1dα(x
m1ym2zm3), (2.77)
where m1, m2, m3 ∈ N.
The following lemma will be used to handle some special cases when the operator T1
in Lemma 2.1 does not have a right inverse and to solve certain initial value problems in
next section.
Lemma 2.7. Suppose that A is a free module over a subalgebra B generated by a
filtrated subspace V =
⋃∞
r=0 Vr (i.e., Vr ⊂ Vr+1). Let T0 be a linear operator on A with
right inverse T−0 such that
T0(B), T−0 (B) ⊂ B, T0(η1η2) = T0(η1)η2 for η1 ∈ B, η2 ∈ V, (2.78)
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and let T1, ..., Tm be commuting linear operators on A such that Ti(V ) ⊂ V ,
T0Ti = TiT0, Ti(fζ) = fTi(ζ) for i ∈ 1, m, f ∈ B, ζ ∈ A. (2.79)
If Tm1 (h) = 0 with h ∈ B and g ∈ V , then
u =
∞∑
i=0
(
m∑
s=1
(T−0 )
sTs)
i(hg) =
∞∑
i1,...,im=0
(
i1 + · · ·+ im
i1, ..., im
)
(T−0 )
Pm
s=1 sis(h)(
m∏
r=1
T irr )(g) (2.80)
is a solution of the equation:
(Tm0 −
m∑
r=1
Tm−i0 Ti)(u) = 0. (2.81)
Suppose
Ti(Vr) ⊂ Vr−1 for i ∈ 1, m, r ∈ N, (2.82)
where V−1 = {0}. Then any polynomial solution of (2.81) is a linear combinations of the
solutions of the form (2.80).
Proof. Note that
Tm−i0 = T
m
0 (T
−
0 )
i for i ∈ 1, m (2.83)
and ∑
i1+···+im=i+1
(
i+ 1
i1, ..., im
)
yi11 · · · yimm = (y1 + · · ·+ ym)i+1
=
m∑
r=1
∑
i1+···+im=i
(
i
i1, ..., im
)
yry
i1
1 · · · yimm . (2.84)
Thus
(Tm0 −
m∑
p=1
Tm−p0 Tp)
[ ∞∑
i1,...,im=0
(
i1 + · · ·+ im
i1, ..., im
)
(T−0 )
Pm
s=1 sis(h)(
m∏
r=1
T irr )(g)
]
=
∑
i1,...,im∈N; i1+···+im>0
(
i1 + · · ·+ im
i1, ..., im
)
Tm0 (T
−
0 )
Pm
s=1 sis(h)(
m∏
r=1
T irr )(g)
−
∞∑
i1,...,im=0
m∑
p=1
(
i1 + · · ·+ im
i1, ..., im
)
Tm0 (T
−
0 )
ip+
Pm
s=1 sis(h)(Tp
m∏
r=1
T irr )(g) = 0. (2.85)
Suppose that (2.82) holds. Let u ∈ BVk \ BVk−1 be a solution of (2.81). Take a basis
{φi + Vk−1 | i ∈ I} of Vk/Vk−1. Write
u =
∑
i∈I
hiφi + u
′, hi ∈ B, u′ ∈ BVk−1. (2.86)
Since
Tr(φi) ∈ Vk−1 for i ∈ I, r ∈ 1, m (2.87)
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by (2.82), we have
(Tm0 −
m∑
r=1
Tm−i0 Ti)(u) ≡
∑
i∈I
Tm0 (hi)φi ≡ 0 (mod BVk−1). (2.88)
Hence
Tm0 (hi) = 0 for i ∈ I. (2.89)
Now
u−
∑
j∈I
∞∑
i1,...,im=0
(
i1 + · · ·+ im
i1, ..., im
)
(T−0 )
Pm
s=1 sis(hj)(
m∏
r=1
T irr )(φj) ∈ BVk−1 (2.90)
is a solution of (2.81). By induction on k, u is a linear combinations of the solutions of
the form (2.80). ✷
We remark that the above lemma does not imply Lemma 2.1 because T1 and T2 in
Lemma 2.1 may not commute.
Let d1 be a differential operator on F[x1, x2, ..., xr] and let d2 be a locally nilpotent
differential operator on V = F[xr+1, ..., xn]. Set
Vi = {f ∈ V | di2(f) 6= 0, di+12 (f) = 0} for i ∈ N. (2.91)
Take a subset {ψi,j | i ∈ N+ 1, j ∈ Ii} of V such that {ψi,j + Vi−1 | j ∈ Ii} forms a basis
of Vi/Vi−1 for i ∈ N+ 1. Fix h ∈ F[x1, ..., xr].
Lemma 2.8. Let i be a positive integer. Suppose that
u =
∑
j∈Ii
fjψi,j + u
′ ∈ F[x1, x2, ..., xn] (2.92)
with fj ∈ F[x1, ..., xr] and di2(u′) = 0 is a solution of the equation:
(d1 − hd2)(u) = 0. (2.93)
Then the system
ξ0 = fj, d1(ξs+1) = hξs for s ∈ 0, i− 1 (2.94)
has a solution ξ1, ..., ξi ∈ F[x1, ..., xr] for each j ∈ Ii.
Proof. Denote V−1 = {0}. Observe that if {fj + Vp | p ∈ J} is a linearly independent
subset of Vp+1/Vp, then {ds2(fj) + Vp−s | p ∈ J} is a linearly independent subset of
Vp−s+1/Vp−s for s ∈ 1, p+ 1 by (2.91). By induction, we take a subset{φi−s,j | j ∈ Ji−s}
of Vi−s for each s ∈ 1, i such that
{ds2(ψi,j1) + Vi−s−1, ds−p2 (φi−p,j2) + Vi−s−1 | p ∈ 1, s, j1 ∈ Ii, j2 ∈ Ji−p} (2.95)
forms a basis of Vi−s/Vi−s−1 for s ∈ 1, i. Denote
B =
i∑
s=1
i−s∑
p=0
∑
j∈Ji−s
F[x1, ..., xr]d
p
2(φi−s,j). (2.96)
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Now we write
u =
∑
j∈Ii
[fjψi,j +
i∑
s=1
fs,jd
s(ψi,j)] + v, v ∈ B, fs,j ∈ F[x1, ..., xr]. (2.97)
Then (2.93) becomes
∑
j∈Ii
[d1(fj)ψi,j + (d1(f1,j)− hfj)d2(ψi,j) +
i∑
s=2
(d1(fs,j)− hfs−1,j)ds(ψi,j)]
+(d1 − hd2)(v) = 0. (2.98)
Since (d1 − hd2)(v) ∈ B, we have:
d1(fj) = 0, d1(f1,j) = hfj , d1(fs,j) = hfs−1,j (2.99)
for j ∈ Ii and s ∈ 2, i. So (2.94) has a solution ξ1, ..., ξi ∈ F[x1, ..., xr] for each j ∈ Ii. ✷
Set
S0 = {f ∈ F[x1, ..., xr] | d1(f) = 0} (2.100)
and
Si = {f0 ∈ S0 | d1(fs) = hfs−1 for some f1, ..., fi ∈ F[x1, ..., xr]} (2.101)
for i ∈ N+ 1. For each i ∈ N+ 1 and f ∈ Si, we fix {σ1(f), ..., σi(f)} ⊂ F[x1, ..., xr] such
that
d1(σ1(f)) = f, d1(σs(f)) = σs−1(f) for s ∈ 2, i. (2.102)
Denote σ0(f) = f . By the proof of Lemma 2.1 and the above Lemma, we obtain:
Lemma 2.9. The set
∞∑
i=0
∑
j∈Ii
∑
f∈Si
F(
i∑
s=0
σs(f)d
s
2(ψi,j)) (2.103)
is the solution space of the equation (2.93) in F[x1, x2, ..., xn].
Let ǫ ∈ {1,−1} and let λ be a nonzero real number. Next we want to find all the
polynomial solutions of the equation:
utt +
λ
t
ut − ǫ(ux1x1 + ux2x2 + · · ·+ uxnxn) = 0, (2.104)
which is the generalized anisymmetrical Laplace equation (cf. [A]) if ǫ = −1. Rewrite the
above equation as:
tutt + λut − ǫt(ux1x1 + ux2x2 + · · ·+ uxnxn) = 0. (2.105)
Set
d = t∂2t + λ∂t. (2.106)
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Denote
S = {f ∈ F[t] | d(f) = 0}. (2.107)
Note that
d(tm) = m(λ+m− 1)tm−1 for m ∈ N. (2.108)
So
S =
{
F if λ 6∈ −(N+ 1),
F+ Ft−λ+1 if λ ∈ −(N+ 1). (2.109)
In particular, t−λ 6∈ d(F[t]) and so d does not have a right inverse when λ is a negative
integer.
Set
φ0(t) = 1, φi(t) =
t2i
i!2i
∏i−1
r=0(λ+ 2r + 1)
(2.110)
for i ∈ N+ 1 and when λ 6= −1,−3, ...,−(2i− 1). When λ ∈ −(N + 1), we set
ψ0 = t
1−λ, ψi =
t2i+1−λ
2ii!
∏i
r=1(2r + 1− λ)
for i ∈ N+ 1. (2.111)
Define
V = F[x1, x2, ..., xn], ∆n =
n∑
r=1
∂2xr , ∆2,n =
n∑
s=2
∂2xs (2.112)
and
Vi = {f ∈ V | ∆in(f) = 0} for i ∈ N+ 1. (2.113)
Observe
∞∑
j1,...,ji=0
(−1)j1+···+ji
(
j1 + · · ·+ ji
j1, ..., ji
) i∏
r=1
[(
i
r
)
tr
]jr
=
∞∑
p=0
(
−
i∑
s=1
(
i
s
)
ti
)p
=
1
(1 + t)i
=
∞∑
r=0
(−1)r
(
i+ r − 1
r
)
tr (2.114)
for |t| < 1. Applying Lemma 2.7 to ∆in =
∑i
r=0
(
i
r
)
∂
2(i−r)
x1 ∆
r
2,n with m = i, T0 = ∂
2
x1
and
Tr = −
(
i
r
)
∆r2,n for r ∈ 1, i, we get a basis{ ∞∑
r=0
(−1)r
(
i+ r − 1
r
)
xℓ1+2r1
(ℓ1 + 2r)!
∆r2,n(x
ℓ2
2 · · ·xℓnn ) | ℓ1 ∈ 0, 2i− 1, ℓ2, ..., ℓn ∈ N
}
(2.115)
of Vi. Hence we obtain:
Theorem 2.10. If λ 6∈ −(N + 1), then the set
{
∞∑
r=0
ǫrφr(t)∆
r
n(x
ℓ1
1 · · ·xℓnn ) | ℓ1, ..., ℓn ∈ N} (2.116)
forms a basis of the space of the polynomial solutions for the equation (2.104). When λ
is a negative even integer, the set
{
∞∑
r=0
ǫrφr(t)∆
n
n(x
ℓ1
1 · · ·xℓnn ),
∞∑
r=0
ǫrψr(t)∆
n
n(x
ℓ1
1 · · ·xℓnn ) | ℓ1, ..., ℓn ∈ N} (2.117)
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forms a basis of the space of the polynomial solutions for the equation (2.104). Assume
that λ = −2k − 1 is a negative odd integer. The set
{
k∑
s=0
∞∑
r=0
(−1)rǫs
(
k + r − 1
r
)
φs(t)∆
s
n
[
xℓ1+2r1
(ℓ1 + 2r)!
∆r2,n(x
ℓ2
2 · · ·xℓnn )
]
,
∞∑
r=0
ǫrψr(t)∆
r
n(x
ℓ′
1
1 x
ℓ2
2 · · ·xℓnn ) | ℓ1 ∈ 0, 2i− 1, ℓ′1, ℓ2, ..., ℓn ∈ N} (2.118)
is a basis of the space of the polynomial solutions for the equation (2.104).
Finally, we consider the special Euler-Poisson-Darboux equation:
utt − ux1x1 − ux2x2 − · · · − uxnxn −
m(m+ 1)
t2
u = 0 (2.119)
with m 6= −1, 0. Change the equations to:
t2utt − t2(ux1x1 + ux2x2 + · · ·+ uxnxn)−m(m+ 1)u = 0. (2.120)
Letting u = tm+1v, we have:
t2utt = m(m+ 1)t
m+1v + 2(m+ 1)tm+2vt + t
m+3vtt. (2.121)
Substituting (2.121) into (2.120), we get
tvtt + 2(m+ 1)vt − t(vx1x1 + vx2x2 + · · ·+ vxnxn) = 0. (2.122)
If we change variable u = t−mv, then the equation (2.120) becomes
tvtt − 2mvt − t(vx1x1 + vx2x2 + · · ·+xnxn) = 0. (2.123)
Equations (2.121) and (2.122) are special cases of the equation (2.105) with ǫ = 1, and
λ = 2(m+ 1) and λ = −2m, respectively.
3 Initial Value Problems
In this section, we will solve two initial value problems.
Let m and n > 1 be positive integers and let
fi(∂x2 , ..., ∂xn) ∈ R[∂x2 , ..., ∂xn ] for i ∈ 1, m. (3.1)
We want to solve the equation:
(∂mx1 −
m∑
r=1
∂m−ix1 fi(∂x2 , ..., ∂xn))(u) = 0 (3.2)
with x1 ∈ R and xr ∈ [−ar, ar] for r ∈ 2, n, subject to the condition
∂sx1(u)(0, x2, ..., xn) = gs(x2, ..., xn) for s ∈ 0, m− 1, (3.3)
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where a2, ..., an are positive real numbers and g0, ..., gm−1 are continuous functions. For
convenience, we denote
k†i =
ki
ai
, ~k† = (k†2, ..., k
†
n) for
~k = (k2, ..., kn) ∈ N n−1. (3.4)
Set
e2π(
~k†·~x)√−1 = e
Pn
r=2 2πk
†
rxr
√−1. (3.5)
For r ∈ 0, m− 1,
1
r!
∞∑
i1,...,im=0
(
i1 + · · ·+ im
i1, ..., im
)∫ (Pms=1 sis)
(x1)
(xr1)(
m∏
p=1
fp(∂x2 , ..., ∂xn)
ip)(e2π(
~k†·~x)√−1)
=
∞∑
i1,...,im=0
(
i1 + · · ·+ im
i1, ..., im
)
x
r+
Pm
s=1 sis
1
(r +
∑m
s=1 sis)!
×
[
m∏
p=1
fp(2k
†
2π
√−1, ..., 2k†nπ
√−1)ip
]
e2π(
~k†·~x)√−1 (3.6)
is a complex solution of the equation (3.2) by Lemma 2.7 for any ~k ∈ Z n−1. We write
∞∑
i1,...,im=0
(
i1 + · · ·+ im
i1, ..., im
)
xr1
∏m
p=1(x
p
1fp(2k
†
2π
√−1, ..., 2k†nπ
√−1))ip
(r +
∑m
s=1 sis)!
= φr(x1, ~k) + ψr(x1, ~k)
√−1, (3.7)
where φr(x1, ~k) and ψr(x1, ~k) are real functions. Moreover,
∂sx1(φr)(0,
~k) = δr,s, ∂
s
x1
(ψr)(0, ~k) = 0 for s ∈ 0, r. (3.8)
We define ~0 ≺ ~k if its first nonzero coordinate is a positive integer. By superposition
principle and Fourier expansions, we get:
Theorem 3.1. The solution of the equation (3.2) subject to the condition (3.3) is:
u =
m−1∑
r=0
∑
~0~k∈Z n−1
[br(~k)(φr(x1, ~k
†) cos 2π(~k† · ~x)− ψr(x1, ~k†) sin 2π(~k† · ~x))
+cr(~k)(φr(x1, ~k
†) sin 2π(~k† · ~x) + ψr(x1, ~k†) cos 2π(~k† · ~x))], (3.9)
with
br(~k) =
1
2n−2a2 · · · an
∫ a2
−a2
· · ·
∫ an
−an
gr(x2, ..., xn) cos 2π(~k
† · ~x) dxn · · ·dx2
−
r−1∑
s=0
(bs(~k)∂
r
x1
(φs)(0, ~k) + cs(~k)∂
r
x1
(ψs)(0, ~k)) (3.10)
and
cr(~k) =
1
2n−2a2 · · · an
∫ a2
−a2
· · ·
∫ an
−an
gr(x2, ..., xn) sin 2π(~k
† · ~x) dxn · · · dx2
−
r−1∑
s=0
(cs(~k)∂
r
x1
(φs)(0, ~k)− bs(~k)∂rx1(ψs)(0, ~k)). (3.11)
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The convergence of the series (3.9) is guaranteed by the Kovalevskaya Theorem on the
existence and uniqueness of the solution of linear partial differential equations when the
functions in (3.3) are analytic.
Remark 3.2. (1) If we take fi = bi with i ∈ 1, m to be constant functions and ~k = ~0
in (3.6), we get m fundamental solutions
ϕr(x) =
∞∑
i1,...,im=0
(
i1 + · · ·+ im
i1, ..., im
)
xr
∏m
p=1(bpx
p)ip
(r +
∑m
s=1 sis)!
, r ∈ 0, m− 1, (3.12)
of the constant-coefficient ordinary differential equation
y(m) − b1y(m−1) − · · · − bm−1y′ − bm = 0. (3.13)
Given the initial conditions:
y(r)(0) = cr for r ∈ 0, m− 1, (3.14)
we define a0 = c0 and
ar = cr −
r−1∑
s=0
∑
i1,...,ir−s∈N;
Pr
p=1 pip=r−s
(
r − s
i1, ..., ir−s
)
asb
i1
1 · · · bir−sr−s (3.15)
by induction on r ∈ 1, m− 1. Now the solution of (3.13) subject to the condition (3.14)
is exactly
y =
m−1∑
r=0
arϕr(x). (3.16)
From the above results, it seems that the following functions
Yr(y1, ..., ym) =
∞∑
i1,...,im=0
(
i1 + · · ·+ im
i1, ..., im
)
yi11 y
i2
2 · · · yimm
(r +
∑m
s=1 sis)!
for r ∈ N (3.17)
are important natural functions. Indeed,
Y1(x) = ex, Y0(0,−x) = cosx, Y1(0,−x) = sin x
x
, (3.18)
ϕr(x) = x
rYr(b1x, b2x2, ..., bmxm) (3.19)
and
φr(x1, ~x) + ψr(x1, ~x)
√−1
= xr1Yr(x1f1(2k†2π
√−1, ..., 2k†nπ
√−1)), ..., xm1 fm(2k†2π
√−1, ..., 2k†nπ
√−1)) (3.20)
for r ∈ 0, m.
(2) We can solve the initial value problem (3.2) and (3.3) with the constant-coefficient
differential operators fi(∂2, ..., ∂n) replaced by variable-coefficient differential operators
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φi(∂2, ..., ∂n1)ψi(xn1+1, ..., xn) for some 2 < n1 < n , where φi(∂2, ..., ∂n1) are polynomials
in ∂2, ..., ∂n1 and ψ(xn1+1, ..., xn) are polynomials in xn1+1, ..., xn.
Let T = (N , E) be a tree with n nodes. Now we consider the following generalized
wave equation
utt − dT (u) = 0 (3.21)
(cf. (1.6)) with t ∈ R and xr ∈ [−ar, ar] for r ∈ 1, n subject to the condition
u(0, x1, ..., xn) = g0(x1, ..., xn), ut(0, x1, ..., xn) = g1(x1, ..., xn). (3.22)
Denote
~x = (x1, ..., xn), k
†
i =
ki
ai
, ~k† = (k†1, ..., k
†
n) for
~k = (k1, ..., kn) ∈ N n. (3.23)
For ǫ ∈ {0, 1},
∞∑
i=0
∫ (2i)
(t)
(tǫ)diT (e
2π(~k†·~x)√−1) (3.24)
are solutions of (3.21) by Lemma 2.1. Moreover,
∞∑
i=0
∫ (2i)
(t)
(1)diT =
1
2
(etdT + e−tdT ),
∞∑
i=0
∫ (2i)
(t)
(t)diT =
1
2
∫
(t)
(etdT + e−tdT ). (3.25)
Recall that Ψ is the set of all tips in T = (N , E). A node ιj is called a descendant of
ιi if i < j and there exist a sequence
i0 = i < i1 < · · · ir−1 < ir = j (3.26)
such that
(ιir , ιr+1) ∈ E for r ∈ 0, r − 1. (3.27)
Set
Di = the set of all descendants of ιi. (3.28)
Let
ξ˜r(t) = t∂
mr
xr
for ιr ∈ Ψ. (3.29)
Suppose that we have defined {ξ˜s(t) | ιs ∈ Di}. Denote
Θi = {ιs ∈ N | (ιi, ιs) ∈ E} ⊂ Di. (3.30)
Now we define
ξ˜i(t) =
∫ t
0
(∂xi +
∑
ιs∈Θi
ξ˜s(yi))
2dyi. (3.31)
By induction, we have defined all {ξ˜1(t), ..., ξ˜n(t)}. Moreover, we let
ξ1(t, ∂ξ1 , ..., ∂xn) = ξ˜1(t), ξi(t, ∂ξ1 , ..., ∂xn) = xp(i)ξ˜i(t) (3.32)
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for i ∈ 2, n, where ιp(i) is the unique (parent) node such that (ιp(i), ιi) ∈ E . According to
(5.48) in [X2],
etdT = eξn(t,∂ξ1 ,...,∂xn)eξn−1(t,∂ξ1 ,...,∂xn) · · · eξ1(t,∂ξ1 ,...,∂xn). (3.33)
In fact,
etdT (e2π(
~k†·~x)√−1) = e
Pn
i=1 ξi(t,2πk
†
1
√−1,...,2πk†n
√−1)e2π(
~k†·~x)√−1 (3.34)
Define
φ~k(t, x1, ..., xn) =
1
4
(e2π
~(k†·~x)√−1+Pni=1 ξi(t,2πk†1
√−1,...,2πk†n
√−1)
+e2π
~(k†·~x)√−1−Pni=1 ξi(t,2πk†1
√−1,...,2πk†n
√−1)
+e−2π(
~k†·~x)√−1+Pni=1 ξi(t,−2πk†1
√−1,...,−2πk†n
√−1)
+e−2π
~(k†·~x)√−1−Pni=1 ξi(t,−2πk†1
√−1,...,−2πk†n
√−1)), (3.35)
ψ~k(t, x1, ..., xn) =
1
4
√−1(e
2π~(k†·~x)√−1+Pni=1 ξi(t,2πk†1
√−1,...,2πk†n
√−1)
+e2π
~(k†·~x)√−1−Pni=1 ξi(t,2πk†1
√−1,...,2πk†n
√−1)
−e−2π(~k†·~x)
√−1+Pni=1 ξi(t,−2πk†1
√−1,...,−2πk†n
√−1)
−e−2π~(k†·~x)
√−1−Pni=1 ξi(t,−2πk†1
√−1,...,−2πk†n
√−1)) (3.36)
for ~k ∈ Z n. Then
φ~k(0, x1, ..., xn) = cos 2π(
~k† · ~x), ψ~k(0, x1, ..., xn) = sin 2π(~k† · ~x), (3.37)
∂t(φ~k)(0, x1, ..., xn) = ∂t(ψ~k)(0, x1, ..., xn) = 0. (3.38)
Again we define ~0 ≺ ~k if its first nonzero coordinate is a positive integer. By superposition
principle and Fourier expansions, we obtain:
Theorem 3.2. The solution of the equation (3.21) subject to (3.22) is
u =
∑
~0~k∈Z n
[b0,~kφ~k(t, x1, ..., xn) + c0,~kψ~k(t, x1, ..., xn)
+b1,~k
∫
(t)
φ~k(t, x1, ..., xn) + c1,~k
∫
(t)
ψ~k(t, x1, ..., xn)] (3.39)
with
b
ǫ,~k
=
1
a1a2 · · ·an
∫ a1
−a1
· · ·
∫ an
−an
gǫ(x1, ..., xn) cos 2π(~k
† · ~x) dxn · · ·dx1 (3.40)
and
c
ǫ,~k
=
1
a1a2 · · · an
∫ a1
−a1
· · ·
∫ an
−an
gǫ(x1, ..., xn) sin 2π(~k
† · ~x) dxn · · · dx1. (3.41)
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The convergence of the series (3.39) is guaranteed by the Kovalevskaya Theorem on the
existence and uniqueness of the solution of linear partial differential equations when the
functions in (3.22) are analytic.
Example 3.1. Consider the special case
utt − (∂2x1 + x1∂2x2 + x2∂2x3)(u) = 0 (3.42)
of (3.21). By (2.71) and (2.72), we have
ξ1(t, 2πk
†
1
√−1, 2πk†12
√−1, 2πk†3
√−1)
= −4π2t
[
(k†1)
2 − 4π
2t2
3
((k†2)
4 + 2k†1k
†
2(k
†
3)
2) +
16π4t4
3
(k†2)
2(k†3)
4 − 64π
6t6
21
(k†3)
8
]
−8π3t2
[
k†1(k
†
2)
2 − 2π
2t2
3
(3(k†2)
3(k†3)
2 + k†1(k
†
3)
4) +
16t4
9
k†2(k
†
3)
6
]√−1, (3.43)
ξ2(t, 2πk
†
1
√−1, 2πk†12
√−1, 2πk†3
√−1)
= −4π2tx1
[
(k†2)
2 − 4π
2t2
3
(k†3)
4
]
− 8π3k†2(k†3)3t2x1
√−1 (3.44)
and
ξ3(t, 2πk
†
1
√−1, 2πk†12
√−1, 2πk†3
√−1) = −4π2(k†3)2tx2. (3.45)
Thus
φ~k(t, x1, x2, x3) =
1
2
exp[4π2t
[
(k†1)
2 − 4π
2t2
3
((k†2)
4 + 2k†1k
†
2(k
†
3)
2) +
16π4t4
3
(k†2)
2(k†3)
4 − 64π
6t6
21
(k†3)
8
]
+4π2tx1
[
(k†2)
2 − 4π
2t2
3
(k†3)
4
]
+ 4π2(k†3)
2tx2] cos[2π(~k
† · ~x) + 8π3t2[k†1(k†2)2
−2π
2t2
3
(3(k†2)
3(k†3)
2 + k†1(k
†
3)
4) +
16t4
9
k†2(k
†
3)
6] + 8π3k†2(k
†
3)
3t2x1]
+
1
2
exp[−4π2t
[
(k†1)
2 − 4π
2t2
3
((k†2)
4 + 2k†1k
†
2(k
†
3)
2) +
16π4t4
3
(k†2)
2(k†3)
4 − 64π
6t6
21
(k†3)
8
]
−4π2tx1
[
(k†2)
2 − 4π
2t2
3
(k†3)
4
]
− 4π2(k†3)2tx2] cos[2π(~k† · ~x)− 8π3t2[k†1(k†2)2
−2π
2t2
3
(3(k†2)
3(k†3)
2 + k†1(k
†
3)
4) +
16t4
9
k†2(k
†
3)
6]− 8π3k†2(k†3)3t2x1] (3.46)
ψ~k(t, x1, x2, x3) =
1
2
exp[4π2t
[
(k†1)
2 − 4π
2t2
3
((k†2)
4 + 2k†1k
†
2(k
†
3)
2) +
16π4t4
3
(k†2)
2(k†3)
4 − 64π
6t6
21
(k†3)
8
]
+4π2tx1
[
(k†2)
2 − 4π
2t2
3
(k†3)
4
]
+ 4π2(k†3)
2tx2] sin[2π(~k
† · ~x) + 8π3t2[k†1(k†2)2
−2π
2t2
3
(3(k†2)
3(k†3)
2 + k†1(k
†
3)
4) +
16t4
9
k†2(k
†
3)
6] + 8π3k†2(k
†
3)
3t2x1]
+
1
2
exp[−4π2t
[
(k†1)
2 − 4π
2t2
3
((k†2)
4 + 2k†1k
†
2(k
†
3)
2) +
16π4t4
3
(k†2)
2(k†3)
4 − 64π
6t6
21
(k†3)
8
]
23
−4π2tx1
[
(k†2)
2 − 4π
2t2
3
(k†3)
4
]
− 4π2(k†3)2tx2] sin[2π(~k† · ~x)− 8π3t2[k†1(k†2)2
−2π
2t2
3
(3(k†2)
3(k†3)
2 + k†1(k
†
3)
4) +
16t4
9
k†2(k
†
3)
6]− 8π3k†2(k†3)3t2x1] (3.47)
for ~k ∈ Z 3.
4 Polynomial Representations of Lie Algebras
In this section, we give three simple examples of applying Lemma 2.1 to polynomial
representations of Lie algebras.
Let F be any field with characteristic 0 and let n ≥ 3 be an integer. The special
orthogonal Lie algebra
so(n,F) =
∑
1≤i<j≤n
F(Ei,j − Ej,i), (4.1)
where Er,s is an n × n matrix with 1 as its (r, s)-entry and 0 as the others. There is a
natural representation of so(n,F) on the algebra A = F[x1, ..., xn] of polynomials in n
variables:
(Ei,j − Ej,i)|A = xi∂xj − xj∂xi for 1 ≤ i < j ≤ n. (4.2)
Denote
|α| =
n∑
i=1
αi for α = (α1, ..., αn) ∈ N n (4.3)
and
Ak =
∑
α∈N n, |α|=k
Fxα for k ∈ N, (4.4)
the space of homogeneous polynomials of degree k. Set
Hk = {f ∈ Ak | (∂2x1 + · · ·+ ∂2xn)(f) = 0}, (4.5)
the space of homogeneous harmonic polynomials of degree k. It is well known in harmonic
analysis that Hk are irreducible so(n,F)-submodules and
Ak = Hk ⊕ (x21 + · · ·+ x2n)Ak−2 for 2 ≤ k ∈ N. (4.6)
By (2.35), we have:
Theorem 4.1. The following set
{
∞∑
r2,...,rk=0
(−1)r2+···+rk(r2+···+rk
r2,...,rn
)∏k
i=2
(
ℓi
2ri
)
(1 + 2ǫ(r2 + · · ·+ rk))
(
2(r2+···+rk)
2r2,...,2rn
)xǫ+2(r2+···+rn)1
×xℓ2−2r22 · · ·xℓn−2rnn | ǫ ∈ {0, 1}; ℓ2, ..., ℓn ∈ N, ǫ+
∑
i=2
ℓi = k} (4.5)
forms a basis of Hk.
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Recall the special linear Lie algebra
sl(n,F) =
∑
i 6=j
FEi,j +
n−1∑
i=1
F(Ei,i − Ei+1,i+1). (4.8)
Note
H =
n−1∑
i=1
F(Ei,i − Ei+1,i+1) (4.9)
is a Cartan subalgebra of sl(n,F). Take {Ei,j | 1 ≤ i < j ≤ n} as positive root vectors.
Let
Q = F(x1, ..., xn, y1, ..., yn), (4.10)
the space of rational functions in x1, ..., xn, y1, ..., yn. Define a representation of sl(n,F)
on Q via
Ei,j |Q = xi∂xj − yj∂yi for i, j ∈ 1, n. (4.11)
A nonzero function f ∈ Q is called singular if
Ei,j(f) = 0 for 1 ≤ i < j ≤ n (4.12)
and there exist a linear function λ on H such that
h(f) = λ(h)f for h ∈ H. (4.13)
Set
ζ =
n∑
i=1
xiyi. (4.14)
Then
ξ(ζ) = 0 for ξ ∈ sl(n,F). (4.15)
Lemma 4.2. Any singular function in Q is a rational function in x1, yn, ζ .
Proof. Let f ∈ Q be a singular function. We can write
f = g(x1, ..., xn−1, ζ, y1, ..., yn) (4.16)
as a rational functions in x1, ..., xn−1, ζ, y1, ..., yn. By (4.11), (4.12) and (4.15), we have:
Ei,n(f) = −yn∂yi(g) = 0 for i ∈ 1, n− 1, (4.17)
equivalently,
∂yi(g) = 0 for i ∈ 1, n− 1. (4.19)
Thus (4.11) and (4.19) imply
E1,i(g) = x1∂xi(g) = 0 for i ∈ 2, n− 1, (4.20)
25
that is,
∂xi(g) = 0 for i ∈ 2, n− 1, (4.21)
Therefore, g is independent of x2, ..., xn−1 and y1, ..., yn−1. ✷
Set
Aℓ1,ℓ2 =
∑
α,β∈N n; |α|=ℓ1, |β|=ℓ2
Fxαyβ for ℓ1, ℓ2 ∈ N. (4.22)
Then Aℓ1,ℓ2 is a finite-dimensional sl(n,F)-submodule by (4.11). Recall that the funda-
mental weights λ1, .., λn−1 are linear functions on H such that
λi(Ej,j − Ej+1,j+1) = δi,j for i, j ∈ 1, n− 1. (4.23)
The function xℓ11 y
ℓ2
n is a singular function of weight ℓ1λ1+ ℓ2λn−1. According to the above
lemma, any singular polynomial in Aℓ1,ℓ2 must be of the form axℓ1−i1 yℓ2−in ζ i for some
0 6= a ∈ F and i ∈ N. Define
Vℓ1,ℓ2 = the submodule generated by x
ℓ1
1 y
ℓ2
n . (4.24)
According to Weyl’s Theorem of completely reducibility, Aℓ1,ℓ2 is a direct sum of its
irreducible submodules, which are generated by its singular polynomials. So Vℓ1,ℓ2 is an
irreducible highest weight module with the highest weight ℓ1λ1 + ℓ2λn−1 and
Aℓ1,ℓ2 = Vℓ1,ℓ2 ⊕ ζAℓ1−1,ℓ2−1 (4.25)
as a direct sum of two sl(n,F)-submodules, where we treat Vi,j = {0} if {i, j} 6⊂ N.
Denote
∆ =
n∑
i=1
∂xi∂yi . (4.26)
It can be verified that
ξ∆ = ∆ξ for ξ ∈ sl(n,F), (4.27)
as operators on Q. Set
Hℓ1,ℓ2 = {f ∈ Aℓ1,ℓ2 | ∆(f) = 0} (4.28)
Since ∆(xℓ11 y
ℓ2
n ) = 0, we have
Vℓ1,ℓ2 ⊂ Hℓ1,ℓ2 (4.29)
by (4.24) and (4.27). On the other hand,
Aℓ1,ℓ2 =
∞⊕
i=0
ζ iVℓ1−i,ℓ2−i (4.30)
by (4.25) and induction. Note
∆ζ = n + ζ∆+
n∑
i=1
(xi∂xi + yi∂yi) (4.31)
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as operators on Q. Thus
∆(ζ ig) =
i∑
r=1
(n+ ℓ1 + ℓ2 − 2r)(ζ i−1g) = i(n + ℓ1 + ℓ2 − i− 1)ζ i−1g (4.32)
for i ∈ N+ 1, g ∈ Vℓ1−i,ℓ2−i. Hence
Hℓ1,ℓ2
⋂
ζAℓ1−1,ℓ2−1 = {0}. (4.33)
Therefore,
Vℓ1,ℓ2 = Hℓ1,ℓ2 (4.34)
by (4.25) and (4.29). Now Lemma 2.1 gives:
Theorem 4.3. The set
{
∞∑
i2,...,in=0
(−1)i2+···+in∏nr=2 (mrir )(lrir)(
m+i2+···+in
m
)(
i2+···+in
i2,...,in
) xm+i2+···+in1 yi2+···+in1 n∏
r=2
xmr−irr y
lr−ir
r ,
∞∑
i2,...,in=0
(−1)i2+···+in∏nr=2 (m′rir )(lrir)(
m′+i2+···+in
m′
)(
i2+···+in
i2,...,in
) xi2+···+in1 ym′+i2+···+in1 n∏
r=2
xm
′
r−ir
r y
l′r−ir
r
| m,m′, mr, nr ∈ N; m+
n∑
r=2
mr =
n∑
r=2
m′r = ℓ1,
n∑
r=2
lr = m
′ +
n∑
r=2
l′r = ℓ2} (4.35)
for a basis of Vℓ1,ℓ2 .
In the Lie algebra sl(7,F), we set
h1 = −2E2,2 + E3,3 + E4,4 + 2E5,5 −E6,6 − E7,7, h2 = E2,2 −E3,3 − E5,5 + E6,6, (4.36)
E1 =
√
2(E1,2 −E5,1)−E3,7 + E4,6, E2 = E2,3 − E6.5, (4.37)
E3 = [E1, E2] =
√
2(E1,3 −E6,1) + E2,7 − E4,5, (4.38)
E4 = [E1, E3]/2 =
√
2(E1,7 − E4,1) + E6,2 − E5,3, (4.39)
E5 = [E1, E4]/3 = E4,2 − E5,7, E6 = [E5, E2] = E4,3 − E6,7, (4.40)
F1 =
√
2(E2,1 − E1,5)− E7,3 + E6,4, F2 = E3,2 − E5,6, (4.41)
F3 =
√
2(E3,1 − E1,6) + E7,2 − E5,4, F5 = E2,4 − E7,5, (4.42)
F4 =
√
2(E7,1 − E1,4) + E2,6 − E3,5, F6 = E3,4 − E7,6. (4.43)
Then the exceptional Lie algebra of type G2 is the Lie subalgebra
G2 = Ch1 + Ch2 +
6∑
i=1
(CEi + CFi) (4.44)
of sl(7,F) (cf. [H]). Its Cartan subalgebra
H = Ch1 + Ch2. (4.45)
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We choose {E1, E2, ..., E6} as positive root vectors.
Let Q be the space of rational functions in {xi | i ∈ 1, 7} and define a representation
of G2 on Q via
Ei,j|Q = xi∂xj for i, j ∈ 1, 7. (4.46)
A nonzero function f ∈ Q is called singular with respect to G2 if
Ei(f) = 0 for i ∈ 1, 6 (4.47)
and (4.13) holds. Define
η = x21 + 2x2x5 + 2x3x6 + 2x4x7. (4.48)
It can be verified that
ξ(η) = 0 for ξ ∈ G2. (4.49)
Lemma 4.4. Any singular function in Q with respect to G2 must be a rational function
in x4 and η.
Proof. Let f a singular function in Q. We can write
f = ϕ(x1, ...., x6, η) (4.50)
as a rational function in x1, ..., x6, η. Note
E5(f) = (x4∂x2 − x5∂x7)(ϕ(x1, ...., x6, η)) = x4∂x2(ϕ) = 0 (4.51)
and
E6(f) = (x4∂x3 − x6∂x7)(ϕ(x1, ...., x6, η)) = x4∂x3(ϕ) = 0. (4.52)
So
∂x2(ϕ) = ∂x3(ϕ) = 0. (4.53)
Next
E2(f) = (x2∂x3 − x6∂x5)(ϕ(x1, ...., x6, η)) = −x6∂x5(ϕ) = 0, (4.54)
that is,
∂x5(ϕ) = 0. (4.55)
Moreover,
E3(f) = (
√
2(x1∂x3−x6∂x1)+x2∂x7−x4∂x5)(ϕ(x1, ...., x6, η)) = −
√
2x6∂x1(ϕ) = 0, (4.56)
which implies
∂x1(ϕ) = 0. (4.57)
Furthermore,
E2(f) = (
√
2(x1∂x2 − x5∂x1)− x3∂x7 + x4∂x6)(ϕ(x1, ...., x6, η)) = x4∂x6(ϕ) = 0 (4.58)
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yields
∂x6(ϕ) = 0. (4.59)
According to (4.53), (4.55), (4.57) and (4.59), ϕ is independent of x1, x2, x3, x5, x6. ✷
Set
∆′ = ∂2x2 + 2∂x2∂x5 + 2∂x3∂x6 + 2∂x4∂x7 . (4.60)
It can be verified that
∆′ξ = ξ∆′ for ξ ∈ G2 (4.60)
and
∆′η = η∆′ + 14 + 4
7∑
i=1
xi∂xi (4.61)
as operators on Q. The fundamental weight λ1 is a linear function on H such that
λ(h1) = 1, λ1(h2) = 0. (4.62)
For k ∈ N, xk4 is a singular function with weight kλ1. Note that
Bk =
∑
α∈N 7; |α|=k
Fxα (4.63)
is a finite-dimensional G2-submodule. Let
Vk = the submodule generated by x
k
4. (4.64)
Then Vk is an irreducible highest weight submodule of Bk with highest weight kλ1. By
similar arguments as those in the above of Theorem 4.3, we can prove
Vk = {f ∈ Bk | ∆′(f) = 0}. (4.65)
Theorem 4.5. The set
{
∞∑
i2,i3,i4=0
(−1)i2+i3+i4∏3r=2 (mrir )(m4+rir )
(1 + 2ǫ(i2 + i3 + i4))
(
2(i2+i3+i4)
i2,i3,i4,i2+i3+i4
)xǫ+2(i2+i3+i4)1 4∏
s=2
xms−iss x
m4+s−is
4+s
|ǫ ∈ {0, 1}, m2, ..., m7 ∈ N; ǫ+
7∑
r=2
mr = k} (4.66)
forms a basis of Vk.
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