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Вступ
Збагачення корисних копалин  це одна з важливих і достатньо розвинених
галузей  держави.  Головною  метою  збагачення  є  підготовка  сировинних
ресурсів до їх подальшого  використання. Збагачувальні підприємства фабрики
і  комбінати  переробляють  значні  кількості,  що  обчислюються  десятками  і
сотнями  мільйонів  тон  на  рік  природньої  сировини.  Схеми  збагачення  є
складними  як  по  використовуваних  процесах,  так  і  по  насиченості
устаткуванням, що зумовлює високу собівартість збагачення. 
На жаль, в процесі збагачення мають місце значні небажані втрати цінних
компонентів корисних копалин. Тому  в збагаченні завжди нагальним є питання
про зниження собівартості переробки і виключення втрат мінералів. Зменшення
витрат  досягається,  як  правило,  вдосконаленням  технологічних  схем  і
устаткування, в цьому плані в збагаченні досягнутий деякий рівень, причому
визначальними в розвитку були експериментальні дослідження і практично не
використані теоретичні. Такий стан можна пояснити тим, що самі збагачувальні
процеси багаточинникові, а їх математичний опис є складним, а також тим, що
відсутні достатньо відпрацьовані методики математичної формалізації в даній
галузі.
Розвиток обчислювальної техніки і  поява достатньо простих і  потужних
систем програмування дозволяє вирішувати практично будь-які завдання даної
галузі, розробляти математичні залежності процесів і об'єктів, здійснювати на
них всебічне дослідження стосовно їх вдосконалення. Формалізація технологій
в  гірничо-збагачувальній  галузі  вимагає  глибоких  знань  різних  розділів
математики. 
Унаслідок того,  що в видобутку і  збагаченні  переважне число чинників
мають випадковий характер, в цому навчальному посібнику викладені елементи
теорії  ймовірності  і  математичної  статистики  так,  як  це  необхідно  для
виконання  інженерних  розрахунків,  розробки  математичних  моделей,
проведення теоретичних та практичних досліджень з реальними об'єктами і з
математичними  моделями,  оцінки  формалізованих  замінників  і  результатів
досліджень,  отриманих  за  допомогою  моделей  і  прямих  дослідів,  а  також
практичне використання результатів.
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1. Елементи теорії ймовірностей. Випадкові події 
1.1. Об'єкт теорії ймовірностей і математичної статистики
Об'єктом теорії ймовірності і математичної статистики є реально існуючі і
спостережуванні нами явища - події.
Наприклад, «холодно», «закінчилася зима», «вступ до вузу»,  «отримання
роботи» і таке інше.
У  всій  сукупності  явища  можна  класифікувати  з  погляду  їх
формалізованого представлення на три види: достовірні, неможливі і випадкові.
Достовірними  називають  події,  які  мають  місце  (обов'язково
відбуваються)  за  наявності  певної  сукупності  умов.  Наприклад,  при
нормальному атмосферному тиску і плюсовій температурі вода знаходиться в
рідкому стані. Тут атмосферний тиск і температура  – це сукупність умов.
Неможливими називають події,  які  не  відбуваються (не  наступають)  за
наявності  певної  сукупності  умов.  Наприклад,  подія  –  «вода  знаходиться  в
твердому  стані»  дійсно  не  наступить,  якщо  збережеться  сукупність  умов,
вказаних для достовірних подій. .
Випадковими  називають  події,  які  за  наявності  певної  сукупності  умов
можуть відбуватись - наступити або не відбуватись – не наступити. Наприклад,
якщо кинути монету, то вона може впасти  однією стороною, або іншою. 
1.2. Події і випробування
Здійснення певної сукупності умов, при якій випадкова подія з'явиться або
не з'явиться, називають «випробуванням». В такому формулюванні вміщується
процес і результат випробування.
Наприклад, на підприємстві здійснюється переробка корисних копалин по
певній технологічній схемі з отриманням кінцевих продуктів заданої якості. В
даному випадку переробка корисної копалини по певній технологічній схемі –
це  випробування.  Отриманням  кінцевих  продуктів  заданої  якості  –  подія  -
результат.
1.2.1. Класифікація випадкових подій
Серед   подій  достовірних,  неможливих  і  випадкових  з  погляду  їх
формалізованого представлення особливе місце займають випадкові. Виходячи
з формулювання стосовно визначення випадкових подій, виникають питання–
наскільки   вони  випадкові,  чи  можна  ввести  чисельну  міру  поняття
«випадкові». Для вирішення цього питання у відповідності до їх суті прийнята
класифікація випадкових подій  на сумісні і несумісні, єдино можливі і рівно
можливі, залежні і незалежні.
Сумісними  вважають випадкові  події,  якщо   одна   з  них  не  виключає
появи інших випадкових подій в одному і тому ж випробуванні.
Наприклад,  якщо  переробка  здійснюється  на  двох  ідентичних
технологічних лініях, то «досягнення заданої якості» на обох лініях є сумісною
подією.
Несумісними  вважають  випадкові  події,  якщо  настання  однієї  з  них
виключає появу інших випадкових подій в одному і тому ж випробуванні.
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Наприклад, одночасне «досягнення  якості» і «не досягнення якості» при
переробці корисної копалини на одній технологічній лінії події несумісні.
Єдино можливими вважають всі випадкові події, які можуть наступити в
результаті випробувань. 
Наприклад,  якщо  розглядати  попередній  приклад,  то  події  «якість
досягнута» і «якість відсутня»  є єдино можливими.
Рівноможливими  вважають  випадкові  події,  для  яких  немає  підстав
вважати,  що  будь-яка  з  них  ймовірніша  ніж  інші  в  одному  і  тому  ж
випробуванні. 
Наприклад,  якщо  працюють  дві  ідентичні  збагачувальні  технологічні
секції, то немає підстав вважати, що «досягнення якості» на одній з них має
більші переваги, ніж на іншій.
1.2.2. Ймовірність
Чисельною  мірою  поняття  «випадковість»  для  випадкових  подій  є
ймовірність.
Визначення  ймовірності  пов'язане  з  випробуваннями,  тобто здійсненням
певної сукупності умов і можливих результатів, для яких розглядається деяке
явище (подія).
Наприклад, у пробі знаходиться десять зразків породи і два зразки вугілля.
Навмання, тобто, не дивлячись, виймається один зразок. 
В результаті такого випробування можливі результати: з'явиться породний
зразок, з'явиться вугільний зразок.
Введемо позначення П1, П2,   · · ·  , П10 - породні зразки, а У1, У2 -вугільні.
Виймається  один  зразок  з  дванадцяти  –  це  випробування,  в  результаті
такого випробування можливі результати: з'явиться породний зразок, з'явиться
вугільний зразок. Породний зразок братиметься з 10, а вугільний  - з 2 зразків.
Кількість зразків, з яких здійснюється відбір, що сприяє його появі, позначимо
–  m1 для породних зразків і  m2 -для вугільних зразків.  Знайдемо відношення
кількості  сприяючих  результатів  для  вугільного  і  породного  зразків  до
загальної кількості зразків, що складають сукупність -  n = m1 + m2,  n = 10 + 2 =
12.  Вказане  відношення  позначають  Р  і  називають  ймовірністю.  Поряд  з
позначенням ймовірності  -  Р в дужках вказується та подія,  для якої  вказана
ймовірність визначається. У нашому прикладі позначення  Р(П ) – ймовірність
появи породного зразка , Р(У ) – ймовірність появи вугільного зразка. 
 Вказані  відношення та їх числові результати:
для породи        Р(П)=
101
12
m
n
= ,
для вугілля       Р(У)= 2
2
12
m
n
= .
Грунтуючись  на  результатах  наведеного  прикладу,  можна  зробити
формулювання – визначення поняття «ймовірність».
Ймовірністю  деякої  події  називають  відношення  числа  результатів
випробування, що сприяють появі даної події до загального числа результатів,
передбачуваних до виконання випробувань.
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З визначення ймовірності виходить, що ймовірність - це число, яке може
приймати значення від нуля до одиниці, причому, якщо ймовірність дорівнює
нулю, то подія   «неможлива»,  якщо ймовірність дорівнює одиниці,  то подія
«достовірна».
Питання
1. Наведіть приклади подій.
2. Наведіть приклади достовірних подій.
3. Наведіть приклади неможливих подій.
4. Наведіть приклади випадкових подій.
5. Наведіть приклади несумісних подій.
6. Наведіть приклади сумісних подій.
7. Наведіть приклади єдиноможливих подій.
8. Наведіть приклади рівноможливих подій.
Завдання
1. У відділ технічного контролю для обробки поступила партія з п'яти
проб під  номерами:  10,  11,  12,  13,  14.  Знайти ймовірність  того,  що обробці
піддаватиметься проба з номером 13.
                                                                               Відповідь Р = 1/120.
2. Для  умов  попереднього  прикладу  знайти  ймовірність  обробки
проби з номером 10 за умови, що одна з проб оброблена. 
                                                                                 Відповідь Р = 1/24.
3. На складі є 5 редукторів з різними передавальними числами, на які
відсутні  паспортні  дані.  Для  установки  на  устаткування  отримано  один
редуктор. Потрібно визначити ймовірність того, що передавальне число взятого
редуктора таке, як потрібно.
                                                                                 Відповідь Р = 1/5.
4.  Для  умов  першого  прикладу  знайти  ймовірність  того,  що  першою
оброблятиметься проба з номером 10. 
                                                                                 Відповідь Р = 1/120.
5.  Для  умов  першого  прикладу  знайти  ймовірність  того,  що  другою
оброблятиметься  проба  з  номером  11,  якщо  першою  оброблена  проба  з
номером 10. 
                                                                                 Відповідь Р = 1/24.
1.3. Теорема складання ймовірностей подій
Приймаючи до уваги те,  що ймовірності  подій  оцінюються числами,  то
загальновідомо, що з числами можно виконувати певні арифметичні або логічні
дії.  У  подальшому  розглядаються  такі  дії  у  відповідності  до  специфічності
подій.
1.3.1. Теорема складання ймовірностей несумісних подій
Спочатку розглянемо особливості подій
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Сумою двох подій А і В називають подію, що полягає в появі події А або
події В, або обох цих подій.
Наприклад,  якщо  технологічна  секція  збагачення  працює  дві  зміни,  то
можливі події: А — досягнення якості продукту збагачення в першу зміну, В —
досягнення якості в другу зміну,  А або В — досягнення якості в першу зміну,
або в другу, або в обох змінах. В даному випадку несумісність полягає у тому,
що технологічні зміни роз’єднані у часі.
Зокрема, якщо дві події А і В  несумісні, то А або В — подія, що полягає в
появі  однієї  з  цих  подій,  байдуже  якої.  Логічне  «або»  для  будь-якої  події,
замінюється  арифметичним  «+»,  тобто,  для  наведеного  прикладу  можемо
записати суму  несумісних подій  А або В  - А + В. 
Сумою декількох подій називають подію, яка полягає в появі хоч би однієї з
цих подій.
Наприклад, подія А + У + В полягає в появі однієї з наступних подій: А, В,
У, А або В, А або У, В або У, А або В або У.
Якщо  для  вищерозглянутих  подій  визначити  їх  ймовірності,  то  можно
визначати їх взаємодію, використавши  теорему складання ймовірностей.
Теорема. Ймовірність появи однієї з двох несумісних подій, байдуже якої,
дорівнює сумі ймовірностей цих подій:
Р(А + В) = Р(А) + Р(В).
Доведення теореми. Введемо  позначення:  n — загальне число можливих
елементарних результатів випробування; m1— число результатів, що сприяють
події  А;  m2 -  число  результатів,  що  сприяють  події  В.  Загальне  число
елементарних результатів, що сприяють появі  події А  або події В, дорівнює m1
+ m2.
Використавши теорему визначення ймовірностей , знайдемо:
n
m
n
m
n
mmBAP 2121)( +=+=+
З попереднього викладу відомо, що: 
n
mAP 1)( = , 
n
mBP 2)( = ,
 підставивши ці значення в попередній вираз,отримаємо: 
Р( А + У) =  Р(А) + Р(В).
Якщо події попарно несумісні, то ймовірність появи однієї з декількох цих
попарно несумісних , байдуже яких, дорівнює сумі ймовірностей цих подій:
Р(А1 + А2 +...+ Аn)= Р(A1) + Р(A2) +...+ Р(An).
Доказ. Розглянемо три події А, В і С. Так як ці події попарно несумісні, то
поява однієї з них А, В і С рівносильно появі однієї з двох подій А + В і С,
тому:
Р(А+В+С) = Р[(А+В)+С] = Р(А+В)+Р(С) = Р(А)+Р(В)+Р(С).
1.3.2. Повна група подій і сума їх ймовірностей
Повною  групою називають  сукупність  єдино  можливих  подій
випробування.
12
Приклад.   В результаті  роботи технологічної  секції  протягом двох змін
стосовно  одержання  кількості  і  якості  кінцевих  продуктів  можливі  наступні
результати. А1 – план за якістю і кількості виконаний в одну зміну, А2 - план за
якістю і кількості, виконаний в обох змінах, А3 - план за якістю і кількості, не
виконаний в двох змінах. 
Теорема. Сума ймовірностей подій А1,  А2,...,Аn, створюючих повну групу,
дорівнює одиниці:
Р(А1 ) + Р( А2 ) +...+ Р( Аn) = 1.
До цього приходимо таким чином. Оскільки поява однієї з подій повної
групи  достовірна,  тобто  одна  з  подій  обов’язково  наступить,  а  ймовірність
достовірної події дорівнює одиниці, то
Р(А1 + А2 +...+ Аn) = 1.
Будь-які дві події повної групи несумісні, тому можна застосувати теорему
складання:
Р(А1 + А2 +...+ Аn ) = Р(А1 ) + Р( А2 ) +...+ Р( Аn)
отже 
Р(А1 ) + Р( А2 ) +...+ Р( Аn) = 1.
1.3.3.  Протилежні події і сума їх ймовірностей
Протилежними називають дві єдино можливі події, які створюють повну
групу.  Якщо одна  з  двох  протилежних подій  позначена  через  А,  то  іншу  –
протилежну,  позначають  A .
Наприклад,  відвідання  і  пропуск  заняття  студентом  -  протилежні  події.
Якщо А - відвідання, то   A  - пропуск.
Теорема. Сума ймовірності протилежних подій дорівнює одиниці:
Р(А) + Р( A  ) = 1.
Доказ.  Протилежні  події  створюють  повну  групу,  а  сума  ймовірності
подій, створюючих повну групу, дорівнює одиниці .
Якщо ймовірність одного з двох протилежних подій позначена через  р, а
ймовірність іншої  позначають через q, то, у відповідності з теоремою:
р + q =1
Приклад.  Ймовірність  того,  що   якість  продукту  збагачення  відповідає
нормі р = 0,9, знайти ймовірність того, що якість не одержана. 
Рішення. Події «якість продукту збагачення відповідає нормі» і «якість не
одержана»  —  протилежні,  тому  скористаємося  попередньою  формулою,
заздалегідь позначивши  р -  якість продукту збагачення відповідає нормі,  q -
якість не одержана
q = 1- р = 1- 0,9 = 0,1.
1.3.4.  Ймовірність  та  принцип  практичної  неможливості
малоймовірних подій  
При  вирішенні  багатьох  практичних  питань  зустрічаються  події,
ймовірності яких дуже малі -  близькі до нуля. Чи правомірно припустити, що
малоймовірна  подія  А  в  одиничному  випробуванні  не  відбудеться.  Такого
висновку зробити не можна, оскільки не виключено, що подія А наступить.
13
