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The purpose of this paper is to report recent results demonstrating feasibility 
of active monitoring and fault probability estimation in the Selective Laser Melting 
(SLM) process in a Renishaw AM250 machine, through analysis of layer-by-layer 
surface profile data of Fe3Si powder. The data was collected in-situ during the 
metal additive manufacturing of a Heat Exchanger section, comprised of a series 
of conformal channels. Specifically, a shallow artificial neural net (ANN) was 
trained with high-resolution powder bed surface height data from a laser 
profilometer and then linked to post-print CT scans which provided the truth-data 
labelling of each site as faulty or nominal. Various measures of accuracy and 
performance demonstrate excellent performance of the ANN, suggesting that the 
ANN is capable of discovering strong correlations between surface roughness 
characteristics and the presence and size of faults.  
These results were generated by grouping the profile data using post scan 
CT data, which would not be available in-situ. As such, further work was performed 
to apply the NN and use insights gained from development of the NN to identify 
faults in-situ using only the available in-situ data. First an application of the NN was 
tried on un-preprocessed data but failed to reach satisfactory levels of accuracy. 
Next, a deeper understanding of the internal process was developed by 
systematically studying fault sights, their roughness values, and interaction with 
the NN. This data and insight guided future steps. It was found that faults tended 
to have higher peaks and lower valleys in close proximity than nominal regions 
and were being correctly classified as such by the NN. As such, the next step 
involved developing an algorithm to a priori determine what to consider as a 
grouped region using the presence of extreme profile data height values. This is 
referred to as “min-max” stitching later on in the report. The final step involved 
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CHAPTER ONE  
INTRODUCTION AND GENERAL INFORMATION 
Overview  
 The purpose of this use is to investigate correlations between powder bed 
height in a selective laser sintering process and faults in the final product using a 
machine learning (ML) techniques, namely neural networks. The work performed 
consists of data collection, multiple phases of data processing, neural net 
training, and application of trained neural nets to other parts.  
 The novelty of this approach is the use of powder bed height data. To date, 
traditional monitoring techniques have been focused on thermal modeling of the 
melt pool (cite). This approach further distances itself from current ML based 
approaches have largely restricted themselves to the use of optical imaging.  
 The work done is separated into two parts. The first focusing on training the 
neural net and the second focuses on attempts to apply it to novel parts. The first 
section involves discussions on how the data was collected and processed, the 
neural network was trained, the results of this training, and other insights gained 
during this process. The second overarching section shows attempts to apply the 
NN to a novel part, separate from the initial data set. Many issues were found in 
this attempt and efforts were largely put toward manually examining individual 
faults and the results of applying the NN.  
 Overviews of relevant, current theory and practices in the fields of AM and 












CHAPTER TWO  
LITERATURE REVIEW 
This project focused on applying machine learning (ML) techniques to an 
additive manufacturing (AM) process. As such, the literature review will be broken 
down into 4 sections. First will be an overview of AM, looking a little at the history 
of the technology and applicable theoretical models. Second will be an overview 
of recent research into monitoring the AM process; in general, this is limited to 
correlating and controlling input parameters to the properties and quality of the 
finished part. Third, an overview of relevant technique from ML will be discussed. 





AM generally refers to the process of depositing and binding material layer-
by-layer to build a final part. From early applications to today, it has been referred 
to as rapid prototyping. While a traditional CNC machine or process may be faster 
for a single step, the setup and planning for a single step as well as the number of 
steps required makes AM a timelier solution. However, the quality of AM parts has 
increased over time, to the point that some end parts are produced in this manner 
[1]. Others still require only certain post-build processing (i.e. Hot Isostatic 
Pressing, Surface Finishing, etc.) to be considered finished parts [2]. 
As of 2015, ASTM International and ISO, two international standards 
organizations, have characterized AM processes fist by material (metallic, 
polymer, ceramic, and composite) and then by a number of process details; the 
overarching categories for these details are the same for each material, but each 
material has different details. Charts detailing this characterization for polymers, 
one of the most popular materials, especially for hobbyists, and metals, the current 
manufacturing materials of choice and focus for this research, are presented below 
in Figure 2.1. As with most attempts at characterization and classification, this is 
just one framework amongst many. For example, 3D printing is attributed as having 
first been invented in 1983 by Charles Hull. His technology, stereolithography, was 
patented in 1986, when Hull founded 3D Systems. However, stereolithography is 
not on these charts; by this categorization, the technology would be considered a 
form of vat polymerization. Of course, that may just be that the charts need to be 












Determining Properties of Additively Manufactured Parts 
 The relevant theory used in modern powder-based metal AM is derived 
primarily from welding literature discussing moving sources of heat and how it 
drives phase changes and grain formation (which in turn determine mechanical 
properties and applicability as a manufactured part). This is due to similarities in 
the physics involved. To see this visually, consider Figure 2.2; note how they are 
similar to a metal AM process. Further, several instances in the literature have 


















Figure 2.2. (a) Schematic showing the generic model of a weld melt pool[6].  (b) 
Schematic showing calculated Isotherms in a melt pool [7]. Note how these 





 There are, of course some differences. For example, a powder-bed 
process, the powder will conduct heat differently than the solidified part [4]. Another 
example is the effect of rastering. In welding, a single line is often the extent of the 
weld. In AM, the laser scans back and forth. As such, in a simple back-and-forth 
scan pattern, one side of the scan will be significantly hotter. The effects of this 
can be seen in [8]. Regardless, it is thus well established that welding theory and 
literature, which has a rich history, is well applicable to metal AM processes. In 
understanding weld solidification, there are two primary topics that must be 
considered: grain and phase. A basic overview of these relationships can be seen 
in Figure 2.3. 
 
 
Figure 2.3. Schematic showing factors and how they influence final part quality 








 Grain formation is influenced by 4 primary factors: partition coefficient, 
temperature gradient, solidification rate, and cooling rate [9, 10]. These are 


























 Here, Cs and CL refer to the solute concentration of solid and liquid, 
respectively, at the solid-liquid interface of the melt pool. T refers to the 
temperature, t refers to time, and x refers to the location; solidification rate 
describes how fast the solid-liquid interface is moving and directly relates welding 
(or laser, in AM) speed [10]. Further, after much experimentation, the effect of 
these variables on grain formation has been well document and are summarized 
in Figure 2.4, which also gives a brief visualization of grain structure. The exact 












Figure 2.4. (a) Graph showing how solidification parameters affect grain 





Of course, every alloy will behave differently and have different specific 
cutoffs points, but the general schema applies. In the context of welding, this 
schema can be used to determine optimal weld parameter as well as predict 
material properties. However, the applications become much more interesting 
when applied to AM. As discussed prior, welding usually involves a single pass 
while AM involves many consecutive adjacent passes of the laser and potential 
heat build-up from sintering of prior layers. However, this is not required; the scan 
path of the laser can be modified in many AM applications. As such, the engineer 
can utilize this theory and directly influence the microstructure of the part through 
a well-planned scan strategy [11]. 
Phase Changes and Phase Diagrams 
 The next element to consider is the underlying crystal structure. The basic 
idea is that different compositions of materials at different temperatures will form 
different atomic structures. A overview of this and related topics is provided by the 
University of Cambridge [12]. The phase diagram of Iron-silicon, the material used 
in these experiments, is provided in Figure 2.5. Fe3Si falls in the silicon rich region 
of the α solid solution region [13]. 
 
 





Another important aspect of phase is cooling rate. Consider, for example, 
annealing and quenching. Both change the underlying structure of the metal by 
raising it to a specified high temperature and letting it cool. However, annealing 
allows the part to cool slowly and in a controlled environment, allowing the atoms 
to realign to the phase indicated by the phase diagram; annealing is thus done to 
encourage changes in grain structure and to remove residual stress, but not 
change phase. However, quenching involves rapid cooling, which “locks” the 
phase in the state it achieved at the higher temperature. Examples of how cooling 
rate affect microstructure can be seen in [15]. In an AM process, the cooling rates 
are usually much higher and may result in undesirable properties. Further, the 
thermal cycling cause by adjacent passes of the laser must be considered. In total, 
properly adjusting the laser power and the heat of the printing chamber can 
mitigate these issues [16, 17].  
Heat Transfer, Metal Pool Morphology, and Solidification 
  Understanding this, the importance of modeling the thermal distribution of 
the melt pool and surrounding area is clearly seen. The basis for most modern 
modeling can be traced back to the work of Rosenthal in the 1930s and 40s. 
Starting from the basic form given in, he applied various assumptions and 























=  √𝜉2 + 𝑦2 + 𝑧2 
Equation 
2.6 
Where x, y and z, represent the coordinate directions. ζ is used in place of 
x as Rosenthal derived his equations using the heat source as the origin. t is 
temperature; t0 is the initial temperature. Q represents the heat source. k and λ 
both relate to thermal conductivity, with k actually being thermal conductivity. v is 
the speed of welding [18]. The model does have drawbacks, such as not 
considering the effects of convection and fluid flow [10]. However, many still use 
Rosenthal’s framework, even if only as the basis for expansion [4, 7, 10, 19]. Other 
contemporary approaches have taken approaches relating to the conservation of 
mass, momentum, and energy [8, 20] Many apply and solve these equations using 




Traditional Monitoring and Validation Methods for Additive 
Manufacturing 
 From this perspective, it is easy to see why most of the work in monitoring 
AM process have focused on monitoring the melt pool and its characteristics. Tapia 
and Elwany provide a review of these methods as well as control efforts and 
common methods and materials investigate in [21]. Unsurprisingly, the field is 
dominated by pyrometers (photodiodes and digital IR cameras) and 
thermocouples. Thermocouples are useful for providing ground truth data about 
temperature, as will be seen, but has the drawback of requiring physical contact. 
Displacement sensors are used, though more so with direct energy deposition 
methods [21]. 
 To explore some of the work and issues in using pyrometers, specifically IR 
cameras to monitor AM processes, consider first the work of Jake Raplee under 
Dr. Babu. His work focused on the difficulties in thermal modeling of an AM 
process. An IR camera uses the emittance of the surface to measure temperature. 
However, the thermal emittance of the liquid melt pool, powder metal, and as-
printed material are different, meaning the apparent temperature will be different. 
The first step to fixing this problem is calibrating the IR camera to the different 
emittances. This was done by measuring the ground truth temperature of the as-
printed and powder material via Type-K thermocouples and recording the 
corresponding IR camera output. From there, a 6th degree polynomial was fit to the 
relationship. Next, the transition point must be recognized; knowing the differences 
in emittance is pointless if which model to apply is not. The solution is that, due to 
the difference emittance, the apparent temperature read by the IR camera, using 
the calibrated powder equation, will drop rapidly when melted. As such, looking for 
this drop can indicate when to apply which model. This process, however, is 
exacerbated by the potential that the powder may not melt and heat transfer from 
previously melted regions. To fix these problems, the apparent temperature of the 
area before and after melting can be compared. If the point is unmelted, it will still 
follow the powder metal emittance calibration profile and the apparent temperature 
using that equation after the melt will be the same. Slope is also used to resolve 
these question; when actual melt occurs, the apparent temperature drops much 
more rapidly, allowing a threshold to be set.  
This work also noted how the presence of dips or rises in the powder bed 
can also interfere with accurate measurement, though this was noticed post build 
and steps were not taken at the time to compensate. The final point of note from 
this article is the generic difficulty in measurement. AM machines are generally 
enclosed environments and use proprietary software; setup of a monitoring system 
can be difficult. Further, AM can provide unique challenges, such as molten metal 




Other investigations into this topic have been made by Plotkowski et. al, 
who used thermal imaging to validate models first presented by Komanduri and 
Hou [19]. This initial model expanded the Rosenthal Equations to consider a ring 
heat source. The results showed good agreeance with theory [4]. Another example 
is the work by Lee and Zhang, who sought to validate a model based on mass, 
momentum, and energy, as opposed to Rosenthal’s equations. However, the 
monitoring was limited to post-build examination, that showed agreement with their 
proposed model. Of note from this work is the novel approach to modeling, 3-D 
generated models, and the observation that evaporation recoil pressure cause a 
depression of the melt pool at its leading edge [8].  
Moving on, a majority of work to date has focused on process parameters 
and their effects on final part quality [21, 22]. Efforts have and are being made into 
more active control of the process and are still the source of constant research. 
Many research groups, such as Zheng et. al [23] have developed control systems, 
though work is still ongoing to implement them. Serruys et. al. even have a paten 
for a online monitoring laser control system, though further investigation shows 
limited application in the literature [24]. Kleszczynski et. al. have also proposed a 
feedback system, based on optical imaging, to find and correct issues common, 
predefined process irregularities; the paper demonstrated success with these 
methods. [25] 
Machine Learning Overview 
 Moving away from traditionally based models, consider machine learning 
(ML) approaches. Machine Learning, at its core, is about using prior data to build 
a model that determines the most likely outcome based on a set of inputs (also 
often referred to as features). For example, let’s say there is a data set. Each data 
point is a vector of 6 features and has a corresponding output class. These classes 
are often assigned numbers, 1 and 0 for the binary case of only two classes. They 
are also commonly referred to as positive and negative. A commonly used 
examples is identification of disease. A 1 indicates the positive presence of a 
disease; a 0 represents the absence (or negative) of the disease. From here, the 
data is used to train a model that will take a vector of 6 inputs and determine which 
class the inputs belong too. It is the generic form of these models and how their 
parameters are determined that is primary component of ML techniques. Some 
techniques can be solved more analytically, such as linear regression and 
Bayesian Decision Theory. Others require defining and then minimizing some form 
of cost function to build their model, such as Decision Trees. It is noted that more 
complex models often have theoretical bases in these simpler analytical models 
and that all are in some way based on probability and choosing the output with the 
maximum likelihood. The only difference is how the model determines likelihood 
of an outcome. All will carry some level of inaccuracy and all incorporate functional 
parameters that map inputs to outputs. Training adjusts these parameters to 




Further, the process is rarely that simple and many other steps are required. 
For example, while the primary topic of this work is applying a neural network (NN) 
to an AM process, a majority of the work was in data processing and visualization.   
Further, the resulting model may not have any physical basis; thus, while 
practically applicable, there may be no insight gained. However, assuming the 
physical model has any validity, it is likely that the learned model will have 
elements. And regardless of this potential disparity, there is one key element that 
ties machine learning to physical models: the inputs. Every machine learning 
model requires some form of data as an input variable. While some techniques 
work with less physically defined inputs (convolutional Neural Nets, for example), 
most do. Indeed a commonly noted element of machine learning is the importance 
of domain knowledge in designing features [26]. 
 While there are multiple different models for machine learning, such as 
simple linear regression, Bayesian Decision Theory, Decisions Trees, etc., the 
method used in this work is neural networks.   
 
Neural Networks 
The basic idea governing a single layer “Neural Network” is seen in Figure 
2.6. Neural Networks is in quotes because while this could be classified as such, 
the case of as single layer corresponds to a simple linear decision rule separating 
the two classes. That is, the ML model produces a linear combination of the input 
features of a single data point and a bias unit, which has a weight of 1, to produce 
the output. Comparing a neural network to linear regression, the bias unit is like 
the intercept. A decision is then made based on this value. Weights, when 
discussing neural nets, are often written as ?⃗⃗? , representing a single vector 
mapping the input to the output.  
The true power and complexity of Neural Networks comes in adding more 
layers. In those cases, each layer results in a linear combination of outputs from 
the previous layer (or the input layer). Each layer functions the same as a single 
layer model, but by stacking them, the computer can build interesting 
transformations that far exceed a simple linear combination. This is especially true 
when one considers that each output of 1 layer feeds into every node of the next 
layer. That is, each node at each layer has a separate parameter vector ?⃗⃗? . A multi-
layer Neural Network is also shown in Figure 2.6. The first layer, comprising the 
features of the data point is referred to as the input layer. The middle layers are 
referred to as hidden layers. The final layer, which takes in the outputs of the last 
hidden layer and converts them to a final decision (or a final score with which to 







Figure 2.6. (a)Single-layer Neural Network or Linear Discriminant Function 
[27] and (b) multi-layer Neural Network [28]. 
  
The expression seen in Figure 2.6 is known as a sigmoid function. 
Mathematically, it is express in Equation 2.7 and looks like Figure 2.7. 
 
Sigmoid Function 










Figure 2.7. Sigmoid Function 
  
The sigmoid function is used to drive outputs greater than zero to one and 
those less than zero to zero. The sigmoid function is a commonly used function 
with neural networks and mainly aids with computation, understanding, and 
avoiding bias. If left alone, the output of any layer could be extremely large or small, 
so it arbitrarily shrunk. This can aid programming in assuming the inputs to a given 
hidden layer are always between 1 and 0. It ensures that no weight dominates the 
output. And, most importantly, it eases understanding. Using a sigmoid function, 
the final score is a number between 0 and 1. This value can be seen as a score, 
representing how likely the neural net is to be whatever output class has been 
labeled as 1; note, while similar to a probability, this score is not a probability. In 
general, values greater than 0.5 are assigned to class 1 and those less 0.5 are 
assigned to class 0. Though, the cutoff value can be changed and may represent 
a parameter worth investigating further for any given study. In general, it is much 
easier for humans to understand an output of 1 for true or 0 for false. 
 Other functions, such as the sign or softmax function, may be used in place 
of the sigmoid function. The sigmoid function, compared to the sign function, has 
the benefit of maintaining granularity when the outputs are near 0. 
Evaluating Performance 
 While understanding how a NN functions is important, how are the weights 
determined? Before answering that, there needs to a be way to evaluate the 
performance of the NN (or any ML model). The most obvious way is to use 
accuracy: how many data points, when their features were fed to the NN, were 




 However, accuracy is not always the best measure. For example, consider 
the issue of a skewed data set. As the data set becomes more and more skewed, 
it becomes more accurate for the model to just blindly guess that any given data 
point belongs to the class with more samples. As such, more metrics need to be 
considered. The first step in doing so is defining a few terms: true positive, false 
positive, true negative, and false negative. These are shown in Table 2.1, which is 
known as a Confusion Matrix. 
 
Table 2.1. Confusion Matrix [29] 
 
  Actual/Ground Truth Class 
  Nominal (Positive Faulty (Negative) 
Predicted Class Nominal (Positive) True Positive False Positive 
Faulty (Negative) False Negative True Negative 
 
Along with being useful for granting insight, the confusion matrix allows for 
the definition of a number of new metrics, given by Equation 2.8 through 
Equation 2.12 [29]. 
 
Precision, Confidence, 
True Positive Accuracy 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 
Equation 2.8 
Recall, Sensitivity, True 
Positive Rate (TPR) 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 
Equation 2.9 
False Positive Rate 
(FPR) 
𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠





𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
 
Equation 2.11 
Accuracy 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠






Another metric that is currently used is the receiver operator characteristic 
(ROC curve). This curve plots the true positive rate and the false positive rate, with 
each point corresponding to a different parameter; an example is seen in Figure 
2.8. What this parameter is will be different for each project and represents any 
singular model parameter that can be tweaked to affect performance. Returning to 
prior discussion, the parameter used in this research is the cutoff for classes. 
Traditionally, an output score of 0.5 or higher results in the inputs being assigned 
as class 1. However, this value can be changed, and each distinct cutoff value 
results in a different true positive/false positive rate pair. These are plotted to form 
the ROC curve. 
 
 







The ROC curve represents the tradeoff between correctly identifying 
samples as positive and blindly identifying them as positive. As the model starts to 
label more samples as positive—because of the parameter—the true positive rate 
will rise; eventually the model will label all inputs as positive, correctly identifying 
all positive examples and having a 100% true positive rate. However, in doing so, 
it also incorrectly labels all negative examples as positive, generating a high false 
positive rate, which is unfavorable. The ideal ROC curve jumps near immediately 
a true positive rate of 1, indicating there is a characteristic parameter that correctly 
identifies all positive samples as positive while not labeling negative examples as 
negative. 
The final element to consider in model evaluation is what data to use. If the 
model is tested on the data used to train it, of course it will perform well. In fact, a 
common issue is in machine learning is that of overfitting, seen in Figure 2.9, in 
which the model is complex enough to individually account for all (or near all) 
training data point. However, this complexity means that when the model is applied 
to another data point, it is likely to guess wrong. 
 
 










To avoid this problem, the data set is often broken up into three sets: 
training, testing, and validation. The training set is used to train the model; that is, 
the training set is the data used to calculate the parameters of any given model. 
The validation set is used to stop overfitting by indicating when to stop training. 
That is, the training algorithm, without a validation set, would run until it reaches a 
maximum level of performance. With a validation set, the training algorithm will 
check its performance against the validation set after each step of training. If the 
performance of the model when applied to the validation set decreases, it is an 
indication that the model is overfitting the data and that training should not 
continue. Last is the testing set, which is used to report the final performance of 
the model on a group of data that had nothing to do with training. The data is 
usually split such that the training set is ~70% of the data points, the validation set 
is ~15% of the data points, and the testing set is ~15% of the data points. 
 As with other aspects of machine learning, there are many methods of 
validating a model. For example, an alternative to the above methodology is to use 
m-fold cross validation. In this method, there is no testing set. Instead, the data is 
split into m disjoint sets. The model is trained m times, each time using a different 
single set of data as the validation set and the rest for training. The final 
performance is reported as the mean of the performance of the m models. For this 
work, validation will kept to simply breaking the data into training, testing, and 
validation sets [26]. 
Current Applications of Machine Learning to Additive 
Manufacturing 
Current attempts at applying ML to AM largely use raw images (or similar) 
as the input to ML algorithms [31-33] for the purpose of identifying faults. The 
techniques of image processing are also commonly used to extract meaningful 
features from the data collected. Further, these methods are largely, in part due to 
the nature of machine learning, more in-situ than classical physics based 
techniques, which have largely focused on control of input parameters [21, 34] 
Abdelrahman et. al used a set of 5 images of the powder bed, taken 
throughout the cycle, as the base for attempting in-situ fault detection. Intensity 
and gradient values were compared pair wise (5 images, 10 total pairs) to 
determine the assumed presence or absence of faults. These initial findings were 
then compared 3-dimensionally to the prior layer; a suspected fault that did not 
persist through two layers was discarded. The defects in question were manually 
added to the design of the part and confirmed by post-build CT scans; efforts were 
specifically focused on 0.05- 0.07 mm lack of fusion defects. This methodology 
made little to no use of machine learning algorithms. The results were largely 
positive, though the number of nominal layers skews the data. Further, there was 




Gobert et. al, following this and working with some of the same researchers, 
used a similar set up, but taking 3 additional images of the powder bed (for a total 
of 8). Further, rather than relying on in-built defects, the image data was correlated 
to post-build CT scan data of the part. A gaussian kernel (of varying size 
corresponding to the size of standard defects) was used to extract the presence of 
faults in the CT data. The locations of these faults were then mapped to the image 
data using an affine transform and lining up known points (a technique utilized in 
current work). From there, features were extracted from the image data using, a 
3D kernel method. A support vector machine was used to build the classifier. While 
performance was good using individual images, the 8 powder bed images were 
ultimately combined into an ensemble classifier with an accuracy of 85% [31].  
Scime and Beuth also employ in-situ optical imaging techniques, but have 
focused more on building a large database of fault examples to train their classifier. 
Further, this allows them to go beyond identifying regions as nominal or faulty, but 
identifying specific types of faults. At time of publishing, their database consists of 
“2402 image patches, composed of 1040 anomaly free patches, 264 recoater 
hopping patches, 228 recoater streaking patches, 187 debris patches, 314 super-
elevation patches, 264 part failure patches, and 105 incomplete spreading 
patches” across multiple builds. Their training algorithm utilizes a bag of words 
approach. A given image patch is convolved with a number of filters to generate a 
response. These responses constitute the “word” for each pixel of that image; 
pixels can also be combined to form a single “word” for the image patch. These 
“words,” and the associated fault label for a given image patch, form a “dictionary” 
to which the word of new image patch can be compared. Of interesting note, and 














CHAPTER THREE  
NEURAL NET TRAINING AND ASSOCIATED METHODS AND 
RESULTS 
 
Experimental Methods and Procedures 
 
Build Setup and Parameters 
The part used for this study was a liquid-cooled heat exchanger (HeX) for 
cooling power-electronics components with specially designed conformal channels 
that would enhance the heat transfer effectiveness by wrapping the heat source 
with coolant channels. This HeX was designed with the intent of exploiting the 
unique capabilities of metal additive manufacturing, since channels that bend 
internally would be near impossible to fabricate using traditional methods; a 3D 
model of the part as well as the final build plate can be seen in Figure 3.1. The part 
was made from Fe3Si powder using a Renishaw AM 250 machine at the 
Manufacturing Demonstration Facility at the Oak Ridge National Lab; Table 3.1 lists 













Figure 3.1. (a) 3D model of the part, a heat exchanger with conformal channels 
(b) The finished build plate of the parts used for this research.    
 
The raw powder bed profile height data was collected using a laser surface 
profilometer mounted on an in-house gantry system made to fit and work with the 
Renishaw machine. Once the machine had sintered a layer of powder but before 
spreading a new layer, the scanner moved over the area of interest, collecting and 
saving data in the process. In order to provide enough time for the scanner to 
complete the data collection process, a ‘0-power’ or ‘ghost part’ was designed to 
be built in the unoccupied area inside the build envelope. As the laser stopped 
melting the HeX parts and moved to trace the ghost part using 0 laser power, the 
change in intensity in luminance was captured by a camera and used to trigger the 
scanning process. The process of scanning took about 30s.  a timeline of the entire 
process for 1 layer can be seen in Figure 3.2. 
It may be noted that the designed pause between each layer to 
accommodate the scanning process may affect the heat transfer and cooling rates 
throughout the part and result in a slightly different thermal interaction between 
layers. These effects are not considered since the delay created by the scanning 
process is not different from the delay that would be nominally incurred while 






















Core 200 110 75 
Inner contour 160 110 75 
Outer contour 110 80 40 








Hatch rotation per 
layer  
(° clockwise) 




Due to limitations in width of the scannable area, two passes were made and 
the data later stitched together to generate a single set of data; for the build in 
Figure 3.1 specifically, two passes were made with 1 mm of overlap. Key details 
about the sensor are collected in Table 3.1. 
The post-build CT scan data was created and delivered as a VGL project 
and analyzed using myVGL; this data was converted to .tif files for visualization 
and further analysis while full processing of the VGL project occurred separately. 
Details can be found at myVGL’s website [36]. The resolution was 23.5 microns in 
each of x-y and z directions. An example of the output produced and used is seen 
in Figure 3.3. When used, the .tif files were cropped to just the part and converted 
to a binary stack using a simple threshold. 
For further application, the VGL project was converted into a binary 
MATLAB array. The raw profilometer data files were similarly transitioned to a 
MATLAB array. This transition occurred during development of training and 
application techniques. As such, certain quantitative details like which profile layer 
or the exact cell resolution will vary. However, the general conclusions are still 
valid. The only potential discrepancy is that when working from the raw 
profilometer data, the data was mean-shifted to zero. This is not the case for the 
data when stored as a MATLAB variable. 
 
Table 3.2. Resolution and accuracy of the laser surface profilometer  
   
X, Y resolution 10 microns 














Figure 3.3. Example of Raw CT Scan Output as a (a) tif File used for primary 
development , and (b) as a MATLAB Binary Array 
 
Data Preprocessing 
Alignment of Sensor Passes 
As mentioned in Build Setup and Parameters, the data was collected from a 
laser surface profilometer mounted on a 2-axes stage and completed in in two 
passes. As such, a number of preprocessing steps are needed to transform the 
data in a usable form. The first step in this process involves de-warping the data. 
For this experimental procedure, it was found that the roughness distribution of the 
sensor data varied qualitatively and quantitatively from the ground truth data (as 
determined manually using microscopy). To de-warp the data, a gaussian kernel 
was used to smooth and average the data retaining only the large order trend; this 
smoothed version of the data was then subtracted from the actual data to produce 
clean data that agreed well with the ground truth statistics. Further details about 









Figure 3.4: (a) Overlapping area of the forward and backward scans are 
arranged next to each other to demonstrate the shifting and distortion that have 
to be corrected in order to stich the two scans together. Here data is filtered to 
reveal only the higher levels of un-melted powder inside the channels. 
(b)Labelled contiguous regions are isolated based on connectedness and size 
for both scan passes. The centroid for each contiguous region is identified along 
with major and minor axes for best fit. 
 
The next step in pre-processing was to align the two passes, which was a done 
via an affine transform between identical features found in the overlapping region 
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In the above equations, 𝑥 and 𝑦 denote the original coordinates, 𝑥′ and 𝑦′ 
denote the transformed coordinates 𝑥𝑐 and 𝑦𝑐 represent linear translations in the 
𝑥 and 𝑦 direction, respectively, α is the angle of rotation, and 𝑠𝑥 and 𝑠𝑦 are scale 
factors. These various transforms can be applied in sequence to generate a single 
transform [38, 39]. The relevant coefficients were found that best aligned known 
features in the printed part. Specifically, referring again to the 3D model in Figure 
3.1, several of the channels lay in the 1 mm overlap. Using the 3D model as a 
guide, the locations of the center of these channels were determined for each pass. 
Next, using MATLAB’s image processing toolbox, the best transformation matrix 
was determined. An example of the data before and after it has been aligned and 







Figure 3.5. Profile Data (a) of the entire build before allignment and a single part 
after allignment and filtering displayed as a (b) 3D isometric view and (c) 








While this process could be repeated for each layer of data, it was found that 
the angle rotation was small enough to be negligible. Further, the 𝑥𝑐 and 𝑦𝑐 
translation coefficients were found to be relatively consistent across layers. As 
such, when further processing the data, a simple translation (𝑥 and 𝑦 shift) is 
applied to align scans from the two passes of the scanner. 
Masking 
Following alignment and stitching, the next step in preprocessing is 
removing the data representing the channel-regions of the HeX. This is important, 
since the data from the un-melted powder particles inside the conformal channels 
should not contribute to either training or testing of the machine learning algorithm. 
This is achieved by masking the profile data with a binary mask obtained from the 
corresponding slice of the part file. This mask marks the channels and boundaries 
of the part file by replacing the z-height data with ‘NaNs’ which can then be 
efficiently excluded from further calculations. The mask and resulting filtered data 
are shown in Figure 3.6.  
 
     
(a) 
(b) 






Mapping and Format Differences 
For further application, the VGL project was converted into a binary 
MATLAB array. The raw profilometer data files were similarly transitioned to a 
MATLAB array. This transition occurred during development of training and 
application techniques. As such, certain quantitative details like which profile layer 
or the exact cell resolution (discussed in Chapter 3, Neural Networks, Basic Inputs 
and Parameters) will vary; layer 20 in the old format most likely is not layer 20 in 
the new format. However, the general conclusions are still valid. The only potential 
discrepancy is that when working from the raw profilometer data, the data was 
mean-shifted to zero; this is not the case for the data when stored as a MATLAB 
variable. This issue has been addressed and noted, and the basic effects 
considered. 
Further, putting the data into a new format introduced a new challenge: 
mapping the CT data to the profile data. To generate the .tif files initially used, this 
mapping was done manually, matching a profile layer to its “closest” CT layer. 
When transferred to MATLAB arrays, all of the scanned CT layers were kept, 
meaning several CT layers mapped to a single profile layer. The work of mapping 
CT to profile data was kept in the form of a linear mapping function of CT layer to 
Profile Layer. This mapping would generate what profile layer a CT layer (or vice 
versa) would correspond to. As stated, the higher resolution CT scan would have 
multiple layers correspond to 1 profile layer. For example, for profile layer 20, there 
may be 5 CT layers that map to profile layer 19.6, 19.8, 20, 20.2 and 20.4. In this 
case, just using the CT layer that maps directly to profile layer 20 would be 
acceptable; however, in general the mapping is not that smooth and the 
surrounding CT scans would need to be averaged to get the “correct” CT output 
corresponding to the given profile layer. The same mapping could be done in 
reverse, finding where a profile layer would fall in the CT data. 
Two solutions to this issue were established. The first used a 1D Gaussian 
Kernel, the equation of which is given in Equation 3.4. Using the scales of the CT 
scan data and the raw profile bed data, the number of CT scans, on average, in 
between profile layers is calculated. Next, a Gaussian Kernel of this size was 
constructed, as described by 
 
















This equation would be discretized. The current profile data layer 
mapped to the CT domain would count as 0 or the average, µ. The x values 
would be the CT layers corresponding to that profile layer. Half of the CT scans 
corresponding to 1 layer of profile data above and the other half below the 
profile layer are considered. For example, consider profile layer 20 where 5 
CT scans correspond to 1 layer of profile data. Profile layer 20 would map to, 
for example, CT layer 24.3. In this case, CT layers 22, 23, 24, 25, and 26 
would be considered.  
These values would then be used to calculate the weights, using Equation 
4, for the surrounding CT layers. Using these weights, a weighted average is taken; 
if it is greater than 0.5, the transformed CT data would be considered faulty. Of 
final note is that the term 
1
𝜎√2𝜋
 is actually ignored when programming this. This term 
ensures that the sum of the weights is 1 and that the result of convolution is not 
artificially inflated or shrunk. However, that only works if an infinite (or near infinite) 
number of terms are considered. Using it the case of 5 terms may actually lower 
the magnitude of the response artificially. In this case, instead, once the weights 
are calculated, they are divided by their sum [39].  
The second method for converting multiple CT layers to one layer 
corresponding to a layer of profile data is profoundly simpler, though less based in 
image processing. In this method, a simple voting approach is taken. Considering 
the same surrounding region as before, if a certain percentage (decided by the 
user) of them are faulty, the singular output CT layer is considered faulty. For the 
sake of ease, a majority of development was used using this method. The second 
method was developed as a more scientific option. 
In general, training was done with the ORNL data using the older data 
format. The algorithms were updated to work with the new format, but less 
investigations were undertaken. All of the results concerning the Penn State data 




Basic Inputs and Parameters 
The input to most Machine Learning algorithms and specifically an artificial 
neural net (ANN) is a large number of data points, each data point comprising of a 




the profile data serve as input feature vectors to the ANN and are defined by 
Equation 3.5 to Equation 3.9. These measures were taken from Keyence [2]. 
  





𝑖=1   
Equation 3.5 
Root Mean Square Deviation:  





𝑖=1   
Equation 3.6 







𝑖=1   
Equation 3.7 







𝑖=1   
Equation 3.8 
Maximum and Minimum Heights:  𝑍𝑚𝑎𝑥 and 𝑍𝑚𝑖𝑛 Equation 3.9 
To transform the data into a large number of discrete input-output pairs 
suitable for ANN, a computationally efficient and intuitive quantization of the profile 
data is carried out by splitting the data into rectangular cells, illustrated in Figure 
3.6 (b). The cell size (number of rows and columns) is one of the key design 
parameters affecting both efficiency and performance and is discussed more in the 
results, Chapter 4, Parametric Study. 
During training, the input feature vector corresponding to each discrete cell 
is mapped to a label which classifies that cell as a member of a particular class. 
From a fault prediction perspective, each data point can be categorized as either 
nominal or faulty, corresponding to ground truth provided by CT data. The process 
of mapping CT data onto a relevant cell of the profile data is explained in the next 
section. 
 
Processing of CT Scan Data to Provide Ground Truth 
Training the neural net is essentially a process of optimizing the weights 
and biases to find the best parameter set (weights and bias values) that maps the 
inputs to the correct classes. These target classes, or ground truth data for the 
Neural Net are derived from CT scans of the part, carefully mapping the CT data 
to the corresponding (𝑥 − 𝑦) location in the correct layer and querying the data for 
a fault.   
The most straightforward way of converting this CT scan data into a large 
labelled training set would be to superimpose onto it the same cells used to define 




observation, provided that the cell is not totally inside a channel. The CT scan data 
is used to determine whether each cell is counted as nominal or faulty. Specifically, 
the CT data is converted into a binary image via thresholding using in-built 
MATLAB commands. The channels are addressed separately, being treated the 
same as nominal regions until filtered out at a later step. This binary format allows 
for fault size and spatial information to be extracted and manipulated. An overview 




Figure 3.7. (a) Raw CT Scan Data imported to MATLAB and extracted to 
match profile data dimensions; faults are represented by black spots. (b) Grey 
cells are used to indicate cells that should be marked as faulty. Red bounding 
boxes indicate the edges of that fault on the given layer; note the apparent 









However, from a close examination of Figure 3.7, it can be clearly seen that 
one fault typically spans multiple cells, especially when the cells are small. It was 
thus concluded that the rectangular cells superimposed by the grid structure did 
not fully capture the nature of a fault. To remedy this, a stitching algorithm was 
employed, which ensured that a single fault and a corresponding singular super 
cell were only considered once, as opposed to being artificially split up into multiple 
faulty cells. It is important for the reader to note that the faults also extend across 
layers and this z-axis span should be taken into consideration when the group-
membership of faults is debated; this is shown via the red boxes in Figure 3.7 and 
is elaborated in the next section.  
Stitching of Faulty Supercells 
To facilitate robust automatic stitching of faulty super cells, the method of 
connected components from the field of image processing was used to first locate 
all of the faults and the associated pixels in the ground truth CT images. In this 
process, the CT data is used to generate a 3D stack of binary images, where the 
lower density associated with the faulty areas are represented as black spots, and 
are designated as “foreground”. From there, the connected components algorithm 
traverses the stack, labeling adjacent foreground pixels as being connected. 
Normally, the algorithm uses a recursive tree to resolve instances of adjacent 
components initially labeled as separate to ensure they are ultimately counted as 
one object [39].  
The result of Connected Component Labeling (CCL) is an array of arrays. 
Each array represents one 3D object/fault found and provides the absolute indices 
of the pixels comprising that fault in the 3D matrix. This enables the grouping of 
faults that are connected in the 𝑥, 𝑦 as well as 𝑧 dimensions, as evidenced by a 
generic fault found in layers 19 to 23, and demonstrated in Figure 3.8. Figure 3.7(b) 
demonstrates this grouping for a given layer. It is important to note that the 
algorithm groups faults in three dimensions; faults that appear isolated in Layer 19 













Once the indexes of faults are extracted from the CT data, they can be used 
to stitch together more representative regions of the profile data. The roughness 
values for these stitched regions are calculated, using measures defined in 
Equation 3.5 through Equation 3.9, and used as input for the NN along with the 
roughness values for the nominal cells. It is also at this step that faults of size 
smaller than a threshold are ignored. While all voids and defects are undesirable, 
the largest commonly occurring faults spanning more than 50 microns in the CT 
scan are typically lack of fusion pores (50-500 microns) [22], which are the main 
kind of faults under investigation here. Gas pores (typically 5-20 microns) are also 
addressed, both by using a lower threshold and via a multi-class ANN classifier 
(Chapter 4), where the cell labels can be nominal, small faults or large faults. 
Because the size of faults will change based on how many layers are included in 
(a) 
     
(b) Layer 23 (c) Layer 22 (d) Layer 21 (e) Layer 20 (f) Layer 19 





the process, the threshold size must be relative. For this work, threshold size is 
defined as the number of standard deviations above the mean size. 
Generation of inputs and outputs corresponding to these supercells can 
largely be broken into two steps. First, which cells are associated with which faults 
is established and recorded. Also, during this step, the faults are converted from 
absolute indices to x-y-z coordinates (if not already done so; MATLAB outputs 
absolute indices) and the outer bounds of a given fault for each layer are recorded. 
This positional information is useful for visualization and limits searching for other 
cells attached to a given fault to a localized area. This process is laid out in 
Algorithm 1. 
The second step is to use this information to stitch areas corresponding to 
a fault together into a super cell and generate inputs and outputs for the NN. This 
is done by cycling through every cell and checking whether a fault was associated 
with it, established in step 1. If it is not associated with faults, the cell is marked as 
nominal and its roughness values are calculated using  Equation 3.5 through 
Equation 3.9 and set as inputs for the NN. If it is associated with faults, other cells 
in a localized area (established by the bounds found in step 1) are checked for 
correspondence with the same fault. If they are associated with the same fault, the 
data for that cell is appended to the data of other cells associated with the fault. 
Once the data for all cells associated with a fault has been collated, metrics given 
by Equation 3.5 through Equation 3.9 are used to generate inputs to the NN; the 

















Table 3.3. Notations and Variable Names for Algorithms 1 and 2 
 
Name Definition Maximum size of array 
row, col Maximum number of cells per row 
and column 
n/a: input 
layers Maximum number of layers n/a: input 
r, c, L Row, column, and layer index of 
profile cells, respectively 
n/a 
u,v Row and column index of a pixel n/a 
X Cell array of absolute indices of each 
fault 
n/a: input 
n Number of faults n/a: input 




faultsPos x, y, and x (r, c, and L) indices of 
pixels in each fault 
n-by-3-by-Number of 
Pixels in Each Fault 
faultsBound Index of the left, right, upper, and 
lower most pixels for a fault on each 
layer 
4-by-n-by-layers 
input Array of roughness values for each 
NN input 
6*row*col*layers 
output Corresponding array of truth labels 
for each input  
2*row*col*layers 
index Index for counting number of input-
output pairs 
n/a 









Algorithm 1. Associating Faults with Cells and Extracting x,y, and x coordinates  
Input: Cell array X of absolute indices for each fault, dimensions of the raw profile 
data, row, col, and layers 
Output: Arrays associating faults with cells: conLabel. Arrays indicating the x,y, x 
positions and outrebounds of faults: faultsPos, and faultsBound 
 
2 for all faults in X  
3 
 for all pixels in current fault 
4 
  Calculate u and v and r, c, and L of pixel 
 
  Record u, v, and L in faultsPos 
5 
  Append current fault to list of faults for calculated cell in 
conLabel 
7 
  if  u or v exceed current bounds for that fault for that layer 
8 


















Algorithm 2. Use Associations Found to Stitch Cells into Super Cells 
Input: Association of faults to Cells from Algorithm 1; conLabel. Outer bounds of 
fault: faultsBound 
Output: Array of roughness values and corresponding ground truth labels to be 
used in training the NN: inputs, outputs 
 
10 for all Profile Cells 
11 
 for all faults associated with that cell 
12 
  if no faults 
13 
   Output[index]  nominal 
14 
   Input[index]  evaluated using Eq. 4-8 for current cell 
15 
   index  index + 1 
16 
  else if Fault has not been stitched on that layer yet  
17 
   Initialize data 
18 
   for cells in range of leftmost to rightmost for current 
fault (from faultsBound) 
19 
    for cells in range of uppermost to bottommost for 
current fault (from faultsBound) 
21 
     if current fault is associated with current cell 
22 
      append region profile data to data 
23 
   Mark Current fault as being stitched for that Layer 
24 
   Output[index]  faulty 
25 
   Input[index)  evaluated using Eq. 4-8 for data 
26 









There are two final notes to be made in regards to cell stitching. First is that 
the nominal cells are not stitched. The roughness values, for nominal examples, 
are generated from simple rectangular regions of profile data. Examining the 
values and ranges of the roughness values for input and outputs reveals no 





Figure 3.9. Scatter plot of data points generated using Algorithm 1. Note that 









Of course, physical differences likely still exist between the powder profiles 
of nominal and faulty regions, and ideally a NN will be able to find them. The key 
here is to note that pre-processing the data as is done here does not introduce any 
systematic differences. 
Further, Figure 3.9 grants some insight into the physical nature of powder 
profiles associated with faults and nominal regions. Perhaps the most apparent 
difference is that faulty regions tend to be characterized by the presence of high 
peaks and low valleys. Faults also tend towards lower skewness; however, further 
testing revealed this not to be a specific case for these layers and parameters, but 
rather a general trend. Interesting, the overall trend of skewness tends to a dual 
peak distribution. By definition, a skewness of 1 (or -1) indicated a uniform 
distribution (negative merely indicates the height values themselves were 
negative); a skewness of 0 indicates a roughly equal amount of powder above and 
below the man. Figure 3.10 highlights some of these trends by looking specifically 
at the associated probability distribution functions. Each pdf also includes the 
results of a Two-sample Kolmogorov-Smirnov test for whether two samples are 
from the same distribution. For these examples, faults were not thresholded based 
on size (as discussed in Chapter 3, Stitching of Faulty Supercells) for 
demonstration purposes, as no thresholding means more faulty cells to draw data 
from. However, it also means this may not be the most representative distribution. 


















Figure 3.10. Histograms showing interesting trends in the height distributions 












The general trends of faults having higher peaks and lower valleys is clearly 
demonstrated. Further, looking at the values for the average roughness, peaks in 
the powder bed appear to be slightly more prevalent in faults than valleys.  
 What is interesting is that the skewness of faulty super cells appears to 
follow the same distribution as nominal cells. The Kolmogorov-Smirnov test 
indicates that this is not the case, however, likely due to the central tendency of 
the faulty cells. As mentioned, skewness of 1 or -1 indicates a roughly uniform 
distribution. The higher central tendency (towards 0) of the faulty cells indicates 
that for faulty regions, there is more likely an equal amount of powder above and 
below the mean height. Of note is that a negative skewness is favored for faulty 
and nominal regions; this is likely a characteristic of the Renishaw Machine itself. 
Further, these plots ultimately suggest that the raw average height of a cell is the 
most important characteristic in determining whether it is faulty or nominal. 
 Of final note in regard to stitching and pre-processing, as the algorithm is 
searching for 3-dimensional fault objects, which and how many layers are included 
is inherently important. While a fault may manifest as a single pixel on one layer, 
it could expand into a larger fault on the next. This is demonstrated in Figure 
3.11Figure 3.11, which shows the growth of a stitched super cell by including more 
layers in the CCL algorithm. This suggests that including more layers as opposed 
to less is likely ideal. Though, too many layers and too fine a profile grid may raise 
issues with limitations in computing power. 
 
(a) (b) 
Figure 3.11. Demonstration of how number of layers affects detected 






Neural Net Training and Parameters 
Once inputs and the outputs to the map are all calculated, the NN is 
initialized and trained. The network used for this pattern recognition problem is a 
two-layer feedforward network, with a sigmoid transfer function in the hidden layer, 
and a softmax transfer function in the output layer. The number of hidden neurons 
was set to 40 after performing a small-scale parameter sensitivity study. The 
number of output neurons was set to 2, to represent this binary classification 
problem (classification between normal and faulty cells). Bayesian regularization 
back-propagation is used to train the network. 
 The key parameters studied for generating results are cell size, number of 
layers, and fault size thresholding. The cell size is dictated by how many pixels of 
the raw profile data are used in a single cell and is discussed. Smaller cell size 
means the region covered by a fault can be more accurately isolated. The concept 
of the number of layers and why it is important is also discussed in Chapter 3, 
Stitching of Faulty Supercells. Thresholding refers to the number of standard 
deviations above the mean size below which “faults” will not be counted as faults, 
as discussed in Chapter 3, Stitching of Faulty Supercells. 
The classification accuracy of the ANN will be measured using standard 
metrics defined in Chapter Two, Machine Learning Overview, Evaluating 






 Equation 3.10 






False Positive Rate (FPR) = 
𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 Equation 3.12 
F1 score =  2
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑅𝑒𝑐𝑎𝑙𝑙
 Equation 3.13 
Accuracy = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝑎𝑚𝑝𝑙𝑒𝑠
 Equation 3.14 
Here, true positive refers to the number of samples the NN correctly 
predicted as being nominal. False positive is the number of faulty samples the NN 
incorrectly identified as nominal. True Negative represent faulty cells correctly 




Neural Net [29]. Traditionally, these values are presented in a confusion matrix, an 
example of which is seen in Table 3.4 
 
Table 3.4. Confusion Matrix 
 
  Actual 
  Nominal (Positive) Faulty (Negative) 
Predicted Nominal (Positive) True Positive False Positive 
Faulty (Negative) False Negative True Negative 
 
 





CHAPTER FOUR  
RESULTS AND DISCUSSION OF TRAINING 
Parametric Study 
Initial tests were performed to ensure the algorithms and training were running 
properly. Upon ensuring that the methodology was implemented correctly and 
producing promising results, a parametric study was performed. As mentioned in 
Chapter 3  
 
Neural Net Training and Parameters, the primary variables changed to 
evaluate the performance of the NN are cell resolution, the number of layers 
tested, and the threshold value, represented as the number of standard deviations 
above the mean. For the parametric study, these variables were varied in 
accordance with Table 4.1. 
 
Table 4.1. Test Matrix for Parametric Study 
 
Parameter Values 
Threshold 0 to 3 Standard Deviations above Average Fault 
Size 
Cell Row Resolution 8, 10, 16, 20, 25, 32, 40, 50, and 80 Pixels per cell, 
y direction 
Cell Column Resolution 19, 38, 50, 76, and 100 Pixels per cell, x direction 
Number of Layers 2-11 layers 
  
Initial tests showed that thresholding were valuable and the average size 
was chosen as a reasonable minimum value. 3 was chosen as the upper bound 
because, assuming a normal distribution, 49.85% of all faults would be between 
the average size and 3 standard deviations above it.  
 The resolution values were chosen out of necessity. The original data, in 
pixels, had certain dimensions. The create consistent rectangular cells, only 






The lower bound on the number of layers was chosen for precisely that 
reason. Since part of the advantage of stitching as performed here was the 3 
dimensionality of it, 2 layers is the minimum. Initial tests used only up to 5 layers, 
due to limitations in computing power and the focus being on debugging and 
gathering initial results. 10 was chosen as a reasonable extension for starting to 
truly understand the effects of including multiple layers. The results of the 
parametric study are summarized in Figure 4.1.  
Here, the performance metrics chosen are displayed as a colormap. For 
accuracy and F1 score, dark red indicates a higher score and better performance. 
For the mean-squared error, dark blue indicates a lower score and better 
performance. In all cases, the best cases occur in the bottom, forward corner. This 
 
Figure 4.1. Results of Parametric study, displayed as a colormap. Rows: F1 Score, 
Accuracy, Performance. Columns: No Threshold, Threshold as Average Size, 




corresponds to finer resolution grid, with less pixels per cell in both the x and y 
direction. Further, the scores generally improve as the threshold is increased; 
specifically, all scores for the highest level of thresholding performed are excellent. 
This result is not unexpected, since a finer grid enables only relevant local data to 
be included from around a fault and a higher threshold implies that only relatively 
large faults are treated as faults which can be more easily correlated to the physical 
roughness parameters from the corresponding cell. Looking specifically, the 
highest accuracy found was 99.8% using a cell resolution of 8-by-19 pixels across 
3 layers and thresholding at 3 standard deviations above the mean size. The 
highest F1 score found was 0.9990, also using a cell resolution of 8-by-19 pixels 
across 3 layers and thresholding at 3 standard deviations above the mean size. 
The lowest mean-squared error was 0.0017, using a 10-by-19 cell resolution 
across 3 layers and thresholding at 3 standard deviations above the mean size. 
Looking closer, 2 more interesting results are noticeable. First, it is noted 
that more layers included generally results in slightly better performance for lower 
thresholds; this trend fails when a higher threshold is applied. From a physical 
perspective, treating a singular, multi-layer fault as just that, singular, is 
understandable. However, the layer-wise nature of AM should be remembered. As 
such, it is reasonable to claim that performance is linked less to how many layers 
are included and more to how well truly faulty regions are identified. In the case of 
small cells, this is done by precise extraction of relevant surface roughness data; 
for large cells, this is done by better thresholding faulty regions using 3-
dimensional data.   
Further, it is reasonable to assume that a fault initiated on one layer invites 
faults in following layers [32]. As such, it is possible that small faults on one layer, 
that themselves are not particularly exemplar of a fault, could propagate in larger 
faults. At a low layer count, ignoring these regions must done via thresholding. 
Hence, the trend of more layers yielding better performance breaks down for 
greater thresholds. For lower thresholds, these faults would be included if a single 
layer was considered; by considering the data in 3-dimensions, they can be 
removed. 
In conclusion for this point, and considering the data further, the most 
important elements are cell size and threshold level. Referring again to the 
parametric results, while the number of layers included does affect performance, 
the difference it causes is not as significant as the difference caused by cell size 
and threshold level. 
The next interesting trend is that while smaller cells and higher thresholds 
generally result in better performance, this is not always the case. Figure 4.1 
shows that accuracy and performance are also high for low thresholds and large 
cells. Examining this trend more closely, this is likely the result of an excess of 




other metrics, like the F1-score, are important to consider; factors relating to how 
the data is processed may result in arbitrarily high accuracy or low error but affect 




















Figure 4.2. High Cell Resolution across 11 layers. (a) Example output of 







Table 4.2. Confusion Matrix for High Cell Resolution 
 
  Actual 
  Nominal 
(Positive) 
Faulty (Negative) 










Following the parametric study, training was performed using the best 
parameters found; 8-by-19 cell resolution across 3 layers with thresholding at 3 






























Figure 4.3. ROC curve for (a) training set, (b) validation set, (c) 














Table 4.3. Confusion matrices for (a) training set, (b) validation set, (c) testing set, 
and (d) all of the data 
 





































































































These results, in general indicate excellent performance of the NN. For 
these parameters, the accuracy is 99.83%, the F1 score is 0.9991, and the mean-
square error is 0.0016.  Of note is that, visually examining the ROC curves, these 
are not inherently better than the initial values yielded when testing over 5 layers. 
Referring again to Figure 4.1, it is noted that the NN performed well regardless of 




Despite excellent scores, however, one problem is evident: the prevalence 
of false positives. These are examples that were faulty but classified as nominal. 
This trend is noted for most parameter combinations. Part of the problem may be 
due to the inherent nature of fault detection. NNs and machine learning in general 
can break down when the number of positive (or negative) examples fair outweigh 
the negative examples. This trend usually occurs because with so few negative 
examples, just labeling all examples are positive often results in the best solution. 
However, that the NN was able to correctly identify roughly the same proportion of 
faults as faults suggests that some boundary was found that performs slightly 
better than just assuming the part is completely nominal. 
Upon further investigation, it was found that part of the problem originates 
with the way MATLAB trains the NN. Specifically, given the structure of the NN, 
MATLAB defaulted to not using a validation set. This setting was overridden for 
some tests. Upon further investigation and comparison to prior results, it was found 
that doing so exacerbated the problem of false positives. However, forgoing a 
validation set does not completely solve the problem, with there still being a high 
number of false positives. While forgoing a validation set may raise concerns about 
the ability of the NN itself, the results of the testing set still demonstrate some level 
of generalizability. 
 
Table 4.4. Comparison of test set results using a NN that was trained a) with a 
validation set and b) without a validation set. Cells were 8-by-19 pixels, with a 
threshold for faults of 3 SD above the mean across 5 layers. 
 
 
  Actual 

















  Actual 




















Further, it was found that thresholding is extremely important for avoiding 
false positives, with the number of false positives increasing as the threshold 
decreased. 
Multiclass Classification 
 Last, attempts were made to extend the algorithm to a multi-class system. 
In these attempts, the stitching and thresholding were applied the same. However, 
instead of indicating simply whether a region was faulty or nominal, faulty regions 
were broken into sub-categories: large and small, each defined by a threshold. 
This simulation was performed without a validation set, following the realization 





















Figure 4.4. Multiclass ROC curve for (a) training set, (b) testing set, and (c) all 





























Table 4.5. Multiclass Confusion matrices for (a) training set, (b) testing set, and (c) 
all of the data 
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These results were generated using 3 layers with a cell resolution of 8-by-
19. Class 1 is nominal cells. Class 2 are faults that are between 0 and 3 standard 




deviations above the average fault size. As can be seen in the ROC curve, the 
results once again appear good. The ability to discern nominal from faulty regions, 
represented by the curve for Class 1, is visually on par with a 2-class system. The 
ability to distinguish between different degrees of fault is excellent, but not as 
excellent. Further, the problem of a skewed data set and correctly identifying faults, 
























CHAPTER FIVE  
NEURAL NET TRAINING AND ASSOCIATED METHODS AND 
RESULTS 
Neural Nets Used for Application Efforts 
Oak Ridge National Lab (ORNL) Data and Neural Net 
This section shows the results, in terms of ROC curve and confusion 
matrices, used when applying the NN. While any Neural Net may be used, these 
were specifically chosen, the reasons for which will be discussed after each set of 
results. One net was taken from each of the ORNL and Penn State and will thus 
be denoted NN-ORNL and NN-PS, respectively. 
For training the NNs, Class 1 or positive is taken as a nominal example. 















Figure 5.1. ROC Curves for NN-ORNL used in application. (a) training set 





















Table 5.1. Confusion Matrices for NN-ORNL used in application. (a) training set 
(b) testing set (c) all samples. 
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This Neural Net was trained on Layers 29 to 38 of HeX B from ORNL. The 
cells were 18-by-9 pixels and the threshold was set at 3 standard deviations above 
the mean. The parameters for cell resolution and fault size threshold were chosen 
because they produced the best results. In regards to the choice of layers, initial 




also begin there. As such, a different set of layers was chosen to simulate applying 
a NN trained on one set of data to another.  
Of note is the prevalence of false positives in the testing set. However, the 
NN was still able to identify these regions correctly as faults more often than not, 
a trend reflected in other trained nets. Further, the ROC curve demonstrates good 
results for both the True and False Positive Rate, indicating that there is some 
threshold for the output of NN that results in the NN correctly classifying these 
regions as faults, though at the cost of labeling more nominal regions as faulty. 
This NN was trained using the older data format. 





















Figure 5.2. ROC Curves for NN-PS used in application. (a) training set (b) testing set 





























Table 5.2. Confusion Matrices for NN-PS used in application. (a) training set (b) 
testing set (c) all samples. 
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This Neural Net was trained on Layers 148 to 152 of HeX A from Penn 
State. The cells were 9-by-12 pixels and the threshold was set at 0 standard 
deviations above the mean. Of note is the prevalence of false positives in the 
testing set. The parameters for cell resolution were chosen because they produced 




higher quality, with few faults. Querying the data revealed that the layers chosen 
had a significant amount of faults in comparison to the rest of the part, allowing for 
more faulty samples. The threshold size was chosen for similar reasons; while a 
higher threshold generally proved to yield better results, too high of a threshold in 
this case would greatly reduce the number of faulty samples. 
This particular combination as chosen on the merit of its ROC curve. While 
not particularly good, especially compared to the ROC curve for the ORNL part, it 
is positive. Specifically, it was better than the ROC curves for a few other 
combinations of parameters and layers around these. The quality of the ROC curve 
was used as a metric because of what it represents. A ROC curve plots the true 
positive rate versus the true negative rate, for some parameter. In this case, that 
parameter is the threshold at which a score for that class leads to the example 
being labeled as that class. Normally, for a two-class system, a cutoff of 0.5 is 
used; this would result in the seen confusion matrices. However, the given 
confusion matrices (and thus the standard cutoff of 0.5) demonstrate poor ability 
to discern faulty regions from nominal. The positive ROC curve demonstrates that 
while true, there is some cutoff that can be chosen that will better identify faults, 
albeit at the cost of more nominal regions incorrectly identified as faults. Further, 
the idea of thresholds for the NN can be carried over into application. Theoretically, 
positive results here will result in positive application results. 
Last, a neural net trained without stitching the cells into super cells was 
considered as a baseline control, but bore no substantial results. 
Of final note is that a majority of the development of these application 
algorithms was performed using the ORNL data and the older data format. The 
use of Penn State data (both for a trained NN and in application) is included more 
for reference, to test generalizability, and to ensure that the algorithms were 
correctly mapped to work with the new data format. 
Of final note, the parameters for reading in the data (cell size, threshold, 
etc.) were set to the same as the parameters used in generating its corresponding 












With the NN trained, the next step in the process was to apply it and see if it could 
adequately identify faults using the in-situ data. In this, a problem arose; namely, 
since was testing potential in-situ application, the grouping used prior, which was 
based on the post-build CT data was not available. Instead, the in-situ data was 
divided into rectangular grid cells; each cell was passed to the NN and labeled as 
nominal or faulty. The results of this can be seen in Figure 5.3 and Table 5.3. 
Confusion Matrix for application of NN-PS to the PS part. As this was application, 







Figure 5.3. ROC Curves for for application of NN-PS to the PS part. As this was 
application, the data was not subset into training, validation, and testing sets. 
 
 
Table 5.3. Confusion Matrix for application of NN-PS to the PS part. As this was 
application, the data was not subset into training, validation, and testing sets. 
 
  Actual 
  Nominal (Positive) Faulty (Negative) 









As can be seen, the NN had trouble identifying faults, despite excellent 
training results. Further, the NN had a tendency to overly classify cells as being 
faulty. Baseline results using the NN-ORNL were even worse than shown. As 
stated, this is likely due to the lack of grouping. Ultimately, something would have 
to be done to group the in-situ data. 
Manual faults Investigation 
Upon recognizing that naive application of the NN on rectangular grid cells 
produced poor results, a more intuitive approach was taken to try and glean some 
insight out the data has to how to better approach the problem. To this end, the 
profile cell coordinates of several faults in the base part were manually identified. 
From there, the roughness values and output scores of the NN were considered. 
Initial results of these investigations are provided in Figure 5.4 and Table 5.4. 
Manually Found Fault Scores for Layer 21 of a fault in ORNL HeX B Cell by Cell. 
Table 5.4 represents the score output by the NN, representing how faulty the data 
is likely to be, for each individual cell in a fault for a given layer. In this table, the 
numbers are laid so as to match the orientation of the fault; for reference, an 
image of the fault is provided in Figure 5.4. After this, Table 5.5 shows the 
roughness values of each individual cell as well as the roughness values when the 
entire region is stitched together. Last, Table 5.6 displays the fault scores output 
by the NN when the cells comprising the fault are stitched together and the data 
fed to the NN, as well as the minimum and maximum value for that region on that 








































Table 5.4. Manually Found Fault Scores for Layer 21 of a fault in ORNL HeX B 
Cell by Cell 
 
 Using NN-ORNL 
 Combined Score: 1.00 
  Using NN-PS 
 Combined Score: 1.00 
4.3246e-119 4.4347e-64     1 1   
7.732e-73 2.2699e-81     1 1   
 4.8886e-105 4.7263e-60   1 0.9912  
  7.5386e-49 9.1657e-55     1 1 
  1.1732e-75 4.4494e-69     1 1 

















Table 5.5. Surface Parameters (equations 1-5) 
 
Combined Parameters: 75.97 (Ra), 89.24 (Rq), -









































































Table 5.6. Manually Found Fault Scores of a fault in ORNL HeX A by Layer when 
Considering Entire Fault as Region 
 
 Using NN-ORNL  Using NN-PS 
 Layer  Fault Score Layer  Fault Score  Minimum and 
Maximum 
19 1.138e-05  19 4.7832e-15 -237.3 
226.5 
20 1  20 3.0056e-6 -221.9 
146.6 
21 1  21 1 -209.3 
171.1 
22 0.999  22 0.3262 -230.9 
217.0 
23 1  23 1 -206.6 
95.22 
 
Examining this data, it was noted that the presence or absence of faults was 
characterized by the presence or absence of extreme powder bed heights in the 
profile. This is concurrent with findings demonstrated in Figure 3.10. Further, 
examining the stitched roughness values for each layer confirm this trend. Of note 
are the differences between the results from the PS and ORNL NN. The PS-NN 
was able to identify individual cells quite well, yet still produced poor results when 
blindly applied to cells. Further examination, represented in Figure 5.5, illustrates 
this point; the PS-NN was labeling everything as faulty. This is understandable, 









Figure 5.5. Application of NN-PS to ORNLL HeX-B 
 
This effect illustrates the limitations of NNs to the situations from which there 
training data was drawn. 
 The success, especially when considered stitched cells, illustrates the 
potential for some form of identification or stitching algorithm based around the 
presence of extreme peaks and valleys. 
Min-Max Stitching Algorithm and Impact of Using Neural Net 
Given the trend that faults tend to have higher peaks and lower valleys, with 
an emphasis on the combination of the two, attempts were made to apriori stitch 
the data based on the presence of local extrema.  
Specifically, an algorithm was developed for just that purpose. First, the 
data is queried for peaks and valleys in the profile bed data. These extrema are 
then thresholded. Next, a local region, defined by a search radius, for each local 
maximum is checked. If a local minimum is found within this region, it is marked as 
a single rectangular region with the extrema as the corners. Once all regions have 
been marked at a pixel-by-pixel level, they are transferred to a profile cell level. 
Finally, adjacent marked cells are combined into super cells, similar to during 
training; for this specific project, the Method of Connected Components is used. 









Algorithm 3. Stitching of in-situ data based on the presence of adjacent extrema  
 
Input: Profile Data 
Output: MATLAB Object detailing the location of regions in which there were 
adjacent extrema. 
 
1 Find Local Extrema in Profile Data 
2 Threshold Local Extrema 
3 For Each Layer 
4  Extract Locations of Mins on that Layer 
5  For Each Max on Current Layer 
6   Search for Mins, by comparing to extracted locations in a 
Localized Region, defined by a radius 
7   If Min within Local Region 
8    Mark Rectangular Region with Extrema as Corner 
9 For Each Marked Region 
10  Label Corresponding Profile Cells 
11 For Each Layer 
12  Use Method of Connected Components to Combine Cells into 
Super Cells 
 
The key parameters for this algorithm, beyond cell size, are the threshold 
for the local extrema and the search radius. For local extrema, most algorithms for 
finding points that are higher or lower than surrounding points. However, this 
means even values close to 0 can be flagged as peaks and valleys worth checking. 
To avoid this, local extrema are thresholded; these thresholds determine how high 
or low an extrema has to be to actually be considered an extrema. The radius 
refers to how far around a found peak to search for a valley (or vice versa). The 
effect of these parameters was not extensively tested. Rudimentary exploration 
revealed that setting the threshold as roughly 150 to 200 above and below the 
average height worked best. Generally, the search radius was set as equal to the 




(8-way connectivity) cells would be considered “close”. Geometrically, using this 
radius means that it is possible for another cell, in which no min or max exists, to 
lie between a min and a max; thus, it is important to mark the entire region between 
the valley and peak.  
The results of this application are seen in Figure 5.6 and Table 5.7. As 
mentioned when discussing which NNs to use, the NNs are applied to different 
layers than they were trained on to mimic application to a different part altogether. 
Layers 20-25 were chosen for application in the ORNL data, as they were the 
default layers of examination throughout the entire development process. Layers 
129-134 were chosen for application on the PS data; similar to the trained NN, it 
was manually determined that these layers had a significant number of faults 
compared to the rest of the part. As with the baseline approach, the results are not 
very appealing. The best results came when applying a NN trained without 























Figure 5.6. Results of applying a Net trained without stitching to ORNL HeX-B 
(using the NN trained on stitched ORNL data had similar results). a) ROC 


































Table 5.7. Confusion Matrix applying a Net trained without stitching to ORNL HeX-
B (using the NN trained on stitched ORNL data had similar results).  
 
   Actual 

















For these tests, each cell was considered individually. Cells were stitched 
together using the described algorithm. However, they were compared to the 
ground truth on a cell-by-cell basis. That is, once stitched, each cell in the super 
cell was assigned the values of the super cell. Each cell was then individually 
compared to the ground truth. The final alteration to the algorithm was to alter this 
approach. Instead of cell by cell, the truth was considered fault by fault. In this 
final approach, all nominal cells that were marked nominal were ignored. For each 
stitched fault, it’s overlap with actual faults was considered; if the percent overlap 
exceeded a certain threshold, it was deemed a true negative. Otherwise, it was a 
false negative. Then, the ground truth faults were considered to calculate the false 
positives. Cells that were nominal and considered nominal by the stitching 
algorithm were ignored; the application of the NN still yielded some true positives, 
however. These represent regions that the algorithm stitched into a super cell but 
were then accepted as nominal by the NN. This step produced mild improvement, 
with the best scores being with NN-ORNL was applied to the ORNL data set; 












Figure 5.7. Results of applying a NN-ORNL to ORNL HeX-B a) ROC curve b) 




























Table 5.8. Confusion Matrix of applying a NN-ORNL to ORNL HeX-B 
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Manual Investigation of Stitching Algorithm 
Following the initial tests of this algorithm, as can be seen, the results were 
positive, meaning a step was taken in the right direction, but still far from perfect. 
To remedy this, efforts were taken to examine the process manually, cell by cell.. 
Specifically, areas where the algorithm completely missed a fault, partially found a 
fault, and mostly found a fault were inspected. In general, it was found that 
misidentification of a region as a fault by the NN tends not to persist over layers. 
That is, if the NN says a nominal region is faulty on one layer, it will likely not do 
so on the next layer. For the sake of brevity, a single large fault that demonstrates 
all other cases is examined here. The fault was found in ORNL HeX-B using the 
old format of data. Presented will be information regarding the fault on layer 22, 
visualized in Figure 5.8. Further information regarding the fault can be found in 
Table 5.9. Roughness values for individual and combined regions of fault 
visualized in Figure 5.8. through Table 5.14. Summary of NN scores and 
roughness values for cells that were identified as faulty using the post-build CT 
data and stitched using the min-max stitching method. In other words, these values 
are representative of the NN working correctly to identify faults. These cells are 
colored red in Figure 5.8 and Table 5.10. NN Scores, using both NNs, for individual 
cells of the fault visualized in Figure 5.8.examining roughness values and NN 
output scores. In this example, the color scheme is the same as prior: grey 
represents CT identified data (faulty cells, blue represents data stitched by the min-
max algorithm and identified by the NN (the algorithm/NN misidentified a nominal 
cell as faulty), and red represents where the CT and stitching algorithm overlapped 












Figure 5.8. Visualization of fault. (a) raw CT scan (b) Effect of Algorithms and 
NN; grey cells are identified by the CT scan as ground truth, blue represents 













Table 5.9. Roughness values for individual and combined regions of fault 
visualized in Figure 5.8. 
 
Individual Cell Values Combined 
Values 
  







    
 
       














   




































































   
   
   
   
   
  


























   
   
   
   





Table 5.9 Continued 
Individual Cell Values Combined 
Values 

























   
   
   
   
   
       

























   
   
   
   
   
       

























   
   
   
   
   
       














     
     
     
     
     
       








      
      
      
      





Table 5.10. NN Scores, using both NNs, for individual cells of the fault visualized 
in Figure 5.8. The first number represents the score for how nominal the NN thinks 
the cell is; the second for how faulty.  
 
NN-PS Applied NN-ORNL Applied 



























































































































   







    
 




     










































































































   












Of note in Table 5.10 is that NN-PS seemed to more readily classify individual 
cells as faulty. This is likely to differences in the parts. The PS part was nearly 
perfect, with few defects. As such, a NN trained on it likely overestimates what is a 
fault. That is, when NN-PS, trained on a near flawless part, is applied to a much 
rougher part, the ORNL build, everything appears to be faulty. This is something 
that should be considered for the future, as having to retrain the NN for every build 
defeats the purpose of using the technology for in-situ monitoring and fault 
correction. 
 
Table 5.11. Summary of NN scores and roughness values when all highlighted 
cells are grouped and considered a single region 
 





Nominal 0.355787 65.38439 




























Table 5.12. Summary of NN scores and roughness values for cells that were 
grouped by the min-max algorithm. These cells are colored blue and red in Figure 
5.8 and Table 5.10. NN Scores, using both NNs, for individual cells of the fault 
visualized in Figure 5.8. 
 





Nominal 0.299437 54.16713 










Nominal 0.152606 54.16713 




























Table 5.13. Summary of NN scores and roughness values for cells that were 
identified as faulty using the post-build CT data. As such, these cells, combined, 
are the best representation of how the NN scores an actual fault. These cells are 
colored grey and red in Figure 5.8 and Table 5.10. NN Scores, using both NNs, 
for individual cells of the fault visualized in Figure 5.8. 
 





Nominal 0.306637 69.96949 










Nominal 1.03E-18 69.96949 







This table clearly demonstrates that the NN does produce a positive response 
to truly faulty regions. The difficulty, as noted, comes in that if which regions are 
faulty is known, the NN is effectively pointless. It is also of note that NN-PS identified 
the truly faulty region as slightly less likely of being a fault than the region identifying 










Table 5.14. Summary of NN scores and roughness values for cells that were 
identified as faulty using the post-build CT data and stitched using the min-max 
stitching method. In other words, these values are representative of the NN 
working correctly to identify faults. These cells are colored red in Figure 5.8 and 
Table 5.10. NN Scores, using both NNs, for individual cells of the fault visualized 
in Figure 5.8. 
 





Nominal 0.834598 81.33578 










Nominal 0.001526 81.33578 



















CHAPTER SIX  
DISCUSSION AND FUTURE WORK 
It has been demonstrated that despite promising initial results, the 
application results of a NN trained on surface height data may be ill-suited for direct 
in-situ fault detection. Having said that, the algorithms and insights found through 
this process may prove useful in the future. The characterization of faults by more 
extreme peaks and valleys, corroborated by manually found faults, while expected, 
is a valuable find. Further, the codes written for this project, specifically in regards 
to extracting and visualizing information about faults, may yet prove useful. 
However, future attempts to use this data to characterize faults using a Machine 
Learning approach will likely have to be considered from the ground up, preferably 
with a less skewed approach. Last, at the time of writing, there a few more avenues 
that may be investigated, such as a parametric study of the stitching algorithm to 
see if some “magical combination” of parameters exists that we failed to notice or 
reconsidering the base approach, but restricting the number of nominal examples 
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