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Abstract
In this paper, the equations governing the unsteady flow of a perfect
polytropic gas in three space dimensions are considered. The basic sim-
ilarity reductions for this system are performed. Reduced equations and
exact solutions associated with the symmetries are obtained. This results
is used to give the invariance of system up to Galilean motions of space-
times R4. Then, an optimal system of one-dimensional sub-algebras for
symmetry algebra of this system is given.
Keywords: Euler equations, Lie group of transformations, Symmetry
generators, Similarity solution, optimal system of Lie sub-algebras.
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1 Introduction
The equations governing the unsteady flow of a perfect polytropic gas in
three space dimensions are
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where t is the time and x, y, z are the space coordinates; q(t, x, y, z) is the
density, p(t, x, y, z) the pressure, u(t, x, y, z), v(t, x, y, z) and w(t, x, y, z)
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the velocity components in the x, y and z directions, respectively, and γ ∈
R is the adiabatic index. These equations are called ”three dimensional
Euler equations of gas dynamics” [8] and section 6.3 of [9].
In this paper, we consider the equations governing the unsteady flow
of a perfect polytropic gas in three space dimensions. The basic similarity
reductions for this system are performed. Reduced equations and exact
solutions associated with the symmetries are obtained. We find an opti-
mal system of one-dimensional sub-algebras for symmetry algebra of this
system.
In section 2 we find the full symmetry algebra of system (1). Chapter
3 is devoted to the group-invariant solutions to the system. The structure
of full symmetry algebra illustrated in section. The last section deals with
a optimal system of sub-algebras.
2 Lie symmetry of the system
The classical method for finding symmetry reductions of PDE is the Lie
group method of infinitesimal transformations. To apply the classical
method to (1), we consider the one-parameter Lie group of infinitesimal
transformations in (t, x, y, z, u, v, p, q) given by
t˜ = t+ s.ξ1(t, x, y, z, u, v, p, q) +O(s
2),
x˜ = x+ s.ξ2(t, x, y, z, u, v, p, q) +O(s
2),
y˜ = y + s.ξ3(t, x, y, z, u, v, p, q) +O(s
2),
z˜ = z + s.ξ4(t, x, y, z, u, v, p, q) +O(s
2),
u˜ = u+ s.η1(t, x, y, z, u, v, p, q) +O(s
2), (2)
v˜ = v + s.η2(t, x, y, z, u, v, p, q) +O(s
2),
w˜ = w + s.η3(t, x, y, z, u, v, p, q) +O(s
2),
p˜ = p+ s.η4(t, x, y, z, u, v, p, q) +O(s
2),
q˜ = q + s.η5(t, x, y, z, u, v, p, q) +O(s
2).
where s is the group parameter. One requires that this transformation
leaves the sub-manifold S invariant. Let
X = ξ1 ∂t + ξ2 ∂x + ξ3 ∂y + ξ4 ∂z + η1 ∂u + η2 ∂v + η3 ∂w + η4 ∂p + η5 ∂q
be the corresponding infinitesimal transformation; where coefficients are
real-valued C∞−functions of t, x, y, z, u, v, w, p, q. The infinitesimal crite-
rion of invariance (1) will thus involve t, x, y, z, u, v, w, p, q and the deriva-
tives of u, v, w, p, q with respect to t, x, y, z, as well as ξi, i = 1, 2, 3, 4, and
ηj , j = 1, 2, 3, 4, 5, and their partial derivatives. After eliminating any de-
pendencies among the derivatives of the m’s caused by the system itself,
we can then equate the coefficients of the remaining unconstrained partial
derivatives of u to zero. This will result in a large number of elementary
partial differential equations for the coefficient functions ξi, ηj of the in-
finitesimal generator, called the determining equations for the symmetry
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group of the given system. In this case, we find the determining equations
for the symmetry group of the system (1) to be the following:
ξ1,t2 = ξ1,x = ξ1,y = ξ1,z = ξ1,u = ξ1,v = ξ1,w = ξ1,q = ξ1,p = 0,
ξ2,x = ξ2,u = ξ2,v = ξ2,w = ξ2,q = ξ2,p = ξ2,t2 = ξ2,ty = ξ2,y2 = 0,
ξ3,y = ξ3,u = ξ3,v = ξ3,w = ξ3,q = ξ3,p = ξ3,t2 = 0, (3)
ξ4,z = ξ4,w = ξ4,q = ξ4,p = 0,
ξ4,t2 = ξ4,tx = ξ4,ty = ξ4,x2 = ξ4,xy = ξ4,y2 = 0,
ξ3,x = ξ2,y , ξ3,z + ξ4,y = 0, ξ4,v = ξ4,u, ξ2,z + ξ4,x = 0,
and
η1 = −uξ1,t + ξ2,t + vξ2,y −wξ4,x,
η2 = −wξ4,y + ξ3,t − uξ2,y − vξ1,t,
η3 = uξ4,x + ξ4,t + vξ4,y − wξ1,t, (4)
η4 = qη5/p+ 2qξ1,t,
η5,t = η5,x = η5,y = η5,z = η5,u = η5,v = η5,w = η5,q = 0,
η5 = pη5,p.
First, equations (3) require that ξis are just
ξ1 = a1t+ a2,
ξ2 = a3t+ a4x+ a5y + a6z + a7,
ξ3 = a8t− a5x+ a4y + a9z + a10, (5)
ξ4 = a11t− a6x− a9y + a4z + a12,
where a1, · · · , a12 are arbitrary constants. Then, equations (4) and (5)
requires that
η1 = (a4 − a1)u+ a5v − a6w + a3,
η2 = −a5u+ (a4 − a1)v + a4w + a8,
η3 = −a6u− a9v + (a4 − a1)w + a11, (6)
η4 = (2a1 − 2a4 + a13)q,
η5 = a13p,
where a13 is an arbitrary constant. Therefore
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Theorem 1. The Lie algebra of infinitesimal symmetries of the system
(1) is spanned by the 13 vector fields
X1 = ∂x,
X2 = ∂y, (shifts of origin)
X3 = ∂z,
X4 = ∂t,
X5 = t ∂x + ∂u,
X6 = t ∂y + ∂v, (uniformly frame motions)
X7 = t ∂z + ∂w,
X8 = t ∂t − u ∂u − v ∂v − w ∂w + 2q ∂q,
X9 = x∂x + y ∂y + z ∂z + u ∂u + v ∂v + w ∂w − 2r ∂r,
X10 = y ∂x − x∂y + v ∂u − u ∂v,
X11 = −z ∂y + y ∂z − w ∂v + v ∂w, (rotations of reference frame)
X12 = −z ∂x + x∂z −w ∂u + u ∂w,
X13 = q ∂q + p ∂p,
(7)
These infinitesimal symmetries will generate a Lie algebra g over the field
of real or complex numbers. The commutator table of Lie algebra g for (1)
is given below, where the entry in the ith row and jth column is defined
as [Xi, Xj ] = Xi.Xj −Xj .Xi, i, j = 1, · · · , 13.
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13
X1 0 0 0 0 0 0 0 0 X1 −X2 0 X3 0
X2 0 0 0 0 0 0 0 0 X2 X1 X3 0 0
X3 0 0 0 0 0 0 0 0 X3 0 −X2 −X1 0
X4 0 0 0 0 X1 X2 X3 X4 0 0 0 0 0
X5 0 0 0 −X1 0 0 0 −X5 X5 −X6 0 X7 0
X6 0 0 0 −X2 0 0 0 −X6 X6 X5 X7 0 0
X7 0 0 0 −X3 0 0 0 −X7 X7 0 −X6 −X5 0
X8 0 0 0 −X4 X5 X6 X7 0 0 0 0 0 0
X9 −X1 −X2 −X3 0 −X5 −X6 −X7 0 0 0 0 0 0
X10 X2 −X1 0 0 X6 −X5 0 0 0 0 −X12 X11 0
X11 0 −X3 X2 0 0 −X7 X6 0 0 X12 0 −X10 0
X12 −X3 0 X1 0 −X7 0 X5 0 0 −X11 X10 0 0
X13 0 0 0 0 0 0 0 0 0 0 0 0 0
3 Reduction of the system
Now, we look at the group-invariant solutions to the system (1).
The system (1) is a sub-manifold M of jet space J2(R4,R5) defined
by the following equations
ut + uux + vuy + wuz + px/q = 0,
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vt + uvx + vvy +wvz + py/q = 0,
wt + uwx + vwy + wwz + pz/q = 0, (8)
qt + q (ux + vy + wz) + uqx + vqy + wqz = 0,
pt + γ p (ux + vy + wz) + upx + vpy + wpz = 0.
Doing as section 3.1 of [6] and find (in a sense) the most general group-
invariant solutions to the system (1).
Theorem 2. The one-parameter groups gi(s) : M → M generated by
the Xi, i = 1, · · · , 13 are given in the following table:
g1 :
(
t, x+ s, y, z, u, v, w, p, q
)
g2 :
(
t, x, y + s, z, u, v, w, p, q
)
g3 :
(
t, x, y, z + s, u, v, w, p, q
)
g4 :
(
t+ s, x, y, z, u, v, w, p, q
)
g5 :
(
t, x+ st, y, z, u+ s, v, w, p, q
)
g6 :
(
t, x, y + st, z, u, v + s, w, p, q
)
g7 :
(
t, x, y, z + st, u, v, w + s, p, q
)
(9)
g8 :
(
est, x, y, z, e−su, e−sv, e−sw, p, e2sq
)
g9 :
(
t, esx, esy, esz, esu, esv, esw, p, e−2sq
)
g10 :
(
t, x cos s+ y sin s, y cos s− x sin s, z,
v sin s+ u cos s, v cos s− u sin s, w, p, q
)
g11 :
(
t, x, y cos s− z sin s, z cos s+ y sin s,
u, v cos s−w sin s, w cos s+ v sin s, p, q
)
g12 :
(
t, x cos s− z sin s, y, x sin s+ z cos s,
u cos s− w sin s, v, w cos s+ u sin s, p, q
)
g13 :
(
t, x, y, z, u, v, w, esp, esq
)
Where, entries give the transformed point
exp(sXi)(t, x, y, z, u, v, w, p, q) = (t˜, x˜, y˜, z˜, u˜, v˜, w˜, p˜, q˜).
Since each group gi, i = 1, · · · , 13, is a symmetry group of (1), then
Theorem 3. Let i = 1, · · · , 13, s ∈ R, and λ ∈ R− {0}. If
u = U(t, x, y, z), v = V (t, x, y, z), w = W (t, x, y, z),
p = P (t, x, y, z), q = Q(t, x, y, z),
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is a solution of the system (1), so are the functions
u(i) = U (i)(t, x, y, z), v(i) = V (i)(t, x, y, z), w(i) = W (i)(t, x, y, z),
p(i) = P (i)(t, x, y, z), q(i) = Q(i)(t, x, y, z),
where
u(1) = U
(
t, x+ s, y, z
)
, u(2) = U
(
t, x, y + s, z
)
,
v(1) = V
(
t, x+ s, y, z
)
, v(2) = V
(
t, x, y + s, z
)
,
w(1) = W
(
t, x+ s, y, z
)
, w(2) = W
(
t, x, y + s, z
)
,
p(1) = P
(
t, x+ s, y, z
)
, p(2) = P
(
t, x, y + s, z
)
,
q(1) = Q
(
t, x+ s, y, z
)
. q(2) = Q
(
t, x, y + s, z
)
.
u(3) = U
(
t, x, y, z + s
)
, u(4) = U
(
t+ s, x, y, z
)
,
v(3) = V
(
t, x, y, z + s
)
, v(4) = V
(
t+ s, x, y, z
)
,
w(3) = W
(
t, x, y, z + s
)
, w(4) = W
(
t+ s, x, y, z
)
,
p(3) = P
(
t, x, y, z + s
)
, p(4) = P
(
t+ s, x, y, z
)
,
q(3) = Q
(
t, x, y, z + s
)
. q(4) = Q
(
t+ s, x, y, z
)
.
u(5) = U
(
t, x+ st, y, z
)
− s, u(6) = U
(
t, x, y + st, z
)
,
v(5) = V
(
t, x+ st, y, z
)
, v(6) = V
(
t, x, y + st, z
)
− s,
w(5) = W
(
t, x+ st, y, z
)
, w(6) = W
(
t, x, y + st, z
)
,
p(5) = P
(
t, x+ st, y, z
)
, p(6) = P
(
t, x, y + st, z
)
,
q(5) = Q
(
t, x+ st, y, z
)
. q(6) = Q
(
t, x, y + st, z
)
.
u(7) = U
(
t, x, y, z + st
)
, u(8) = λ.U
(
λ.t, x, y, z
)
,
v(7) = V
(
t, x, y, z + st
)
, v(8) = λ.V
(
λ.t, x, y, z
)
,
w(7) = W
(
t, x, y, z + st
)
− s, w(8) = λ.W
(
λ.t, x, y, z
)
,
p(7) = P
(
t, x, y, z + st
)
, p(8) = P
(
λ.t, x, y, z
)
,
q(7) = Q
(
t, x, y, z + st
)
. q(8) = 1
λ2
.Q
(
λ.t, x, y, z
)
.
u(9) = 1
λ
.U
(
t, λ.x, λ.y, λ.z
)
, u(13) = U
(
t, x, y, z
)
,
v(9) = 1
λ
.V
(
t, λ.x, λ.y, λ.z
)
, v(13) = V
(
t, x, y, z
)
,
w(9) = 1
λ
.W
(
t, λ.x, λ.y, λ.z
)
, w(13) = W
(
t, x, y, z
)
,
p(9) = P
(
t, λ.x, λ.y, λ.z
)
, p(13) = λ.P
(
t, x, y, z
)
,
q(9) = λ2.Q
(
t, λ.x, λ.y, λ.z
)
. q(13) = λ.Q
(
t, x, y, z
)
.
u(10) = cos s.U
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
− sin s.V
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
,
v(10) = sin s.U
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
+cos s.V
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
,
6
w(10) = W
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
,
p(10) = P
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
,
q(10) = Q
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
.
u(11) = U
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
,
v(11) = cos s.V
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
+sin s.W
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
,
w(11) = cos s.W
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
− sin s.V
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
,
p(11) = P
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
,
q(11) = Q
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
.
u(12) = cos s.U
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
+sin s.W
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
,
v(12) = V
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
,
w(12) = cos s.W
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
− sin s.U
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
,
p(12) = P
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
,
q(12) = Q
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
.
4 Structure of Lie algebra g
In this section, we determine the structure of full symmetry algebra g. of
system (1).
The center z of g is SpanR{X13}. Therefore, the quotient algebra
g1 := g/z is SpanR{Y1, · · · ,Y12}; where Yi := Xi + z, i = 1, · · · , 12.
The commutator table of Lie algebra g1 is given below, where the entry
in the ith row and jth column is defined as [Yi, Yj ] = Yi.Yj − Yj .Yi,
7
i, j = 1, · · · , 12.
Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8 Y9 Y10 Y11 Y12
Y1 0 0 0 0 0 0 0 0 Y1 −Y2 0 Y3
Y2 0 0 0 0 0 0 0 0 Y2 Y1 Y3 0
Y3 0 0 0 0 0 0 0 0 Y3 0 −Y2 −Y1
Y4 0 0 0 0 Y1 Y2 Y3 Y4 0 0 0 0
Y5 0 0 0 −Y1 0 0 0 −Y5 Y5 −Y6 0 Y7
Y6 0 0 0 −Y2 0 0 0 −Y6 Y6 Y5 Y7 0
Y7 0 0 0 −Y3 0 0 0 −Y7 Y7 0 −Y6 −Y5
Y8 0 0 0 −Y4 Y5 Y6 Y7 0 0 0 0 0
Y9 −Y1 −Y2 −Y3 0 −Y5 −Y6 −Y7 0 0 0 0 0
Y10 Y2 −Y1 0 0 Y6 −Y5 0 0 0 0 −Y12 Y11
Y11 0 −Y3 Y2 0 0 −Y7 Y6 0 0 Y12 0 −Y10
Y12 −Y3 0 Y1 0 −Y7 0 Y5 0 0 −Y11 Y10 0
The algebra g1 is not solvable, because
g
(1)
1 := [g1, g1] = SpanR{Y1, · · · ,Y10}, and g
(2)
1 := [g
(1)
1 , g
(1)
1 ] = g
(1)
1 .
Lie algebra g1 admits a Levi-decomposition into the semi-direct sum
g1 = r⋉ s,
where r = SpanR{Y1, · · · ,Y9} is the radical of g1 (the largest solvable
ideal contained in g1) and s = SpanR{Y10,Y11,Y12} is a semi-simple
subalgebra of g1. The radical r is uniquely defined but the semi-simple
subalgebra s is not. s as an algebra is isomorphic to 3−dimensional special
orthogonal algebra so(3) := {A ∈ Mat(3 × 3;R) |At = −A}, which is a
simple algebra.
The radical r is solvable, with and
r(1) = SpanR{Y1, · · · ,Y7}, r
(2) = SpanR{Y1,Y2,Y3}, r
(3) = {0}.
It is semi-direct sum r = r(1) ⋉ g2, where g2 = SpanR{Y8,Y9} is isomor-
phic to the two dimensional Abelian Lie algebra R2; i.e.
r = r(1) ⋉R2.
r(1) is semi-direct sum r(1) = r(2)⋉g3, where g3 = SpanR{Y4, · · · ,Y7}
is isomorphic to the four dimensional Abelian Lie algebra R4, and r(2) is
isomorphic to the three dimensional Abelian Lie algebra R3; i.e.
r(1) = R3 ⋉R4.
Theorem 4. The symmetry algebra g of system (1) have the following
structure
g ∼= R × (((R
3
⋉R
4)⋉R2)⋉ so(3)).
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Theorem 5. There is a normal Lie-subalgebra of symmetry Lie-group
of system (1) which is isomorphic to the Galilean group of R4:
Gal(4,R) =
{(
1 0 s
v R y
0 0 1
) ∣∣∣ R ∈ O(3,R), s ∈ R, and y,v ∈ R3
}
.
Therefore, the system (1) is invariant up to Galilean motions of space-
times R4 (see [3]).
Proof. Let b = SpanR{X1, · · · ,X7,X10,X11,X12}. Lie algebra structure
of b is as gal(3), the lie algebra of Galilean group Gal(4,R), and b an ideal
of g. Therefore, there is a Lie-subgroup of G such that its Lie-algebra is
b, by the Theorem 2.53 of Olver [6]. ✷
Conclusion 1. g is semi-direct sum of
gal(4) ∼= SpanR{X1, · · · ,X7,X10,X11,X12}
and 3−dimensional Abelian algebra R3 ∼= Span{X8,X9,X13}.
5 Optimal system of sub-algebras
As is well known, the Lie group theoretic method plays an important role
in finding exact solutions and performing symmetry reductions of differen-
tial equations. Since any linear combination of infinitesimal generators is
also an infinitesimal generator, there are always infinitely many different
symmetry subgroups for the differential equation. So, a mean of deter-
mining which subgroups would give essentially different types of solutions
is necessary and significant for a complete understanding of the invariant
solutions. As any transformation in the full symmetry group maps a solu-
tion to another solution, it is sufficient to find invariant solutions which are
not related by transformations in the full symmetry group, this has led to
the concept of an optimal system [7]. The problem of finding an optimal
system of subgroups is equivalent to that of finding an optimal system of
subalgebras. For one-dimensional subalgebras, this classification problem
is essentially the same as the problem of classifying the orbits of the ad-
joint representation. This problem is attacked by the naive approach of
taking a general element in the Lie algebra and subjecting it to various
adjoint transformations so as to simplify it as much as possible. The idea
of using the adjoint representation to classify group-invariant solutions
was due to [7] and [5].
The adjoint action is given by the Lie series
Ad(exp(sXi)Xj) = Xj − s[Xi,Xj] +
s2
2
[Xi, [Xi,Xj]]− · · · , (10)
where [Xi, Xj ] is the commutator for the Lie algebra, s is a parameter,
and i, j = 1, · · · , 13. We can write the adjoint action for the Lie algebra
g, and show that
9
Theorem 6. A one-dimensional optimal system of (1) is given by
1) X = X8 +
∑13
i=9
aiXi,
2) X = a7X7 +X8 +X9 +
∑13
i=10
aiXi,
3) X = a6X6 + a7X7 +X8 +X9 +
∑13
i=11
aiXi,
4) X = a5X5 +X8 +X9 + a11Xi + a13X13,
5) X =
∑7
i=5
aiXi +X8 +X9 + a13X13,
6) X = a4X4 +X9 +
∑13
i=10
aiXi,
7) X = X4 + a5X5 + a8X8 +
∑13
i=10
aiXi,
8) X = X4 + a6X6 + a8X8 + a10X10 + a12X12 + a13X13,
9) X = X4 + a7X7 + a8X8 + a10X10 + a12X12 + a13X13,
10) X = X4 +
∑8
i=5
aiXi + a13X13,
11) X = X4 + a7X7 +
∑13
i=10
aiXi,
12) X = X7 +
∑13
i=10
aiXi,
13) X = a3X3 +
∑13
i=10
aiXi,
14) X = X4 + a6X6 +
∑13
i=11
aiXi,
15) X = X4 + a5X5 + a11X11 + a13X13,
16) X = X4 +
∑7
i=5
aiXi + a13X13,
17) X = X6 +
∑13
i=11
aiXi,
18) X = a2X2 +
∑13
i=11
aiXi,
19) X = a2X2 + a12X12 + a13X13,
20) X = X5 + a11X11 + a13X13,
21) X = a2X2 + a3X3 +X5 + a13X13,
22) X = a1X1 +X11 + a13X13,
23) X = a1X1 + a3X3 +X6 + a13X13,
24) X = a1X1 + a2X2 + a3X3 + a13X13,
25) X = X5 + a10X10 + a11X11 + a13X13,
26) X = a3X3 +X10 + a11X11 + a13X13.
Proof: F (sXi) : g → g defined by X 7→ Ad(exp(sXi)X) is a linear map,
for i = 1, · · · , 13. The matrix MsXi of F (sXi), i = 1, · · · , 13, with respect
to basis {X1, · · · , X13} is

1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
−s 0 0 0 0 0 0 0 1 0 0 0 0
0 s 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 −s 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,
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

1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 −s 0 0 0 0 0 0 1 0 0 0 0
−s 0 0 0 0 0 0 0 0 1 0 0 0
0 0 −s 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 −s 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 s 0 0 0 0 0 0 0 0 1 0 0
s 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
−s 0 0 0 1 0 0 0 0 0 0 0 0
0 −s 0 0 0 1 0 0 0 0 0 0 0
0 0 −s 0 0 0 1 0 0 0 0 0 0
0 0 0 −s 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
s 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 s 0 0 1 0 0 0 0 0
0 0 0 0 −s 0 0 0 1 0 0 0 0
0 0 0 0 0 s 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 −s 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 s 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 s 0 1 0 0 0 0 0
0 0 0 0 0 −s 0 0 1 0 0 0 0
0 0 0 0 −s 0 0 0 0 1 0 0 0
0 0 0 0 0 0 −s 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,
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

1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 s 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 s 1 0 0 0 0 0
0 0 0 0 0 0 −s 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 s 0 0 0 0 1 0 0
0 0 0 0 s 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 es 0 0 0 0 0 0 0 0 0
0 0 0 0 e−s 0 0 0 0 0 0 0 0
0 0 0 0 0 e−s 0 0 0 0 0 0 0
0 0 0 0 0 0 e−s 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


es 0 0 0 0 0 0 0 0 0 0 0 0
0 es 0 0 0 0 0 0 0 0 0 0 0
0 0 es 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 es 0 0 0 0 0 0 0 0
0 0 0 0 0 es 0 0 0 0 0 0 0
0 0 0 0 0 0 es 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


cos s − sin s 0 0 0 0 0 0 0 0 0 0 0
sin s cos s 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 cos s − sin s 0 0 0 0 0 0 0
0 0 0 0 sin s cos s 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 cos s sin s 0
0 0 0 0 0 0 0 0 0 0 − sin s cos s 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 cos s sin s 0 0 0 0 0 0 0 0 0 0
0 − sin s cos s 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 cos s sin s 0 0 0 0 0 0
0 0 0 0 0 − sin s cos s 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 cos s 0 − sin s 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 sin s 0 cos s 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,
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

cos s 0 sin s 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
− sin s 0 cos s 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 cos s 0 sin s 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 − sin s 0 cos s 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 cos s sin s 0 0
0 0 0 0 0 0 0 0 0 − sin s cos s 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,
and I13, respectively. Let X =
∑13
i=1
aiXi, then
F (s7.X7) ◦ F (s6.X6) ◦ · · · ◦ F (s1.X1) : X 7→
(s3a12 − s2a10 − s1a9 + a1 − s5s4a8 + s5a4 − s4a5).X1
+(−s6s4a8 + s3a11 − s2a9 + s1a10 + a2 + s6a4 − s4a6).X2
+(−s7s4a8 − s3a9 − s2a11 − s1a12 + a3 + s7a4 − s4a7).X3 (11)
+(a4 − s4a8).X4 + (−s6a10 − s5a9 + s5a8 + a5 + s7a12).X5
+(−s6a9 + s6a8 + s5a10 + a6 + s7a11).X6
+(s7a8 − s6a11 − s5a12 + a7 − s7a9).X7
+a8.X8 + a9.X9 + a10.X10 + a11.X11 + a12.X12 + a13.X13
If a8, and a9 6= 0, and a8 6= 2a9, then we can make the coefficients of
X1, · · · , X7 vanish. Scaling X if necessary, we can assume that a8 = 1.
And X is reduced to Case 1.
If a8 = a9 6= 0, and a10 6= 0, then we can make the coefficients of
X1 · · · , X6 vanish. Scaling X if necessary, we can assume that a8 = 1.
And X is reduced to Case 2.
If a8 = a9 6= 0, a10 = 0, and a12 6= 0, then we can make the coefficients
of X1, · · · , X5, and X10 vanish. Scaling X if necessary, we can assume that
a8 = 1. And X is reduced to Case 3.
If a8 = a9 6= 0, a10 = a12 = 0, and a11 6= 0, then we can make the
coefficients of X1, · · · , X4, X6, X7, X10, and X12 vanish. Scaling X if
necessary, we can assume that a8 = 1. And X is reduced to Case 4.
If a8 = a9 6= 0, a10 = a11 = a12 = 0, then we can make the coefficients
of X1, · · · , X4, and X10, · · · , X11 vanish. Scaling X if necessary, we can
assume that a8 = 1. And X is reduced to Case 5.
If a8 = 0, and a9 6= 0, then we can make the coefficients of X1, · · · , X3,
andX5, · · · , X8 vanish. Scaling X if necessary, we can assume that a9 = 1.
And X is reduced to Case 6.
If a8 6= 0, a9 = 0, and a11 6= 0, then we can make the coefficients of
X1, · · · , X3, and X6, X7, and X9 vanish. And X is reduced to Case 7.
If a8 6= 0, a9 = a11 = 0, and a12 6= 0, then we can make the coefficients
of X1, · · · , X3, and X5, X7, X9, and X11 vanish. And X is reduced to
Case 8.
If a8 6= 0, a9 = a11 = a12 = 0, and a10 6= 0, then we can make the
coefficients of X1, · · · , X3, and X5, X6, X9, and X11 vanish. And X is
reduced to Case 9.
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If a8 6= 0, and a9 = a10 = a11 = a12 = 0, then we can make the
coefficients of X1, · · · , X3, and X9, · · · , X12 vanish. And X is reduced to
Case 10.
If a8 = a9 = 0, a4 6= 0, and a10 6= 0, then we can make the coefficients
of X1, · · · , X3, X5, X6, X8, and X9 vanish. Scaling X if necessary, we can
assume that a4 = 1. And X is reduced to Case 11.
If a4 = a8 = a9 = 0, a10 6= 0, a12 6= 0, and a6a12+a7a10 6= a5a11, then
we can make the coefficients of X1, · · · , X6, X8, and X9 vanish. Scaling
X if necessary, we can assume that a7 = 1. And X is reduced to Case 12.
If a4 = a8 = a9 = 0, a10 6= 0, a12 6= 0, and a6a12+a7a10 = a5a11, then
we can make the coefficients of X1, X2, and X4, · · · , X9 vanish. And X is
reduced to Case 13.
If a8 = a9 = a10 = 0, and a4 6= 0, then we can make the coefficients of
X1, · · · , X3, X5, and X7, · · · , X10 vanish. Scaling X if necessary, we can
assume that a4 = 1. And X is reduced to Case 14.
If a8 = · · · = a10 = 0, a12 = 0, a4 6= 0, and a11 6= 0, then we can
make the coefficients of X1, · · · , X3, and X8, · · · , X10 vanish. Scaling X if
necessary, we can assume that a4 = 1. And X is reduced to Case 15.
If a8 = · · · = a12 = 0, and a4 6= 0, then we can make the coefficients
of X1, · · · , X3, and X8, · · · , X10 vanish. Scaling X if necessary, we can
assume that a4 = 1. And X is reduced to Case 16.
If a4 = a8 = a9 = a10 = 0, a12 6= 0, and a5a11 6= a6a12, then we can
make the coefficients of X1, · · · , X5, and X7, · · · , X10 vanish. Scaling X if
necessary, we can assume that a6 = 1. And X is reduced to Case 17.
If a4 = a8 = a9 = a10 = 0, a12 6= 0, a5a11 = a6a12, and a6 6= 0, then
we can make the coefficients of X1, · · · , X5, and X7, · · · , X10 vanish. And
X is reduced to Case 18.
If a4 = a6 = a8 = a9 = a10 = 0, a12 6= 0, a5a11 = a6a12, and a6 6= 0,
then we can make the coefficients of X1, · · · , X5, and X7, · · · , X10 vanish.
And X is reduced to Case 18.
If a4 = a6 = a8 = · · · = a11 = 0, a12 6= 0, a5a11 = a6a12, a6 6= 0, and
a5 6= 0, then we can make the coefficients of X1, and X3, · · · , X11 vanish.
And X is reduced to Case 19.
If a4 = a8 = a9 = a10 = a12 = 0, a5 6= 0, and a11 6= 0, then we can
make the coefficients of X1, · · · , a4, X6, · · · , X10, and a12 vanish. Scaling
X if necessary, we can assume that a5 = 1. And X is reduced to Case 20.
If a4 = a8 = · · · = a12 = 0, and a5 6= 0, then we can make the
coefficients of X1, a4, and X8, · · · , X12 vanish. Scaling X if necessary, we
can assume that a5 = 1. And X is reduced to Case 21.
If a4 = a5 = a8 = a9 = a10 = a12 = 0, and a11 6= 0, then we can make
the coefficients of X2, · · · , X10 and a12 vanish. Scaling X if necessary, we
can assume that a11 = 1. And X is reduced to Case 22.
If a4 = a5 = a8 = · · · = a12 = 0, and a6 6= 0, then we can make the
coefficients of X2, a5, and X7, · · · , X12 vanish. Scaling X if necessary, we
can assume that a6 = 1. And X is reduced to Case 23.
If a4 = a5 = a6 = 0, and a8 = · · · = a12 = 0, then we can make the
coefficients of X4, · · · , X12 vanish. And X is reduced to Case 24.
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If a4 = a8 = a9 = a12 = 0, a10 6= 0, and a7a10 6= a5a11, then we
can make the coefficients of X1, · · · , X4, X6, · · · , X9, and a12 = 0 vanish.
Scaling X if necessary, we can assume that a5 = 1. And X is reduced to
Case 25.
If a4 = a8 = a9 = a12 = 0, a7a10 = a5a11, and a10 6= 0, then we
can make the coefficients of X1, · · · , X4, X6, · · · , X9, and a12 = 0 vanish.
Scaling X if necessary, we can assume that a10 = 1. And X is reduced to
Case 26. And the Theorem follows. ✷
According to our optimal system of one-dimensional subalgebras of the
full symmetry algebra g, we need only find group-invariant solutions for
26 one-parameter subgroups generated by X as Theorem 6. For example,
as a direct consequence of Theorem 3 and case 1 of Theorem 6, we deduce
the following conclusion:
Conclusion 2 Let s, c1, · · · , c6 ∈ R with c1, c2, and c6 6= 0, and s be
sufficiently small. Then, if
u = U(t, x, y, z), v = V (t, x, y, z), w = W (t, x, y, z),
p = P (t, x, y, z), q = Q(t, x, y, z),
is a solution of the system (1), so are the functions
u˜ = cs1c
−s
2
(
cos(c3s) cos(c5s)− sin(c3s) sin(c4s) sin(c5s)
)
.U(t˜, x˜, y˜, z˜)
−cs1c
−s
2
(
sin(c3s) cos(c5s) + cos(c3s) sin(c4s) cos(c5s)
)
.V (t˜, x˜, y˜, z˜)
+cs1c
−s
2 cos(c4s) sin(c5s).W (t˜, x˜, y˜, z˜),
v˜ = cs1c
−s
2 sin(c3s) cos(c4s).U(t˜, x˜, y˜, z˜)
+cs1c
−s
2 cos(c3s) cos(c4s).V (t˜, x˜, y˜, z˜)
+cs1c
−s
2 . sin(c4s).W (t˜, x˜, y˜, z˜),
w˜ = −cs1c
−s
2
(
cos(c3s) sin(c5s) + sin(c3s) sin(c4s) cos(c5s)
)
.U(t˜, x˜, y˜, z˜)
+cs1c
−s
2
(
sin(c3s) sin(c5s)− cos(c3s) sin(c4s) cos(c5s)
)
.V (t˜, x˜, y˜, z˜)
+cs1c
−s
2 cos(c4s) cos(c5s).W (t˜, x˜, y˜, z˜),
p˜ = c−s6 .P (t˜, x˜, y˜, z˜),
q˜ = c−2s1 c
2s
2 c
−s
6 .Q(t˜, x˜, y˜, z˜),
where t˜ = cs1.t, and
x˜ = cs2
(
sin(c5s) sin(c4s) sin(c3s) + cos(c5s) cos(c3s)
)
.x
+cs2
(
sin(c3s) cos(c5s)− cos(c3s) sin(c4s) sin(c5s)
)
.y
−cs2 cos(c4s) sin(c5s).z,
y˜ = −cs2 sin(c3s) cos(c4s).x+ (c2s) cos(c3s) cos(c4s).y − c
s
2 sin(c4s).z,
z˜ = cs2
(
cos(c3s) sin(c5s)− sin(c3s) sin(c4s) cos(c5s)
)
.x
15
+cs2
(
cos(c3s) sin(c4s) cos(c5s) + sin(c3s) sin(c5s)
)
.y
+cs2 cos(c4s) cos(c5s).z.
The construction of the group-invariant solutions for each of the one-
dimensional subgroups in the optimal system proceeds in the same fashion.
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Abstract
In this paper, the equations governing the unsteady flow of a perfect polytropic
gas in three space dimensions are considered. The basic similarity reductions for
this system are performed. Reduced equations and exact solutions associated
with the symmetries are obtained. This results is used to give the invariance of
system up to Galilean motions of space-times R4. Then, an optimal system of
one-dimensional sub-algebras for symmetry algebra of this system is given.
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1. Introduction
The equations governing the unsteady flow of a perfect polytropic gas in
three space dimensions are
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
+
1
q
∂p
∂x
= 0,
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
+
1
q
∂p
∂y
= 0,
∂w
∂t
+ u
∂w
∂x
+ v
∂w
∂y
+ w
∂w
∂z
+
1
q
∂p
∂z
= 0, (1)
∂q
∂t
+ q
(∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
+ u
∂q
∂x
+ v
∂q
∂y
+ w
∂q
∂z
= 0,
∂p
∂t
+ γp
(∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
+ u
∂p
∂x
+ v
∂p
∂y
+ w
∂p
∂z
= 0.
where t is the time and x, y, z are the space coordinates; q(t, x, y, z) is the
density, p(t, x, y, z) the pressure, u(t, x, y, z), v(t, x, y, z) and w(t, x, y, z) the
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velocity components in the x, y and z directions, respectively, and γ ∈ R is the
adiabatic index. These equations are called ”three dimensional Euler equations
of gas dynamics” [8] and section 6.3 of [9].
In this paper, we consider the equations governing the unsteady flow of a
perfect polytropic gas in three space dimensions. The basic similarity reduc-
tions for this system are performed. Reduced equations and exact solutions
associated with the symmetries are obtained. We find an optimal system of
one-dimensional sub-algebras for symmetry algebra of this system.
In section 2 we find the full symmetry algebra of system (1). Chapter 3 is
devoted to the group-invariant solutions to the system. The structure of full
symmetry algebra illustrated in section. The last section deals with a optimal
system of sub-algebras.
2. Lie symmetry of the system
The classical method for finding symmetry reductions of PDE is the Lie
group method of infinitesimal transformations. To apply the classical method
to (1), we consider the one-parameter Lie group of infinitesimal transformations
in (t, x, y, z, u, v, p, q) given by
t˜ = t+ s.ξ1(t, x, y, z, u, v, p, q) +O(s
2),
x˜ = x+ s.ξ2(t, x, y, z, u, v, p, q) +O(s
2),
y˜ = y + s.ξ3(t, x, y, z, u, v, p, q) +O(s
2),
z˜ = z + s.ξ4(t, x, y, z, u, v, p, q) +O(s
2),
u˜ = u+ s.η1(t, x, y, z, u, v, p, q) +O(s
2), (2)
v˜ = v + s.η2(t, x, y, z, u, v, p, q) +O(s
2),
w˜ = w + s.η3(t, x, y, z, u, v, p, q) +O(s
2),
p˜ = p+ s.η4(t, x, y, z, u, v, p, q) +O(s
2),
q˜ = q + s.η5(t, x, y, z, u, v, p, q) +O(s
2).
where s is the group parameter. One requires that this transformation leaves
the sub-manifold S invariant. Let
X = ξ1 ∂t + ξ2 ∂x + ξ3 ∂y + ξ4 ∂z + η1 ∂u + η2 ∂v + η3 ∂w + η4 ∂p + η5 ∂q
be the corresponding infinitesimal transformation; where coefficients are real-
valued C∞−functions of t, x, y, z, u, v, w, p, q. The infinitesimal criterion of in-
variance (1) will thus involve t, x, y, z, u, v, w, p, q and the derivatives of u, v, w, p, q
with respect to t, x, y, z, as well as ξi, i = 1, 2, 3, 4, and ηj , j = 1, 2, 3, 4, 5, and
their partial derivatives. After eliminating any dependencies among the deriva-
tives of the m’s caused by the system itself, we can then equate the coefficients
of the remaining unconstrained partial derivatives of u to zero. This will result
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in a large number of elementary partial differential equations for the coefficient
functions ξi, ηj of the infinitesimal generator, called the determining equations
for the symmetry group of the given system. In this case, we find the determin-
ing equations for the symmetry group of the system (1) to be the following:
ξ1,t2 = ξ1,x = ξ1,y = ξ1,z = ξ1,u = ξ1,v = ξ1,w = ξ1,q = ξ1,p = 0,
ξ2,x = ξ2,u = ξ2,v = ξ2,w = ξ2,q = ξ2,p = ξ2,t2 = ξ2,ty = ξ2,y2 = 0,
ξ3,y = ξ3,u = ξ3,v = ξ3,w = ξ3,q = ξ3,p = ξ3,t2 = 0, (3)
ξ4,z = ξ4,w = ξ4,q = ξ4,p = 0,
ξ4,t2 = ξ4,tx = ξ4,ty = ξ4,x2 = ξ4,xy = ξ4,y2 = 0,
ξ3,x = ξ2,y, ξ3,z + ξ4,y = 0, ξ4,v = ξ4,u, ξ2,z + ξ4,x = 0,
and
η1 = −uξ1,t + ξ2,t + vξ2,y − wξ4,x,
η2 = −wξ4,y + ξ3,t − uξ2,y − vξ1,t,
η3 = uξ4,x + ξ4,t + vξ4,y − wξ1,t, (4)
η4 = qη5/p+ 2qξ1,t,
η5,t = η5,x = η5,y = η5,z = η5,u = η5,v = η5,w = η5,q = 0,
η5 = pη5,p.
First, equations (3) require that ξis are just
ξ1 = a1t+ a2,
ξ2 = a3t+ a4x+ a5y + a6z + a7,
ξ3 = a8t− a5x+ a4y + a9z + a10, (5)
ξ4 = a11t− a6x− a9y + a4z + a12,
where a1, · · · , a12 are arbitrary constants. Then, equations (4) and (5) requires
that
η1 = (a4 − a1)u+ a5v − a6w + a3,
η2 = −a5u+ (a4 − a1)v + a4w + a8,
η3 = −a6u− a9v + (a4 − a1)w + a11, (6)
η4 = (2a1 − 2a4 + a13)q,
η5 = a13p,
where a13 is an arbitrary constant. Therefore
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Theorem 1.. The Lie algebra of infinitesimal symmetries of the system (1) is
spanned by the 13 vector fields
X1 = ∂x,
X2 = ∂y, (shifts of origin)
X3 = ∂z ,
X4 = ∂t,
X5 = t ∂x + ∂u,
X6 = t ∂y + ∂v, (uniformly frame motions)
X7 = t ∂z + ∂w,
X8 = t ∂t − u ∂u − v ∂v − w ∂w + 2q ∂q,
X9 = x∂x + y ∂y + z ∂z + u ∂u + v ∂v + w ∂w − 2r ∂r,
X10 = y ∂x − x∂y + v ∂u − u ∂v,
X11 = −z ∂y + y ∂z − w ∂v + v ∂w, (rotations of reference frame)
X12 = −z ∂x + x∂z − w ∂u + u ∂w,
X13 = q ∂q + p ∂p,
(7)
These infinitesimal symmetries will generate a Lie algebra g over the field of
real or complex numbers. The commutator table of Lie algebra g for (1) is given
below, where the entry in the ith row and jth column is defined as [Xi, Xj ] =
Xi.Xj −Xj .Xi, i, j = 1, · · · , 13.
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13
X1 0 0 0 0 0 0 0 0 X1 −X2 0 X3 0
X2 0 0 0 0 0 0 0 0 X2 X1 X3 0 0
X3 0 0 0 0 0 0 0 0 X3 0 −X2 −X1 0
X4 0 0 0 0 X1 X2 X3 X4 0 0 0 0 0
X5 0 0 0 −X1 0 0 0 −X5 X5 −X6 0 X7 0
X6 0 0 0 −X2 0 0 0 −X6 X6 X5 X7 0 0
X7 0 0 0 −X3 0 0 0 −X7 X7 0 −X6 −X5 0
X8 0 0 0 −X4 X5 X6 X7 0 0 0 0 0 0
X9 −X1 −X2 −X3 0 −X5 −X6 −X7 0 0 0 0 0 0
X10 X2 −X1 0 0 X6 −X5 0 0 0 0 −X12 X11 0
X11 0 −X3 X2 0 0 −X7 X6 0 0 X12 0 −X10 0
X12 −X3 0 X1 0 −X7 0 X5 0 0 −X11 X10 0 0
X13 0 0 0 0 0 0 0 0 0 0 0 0 0
3. Reduction of the system
Now, we look at the group-invariant solutions to the system (1).
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The system (1) is a sub-manifold M of jet space J2(R4,R5) defined by the
following equations
ut + uux + vuy + wuz + px/q = 0,
vt + uvx + vvy + wvz + py/q = 0,
wt + uwx + vwy + wwz + pz/q = 0, (8)
qt + q (ux + vy + wz) + uqx + vqy + wqz = 0,
pt + γ p (ux + vy + wz) + upx + vpy + wpz = 0.
Doing as section 3.1 of [6] and find (in a sense) the most general group-
invariant solutions to the system (1).
Theorem 2.. The one-parameter groups gi(s) : M → M generated by the Xi,
i = 1, · · · , 13 are given in the following table:
g1 :
(
t, x+ s, y, z, u, v, w, p, q
)
g2 :
(
t, x, y + s, z, u, v, w, p, q
)
g3 :
(
t, x, y, z + s, u, v, w, p, q
)
g4 :
(
t+ s, x, y, z, u, v, w, p, q
)
g5 :
(
t, x+ st, y, z, u+ s, v, w, p, q
)
g6 :
(
t, x, y + st, z, u, v + s, w, p, q
)
g7 :
(
t, x, y, z + st, u, v, w + s, p, q
)
(9)
g8 :
(
est, x, y, z, e−su, e−sv, e−sw, p, e2sq
)
g9 :
(
t, esx, esy, esz, esu, esv, esw, p, e−2sq
)
g10 :
(
t, x cos s+ y sin s, y cos s− x sin s, z,
v sin s+ u cos s, v cos s− u sin s, w, p, q
)
g11 :
(
t, x, y cos s− z sin s, z cos s+ y sin s,
u, v cos s− w sin s, w cos s+ v sin s, p, q
)
g12 :
(
t, x cos s− z sin s, y, x sin s+ z cos s,
u cos s− w sin s, v, w cos s+ u sin s, p, q
)
g13 :
(
t, x, y, z, u, v, w, esp, esq
)
Where, entries give the transformed point
exp(sXi)(t, x, y, z, u, v, w, p, q) = (t˜, x˜, y˜, z˜, u˜, v˜, w˜, p˜, q˜).
Since each group gi, i = 1, · · · , 13, is a symmetry group of (1), then
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Theorem 3.. Let i = 1, · · · , 13, s ∈ R, and λ ∈ R− {0}. If
u = U(t, x, y, z), v = V (t, x, y, z), w =W (t, x, y, z),
p = P (t, x, y, z), q = Q(t, x, y, z),
is a solution of the system (1), so are the functions
u(i) = U (i)(t, x, y, z), v(i) = V (i)(t, x, y, z), w(i) =W (i)(t, x, y, z),
p(i) = P (i)(t, x, y, z), q(i) = Q(i)(t, x, y, z),
where
u(1) = U
(
t, x+ s, y, z
)
, u(2) = U
(
t, x, y + s, z
)
,
v(1) = V
(
t, x+ s, y, z
)
, v(2) = V
(
t, x, y + s, z
)
,
w(1) = W
(
t, x+ s, y, z
)
, w(2) = W
(
t, x, y + s, z
)
,
p(1) = P
(
t, x+ s, y, z
)
, p(2) = P
(
t, x, y + s, z
)
,
q(1) = Q
(
t, x+ s, y, z
)
. q(2) = Q
(
t, x, y + s, z
)
.
u(3) = U
(
t, x, y, z + s
)
, u(4) = U
(
t+ s, x, y, z
)
,
v(3) = V
(
t, x, y, z + s
)
, v(4) = V
(
t+ s, x, y, z
)
,
w(3) = W
(
t, x, y, z + s
)
, w(4) = W
(
t+ s, x, y, z
)
,
p(3) = P
(
t, x, y, z + s
)
, p(4) = P
(
t+ s, x, y, z
)
,
q(3) = Q
(
t, x, y, z + s
)
. q(4) = Q
(
t+ s, x, y, z
)
.
u(5) = U
(
t, x+ st, y, z
)
− s, u(6) = U
(
t, x, y + st, z
)
,
v(5) = V
(
t, x+ st, y, z
)
, v(6) = V
(
t, x, y + st, z
)
− s,
w(5) = W
(
t, x+ st, y, z
)
, w(6) = W
(
t, x, y + st, z
)
,
p(5) = P
(
t, x+ st, y, z
)
, p(6) = P
(
t, x, y + st, z
)
,
q(5) = Q
(
t, x+ st, y, z
)
. q(6) = Q
(
t, x, y + st, z
)
.
u(7) = U
(
t, x, y, z + st
)
, u(8) = λ.U
(
λ.t, x, y, z
)
,
v(7) = V
(
t, x, y, z + st
)
, v(8) = λ.V
(
λ.t, x, y, z
)
,
w(7) = W
(
t, x, y, z + st
)
− s, w(8) = λ.W
(
λ.t, x, y, z
)
,
p(7) = P
(
t, x, y, z + st
)
, p(8) = P
(
λ.t, x, y, z
)
,
q(7) = Q
(
t, x, y, z + st
)
. q(8) = 1
λ2
.Q
(
λ.t, x, y, z
)
.
u(9) = 1
λ
.U
(
t, λ.x, λ.y, λ.z
)
, u(13) = U
(
t, x, y, z
)
,
v(9) = 1
λ
.V
(
t, λ.x, λ.y, λ.z
)
, v(13) = V
(
t, x, y, z
)
,
w(9) = 1
λ
.W
(
t, λ.x, λ.y, λ.z
)
, w(13) = W
(
t, x, y, z
)
,
p(9) = P
(
t, λ.x, λ.y, λ.z
)
, p(13) = λ.P
(
t, x, y, z
)
,
q(9) = λ2.Q
(
t, λ.x, λ.y, λ.z
)
. q(13) = λ.Q
(
t, x, y, z
)
.
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u(10) = cos s.U
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
− sin s.V
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
,
v(10) = sin s.U
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
+cos s.V
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
,
w(10) = W
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
,
p(10) = P
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
,
q(10) = Q
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
.
u(11) = U
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
,
v(11) = cos s.V
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
+sin s.W
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
,
w(11) = cos s.W
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
− sin s.V
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
,
p(11) = P
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
,
q(11) = Q
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
.
u(12) = cos s.U
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
+sin s.W
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
,
v(12) = V
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
,
w(12) = cos s.W
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
− sin s.U
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
,
p(12) = P
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
,
q(12) = Q
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
.
4. Structure of Lie algebra g
In this section, we determine the structure of full symmetry algebra g. of
system (1).
The center z of g is Span
R
{X13}. Therefore, the quotient algebra g1 := g/z
is Span
R
{Y1, · · · ,Y12}; where Yi := Xi+z, i = 1, · · · , 12. The commutator table
of Lie algebra g1 is given below, where the entry in the ith row and jth column
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is defined as [Yi, Yj ] = Yi.Yj − Yj .Yi, i, j = 1, · · · , 12.
Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8 Y9 Y10 Y11 Y12
Y1 0 0 0 0 0 0 0 0 Y1 −Y2 0 Y3
Y2 0 0 0 0 0 0 0 0 Y2 Y1 Y3 0
Y3 0 0 0 0 0 0 0 0 Y3 0 −Y2 −Y1
Y4 0 0 0 0 Y1 Y2 Y3 Y4 0 0 0 0
Y5 0 0 0 −Y1 0 0 0 −Y5 Y5 −Y6 0 Y7
Y6 0 0 0 −Y2 0 0 0 −Y6 Y6 Y5 Y7 0
Y7 0 0 0 −Y3 0 0 0 −Y7 Y7 0 −Y6 −Y5
Y8 0 0 0 −Y4 Y5 Y6 Y7 0 0 0 0 0
Y9 −Y1 −Y2 −Y3 0 −Y5 −Y6 −Y7 0 0 0 0 0
Y10 Y2 −Y1 0 0 Y6 −Y5 0 0 0 0 −Y12 Y11
Y11 0 −Y3 Y2 0 0 −Y7 Y6 0 0 Y12 0 −Y10
Y12 −Y3 0 Y1 0 −Y7 0 Y5 0 0 −Y11 Y10 0
The algebra g1 is not solvable, because
g
(1)
1 := [g1, g1] = SpanR{Y1, · · · ,Y10}, and g
(2)
1 := [g
(1)
1 , g
(1)
1 ] = g
(1)
1 .
Lie algebra g1 admits a Levi-decomposition into the semi-direct sum
g1 = r⋉ s,
where r = Span
R
{Y1, · · · ,Y9} is the radical of g1 (the largest solvable ideal
contained in g1) and s = SpanR{Y10,Y11,Y12} is a semi-simple subalgebra
of g1. The radical r is uniquely defined but the semi-simple subalgebra s is
not. s as an algebra is isomorphic to 3−dimensional special orthogonal algebra
so(3) := {A ∈Mat(3× 3;R) |At = −A}, which is a simple algebra.
The radical r is solvable, with and
r(1) = Span
R
{Y1, · · · ,Y7}, r
(2) = Span
R
{Y1,Y2,Y3}, r
(3) = {0}.
It is semi-direct sum r = r(1) ⋉ g2, where g2 = SpanR{Y8,Y9} is isomorphic to
the two dimensional Abelian Lie algebra R2; i.e.
r = r(1) ⋉R2.
r(1) is semi-direct sum r(1) = r(2) ⋉ g3, where g3 = SpanR{Y4, · · · ,Y7} is
isomorphic to the four dimensional Abelian Lie algebraR4, and r(2) is isomorphic
to the three dimensional Abelian Lie algebra R3; i.e.
r(1) = R3 ⋉R4.
Theorem 4.. The symmetry algebra g of system (1) have the following structure
g ∼= R× (((R3 ⋉R4)⋉R2)⋉ so(3)).
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Theorem 5.. There is a normal Lie-subalgebra of symmetry Lie-group of system
(1) which is isomorphic to the Galilean group of R4:
Gal(4,R) =



 1 0 sv R y
0 0 1

 ∣∣∣ R ∈ O(3,R), s ∈ R, and y,v ∈ R3

 .
Therefore, the system (1) is invariant up to Galilean motions of space-times R4
(see [3]).
Proof. Let b = Span
R
{X1, · · · ,X7,X10,X11,X12}. Lie algebra structure of b
is as gal(3), the lie algebra of Galilean group Gal(4,R), and b an ideal of g.
Therefore, there is a Lie-subgroup of G such that its Lie-algebra is b, by the
Theorem 2.53 of Olver [6]. ✷
Conclusion 1.. g is semi-direct sum of
gal(4) ∼= SpanR{X1, · · · ,X7,X10,X11,X12}
and 3−dimensional Abelian algebra R3 ∼= Span{X8,X9,X13}.
5. Optimal system of sub-algebras
As is well known, the Lie group theoretic method plays an important role
in finding exact solutions and performing symmetry reductions of differential
equations. Since any linear combination of infinitesimal generators is also an
infinitesimal generator, there are always infinitely many different symmetry sub-
groups for the differential equation. So, a mean of determining which subgroups
would give essentially different types of solutions is necessary and significant for
a complete understanding of the invariant solutions. As any transformation in
the full symmetry group maps a solution to another solution, it is sufficient to
find invariant solutions which are not related by transformations in the full sym-
metry group, this has led to the concept of an optimal system [7]. The problem
of finding an optimal system of subgroups is equivalent to that of finding an
optimal system of subalgebras. For one-dimensional subalgebras, this classifica-
tion problem is essentially the same as the problem of classifying the orbits of
the adjoint representation. This problem is attacked by the naive approach of
taking a general element in the Lie algebra and subjecting it to various adjoint
transformations so as to simplify it as much as possible. The idea of using the
adjoint representation to classify group-invariant solutions was due to [7] and
[5].
The adjoint action is given by the Lie series
Ad(exp(sXi)Xj) = Xj − s[Xi,Xj] +
s2
2
[Xi, [Xi,Xj]]− · · · , (10)
where [Xi, Xj] is the commutator for the Lie algebra, s is a parameter, and
i, j = 1, · · · , 13. We can write the adjoint action for the Lie algebra g, and show
that
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Theorem 6.. A one-dimensional optimal system of (1) is given by
1) X = X8 +
∑13
i=9 aiXi,
2) X = a7X7 +X8 +X9 +
∑13
i=10 aiXi,
3) X = a6X6 + a7X7 +X8 +X9 +
∑13
i=11 aiXi,
4) X = a5X5 +X8 +X9 + a11Xi + a13X13,
5) X =
∑7
i=5 aiXi +X8 +X9 + a13X13,
6) X = a4X4 +X9 +
∑13
i=10 aiXi,
7) X = X4 + a5X5 + a8X8 +
∑13
i=10 aiXi,
8) X = X4 + a6X6 + a8X8 + a10X10 + a12X12 + a13X13,
9) X = X4 + a7X7 + a8X8 + a10X10 + a12X12 + a13X13,
10) X = X4 +
∑8
i=5 aiXi + a13X13,
11) X = X4 + a7X7 +
∑13
i=10 aiXi,
12) X = X7 +
∑13
i=10 aiXi,
13) X = a3X3 +
∑13
i=10 aiXi,
14) X = X4 + a6X6 +
∑13
i=11 aiXi,
15) X = X4 + a5X5 + a11X11 + a13X13,
16) X = X4 +
∑7
i=5 aiXi + a13X13,
17) X = X6 +
∑13
i=11 aiXi,
18) X = a2X2 +
∑13
i=11 aiXi,
19) X = a2X2 + a12X12 + a13X13,
20) X = X5 + a11X11 + a13X13,
21) X = a2X2 + a3X3 +X5 + a13X13,
22) X = a1X1 +X11 + a13X13,
23) X = a1X1 + a3X3 +X6 + a13X13,
24) X = a1X1 + a2X2 + a3X3 + a13X13,
25) X = X5 + a10X10 + a11X11 + a13X13,
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26) X = a3X3 +X10 + a11X11 + a13X13.
Proof: F (sXi) : g → g defined by X 7→ Ad(exp(sXi)X) is a linear map, for
i = 1, · · · , 13. The matrix MsXi of F (sXi), i = 1, · · · , 13, with respect to basis
{X1, · · · , X13} is

1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
−s 0 0 0 0 0 0 0 1 0 0 0 0
0 s 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 −s 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 −s 0 0 0 0 0 0 1 0 0 0 0
−s 0 0 0 0 0 0 0 0 1 0 0 0
0 0 −s 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 −s 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 s 0 0 0 0 0 0 0 0 1 0 0
s 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
−s 0 0 0 1 0 0 0 0 0 0 0 0
0 −s 0 0 0 1 0 0 0 0 0 0 0
0 0 −s 0 0 0 1 0 0 0 0 0 0
0 0 0 −s 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
s 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 s 0 0 1 0 0 0 0 0
0 0 0 0 −s 0 0 0 1 0 0 0 0
0 0 0 0 0 s 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 −s 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,
11


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 s 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 s 0 1 0 0 0 0 0
0 0 0 0 0 −s 0 0 1 0 0 0 0
0 0 0 0 −s 0 0 0 0 1 0 0 0
0 0 0 0 0 0 −s 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 s 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 s 1 0 0 0 0 0
0 0 0 0 0 0 −s 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 s 0 0 0 0 1 0 0
0 0 0 0 s 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 es 0 0 0 0 0 0 0 0 0
0 0 0 0 e−s 0 0 0 0 0 0 0 0
0 0 0 0 0 e−s 0 0 0 0 0 0 0
0 0 0 0 0 0 e−s 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


es 0 0 0 0 0 0 0 0 0 0 0 0
0 es 0 0 0 0 0 0 0 0 0 0 0
0 0 es 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 es 0 0 0 0 0 0 0 0
0 0 0 0 0 es 0 0 0 0 0 0 0
0 0 0 0 0 0 es 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


cos s − sin s 0 0 0 0 0 0 0 0 0 0 0
sin s cos s 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 cos s − sin s 0 0 0 0 0 0 0
0 0 0 0 sin s cos s 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 cos s sin s 0
0 0 0 0 0 0 0 0 0 0 − sin s cos s 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,
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

1 0 0 0 0 0 0 0 0 0 0 0 0
0 cos s sin s 0 0 0 0 0 0 0 0 0 0
0 − sin s cos s 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 cos s sin s 0 0 0 0 0 0
0 0 0 0 0 − sin s cos s 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 cos s 0 − sin s 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 sin s 0 cos s 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


cos s 0 sin s 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
− sin s 0 cos s 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 cos s 0 sin s 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 − sin s 0 cos s 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 cos s sin s 0 0
0 0 0 0 0 0 0 0 0 − sin s cos s 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,
and I13, respectively. Let X =
∑13
i=1 aiXi, then
F (s7.X7) ◦ F (s6.X6) ◦ · · · ◦ F (s1.X1) : X 7→
(s3a12 − s2a10 − s1a9 + a1 − s5s4a8 + s5a4 − s4a5).X1
+(−s6s4a8 + s3a11 − s2a9 + s1a10 + a2 + s6a4 − s4a6).X2
+(−s7s4a8 − s3a9 − s2a11 − s1a12 + a3 + s7a4 − s4a7).X3 (11)
+(a4 − s4a8).X4 + (−s6a10 − s5a9 + s5a8 + a5 + s7a12).X5
+(−s6a9 + s6a8 + s5a10 + a6 + s7a11).X6
+(s7a8 − s6a11 − s5a12 + a7 − s7a9).X7
+a8.X8 + a9.X9 + a10.X10 + a11.X11 + a12.X12 + a13.X13
If a8, and a9 6= 0, and a8 6= 2a9, then we can make the coefficients of
X1, · · · , X7 vanish. Scaling X if necessary, we can assume that a8 = 1. And X
is reduced to Case 1.
If a8 = a9 6= 0, and a10 6= 0, then we can make the coefficients of X1 · · · , X6
vanish. Scaling X if necessary, we can assume that a8 = 1. And X is reduced
to Case 2.
If a8 = a9 6= 0, a10 = 0, and a12 6= 0, then we can make the coefficients of
X1, · · · , X5, and X10 vanish. Scaling X if necessary, we can assume that a8 = 1.
And X is reduced to Case 3.
If a8 = a9 6= 0, a10 = a12 = 0, and a11 6= 0, then we can make the coefficients
of X1, · · · , X4, X6, X7, X10, and X12 vanish. Scaling X if necessary, we can
assume that a8 = 1. And X is reduced to Case 4.
If a8 = a9 6= 0, a10 = a11 = a12 = 0, then we can make the coefficients of
X1, · · · , X4, and X10, · · · , X11 vanish. Scaling X if necessary, we can assume
that a8 = 1. And X is reduced to Case 5.
If a8 = 0, and a9 6= 0, then we can make the coefficients of X1, · · · , X3, and
X5, · · · , X8 vanish. Scaling X if necessary, we can assume that a9 = 1. And X
13
is reduced to Case 6.
If a8 6= 0, a9 = 0, and a11 6= 0, then we can make the coefficients of
X1, · · · , X3, and X6, X7, and X9 vanish. And X is reduced to Case 7.
If a8 6= 0, a9 = a11 = 0, and a12 6= 0, then we can make the coefficients of
X1, · · · , X3, and X5, X7, X9, and X11 vanish. And X is reduced to Case 8.
If a8 6= 0, a9 = a11 = a12 = 0, and a10 6= 0, then we can make the coefficients
of X1, · · · , X3, and X5, X6, X9, and X11 vanish. And X is reduced to Case 9.
If a8 6= 0, and a9 = a10 = a11 = a12 = 0, then we can make the coefficients
of X1, · · · , X3, and X9, · · · , X12 vanish. And X is reduced to Case 10.
If a8 = a9 = 0, a4 6= 0, and a10 6= 0, then we can make the coefficients of
X1, · · · , X3, X5, X6, X8, and X9 vanish. Scaling X if necessary, we can assume
that a4 = 1. And X is reduced to Case 11.
If a4 = a8 = a9 = 0, a10 6= 0, a12 6= 0, and a6a12 + a7a10 6= a5a11, then
we can make the coefficients of X1, · · · , X6, X8, and X9 vanish. Scaling X if
necessary, we can assume that a7 = 1. And X is reduced to Case 12.
If a4 = a8 = a9 = 0, a10 6= 0, a12 6= 0, and a6a12 + a7a10 = a5a11, then we
can make the coefficients of X1, X2, and X4, · · · , X9 vanish. And X is reduced
to Case 13.
If a8 = a9 = a10 = 0, and a4 6= 0, then we can make the coefficients of
X1, · · · , X3, X5, and X7, · · · , X10 vanish. Scaling X if necessary, we can assume
that a4 = 1. And X is reduced to Case 14.
If a8 = · · · = a10 = 0, a12 = 0, a4 6= 0, and a11 6= 0, then we can make the
coefficients of X1, · · · , X3, and X8, · · · , X10 vanish. Scaling X if necessary, we
can assume that a4 = 1. And X is reduced to Case 15.
If a8 = · · · = a12 = 0, and a4 6= 0, then we can make the coefficients of
X1, · · · , X3, and X8, · · · , X10 vanish. Scaling X if necessary, we can assume
that a4 = 1. And X is reduced to Case 16.
If a4 = a8 = a9 = a10 = 0, a12 6= 0, and a5a11 6= a6a12, then we can make
the coefficients of X1, · · · , X5, and X7, · · · , X10 vanish. Scaling X if necessary,
we can assume that a6 = 1. And X is reduced to Case 17.
If a4 = a8 = a9 = a10 = 0, a12 6= 0, a5a11 = a6a12, and a6 6= 0, then we can
make the coefficients of X1, · · · , X5, and X7, · · · , X10 vanish. And X is reduced
to Case 18.
If a4 = a6 = a8 = a9 = a10 = 0, a12 6= 0, a5a11 = a6a12, and a6 6= 0, then
we can make the coefficients of X1, · · · , X5, and X7, · · · , X10 vanish. And X is
reduced to Case 18.
If a4 = a6 = a8 = · · · = a11 = 0, a12 6= 0, a5a11 = a6a12, a6 6= 0, and a5 6= 0,
then we can make the coefficients of X1, and X3, · · · , X11 vanish. And X is
reduced to Case 19.
If a4 = a8 = a9 = a10 = a12 = 0, a5 6= 0, and a11 6= 0, then we can make the
coefficients of X1, · · · , a4, X6, · · · , X10, and a12 vanish. Scaling X if necessary,
we can assume that a5 = 1. And X is reduced to Case 20.
If a4 = a8 = · · · = a12 = 0, and a5 6= 0, then we can make the coefficients
of X1, a4, and X8, · · · , X12 vanish. Scaling X if necessary, we can assume that
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a5 = 1. And X is reduced to Case 21.
If a4 = a5 = a8 = a9 = a10 = a12 = 0, and a11 6= 0, then we can make
the coefficients of X2, · · · , X10 and a12 vanish. Scaling X if necessary, we can
assume that a11 = 1. And X is reduced to Case 22.
If a4 = a5 = a8 = · · · = a12 = 0, and a6 6= 0, then we can make the
coefficients of X2, a5, and X7, · · · , X12 vanish. Scaling X if necessary, we can
assume that a6 = 1. And X is reduced to Case 23.
If a4 = a5 = a6 = 0, and a8 = · · · = a12 = 0, then we can make the
coefficients of X4, · · · , X12 vanish. And X is reduced to Case 24.
If a4 = a8 = a9 = a12 = 0, a10 6= 0, and a7a10 6= a5a11, then we can make
the coefficients of X1, · · · , X4, X6, · · · , X9, and a12 = 0 vanish. Scaling X if
necessary, we can assume that a5 = 1. And X is reduced to Case 25.
If a4 = a8 = a9 = a12 = 0, a7a10 = a5a11, and a10 6= 0, then we can make
the coefficients of X1, · · · , X4, X6, · · · , X9, and a12 = 0 vanish. Scaling X if
necessary, we can assume that a10 = 1. And X is reduced to Case 26. And the
Theorem follows. ✷
According to our optimal system of one-dimensional subalgebras of the full
symmetry algebra g, we need only find group-invariant solutions for 26 one-
parameter subgroups generated by X as Theorem 6. For example, as a direct
consequence of Theorem 3 and case 1 of Theorem 6, we deduce the following
conclusion:
Conclusion 2. Let s, c1, · · · , c6 ∈ R with c1, c2, and c6 6= 0, and s be sufficiently
small. Then, if
u = U(t, x, y, z), v = V (t, x, y, z), w =W (t, x, y, z),
p = P (t, x, y, z), q = Q(t, x, y, z),
is a solution of the system (1), so are the functions
u˜ = cs1c
−s
2
(
cos(c3s) cos(c5s)− sin(c3s) sin(c4s) sin(c5s)
)
.U(t˜, x˜, y˜, z˜)
−cs1c
−s
2
(
sin(c3s) cos(c5s) + cos(c3s) sin(c4s) cos(c5s)
)
.V (t˜, x˜, y˜, z˜)
+cs1c
−s
2 cos(c4s) sin(c5s).W (t˜, x˜, y˜, z˜),
v˜ = cs1c
−s
2 sin(c3s) cos(c4s).U(t˜, x˜, y˜, z˜)
+cs1c
−s
2 cos(c3s) cos(c4s).V (t˜, x˜, y˜, z˜)
+cs1c
−s
2 . sin(c4s).W (t˜, x˜, y˜, z˜),
w˜ = −cs1c
−s
2
(
cos(c3s) sin(c5s) + sin(c3s) sin(c4s) cos(c5s)
)
.U(t˜, x˜, y˜, z˜)
+cs1c
−s
2
(
sin(c3s) sin(c5s)− cos(c3s) sin(c4s) cos(c5s)
)
.V (t˜, x˜, y˜, z˜)
+cs1c
−s
2 cos(c4s) cos(c5s).W (t˜, x˜, y˜, z˜),
p˜ = c−s6 .P (t˜, x˜, y˜, z˜),
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q˜ = c−2s1 c
2s
2 c
−s
6 .Q(t˜, x˜, y˜, z˜),
where t˜ = cs1.t, and
x˜ = cs2
(
sin(c5s) sin(c4s) sin(c3s) + cos(c5s) cos(c3s)
)
.x
+cs2
(
sin(c3s) cos(c5s)− cos(c3s) sin(c4s) sin(c5s)
)
.y
−cs2 cos(c4s) sin(c5s).z,
y˜ = −cs2 sin(c3s) cos(c4s).x+ (c2s) cos(c3s) cos(c4s).y − c
s
2 sin(c4s).z,
z˜ = cs2
(
cos(c3s) sin(c5s)− sin(c3s) sin(c4s) cos(c5s)
)
.x
+cs2
(
cos(c3s) sin(c4s) cos(c5s) + sin(c3s) sin(c5s)
)
.y
+cs2 cos(c4s) cos(c5s).z.
The construction of the group-invariant solutions for each of the one-dimensional
subgroups in the optimal system proceeds in the same fashion.
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Abstract
In this paper, the equations governing the unsteady flow of a perfect
polytropic gas in three space dimensions are considered. The basic sim-
ilarity reductions for this system are performed. Reduced equations and
exact solutions associated with the symmetries are obtained. This results
is used to give the invariance of system up to Galilean motions of space-
times R4. Then, an optimal system of one-dimensional sub-algebras for
symmetry algebra of this system is given.
Keywords: Euler equations, Lie group of transformations, Symmetry
generators, Similarity solution, optimal system of Lie sub-algebras.
Mathematics Subject Classification: 35C05, 76M60.
1 Introduction
The equations governing the unsteady flow of a perfect polytropic gas in
three space dimensions are
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
+
1
q
∂p
∂x
= 0,
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
+
1
q
∂p
∂y
= 0,
∂w
∂t
+ u
∂w
∂x
+ v
∂w
∂y
+ w
∂w
∂z
+
1
q
∂p
∂z
= 0, (1)
∂q
∂t
+ q
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
+ u
∂q
∂x
+ v
∂q
∂y
+ w
∂q
∂z
= 0,
∂p
∂t
+ γp
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
+ u
∂p
∂x
+ v
∂p
∂y
+ w
∂p
∂z
= 0.
where t is the time and x, y, z are the space coordinates; q(t, x, y, z) is the
density, p(t, x, y, z) the pressure, u(t, x, y, z), v(t, x, y, z) and w(t, x, y, z)
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the velocity components in the x, y and z directions, respectively, and γ ∈
R is the adiabatic index. These equations are called ”three dimensional
Euler equations of gas dynamics” [8] and section 6.3 of [9].
In this paper, we consider the equations governing the unsteady flow
of a perfect polytropic gas in three space dimensions. The basic similarity
reductions for this system are performed. Reduced equations and exact
solutions associated with the symmetries are obtained. We find an opti-
mal system of one-dimensional sub-algebras for symmetry algebra of this
system.
In section 2 we find the full symmetry algebra of system (1). Chapter
3 is devoted to the group-invariant solutions to the system. The structure
of full symmetry algebra illustrated in section. The last section deals with
a optimal system of sub-algebras.
2 Lie symmetry of the system
The classical method for finding symmetry reductions of PDE is the Lie
group method of infinitesimal transformations. To apply the classical
method to (1), we consider the one-parameter Lie group of infinitesimal
transformations in (t, x, y, z, u, v, p, q) given by
t˜ = t+ s.ξ1(t, x, y, z, u, v, p, q) +O(s
2),
x˜ = x+ s.ξ2(t, x, y, z, u, v, p, q) +O(s
2),
y˜ = y + s.ξ3(t, x, y, z, u, v, p, q) +O(s
2),
z˜ = z + s.ξ4(t, x, y, z, u, v, p, q) +O(s
2),
u˜ = u+ s.η1(t, x, y, z, u, v, p, q) +O(s
2), (2)
v˜ = v + s.η2(t, x, y, z, u, v, p, q) +O(s
2),
w˜ = w + s.η3(t, x, y, z, u, v, p, q) +O(s
2),
p˜ = p+ s.η4(t, x, y, z, u, v, p, q) +O(s
2),
q˜ = q + s.η5(t, x, y, z, u, v, p, q) +O(s
2).
where s is the group parameter. One requires that this transformation
leaves the sub-manifold S invariant. Let
X = ξ1 ∂t + ξ2 ∂x + ξ3 ∂y + ξ4 ∂z + η1 ∂u + η2 ∂v + η3 ∂w + η4 ∂p + η5 ∂q
be the corresponding infinitesimal transformation; where coefficients are
real-valued C∞−functions of t, x, y, z, u, v, w, p, q. The infinitesimal crite-
rion of invariance (1) will thus involve t, x, y, z, u, v, w, p, q and the deriva-
tives of u, v, w, p, q with respect to t, x, y, z, as well as ξi, i = 1, 2, 3, 4, and
ηj , j = 1, 2, 3, 4, 5, and their partial derivatives. After eliminating any de-
pendencies among the derivatives of the m’s caused by the system itself,
we can then equate the coefficients of the remaining unconstrained partial
derivatives of u to zero. This will result in a large number of elementary
partial differential equations for the coefficient functions ξi, ηj of the in-
finitesimal generator, called the determining equations for the symmetry
2
group of the given system. In this case, we find the determining equations
for the symmetry group of the system (1) to be the following:
ξ1,t2 = ξ1,x = ξ1,y = ξ1,z = ξ1,u = ξ1,v = ξ1,w = ξ1,q = ξ1,p = 0,
ξ2,x = ξ2,u = ξ2,v = ξ2,w = ξ2,q = ξ2,p = ξ2,t2 = ξ2,ty = ξ2,y2 = 0,
ξ3,y = ξ3,u = ξ3,v = ξ3,w = ξ3,q = ξ3,p = ξ3,t2 = 0, (3)
ξ4,z = ξ4,w = ξ4,q = ξ4,p = 0,
ξ4,t2 = ξ4,tx = ξ4,ty = ξ4,x2 = ξ4,xy = ξ4,y2 = 0,
ξ3,x = ξ2,y , ξ3,z + ξ4,y = 0, ξ4,v = ξ4,u, ξ2,z + ξ4,x = 0,
and
η1 = −uξ1,t + ξ2,t + vξ2,y −wξ4,x,
η2 = −wξ4,y + ξ3,t − uξ2,y − vξ1,t,
η3 = uξ4,x + ξ4,t + vξ4,y − wξ1,t, (4)
η4 = qη5/p+ 2qξ1,t,
η5,t = η5,x = η5,y = η5,z = η5,u = η5,v = η5,w = η5,q = 0,
η5 = pη5,p.
First, equations (3) require that ξis are just
ξ1 = a1t+ a2,
ξ2 = a3t+ a4x+ a5y + a6z + a7,
ξ3 = a8t− a5x+ a4y + a9z + a10, (5)
ξ4 = a11t− a6x− a9y + a4z + a12,
where a1, · · · , a12 are arbitrary constants. Then, equations (4) and (5)
requires that
η1 = (a4 − a1)u+ a5v − a6w + a3,
η2 = −a5u+ (a4 − a1)v + a4w + a8,
η3 = −a6u− a9v + (a4 − a1)w + a11, (6)
η4 = (2a1 − 2a4 + a13)q,
η5 = a13p,
where a13 is an arbitrary constant. Therefore
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Theorem 1. The Lie algebra of infinitesimal symmetries of the system
(1) is spanned by the 13 vector fields
X1 = ∂x,
X2 = ∂y, (shifts of origin)
X3 = ∂z,
X4 = ∂t,
X5 = t ∂x + ∂u,
X6 = t ∂y + ∂v, (uniformly frame motions)
X7 = t ∂z + ∂w,
X8 = t ∂t − u ∂u − v ∂v − w ∂w + 2q ∂q,
X9 = x∂x + y ∂y + z ∂z + u ∂u + v ∂v + w ∂w − 2r ∂r,
X10 = y ∂x − x∂y + v ∂u − u ∂v,
X11 = −z ∂y + y ∂z − w ∂v + v ∂w, (rotations of reference frame)
X12 = −z ∂x + x∂z −w ∂u + u ∂w,
X13 = q ∂q + p ∂p,
(7)
These infinitesimal symmetries will generate a Lie algebra g over the field
of real or complex numbers. The commutator table of Lie algebra g for (1)
is given below, where the entry in the ith row and jth column is defined
as [Xi, Xj ] = Xi.Xj −Xj .Xi, i, j = 1, · · · , 13.
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13
X1 0 0 0 0 0 0 0 0 X1 −X2 0 X3 0
X2 0 0 0 0 0 0 0 0 X2 X1 X3 0 0
X3 0 0 0 0 0 0 0 0 X3 0 −X2 −X1 0
X4 0 0 0 0 X1 X2 X3 X4 0 0 0 0 0
X5 0 0 0 −X1 0 0 0 −X5 X5 −X6 0 X7 0
X6 0 0 0 −X2 0 0 0 −X6 X6 X5 X7 0 0
X7 0 0 0 −X3 0 0 0 −X7 X7 0 −X6 −X5 0
X8 0 0 0 −X4 X5 X6 X7 0 0 0 0 0 0
X9 −X1 −X2 −X3 0 −X5 −X6 −X7 0 0 0 0 0 0
X10 X2 −X1 0 0 X6 −X5 0 0 0 0 −X12 X11 0
X11 0 −X3 X2 0 0 −X7 X6 0 0 X12 0 −X10 0
X12 −X3 0 X1 0 −X7 0 X5 0 0 −X11 X10 0 0
X13 0 0 0 0 0 0 0 0 0 0 0 0 0
3 Reduction of the system
Now, we look at the group-invariant solutions to the system (1).
The system (1) is a sub-manifold M of jet space J2(R4,R5) defined
by the following equations
ut + uux + vuy + wuz + px/q = 0,
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vt + uvx + vvy +wvz + py/q = 0,
wt + uwx + vwy + wwz + pz/q = 0, (8)
qt + q (ux + vy + wz) + uqx + vqy + wqz = 0,
pt + γ p (ux + vy + wz) + upx + vpy + wpz = 0.
Doing as section 3.1 of [6] and find (in a sense) the most general group-
invariant solutions to the system (1).
Theorem 2. The one-parameter groups gi(s) : M → M generated by
the Xi, i = 1, · · · , 13 are given in the following table:
g1 :
(
t, x+ s, y, z, u, v, w, p, q
)
g2 :
(
t, x, y + s, z, u, v, w, p, q
)
g3 :
(
t, x, y, z + s, u, v, w, p, q
)
g4 :
(
t+ s, x, y, z, u, v, w, p, q
)
g5 :
(
t, x+ st, y, z, u+ s, v, w, p, q
)
g6 :
(
t, x, y + st, z, u, v + s, w, p, q
)
g7 :
(
t, x, y, z + st, u, v, w + s, p, q
)
(9)
g8 :
(
est, x, y, z, e−su, e−sv, e−sw, p, e2sq
)
g9 :
(
t, esx, esy, esz, esu, esv, esw, p, e−2sq
)
g10 :
(
t, x cos s+ y sin s, y cos s− x sin s, z,
v sin s+ u cos s, v cos s− u sin s, w, p, q
)
g11 :
(
t, x, y cos s− z sin s, z cos s+ y sin s,
u, v cos s−w sin s, w cos s+ v sin s, p, q
)
g12 :
(
t, x cos s− z sin s, y, x sin s+ z cos s,
u cos s− w sin s, v, w cos s+ u sin s, p, q
)
g13 :
(
t, x, y, z, u, v, w, esp, esq
)
Where, entries give the transformed point
exp(sXi)(t, x, y, z, u, v, w, p, q) = (t˜, x˜, y˜, z˜, u˜, v˜, w˜, p˜, q˜).
Since each group gi, i = 1, · · · , 13, is a symmetry group of (1), then
Theorem 3. Let i = 1, · · · , 13, s ∈ R, and λ ∈ R− {0}. If
u = U(t, x, y, z), v = V (t, x, y, z), w = W (t, x, y, z),
p = P (t, x, y, z), q = Q(t, x, y, z),
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is a solution of the system (1), so are the functions
u(i) = U (i)(t, x, y, z), v(i) = V (i)(t, x, y, z), w(i) = W (i)(t, x, y, z),
p(i) = P (i)(t, x, y, z), q(i) = Q(i)(t, x, y, z),
where
u(1) = U
(
t, x+ s, y, z
)
, u(2) = U
(
t, x, y + s, z
)
,
v(1) = V
(
t, x+ s, y, z
)
, v(2) = V
(
t, x, y + s, z
)
,
w(1) = W
(
t, x+ s, y, z
)
, w(2) = W
(
t, x, y + s, z
)
,
p(1) = P
(
t, x+ s, y, z
)
, p(2) = P
(
t, x, y + s, z
)
,
q(1) = Q
(
t, x+ s, y, z
)
. q(2) = Q
(
t, x, y + s, z
)
.
u(3) = U
(
t, x, y, z + s
)
, u(4) = U
(
t+ s, x, y, z
)
,
v(3) = V
(
t, x, y, z + s
)
, v(4) = V
(
t+ s, x, y, z
)
,
w(3) = W
(
t, x, y, z + s
)
, w(4) = W
(
t+ s, x, y, z
)
,
p(3) = P
(
t, x, y, z + s
)
, p(4) = P
(
t+ s, x, y, z
)
,
q(3) = Q
(
t, x, y, z + s
)
. q(4) = Q
(
t+ s, x, y, z
)
.
u(5) = U
(
t, x+ st, y, z
)
− s, u(6) = U
(
t, x, y + st, z
)
,
v(5) = V
(
t, x+ st, y, z
)
, v(6) = V
(
t, x, y + st, z
)
− s,
w(5) = W
(
t, x+ st, y, z
)
, w(6) = W
(
t, x, y + st, z
)
,
p(5) = P
(
t, x+ st, y, z
)
, p(6) = P
(
t, x, y + st, z
)
,
q(5) = Q
(
t, x+ st, y, z
)
. q(6) = Q
(
t, x, y + st, z
)
.
u(7) = U
(
t, x, y, z + st
)
, u(8) = λ.U
(
λ.t, x, y, z
)
,
v(7) = V
(
t, x, y, z + st
)
, v(8) = λ.V
(
λ.t, x, y, z
)
,
w(7) = W
(
t, x, y, z + st
)
− s, w(8) = λ.W
(
λ.t, x, y, z
)
,
p(7) = P
(
t, x, y, z + st
)
, p(8) = P
(
λ.t, x, y, z
)
,
q(7) = Q
(
t, x, y, z + st
)
. q(8) = 1
λ2
.Q
(
λ.t, x, y, z
)
.
u(9) = 1
λ
.U
(
t, λ.x, λ.y, λ.z
)
, u(13) = U
(
t, x, y, z
)
,
v(9) = 1
λ
.V
(
t, λ.x, λ.y, λ.z
)
, v(13) = V
(
t, x, y, z
)
,
w(9) = 1
λ
.W
(
t, λ.x, λ.y, λ.z
)
, w(13) = W
(
t, x, y, z
)
,
p(9) = P
(
t, λ.x, λ.y, λ.z
)
, p(13) = λ.P
(
t, x, y, z
)
,
q(9) = λ2.Q
(
t, λ.x, λ.y, λ.z
)
. q(13) = λ.Q
(
t, x, y, z
)
.
u(10) = cos s.U
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
− sin s.V
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
,
v(10) = sin s.U
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
+cos s.V
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
,
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w(10) = W
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
,
p(10) = P
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
,
q(10) = Q
(
t, x cos s+ y sin s, y cos s− x sin s, z
)
.
u(11) = U
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
,
v(11) = cos s.V
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
+sin s.W
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
,
w(11) = cos s.W
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
− sin s.V
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
,
p(11) = P
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
,
q(11) = Q
(
t, x, y cos s− z sin s, z cos s+ y sin s
)
.
u(12) = cos s.U
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
+sin s.W
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
,
v(12) = V
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
,
w(12) = cos s.W
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
− sin s.U
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
,
p(12) = P
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
,
q(12) = Q
(
t, x cos s− z sin s, y, x sin s+ z cos s
)
.
4 Structure of Lie algebra g
In this section, we determine the structure of full symmetry algebra g. of
system (1).
The center z of g is SpanR{X13}. Therefore, the quotient algebra
g1 := g/z is SpanR{Y1, · · · ,Y12}; where Yi := Xi + z, i = 1, · · · , 12.
The commutator table of Lie algebra g1 is given below, where the entry
in the ith row and jth column is defined as [Yi, Yj ] = Yi.Yj − Yj .Yi,
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i, j = 1, · · · , 12.
Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8 Y9 Y10 Y11 Y12
Y1 0 0 0 0 0 0 0 0 Y1 −Y2 0 Y3
Y2 0 0 0 0 0 0 0 0 Y2 Y1 Y3 0
Y3 0 0 0 0 0 0 0 0 Y3 0 −Y2 −Y1
Y4 0 0 0 0 Y1 Y2 Y3 Y4 0 0 0 0
Y5 0 0 0 −Y1 0 0 0 −Y5 Y5 −Y6 0 Y7
Y6 0 0 0 −Y2 0 0 0 −Y6 Y6 Y5 Y7 0
Y7 0 0 0 −Y3 0 0 0 −Y7 Y7 0 −Y6 −Y5
Y8 0 0 0 −Y4 Y5 Y6 Y7 0 0 0 0 0
Y9 −Y1 −Y2 −Y3 0 −Y5 −Y6 −Y7 0 0 0 0 0
Y10 Y2 −Y1 0 0 Y6 −Y5 0 0 0 0 −Y12 Y11
Y11 0 −Y3 Y2 0 0 −Y7 Y6 0 0 Y12 0 −Y10
Y12 −Y3 0 Y1 0 −Y7 0 Y5 0 0 −Y11 Y10 0
The algebra g1 is not solvable, because
g
(1)
1 := [g1, g1] = SpanR{Y1, · · · ,Y10}, and g
(2)
1 := [g
(1)
1 , g
(1)
1 ] = g
(1)
1 .
Lie algebra g1 admits a Levi-decomposition into the semi-direct sum
g1 = r⋉ s,
where r = SpanR{Y1, · · · ,Y9} is the radical of g1 (the largest solvable
ideal contained in g1) and s = SpanR{Y10,Y11,Y12} is a semi-simple
subalgebra of g1. The radical r is uniquely defined but the semi-simple
subalgebra s is not. s as an algebra is isomorphic to 3−dimensional special
orthogonal algebra so(3) := {A ∈ Mat(3 × 3;R) |At = −A}, which is a
simple algebra.
The radical r is solvable, with and
r(1) = SpanR{Y1, · · · ,Y7}, r
(2) = SpanR{Y1,Y2,Y3}, r
(3) = {0}.
It is semi-direct sum r = r(1) ⋉ g2, where g2 = SpanR{Y8,Y9} is isomor-
phic to the two dimensional Abelian Lie algebra R2; i.e.
r = r(1) ⋉R2.
r(1) is semi-direct sum r(1) = r(2)⋉g3, where g3 = SpanR{Y4, · · · ,Y7}
is isomorphic to the four dimensional Abelian Lie algebra R4, and r(2) is
isomorphic to the three dimensional Abelian Lie algebra R3; i.e.
r(1) = R3 ⋉R4.
Theorem 4. The symmetry algebra g of system (1) have the following
structure
g ∼= R × (((R
3
⋉R
4)⋉R2)⋉ so(3)).
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Theorem 5. There is a normal Lie-subalgebra of symmetry Lie-group
of system (1) which is isomorphic to the Galilean group of R4:
Gal(4,R) =
{(
1 0 s
v R y
0 0 1
) ∣∣∣ R ∈ O(3,R), s ∈ R, and y,v ∈ R3
}
.
Therefore, the system (1) is invariant up to Galilean motions of space-
times R4 (see [3]).
Proof. Let b = SpanR{X1, · · · ,X7,X10,X11,X12}. Lie algebra structure
of b is as gal(3), the lie algebra of Galilean group Gal(4,R), and b an ideal
of g. Therefore, there is a Lie-subgroup of G such that its Lie-algebra is
b, by the Theorem 2.53 of Olver [6]. ✷
Conclusion 1. g is semi-direct sum of
gal(4) ∼= SpanR{X1, · · · ,X7,X10,X11,X12}
and 3−dimensional Abelian algebra R3 ∼= Span{X8,X9,X13}.
5 Optimal system of sub-algebras
As is well known, the Lie group theoretic method plays an important role
in finding exact solutions and performing symmetry reductions of differen-
tial equations. Since any linear combination of infinitesimal generators is
also an infinitesimal generator, there are always infinitely many different
symmetry subgroups for the differential equation. So, a mean of deter-
mining which subgroups would give essentially different types of solutions
is necessary and significant for a complete understanding of the invariant
solutions. As any transformation in the full symmetry group maps a solu-
tion to another solution, it is sufficient to find invariant solutions which are
not related by transformations in the full symmetry group, this has led to
the concept of an optimal system [7]. The problem of finding an optimal
system of subgroups is equivalent to that of finding an optimal system of
subalgebras. For one-dimensional subalgebras, this classification problem
is essentially the same as the problem of classifying the orbits of the ad-
joint representation. This problem is attacked by the naive approach of
taking a general element in the Lie algebra and subjecting it to various
adjoint transformations so as to simplify it as much as possible. The idea
of using the adjoint representation to classify group-invariant solutions
was due to [7] and [5].
The adjoint action is given by the Lie series
Ad(exp(sXi)Xj) = Xj − s[Xi,Xj] +
s2
2
[Xi, [Xi,Xj]]− · · · , (10)
where [Xi, Xj ] is the commutator for the Lie algebra, s is a parameter,
and i, j = 1, · · · , 13. We can write the adjoint action for the Lie algebra
g, and show that
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Theorem 6. A one-dimensional optimal system of (1) is given by
1) X = X8 +
∑13
i=9
aiXi,
2) X = a7X7 +X8 +X9 +
∑13
i=10
aiXi,
3) X = a6X6 + a7X7 +X8 +X9 +
∑13
i=11
aiXi,
4) X = a5X5 +X8 +X9 + a11Xi + a13X13,
5) X =
∑7
i=5
aiXi +X8 +X9 + a13X13,
6) X = a4X4 +X9 +
∑13
i=10
aiXi,
7) X = X4 + a5X5 + a8X8 +
∑13
i=10
aiXi,
8) X = X4 + a6X6 + a8X8 + a10X10 + a12X12 + a13X13,
9) X = X4 + a7X7 + a8X8 + a10X10 + a12X12 + a13X13,
10) X = X4 +
∑8
i=5
aiXi + a13X13,
11) X = X4 + a7X7 +
∑13
i=10
aiXi,
12) X = X7 +
∑13
i=10
aiXi,
13) X = a3X3 +
∑13
i=10
aiXi,
14) X = X4 + a6X6 +
∑13
i=11
aiXi,
15) X = X4 + a5X5 + a11X11 + a13X13,
16) X = X4 +
∑7
i=5
aiXi + a13X13,
17) X = X6 +
∑13
i=11
aiXi,
18) X = a2X2 +
∑13
i=11
aiXi,
19) X = a2X2 + a12X12 + a13X13,
20) X = X5 + a11X11 + a13X13,
21) X = a2X2 + a3X3 +X5 + a13X13,
22) X = a1X1 +X11 + a13X13,
23) X = a1X1 + a3X3 +X6 + a13X13,
24) X = a1X1 + a2X2 + a3X3 + a13X13,
25) X = X5 + a10X10 + a11X11 + a13X13,
26) X = a3X3 +X10 + a11X11 + a13X13.
Proof: F (sXi) : g → g defined by X 7→ Ad(exp(sXi)X) is a linear map,
for i = 1, · · · , 13. The matrix MsXi of F (sXi), i = 1, · · · , 13, with respect
to basis {X1, · · · , X13} is

1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
−s 0 0 0 0 0 0 0 1 0 0 0 0
0 s 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 −s 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,
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

1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 −s 0 0 0 0 0 0 1 0 0 0 0
−s 0 0 0 0 0 0 0 0 1 0 0 0
0 0 −s 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 −s 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 s 0 0 0 0 0 0 0 0 1 0 0
s 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
−s 0 0 0 1 0 0 0 0 0 0 0 0
0 −s 0 0 0 1 0 0 0 0 0 0 0
0 0 −s 0 0 0 1 0 0 0 0 0 0
0 0 0 −s 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
s 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 s 0 0 1 0 0 0 0 0
0 0 0 0 −s 0 0 0 1 0 0 0 0
0 0 0 0 0 s 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 −s 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 s 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 s 0 1 0 0 0 0 0
0 0 0 0 0 −s 0 0 1 0 0 0 0
0 0 0 0 −s 0 0 0 0 1 0 0 0
0 0 0 0 0 0 −s 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,
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

1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 s 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 s 1 0 0 0 0 0
0 0 0 0 0 0 −s 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 s 0 0 0 0 1 0 0
0 0 0 0 s 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 es 0 0 0 0 0 0 0 0 0
0 0 0 0 e−s 0 0 0 0 0 0 0 0
0 0 0 0 0 e−s 0 0 0 0 0 0 0
0 0 0 0 0 0 e−s 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


es 0 0 0 0 0 0 0 0 0 0 0 0
0 es 0 0 0 0 0 0 0 0 0 0 0
0 0 es 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 es 0 0 0 0 0 0 0 0
0 0 0 0 0 es 0 0 0 0 0 0 0
0 0 0 0 0 0 es 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


cos s − sin s 0 0 0 0 0 0 0 0 0 0 0
sin s cos s 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 cos s − sin s 0 0 0 0 0 0 0
0 0 0 0 sin s cos s 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 cos s sin s 0
0 0 0 0 0 0 0 0 0 0 − sin s cos s 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,


1 0 0 0 0 0 0 0 0 0 0 0 0
0 cos s sin s 0 0 0 0 0 0 0 0 0 0
0 − sin s cos s 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 cos s sin s 0 0 0 0 0 0
0 0 0 0 0 − sin s cos s 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 cos s 0 − sin s 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 sin s 0 cos s 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,
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

cos s 0 sin s 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
− sin s 0 cos s 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 cos s 0 sin s 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 − sin s 0 cos s 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 cos s sin s 0 0
0 0 0 0 0 0 0 0 0 − sin s cos s 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1


,
and I13, respectively. Let X =
∑13
i=1
aiXi, then
F (s7.X7) ◦ F (s6.X6) ◦ · · · ◦ F (s1.X1) : X 7→
(s3a12 − s2a10 − s1a9 + a1 − s5s4a8 + s5a4 − s4a5).X1
+(−s6s4a8 + s3a11 − s2a9 + s1a10 + a2 + s6a4 − s4a6).X2
+(−s7s4a8 − s3a9 − s2a11 − s1a12 + a3 + s7a4 − s4a7).X3 (11)
+(a4 − s4a8).X4 + (−s6a10 − s5a9 + s5a8 + a5 + s7a12).X5
+(−s6a9 + s6a8 + s5a10 + a6 + s7a11).X6
+(s7a8 − s6a11 − s5a12 + a7 − s7a9).X7
+a8.X8 + a9.X9 + a10.X10 + a11.X11 + a12.X12 + a13.X13
If a8, and a9 6= 0, and a8 6= 2a9, then we can make the coefficients of
X1, · · · , X7 vanish. Scaling X if necessary, we can assume that a8 = 1.
And X is reduced to Case 1.
If a8 = a9 6= 0, and a10 6= 0, then we can make the coefficients of
X1 · · · , X6 vanish. Scaling X if necessary, we can assume that a8 = 1.
And X is reduced to Case 2.
If a8 = a9 6= 0, a10 = 0, and a12 6= 0, then we can make the coefficients
of X1, · · · , X5, and X10 vanish. Scaling X if necessary, we can assume that
a8 = 1. And X is reduced to Case 3.
If a8 = a9 6= 0, a10 = a12 = 0, and a11 6= 0, then we can make the
coefficients of X1, · · · , X4, X6, X7, X10, and X12 vanish. Scaling X if
necessary, we can assume that a8 = 1. And X is reduced to Case 4.
If a8 = a9 6= 0, a10 = a11 = a12 = 0, then we can make the coefficients
of X1, · · · , X4, and X10, · · · , X11 vanish. Scaling X if necessary, we can
assume that a8 = 1. And X is reduced to Case 5.
If a8 = 0, and a9 6= 0, then we can make the coefficients of X1, · · · , X3,
andX5, · · · , X8 vanish. Scaling X if necessary, we can assume that a9 = 1.
And X is reduced to Case 6.
If a8 6= 0, a9 = 0, and a11 6= 0, then we can make the coefficients of
X1, · · · , X3, and X6, X7, and X9 vanish. And X is reduced to Case 7.
If a8 6= 0, a9 = a11 = 0, and a12 6= 0, then we can make the coefficients
of X1, · · · , X3, and X5, X7, X9, and X11 vanish. And X is reduced to
Case 8.
If a8 6= 0, a9 = a11 = a12 = 0, and a10 6= 0, then we can make the
coefficients of X1, · · · , X3, and X5, X6, X9, and X11 vanish. And X is
reduced to Case 9.
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If a8 6= 0, and a9 = a10 = a11 = a12 = 0, then we can make the
coefficients of X1, · · · , X3, and X9, · · · , X12 vanish. And X is reduced to
Case 10.
If a8 = a9 = 0, a4 6= 0, and a10 6= 0, then we can make the coefficients
of X1, · · · , X3, X5, X6, X8, and X9 vanish. Scaling X if necessary, we can
assume that a4 = 1. And X is reduced to Case 11.
If a4 = a8 = a9 = 0, a10 6= 0, a12 6= 0, and a6a12+a7a10 6= a5a11, then
we can make the coefficients of X1, · · · , X6, X8, and X9 vanish. Scaling
X if necessary, we can assume that a7 = 1. And X is reduced to Case 12.
If a4 = a8 = a9 = 0, a10 6= 0, a12 6= 0, and a6a12+a7a10 = a5a11, then
we can make the coefficients of X1, X2, and X4, · · · , X9 vanish. And X is
reduced to Case 13.
If a8 = a9 = a10 = 0, and a4 6= 0, then we can make the coefficients of
X1, · · · , X3, X5, and X7, · · · , X10 vanish. Scaling X if necessary, we can
assume that a4 = 1. And X is reduced to Case 14.
If a8 = · · · = a10 = 0, a12 = 0, a4 6= 0, and a11 6= 0, then we can
make the coefficients of X1, · · · , X3, and X8, · · · , X10 vanish. Scaling X if
necessary, we can assume that a4 = 1. And X is reduced to Case 15.
If a8 = · · · = a12 = 0, and a4 6= 0, then we can make the coefficients
of X1, · · · , X3, and X8, · · · , X10 vanish. Scaling X if necessary, we can
assume that a4 = 1. And X is reduced to Case 16.
If a4 = a8 = a9 = a10 = 0, a12 6= 0, and a5a11 6= a6a12, then we can
make the coefficients of X1, · · · , X5, and X7, · · · , X10 vanish. Scaling X if
necessary, we can assume that a6 = 1. And X is reduced to Case 17.
If a4 = a8 = a9 = a10 = 0, a12 6= 0, a5a11 = a6a12, and a6 6= 0, then
we can make the coefficients of X1, · · · , X5, and X7, · · · , X10 vanish. And
X is reduced to Case 18.
If a4 = a6 = a8 = a9 = a10 = 0, a12 6= 0, a5a11 = a6a12, and a6 6= 0,
then we can make the coefficients of X1, · · · , X5, and X7, · · · , X10 vanish.
And X is reduced to Case 18.
If a4 = a6 = a8 = · · · = a11 = 0, a12 6= 0, a5a11 = a6a12, a6 6= 0, and
a5 6= 0, then we can make the coefficients of X1, and X3, · · · , X11 vanish.
And X is reduced to Case 19.
If a4 = a8 = a9 = a10 = a12 = 0, a5 6= 0, and a11 6= 0, then we can
make the coefficients of X1, · · · , a4, X6, · · · , X10, and a12 vanish. Scaling
X if necessary, we can assume that a5 = 1. And X is reduced to Case 20.
If a4 = a8 = · · · = a12 = 0, and a5 6= 0, then we can make the
coefficients of X1, a4, and X8, · · · , X12 vanish. Scaling X if necessary, we
can assume that a5 = 1. And X is reduced to Case 21.
If a4 = a5 = a8 = a9 = a10 = a12 = 0, and a11 6= 0, then we can make
the coefficients of X2, · · · , X10 and a12 vanish. Scaling X if necessary, we
can assume that a11 = 1. And X is reduced to Case 22.
If a4 = a5 = a8 = · · · = a12 = 0, and a6 6= 0, then we can make the
coefficients of X2, a5, and X7, · · · , X12 vanish. Scaling X if necessary, we
can assume that a6 = 1. And X is reduced to Case 23.
If a4 = a5 = a6 = 0, and a8 = · · · = a12 = 0, then we can make the
coefficients of X4, · · · , X12 vanish. And X is reduced to Case 24.
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If a4 = a8 = a9 = a12 = 0, a10 6= 0, and a7a10 6= a5a11, then we
can make the coefficients of X1, · · · , X4, X6, · · · , X9, and a12 = 0 vanish.
Scaling X if necessary, we can assume that a5 = 1. And X is reduced to
Case 25.
If a4 = a8 = a9 = a12 = 0, a7a10 = a5a11, and a10 6= 0, then we
can make the coefficients of X1, · · · , X4, X6, · · · , X9, and a12 = 0 vanish.
Scaling X if necessary, we can assume that a10 = 1. And X is reduced to
Case 26. And the Theorem follows. ✷
According to our optimal system of one-dimensional subalgebras of the
full symmetry algebra g, we need only find group-invariant solutions for
26 one-parameter subgroups generated by X as Theorem 6. For example,
as a direct consequence of Theorem 3 and case 1 of Theorem 6, we deduce
the following conclusion:
Conclusion 2 Let s, c1, · · · , c6 ∈ R with c1, c2, and c6 6= 0, and s be
sufficiently small. Then, if
u = U(t, x, y, z), v = V (t, x, y, z), w = W (t, x, y, z),
p = P (t, x, y, z), q = Q(t, x, y, z),
is a solution of the system (1), so are the functions
u˜ = cs1c
−s
2
(
cos(c3s) cos(c5s)− sin(c3s) sin(c4s) sin(c5s)
)
.U(t˜, x˜, y˜, z˜)
−cs1c
−s
2
(
sin(c3s) cos(c5s) + cos(c3s) sin(c4s) cos(c5s)
)
.V (t˜, x˜, y˜, z˜)
+cs1c
−s
2 cos(c4s) sin(c5s).W (t˜, x˜, y˜, z˜),
v˜ = cs1c
−s
2 sin(c3s) cos(c4s).U(t˜, x˜, y˜, z˜)
+cs1c
−s
2 cos(c3s) cos(c4s).V (t˜, x˜, y˜, z˜)
+cs1c
−s
2 . sin(c4s).W (t˜, x˜, y˜, z˜),
w˜ = −cs1c
−s
2
(
cos(c3s) sin(c5s) + sin(c3s) sin(c4s) cos(c5s)
)
.U(t˜, x˜, y˜, z˜)
+cs1c
−s
2
(
sin(c3s) sin(c5s)− cos(c3s) sin(c4s) cos(c5s)
)
.V (t˜, x˜, y˜, z˜)
+cs1c
−s
2 cos(c4s) cos(c5s).W (t˜, x˜, y˜, z˜),
p˜ = c−s6 .P (t˜, x˜, y˜, z˜),
q˜ = c−2s1 c
2s
2 c
−s
6 .Q(t˜, x˜, y˜, z˜),
where t˜ = cs1.t, and
x˜ = cs2
(
sin(c5s) sin(c4s) sin(c3s) + cos(c5s) cos(c3s)
)
.x
+cs2
(
sin(c3s) cos(c5s)− cos(c3s) sin(c4s) sin(c5s)
)
.y
−cs2 cos(c4s) sin(c5s).z,
y˜ = −cs2 sin(c3s) cos(c4s).x+ (c2s) cos(c3s) cos(c4s).y − c
s
2 sin(c4s).z,
z˜ = cs2
(
cos(c3s) sin(c5s)− sin(c3s) sin(c4s) cos(c5s)
)
.x
15
+cs2
(
cos(c3s) sin(c4s) cos(c5s) + sin(c3s) sin(c5s)
)
.y
+cs2 cos(c4s) cos(c5s).z.
The construction of the group-invariant solutions for each of the one-
dimensional subgroups in the optimal system proceeds in the same fashion.
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ω1 := dt
ω2 :=
dx
f
ω3 := dy −
g
f
d(x)
dω1 = −fx ω1 ∧ ω3 − fy ω2 ∧ ω3,
dω2 = −gx ω1 ∧ ω3 − gy ω2 ∧ ω3,
dω3 = 0.
Φ : t¯ = φ(t), x¯ = ψ(x, y, t), y¯ = η(x, y, t).
Φ∗

 ω¯1ω¯2
ω¯3

 =

 a1 0 0a2 a3 0
0 0 a4



 ω1ω2
ω3


G =

g =

 a1 0 0a2 a3 0
0 0 a4

 : ai ∈ R, a1a3a4 6= 0



 θ¯1θ¯2
θ¯3

 =

 a1 0 0a2 a3 0
0 0 a4



 ω1ω2
ω3

 =

 a1ω1a2ω1 + a3ω2
a4ω3


dg . g−1 =


da1
a1
0 0
da2
a1
−
a2 da3
a1a3
da3
a3
0
0 0
da4
a4


pi1 :=
da1
a1
, pi2 :=
da2
a1
−
a2 da3
a1a3
, pi3 :=
da3
a3
, pi4 :=
da4
a4
.
1
dθ1 = pi1 ∧ θ1 +
a2 fy − a3 fx
a3a4
θ1 ∧ θ3 −
a1 fy
a3a4
θ2 ∧ θ3
dθ2 = pi2 ∧ θ1 + pi3 ∧ θ2 +
−a2a3 fx + a
2
2 fy − a
2
3 gx + a2a3 gy
a1a3a4
θ1 ∧ θ3 −
a2 fy + a3 gy
a3a4
θ2 ∧ θ3
dθ3 = pi4 ∧ θ3
The coefficient T = −
a1 fy
a3a4
in dθ1 is an essential torsion. By assuming
T = −1, we find that a1 = a3a4/fy.
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ω1 := dx− f(x, y) dt
ω2 := dy − g(x, y) dt
ω3 := dt
dω1 = −fx ω1 ∧ ω3 − fy ω2 ∧ ω3,
dω2 = −gx ω1 ∧ ω3 − gy ω2 ∧ ω3,
dω3 = 0.
Φ : t¯ = φ(t), x¯ = ψ(x, y, t), y¯ = η(x, y, t).
Φ∗

 ω¯1ω¯2
ω¯3

 =

 a1 0 0a2 a3 0
0 0 a4



 ω1ω2
ω3


G =

g =

 a1 0 0a2 a3 0
0 0 a4

 : ai ∈ R, a1a3a4 6= 0



 θ¯1θ¯2
θ¯3

 =

 a1 0 0a2 a3 0
0 0 a4



 ω1ω2
ω3

 =

 a1ω1a2ω1 + a3ω2
a4ω3


dg . g−1 =


da1
a1
0 0
da2
a1
−
a2 da3
a1a3
da3
a3
0
0 0
da4
a4


pi1 :=
da1
a1
, pi2 :=
da2
a1
−
a2 da3
a1a3
, pi3 :=
da3
a3
, pi4 :=
da4
a4
.
dθ1 = pi1 ∧ θ1 +
a2 fy − a3 fx
a3a4
θ1 ∧ θ3 −
a1 fy
a3a4
θ2 ∧ θ3
dθ2 = pi2 ∧ θ1 + pi3 ∧ θ2 +
−a2a3 fx + a
2
2 fy − a
2
3 gx + a2a3 gy
a1a3a4
θ1 ∧ θ3 −
a2 fy + a3 gy
a3a4
θ2 ∧ θ3
dθ3 = pi4 ∧ θ3
1
The coefficient T = −
a1 fy
a3a4
in dθ1 is an essential torsion. By assuming
T = −1, we find that a1 = a3a4/fy.
2
