Thermodynamic Formalism for Random Weighted Covering Systems by Atnip, Jason et al.
ar
X
iv
:2
00
2.
11
42
1v
2 
 [m
ath
.D
S]
  2
0 M
ay
 20
20
THERMODYNAMIC FORMALISM FOR RANDOM WEIGHTED
COVERING SYSTEMS
JASON ATNIP, GARY FROYLAND, CECILIA GONZÁLEZ-TOKMAN, AND SANDRO VAIENTI
Abstract. We develop a quenched thermodynamic formalism for random dynamical sys-
tems generated by countably branched, piecewise-monotone mappings of the interval that
satisfy a random covering condition. Given a random contracting potential ϕ (in the sense
of Liverani-Saussol-Vaienti), we prove there exists a unique random conformal measure νϕ
and unique random equilibrium state µϕ. Further, we prove quasi-compactness of the asso-
ciated transfer operator cocycle and exponential decay of correlations for µϕ. Our random
driving is generated by an invertible, ergodic, measure-preserving transformation σ on a
probability space (Ω,F ,m); for each ω ∈ Ω we associate a piecewise-monotone, surjective
map Tω : I → I. We consider general potentials ϕω : I → R∪ {−∞} such that the weight
function gω = eϕω is of bounded variation. We provide several examples of our general
theory. In particular, our results apply to linear and non-linear systems including random
β-transformations, randomly translated random β-transformations, random Gauss-Renyi
maps, random non-uniformly expanding maps such as intermittent maps and maps with
contracting branches, and a large class of random Lasota-Yorke maps.
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1. Introduction
Deterministic transitive expansive dynamics T : [0, 1] → [0, 1] or T : S1 → S1 have a
well-developed “thermodynamic formalism”, whereby the transfer operator with potential
ϕ of sufficient regularity has a unique invariant probability measure µ that is absolutely
continuous with respect to a conformal measure, and µ arises as a maximizer of the sum of
the metric entropy and the integral of the potential [9, 42] (shifts of finite type, smooth dy-
namics), [15, 31, 11] (piecewise smooth dynamics), [42, 40] (distance expanding mappings),
[34, 11, 3, 49, 12] (countable shifts, non-uniformly expanding dynamics).
Thermodynamic formalism for random dynamical systems has been mainly restricted to
the case of random shifts and continuous random dynamics. Kifer [28] proved the existence
and uniqueness of equilibrium states for smooth expanding dynamics; Khanin and Kifer
[27] generalized this to smooth random dynamics that are expanding on average. In paral-
lel work, Bogenschütz [7] proved a variational principle for topological random dynamical
systems (the domain X is compact and each Tω : X → X is a homeomorphism), extending
a result of Ledrappier and Walters [29] to allow random potentials with measurable depen-
dence ω 7→ ϕω. For random subshifts of finite type, Bogenschütz and Gundlach [8] and
Gundlach [22] proved uniqueness of (random) relative equilibrium states. Thermodynamic
formalism for countable random Markov shifts has been investigated in various settings by
Denker, Kifer, and Stadlbauer [16], Stadlbauer [45, 46], Roy and Urbański [41], and Mayer
and Urbański [35]. Mayer, Skorulski, and Urbański developed distance expanding random
mappings in [36], which generalize the works of [28] and [8]. Simmons and Urbański es-
tablished a variational principle and the existence of a unique relative equilibrium state for
these maps in [44]. In the recent article [47], the authors considered sequential dynamics
given by composition of transfer operators for continuous surjective expanding maps; this
allowed them to construct quenched equilibrium states for which they proved an almost
sure invariance principle.
In the present paper we develop a thermodynamic formalism in the quenched random
setting for the difficult situation of discontinuous fiber maps. We consider the random
setting in which one has a complete probability space (Ω,F , m) and base dynamical system
σ : Ω→ Ω, which is merely assumed to be invertible, m-preserving, and ergodic. For each
base configuration ω ∈ Ω, we associate a corresponding surjective piecewise monotonic map
(possibly with countably many branches) Tω : [0, 1]→ [0, 1]. Our random dynamical system
3on the interval is given by a map cocycle T nω := Tσn−1(ω) ◦ · · · ◦ Tσ(ω) ◦ Tω, which satisfies
a random covering condition; we have no Markovian assumptions. Indeed, our maps may
have discontinuities and do not necessarily have full branches. The corresponding transfer
operator cocycles Lnω := Lσn−1(ω) ◦ · · · ◦ Lσ(ω) ◦ Lω are weighted using random versions of
the contracting potentials introduced in [31].
A first step in producing a thermodynamic formalism in this random setting is the
construction of a conformal measure. In the deterministic setting Liverani, Saussol, and
Vaienti [31] constructed the conformal measure of a piecewise monotonic interval map with a
contracting potential ϕ via forward iteration of the transfer operator. This forward iteration
is convenient for our random dynamics, and many of the key contributions of our work are
the extension of the methodology of [31] to general random piecewise expanding dynamics.
We obtain existence of a fiber-wise collection of conformal measures {νω}ω∈Ω satisfying
L∗ωνσ(ω) = λωνω from following the approach of [31] to extend the functional we obtain via
fixed point arguments, similar to those of [24] and [36, Chapter 3], to a random non-atomic
Borel probability measure. Existence and uniqueness of a family of invariant functions
{qω}ω∈Ω satisfying Lωqω = λωqσ(ω), the corresponding invariant measures µω = qωνω, and
the uniqueness of the νω, will follow from random cone contraction arguments, which in
turn rely on random Lasota-Yorke inequalities. Because our fiber maps Tω are nonsmooth
and may have discontinuities, care is needed when developing the random Lasota-Yorke
inequalities; we follow the approach of Buzzi [10], whereby we construct a large measure
set of fibers for which we obtain cone contraction in a fixed, uniformly bounded time and
then show that the “bad” fibers do not occur often enough to distort the obtained cone
contraction too much. We note that if all the maps preserve a common cone, one could
attempt to use the recent approach of [25].
From the random cone contraction arguments we immediately obtain an exponential
convergence of the sequence (λnσ−n(ω))
−1Lnσ−n(ω)1 to the invariant density qω as well as a
fiberwise exponential decay of correlations with respect to the invariant measure µω and
the ergodicity of the global random measure µ. Following [44], we define the expected
topological pressure of the potential ϕ by EP (ϕ) =
∫
Ω
log λω dm(ω), see also [4, 36, 48].
We then prove a variational principle for the expected pressure, a new result for infinitely
branched random maps, and then show that the unique T -invariant random measure µ is
a relative equilibrium state.
An outline of the paper is as follows. Formal definitions, assumptions, and other prop-
erties of our random systems are described in Section 2, where we also state our main
results. In Section 3 we prove the existence of a non-atomic random conformal measure.
Section 4 develops random Lasota-Yorke inequalities for our random contracting potentials
in terms of variation and the random conformal measure and in Section 5 we construct the
corresponding random cones. Section 6 proves that for a large “Good” subset of ΩG ⊂ Ω,
a constant number of iterates of the transfer operator beginning at ω ∈ ΩG yields a cone
contraction. The remaining “Bad” ω-fibers are dealt with in Section 7. Using Hilbert metric
contraction arguments, Section 8 brings together the estimates from Sections 4, 5, 6, and
7 to prove our main technical lemma (Lemma 8.1), which is then used to prove (i) the
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existence of a random invariant density and (ii) that convergence to this invariant density
occurs at an exponential rate along a subsequence. Section 9 verifies that the random
families of conformal measures, invariant densities, and invariant measures are indeed mea-
surable with respect to ω. We also prove the uniqueness of the invariant density found in
Section 8. In Section 10 we utilize the measurability produced in Section 9 to introduce
the expected pressure and then give more refined versions of the exponential convergence
results of Section 8 as well as prove the uniqueness of the random conformal and invariant
measures. In Section 11 we use the results of Section 10 to prove an exponential decay
of correlations for the random invariant measures from Section 9 in both the forward and
backward directions. In Section 12 we prove a variational principle and show that the
unique invariant measure established in Section 9 is in fact a relative equilibrium state.
Our results can treat new classes of random dynamical systems, including random β-
transformations (with no upper bound on the number of branches), randomly translated
β-transformations, infinitely branched random Gauss-Renyi maps, random non-uniformly
expanding maps which contain an indifferent fixed point or contracting branches, and a
very broad class of random Lasota-Yorke maps. We provide examples of such systems with
detailed calculations in Section 13.
2. Setup
We begin with a complete probability space (Ω,F , m) and suppose that σ : Ω → Ω is
an ergodic, invertible map, which preserves the measure m, i.e.
m ◦ σ−1 = m.
Let I denote a compact interval in R, 1 and for each ω ∈ Ω we consider a map
Tω : I −→ I
such that there exists a countable partition Z∗ω of I such that each Z ∈ Z
∗
ω satisfies the
following:
(i) Tω : I → I is onto,
(ii) Tω(Z) is an interval,
(iii) Tω|Z is continuous and strictly monotone.
Let Dω be the set of discontinuities of Tω, i.e. the collection of all endpoints of intervals
Z ∈ Z∗ω. Denote by Sω the singular set of Tω which is defined by
Sω :=
⋃
k≥0
T−kω (Dσk(ω))(2.1)
Then Sω is clearly backward Tω invariant in the sense that
T−1ω (Sσ(ω)) ⊆ Sω.(2.2)
1Our theory works equally well if I is taken to be an uncountable, totally ordered, order-complete set
as in [31]. In this setting the order topology makes I compact. We choose to work under the assumption
that I is a compact interval in R for ease of exposition.
5Notice that for each ω ∈ Ω, Sω is countable. For each ω ∈ Ω let
Xω := I\Sω,
which naturally inherits the subspace topology of I. In the sequel, by an interval J ⊆ Xω,
we of course mean J = J˜ ∩Xω for some interval J˜ ⊆ I. By virtue of (2.2), we have that
Tω(Xω) ⊆ Xσ(ω).
In what follows we will consider the dynamics of the maps
Tω|Xω : Xω −→ Xσ(ω).
We note that the maps Tω are continuous with respect to the topology on Xω. We consider
the global dynamics of the map T : Ω× I → Ω× I given by
T (ω, x) = (σ(ω), Tω(x)).
Letting
J :=
⋃
ω∈Ω
{ω} ×Xω,
we may also consider the global dynamics T |J : J→ J. For each ω ∈ Ω we let
Z(1)ω := {Z ∩Xω : Z ∈ Z
∗
ω} .
Now, for n > 1 let
Z
(n)
ω :=
n−1∨
j=0
T−jω
(
Z
(1)
σj (ω)
)
.
Then Z
(n)
ω consists of countably many non-degenerate subintervals which are open with
respect to Xω. Now, given Z ∈ Z
(n)
ω , we denote by
T−nω,Z : T
n
ω (Xω) −→ Z
the inverse branch of T nω which takes T
n
ω (x) to x for each x ∈ Z. We will assume that the
partitions Z∗ω are generating, i.e.
∞∨
n=1
Z(n)ω = B,(GP)
where B = B(I) denotes the Borel σ-algebra of I.
Let B(I) denote the set of all bounded real-valued functions on I and for each f ∈ B(I)
and each A ⊆ I let
varA(f) := sup
{
k−1∑
j=0
|f(xj+1)− f(xj)| : x0 < x1 < . . . xk, xj ∈ A for all 0 ≤ j ≤ k
}
,
where the supremum is taken over all finite sets {xj} ⊆ A, denote the variation of f over
A. We let
BV(I) := {f ∈ B(I) : varI(f) <∞}
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denote the set of functions of bounded variation on I. Let ‖f‖∞ and
‖f‖
BV
:= var(f) + ‖f‖∞
be norms on the respective Banach spaces B(I) and BV(I).
Let B(Xω) be the set of all bounded real-valued functions on Xω and let BV(Xω) be the
set of all functions of bounded variation on Xω, i.e. all functions f ∈ B(Xω) such that
varXω(f) <∞. For a function f : Ω× I → R we let fω := f |{ω}×I : I → R for each ω ∈ Ω.
In particular, we have that
1ω := 1Xω .
Note that if f ∈ B(I), then fω ∈ B(Xω) and if f ∈ B(I) then fω ∈ BV(Xω) with
varXω(f) ≤ varI(f). For this reason we will generally write var(fω), suppressing the set
dependence, when dealing with the variation, either on the entire interval I or fiber space
Xω, unless more care is needed.
Definition 2.1. We say that a function f : Ω× I → R is random bounded if
(i) fω ∈ B(I) for each ω ∈ Ω,
(ii) for each x ∈ I the function Ω ∋ ω 7→ fω(x) is measurable,
(iii) the function Ω ∋ ω 7→ ‖fω‖∞ is measurable.
Let BΩ(I) denote the collection of all random bounded functions on Ω× I, and let
B1Ω(I) =
{
f ∈ BΩ : ‖fω‖∞ ∈ L
1
m(Ω)
}
.
The set B1Ω(I) becomes a Banach space when taken together with norm
|f |∞ :=
∫
Ω
‖fω‖∞ dm(ω).
We say that a function f ∈ BΩ(I) is of random bounded variation if fω ∈ BV(I) for each
ω ∈ Ω. We let BVΩ(I) denote the set of all random bounded variation functions and let
BV1Ω(I) :=
{
f ∈ BVΩ(I) : ‖fω‖BV ∈ L
1
m(Ω)
}
.
The set BV1Ω(I) of all such functions becomes a Banach space when endowed with the norm
|f |BV :=
∫
Ω
‖fω‖BV dm(ω).
For functions f : Ω× I → R and F : Ω→ R we let
Sn,T (fω) :=
n−1∑
j=0
fσj(ω) ◦ T
j
ω and Sn,σ(F ) :=
n−1∑
j=0
F ◦ σj
denote the Birkhoff sums of f and F with respect to T and σ respectively. We will consider
a potential of the form ϕ : Ω× I → R ∪ {−∞} and for each n ≥ 1 we consider the weight
g(n) : Ω× I → R whose disintegrations are given by
g(n)ω := exp(Sn,T (ϕω))(2.3)
7for each ω ∈ Ω. We define the (Perron-Frobenius) transfer operator, Lϕ,ω : B(Xω) →
B(Xσ(ω)), with respect to the potential ϕ : Ω× I → R ∪ {−∞}, by
Lϕ,ω(f)(x) = Lω(f)(x) :=
∑
y∈T−1ω (x)
g(1)ω (y)f(y); f ∈ B(Xω), x ∈ Xσ(ω).
We define the global operator L : BΩ(I)→ BΩ(I) by
(Lf)ω := Lσ−1(ω)fσ−1(ω).
Inducting on n gives that the iterates Lnω : B(Xω)→ B(Xσn(ω)) are given by
Lnϕ,ω(f)(x) = (Lσn−1(ω) ◦ · · · ◦ Lω)(f)(x)
=
∑
y∈T−nω (x)
g(n)ω (y)f(y); f ∈ B(Xω), x ∈ Xσn(ω).(2.4)
For each ω ∈ Ω we let B∗(Xω) and BV
∗(Xω) denote the respective dual spaces of B(Xω)
and BV(Xω). We let L
∗
ω : B
∗(Xσ(ω))→ B
∗(Xω) be the dual transfer operator.
To ensure that these operators Lω are well defined and that the sum in (2.4) does in fact
converge, we will need some additional assumptions on the potential ϕ.
Definition 2.2. We will say that a potential ϕ : Ω × I → R ∪ {−∞} is summable if for
m-a.e. ω ∈ Ω we have
inf g(1)ω |Z > 0 for all Z ∈ Z
(1)
ω ,(SP1)
g(1)ω ∈ BV(I),(SP2)
S(1)ω :=
∑
Z∈Z∗ω
sup
Z
g(1)ω <∞.(SP3)
Remark 2.3. Note that if #Z
(1)
ω < ∞ and ϕω ∈ BV(I) for each ω ∈ Ω then (SP1)-(SP3)
are immediate. Furthermore, as ϕω ∈ B(I) we would also have that inf g
(n)
ω > 0 for each
ω ∈ Ω and n ∈ N.
Note that (SP3) implies that the transfer operator Lω : B(Xω) → B(Xσ(ω)) is well
defined. The following lemma shows that the operator Lnω : B(Xω) → B(Xσn(ω)) is well
defined for all n ≥ 1.
Lemma 2.4. Given a summable potential ϕ : Ω×I → R∪{−∞}, for all n ∈ N and m-a.e.
ω ∈ Ω we have
g(n)ω ∈ BV(I),(i)
S(n)ω :=
∑
Z∈Z
(n)
ω
sup
Z
g(n)ω <∞.(ii)
Proof. We will prove each of the claims via induction. To prove (i), we first note that by
(SP2) g
(1)
ω ∈ BV(I). Now suppose that g
(j)
ω ∈ BV(I) for each ω ∈ Ω and all 1 ≤ j ≤ n.
Now, note that we may write
g(n+1)ω = g
(1)
ω · g
(n)
σ(ω) ◦ Tω.
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Then,
var(g(n+1)ω ) ≤
∑
Z∈Z
(1)
ω
(
varZ(g
(n+1)
ω ) + 2 sup
Z
g(n+1)ω
)
≤
∑
Z∈Z
(1)
ω
(
varZ(g
(1)
ω ) sup
Tω(Z)
g
(n)
σ(ω) + sup
Z
g(1)ω varTω(Z)(g
(n)
σ(ω)) + 2 sup
Z
g(1)ω sup
Tω(Z)
g
(n)
σ(ω)
)
≤
∥∥∥g(n)σ(ω)∥∥∥
BV
∑
Z∈Z
(1)
ω
(
varZg
(1)
ω + sup
Z
g(1)ω + 2 sup
Z
g(1)ω
)
≤
(
3S(1)ω + var(g
(1)
ω )
) ∥∥∥g(n)σ(ω)∥∥∥
BV
.
To see (ii), we begin by noting that (SP3) implies that S
(1)
ω < ∞. Now, suppose that
S
(j)
ω <∞ for each ω ∈ Ω and all 1 ≤ j ≤ n. Now, note that we may also rewrite g
(n+1)
ω as
g(n+1)ω = g
(n)
ω · g
(1)
σn(ω) ◦ T
n
ω .
Then,
S(n+1)ω =
∑
Z∈Z
(n+1)
ω
sup
Z
g(n+1)ω ≤
∑
Z∈Z
(n+1)
ω
sup
Z
g(n)ω sup
Tnω (Z)
g
(1)
σn(ω)
≤
∑
Z′∈Z
(n)
ω
∑
Z∈Z
(n+1)
ω
Z⊆Z′
sup
Z′
g(n)ω sup
Tnω (Z)
g
(1)
σn(ω)
≤
∑
Z′∈Z
(n)
ω
sup
Z′
g(n)ω ·
∑
Z′′∈Z
(1)
σn(ω)
sup
Z′′
g
(1)
σn(ω)
≤ S(n)ω · S
(1)
σn(ω) <∞,
and thus we are done. 
2.1. Preliminaries on Random Measures. Given a measurable space Y , we let P(Y )
denote the collection of all Borel probability measures on Y . Recall that B denotes the
Borel σ-algebra of I, and for each ω ∈ Ω, let Bω denote the Borel σ-algebra of Xω, i.e. the
σ-algebra B restricted to the set Xω. Now, let F ⊗B denote the product σ-algebra of B
and F on Ω× I.
Let Pm(Ω× I) denote the set of all probability measures µ on Ω× I that have marginal
m, i.e.
Pm(Ω× I) :=
{
µ ∈ P(Ω× I) : µ ◦ π−1Ω = m
}
,
where πΩ : Ω×X → Ω is the projection onto the first coordinate.
Definition 2.5. A map µ : Ω×B → [0, 1] with Ω×B ∋ (ω,B) 7→ µω(B) is said to be a
random probability measure on I if
(1) for every B ∈ B, the map Ω ∋ ω 7→ µω(B) ∈ [0, 1] is measurable,
(2) for m-a.e. ω ∈ Ω, the map B ∋ B 7→ µω(B) ∈ [0, 1] is a Borel probability measure.
9We let PΩ(I) denote the set of all random probability measures on I. We will frequently
denote a random measure µ by (µω)ω∈Ω.
The following proposition, which summarizes results of Crauel [14], shows that the col-
lection Pm(Ω × I) can be canonically identified with the collection PΩ(I) of all random
probability measures on I.
Proposition 2.6 ([14], Propositions 3.3, 3.6). For each µ ∈ Pm(Ω×I) there exists a unique
random probability measure (µω)ω∈Ω ∈ PΩ(I) such that∫
Ω×I
f(ω, x) dµ(ω, x) =
∫
Ω
∫
I
f(ω, x) dµω(x) dm(ω)
for every bounded measurable function f : Ω× I → R.
Conversely, if (µω)ω∈Ω ∈ PΩ(I) is a random probability measure on I, then for every
bounded measurable function f : Ω× I → R the function
Ω ∋ ω 7−→
∫
I
f(ω, x) dµω(x)
is measurable and
F ⊗B ∋ A 7−→
∫
Ω
∫
I
1A(ω, x) dµω(x) dm(ω)
defines a probability measure in Pm(Ω× I).
2.2. Conditions on the Dynamics. We now give a definition of random covering similar
to the covering properties of [10] and [31].
Definition 2.7. We will say that our system has random covering if for each ω ∈ Ω and
each J ⊆ I there exists Mω = Mω(J) ∈ N such that for all n ≥ Mω(J) there exists a
constant Cω,n(J) > 0 such that
(RC) inf
Xσn(ω)
Lnω1J ≥ Cω,n(J).
Remark 2.8. Note that random covering implies that for all intervals J ⊆ I there exists
Mω = Mω(J) ∈ N such that
TMωω (J) ⊇ XσMω (ω),(2.5)
and also that for all intervals J ⊆ Xω there exists Mω ∈ N such that
TMωω (J) = XσMω (ω).(2.6)
Furthermore, note that if the partition Z∗ω is finite then (2.5) and (2.6) are equivalent to
(RC).
We now concern ourselves with special finite partitions of I. For each n ∈ N, each
ω ∈ Ω, αˆ ≥ 0, and γˆ ≥ 1 we let Pω,n(αˆ, γˆ) be a finite partition of I such that for each
P ∈ Pω,n(αˆ, γˆ) the following hold:
varP (g
(n)
ω ) ≤ αˆ
∥∥g(n)ω ∥∥∞ ,(P1)
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Z∈Z
(n)
ω
Z∩P 6=∅
sup
Z∩P
g(n)ω ≤ γˆ
∥∥g(n)ω ∥∥∞ .(P2)
Remark 2.9. Note that the for certain potentials we may be able to satisfy (P1) and (P2)
for αˆ = 0 and γˆ = 1. Indeed, if Z
(n)
ω is finite and if the partition Z
(n)
ω satisfies (P1) for
αˆ ≥ 0, then we may take γˆ = 1 and Pω,n(αˆ, 1) = Z
(n)
ω , as (P2) holds trivially for Z
(n)
ω .
Furthermore, if the weight functions gω are constant then we may take αˆ = 0.
The following lemma gives conditions for such partitions to exist.
Lemma 2.10. If αˆ > 1 and γˆ ≥ 1 then for each n ∈ N and ω ∈ Ω there exists a partition
Pω,n(αˆ, γˆ) which satisfies conditions (P1) and (P2).
Proof. Following Lemma 6 of [43], for any ε > 0 we can find a finite partition P such that
varP (g
(n)
ω ) ≤
∥∥g(n)ω ∥∥∞ + ε
for each P ∈ P. Thus for any αˆ > 1 we can find a finite partition Pω,n(αˆ) such that
varP (g
(n)
ω ) ≤ αˆ
∥∥g(n)ω ∥∥∞(2.7)
for each P ∈ Pω,n(αˆ). Now, following the argument in the proof of Sub-Lemma 4.1.1 of
[31], for β ≥ 1 we can then refine the partition Pω,n(αˆ) with Z
(n)
ω to obtain a finite partition
Pω,n(αˆ, γˆ) such that ∑
Z∈Z
(n)
ω
Z∩P 6=∅
sup
Z∩P
g(n)ω ≤ γˆ
∥∥g(n)ω ∥∥∞(2.8)
for each P ∈ Pω,n(αˆ, γˆ) since S
(n)
ω <∞. 
Remark 2.11. For our general theory we are only concerned that there exist αˆ ≥ 0 and
γˆ ≥ 1 and partitions Pω,n(αˆ, γˆ)
2 such that (P1) and (P2) are satisfied. However, as we
will see in Section 13, the choice of αˆ and γˆ directly impacts the amount of work necessary
to verify our hypotheses for examples. So, finding (nearly) optimal values for αˆ and γˆ may
be necessary in practice.
Now, fixing αˆ ≥ 0 and γˆ ≥ 1 such that (P1) and (P2) hold for the partitions Pω,n(αˆ, γˆ),
since Z∗ω is generating, i.e. assumption (GP), for each P ∈ Pω,n(αˆ, γˆ) there exists a least
number Nω,n(P ) ∈ N and a measurable choice
J(P ) ∈ Z(Nω,n(P ))ω(2.9)
with J(P ) ⊆ P .
We will assume the following measurability and integrability conditions on our system.
The map T : Ω× I → Ω× I is measurable.(M1)
For f ∈ BVΩ(I) we have Lf ∈ BVΩ(I).(M2)
2In [31] they consider the case αˆ = 4 and γˆ = 2.
11
log S(1)ω ∈ L
1
m(Ω),(M3)
log inf Lω1ω ∈ L
1
m(Ω),(M4)
min
P∈Pω,n(αˆ,γˆ)
log inf
J(P )
gMω(J(P ))ω ∈ L
1
m(Ω) for each n ∈ N,(M5)
max
P∈Pω,n(αˆ,γˆ)
log
∥∥LMω(J(P ))ω 1ω∥∥∞ ∈ L1m(Ω) for each n ∈ N.(M6)
Remark 2.12. Note that condition (M4) implies that inf Lω1ω > 0 for m-a.e. ω ∈ Ω.
Furthermore,although condition (M4) may seem restrictive, the following examples show
that it can be easily checked under mild assumptions.
(a) If Z∗ω is finite for each ω ∈ Ω with ϕω ∈ BV(I) and log inf gω ∈ L
1
m(Ω), then (M4)
holds.
(b) (M4) holds if for each ω ∈ Ω there exists a finite collection Zω,1, . . . , Zω,nω ∈ Z
∗
ω
with Tω(∪
nω
j=1Zω,j) = I such that log inf gω|∪nωj=1Zω,j ∈ L
1
m(Ω). In particular, (M4)
holds if for each ω there exists some Zω ∈ Z
(1)
ω which supports a full branch such
that log inf gω|Zω ∈ L
1
m(Ω).
Given a a real-valued function f , we let f+, f− denote the positive and negative parts of
f respectively with f+, f− ≥ 0 and f = f+ − f−. The following lemma now follows from
the previous assumptions.
Lemma 2.13. For each n ∈ N we have the following:
log inf Lnω1ω ∈ L
1
m(Ω),(i)
logS(n)ω ∈ L
1
m(Ω),(ii)
log ‖Lnω1ω‖∞ ∈ L
1
m(Ω),(iii)
log+
∥∥g(n)ω ∥∥∞ ∈ L1m(Ω),(iv)
(supϕω)
+ ∈ L1m(Ω).(v)
Proof. We begin by noting that (M2) implies that the functions ω 7→ inf Lω1ω, ω 7→ supϕω
(and consequently ω 7→
∥∥g(1)ω ∥∥∞), and ω 7→ ‖Lω1ω‖∞ are all m-measurable. Now we note
that the submultiplicativity of
∥∥g(n)ω ∥∥∞ gives
0 ≤ log+
∥∥g(n)ω ∥∥∞ ≤
n−1∑
j=0
log+
∥∥∥g(1)σj(ω)∥∥∥
∞
=
n−1∑
j=0
(supϕσj(ω))
+ ≤
n−1∑
j=0
log S
(1)
σj(ω)
;(2.10)
using (M3) we obtain (iv) and (v). Similarly, the submultiplicativity of S
(n)
ω implied by the
proof of Lemma 2.4 item (ii) and supermultiplicativity of inf Lnω1ω yields
n−1∑
j=0
log inf Lσj(ω)1σj (ω) ≤ log inf L
n
ω1ω ≤ log ‖L
n
ω1ω‖∞ ≤ logS
(n)
ω ≤
n−1∑
j=0
log S
(1)
σj(ω)
,(2.11)
and thus we obtain (i)–(iii) by (M3) and (M4). As both the right and left-hand sides of
(2.10) and (2.11) are m-integrable, we are done. 
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Remark 2.14. Note that since the covering times Mω(J(P )) may change with ω, our
assumption (M6) does not necessarily follow from Lemma 2.13.
The next definition, which is an extension of [31, Definition 3.4] into the random setting,
will be essential in the sequel.
Definition 2.15. A summable potential ϕ : Ω× I → R ∪ {−∞} is said to be contracting
if for m-a.e. ω ∈ Ω we have
(CP1) lim
n→∞
1
n
log
∥∥g(n)ω ∥∥∞ < limn→∞ 1n log inf Lnω1ω, 3
and there exists N ∈ N such that
−∞ <
∫
Ω
log
∥∥∥g(N)ω ∥∥∥
∞
inf LNω 1ω
dm(ω) < 0.(CP2)
Remark 2.16. Since the sequences {ω 7→ ‖g
(n)
ω ‖∞}n∈N and {ω 7→ inf L
n
ω1ω}n∈N are sub-
multiplicative and supermultiplicative, respectively, in view of Lemma 2.13 the subaddi-
tive ergodic theorem implies that (CP1) is equivalent to the assumption that there exist
N1, N2 ∈ N such that
1
N1
∫
Ω
log
∥∥g(N1)ω ∥∥∞ dm(ω) < 1N2
∫
Ω
log inf LN2ω 1ω dm(ω).(2.12)
If log
∥∥g(n)ω ‖∞ ∈ L1m(Ω), then (CP1) is equivalent to (CP2) is equivalent to (2.12).
Remark 2.17. Note that in the deterministic setting our contracting potential assumption
(CP1) implies the contracting potential assumption of [31], and is implied by the usual
assumption that supϕ < P (ϕ), where P (ϕ) denotes the topological pressure, see, for
example, [15].
Definition 2.18. We will call the tuple (Ω, σ,m, I, T, ϕ) a random weighted covering system
if it satisfies our assumptions (GP), (SP1)–(SP3), (RC), (M1)–(M6), and (CP1) and (CP2).
2.3. Main Results. Our main results are the following.
Theorem 2.19. Given a random weighted covering system (Ω, σ,m, I, T, ϕ), the following
hold.
(1) There exists a unique random probability measure ν ∈ PΩ(I) such that
νσ(ω)(Lωfω) = λωνω(fω),
for each f ∈ BV1Ω(I), where
λω := νσ(ω)(Lω1ω).
Furthermore, we have that log λω ∈ L
1
m(Ω).
3Note that these limits exist by the subadditive ergodic theorem due to the submultiplicativity and su-
permultiplicativity of the respective sequences {ω 7→ ‖g(n)ω ‖∞}n∈N and {ω 7→ inf Lnω1ω}n∈N. Furthermore,
the limits are constant m-a.e. and the left-hand limit may be equal to −∞.
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(2) There exists a function q ∈ BVΩ(I) such that ν(q) = 1 and for m-a.e. ω ∈ Ω we
have
Lωqω = λωqσ(ω).
Moreover, q is unique modulo ν and
log inf qω, log ‖qω‖∞ ∈ L
1
m(Ω).
(3) The measure µ = qν is a T -invariant and ergodic random probability measure sup-
ported on J.
We also show that the operator cocycle is quasi-compact.
Theorem 2.20. With the same hypotheses as Theorem 2.19, for each f ∈ BV1Ω(I) there
exists a measurable function Ω ∋ ω 7→ Bf (ω) ∈ (0,∞) and κ ∈ (0, 1) such that for m-a.e.
ω ∈ Ω and all n ∈ N we have∥∥(λnω)−1Lnωfω − νω(fω)qσn(ω)∥∥∞ ≤ Bf(ω) ‖fω‖BV κn
and ∥∥∥∥(λnσ−n(ω))−1Lnσ−n(ω)fσ−n(ω) − νσ−n(ω)(fσ−n(ω))qω
∥∥∥∥
∞
≤ Bf(ω)
∥∥fσ−n(ω)∥∥BV κn.
From quasi-compactness we easily deduce the exponential decay of correlations.
Theorem 2.21. With the same hypotheses as Theorem 2.19, for every h ∈ BV1Ω(I) and
every κ ∈ (κ, 1), with κ as in Theorem 2.20, there exists a measurable function Ω ∋ ω 7→
Ch(ω) ∈ (0,∞) such that for m-a.e. ω ∈ Ω, every n ∈ N, and every f ∈ L
1
µ(Ω× I) we have∣∣µω ((fσn(ω) ◦ T nω )hω)− µσn(ω)(fσn(ω))µω(hω)∣∣ ≤ Ch(ω) ∥∥fσn(ω)∥∥L1µσn(ω) ‖hω‖BV κn,
and∣∣∣µσ−n(ω)((fω ◦ T nσ−n(ω))hσ−n(ω))− µω(fω)µσ−n(ω)(hσ−n(ω))∣∣∣ ≤ Ch(ω) ‖fω‖L1µω ∥∥hσ−n(ω)∥∥BV κn.
Theorem 2.20 is proven in Section 10, while Theorems 2.19 and 2.21 are proven in
Section 11.
Let PT (Ω × I) ⊆ PΩ(I) denote the set of all T -invariant random probability measures
on I. For η ∈ PT (Ω× I) we denote the (fiberwise) conditional information of the partition
Z∗ω given T
−1
ω B, with respect to ηω, by Iηω , which is given by
Iηω = Iηω [Z
∗
ω|T
−1
ω B] := − log gη,ω,
where
gη,ω :=
∑
Z∈Z∗ω
1ZEηω
(
1Z |T
−1
ω B
)
and Eηω (1Z |T
−1
ω B) denotes the conditional expectation of 1Z with respect to ηω given the
σ-algebra T−1ω B.
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Definition 2.22. Given a contracting potential ϕ : Ω × I → R ∪ {−∞} we define the
expected pressure of ϕ to be
EP (ϕ) :=
∫
Ω
log λω dm(ω),
and we say that a random measure η ∈ PT (Ω× I) is a relative equilibrium state if
EP (ϕ) =
∫
Ω
(∫
I
Iηω + ϕω dηω
)
dm(ω).
For countable partitions, it is possible that both the entropy and the integral of the
potential could be infinite, which is why we state the following variational principle in
terms of the conditional information as in [31].
Theorem 2.23. The T -invariant, ergodic random probability measure µ produced in The-
orem 2.19 is the unique relative equilibrium state for ϕ, i.e.
EP (ϕ) =
∫
Ω
(∫
I
Iµω + ϕω dµω
)
dm(ω) ≥ sup
η∈PT (Ω×I)
∫
Ω
(∫
I
Iηω + ϕω dηω
)
dm(ω),
where equality holds if and only if ηω = µω for m-a.e. ω ∈ Ω.
The proof of Theorem 2.23 is presented in Section 12.
Remark 2.24. For η ∈ PT (Ω × I) let Hηω(Z
∗
ω) denote the entropy of the partition Z
∗
ω,
which is given by
Hηω(Z
∗
ω) := −
∑
Z∈Z∗ω
ηω(Z) log ηω(Z),
and let hη(T ) denote the fiber entropy of T with respect to η. Since Z
∗
ω is assumed to be
generating, if m(Hηω(Z
∗
ω)) <∞, then we have
hη(T ) =
∫
Ω
Hηω(Z
∗
ω|T
−1
ω B) dm(ω) =
∫
Ω
∫
I
Iηω dηω dm(ω).
Thus, we note that in the case that m(Hµω(Z
∗
ω)) <∞, Theorem 2.23 reduces to the usual
variational principle, that is
EP (ϕ) = hµ(T ) +
∫
Ω
∫
I
ϕω dµω dm(ω) ≥ sup
η∈PT (Ω×I)
m(Hηω (Z
∗
ω))<∞
hη(T ) +
∫
Ω
∫
I
ϕω dηω dm(ω).
See [6] for details. In particular, this holds if Z∗ω is finite for m-a.e. ω ∈ Ω.
In what follows, we will assume throughout that we are working with a random weighted
covering system (Ω, σ,m, I, T, ϕ).
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3. Existence of a Conformal Family of Measures
In this section we prove the existence of a conformal family of measures. We obtain these
measures, as is often the case, via fixed point methods, see for example [24] or [36, Chapter
3], for the deterministic and random settings respectively. In the continuous random setting,
one considers the transfer operator Lω acting on the space of continuous bounded real-
valued functions, and then applies the Schauder-Tichonov Fixed Point Theorem to the
map νσ(ω) 7→ L
∗
ωνσ(ω)/L
∗
ων(1σ(ω)), where L
∗
ω is the dual operator, to obtain a functional νω
such that L∗ωνω = λωνσ(ω) where λω = νσ(ω)(Lω1ω). In this setting, the functional νω can be
uniquely identified with a Borel probability measure via the Riesz Representation Theorem.
However, to deal with discontinuities we work with BV functions rather than continuous
functions, so our strategy differs from that of [24] or [36] in that our functional Λω, which
we obtain via the Schauder-Tichonov Fixed Point Theorem, must first be extended to the
space of continuous functions so that we may identify Λω with a measure νω via Riesz’s
Theorem. We must then show that the measure νω is equal to the functional Λω when
restricted to BV functions. After obtaining such a family of measures (νω)ω∈Ω it is natural
to then ask whether this family is a random probability measure as in Definition 2.5. As
we do not currently have the tools to deal with the question of m-measurability, we will
leave this task for later, specifically Section 9. For now, we simply prove that a conformal
family of measures exists.
The main result of this section is the following.
Proposition 3.1. There exists a family (νω)ω∈Ω of non-atomic Borel probability measures,
i.e. νω ∈ P(I), with ∫
I
Lωf dνσ(ω) = λω
∫
I
f dνω(3.1)
for each ω ∈ Ω and f ∈ L1νω(I), where
λω := νσ(ω)(Lω1ω),
such that
(i) νω(Xω) = 1,
(ii) νω(J) > 0
for each non-degenerate interval J ⊆ I.
Proof. For each ω ∈ Ω let M1ω denote the set of all positive linear functionals Γ ∈ BV
∗(Xω)
such that Γ(1ω) = 1. We begin by noting that M
1
ω is a convex and weak*-closed subset of
the norm unit ball in BV∗(Xω), which is weak*-compact by the Banach-Alaoglu Theorem.
Thus we have that the set
M1 =
{
Γ = (Γω)ω∈Ω : Γω ∈M
1
ω
}
.
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is a compact and convex subset of a locally convex topological vector space, namely the
product
∏
ω∈Ω BV
∗(Xω). Define the map Ψ = (Ψω)ω∈Ω : M
1 →M1 by
Ψω(Γσ(ω)) =
L∗ωΓσ(ω)
L∗ωΓσ(ω)(1ω)
.
Clearly Ψω is weak*-continuous, and thus Ψ is continuous with respect to coordinate con-
vergence, and thus Ψ is continuous with respect to the product topology. Applying the
Schauder-Tichonov Theorem produces a Λ ∈ M1 which is a fixed point of Ψ. In other
words, we have that there exists Λ = (Λω)ω∈Ω such that
L∗ωΛσ(ω)(f) = λωΛω(f)(3.2)
for all f ∈ BV(Xω), where
λω := Λσ(ω)(Lω1ω).
In particular, iteration of (3.2) gives that
Λσn(ω)(L
n
ωf) = λ
n
ωΛω(f)(3.3)
for each n ∈ N and all f ∈ BV(Xω), where
λnω := Λσn(ω)(L
n
ω1ω) =
n−1∏
j=0
λσj(ω).(3.4)
Note that we must have
λω > 0.(3.5)
To see this we note that the random covering hypothesis (RC) implies the existence of some
Mω(I) such that for all n ≥ Mω(I), inf L
n
ω1ω > 0, which implies that λ
n
ω > 0, which, in
light of (3.4), in turn implies that λω > 0.
We can then extend Λω to BV(I) by
Λω(h) := Λω(h|Xω), h ∈ BV(I).
By the compactness of I, each continuous function f ∈ C(I) can be approximated in
C(I) by a sequence of functions in BV(I). Thus, each random continuous function can be
approximated uniformly by random BV functions, which means that for each ω ∈ Ω we
can extend Λω to C(I). By the Riesz Theorem we can then identify the functional Λω with
a random Borel probability measure νω on I which agrees with Λω on C(I).
Working towards showing that νω agrees with Λω on BV(Xω), we first show that νω(J) =
Λω(1J) > 0 for all non-degenerate intervals J ⊆ I.
Claim 3.1.1. For all non-degenerate intervals J ⊆ I we have
νω(J) = Λω(1J ) > 0.
Proof. We first prove that Λω(1J) > 0 for all non-degenerate intervals J ⊆ I. To that
end, we let M = Mω(J) and C = Cω,Mω(J)(J) be the constants coming from our random
covering assumption (RC). Then we note that (3.3) gives
λMω Λω(1J) = ΛσM (ω)(L
M
ω 1J) ≥ C > 0,
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and hence,
Λω(1J) ≥
C
λMω
> 0.(3.6)
Now suppose that J = [a, b] and let ε > 0. In light of our contracting potential assumption
(CP1), choose n ∈ N so large that ∥∥∥g(n)ω ∥∥∥
∞
inf Lnω1ω
<
ε
4
.(3.7)
Note that since T nω is injective on each element of Z
(n)
ω , we must have that
Lnω1Z ≤
∥∥g(n)ω ∥∥∞(3.8)
for each Z ∈ Z
(n)
ω . Thus, in light of (3.3), (3.7), and (3.8), for all n ∈ N and all Z ∈ Z
(n)
ω
we have that
Λω(1Z) = (λ
n
ω)
−1Λσn(ω)(L
n
ω1Z) ≤
∥∥∥g(n)ω ∥∥∥
∞
inf Lnω1ω
<
ε
4
.(3.9)
We now claim that there exist open intervals Va, Vb ⊆ I containing a and b, respectively,
such that Λω(Va)+Λω(Vb) < ε. To see this, we first construct Va by noting that (3.9) taken
together with the fact that
∑
Z∈Z
(n)
ω
Λω(1Z) = 1 allows us to find a (not necessarily finite)
sub-collection Qa ⊆ Z
(n)
ω such that
(1)
∑
Z∈Qa
Λω(1Z) <
ε
2
,
(2) there exist αa, βa ∈ Xω
4 with αa ≤ a ≤ βa such that
αa, βa ∈ Int
( ⋃
Z∈Qa
Z
)
.
Finally, take Va = Int
(⋃
Z∈Qa
Z
)
. The construction of Vb proceeds in a similar manner. Let
H = J ∪ Va ∪ Vb and let f ∈ BV(I) ∩ C(I) such that
1J ≤ f |H ≤ 1
and f |Hc = 0.
5 Thus, we have
νω(1J) ≤ Λω(f) ≤ Λω(1J) + Λω(1Va) + Λω(1Vb) < Λω(1J ) + ε.
As ε > 0 was arbitrary, we must have that νω(J) ≤ Λω(1J) for all intervals J ⊆ I. To
see the opposite inequality we simply note that for any disjoint intervals A,B ⊆ I with
A ∪ B = I we have
1 = νω(A) + νω(B) ≤ Λω(1A) + Λω(1B) = 1.
4If a ∈ Xω we may take αa = a = βa.
5One could prove the existence of such a function in a similar manner to Urysohn’s Lemma to show
that for x < y there exists a continuous, increasing function (hence BV) from [x, y] onto [0, 1].
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Thus, taking A = J and B = Jc in the above equation, we have must in fact have
Λω(1J) = 1− νω(J
c) = νω(J) for all intervals J ⊆ I. 
Note that we have just shown in the proof of Claim 3.1.1 that given any a ∈ Xω, any
ε > 0, and sufficiently large n ∈ N we can find a collection Q ⊆ Z
(n)
ω such that
(1) a ∈ ∪Z∈QZ =: V ,
(2) 0 < νω(V ) < ε.
In conjunction with the fact that νω(Xω) = Λω(1ω) = 1, we see that νω has no atoms, and
in particular that the singular set has measure zero, i.e.
νω(Sω) = νω(I\Xω) = 0.
We are now able to show that νω agrees with Λω on BV(I).
Claim 3.1.2. For all f ∈ BV(I) we have
νω(f) = Λω(f).
Proof. Let ε > 0. Since the jump discontinuities of f can be larger than ε on only a finite
set Dω,ε, we can find a piecewise continuous function fε : I → R such that ‖f − fε‖∞ < ε.
Since fε is piecewise continuous we have that νω(fε) = Λω(fε), and hence
|νω(f)− Λω(f)| ≤ |νω(f − fε)|+ |νω(fε)− Λω(fε)|+ |Λω(f − fε)|
≤ 2 ‖f − fε‖∞ < 2ε.
As ε > 0 is arbitrary, we must have that νω(f) = Λω(f). 
An immediate consequence of Claim 3.1.2 is that
νσ(ω)(Lωf) = Λσ(ω)(Lωf) = λωΛω(f) = λωνω(f)(3.10)
for all f ∈ L1νω(I), which finishes the proof of Proposition 3.1. 
We can immediately see, cf. [17], that the conformality of the family (νω)ω∈Ω produced
in Proposition 3.1 can be characterized equivalently as: for each n ≥ 1 and each set A on
which T nω |A is one-to-one we have
νσn(ω)(T
n
ω (A)) = λ
n
ω
∫
A
e−Sn(ϕω) dνω
where
λnω = νσn(ω)(L
n
ω1ω) =
n−1∏
j=0
λσj(ω).(3.11)
In particular, this gives that for each n ≥ 1 and each Z ∈ Z
(n)
ω we have
νσn(ω)(T
n
ω (Z)) = λ
n
ω
∫
Z
e−Sn(ϕω) dνω.
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Definition 3.2. We define the normalized operator (for any n ≥ 1) L˜nω : B(Xω) →
B(Xσn(ω)) by
L˜nω(f) := (λ
n
ω)
−1Lnωf, f ∈ B(Xω).
In light of (3.10) we immediately see that this normalized operator satisfies the following:
νσn(ω)(L˜
n
ωf) = νω(f), f ∈ L
1
νω(I).(3.12)
4. Lasota-Yorke Inequalities
In this section we prove Lasota-Yorke inequalities. We first prove a random version of
the Lasota-Yorke inequality appearing in [31]. However, the coefficients produced in this
inequality are highly ω-dependent and may grow too much with further iteration. To rectify
this, we then follow [10] to prove a more refined Lasota-Yorke inequality, Proposition 4.8,
with more manageable ω-dependent coefficients.
The following Lasota-Yorke type inequality gives a useful bound on the variation of the
image of the transfer operator, which will be crucial in the sequel, and in fact implies that
Lnω(BV(Xω)) ⊆ BV(Xσn(ω))
for all n ∈ N and ω ∈ Ω.
Lemma 4.1. Suppose that αˆ ≥ 0 and γˆ ≥ 1 and that for each ω ∈ Ω and n ∈ N there exists
a partition Pω,n(αˆ, γˆ) which satisfies (P1) and (P2). Then for all ω ∈ Ω, all f ∈ BV(Xω),
and all n ∈ N there exist positive, measurable constants A
(n)
ω and B
(n)
ω such that
var(Lnωf) ≤ A
(n)
ω
(
var(f) +B(n)ω νω(|f |)
)
,
where
A(n)ω := (αˆ + 2γˆ + 1)
∥∥g(n)ω ∥∥∞ and B(n)ω := (αˆ + 2γˆ)
∥∥∥LMω,nω 1ω∥∥∥
∞
infJ(Pω,n) g
(Mω,n)
ω
where Pω,n is some element of the finite partition Pω,n(αˆ, γˆ), J(Pω,n) is the monotonicity
partition element coming from (2.9), and Mω,n = Mω(J(Pω,n)).
Proof. Recall that Lemma 2.4 gives that g
(n)
ω ∈ BV(Xω) for each n ∈ N and ω ∈ Ω. Thus,
for f ∈ BV(Xω) and n ≥ 0 we have
var(Lnωf) ≤ var

 ∑
Z∈Z
(n)
ω
1Tnω (Z)
(
(g(n)ω f) ◦ T
−n
ω,Z
)
≤
∑
Z∈Z
(n)
ω
var
(
1Tnω (Z)
(
(g(n)ω f) ◦ T
−n
ω,Z
))
≤
∑
Z∈Z
(n)
ω
var
(
g(n)ω f1Z
)
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≤
∑
Z∈Z
(n)
ω
(
varZ(g
(n)
ω f) + 2
∣∣∣∣sup
Z
g(n)ω f
∣∣∣∣
)
≤ var(g(n)ω f) + 2
∑
Z∈Z
(n)
ω
∣∣∣∣sup
Z
g(n)ω f
∣∣∣∣ .(4.1)
Thus, using (4.1) and (P1)–(P2), we get
var(Lnωf) ≤
∑
P∈Pω,n(αˆ,γˆ)

varP (g(n)ω f) + 2
∑
Z∈Z
(n)
ω
Z∩P 6=∅
∣∣∣∣sup
Z∩P
g(n)ω f
∣∣∣∣


≤
∑
P∈Pω,n(αˆ,γˆ)


∥∥g(n)ω ∥∥∞ varP (f) + ‖f1P‖∞

varP (g(n)ω ) + 2
∑
Z∈Z
(n)
ω
Z∩P 6=∅
sup
Z∩P
g(n)ω




≤
∑
P∈Pω,n(αˆ,γˆ)
(∥∥g(n)ω ∥∥∞ varP (f) + (αˆ + 2γˆ) ∥∥g(n)ω ∥∥∞ ‖f |P‖∞)
≤
∑
P∈Pω,n(αˆ,γˆ)
(
(αˆ+ 2γˆ + 1)
∥∥g(n)ω ∥∥∞ varP (f) + (αˆ + 2γˆ) ∥∥g(n)ω ∥∥∞ inf |f |P |)
≤
∑
P∈Pω,n(αˆ,γˆ)
(
(αˆ + 2γˆ + 1)
∥∥g(n)ω ∥∥∞ varP (f) + (αˆ+ 2γˆ) ∥∥g(n)ω ∥∥∞ νω(|f |P |)νω(P )
)
.(4.2)
Note that Claim 3.1.1 from the proof of Proposition 3.1 gives that νω(P ) > 0 for all
P ∈ Pω,n(αˆ, γˆ). Recall that since Z
(1)
ω is generating, see (GP), for each P ∈ Pω,n(αˆ, γˆ) there
exists a least number Nω,n(P ) ∈ N and a measurable choice
J(P ) ∈ Z(Nω,n(P ))ω
with J(P ) ⊆ P . In light of (SP1) we have
inf LMω(J(P ))ω 1P ≥ inf
J(P )
gMω(J(P ))ω > 0
for each P ∈ Pω,n(αˆ, γˆ), and thus for each n ∈ N and each P ∈ Pω,n(αˆ, γˆ) we denote
Bˆ(n)ω (P ) :=
∥∥∥LMω(J(P ))ω 1ω∥∥∥
∞
infJ(P ) g
(Mω(J(P )))
ω
and let Pω,n be the element of Pω,n(αˆ, γˆ) which maximizes this quantity, i.e.
Bˆ(n)ω (Pω,n) := max
P∈Pω,n
Bˆ(n)ω (P ).
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Then for each P ∈ Pω,n(αˆ, γˆ) we have
νω(1P ) = νσMω (J(P ))(ω)(L˜
Mω(J(P ))
ω 1P ) ≥ (λ
Mω(J(P ))
ω )
−1 inf
J(P )
g(Mω(J(P )))ω
≥
(
Bˆ(n)ω (P )
)−1
≥
(
Bˆ(n)ω (Pω,n)
)−1
.(4.3)
Inserting (4.3) into (4.2), we have
var(Lnωf) ≤ A
(n)
ω
(
var(f) +B(n)ω νω(|f |)
)
,
where
Mω,n := Mω(J(Pω,n))
denotes the covering time of J(Pω,n) and
A(n)ω := (αˆ+ 2γˆ + 1)
∥∥g(n)ω ∥∥∞ and B(n)ω := (αˆ + 2γˆ)
∥∥∥LMω,nω 1ω∥∥∥
∞
infJ(Pω,n) g
(Mω,n)
ω
,(4.4)
which finishes the proof. 
Define the random constants
Q(n)ω =
A
(n)
ω
inf Lnω1ω
and K(n)ω := max
{
Q(n)ω B
(n)
ω , 6
n
}
.(4.5)
In light of our contracting potential assumption (CP1) we see that Q
(n)
ω → 0 exponentially
quickly for each ω ∈ Ω.
Remark 4.2. In order to achieve the exponential decay of the random constants Q
(n)
ω it
would suffice to replace the fixed numbers αˆ ≥ 0 and γˆ ≥ 1 with increasing polynomials
αˆ(n), γˆ(n).
The following proposition now follows from Lemma 2.13 and assumptions (M5) and (M6).
Proposition 4.3. For each n ∈ N, log+Q
(n)
ω , logK
(n)
ω ∈ L1m(Ω)
Now, considering the normalized operator, we arrive at the following immediate corollary.
Corollary 4.4. For all ω ∈ Ω, all f ∈ BV(Xω), and all n ∈ N we have
var(L˜nωf) ≤ Q
(n)
ω var(f) +K
(n)
ω νω(|f |).
In light of Corollary 4.4 we may now find an appropriate upper bound for the BV norm
of the normalized transfer operator.
Lemma 4.5. For each n ∈ N and each ω ∈ Ω there exists a measurable constant L
(n)
ω > 6n
with logL
(n)
ω ∈ L1m(Ω) such that for all f ∈ BV(Xω) we have∥∥∥L˜nωf∥∥∥
BV
≤ L(n)ω (var(f) + νω(|f |)) .(4.6)
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Proof. Corollary 4.4 and (3.10) give∥∥∥L˜nωf∥∥∥
BV
= var(L˜nωf) +
∥∥∥L˜nωf∥∥∥
∞
≤ 2var(L˜nωf) + νσn(ω)(L˜
n
ωf)
≤ 2
(
Q(n)ω var(f) +K
(n)
ω νω(|f |)
)
+ νω(|f |).
Hence, taking
L(n)ω := 2max
{
K(n)ω , Q
(n)
ω
}
+ 1(4.7)
suffices. The log-integrability of L
(n)
ω follows from Proposition 4.3. 
Definition 4.6. In view of our contracting potential assumption (CP2) and the submul-
tiplicativity of
∥∥g(n)ω ∥∥∞/ inf Lnω1ω, we let N∗ ∈ N be the minimum integer n ≥ 1 such
that
−∞ <
∫
Ω
logQ(n)ω dm(ω) < 0,(4.8)
and we define the numbers
ξ := −
1
N∗
∫
Ω
logQ(N∗)ω dm(ω) and ρ :=
1
N∗
∫
Ω
logL(N∗)ω dm(ω).(4.9)
Remark 4.7. We would like to note that the hypotheses (M5) and (M6) may be difficult to
check for examples. In the sequel we will only need that these conditions hold for n = N∗.
Thus, we will actually prove our results under the following weaker assumptions:
min
P∈Pω,N∗
log inf
J(P )
gMω(J(P ))ω ∈ L
1
m(Ω),(M5’)
max
P∈Pω,N∗
log
∥∥LMω(J(P ))ω 1ω∥∥∞ ∈ L1m(Ω).(M6’)
Of course this means that we need only to consider (P1) and (P2) for n = N∗ as well.
The constants K
(n)
ω from Corollary 4.4 grow to infinity with n, making them difficult
to use. We therefore now follow Buzzi [10, Lemma 2.1] to prove the main result of this
section, a similar, but more useful Lasota-Yorke type inequality.
Proposition 4.8. For each ε > 0 there exists a measurable, m-a.e. finite function Cε(ω) >
0 such that for m-a.e. ω ∈ Ω, each f ∈ BV(Xσ−n(ω)), and all n ∈ N we have
var(L˜nσ−n(ω)f) ≤ Cε(ω)e
−(ξ−ε)nvar(f) + Cε(ω)νσ−n(ω)(|f |).
Proof. We begin by noting that since σ is ergodic and writing
nN∗−1∑
k=0
ψ ◦ σk =
N∗−1∑
j=0
n−1∑
k=0
ψ ◦ σkN∗+j ,
where ψ : Ω→ R, there must exist an integer 0 ≤ rω < N∗ such that
lim
n→∞
1
n
n−1∑
k=0
logQ
(N∗)
σ−rω−kN∗(ω)
≤ ξ.(4.10)
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Now for each n ∈ N, we may write n = dω + sωN∗ + rω with sω ≥ 0, 0 ≤ dω < N∗. Note
that sω and dω depend on ω through their dependence on rω. For the remainder of the
proof we will drop the dependence on ω from our notation and simply refer to r, s and d
for rω, sω, and dω respectively. Thus, for f ∈ BV(Xσ−n(ω)), we can write
L˜nσ−n(ω)f = L˜
r
σ−r(ω) ◦ L˜
sN∗
σ−n+d(ω)
◦ L˜dσ−n(ω)(f).(4.11)
We begin by looking at the outer composition in (4.11). Consider some function h ∈
BV(Xσ−r(ω)). Recursively applying Lemma 4.5 and (3.10) gives
var(L˜rσ−r(ω)(h)) = var(L˜σ−1(ω)(L˜
r−1
σ−r(ω)h))
≤ L
(1)
σ−1(ω)
(
var(L˜r−1σ−r(ω)h) + νσ−1(ω)(
∣∣L˜r−1σ−r(ω)h∣∣))
≤ L(1)σ−1(ω)
(
var(L˜r−1σ−r(ω)h) + νσ−r(ω)(|h|)
)
≤ L
(1)
σ−1(ω)L
(1)
σ−2(ω)
(
var(L˜r−2σ−r(ω)h) + νσ−r(ω)(|h|)
)
+ L
(1)
σ−1(ω)νσ−r(ω)(h)
≤
r∏
j=1
L
(1)
σ−j (ω)var(h) + νσ−r(ω)(|h|) ·
r∑
j=1
j∏
k=1
L
(1)
σ−k(ω)
.
As r < N∗, we can write
var(L˜rσ−r(ω)(h)) ≤ C
(1)(ω)
(
var(h) + νσ−r(ω)(|h|)
)
,(4.12)
where
C(1)(ω) := N∗ ·
N∗∏
j=1
L
(1)
σ−j(ω)
.
To deal with the innermost composition in (4.11) we will use similar techniques as when
dealing with the outer composition. However, we first remark that since logL
(1)
ω ∈ L1m(Ω),
Birkhoff’s Ergodic Theorem implies that
lim
k→±∞
1
|k|
logL
(1)
σk(ω)
= 0,
and thus, we must also have that for each δ > 0 there exists some measurable constant
C
(2)
δ (ω) ≥ 1 such that we have
L
(1)
σk(ω)
≤ C
(2)
δ (ω)e
δ|k|(4.13)
for each k ∈ Z. Continuing as in (4.12) together with (4.13), we see
var(L˜dσ−n(ω)(f)) ≤
n∏
j=n−d+1
L
(1)
σ−j(ω)var(f) +
n∑
j=n−d+1
j∏
k=n−d+1
L
(1)
σ−k(ω)
νσ−n(ω)(|f |)
≤
(
C
(2)
δ (ω)
)d
exp
(
δ
n∑
j=n−d+1
j
)
var(f)
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+
n∑
j=n−d+1
(
C
(2)
δ (ω)
)j−n+d
exp
(
δ
j∑
k=n−d+1
k
)
νσ−n(ω)(|f |)
≤ d
(
C
(2)
δ (ω)
)N∗
endδ
(
var(f) + νσ−n(ω)(|f |)
)
≤ C(2)(ω)en
ε
2
(
var(f) + νσ−n(ω)(|f |)
)
(4.14)
where δ has been chosen to be smaller than ε/2N∗ and
C(2)(ω) := N∗
(
C
(2)
δ (ω)
)N∗
.
To deal with the middle composition of (4.11) we let τ = σ−n+d(ω) and consider some
function h ∈ BV(Xτ ). Applying Corollary 4.4 and (3.10) repeatedly yields
var(L˜sN∗τ (h)) = var(L˜
N∗
σ(s−1)N∗ (τ)
(L˜(s−1)N∗τ h))
≤ Q
(N∗)
σ(s−1)N∗ (τ)
var(L˜(s−1)N∗τ h) +K
(N∗)
σ(s−1)N∗ (τ)
ντ (|h|)
≤
s∏
j=1
Q
(N∗)
σ(s−j)N∗ (τ)
var(h) +
s∑
j=1
j∏
k=1
(
Q
(N∗)
σ(s−k)N∗ (τ)
K
(N∗)
σ(s−j)N (τ)
)
ντ (|h|).(4.15)
In light of the definitions of N∗ (4.8) and ξ (4.9) and using (4.10), we can find a measurable
constant C(3)(ω) > 0 such that for any j ≥ 1 we have
j∏
k=1
Q
(N∗)
σ(s−k)N∗ (τ)
≤ C(3)(ω)e−(ξ−
ε
2
)jN∗ .(4.16)
Furthermore, since logK
(N∗)
ω ∈ L1m(Ω) we can find a measurable constant C
(4)(ω) ≥ C(3)(ω)
such that for any j ≥ 1 we have
K
(N∗)
σ(s−j)N∗ (τ)
≤ C(4)(ω)e
ε
2
jN∗.(4.17)
Inserting (4.16) and (4.17) into (4.15) gives
var(L˜sN∗τ (h)) ≤
s∏
j=1
Q
(N∗)
σ(s−j)N∗ (τ)
var(h) +
s∑
j=1
j∏
k=1
Q
(N∗)
σ(s−k)N∗ (τ)
K
(N∗)
σ(s−j)N (τ)
ντ (|h|)
≤ C(4)(ω)e−(ξ−
ε
2
)sN∗var(h)
+
s∑
j=1
C(4)(ω)e−(ξ−
ε
2
)(s−j)N∗ · C(4)(ω)e
ε
2
(s−j)N∗ντ (|h|)
≤ C(4)(ω)e−(ξ−
ε
2
)sN∗var(h) +
(
C(4)(ω)
)2
1− e−(ξ−ε)N∗
ντ (|h|)
≤ C(5)(ω)e−(ξ−
ε
2
)sN∗var(h) + C(5)(ω)ντ (|h|),(4.18)
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where the measurable constant C(5)(ω) is given by
C(5)(ω) := max
{
C(4)(ω),
(
C(4)(ω)
)2
1− e−(ξ−ε)N∗
}
.
For the remainder of the proof we will ignore the ω dependence of the constants C(j)(ω)
and simply write C(j) instead for j = 1, . . . , 5. Note that since sN∗ = n− d − r and since
0 ≤ d, r ≤ N∗, we can write
−
(
ξ −
ε
2
)
sN∗ +
nε
2
= −(ξ − ε)n+
(
ξ −
ε
2
)
(d+ r) ≤ −(ξ − ε)n+ 2(ξ −
ε
2
)N∗(4.19)
Finally, assembling our estimates (4.12), (4.14), and (4.18), in view of (4.19) we get
var(L˜nσ−n(ω)f) = var(L˜
r
σ−r(ω) ◦ L˜
sN∗
σ−n+d(ω)
◦ L˜dσ−n(ω)(f))
≤ C(1)
(
var(L˜sN∗
σ−n+d(ω)
◦ L˜dσ−n(ω)(f)) + νσ−n(ω)(|f |)
)
≤ C(1)
(
C(5)e−(ξ−
ε
2
)sN∗var(L˜dσ−n(ω)(f)) + (C
(5) + 1)νσ−n(ω)(|f |)
)
≤ C(1)
(
C(5)e−(ξ−
ε
2
)sN∗C(2)e
nε
2
(
var(f) + νσ−n(ω)(|f |)
)
+ (C(5) + 1)νσ−n(ω)(|f |)
)
≤ C(1)C(5)C(2)e2(ξ−ε)N∗e−(ξ−ε)n
(
var(f) + (C(5) + 1)νσ−n(ω)(|f |)
)
≤ Cε(ω)e
−(ξ−ε)nvar(f) + Cε(ω)νσ−n(ω)(|f |),
where the measurable constant Cε(ω) > 0 is taken so large that
Cε(ω) ≥ (C
(1)C(5)C(2))(C(5) + 1)e2(ξ−ε)N∗ ,
which completes the proof.

5. Random Birkhoff Cones and Hilbert Metrics
In this section we first recall the theory of convex cones first used by Birkhoff in [5], and
then present the random cones on which our operator L˜ω will act as a contraction. We
begin with a definition.
Definition 5.1. Given a vector space V, we call a subset C ⊆ V a convex cone if C satisfies
the following:
(1) C ∩ −C = ∅,
(2) for all α > 0, αC = C,
(3) C is convex,
(4) for all f, h ∈ C and all αn ∈ R with αn → α as n → ∞, if h − αnf ∈ C for each
n ∈ N, then h− αf ∈ C ∪ {0}.
Lemma 5.2 (Lemma 2.1 [31]). The relation ≤ defined on V by
f ≤ h if and only if h− f ∈ C ∪ {0}
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is a partial order satisfying the following:
f ≤ 0 ≤ f =⇒ f = 0,(i)
λ > 0 and f ≥ 0 ⇐⇒ λf ≥ 0,(ii)
f ≤ h ⇐⇒ 0 ≤ h− f,(iii)
for all αn ∈ R with αn → α, αnf ≤ h =⇒ αf ≤ h,(iv)
f ≥ 0 and h ≥ 0 =⇒ f + h ≥ 0.(v)
The Hilbert metric on C is given by the following definition.
Definition 5.3. Define a distance Θ(f, h) by
Θ(f, h) := log
β(f, h)
α(f, h)
,
where
α(f, h) := sup {a > 0 : af ≤ h} and β(f, h) := inf {b > 0 : bf ≥ h} .
Note that Θ is a pseudo-metric as two elements in the cone may be at an infinite distance
from each other. Furthermore, Θ is a projective metric because any two proportional ele-
ments must be zero distance from each other. The next theorem, which is due to Birkhoff
[5], shows that every positive linear operator that preserves the cone is a contraction pro-
vided that the diameter of the image is finite.
Theorem 5.4 ([5]). Let V1 and V2 be vector spaces with convex cones C1 ⊆ V1 and C2 ⊆ V2
and a positive linear operator L : V1 → V2 such that L(C1) ⊆ C2. If Θi denotes the Hilbert
metric on the cone Ci and if
∆ = sup
f,h∈L(C1)
Θ2(f, h),
then
sup
f,h∈C1
Θ2(Lf,Lh) ≤ tanh
(
∆
4
)
Θ1(f, h).
Note that it is not clear whether (C,Θ) is complete. The following lemma of [31] addresses
this problem by linking the metric Θ with a suitable norm ‖·‖ on V.
Lemma 5.5 ([31], Lemma 2.2). Let ‖·‖ be a norm on V such that for all f, h ∈ V if
−f ≤ h ≤ f , then ‖h‖ ≤ ‖f‖, and let ̺ : C → (0,∞) be a homogeneous and order-
preserving function, which means that for all f, h ∈ C with f ≤ h and all λ > 0 we have
̺(λf) = λ̺(f) and ̺(f) ≤ ̺(h).
Then, for all f, h ∈ C ̺(f) = ̺(h) > 0 implies that
‖f − h‖ ≤
(
eΘ(f,h) − 1
)
min {‖f‖ , ‖h‖} .
Remark 5.6. Note that the choice ̺(·) = ‖·‖ satisfies the hypothesis, however in the
sequel we shall be interested in the choice of ̺ = νω in Section 8.
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Definition 5.7. For each a > 0 and ω ∈ Ω let
Cω,a := {f ∈ BV(Xω) : f ≥ 0, var(f) ≤ aνω(f)} .
To see that this cone is non-empty, we note that the function f + c ∈ Cω,a for f ∈ BV and
c ≥ a−1var(f)− infXω f . We also define the cone
Cω,+ := {f ∈ BV(Xω) : f ≥ 0} .
Let Θω,a and Θω,+ denote the Hilbert metrics induced on the respective cones Cω,a and
Cω,+. The following lemma collects together the main properties of these metrics.
Lemma 5.8 ([31], Lemmas 4.2, 4.3, 4.5). For f, h ∈ Cω,+ the Θω,+ distance between f, h
is given by
Θω,+(f, h) = log sup
x,y∈Xω
f(y)h(x)
f(x)h(y)
If f, h ∈ Cω,a, then
Θω,+(f, h) ≤ Θω,a(f, h),(5.1)
and if f ∈ Cω,a/2 we then have
Θω,a(1, f) ≤ log
‖f‖∞ +
1
2
νω(f)
min
{
infXω f,
1
2
νω(f)
} .
As a consequence of Lemma 4.1 we have that
L˜ω (Cω,+) ⊆ Cσ(ω),+,(5.2)
and thus L˜ω is a weak contraction on Cω,+. Our eventual goal is to show a similar statement
for the cones Cω,a. We begin that journey with the following lemma, a version of which
first appeared in [30, Lemma 3.2].
Lemma 5.9. Given a > 0, for each ω ∈ Ω there exists a finite partition Uω,a of Xω and a
positive integer tω,a such that
bω := sup
U∈Uω,a
∥∥∥∥∥L
tω,a
ω 1U
L
tω,a
ω 1ω
∥∥∥∥∥
∞
<
1
2a
,
and for all f ∈ Cω,a there exists Uf ∈ Uω,a such that inf f |Uf ≥
1
2
νω(f).
Proof. First, we let tω,a ∈ N be given by
tω,a := min
{
n0 ∈ N :
∥∥g(n)ω ∥∥∞
inf Lnω1ω
<
1
2a
for all n ≥ n0
}
.
Then for each U ∈ Z
(tω,a)
ω we have∥∥∥∥∥L
tω,a
ω 1U
L
tω,a
ω 1ω
∥∥∥∥∥
∞
≤
∥∥g(tω,a)ω ∥∥∞
inf L
tω,a
ω 1ω
<
1
2a
.
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If Z
(tω,a)
ω is finite then we may set Uω,a := Z
(tω,a)
ω . If, on the other hand, Z
(tω,a)
ω is infinite,
noting that Lemma 2.4 gives
Ltω,aω 1ω =
∑
U∈Z
(tω,a)
ω
Ltω,aω 1U ≤
∑
U∈Z
(tω,a)
ω
∥∥Ltω,aω 1U∥∥∞ ≤ S(tω,a)ω <∞,
we can choose intervals U1, . . . , Uℓ ∈ Z
(tω,a)
ω such that∥∥∥∥∥
L
tω,a
ω 1Xω\∪ℓj=1Uj
L
tω,a
ω 1ω
∥∥∥∥∥
∞
<
1
2a
.
Now the set Xω\ ∪
ℓ
j=1 Uj must consist of at most ℓ+ 1 many intervals (which are not nec-
essarily elements of Z
(tω,a)
ω , though they are unions of elements of Z
(tω,a)
ω ), say Uℓ+1, . . . , UL.
Setting Uω,a = {Uj : 1 ≤ j ≤ L} finishes the first claim. Now fix f ∈ Cω,a and set
A =
{
U ∈ Uω,a : there exists xU ∈ U such that f(xU) <
1
2
νω(f)
}
.
To prove the second part of Lemma 5.9 we will show that A 6= Uω,a. Towards contradiction,
suppose that for each U ∈ Uω,a there exists xU ∈ U such that f(xU) < 1/2νω(f). Now, for
n ≥ tω,a we have
Lnω(f1U) ≤ L
n
ω(1U) (f(xU) + varU(f)) < L
n
ω(1U)
νω(f)
2
+ bωL
n
ω(1ω)varU(f).
Summing over all U ∈ Uω,a gives
Lnωf < L
n
ω1ω ·
νω(f)
2
+ bωL
n
ω1ω · var(f).
Now, integrating both sides with respect to νσn(ω) and then dividing by λ
n
ω gives
νσn(ω)(L
n
ωf)
λnω
<
νω(f)
2
+ bωvar(f) ≤
(
1
2
+ abω
)
νω(f).
As the left hand side is equal to νω(f) and noting that abω < 1/2, we have arrived at our
desired contradiction, and thus, we are done. 
As an immediate consequence of the previous lemma and its proof we may define the
measurable function Nω,a(Uω,a) : Ω→ N by
Nω,a(Uω,a) := max {Mω(U) : U ∈ Uω,a} ≥ tω,a.(5.3)
6. Cone Contraction on Good Fibers
In this section we follow Buzzi’s approach [10], and describe the good behavior across a
large measure set of fibers. In particular, we will show that, for sufficiently many iterates
R∗, the normalized transfer operator L˜
R∗
ω uniformly contracts the cone Cω,a on “good” fibers
ω. However, first we must describe what exactly makes a fiber “good”.
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Recall that the numbers ξ and ρ are given by
ξ := −
1
N∗
∫
Ω
logQ(N∗)ω dm(ω) and ρ :=
1
N∗
∫
Ω
logL(N∗)ω dm(ω).
Note that (4.5), (4.7), and the ergodic theorem imply that
log 6 ≤ ρ = lim
n→∞
1
nN∗
n−1∑
k=0
logL
(N∗)
σkN∗ (ω)
.(6.1)
The following definition is adapted from [10, Definition 2.4].
Definition 6.1. We will say that ω is good with respect to the numbers ε, a, B∗, Ra =
qaN∗, C∗ ≥ 1, and 0 < α∗ ≤ C∗ if the following:
var(LRaω h) ≤
1
3
var(h) +B∗νω(h),(G1)
1
Ra
Ra/N∗−1∑
k=0
logL
(N∗)
σkN∗ (ω)
∈ [ρ− ε, ρ+ ε],(G2)
Ra ≥ Nω,a(Uω,a),(G3)
C−1∗ ≤ inf L
Ra
ω 1ω ≤ λ
Ra
ω ≤
∥∥LRaω 1ω∥∥∞ ≤ C∗,(G4)
inf LRaω 1U ≥ α∗ for all U ∈ Uω,a.(G5)
Now, we denote
ε0 := min
{
1,
ξ
2
}
.(6.2)
The following lemma describes the prevalence of the good fibers as well as how to find
them.
Lemma 6.2. Given ε < ε0 and a > 0, there exists parameters B∗, Ra, α∗, C∗ (all of which
depend on ε) such that there is a set ΩG ⊆ Ω of good ω with m(ΩG) ≥ 1− ε/4.
Proof. We begin by letting
Ω′ = Ω′(B∗) := {ω ∈ Ω : Cε(ω) ≤ B∗} ,(6.3)
where Cε(ω) > 0 is the m-a.e. finite measurable constant coming from Proposition 4.8.
Choose B∗ sufficiently large such that m(Ω
′) ≥ 1− ε/8. Then for any ω ∈ Ω with σqN∗(ω) ∈
Ω′ for any q ∈ N, Proposition 4.8 gives
var(L˜qN∗ω f) ≤ B∗e
−(ξ−ε)qN∗var(f) +B∗νω(f)(6.4)
for any f ∈ BV(Xω). Noting that ε < ξ/2 by (6.2), we set R0 = q0N∗ and choose q0
sufficiently large such that
B∗e
−(ξ−ε)R0 ≤ B∗e
− ξ
2
R0 ≤
1
3
.
Now let q1 ≥ q0 and define the set
Ω′′ = Ω′′(q1, C∗, α∗) := {ω ∈ Ω : (G2)− (G5) hold for the value R1 = q1N∗} .
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Now choose qa, C∗, and α∗, with C∗ ≥ α∗, such that m(Ω
′′(qa, C∗, α∗)) ≥ 1 − ε/8. Set
Ra := qaN∗. Set ΩG := Ω
′′ ∩ σ−Ra(Ω′). Then ΩG is the set of all ω ∈ Ω which are good
with respect to the numbers B∗, Ra, α∗, C∗ and m(ΩG) ≥ 1− ε/4, and so we are done. 
In what follows, given a value B∗, we will consider cone parameters
a ≥ a0 := 6B∗(6.5)
and we set
R∗ := Ra0 .(6.6)
For each ω ∈ Ω, a > 0, and some set Y ⊆ Cω,a we let
diamω,a(Y ) := sup
x,y∈Y
Θω,a(x, y)
and
diamω,+(Y ) := sup
x,y∈Y
Θω,+(x, y)
denote the diameter of Y in the respective cones Cω,a and Cω,+ with respect to the respective
metrics Θω,a and Θω,+. The next lemma shows that the normalized operator is a contraction
on the fiber cones Cω,a and that the image has finite diameter.
Lemma 6.3. If ω is good with respect to the numbers ε, a0, B∗, R∗, α∗, C∗ then for each
a ≥ a0 we have
L˜R∗ω (Cω,a) ⊆ CσR∗ (ω),a/2 ⊆ CσR∗ (ω),a
and that
diamσR∗(ω),a
(
L˜R∗ω (Cω,a)
)
≤ ∆a := 2 log
C∗(3 + a)
α∗
<∞.
Proof. For ω good and f ∈ Cω,a, (G1), (6.5), and (3.10) give
var(L˜R∗ω f) ≤
1
3
var(f) +B∗νω(f) ≤
(a
3
+B∗
)
νω(f)
≤
(a
3
+
a
6
)
νω(f) =
a
2
νσR∗ (ω)(L˜
R∗
ω f).
Hence we have
L˜R∗ω (Cω,a) ⊆ CσR∗ (ω),a/2 ⊆ CσR∗ (ω),a
as desired. Now, towards finding the diameter of L˜R∗ω (Cω,a) in CσR∗ (ω),a we note that
Lemma 5.8 implies
sup
f∈Cω,a
ΘσR∗ (ω),a(L˜
R∗
ω f, 1σR∗ (ω)) ≤ log
∥∥∥L˜R∗ω f∥∥∥
∞
+ 1
2
νσR∗ (ω)(L˜
R∗
ω f)
min
{
inf L˜R∗ω f,
1
2
νσR∗ (ω)(L˜R∗ω f)
} .(6.7)
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Thus, to finish the proof we look for bounds for
∥∥∥L˜R∗ω f∥∥∥
∞
and inf L˜R∗ω f in terms of
νσR∗ (ω)(L˜
R∗
ω f). To that end, we note that since L˜
R∗
ω f ∈ CσR∗ (ω),a/2 we have∥∥∥L˜R∗ω f∥∥∥
∞
≤ νσR∗(ω)(L˜
R∗
ω f) + var(L˜
R∗
ω f) ≤
(
1 +
a
2
)
νσR∗ (ω)(L˜
R∗
ω f).(6.8)
Since R∗ ≥ Nω,a0(Uω,a0) ≥ tω,a0 we may apply Lemma 5.9 to find Uf ∈ Uω,a0 , which, taken
together with (G4) – (G5), gives
inf L˜R∗ω f ≥ inf L˜
R∗
ω (f1Uf ) ≥
1
2
νω(f) inf L˜
R∗
ω 1Uf ≥
1
2
νω(f)
α∗
λR∗ω
≥
α∗
2C∗
νσR∗ (ω)(L˜
R∗
ω f).(6.9)
Inserting (6.8) and (6.9) into (6.7), simplifying, and applying the triangle inequality finishes
the proof. 
To end this section we note that, in light of the proof of Lemma 6.2, we must have that
B∗e
− ξ
2
R∗ ≤
1
3
.(6.10)
7. Dealing With Bad Fibers
In this section we again follow Buzzi [10] to show that for fibers in the small measure set
of “bad” fibers, ΩB := Ω\ΩG, the cone Cω,a of positive functions is invariant after sufficiently
many iterations for sufficiently large parameters a > 0. We accomplish this by introducing
the concept of coating intervals, which we then show make up a relatively small portion of
an orbit.
Recall that R∗ is given by (6.6), and for each ω ∈ Ω we let
0 ≤ y∗(ω) < R∗(7.1)
be the smallest integer such that for either choice of sign + or − we have
lim
n→∞
1
n
#
{
0 ≤ k < n : σ±kR∗+y∗(ω)(ω) ∈ ΩG
}
> 1− ε,(7.2)
lim
n→∞
1
n
#
{
0 ≤ k < n : Cε
(
σ±kR∗+y∗(ω)(ω)
)
≤ B∗
}
> 1− ε.(7.3)
This is possible, since by e.g. Lemma 33 [21] ergodicity of σ yields the existence of a σR∗-
invariant subset E ⊂ Ω and a divisor d of R∗ such that the ergodic components of m under
σR∗ are the sets σ−i(E), i = 0, . . . , d − 1, and m(E) = 1/d. Thus, for m-a.e. ω ∈ Ω, both
limits (7.2) and (7.3) exist by Birkhoff. When σy∗(ω)(ω) ∈ σ−i(E), by Birkhoff the limit
(7.2) equals m(σ−i(E) ∩ ΩG) · d. Similarly, since σ
−R∗(Ω′) ⊂ ΩG (proof of Lemma 6.2),
and (7.2) is a stronger condition by the definition of ΩG, the limit (7.3) is not less than
m(σ−i(E) ∩ ΩG) · d. Since m(ΩG) > 1 − ε/4 and since ΩG is fixed, we may choose y∗(ω)
so that the limits (7.2) and (7.3) are not less than 1− (ε/4) · d (this worst case is achieved
when the mass of ΩG is distributed equally amongst the σ
−i(E), i = 0, . . . , d− 1).
Clearly, y∗ : Ω→ N is a measurable function such that
y∗(σ
y∗(ω)(ω)) = 0,(7.4)
y∗(σ
R∗(ω)) = y∗(ω).(7.5)
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In particular, (7.4) and (7.5) together imply that
y∗(σ
y∗(ω)+kR∗(ω)) = 0(7.6)
for all k ∈ N. Let
Γ(ω) :=
R∗/N∗−1∏
k=0
L
(N∗)
σkN∗ (ω)
,(7.7)
and for each ω ∈ Ω we define the coating length ℓ(ω) as follows:
• if ω ∈ ΩG then set ℓ(ω) := 1,
• if ω ∈ ΩB then
ℓ(ω) := min
{
n ∈ N :
1
n
∑
0≤k<n
(1ΩB log Γ) (σ
kR∗(ω)) ≤ ε
1
2ρR∗
}
.(7.8)
If the minimum is not attained we set ℓ(ω) =∞.
Since L
(N∗)
ω ≥ 6N∗ by (4.5), we must have that
Γ(ω) ≥ 6R∗(7.9)
for all ω ∈ Ω. It follows from Lemma 4.5 that for all ω ∈ Ω we have
var(LR∗ω f) ≤ Γ(ω)(var(f) + νω(f)).(7.10)
Furthermore, if ω ∈ ΩG it follows from (G2) that
R∗(ρ− ε) ≤ Γ(ω) ≤ R∗(ρ+ ε).(7.11)
Now let
ε < ε1 := min
{(
ρ
2 + ρ
)2
,
(
log 6
ρ
)2}
.(7.12)
The following proposition collects together some of the key properties of the coating length
ℓ(ω).
Proposition 7.1. Concerning the number ℓ(ω), we have the following.
For m-a.e. ω ∈ Ω such that y∗(ω) = 0 we have ℓ(ω) <∞,(i)
If ω ∈ ΩB then ℓ(ω) ≥ 2.(ii)
Proof. To see (i) we first note that
1
n
∑
0<k≤n
(1ΩB log Γ) (σ
kR∗(ω)) =
1
n
∑
0<k≤n
log Γ(σkR∗(ω))−
1
n
∑
0<k≤n
(1ΩG log Γ) (σ
kR∗(ω)).
(7.13)
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Towards estimating each of the terms in the right-hand side of (7.13), we recall that R∗ =
qa0N∗ and use (7.7) and (6.1) to see that
1
n
∑
0<k≤n
log Γ(σkR∗(ω)) =
1
n
n−1∑
k=0
qa0−1∑
j=0
L
(N∗)
σjN∗+kR∗(ω)
≤ (ρ+ ε)R∗(7.14)
for all n ∈ N sufficiently large, while (7.2) (with y∗(ω) = 0) together with (7.11) ensure
that
1
n
∑
0<k≤n
(1ΩG log Γ) (σ
kR∗(ω)) ≥ (1− ε)(ρ− ε)R∗(7.15)
for all n ∈ N sufficiently large. Now, combining (7.14) and (7.15) together with (7.13) and
then using (7.12), for n ∈ N sufficiently large we have
1
n
∑
0<k≤n
(1ΩB log Γ) (σ
kR∗(ω)) ≤ (ρ+ ε)R∗ − (1− ε)(ρ− ε)R∗
≤ ε(2 + ρ)R∗(7.16)
≤ ε
1
2ρR∗.(7.17)
In light of the definition of ℓ(ω), (7.8), we see that ℓ(ω) <∞.
Now to see (ii) we suppose that ω ∈ ΩB and derive a contradiction if ℓ(ω) = 1. Indeed,
in light of (7.9), we see that ℓ(ω) = 1 implies that
R∗ log 6 ≤ log Γ(ω) ≤ ε
1
2ρR∗,
and thus that
ε ≥
(
log 6
ρ
)2
,
which contradicts the fact that we have chosen ε < ε1. 
Remark 7.2. Given ω0 ∈ Ω, for each j ≥ 1 let ωj+1 = σ
ℓ(ωj)R∗(ωj). As a consequence of
Proposition 7.1 item (i) and (7.5), we see that for m-a.e. ω0 ∈ Ω with y∗(ω0) = 0, we must
have that ℓ(ωj) <∞ for all j ≥ 0.
Definition 7.3. We will call a (finite) sequence ω, σ(ω), . . . , σℓ(ω)R∗−1(ω) of ℓ(ω)R∗ many
fibers a good block (originating at ω) if ω ∈ ΩG (which implies that ℓ(ω) = 1). If, on the
other hand, ω ∈ ΩB we call such a sequence a bad block (originating at ω).
For each ω ∈ Ω we define the coating intervals along the orbit starting at ω to be bad
blocks of the form σajR∗(ω), σajR∗+1(ω), . . . , σbjR∗−1(ω) where aj , bj are given by
aj := min
{
k ≥ bj−1 : σ
kR∗(ω) ∈ ΩB
}
and bj = aj + ℓ(σ
ajR∗(ω))
for j ≥ 1 and setting b0 := −1.
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Now we set
ε2 := min

ε0, ε1,

 ξ
2
(
1 + ξρ
log 6
+ 2ρ
)


2
 .(7.18)
Choosing ε < ε2 ≤ ε1, we may define the number
γ = γ(ε) :=
ε
1
2ρ
log 6
< 1.(7.19)
Observation 7.4. By our choice of ε < ε2 we must have that
−
ξ
2
> 2ε
1
2ρ− (ξ − ε)(1− γ) > ε
1
2ρ− (ξ − ε)(1− γ).(7.20)
To see this we note that ε < ε2 implies that
ξ
2
> ε
1
2
(
1 +
ξρ
log 6
+ 2ρ
)
> ε
1
2
(
ε
1
2 + (ξ − ε)
ρ
log 6
+ 2ρ
)
= ε+ (ξ − ε)γ + 2ρε
1
2 .
Thus, subtracting ξ from both sides and factoring, we arrive at the claim.
The next lemma shows that the normalized operator is weakly contracting (i.e. non-
expanding) on the fiber cones Cω,a for sufficiently large values of a > a0.
Lemma 7.5. For every ε < ε2 and all ω ∈ Ω with ℓ(ω) <∞ we have that
L˜ℓ(ω)R∗ω (Cω,a∗) ⊆ Cσℓ(ω)R∗(ω),a∗
where
a∗ = a∗(ε) := a0e
ε
1
2 ρR∗ = 6B∗e
ε
1
2 ρR∗ .(7.21)
Proof. Lemma 6.3 covers the case of ω ∈ ΩG, so suppose ω ∈ ΩB. Throughout the proof
we will denote ℓ(ω) = ℓ ≥ 2. Using (6.4) on good fibers and (7.10) on bad fibers, for any
p ≥ 1 and f ∈ Cω,+ we have
var(L˜pR∗ω f) ≤
(
p−1∏
j=0
Φ
(R∗)
σjR∗ (ω)
)
var(f) +
p−1∑
j=0
(
D
(R∗)
σjR∗ (ω)
·
p−1∏
k=j+1
Φ
(R∗)
σkR∗ (ω)
)
νω(f),(7.22)
where
(7.23) Φ(R∗)τ =
{
B∗e
−(ξ−ε)R∗ for τ ∈ ΩG
Γ(τ) for τ ∈ ΩB
and
(7.24) D(R∗)τ =
{
B∗ for τ ∈ ΩG
Γ(τ) for τ ∈ ΩB.
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For any 0 ≤ j < ℓ we can write∑
0≤k<ℓ
(1ΩB log Γ) (σ
kR∗(ω)) =
∑
0≤k<j
(1ΩB log Γ) (σ
kR∗(ω)) +
∑
j≤k<ℓ
(1ΩB log Γ) (σ
kR∗(ω)).
The definition of ℓ(ω), (7.8), then implies that
1
j
∑
0≤k<j
(1ΩB log Γ) (σ
kR∗(ω)) > ε
1
2ρR∗,
and consequently that
1
ℓ− j
∑
j≤k<ℓ
(1ΩB log Γ) (σ
kR∗(ω)) ≤ ε
1
2ρR∗.(7.25)
Now, using (7.9), (7.25), and (7.19) we see that the proportion of bad blocks is given by
1
ℓ− j
#
{
j ≤ k < ℓ : σkR∗(ω) ∈ ΩB
}
=
1
ℓ− j
∑
j≤k<ℓ
(1ΩB) (σ
kR∗(ω))
≤
1
(ℓ− j)R∗ log 6
∑
j≤k<ℓ
(1ΩB log Γ) (σ
kR∗(ω)) ≤ γ.(7.26)
In view of (7.23), using (7.25), (7.26), for any 0 ≤ j < ℓ we have
ℓ−1∏
k=j
Φ
(R∗)
σkR∗ (ω)
=
∏
j≤k<ℓ
σkR∗ (ω)∈ΩG
B∗e
−(ξ−ε)R∗ ·
∏
j≤k<ℓ
σkR∗ (ω)∈ΩB
Γ(σkR∗(ω))
≤
(
B∗e
−(ξ−ε)R∗
)(1−γ)(ℓ−j)
· eε
1
2 ρR∗(ℓ−j)
=
(
B1−γ∗ exp
((
ε
1
2ρ− (ξ − ε)(1− γ)
)
R∗
))ℓ−j
≤
(
B∗ exp
((
ε
1
2ρ− (ξ − ε)(1− γ)
)
R∗
))ℓ−j
.(7.27)
Now, since B∗,Γ(ω) ≥ 1 for all ω ∈ Ω, using (7.24) and (7.25), we have that for 0 ≤ j < ℓ
D
(R∗)
σjR∗ (ω)
≤ B∗Γ(σ
jR∗(ω)) ≤ B∗ ·
∏
j≤k<ℓ
σkR∗ (ω)∈ΩB
Γ(σkR∗(ω)) ≤ B∗e
ε
1
2 ρR∗(ℓ−j).(7.28)
Thus, inserting (7.27) and (7.28) into (7.22) we see that
var(L˜ℓR∗ω f) ≤
(
ℓ−1∏
j=0
Φ
(R∗)
σjR∗ (ω)
)
var(f) +
ℓ−1∑
j=0
(
D
(R∗)
σjR∗ (ω)
·
ℓ−1∏
k=j+1
Φ
(R∗)
σkR∗ (ω)
)
νω(f),
≤
(
B∗ exp
((
ε
1
2ρ− (ξ − ε)(1− γ)
)
R∗
))ℓ
var(f)
+ νω(f)
ℓ−1∑
j=0
B∗e
ε
1
2 ρR∗(ℓ−j) ·
(
B∗ exp
((
ε
1
2ρ− (ξ − ε)(1− γ)
)
R∗
))ℓ−j−1
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=
(
B∗ exp
((
ε
1
2ρ− (ξ − ε)(1− γ)
)
R∗
))ℓ
var(f)
+B∗e
ε
1
2 ρR∗ · νω(f)
ℓ−1∑
j=0
(
B∗ exp
((
2ε
1
2ρ− (ξ − ε)(1− γ)
)
R∗
))ℓ−j−1
.
Therefore, using (6.10) in conjunction with (7.20), we have that
var(L˜ℓR∗ω f) ≤
1
3
var(f) + 2B∗e
ε
1
2 ρR∗νω(f).
6
Thus we see that for any f ∈ Cω,a∗ we have that
var(LℓR∗ω f) ≤
a∗
3
νω(f) +
a∗
3
νω(f),
and consequently we have
L˜ℓR∗ω (Cω,a∗) ⊆ CσℓR∗ (ω),2a∗/3 ⊆ CσℓR∗ (ω),a∗
as desired. 
The next lemma shows that the total length of the bad blocks take up only a small
proportion of an orbit, however before stating the result we establish the following notation.
For each n ∈ N we let Kn ≥ 0 be an integer such that
n = KnR∗ + ζ(n)(7.29)
where 0 ≤ ζ(n) < R∗ is a remainder term. Given ω0 ∈ Ω, let
ωj = σ
ℓ(ωj−1)R∗(ωj−1)(7.30)
for each j ≥ 1. Then for each n ∈ N we can break the n-length σ-orbit of ω0 in Ω into
kω0(n) blocks of length ℓ(ωj)R∗ (for 0 ≤ j ≤ kω0(n)) plus some remaining block of length
rω0(n)R∗ where 0 ≤ rω0(n) < ℓ(ωkω0(n)+1) plus a remainder segment of length ζ(n), i.e. we
can write
n =
∑
0≤j≤kω0(n)
ℓ(ωj)R∗ + rω0(n)R∗ + ζ(n);(7.31)
see Figure 1. We also note that (7.29) and (7.31) imply that
Kn =
∑
0≤j≤kω0(n)
ℓ(ωj) + rω0(n).(7.32)
Lemma 7.6. There exists a measurable function N0 : Ω→ N such that for all n ≥ N0(ω0)
and for m-a.e. ω0 ∈ Ω with y∗(ω0) = 0 we have
Eω0(n) :=
∑
0≤j≤kω0(n)
ωj∈ΩB
ℓ(ωj) + rω0(n) <
2(2 + ρ)
ρ
ε
1
2Kn ≤
2(2 + ρ)
ρR∗
ε
1
2n,
6Our final estimate of Lemma 7.5 differs from Buzzi’s [10, Lemma 3.4] because of a term in the sum
that was overlooked. The problem can be corrected by carefully choosing R∗ = Ra0 and then by defining
a∗ ≥ a0 in terms of R∗ as we have done here.
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ω0
ℓ(ω0)R∗
ω1
ℓ(ω1)R∗
ω2
· · ·
· · ·ωk−1
ℓ(ωk−1)R∗
ωkω0 (n)
ℓ(ωkω0 (n))R∗
ωk+1
rω0(n)R∗
σKnR∗(ω0)
ζ(n)
σn(ω0) ωk+2
ℓ(ωk+1)R∗
n
Figure 1. The decomposition of n =
∑
0≤j≤kω0(n)
ℓ(ωj)R∗+ rω0(n)R∗+ ζ(n)
and the fibers ωj.
where Kn is as in (7.29), ωj is as in (7.30), and kω0(n) and rω0(n) are as in (7.31).
Proof. Using (7.8), we see that for any ω ∈ ΩB and 2 ≤ m ≤ ℓ(ω) then m− 1 ≥ m/2, and
thus ∑
0≤j<m
(1ΩB log Γ) (σ
jR∗(ω)) > ε
1
2ρR∗(m− 1) ≥
1
2
ε
1
2ρR∗m.(7.33)
Now, in view of Remark 7.2, we suppose that ω0 ∈ Ω with y∗(ω0) = 0 and ℓ(ωj) < ∞ for
each j ≥ 0. Writing n = KnR∗ + ζ(n) and using (7.32) and (7.33) we have∑
0≤j<Kn
(1ΩB log Γ) (σ
jR∗(ω0)) =
∑
0≤j≤kω0(n)
ωj∈ΩB
log Γ(ωj) +
∑
0≤j<rω0(n)
σjR∗ (ωkω0 (n)
)∈ΩB
log Γ(σjR∗(ωkω0 (n)))
>
∑
0≤j≤kω0(n)
ωj∈ΩB
(
1
2
ε
1
2ρR∗ℓ(ωj)
)
+
1
2
ε
1
2ρR∗rω0(n)
=
1
2
ε
1
2ρR∗

 ∑
0≤j≤kω0(n)
ωj∈ΩB
ℓ(ωj) + rω0(n)


=
1
2
ε
1
2ρR∗Eω0(n).(7.34)
Now using (7.34) and (7.16) for all n sufficiently large, say n ≥ N0(ω0), we can write
1
2
ε
1
2ρR∗Eω0(n) <
∑
0≤j<Kn
(1ΩB log Γ) (σ
jR∗(ω0)) ≤ ε(2 + ρ)R∗Kn,
and thus we have
Eω0(n) <
2(2 + ρ)
ρ
ε
1
2Kn ≤
2(2 + ρ)
ρR∗
ε
1
2n
as desired. 
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8. Invariant Family of Measures
In this section we adapt the methods of [31] and [10] to establish the existence of invariant
measures on the fibers Xω as well as some of their properties. We now present the main
technical result from which all the rest of our convergence results follow. Set
∆ := ∆a∗ = 2 log
C∗(3 + a∗)
α∗
to be the diameter value defined in Lemma 6.3 for the cone parameter a∗ defined in
Lemma 7.5.
Lemma 8.1. Let ε < ε2 (from (7.18)) and V : Ω → (0,∞) not necessarily measurable.
Then there exists ϑ ∈ (0, 1) and a (not necessarily measurable) function N2 : Ω → N such
that for m-a.e. ω ∈ Ω, all n ≥ N2(ω), all l ≥ 0, and all |p| ≤ n we have
Θσn+p(ω),+
(
L˜nσp(ω)f, L˜
n+l
σp−l(ω)
h
)
≤ ∆ϑn(8.1)
for all f ∈ Cσp(ω),+ with νσp(ω)(f) = 1 and var(f) ≤ e
εnV (ω), and all h ∈ Cσp−l(ω),+ with
νσp−l(ω)(h) = 1 and var(h) ≤ e
ε(n+l)V (ω). Furthermore, ∆ and ϑ do not depend on V .
Proof. We begin by noting that by (5.2) for each l ≥ 0 we have that L˜lσp−l(ω)h ∈ Cσp(ω),+
for each h ∈ Cσp−l(ω),+, and let
hl = L˜
l
σp−l(ω)h.
Set y∗ = y∗(σ
p(ω)) (defined in Section 7) and let d∗ = d∗(σ
p(ω)) ≥ 0 be the smallest integer
that satisfies
y∗ + d∗R∗ ≥
εn+ log V (ω)
ξ − ε
,(8.2)
Cε(σ
p+y∗+d∗R∗(ω)) ≤ B∗.(8.3)
where ξ was defined in (4.9). Choose
N1(ω) ≥
log V (ω)
ε
(8.4)
and let n ≥ N1(ω). Now using (8.4) to write
4εn
ξ
=
εn+ εn
ξ/2
≥
εn+ log V (ω)
ξ/2
and then using (6.2) and (7.1), we see that if d∗R∗ ∈ [4εn/ξ, 4εn/ξ + R∗], then (8.2) is
satisfied. Using (7.3), the construction of y∗, and the ergodic decomposition of σ
R∗ following
(7.3), we have for m-a.e. ω ∈ Ω there is an infinite, increasing sequence of integers dj ≥ 0
satisfying (8.3). As this sequence has density greater than 1−ε, for n ≥ N1 ≥ N0 sufficiently
large, the smallest integer d∗ satisfying (8.2) and (8.3) also satisfies
d∗R∗ ≤ εR∗n.(8.5)
39
Let
yˆ∗ = y∗ + d∗R∗.(8.6)
Now, we wish to examine the iteration of our operator cocycle along a collection ΣR∗ of
τ−l
l
τ = σp(ω)
yˆ∗
τ0
ℓ(τ0)R∗
τ1
· · ·
· · · τj
ℓ(τj)R∗
τ∗0
ℓ(τ∗0 )R∗
τ∗1
· · ·
· · ·
τ∗k
rˆτ0(n)R∗ ζˆ(n)
σn(τ) τ∗k+1
ΣR∗
ΣIR∗ ΣCR∗ ℓ(τ
∗
k )R∗
n
Figure 2. The fibers τi, τ
∗
i and the decomposition of n = yˆ∗ + ΣR∗ + ζˆ(n).
blocks, each of length ℓ(ω)R∗, so that the images of L˜
ℓ(ω)R∗
ω are contained in Cσℓ(ω)R∗ (ω),a∗
as in Lemma 7.5. This collection ΣR∗
7 will be comprised of an initial segment, ΣIR∗, of
bad blocks followed by a segment ΣCR∗ of blocks, beginning with a good block, over which
we obtain cone contraction with a finite diameter image, and finally a remainder segment,
of length rˆτ0(n)R∗, which is not long enough to ensure cone contraction; see Figure 2.
We begin by establishing some simplifying notation. To that end, set τ = σp(ω), τ−l =
σp−l(ω), and τ0 = σ
p+yˆ∗(ω); see Figure 2. Note that in light of (7.6) and (8.6) we have that
y∗(τ0) = y∗(σ
p+yˆ∗(ω)) = 0.(8.7)
Now, by our choice of d∗, we have that if f ∈ Cτ,+ with ντ (f) = 1 and var(f) ≤ e
εnV (ω),
then
L˜yˆ∗τ f ∈ Cτ0,a∗ .(8.8)
Indeed, applying Proposition 4.8 and (8.2) and (8.3) from above, we have
var(L˜yˆ∗τ f) ≤ Cε(σ
yˆ∗(τ))e−(ξ−ε)yˆ∗var(f) + Cε(σ
yˆ∗(τ))ντ (f)
≤ B∗e
−(ξ−ε)yˆ∗var(f) +B∗ντ (f)
≤ B∗
var(f)
eεnV (ω)
+B∗ ≤ 2B∗ ≤
a∗
3
,
where we recall that a∗ > 6B∗ is defined in (7.21). A similar calculation yields that if
h ∈ Cτ−l,+ with ντ−l(h) = 1 and var(h) ≤ e
ε(n+l)V (ω), then L˜l+yˆ∗τ−l h ∈ Cτ0,a∗ .
Next, we wish to find the first good block; we denote the origin of this first good block
by τ ∗0 . If τ0 ∈ ΩG, then we are done, and we set τ0 = τ
∗
0 . However, it may be the case that
7Here the number Σ is playing the same role as the number Kn−yˆ∗ from Lemma 7.6.
40 JASON ATNIP, GARY FROYLAND, CECILIA GONZÁLEZ-TOKMAN, AND SANDRO VAIENTI
τ0 ∈ ΩB and there may even be several bad blocks (originating at τ0) in a row before we
encounter the first good block.
Now, if τ0 ∈ ΩB, for each i ≥ 1 while σ
ℓ(τi−1)R∗(τi−1) ∈ ΩB set τi = σ
ℓ(τi−1)R∗(τi−1). Note
that since y∗(τ0) = 0, by Remark 7.2, we must have that ℓ(τi) < ∞ for each i ≥ 0. Let
j ≥ 1 be the largest integer such that τi ∈ ΩB for each 1 ≤ i ≤ j, and let
ΣI :=
j∑
i=0
ℓ(τi)
be the total length of the initial coating intervals starting at τ0. Hence ΣIR∗ is the total
length of all the consecutive initial bad blocks; see Figure 2. Such an integer j must exist
for m-a.e. ω ∈ Ω as Lemma 7.6 ensures that, for all n ≥ N1(ω) ≥ N0(ω), we have
ΣI ≤ Eτ0(n− yˆ∗) ≤ Eτ0(n) <
2(2 + ρ)
ρR∗
ε
1
2n,
and thus an initial segment of consecutive bad blocks can only take up a small portion of
an orbit of length n. Therefore, we set τ ∗0 = σ
ℓ(τj)R∗(τj) to be the origin of the first good
block after τ , and for each i ≥ 1 let τ ∗i = σ
ℓ(τ∗i−1)R∗(τ ∗i−1).
As there are only finitely many blocks (good and bad) that will occur within an orbit of
length n, let k ≥ 1 be the integer such that
yˆ∗ + ΣIR∗ +
k−1∑
i=0
ℓ(τ ∗i )R∗ ≤ n < yˆ∗ + ΣIR∗ +
k∑
i=0
ℓ(τ ∗i )R∗,
and let
ΣC :=
k−1∑
i=0
ℓ(τ ∗i ) and rˆτ0(n) := rτ0(n− yˆ∗)
where rτ0(n− yˆ∗) is the number defined in (7.31). In other words, ΣCR∗ is the total length
of the consecutive good and bad blocks beginning with the first good block originating from
τ ∗0 . Finally setting
Σ = ΣI + ΣC + rˆτ0(n)
8 and ζˆ(n) := n− yˆ∗ − ΣR∗,
we have the right decomposition of our orbit length n into blocks which do not expand
distances in the fiber cones Cω,a∗ and Cω,+. Now let
n ≥ N2(ω) := max
{
N1(ω),
R∗
ε
}
.(8.9)
Since y∗, ζˆ(n) ≤ R∗, by (8.9) and (8.5), we must have that
ΣR∗ = n− yˆ∗ − ζˆ(n) = n− y∗ − d∗R∗ − ζˆ(n)
≥ n− εR∗n− 2R∗ ≥ n− εR∗n− 2εn
≥ n(1− ε(R∗ + 2)).(8.10)
8Note that if τ0 ∈ ΩG, in which case we have τ0 = τ∗0 , then ΣI = 0 and Σ = Σ+rˆτ0(n).
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Now we note that since L˜
ζˆ(n)
τ∗
k
(Cτ∗
k
,+) ⊆ Cσn+p(ω),+ we have that L˜
ζˆ(n)
τ∗
k
is a weak contraction,
and hence, we have
Θσn+p(ω),+
(
L˜
ζˆ(n)
τ∗
k
f ′, L˜
ζˆ(n)
τ∗
k
h′
)
≤ Θτ∗
k
,+(f
′, h′), f ′, h′ ∈ Θτ∗
k
,+.(8.11)
Recall that Eτ0(n− yˆ∗), defined in Lemma 7.6, is the total length of the coating intervals
(bad blocks) of the n− yˆ∗ length orbit starting at τ0, i.e.
Eτ0(n− yˆ∗) = ΣI +
∑
0≤j<k
τ∗j ∈ΩB
ℓ(τ ∗j ) + rτ0(n− yˆ∗).
Lemma 7.6 then gives that
Eτ0(n− yˆ∗) <
2(2 + ρ)
ρ
ε
1
2Σ.(8.12)
We are now poised to calculate (8.1), but first we note that we can write
n = yˆ∗ + ΣR∗ + ζˆ(n)
= yˆ∗ + ΣIR∗ + ΣCR∗ + ζˆ(n)
= yˆ∗ + ΣIR∗ +R∗ + (ΣC − 1)R∗ + ζˆ(n)(8.13)
and that the number of good blocks contained in the orbit of length n− yˆ∗ is given by
ΣG := #
{
0 ≤ j ≤ k : τ ∗j ∈ ΩG
}
= Σ− Eτ0(n− yˆ∗) ≤ ΣC .(8.14)
Now, using (8.13) we combine (in order) (8.11), (5.1), and Lemma 6.3 (repeatedly) in
conjunction with the fact that τ ∗0 ∈ ΩG to see that
Θσn+p(ω),+
(
L˜nτ (f), L˜
n+l
τ−l
(h)
)
= Θσn+p(ω),+
(
L˜
ζˆ(n)
τ∗
k
◦ L˜ΣR∗τ0 ◦ L˜
yˆ∗
τ (f), L˜
ζˆ(n)
τ∗
k
◦ L˜ΣR∗τ0 ◦ L˜
yˆ∗
τ ◦ L˜
l
τ−l
(h)
)
≤ Θτ∗k ,+
(
L˜ΣR∗τ0 ◦ L˜
yˆ∗
τ (f), L˜
ΣR∗
τ0 ◦ L˜
yˆ∗
τ (hl)
)
≤ Θτ∗
k
,a∗
(
L˜ΣR∗τ0 ◦ L˜
yˆ∗
τ (f), L˜
ΣR∗
τ0
◦ L˜yˆ∗τ (hl)
)
= Θτ∗
k
,a∗
(
L˜
(ΣC−1)R∗
τ∗1
◦ L˜R∗τ∗0 ◦ L˜
ΣIR∗
τ0
◦ L˜yˆ∗τ (f), L˜
(ΣC−1)R∗
τ∗1
◦ L˜R∗τ∗0 ◦ L˜
ΣIR∗
τ0
◦ L˜yˆ∗τ (hl)
)
≤
(
tanh
(
∆
4
))ΣG−1
Θτ∗1 ,a∗
(
L˜
R∗
τ∗0
◦ L˜ΣIR∗τ0 ◦ L˜
yˆ∗
τ (f), L˜
R∗
τ∗0
◦ L˜ΣIR∗τ0 ◦ L˜
yˆ∗
τ (hl)
)
.(8.15)
Now since τ ∗0 ∈ ΩG and since L˜
ΣIR∗
τ0 ◦ L˜
yˆ∗
τ is a weak contraction (and thus non-expansive
with respect to Θτ∗1 ,a∗), in light of (8.8), applying Lemmas 6.3 and 7.5 gives that
Θτ∗1 ,a∗
(
L˜
R∗
τ∗0
◦ L˜ΣIR∗τ0 ◦ L˜
yˆ∗
τ (f), L˜
R∗
τ∗0
◦ L˜ΣIR∗τ0 ◦ L˜
yˆ∗
τ (hl)
)
≤ ∆.(8.16)
Using (8.14), the fact that Eτ0(n− yˆ∗) ≥ 1, (8.12), and (8.10), we see that
ΣG − 1 = Σ− (Eτ0(n− yˆ∗) + 1)
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≥ Σ− 2Eτ0(n− yˆ∗)
≥ Σ−
4(2 + ρ)
ρ
ε
1
2Σ
= Σ
(
1−
4(2 + ρ)
ρ
ε
1
2
)
≥
(
1− 4(2+ρ)
ρ
ε
1
2
)
(1− ε(R∗ + 2))n
R∗
.(8.17)
Finally, inserting (8.16) and (8.17) into (8.15) gives
Θσn+p(ω),+
(
L˜nτ (f), L˜
n+l
τ−l
(h)
)
≤ ∆ϑn,
where
ϑ :=
(
tanh
(
∆
4
))(ρ−4(2+ρ)ε 12 )(1−ε(R∗+2))
ρR∗
< 1,
which completes the proof. 
Remark 8.2. Note that if V : Ω → (0,∞) is measurable then so is d∗ : Ω → N. Thus we
may choose N1 : Ω→ N measurable, which implies that N2 : Ω→ N is also measurable.
The following corollary establishes the existence of a family of fiberwise invariant (with
respect to the normalized operator L˜ω) densities (with respect to νω).
Corollary 8.3. There exists a family of functions (qω)ω∈Ω with qω ∈ BV(Xω) and νω(qω) =
1 for m-a.e. ω ∈ Ω such that
Lωqω = λωqσ(ω).
Proof. Let ε < ε2, and let f ∈ BV(I) with f ≥ 0 such that νω(fω) = 1 for m-a.e. ω ∈ Ω.
Take V (ω) = var(f). Then fω ∈ Cω,+ for each ω ∈ Ω. Setting
fω,n := L˜
n
σ−n(ω)fσ−n(ω)
for each n ≥ 0, we note that Lemma 8.1 (with p = −n) implies that the sequence (fω,n)n≥0
is Cauchy in Cω,+. Indeed, we have
Θω,+ (fω,n, fω,n+l) ≤ ∆ϑ
n
for each n ≥ N2(ω) and l ≥ 0. Thus, there must exist some qω,f ∈ Cω,+ ⊆ BV(Xω) such
that
lim
n→∞
fω,n = qω,f .(8.18)
Since νω(fω) = 1 for m-a.e. ω ∈ Ω we must also have that νω(qω,f ) = 1 for m-a.e. ω ∈ Ω.
9
9Indeed, one can see this by considering the continuous linear functional Λω which is equivalent to νω
on BV(I). As fω,n → qω,f we must have 1 = Λω(fω,n) → Λ(qω,f ) = νω(qω,f ) = 1.
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Now, to see that the limit in (8.18) does not depend on our choice of f , we suppose that
h ∈ BV(I) with νω(hω) = 1 for m-a.e. ω ∈ Ω and V (ω) = var(h). Then, as before we
obtain
qω,h = lim
n→∞
hω,n.
Using Lemma 8.1 again, we get
Θω,+ (qω,f , qω,h) ≤ Θω,+ (qω,f , fω,n) + Θω,+ (fω,n, hω,n) + Θω,+ (qω,h, hω,n) ≤ 3∆ϑ
n
for each n ≥ N2(ω). But this of course implies that qω,f = qω,h for m-a.e. ω ∈ Ω, and thus
we denote their common value by qω. In particular, (8.18) gives that
L˜ωqω = L˜ω
(
lim
n→∞
L˜
n
σ−n(ω)1σ−n(ω)
)
= lim
n→∞
L˜
n+1
σ−n(ω)1σ
−n(ω) = qσ(ω).(8.19)

Remark 8.4. The proof of the previous Lemma shows that qω ∈ BV(Xω) for each ω ∈ Ω.
Furthermore, we note that it follows from Proposition 4.8 and (8.19) that
var(qω) ≤ Cε(ω).(8.20)
Indeed, for each n ∈ N, Proposition 4.8 gives
var(L˜nσ−n(ω)1σ−n(ω)) ≤ Cε(ω)e
−(ξ−ε)nvar(1σ−n(ω)) + Cε(ω),
and in light of (8.19), we must in fact have (8.20).
Using (8.20) we get that
‖qω‖BV = ‖qω‖∞ + var(qω) ≤ 2var(qω) + νω(qω) ≤ 2Cε(ω) + 1.(8.21)
The following lemma shows that the BV norm of the invariant density qω does not grow
too much along a σ-orbit of fibers by providing a measurable upper bound.
Lemma 8.5. For all δ > 0 there exists a measurable random constant C(ω, δ) > 0 such
that for all k ∈ Z and m-a.e. ω ∈ Ω we have∥∥qσk(ω)∥∥BV = ∥∥qσk(ω)∥∥∞ + var(qσk(ω)) ≤ C(ω, δ)eδ|k|.
Proof. Let ε < ε2 and let 0 < δ < 2(ρ0 + 1) where
ρ0 :=
∫
Ω
logL(1)ω dm(ω).
By the ergodic theorem for m-a.e. ω ∈ Ω there exists a measurable nδ(ω) ∈ N such that
for all n ≥ nδ(ω) and each choice of sign + or −, we have
n−1∑
j=0
logL
(1)
σ±j(ω)
≤ (ρ0 + 1)n.(8.22)
Now let n∗ ∈ N so large that
m ({ω ∈ Ω : nδ(ω) > n∗}) <
δ
32(ρ0 + 1)
.
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By (8.20) we have that var(qω) ≤ Cε(ω) < ∞ for m-a.e. ω ∈ Ω, and so for Aδ ≥ 1
sufficiently large we have
m ({ω ∈ Ω : Cε(ω) > Aδ}) <
δ
32(ρ0 + 1)
.
Thus the ergodic theorem gives that for m-a.e. ω ∈ Ω we have
lim
n→±∞
1
|n|
#
{
0 ≤ j < |n| : Cε(σ
±j(ω)) > Aδ or nδ(σ
±j(ω)) > n∗
}
<
δ
8(ρ0 + 1)
< 1.(8.23)
Then for m-a.e. ω ∈ Ω and all large 2|k| (depending on ω) there exists an integer
p ∈
(
k −
δ|k|
2(ρ0 + 1)
, k −
δ|k|
4(ρ0 + 1)
)
(8.24)
such that
var(qσp(ω)) ≤ Cε(σ
p(ω)) ≤ Aδ and nδ(σ
p(ω)) ≤ n∗.(8.25)
−2|k| −|k| ω |k| 2|k|−|k| − δ|k|2(ρ0+1) −|k| −
δ|k|
4(ρ0+1)
|k| − δ|k|2(ρ0+1) |k| −
δ|k|
4(ρ0+1)
δ|k|
4(ρ0+1)
δ|k|
4(ρ0+1)
Figure 3. The 2|k| length forward and backward σ-orbits originating at ω.
Without loss of generality we assume that
|k| ≥
4n∗(ρ0 + 1)
δ
.(8.26)
Now we note that since k > p, we have that
0 < k − p < |k|(8.27)
for each k ∈ Z sufficiently large. Furthermore, using (8.24) and (8.26) we have that
n∗ ≤
δ|k|
4(ρ0 + 1)
< k − p <
δ|k|
2(ρ0 + 1)
< |k|
δ
2
.(8.28)
Now using (8.28) and the fact that x < ex for x > 0 gives that
Aδ + k − p < Aδ + |k|
δ
2
< Aδ · |k|
δ
2
< Aδe
|k| δ
2 .(8.29)
Using, in order, (8.19) and (4.6) (with n = 1) repeatedly followed by (8.25) and (8.29), we
see that, for all large |k|, say |k| ≥ kδ(ω) ≥ 1 with kδ : Ω → N measurable and satisfying
(8.24) and (8.26), (8.22) gives that∥∥qσk(ω)∥∥BV =
∥∥∥L˜k−pσp(ω)qσp(ω)∥∥∥
BV
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= var
(
L˜σk−1 ◦ · · · ◦ L˜σp(ω)(qσp(ω))
)
+
∥∥∥L˜σk−1 ◦ · · · ◦ L˜σp(ω)(qσp(ω))∥∥∥
∞
≤ L
(1)
σk−1(ω)
(
var
(
L˜σk−2 ◦ · · · ◦ L˜σp(ω)(qσp(ω))
)
+ 1
)
≤
k−p−1∏
j=0
L
(1)
σp+j(ω)var(qσp(ω)) +
k−p−1∑
j=0
k−p−1∏
i=j
L
(1)
σp+i(ω)(8.30)
≤ (Aδ + k − p)
k−p−1∏
j=0
L
(1)
σp+j(ω)
< Aδe
|k| δ
2
k−p−1∏
j=0
L
(1)
σp+j(ω)
≤ Aδe
|k| δ
2 e(k−p)(ρ0+1) ≤ Aδe
|k| δ
2 e|k|
δ
2 = Aδe
|k|δ.(8.31)
To obtain the inequality (8.31) for all k ∈ Z, and not just |k| ≥ kδ(ω), we use (8.21) to
define the measurable constant
C(ω, δ) := max
|k|<kδ(ω)
{
2Cε(σ
k(ω)) + 1
}
.
Thus combining with (8.31), we have∥∥qσk(ω)∥∥BV ≤ C(ω, δ)e|k|δ
for all k ∈ Z, which finishes the proof.

Definition 8.6. Given f ∈
∏
ω∈Ω BV(I), ω ∈ Ω, and n ∈ Z we will say that (D1),
respectively (D2), hold for the triple (f, ω, n) if for each ε > 0 there exists Vf,ε : Ω→ (0,∞)
such that the following respective conditions hold:
var(fσn(ω)) ≤ Vf,ε(ω)e
ε|n|,(D1)
νσn(ω)(|fσn(ω)|) ≥ V
−1
f,ε (ω)e
−ε|n|.(D2)
We let D1 and D2 denote the collections of functions f ∈
∏
ω∈Ω BV(I) such that (D1), and
(D2) hold for the triple (f, ω, n) for m-a.e. ω ∈ Ω and each n ∈ Z. Let D+ ⊆ D denote
the collection of all functions f ∈ D such that fω ≥ 0 for each ω ∈ Ω.
Remark 8.7. Note thatD+ is nonempty as it contains the functions 1 and q by Lemma 8.5.
Furthermore, note that (D1) is clearly satisfied for all f ∈ BV1Ω(I), however, as (νω)ω∈Ω is
not yet known to be a random probability measure, it is not clear whether (D2) is satisfied.
The following lemma provides conditions ensuring that (D1) and (D2) hold for products
and quotients. Its proof consists entirely of elementary calculations, and is therefore left to
the reader.
Lemma 8.8. If f ∈ D then(
fω
νω(fω)
)
ω∈Ω
∈ D.(a)
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Furthermore, if h ∈
∏
ω∈ΩBV
+(I) and there exists a sequence (nk)k∈N such that
inf hσnk (ω) > 0 and lim
k→∞
1
nk
log inf hσnk (ω) = 0
and (D1) holds for (h, ω, nk) for each nk, then we have the following:
(D1) and (D2) hold for (fh, ω, nk) for each nk,(b)
(D1) and (D2) hold for
(
f
h
, ω, nk
)
for each nk.(c)
We now wish to describe the rate at which the convergence to the invariant density qω
from Corollary 8.9 is achieved.
Corollary 8.9. There exists 0 < κ < 1 such that if f ∈
∏
ω∈ΩBV
+(I), with νω(fω) = 1
for m-a.e. ω ∈ Ω then there exists Af(ω) : Ω → (0,∞) such that for all n ∈ N and all
|p| ≤ n, with (D1) holding for (f, σp(ω), n), we have∥∥∥L˜nσp(ω)fσp(ω) − qσp+n(ω)∥∥∥
∞
≤ Af (ω)
∥∥fσp(ω)∥∥
BV
κn.(8.32)
Proof. We begin by noting that Lemma 4.5, together with the fact that ‖fω‖BV , ‖qω‖∞ ≥ 1
for m-a.e. ω ∈ Ω, implies that for each n ∈ N we have∥∥∥L˜nσp(ω)fσp(ω) − qσp+n(ω)∥∥∥
∞
≤
∥∥∥L˜nσp(ω)fσp(ω)∥∥∥
∞
+
∥∥qσp+n(ω)∥∥∞
≤ 2L
(n)
σp(ω)
∥∥fσp(ω)∥∥
BV
∥∥qσp+n(ω)∥∥∞
≤ 2L
(3n)
σ−n(ω)
∥∥fσp(ω)∥∥BV ∥∥qσp+n(ω)∥∥∞ .(8.33)
Now, fix ε < ε2 small as in Lemma 8.1. Lemma 8.5 implies that
var(qσp+n(ω)) ≤ C(ω, ε)e
ε|p+n|.
for all n ≥ 0. Let
V (ω) = max {C(ω, ε), Vf,ε(ω)} .(8.34)
Then Lemma 8.1 gives that
Θσp+n(ω),+
(
L˜
n
σp(ω)fσp(ω), qσp+n(ω)
)
= Θσp+n(ω),+
(
L˜
n
σp(ω)fσp(ω), L˜
n
σp(ω)qσp(ω)
)
≤ ∆ϑn
for all n ≥ N2(ω), where
N2(ω) ≥ max
{
log V (ω)
ε
,N0(ω), N1(ω)
}
.(8.35)
comes from Lemma 8.1. Applying Lemma 5.5 with ̺ = νσp+n(ω) and ‖·‖ = ‖·‖∞, together
with Lemmas 8.1 and 8.5 then gives∥∥∥L˜nσp(ω)fσp(ω) − qσp+n(ω)∥∥∥
∞
≤
∥∥qσp+n(ω)∥∥∞
(
exp
(
Θσp+n(ω),+
(
L˜nσp(ω)fσp(ω), qσp+n(ω)
))
− 1
)
≤
∥∥qσp+n(ω)∥∥∞ (e∆ϑn − 1) ≤ ∥∥qσp+n(ω)∥∥∞ κ˜n.(8.36)
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for some κ˜ ∈ (0, 1). Combining (8.33) with (8.36) we see that∥∥∥L˜nσp(ω)fσp(ω) − qσp+n(ω)∥∥∥
∞
≤ 2 max
0≤j≤N2(ω)
{
L
(j)
σp(ω)κ˜
−j
}∥∥fσp(ω)∥∥BV ∥∥qσp+n(ω)∥∥∞ κ˜n
= 2L
(N2(ω))
σp(ω) κ˜
−N2(ω)
∥∥fσp(ω)∥∥
BV
∥∥qσp+n(ω)∥∥∞ κ˜n
≤ 2L
(3N2(ω))
σ−N2(ω)(ω)
κ˜−N2(ω)
∥∥fσp(ω)∥∥BV ∥∥qσp+n(ω)∥∥∞ κ˜n(8.37)
for all n ∈ N. Now in light of Lemma 8.5 we may rewrite (8.37) so that we have∥∥∥L˜nσp(ω)fσp(ω) − qσp+n(ω)∥∥∥
∞
≤ Af(ω)
∥∥fσp(ω)∥∥
BV
κn
for all n ∈ N, where
Af(ω) := 2C(ω, δ)L
(3N2(ω))
σ−N2(ω)(ω)
κ˜−N2(ω)
and κ := κ˜e2δ for some δ > 0 sufficiently small. 
The following proposition serves two purposes: we show that the invariant density qω
is strictly positive and finite for m-a.e. ω ∈ Ω, and we provide measurable upper and
lower bounds for qω despite the fact that (at this point) we do not know whether the maps
ω 7→ inf qω or ω 7→ ‖qω‖∞ are measurable as we also do not currently know that the maps
ω 7→ νω and ω 7→ λω are measurable.
Proposition 8.10. There exist measurable functions u, U : Ω → (0,∞) such that for
m-a.e. ω ∈ Ω we have
u(ω) ≤ qω ≤ U(ω).
Proof. For the upper bound we simply set U(ω) = C(ω, δ) as in Lemma 8.5. Now, for the
lower bound we begin by noting that (8.20), our choice of B∗ in the proof of Lemma 6.2,
and the fact that we have a∗ > 6B∗ gives that qω ∈ Cω,a∗ for each ω ∈ ΩG. Thus, for
ω ∈ ΩG (6.9) implies that
inf qσR∗ (ω) = inf L˜
R∗
ω qω ≥
1
2
inf L˜R∗ω 1Uqω ≥
α∗
2λR∗ω
≥
α∗
2C∗
=: t∗ > 0,(8.38)
where Uqω ∈ Uω is coming from Lemma 5.9, and thus
Ω+ := σ
R∗(ΩG) ⊆ H := {ω ∈ Ω : inf qω > 0} .(8.39)
In light of (8.38), for ω ∈ Ω+ we have
inf qω ≥ t∗,
and (8.39) together with Lemma 6.2 imply that
m(Ω+) ≥ m(ΩG) ≥ 1−
ε
4
.
Note that for any ω ∈ H (up to a set of measure zero) and any n ∈ N we have
inf qω = inf L˜
n
σ−n(ω)qσ−n(ω)
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≥
(
λnσ−n(ω)
)−1
inf qσ−n(ω) inf L
n
σ−n(ω)1σ−n(ω)
≥ inf qσ−n(ω)
inf Lnσ−n(ω)1σ−n(ω)∥∥∥Lnσ−n(ω)1σ−n(ω)∥∥∥
∞
> 0(8.40)
since Lemma 2.4 implies that the fraction on the right-hand side is positive for m-a.e.
ω ∈ Ω. Now since Ω+ has positive measure, the ergodic theorem ensures that we may
define the measurable number
n˜ω := min
{
n ∈ N : σ−n(ω) ∈ Ω+
}
.(8.41)
Then, using (8.40), we have
inf qω = inf L˜
n˜ω
σ−n˜ω (ω)
qσ−n˜ω (ω) ≥
(
λn˜ω
σ−n˜ω (ω)
)−1
inf qσ−n˜ω (ω) inf L
n˜ω
σ−n˜ω (ω)
1σ−n˜ω (ω)
≥ t∗
inf Ln˜ω
σ−n˜ω (ω)
1σ−n˜ω (ω)∥∥∥Ln˜ωσ−n˜ω (ω)1σ−n˜ω (ω)∥∥∥
∞
> 0.
Taking
u(ω) = t∗ ·
inf Ln˜ω
σ−n˜ω (ω)
1σ−n˜ω (ω)∥∥∥Ln˜ωσ−n˜ω (ω)1σ−n˜ω (ω)∥∥∥
∞
finishes the proof. 
For each ω ∈ Ω we may now define the measure µω ∈ P(I) by
µω(f) :=
∫
Xω
fqω dνω, f ∈ L
1
νω(I).(8.42)
Proposition 3.1 and Proposition 8.10 together show that, for m-a.e. ω ∈ Ω, µω is non-
atomic, positive on non-degenerate intervals, and absolutely continuous with respect to νω.
Furthermore, in view of Proposition 8.10, for m-a.e. ω ∈ Ω, we may now define the fully
normalized transfer operator Lˆω : BV(Xω)→ BV(Xσ(ω)) by
Lˆωf :=
1
qσ(ω)
L˜ω(fqω) =
1
λωqσ(ω)
Lω(fqω), f ∈ BV(Xω).(8.43)
Alternatively, we may think of the fully normalized transfer operator Lˆω as the usual
transfer operator taken with the potential ϕˆω which is given by
ϕˆω := ϕω + log qω − log qσ(ω) ◦ Tω − log λω,(8.44)
i.e. Lˆω = Lϕˆ,ω. This gives rise to the weight functions gˆω given by
gˆω := e
ϕˆω =
eϕω · qω
λω · qσ(ω) ◦ Tω
,(8.45)
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and the alternate formulation of Lˆω:
Lˆω(f)(x) =
∑
y∈T−1ω (x)
gˆω(y)f(y) f ∈ BV(Xω), x ∈ Xσ(ω).(8.46)
As an immediate consequence of (8.19) and (8.43), we get that
Lˆω1ω = 1σ(ω).(8.47)
Furthermore, the operator Lˆω satisfies the identity
Lˆω (h · (f ◦ T
n
ω )) = f · Lˆ
n
ωh(8.48)
for all h ∈ BV(Xω), f ∈ BV(Xσn(ω)), and all n ∈ N. We end this section with the following
proposition which shows that the family (µω)ω∈Ω of measures is T -invariant.
Proposition 8.11. The family (µω)ω∈Ω defined by (8.42) is T -invariant in the sense that∫
Xω
f ◦ Tω dµω =
∫
Xσ(ω)
f dµσ(ω)(8.49)
for f ∈ L1µσ(ω)(I) = L
1
νσ(ω)
(I).
Proof. In light of (3.12), we note that for f ∈ L1µσ(ω)(I) we have∫
Xσ(ω)
Lˆωf dµσ(ω) =
∫
Xσ(ω)
L˜ω(fqω) dνσ(ω) =
∫
Xω
fqω dνω =
∫
Xω
f dµω.(8.50)
Now, if h · (f ◦ Tω) ∈ L
1
µω(I), (8.50) and (8.48) give that∫
Xω
h · (f ◦ Tω) dµω =
∫
Xσ(ω)
Lˆω (h · (f ◦ Tω)) dµσ(ω) =
∫
Xσ(ω)
f · Lˆωh dµσ(ω).
In view of (8.47), taking h = 1 finishes the proof. 
9. Random Measures
In this section we show that the families of measures (νω)ω,∈Ω and (µω)ω,∈Ω are in fact
random probability measures as defined in Definition 2.5 as well as show that the invariant
density q is unique. First we establish the existence of a measurable choice of an increasing
sequence (nk(ω))k≥1 of positive integers along which we obtain the exponential convergence
of Lˆnkω fω.
Lemma 9.1. For m-a.e. ω ∈ Ω there exists a measurable choice of an increasing sequence
(nk(ω))k≥1 of positive integers such that if f ∈
∏
ω∈Ω BV(I) with (D1) and (D2) holding
for (f, ω, nk(ω)) for each k ∈ N and ω ∈ Ω, then there exists Aˆf : Ω→ (0,∞) such that∥∥∥Lˆnkω fω − µω(fω)1σnk (ω)∥∥∥
∞
≤ Aˆf(ω) ‖fω‖BV κ
nk .
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Proof. Suppose first that f ∈ D+. In light of Lemma 8.8 item (a), we consider Corollary 8.9
(with p = 0) for the function f = (fω/νω(fω))ω∈Ω ∈ D
+, and thus, for each n ≥ N2(ω), we
have that ∥∥∥∥L˜nω
(
fω
νω(fω)
)
− qσn(ω)
∥∥∥∥
∞
≤ Af (ω)
∥∥∥∥ fωνω(fω)
∥∥∥∥
BV
κn.(9.1)
Multiplying both sides of (9.1) by νω(fω) yields∥∥∥L˜nω(fω)− νω(fω)qσn(ω)∥∥∥
∞
≤ Af(ω) ‖fω‖BV κ
n.(9.2)
Now let u(ω) be the measurable lower bound for qω coming from Proposition 8.10, and
choose u∗ > 0 sufficiently small such that
m (Ω∗ := {ω ∈ Ω : u∗ ≤ u(ω)}) > 0.
The ergodic theorem then gives that for m-a.e. ω ∈ Ω there exists a measurable choice of
an increasing sequence of positive integers (nk)k≥1 = (nk(ω))k≥1 such that σ
nk(ω) ∈ Ω∗ for
each k ≥ 1. It follows from Proposition 8.10 that
0 < u∗ ≤ u(σ
nk(ω)) ≤ qσnk (ω)(9.3)
for each k ≥ 1. Then in light of Lemma 8.5 and (9.3), Lemma 8.8 item (b) implies that,
for m-a.e. ω ∈ Ω, (D1) and (D2) hold for (fq, ω, nk) for each k ≥ 1. Thus, applying (9.2),
with n = nk and the function fωqω in place of fω, gives∥∥∥L˜nkω (fωqω)− µω(fω)qσnk (ω)∥∥∥
∞
≤ Afq(ω) ‖fω‖BV ‖qω‖BV κ
nk .(9.4)
It then follows from (9.4) and (9.3) that we have∥∥∥Lˆnkω fω − µω(fω)1σnk (ω)∥∥∥
∞
≤
1
inf qσnk (ω)
·
∥∥∥L˜nkω (fωqω)− µω(fω)qσnk (ω)∥∥∥
∞
≤ Afq(ω)u
−1
∗ ‖fω‖BV ‖qω‖BV κ
nk .(9.5)
Now, for a function f ∈ D, we write f = f+ − f−, with f+, f− ≥ 0, and fω = f
+
ω − f
−
ω for
each ω ∈ Ω. Rerunning the previous argument with f = f+− f− to (9.5) and applying the
triangle inequality we get∥∥∥Lˆnkω fω − µω(fω)1σnk (ω)∥∥∥
∞
≤ Aˆf (ω) ‖fω‖BV κ
nk
for each k ∈ N, where
Aˆf (ω) := (Af+q(ω) + Af−q(ω)) ‖qω‖BV u
−1
∗ .(9.6)

In the following lemma we give a characterization of the measure νω as a limit of mea-
surable functions along the measurable sequence nk produced in the previous lemma.
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Lemma 9.2. For each f ∈ D and m-a.e. ω ∈ Ω we have
νω(fω) = lim
k→∞
‖Lnkω fω‖∞
‖Lnkω 1ω‖∞
,(9.7)
where (nk(ω))k≥1 is the measurable sequence of positive integers coming from Lemma 9.1.
Proof. Let (nk)k≥1 = (nk(ω))k≥1 denote the measurable sequence of positive integers coming
from Lemma 9.1. In light of Lemma 8.5, Lemma 8.8 item (c) implies that, form-a.e. ω ∈ Ω,
(D1) holds for (f/q, ω, nk) for each k ≥ 1. Furthermore, the uniform lower bound for qω
given in (9.3) together with Lemma 8.8 item (c) implies that, for m-a.e. ω ∈ Ω, (D2) holds
for (f/q, ω, nk) for each k ≥ 1. Thus Lemma 9.1 gives that∣∣∣∣
∥∥∥∥Lˆnkω
(
fω
qω
)∥∥∥∥
∞
− νω(fω)
∣∣∣∣ ≤ Aˆ fq (ω)
∥∥∥∥fωqω
∥∥∥∥
BV
κnk(9.8)
for m-a.e. ω ∈ Ω and each k ∈ N. Hence, taking limits, we get
lim
k→∞
‖Lnkω fω‖∞
‖Lnkω 1ω‖∞
= lim
k→∞
∥∥∥Lˆnkω (fωqω
)∥∥∥
∞∥∥∥Lˆnkω (1ωqω
)∥∥∥
∞
=
νω(fω)
νω(1ω)
= νω(fω).

We now arrive at the main result of this section.
Proposition 9.3. The map ω 7→ λω is measurable with log λω ∈ L
1
m(Ω) and the families
(νω)ω∈Ω, (µω)ω∈Ω are random probability measures giving rise to ν, µ ∈ Pm(Ω × I) defined
by
ν(f) =
∫
Ω
∫
I
fω dνω dm(ω) and µ(f) =
∫
Ω
∫
I
fω dµω dm(ω)(9.9)
for f ∈ BV1Ω(I). Furthermore, the maps ω 7→ ‖qω‖∞ and ω 7→ inf qω are measurable.
Proof. We prove the proposition in four steps:
(i) We first show that (νω)ω∈Ω is a random probability measure as in Definition 2.5.
Indeed, for every interval J ⊂ I, the function ω 7→ νω(J) is measurable, as it is the
limit of measurable functions by (9.7) applied to fω = 1J . Since B is generated by
intervals, ω 7→ νω(B) is measurable for every B ∈ B. Furthermore, νω is a Borel
probability measure for m-a.e. ω ∈ Ω from Proposition 3.1.
(ii) Given that λω := νσ(ω)(Lω1ω), (i) and Proposition 2.6 immediately imply that
ω 7→ λω is measurable. The log-integrability claim then follows from Lemma 2.13,
and the fact that
inf Lω1ω ≤ λω ≤ ‖Lω1ω‖∞ .
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(iii) The measurability of λω together with (M2) and the fact that
qω = lim
n→∞
(λnω)
−1Lnσ−n(ω)1σ−n(ω)
(see (8.19)) yield the measurability conditions on q.
(iv) The Borel probability measures (µω)ω∈Ω also define a random probability measure.
Indeed, because intervals generate B, it is enough to check that for every interval
J ⊂ I, the function ω 7→ µω(J) is measurable. This follows from (iii) and the
fact that µω(J) is the limit of measurable functions, coming from (9.7) applied to
fω = 1Jqω.

To end this section we now prove the uniqueness of the invariant density q.
Proposition 9.4. The global invariant density q ∈ BVΩ(I) produced in Corollary 8.3 is
the unique element of L1ν(Ω× I) (modulo ν) such that
L˜ωqω = qσ(ω).
Proof. Towards a contradiction, suppose that there exists ψ ∈ L1ν(Ω × I) with ‖ψ‖L1ν = 1
such that
L˜ωψω = ψσ(ω).(9.10)
By ergodicity we must have that ‖ψω‖L1νω
= 1 for m-a.e. ω ∈ Ω. Since BV(Xω) is dense in
L1νω(Xω) for each ω ∈ Ω, and in particular the set {f ∈ BV(I) : ‖f‖L1νω
= 1} is dense in the
set {f ∈ L1νω(I) : ‖f‖L1νω
= 1}, for each δ > 0 we can find f ∈ BVΩ(I) with ‖fω‖L1νω
= 1
such that we have
‖ψω − fω‖L1νω
≤ δ(9.11)
for m-a.e. ω ∈ Ω. Now let Vψ > 0 be sufficiently large such that
m (Ωψ := {ω ∈ Ω : var(fω) ≤ Vψ}) > 0,(9.12)
and for each ω ∈ Ω we define the function ψ˜ ∈ BVΩ(I) by
(9.13) ψ˜ω :=
{
fω if ω ∈ Ωψ,
1ω if ω 6∈ Ωψ.
Thus, using (9.12) and (9.13) we have that
var(ψ˜ω) ≤ Vψ <∞,(9.14) ∥∥∥ψ˜ω∥∥∥
L1νω
= 1(9.15)
for each ω ∈ Ω and using (9.11) we see that∥∥∥ψω − ψ˜ω∥∥∥
L1νω
≤ δ(9.16)
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for each ω ∈ Ωψ. Now in light of (9.14) and (9.15) we see that ψ˜ ∈ D, and thus we apply
Corollary 8.9, and more specifically equation (8.36), to see that∥∥∥qω − L˜nσ−n(ω)ψ˜σ−n(ω)∥∥∥
∞
≤ ‖qω‖∞ κ˜
n(9.17)
for all n ∈ N sufficiently large, where κ˜ ∈ (0, 1). Next we note that using (3.12) and (9.10)
gives that ∥∥∥ψω − L˜nσ−n(ω)ψ˜σ−n(ω)∥∥∥
L1νω
=
∥∥∥L˜nσ−n(ω)ψσ−n(ω) − L˜nσ−n(ω)ψ˜σ−n(ω)∥∥∥
L1νω
≤
∫
I
L˜
n
σ−n(ω)
(∣∣∣ψσ−n(ω) − ψ˜σ−n(ω)∣∣∣) dνω
=
∥∥∥ψσ−n(ω) − ψ˜σ−n(ω)∥∥∥
L1ν
σ−n(ω)
(9.18)
for each n ∈ N. It then follows from (9.12), the ergodic theorem, (9.16), and (9.18) that
for m-a.e. ω ∈ Ω there are infinitely many n ∈ N such that∥∥∥ψω − L˜nσ−n(ω)ψ˜σ−n(ω)∥∥∥
L1νω
≤
∥∥∥ψσ−n(ω) − ψ˜σ−n(ω)∥∥∥
L1ν
σ−n(ω)
≤ δ.(9.19)
Thus, in light of (9.17) and (9.19), for m-a.e. ω ∈ Ω we have
‖ψω − qω‖L1νω
≤
∥∥∥qω − L˜σ−n(ω)ψ˜σ−n(ω)∥∥∥
L1νω
+
∥∥∥ψω − L˜nσ−n(ω)ψ˜σ−n(ω)∥∥∥
L1νω
≤ 2δ
for infinitely many n ∈ N sufficiently large. As this holds for each δ > 0, we must in fact
have that ψω = qω modulo νω for m-a.e. ω ∈ Ω, which implies that ψ = q modulo ν as
desired. 
10. Expected Pressure
In this section we exploit the measurability produced in Proposition 9.3. We begin by
defining the expected pressure, as in [44], and then prove an alternate characterization of
the expected pressure in terms of limits. An important consequence of the proof of this
characterization is that we obtain the temperedness of the quantities inf qω and ‖qω‖∞,
which allows us to prove improved versions of Lemmas 9.1 and 9.2, thus completing the
proof of Proof of Theorem 2.20.
Towards that end, given that log λω ∈ L
1
m(Ω) by Proposition 9.3, we define the expected
pressure by
EP (ϕ) :=
∫
Ω
log λω dm(ω) = lim
n→∞
1
n
log λnω = lim
n→∞
1
n
log λnσ−n(ω),(10.1)
where the second and third equalities hold m-a.e. and follow from Birkhoff’s Ergodic The-
orem. The following lemma provides alternate characterizations of the expected pressure.
Lemma 10.1. For m-a.e. ω ∈ Ω we have that
lim
n→∞
∥∥∥∥ 1n logLnσ−n(ω)1σ−n(ω) − 1n log λnσ−n(ω)
∥∥∥∥
∞
= 0(10.2)
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and
lim
n→∞
∥∥∥∥ 1n logLnω1ω − 1n log λnω
∥∥∥∥
∞
= 0.(10.3)
Furthermore, we have that
log inf qω, log ‖qω‖∞ ∈ L
1
m(Ω).
Proof. Towards proving (10.2), Corollary 8.9 (with p = −n and fσ−n(ω) = 1σ−n(ω)) allows
us to write
inf qω −A1(ω)κ
n ≤
Lnσ−n(ω)1σ−n(ω)
λnσ−n(ω)
≤ ‖qω‖∞ + A1(ω)κ
n
for each n ∈ N. Thus, for n sufficiently large, we have
1
n
log (inf qω − A1(ω)κ
n) ≤
1
n
log
Lnσ−n(ω)1σ−n(ω)
λnσ−n(ω)
≤
1
n
log (‖qω‖∞ + A1(ω)κ
n) .
Since Proposition 8.10 implies that log inf qω > −∞ and log ‖qω‖∞ < ∞, letting n → ∞
finishes the first claim.
Before continuing on to prove the second claim, we first note that Corollary 8.9 (with
p = −n) implies
lim
n→∞
inf Lnσ−n(ω)1σ−n(ω)
λnσ−n(ω)
= inf qω ≤ ‖qω‖∞ = limn→∞
∥∥∥Lnσ−n(ω)1σ−n(ω)∥∥∥
∞
λnσ−n(ω)
.
Taken in conjunction with Lemma 2.13 (items (i) and (iii)) and Proposition 9.3 together
this implies that
log inf qω, log ‖qω‖∞ ∈ L
1
m(Ω),
which proves the third claim. The Birkhoff Ergodic Theorem then implies that
lim
n→∞
1
n
log inf qσn(ω) = lim
n→∞
1
n
log
∥∥qσn(ω)∥∥∞ = 0.(10.4)
Now to prove the second claim, we again note that using Corollary 8.9 gives that for each
n ∈ N we have
inf qσn(ω) −A1(ω)κ
n ≤
Lnω1ω
λnω
≤
∥∥qσn(ω)∥∥∞ + A1(ω)κn,
and hence, for n sufficiently large, we have
1
n
log
(
inf qσn(ω) − A1(ω)κ
n
)
≤
1
n
log
Lnω1ω
λnω
≤
1
n
log
(∥∥qσn(ω)∥∥∞ + A1(ω)κn) .(10.5)
In view of Proposition 8.10 and (10.4), we see that letting n → ∞ in (10.5) finishes the
proof of the second claim and thus the lemma. 
The following corollary ensures the measurability of the coefficients Af and Aˆf which
appeared respectively in Corollary 8.9 and Lemma 9.1.
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Corollary 10.2. For each f ∈ BV1Ω(I) the maps ω 7→ Af (ω) and ω 7→ Aˆf (ω) are measur-
able and f/ν(f), fq, f/q ∈ D.
Proof. As mentioned earlier in Remark 8.7, (D1) is satisfied for all f ∈ BV1Ω(I) since
‖fω‖BV ∈ L
1
m(Ω) implies that
lim
n→±∞
1
|n|
∥∥fσn(ω)∥∥BV = 0.
Furthermore, Proposition 9.3 ensures that each f ∈ BV1Ω(I) satisfies (D2) since νω(fω) ∈
L1m(Ω) implies that
lim
n→±∞
1
|n|
νσn(ω)(fσn(ω)) = 0.
Thus, BV1Ω(I) ⊆ D and using (10.4), Proposition 8.10, and Lemma 8.8, we have that
f/ν(f), fq, f/q ∈ D for each f ∈ BV1Ω(I).
Now to see the claim that the random coefficients Af and Aˆf are measurable we first note
that the map ω 7→ Vf,ε(ω) from Definition 8.6, which depends on ‖fω‖BV and ‖fω‖L1νω (I)
,
can be chosen measurably for each f ∈ BV1Ω(I). Thus the map ω 7→ V (ω), defined in
(8.34), must also be measurable. In light of Remark 8.2, we see that the map ω 7→ N2(ω),
defined by (8.35), is measurable, which then implies that the map ω 7→ Af(ω) is measurable
for each f ∈ BV1Ω(I). Furthermore, since N2(ω) depends on ‖fω‖BV and ‖fω‖L1νω (I)
(via
Vf,ε(ω)), so does Af(ω). The measurability of Aˆf then follows from (9.6). 
Remark 10.3. Using the discussion at the beginning of the proof of Corollary 10.2, we
note that for f ∈ BVΩ(I) it suffices that log ‖fω‖BV , log νω(fω) ∈ L
1
m(Ω) to ensure that
conditions (D1) and (D2) hold.
Now in light of the proof of Lemma 10.1, in particular (10.4), we can give improved
versions of Lemmas 9.1 and 9.2 which no longer depend upon a particular sequence of
integers nk.
Theorem 10.4. For each f ∈ BV1Ω(I) and each κ ∈ (κ, 1) there exist measurable functions
Bf , Cf : Ω→ (0,∞) such that for m-a.e. ω ∈ Ω, all n ∈ N, and all |p| ≤ n we have∥∥∥L˜nσp(ω)fσp(ω) − νσp(ω)(fσp(ω))qσp+n(ω)∥∥∥
∞
≤ Bf(ω)
∥∥fσp(ω)∥∥BV κn,
and ∥∥∥Lˆnσp(ω)fσp(ω) − µσp(ω)(fσp(ω))1σp+n(ω)∥∥∥
∞
≤ Cf(ω)
∥∥fσp(ω)∥∥BV κn,
where κ < 1 is as in Corollary 8.9.
Proof. Suppose first that f ∈ BV1Ω(I) with f ≥ 0. Since Lemma 8.8 item (a) ensures that
f = (fω/νω(fω))ω∈Ω ∈ D
+, we apply Corollary 8.9 to obtain∥∥∥∥L˜nσp(ω)
(
fσp(ω)
νσp(ω)(fσp(ω)))
)
− qσn+p(ω)
∥∥∥∥
∞
≤ Af(ω)
∥∥∥∥ fσp(ω)νσp(ω)(fσp(ω))
∥∥∥∥
BV
κn(10.6)
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for each n ∈ N where Af (ω) is as in Corollary 8.9. Multiplying both sides of (10.6) by
νσp(ω)(fσp(ω)) yields∥∥∥L˜nσp(ω) (fσp(ω))− νσp(ω)(fσp(ω))qσn+p(ω)∥∥∥
∞
≤ Af(ω)
∥∥fσp(ω)∥∥BV κn.(10.7)
In view of Corollary 10.2, applying (10.7) with the function fq ∈ D+ gives∥∥∥L˜nσp(ω)(fσp(ω)qσp(ω))− µσp(ω)(fσp(ω))qσn+p(ω)∥∥∥
∞
≤ Afq(ω)
∥∥fσp(ω)∥∥BV ∥∥qσp(ω)∥∥BV κn(10.8)
for each n ∈ N. It follows from (10.8) that∥∥∥Lˆnσp(ω)fσp(ω) − µσp(ω)(fσp(ω))1σp+n(ω)∥∥∥
∞
≤
1
inf qσp+n(ω)
·
∥∥∥L˜nσp(ω)(fσp(ω)qσp(ω))− µσp(ω)(fσp(ω))qσp+n(ω)∥∥∥
∞
≤ Afq(ω)
∥∥fσp(ω)∥∥
BV
∥∥qσp(ω)∥∥
BV
1
inf qσp+n(ω)
κn(10.9)
for each n ∈ N. Now in light of (10.4), we have that
lim
n→∞
1
n
log
∥∥qσn(ω)∥∥
BV
inf qσn(ω)
= 0,
and thus, for each δ > 0, there exists a measurable constant D(ω, δ) > 0 such that∥∥qσn(ω)∥∥
BV
inf qσn(ω)
≤ D(ω, δ)eδn(10.10)
for each n ∈ N. Inserting (10.10) into (10.9), for δ > 0 sufficiently small and each n ∈ N
we have ∥∥∥Lˆnσp(ω)fσp(ω) − µσp(ω)(fσp(ω))1σp+n(ω)∥∥∥
∞
≤ Afq(ω)D(ω, δ)
∥∥fσp(ω)∥∥
BV
κ
n(10.11)
where 0 < κ < κ := κeδ < 1.
Now, we write a function f ∈ BV1Ω(I) as f = f
+ − f− with f+, f− ≥ 0, and apply the
triangle inequality with (10.7) to obtain∥∥∥L˜nσp(ω)fσp(ω) − νσp(ω)(fσp(ω))qσp+n(ω)∥∥∥
∞
≤ Bf(ω)
∥∥fσp(ω)∥∥
BV
κn,
where
Bf (ω) := (Af+(ω) + Af−(ω)).(10.12)
Similarly, using the triangle inequality with (10.11) yields∥∥∥Lˆnσp(ω)fσp(ω) − µσp(ω)(fσp(ω))1σp+n(ω)∥∥∥
∞
≤ Cf(ω)
∥∥fσp(ω)∥∥BV κn,
where
Cf(ω) := D(ω, δ)(Af+q(ω) + Af−q(ω)).(10.13)
To finish the proof we note that claim that Bf and Cf are measurable for f ∈ BV
1
Ω(I)
follows from Corollary 10.2 and equations (10.12) and (10.13). 
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The following Proposition is an improvement on Lemma 9.2 in that we prove a general
limit for the measures νω, rather than a limit along a subsequence. Furthermore, we now
prove that the random measure ν is unique.
Proposition 10.5. The family (νω)ω∈Ω of probability measures is uniquely determined by
(3.1). In particular, we have that for each f ∈ BV1Ω(I)
νω(fω) = lim
n→∞
‖Lnωfω‖∞
‖Lnω1ω‖∞
.(10.14)
Furthermore, we have that the family (µω)ω∈Ω of T -invariant measures is also unique.
Proof. Suppose (ν ′ω)ω∈Ω is another family of probability measures which satisfies (3.1), i.e.
ν ′σ(ω)(Lωfω) = λ
′
ων
′
ω(fω), with λ
′
ω = ν
′
σ(ω)(Lω1ω), f ∈ BV
1
Ω(I).
Further define µ′ω = qων
′
ω for each ω ∈ Ω. For each h ∈ BV
1
Ω(I) Theorem 10.4 (taken with
p = 0) applied to the measure µ′ω gives that∣∣∣∥∥∥Lˆnωhω∥∥∥
∞
− µ′ω(hω)
∣∣∣ ≤ Ch(ω) ‖hω‖BV κn
for each n ∈ N. Inserting the function f/q ∈ D, for h ∈ BV1Ω(I), into the previous estimate
gives ∣∣∣∣
∥∥∥∥Lˆnω
(
fω
qω
)∥∥∥∥
∞
− ν ′ω(fω)
∣∣∣∣ ≤ C fq (ω)
∥∥∥∥fωqω
∥∥∥∥
BV
κ
n
for each n ∈ N. Thus we have
lim
n→∞
‖Lnωfω‖∞
‖Lnω1ω‖∞
= lim
n→∞
∥∥∥Lˆnω (fωqω
)∥∥∥
∞∥∥∥Lˆnω (1ωqω
)∥∥∥
∞
=
ν ′ω(fω)
ν ′ω(1ω)
= ν ′ω(fω).
As the limit on the left-hand side has no dependence on the family ν ′ω, the uniqueness of the
limit, and of the density qω, implies the uniqueness of the families (νω)ω∈Ω and (µω)ω∈Ω. 
We are now ready to prove Theorem 2.20.
Proof of Theorem 2.20. Theorem 2.20 follows from Theorem 10.4 with p = −n and p =
0. 
11. Decay of Correlations
In this short section we prove Theorem 2.21, i.e. the forward and backward exponential
decay of correlations. As a consequence of this, we obtain that the invariant measure µ is
ergodic, thus completing the proof of Theorem 2.19.
Theorem 11.1. For m-a.e. every ω ∈ Ω, every n ∈ N, every |p| ≤ n, every f ∈ L1µ(Ω×I),
and every h ∈ BV1Ω(I) we have∣∣µτ ((fσn(τ) ◦ T nτ ) hτ)− µσn(τ)(fσn(τ))µτ (hτ )∣∣ ≤ Ch(ω) ∥∥fσn(τ)∥∥L1µσn(τ) ‖hτ‖BV κn,(11.1)
where τ = σp(ω), and where Ch(ω) and κ are as in Theorem 10.4.
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Proof. First let hˆω = hω − µω(hω) for each ω ∈ Ω. Now, we note that
µτ
((
fσn(τ) ◦ T
n
τ
)
hτ
)
− µσn(τ)(fσn(τ))µτ (hτ )
= µσn(τ)
(
fσn(τ)Lˆ
n
τhτ
)
− µσn(τ)(fσn(τ))µτ (hτ )
= µσn(τ)
(
fσn(τ)Lˆ
n
τ hˆτ
)
.(11.2)
Theorem 10.4 then gives that∥∥∥Lˆnτ hˆτ∥∥∥
∞
=
∥∥∥Lˆnτhτ − µτ (hτ )1σn(τ)∥∥∥
∞
≤ Ch(ω) ‖hτ‖BV κ
n(11.3)
for each n ∈ N. So by (11.2) and (11.3), we have∣∣µτ ((fσn(τ) ◦ T nτ ) hτ)− µσn(τ)(fσn(τ))µτ(hτ )∣∣
≤ µσn(τ)
(∣∣∣fσn(τ)Lˆnτ hˆτ ∣∣∣) ≤ Ch(ω)µσn(τ) (∣∣fσn(τ)∣∣) ‖hτ‖BV κn
for each n ∈ N, which finishes the proof. 
We are now able to prove Theorem 2.21.
Proof of Theorem 2.21. Theorem 2.21 now follows from Theorem 11.1 taking p = −n and
p = 0. 
Remark 11.2. We now show that the right-hand side of (11.1) does in fact converge to
zero exponentially fast. First, note that for f ∈ L1µ(Ω × I) and h ∈ BV
1
Ω(I) the Birkhoff
Ergodic Theorem implies that for each δ > 0, there exists some measurable function Wf,h :
Ω→ (0,∞) such that∥∥fσn(ω)∥∥L1µσn(ω) ≤Wf,h(ω)enδ and
∥∥hσ−n(ω)∥∥∞ ≤ Wf,h(ω)enδ.
Thus we may rewrite the conclusions of Theorem 11.1 (with p = 0 and p = −n) to be∣∣µω ((fσn(ω) ◦ T nω )h)− µσn(ω)(fσn(ω))µω(h)∣∣ ≤ Ch(ω)Wf,h(ω)κn0
and ∣∣∣µσ−n(ω) ((fω ◦ T nσ−n(ω))hσ−n(ω))− µω(fω)µσ−n(ω)(hσ−n(ω))∣∣∣ ≤ Ch(ω)Wf,h(ω)κn0
for each n ∈ N, where 0 < κ < κ0 = κ · e
δ < 1 for some δ > 0 sufficiently small. Thus we
see that the right-hand side of (11.1) does in fact go to zero exponentially fast.
Remark 11.3. If one were able to show that the measurable function Ω ∋ ω 7→ Cf(ω) ∈ R
+
were in fact m-integrable, then, following the proof of [37, Theorem 6.2], which is written
in the setting where the coefficient Cf(ω) is independent of f and ω and uses the method of
Gordin and Liverani, we immediately obtain the Central Limit Theorem as a consequence
of Theorem 11.1. For a more thorough treatment of stronger limit laws in the setting in
which the coefficient Cf(ω) is independent of f and ω see [18, 19].
We are finally ready to prove the following proposition, which hinges on Theorem 11.1,
and will complete the proof of Theorem 2.19.
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Proposition 11.4. The measure µ defined in Proposition 9.3 is ergodic.
The proof of Proposition 11.4 is the same as the proof of Proposition 4.7 in [36], and is
therefore left to the reader.
We now prove Theorem 2.19.
Proof of Theorem 2.19.
Part (1) of Theorem 2.19 follows from Proposition 3.1, Proposition 9.3, and Proposi-
tion 10.5.
Part (2) follows from Corollary 8.3, Proposition 9.3, Proposition 9.4, and Lemma 10.1.
Part (3) follows from Proposition 8.11, Proposition 9.3, Proposition 10.5, and Proposi-
tion 11.4.

12. Relative Equilibrium States
In this section we show that the random T -invariant probability measure µ defined in
(9.9) is in fact the unique relative equilibrium state for the system, thus completing the
proof of Theorem 2.23. Recall that PT (Ω × I) ⊆ PΩ(I) denotes the set of all T -invariant
random probability measures on I, and for η ∈ PT (Ω × I) the conditional information of
the partition Z∗ω given T
−1
ω B, with respect to ηω, is given by
Iηω = Iηω [Z
∗
ω|T
−1
ω B] := − log gη,ω,
where
gη,ω :=
∑
Z∈Z∗ω
1ZEηω
(
1Z |T
−1
ω B
)
.
Remark 12.1. Note that gµ,ω = gˆω, where gˆω is the weight function defined in (8.45). To
see this we note that
Eµω
(
1Z |T
−1
ω B
)
= gˆω|Z
for each Z ∈ Z∗ω since we have
Lˆω1Z = gˆω|Z .
We now show that the T -invariant random measure µ defined in Proposition 9.3 is a
relative equilibrium state, where we have followed the approach of [31] using the conditional
information Iµω rather than the entropy hµ(T ), which for countable partitions may be
infinite.
Lemma 12.2. The T -invariant random measure µ defined by (9.9) is a relative equilibrium
state, i.e.
EP (ϕ) =
∫
Ω
(∫
I
Iµω + ϕω dµω
)
dm(ω).
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Proof. In light of Remark 12.1 and (8.45), the conditional information of Z∗ω given T
−1
ω B,
with respect to µω, is given by
Iµω = − log gµ,ω = − log gˆω = −ϕˆω.
Thus, we can write∫
I
Iµω + ϕω dµω =
∫
I
−ϕˆω + ϕω dµω
= log λω +
∫
I
qσ(ω) ◦ Tω − qω dµω
= log λω +
∫
I
qσ(ω) dµσ(ω) −
∫
I
qω dµω.
As m is σ-invariant, integrating over Ω completes the proof. 
In the following lemma we prove a variational principle for T -invariant random measures
on J.
Lemma 12.3. For all η ∈ PT (J), the collection of all T -invariant random probability
measures supported on J, we have
log λω ≥
∫
Xω
Iη,ω + ϕω dηω(12.1)
for each ω ∈ Ω. Consequently, we have
EP (ϕ) ≥
∫
Ω
(∫
Xω
Iηω + ϕω dηω
)
dm(ω),(12.2)
where equality holds if and only if ηω = µω for m-a.e. ω ∈ Ω.
Proof. Let η ∈ PT (J). Then
Iηω + ϕω = − log gη,ω + ϕω
= − log gη,ω + log gˆω + log λω − log qω + log qσ(ω) ◦ Tω
= log
gˆω
gη,ω
+ Φω,
where
Φω := log λω − log qω + log qσ(ω) ◦ Tω.
Noting that ηω(Φω) = log λω, we see that to prove (12.1) it suffices to show that∫
Xω
log
gˆω
gη,ω
dηω ≤ 0.
Now, let Fω denote the set of bounded functions f : Xω → R which are supported in a
finite number of intervals of Z
(1)
ω . Let Lη,ω : Fω → Fσ(ω) be given by
Lη,ωf(x) =
∑
y∈T−1ω (x)
gη,ω(y)f(y), f ∈ Fω, x ∈ Xσ(ω).(12.3)
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To complete the proof of (12.1) we prove the following claim.
Claim 12.3.1.
For all f ∈ Fω we have ησ(ω) (Lη,ω(f)) = ηω(f),(i)
log+
gˆω
gη,ω
∈ L1ηω(Xω) for each ω ∈ Ω,(ii) ∫
Xω
log
gˆω
gη,ω
≤ 0.(iii)
Proof. We begin by noting that we may write
Lη,ω(f) =
∑
Z∈Z
(1)
ω
(f · 1Z · gη,ω) ◦ T
−1
ω,Z .(12.4)
To prove (i) it suffices to prove the claim holds for the function 1A for some set A which
is contained in a finite number of partition elements. To that end, using (12.4) and the
T -invariance of η, we calculate
ησ(ω)(Lη,ω1A) = ησ(ω)

 ∑
Z∈Z
(1)
ω
(1A1Zgη,ω) ◦ T
−1
ω,Z


= ηω

 ∑
Z∈Z
(1)
ω
1A1Zgη,ω


=
∑
Z∈Z
(1)
ω
ηω

1A1Z ∑
Y ∈Z
(1)
ω
(
1YEηω
(
1Y |T
−1
ω B
))
=
∑
Z∈Z
(1)
ω
ηω
(
1A1ZEηω
(
1Z |T
−1
ω B
))
=
∑
Z∈Z
(1)
ω
ηω(1A1Z) = ηω(1A).
To prove (ii) we first note that gη,ω > 0 ηω-a.e. since, if gη,ω|A = 0 for some subset
A ⊆ Xω, then Lη,ω1A = 0, and in light of (i) we would have ηω(A) = 0.
Enumerate the intervals of Z
(1)
ω by Zj for j ∈ N. Since log gη,ω > −∞ ηω-a.e. and
sup gˆω <∞ (by assumption (SP3), (3.5), and Proposition 8.10), we set
(12.5) Fω(n)(x) :=
{
1 if x ∈ Z1 ∪ · · · ∪ Zn and
∣∣∣log gˆωgη,ω (x)
∣∣∣ < n
0 otherwise,
and
χ+ω :=
{
x ∈ Xω : log
gˆω
gη,ω
(x) ≥ 0
}
.
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Since gˆω ≥ gη,ω on χ
+
ω , we have
0 ≤ Lη,ω
(
Fω(n)1χ+ω
)
≤ Lˆω
(
Fω(n)1χ+ω
)
≤ Lˆω1ω = 1σ(ω).(12.6)
In light of the definitions of Lˆω, (8.46), and Lη,ω, (12.3), we see that
Lη,ω
(
f
gˆω
gη,ω
)
(x) = Lˆωf(x).(12.7)
Now, using (12.5), (i), the fact that log x ≤ x− 1 for x > 0, (12.7), and (12.6) we thus get
that∫
Xω
1χ+ω
log
gˆω
gη,ω
dηω = lim
n→∞
∫
Xω
Fω(n)1χ+ω log
gˆω
gη,ω
dηω
= lim
n→∞
∫
Xσ(ω)
Lη,ω
(
Fω(n)1χ+ω log
gˆω
gη,ω
)
dησ(ω)
≤ lim
n→∞
∫
Xσ(ω)
Lη,ω
(
Fω(n)1χ+ω
(
gˆω
gη,ω
− 1
))
dησ(ω)
= lim
n→∞
∫
Xσ(ω)
(
Lη,ω
(
Fω(n)1χ+ω
gˆω
gη,ω
)
− Lη,ω
(
Fω(n)1χ+ω
))
dησ(ω)
= lim
n→∞
∫
Xσ(ω)
(
Lˆω
(
Fω(n)1χ+ω
)
− Lη,ω
(
Fω(n)1χ+ω
))
dησ(ω)(12.8)
≤ 1.
Hence, we have that χ+ω log(gˆω/gη,ω) ∈ L
1
ηω(Xω), which proves (ii).
Now to prove claim (iii), we note that if∫
Xω
log
gˆω
gη,ω
dηω = −∞
then we are done. Otherwise, by (ii), we have log(gˆω/gη,ω) ∈ L
1
ηω(Xω). Repeating the
calculation from the beginning of the previous display block of equations to (12.8) without
the characteristic function 1χ+ω and then using (8.47) and (i) gives∫
Xω
log
gˆω
gη,ω
dηω ≤ lim
n→∞
∫
Xσ(ω)
Lˆω (Fω(n)) dησ(ω) − lim
n→∞
∫
Xσ(ω)
Lη,ω (Fω(n)) dησ(ω)
≤
∫
Xσ(ω)
Lˆω (1ω) dησ(ω) − lim
n→∞
∫
Xσ(ω)
Lη,ω (Fω(n)) dησ(ω)
≤ 1− lim
n→∞
∫
Xω
Fω(n) dηω = 0.

Thus, we have that∫
Xω
Iηω + ϕω dηω =
∫
Xω
Φω dηω +
∫
Xω
log
gˆω
gη,ω
dηω ≤ log λω,
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which finishes the proof of (12.1). Thus, (12.2) follows by integrating over Ω .
Finally, we note that equality holds if and only if gˆω = gη,ω ηω-almost everywhere on
Xω, which implies that Lˆωf(x) = Lη,ωf(x) for ηω-a.e. x ∈ Xω and all f ∈ BV(Xω). Thus,
applying Theorem 10.4 with p = 0, we have
|ηω(f)− µω(f)| =
∣∣ησn(ω)(Lnη,ωf)− µω(f)∣∣
=
∣∣∣ησn(ω)(Lˆnωf)− µω(f)∣∣∣
=
∣∣∣ησn(ω) (Lˆnωf − µω(f)1σn(ω))∣∣∣
≤
∣∣∣ησn(ω) (∥∥∥Lˆnωf − µω(f)1σn(ω)∥∥∥
∞
)∣∣∣
≤ Cf(ω) ‖f‖BV κ
n
for each n ∈ N and every f ∈ BV(Xω). Thus we must in fact have that ηω(f) = µω(f) for
each f ∈ BV(Xω), and thus ηω = µω on a dense set of C(Xω). We conclude finally that
µω = ηω for m-a.e. ω ∈ Ω, which completes the proof. 
To finish the proof of Theorem 2.23, we now extend the variational principle on J, proved
in Lemma 12.3, to Ω× I.
Lemma 12.4. For any η ∈ PT (Ω× I) we have
EP (ϕ) ≥
∫
Ω
(∫
I
Iηω + ϕω dηω
)
dm(ω).(12.9)
Moreover, equality holds if and only if ηω = µω for m-a.e. ω ∈ Ω.
Proof. Suppose η ∈ PT (Ω × I) is a T -invariant random probability measure on I, and
suppose that for each ω ∈ Ω we have that
ηω = cωη
c
ω + aωη
a
ω
where ηcω is a non-atomic probability measure on I, η
a
ω is a purely atomic probability
measure on I, and cω + aω = 1. As η
c
ω is non-atomic, we must have that η
c
ω(Sω) = 0 as the
singular set Sω, defined by (2.1), is countable. Without loss of generality, we suppose that∫
Ω
aω dm(ω) > 0,
as otherwise the lemma would follow from Lemma 12.3.
We easily see that Iηaω ,ω = 0 η
a
ω-a.e, and since η
a
ω and η
c
ω are singular, we can choose
Iηaω ,ω = 0 η
c
ω-a.e and Iηcω ,ω = 0 η
a
ω-a.e. Therefore, we have that
Iη,ω = Iηc,ω + Iηa,ω = Iηc,ω,
and hence, applying Lemma 12.3 gives∫
Ω
(∫
I
Iηω + ϕω dηω
)
dm(ω) =
∫
Ω
cω
∫
I
Iηc,ω + ϕω dη
c
ω dm(ω) +
∫
Ω
aω
∫
I
ϕωdη
a
ω dm(ω)
≤
∫
Ω
cω log λω dm(ω) +
∫
Ω
aω
∫
I
ϕωdη
a
ω dm(ω).(12.10)
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Since η is a random probability measure we have that ηaω(ϕω) ∈ L
1
m(Ω). Thus, applying
the Birkhoff Ergodic Theorem, (CP1), and Lemma 10.1 for each ε > 0 we can find n ∈ N
so large that∫
Ω
∫
I
ϕω dη
a
ω dm(ω)− ε ≤
1
n
Sn,σ(η
a
ω(ϕω))
=
1
n
(
ηaω(ϕω) + · · ·+ η
a
ω(ϕσn−1(ω) ◦ T
n−1
ω )
)
=
1
n
ηaω(log g
(n)
ω ) ≤
1
n
log
∥∥g(n)ω ∥∥∞
<
1
n
log inf Lnω1ω ≤ EP (ϕ) + ε.
As this holds for every ε > 0 we must in fact have∫
Ω
aω
∫
I
ϕω dη
a
ω dm(ω) <
∫
Ω
aω log λω dm(ω).(12.11)
Inserting (12.11) into (12.10) we see that then∫
Ω
∫
I
Iηω + ϕω dηω dm(ω) <
∫
Ω
cω log λω dm(ω) +
∫
Ω
aω log λω dm(ω)
=
∫
Ω
log λω dm(ω).
Thus, integrating with respect to m, we see that if
∫
Ω
aω dm(ω) > 0, then
EP (ϕ) >
∫
Ω
(∫
I
Iηω + ϕω dηω
)
dm(ω).
Thus for equality to hold in (12.9) for η ∈ PT (Ω × I) with ηω = cωη
c
ω + aωη
a
ω, we see that
we must have ∫
Ω
aω dm(ω) = 0,
and thus, in light of Lemma 12.3, we must have that ηω = η
c
ω = µω for m-a.e. ω ∈ Ω. 
Proof of Theorem 2.23. Theorem 2.23 now follows from Lemmas 12.2, 12.3, and 12.4. 
13. Examples
In this section we present several examples for which our general theory applies. In partic-
ular, we treat random β-transformations, randomly translated random β-transformations,
random infinitely branched Gauss-Renyi maps, random maps with non-uniform expansion,
specifically random systems with Pomeau-Manneville maps and random maps with con-
tracting branches, and a broad class of random Lasota-Yorke maps.
As stated in Remark 4.7, it suffices to check conditions (M5’) and (M6’) rather than (M5)
and (M6). Thus, in the general strategy of checking that the conditions are satisfied for a
particular example, one must find the number N∗ as defined in (4.8). For computational
ease we have selected some of our examples (Sections 13.2, 13.4, and 13.5) so that we will
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have N∗ = 1. However, we would like to point out that one could deal with the case of
N∗ > 1 using similar arguments as the ones we present here.
For the rest of this section, we assume Ω is a topological space,m is a complete probability
measure on its Borel sigma-algebra and σ : (Ω, m) → (Ω, m) is a continuous, ergodic,
invertible, probability-preserving map.
13.1. Random β-Transformations (I). Let β : Ω → R+, given by ω 7→ βω, be an m-
continuous function. That is, there is a partition of Ω (mod m) into at most countably
many Borel sets Ω1,Ω2, . . . such that β is constant on each Ωj , say β|Ωj = βj. Consider a
random beta transformation Tω : [0, 1]→ [0, 1] given by
Tω(x) = βωx (mod 1).
Lemma 13.1. Assume β satisfies the expanding on average condition E :=
∫
Ω
log βω dm >
0. Then, the system has the random covering property (RC) (Definition 2.7).
Proof. Let J ⊂ I be an interval. The expanding on average condition, combined with the
Birkhoff ergodic theorem, ensures that for m a.e. ω ∈ Ω, in finite time, say ℓ − 1 ∈ N,
the image of J contains a discontinuity in its interior. Hence, at the following iterate, it
contains an interval of the form [0, a] for some a > 0. After this, it takes at most
n˜(ω) = min{n ≥ 1 : β
(n)
σℓω
a ≥ 1}
more iterates for the images of J to cover I, where β
(n)
ω = βωβσω . . . βσn−1ω. Once again,
this time is finite for m a.e. ω ∈ Ω because of the expanding on average condition and
Birkhoff ergodic theorem. 
Lemma 13.2. Let Φ : Ω → BV (I) be an m-continuous function10. Let ϕ : Ω × I → R be
given by ϕω := ϕ(ω, ·) = Φ(ω). Then gω = e
ϕω ∈ BV (I) for m a.e. ω ∈ Ω. Assume there
exist ϕ−, ϕ+ ∈ R such that ϕ− ≤ ϕ(ω, x) < ϕ+, and that
ϕ+ − ϕ− <
∫
Ω
log ⌊βω⌋ dm =: E−.
Furthermore, assume the integrability condition
∫
Ω
log βω dm <∞
11. Finally, assume that
either
(i) gω = |T
′
ω|
−t for some t ≥ 0,
(ii) condition (P1) holds for the dynamical partitions Pω,n(0, 1) = Z
(n)
ω .
Then ϕ is a summable contracting potential for (Ω, σ,m, (Tω)ω∈Ω), and conditions (GP)
and (M1)–(M4) are satisfied.
Proof. Condition (GP) holds because the system is expanding on average. The summability
conditions (Definition 2.2) are straightforward to check. Indeed, (SP2) is a hypothesis.
(SP1) and (SP3) hold because ϕ is bounded and the partitions are finite. When gω = |T
′
ω|
−t
for some t ≥ 0, (P1) holds with αˆ = 0 because g
(n)
ω is constant a.e. In general, (P2) holds
10Without loss of generality, we assume the partitions on which β and Φ are constant coincide.
11Note that this condition is equivalent with the assumption that
∫
Ω log ⌈βω⌉ dm <∞
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with γˆ = 1 because Pω,n(0, 1) coincides with the dynamical partition Z
(n)
ω . (M1) and (M2)
follow from m-continuity; see e.g. [20]. (M3) holds because eϕ− ≤ S
(1)
ω ≤ ⌈βω⌉ e
ϕ+ , where
⌈βω⌉ is the least integer greater than or equal to β and also the cardinality of Z
∗
ω. Thus,∫
Ω
| logS(1)ω | dm ≤ max
{
|ϕ−|,
∫
Ω
log ⌈βω⌉ dm+ |ϕ+|
}
<∞.
Notice that inf Lω1ω ≥ n(Tω)e
ϕ−, where n(Tω) = min{#T
−1
ω (x) : x ∈ I} is the minimum
number of preimages of a point x ∈ I under Tω. Since Tω is a β-transformation,
n(Tω) = #(Tω)
−1(1) = ⌊βω⌋ ,
the largest integer less than or equal to βω. Thus, in view of Remark 2.16, with N1 = N2 =
1, in order to show the potential is contracting (Definition 2.15), it is sufficient to have that
ϕ+ < ϕ− +
∫
Ω
log ⌊βω⌋ dm,
as assumed.
Furthermore, the condition E− > ϕ+−ϕ− ensures that ⌊βω⌋ ≥ 1 for m a.e. ω ∈ Ω. This
implies that βω ≥ 1 for m a.e. ω ∈ Ω, and so log inf Lω1 ≥ ϕ−. This yields (M4). 
Remark 13.3. Note that the hypotheses of Lemma 13.2 imply those of Lemma 13.1.
Lemma 13.4. Under the hypotheses of Lemma 13.2, Theorems 2.19 – 2.23 apply provided
(13.1) Mω,N∗ ∈ L
1
m(Ω) and log b
(Mω,N∗ )
ω ∈ L
1
m(Ω),
where N∗ is defined in (4.8), Mω,N∗ = maxZ∈Z(N∗)ω Mω(Z) is the maximum covering time
for branches of TN∗ω and bω := ⌈βω⌉ is the least integer greater than or equal to βω.
Proof. In view of Lemmas 13.1 and 13.2, in order to satisfy the hypotheses of Theorems 2.19
– 2.23, it is enough to verify the conditions (M5’) and (M6’), namely
(13.2) log ‖LMω,N∗ω 1‖∞ ∈ L
1
m(Ω), log ess inf g
(Mω,N∗)
ω ∈ L
1
m(Ω).
Let us assume ϕ, ϕ−, ϕ+ ∈ R are as in Lemma 13.2. Then
Mω,N∗ϕ− ≤ log ess inf g
(Mω,N∗)
ω ≤ log ess sup g
(Mω,N∗)
ω ≤Mω,N∗ϕ+.
Also, recalling that the map x 7→ βωx (mod 1) has bω = ⌈βω⌉ branches, we have that
log ess inf g(Mω,N∗)ω ≤ log ‖L
Mω,N∗
ω 1‖∞ ≤ log ess sup(b
(Mω,N∗)
ω g
(Mω,N∗)
ω ),
where b
(n)
ω =
∏n−1
j=0 bσjω. Therefore,
Mω,N∗ϕ− ≤ log ‖L
Mω,N∗
ω 1‖∞ ≤ log(b
(Mω,N∗ )
ω ) +Mω,N∗ϕ+.
Thus, under the hypotheses of the lemma, conditions (13.2) hold. 
In what follows, we discuss explicit conditions which will hold if (13.1) holds. Notice
that once the first condition of (13.1) holds, the second one also holds provided there exists
β+ ∈ R such that βω ≤ β+. Let us investigate the first condition of (13.1) in more detail.
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Let us first discuss the case N∗ = 1. That is, assume (4.8) holds with N∗ = 1. Let
(13.3) sω =
{βω}+
βω
where {β}+ denotes the fractional part of β if β /∈ N and {β}+ = 1 if β ∈ N. Then, sω
is the length of the shortest branch of the monotonicity partition of Tω. Note that all but
at most one of the elements Z ∈ Z∗ω have the property that Tω(Z) = I, and the remaining
one is of the form Zω = [1 − sω, 1]. Thus, it takes at most τω(sω) iterates for each Z ∈ Z
∗
ω
to cover I, where
(13.4) τω(s) := min{n ≥ 1 : β
(n)
ω s ≥ 1}.
Then, the covering time satisfies Mω,1 = τω(sω). The fact that τω(s) < ∞ for every s > 0
and m a.e. ω ∈ Ω follows from the expansion on average property. Thus, in this case,
(13.1) holds provided ∫
Ω
τω(sω) dm <∞.
One may construct examples (as done in the following subsection, where the upper bound
on β is also relaxed) when this occurs, for example by controlling the occurrence of small
pieces sω and small values of βω.
When (4.8) holds with N∗ > 1, (13.1) holds provided
(13.5)
∫
Ω
τω(sω,N∗) dm <∞,
where sω,N∗ is length of the shortest branch of Z
(N∗)
ω . This length may be characterized
inductively as follows: sω,1 = sω is given by (13.3). Assuming sω,k has been computed,
sω,k+1 = min
{
s
σk(ω),1
β
(k)
ω
,
{β
(k+1)
ω sω,k}+
β
σk(ω)
}
.
13.2. Random β-Transformations (II). In this subsection we assume βω ∈
⋃
k≥1[k +
δ, k+1] for a.e. ω and some δ > 0. We consider the potential ϕω = −t log |T
′
ω|, t ≥ 0. Note
that in this setting we have relaxed the uniform lower bound on ϕω and the uniform upper
bound on the number of branches of Tω from the previous subsection.
Lemma 13.5. Under the above conditions, the time for an interval of monotonicity of Tω
to cover is no more than 1 +
⌈
− log δ
log(1+δ)
⌉
.
Proof. If the interval of monotonicity is a full branch it takes one iteration. Otherwise, we
must be at the final (non-full) branch and therefore after one iteration we have an interval
[0, δ). At each subsequent iteration this interval grows by a factor at least 1 + δ. If the
interval is cut at some future point, it means the interval has expanded across a full branch
and we have covered. In the worst case, we repeatedly apply the map with least slope,
namely 1+δ and it takes n further iterations beyond the first, where δ(1+δ)n ≥ 1. Solving
for n yields the claim. 
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Lemma 13.6. Under the m-continuity conditions of Lemma 13.2 and the conditions on
the maps in this subsection, additionally assume that
(13.6)
∫
Ω
log⌊βω⌋ dm(ω) > log 3
and
(13.7)
∫
Ω
log⌈βω⌉ dm(ω) <∞.
Then ϕ is a summable contracting potential, and the system satisfies conditions (M1)–(M4)
and (M5’)–(M6’). Thus Theorems 2.19 – 2.23 apply.
Proof. We first note that (SP1), (SP2), and hold since g
(1)
ω is constant for m-a.e. ω ∈ Ω and
that (SP3) holds since S
(1)
ω =
⌈βω⌉
βtω
<∞. Now we note that we may take the finite partition
Pω,n(0, 1) = Z
(n)
ω . Indeed, condition (P1) holds with αˆ = 0 because g
(n)
ω is constant for
m-a.e. ω ∈ Ω, and Since Z(n)ω is finite for m-a.e. ω ∈ Ω, by Remark 2.9, (P2) holds with
γˆ = 1. Conditions (M1) and (M2) hold by m-continuity, see [20], and (M3) holds since
log S
(1)
ω = log⌈βω⌉ − t log βω, using (13.7) and noting βω ≥ 1 + δ. Similarly, (M4) holds
since
log⌊βω⌋ − t log βω ≤ log inf Lω1 ≤ S
(1)
ω ,
again using (13.7) and noting βω ≥ 1 + δ. To show ϕ is contracting we apply (2.12) with
N1 = N2 = 1. One has∫
log |gω|∞ dm = −t
∫
log βω dm <
∫
log⌊βω⌋ dm− t
∫
log βω dm ≤
∫
log inf Lω1ω dm,
with the central inequality holding by (13.6).
For (M5’) and (M6’) we first show that N∗ = 1. The quantity Q
(1)
ω defined in (4.5) is
bounded between 3/⌈βω⌉ and 3/⌊βω⌋. Recalling that βω ≥ 1+δ for m-a.e. ω ∈ Ω and using
(13.6)–(13.7), we obtain
−∞ <
∫
Ω
logQ(1)ω dm < 0,
and therefore it follows from (4.8) that we may take N∗ = 1. By Remark 2.9 and the fact
that N∗ = 1 we may check (M5’) and (M6’) for Pω,1 = Z
(1)
ω . Thus, to verify (M5’) and
(M6’) we need to check that
(13.8) min
P∈Z
(1)
ω
log inf
P
gMω(P )ω = min
P∈Z
(1)
ω
inf
P
−t log |(T (Mω(P ))ω )
′| ∈ L1m(Ω)
and
(13.9) max
P∈Z
(1)
ω
log ‖LMω(P )ω 1ω‖∞ ∈ L
1
m(Ω),
respectively. By Lemma 13.5,
Mω(P ) ≤ 1 +
⌈
− log δ
log(1 + δ)
⌉
.
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Thus (13.8) will hold if
log β
(1+⌈ − log δlog(1+δ)⌉)
ω ∈ L
1(Ω),
or equivalently, if
∫
log βω dm(ω) <∞, which is the case by (13.7).
Concerning (13.9),
| logLMω(P )ω 1ω| ≤
∣∣∣∣∣log
(
⌈βω⌉
βtω
)(Mω(P ))∣∣∣∣∣
≤
∣∣∣∣∣log
(
⌈βω⌉
βtω
)(1+⌈ − log δlog(1+δ)⌉)∣∣∣∣∣
=
∣∣∣∣log⌈βω⌉(1+⌈ − log δlog(1+δ)⌉) − t log β(1+⌈ − log δlog(1+δ)⌉)ω
∣∣∣∣
≤ (1 + t)
∣∣∣log⌈βω⌉(1+⌈ − log δlog(1+δ)⌉)∣∣∣ .(13.10)
As in the case of (M5’) above, integrability of (13.10) is equivalent to
∫
Ω
log⌈βω⌉ dm(ω) <
∞, which follows from (13.7).

13.3. Randomly Translated Random β-Transformations. Let α, β : Ω → R+, be
m-continuous functions such that βω is essentially bounded and satisfies the expanding
condition ess infω∈Ω βω = 2 + δ, for some δ > 0. Consider the random beta transformation
Tω : [0, 1]→ [0, 1] given by
Tω(x) = βωx+ αω (mod 1).
Lemma 13.7. Let ϕ : Ω× I → R be a potential satisfying the conditions of Lemma 13.2.
Then, Theorems 2.19 – 2.23 hold for the random beta transformation (Tω)ω∈Ω, provided
(13.11) log sω,N∗ ∈ L
1
m(Ω),
where N∗ is defined in (4.8) and sω,N∗ is length of the shortest branch of Z
(N∗)
ω .
The proof of this lemma relies on the following consequence of a result of Conze and
Raugi [13, Lemma 3.5].
Lemma 13.8. Let sω,N be the length of the shortest branch of Z
(N)
ω , Mω,N be the maximum
of the covering time for the intervals of Z
(N)
ω under the sequence of maps {T nω }n∈N, and
C = 1 + 2
δ
=
∞∑
r=0
(
2
2 + δ
)r
.
Then we have that
Mω,N ≤
⌈
− log
sω,N
C
log(1 + δ
2
)
⌉
+N.
70 JASON ATNIP, GARY FROYLAND, CECILIA GONZÁLEZ-TOKMAN, AND SANDRO VAIENTI
Proof. Let 0 < ε < sω,N . The proof of [13, Lemma 3.5] shows that whenever C
(
2
2+δ
)r
≤ ε,
or equivalently
r ≥
⌈
− log ε
C
log(1 + δ
2
)
⌉
,
then [0, 1] is covered, up to a set of measure ε, by full branches for the maps TNω , T
N+1
ω ,
. . . , TN+r−1ω . Note that this implies that if Y ∈ Z
(N)
ω (and so Y has measure greater than
ε), and
R ≥ N +
⌈
− log ε
C
log(1 + δ
2
)
⌉
,
then Y is a union of branches of Z
(R)
ω , and so it must contain a full branch for TRω . Thus,
Mω,N ≤ R. The conclusion follows from letting ε ↑ sω,N . 
Proof of Lemma 13.7. The proof goes as in Section 13.1. Condition (GP) holds because
the system is expanding on average. Hence, (RC) follows from Lemma 13.8 because the
partitions are finite (see Remark 2.8).
Let us assume ϕ, ϕ−, ϕ+ ∈ R are as in Lemma 13.2. The summability conditions (Def-
inition 2.2) are straightforward to check. Indeed, (SP2) is a hypothesis. (SP1) and (SP3)
hold because ϕ is bounded and the partitions are finite. When gω = |T
′
ω|
−t for some t ≥ 0,
(P1) holds with αˆ = 0 because g
(n)
ω is constant for each ω ∈ Ω. In general, (P2) holds with
γˆ = 1 because Pω,n(0, 1) coincides with the dynamical partition Z
(n)
ω .
Conditions (M1) and (M2) follow fromm-continuity; see e.g. [20]. (M3) holds because the
map x 7→ βωx+αω (mod 1) has at most b˜ω := ⌈βω⌉+1 branches. Then, e
ϕ− ≤ S
(1)
ω ≤ b˜ωe
ϕ+ .
Since βω is essentially bounded, say by B,∫
Ω
| logS(1)ω | dm ≤ max {|ϕ−|, log(B + 2) + |ϕ+|} <∞.
Notice that inf Lω1ω ≥ n(Tω)e
ϕ−, where n(Tω) = min{#T
−1
ω (x) : x ∈ I} is the minimum
number of preimages of a point x ∈ I under Tω. Since Tω is a shifted β-transformation,
n(Tω) = ⌊βω⌋ . Thus, in view of Remark 2.16, with N1 = N2 = 1, in order to show the
potential is contracting (Definition 2.15), it is sufficient to have that
ϕ+ < ϕ− +
∫
Ω
log ⌊βω⌋ dm,
as assumed. Note that this condition ensures that ⌊βω⌋ ≥ 1 for m a.e. ω ∈ Ω, so βω ≥ 1
for m a.e. ω ∈ Ω, and so log inf Lω1 ≥ ϕ−. This yields (M4). Finally, we show conditions
(M5’) and (M6’), namely
(13.12) log ‖LMω,N∗ω 1‖∞ ∈ L
1
m(Ω), log ess inf g
(Mω,N∗)
ω ∈ L
1
m(Ω).
Note that
Mω,N∗ϕ− ≤ log ess inf g
(Mω,N∗)
ω ≤ log ess sup g
(Mω,N∗)
ω ≤Mω,N∗ϕ+.
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Recalling that the map x 7→ βωx + αω (mod 1) has at most b˜ω := ⌈βω⌉ + 1 branches, we
get
log ess inf g(Mω,N∗)ω ≤ log ‖L
Mω,N∗
ω 1‖∞ ≤ log ess sup(b˜
(Mω,N∗)
ω g
(Mω,N∗)
ω ),
where b˜
(n)
ω =
∏n−1
j=0 b˜σjω. Therefore,
Mω,N∗ϕ− ≤ log ‖L
Mω,N∗
ω 1‖∞ ≤ log(b˜
(Mω,N∗ )
ω ) +Mω,N∗ϕ+.
Lemma 13.8 shows that
∫
Ω
Mω,N∗ dm <∞ whenever∫
Ω
| log sω,N∗| dm <∞,
which is a hypothesis of the lemma. Recalling that βω ≤ B, we get∫
log b˜(Mω,N∗)ω dm ≤
∫
Mω,N∗ log(B + 2) dm <∞.
Hence, (13.12) is satisfied. 
Remark 13.9. We could use similar techniques to show that Theorems 2.19–2.23 apply
for maps with nonlinear branches. For example, let Sω : I → R be a C
2 expanding map,
with
2 + δ < ess inf |S ′ω| ≤ ess sup |S
′
ω| < B
for m a.e. ω ∈ Ω, for some 0 < δ,B, and let T˜ω(x) = Sω(x) (mod 1). Each map T˜ω(x) has
at most two non-full branches (the leftmost and rightmost ones). For simplicity, assume
N∗ = 1. Lemma 13.8 (with N = 1) relies on [13, Lemma 3.5] for the case n = 1 only,
and an inspection of the proof shows that its conclusions remain valid for T˜ω instead of Tω.
Then, the proof of Lemma 13.7 remains applicable for T˜ω with minor modifications, after
replacing the hypothesis of Lemma 13.2 involving E− with
ϕ+ − ϕ− <
∫
Ω
log ess inf |S ′ω| dm,
and ensuring hypothesis (ii) of Lemma 13.2 is satisfied. These modifications essentially
amount to changing ⌊βω⌋ and ⌈βω⌉ to ess inf |S
′
ω| and ess sup |S
′
ω|.
13.4. Random Maps With Infinitely Many Branches. In this section we consider
compositions of the Gauss map T0 and the Renyi map T1, defined by
T0(x) =
{
0 x = 0,
1
x
(mod 1) x 6= 0,
and T1(x) =
{
0 x = 1,
1
1−x
(mod 1) x 6= 1.
This class of random maps was investigated in [26] in connection with continued fraction
expansions. Let T : Ω → {0, 1} be a measurable function. Let Tω = T0 if T (ω) = 0 and
Tω = T1 otherwise. We denote by Li the transfer operator associated to Ti, i = 0, 1. Since
both T0 and T1 have only full branches, the system is covering, with Mω,n = 1 for every
ω ∈ Ω, n ∈ N.
Lemma 13.10. Consider a potential of the form ϕ(ω, x) = −t log |T ′ω(x)|, for 0.5 < t ≤
0.613. Then, the hypotheses of Theorems 2.19 – 2.23 hold.
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Proof. We will use the shorthand notation ϕi(x) = ϕ(ω, x) whenever Tω = Ti, and similarly
for gi(x). Note that since at the differentiability points, |T
′
0(x)| =
1
x2
, then
g0(x) = x
2t, | log g0(x)| = |ϕ0(x)| = 2t log
1
x
,
and for each partition element Jj = [
1
j+1
, 1
j
],
| log ess inf
Jj
gω| = 2t log(j + 1).
The analysis for T1 is entirely analogous, since T1(x) = T0(1− x).
Then,
(1) The summability conditions (Definition 2.2) are satisfied. (SP1) and (SP2) follow
directly from the definition of gω. (SP3) follows from the fact that
∞∑
j=1
sup
Jj
gω =
∞∑
j=1
1
j2t
<∞.
The first part of (M3) holds because supϕω = 0, the second part follows from (SP3),
because S
(1)
ω can only take two different values. Also, (M1) and (M2) hold because
T is measurable and of finite rank.
(2) Conditions (P1) and (P2), with αˆ = γˆ = 1, are satisfied for n = 1, with partitions
P0,1(1, 1) = P1,1(1, 1) given by Pi = {Z
i
1, Z
i
2, . . . , Z
i
k, Z
i
∞}, for i = 0, 1, where k =
k(t) is chosen such that
∑∞
j=k+1
1
j2t
≤ 1, Z0j = [
1
j+1
, 1
j
] for 1 ≤ j ≤ k, Z0∞ = [0,
1
k+1
],
and Z1j obtained from Z
0
j by the transformation x 7→ 1−x. Indeed gω is monotonic
on [0, 1] and var[0,1]gω = 1, so (P1) holds with αˆ = 1 regardless of the partition.
The choice of k precisely ensures condition (P2) holds with γˆ = 1 and n = 1.
(3) (CP1) holds, i.e. ϕ is a contracting potential. In fact, we check that condition (4.8)
holds with N∗ = 1, i.e. we have that∫
Ω
log
4‖gω‖∞
inf Lω1
dm < 0.
Indeed, ‖g0(x)‖∞ = 1 and L01(x) =
∑∞
j=1
1
(j+x)2t
, so
4‖g0‖∞
inf L01
=
4∑∞
j=2
1
j2t
=
4
ζ(2t)− 1
< 1,
because ζ(1.226) > 5, where ζ(x) is the Riemann zeta function. For Tω = T1,
g1(x) = g0(1− x) so the bound is the same.
(4) In light of Remark 4.7 we check that conditions (M5’), (M6’) hold for N∗ = 1. For
each ω ∈ Ω, the elements of Pω consist of (unions of) full branches for Tω. Hence,
Nω,1(P ) = 1 (coming from (2.9)) and Mω(J(P )) = 1 (coming from (RC)) for every
P ∈ Pω. In particular, for every ω ∈ Ω,
ζ(2t)− 1 ≤ inf Lω1 ≤ ‖Lω1‖∞ ≤ ζ(2t) <∞
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for t > 1
2
, so the integrability condition (M6’) is satisfied. Also, by choosing J(P )
to be the largest full branch in P , we get that
log ess inf
J(P )
gω ≥ −2t log(k + 2)
for each ω ∈ Ω. Hence the integrability condition (M5’) is satisfied.

Remark 13.11. Note that we have only chosen t ∈ (0.5, 0.613] to ensure that we have
N∗ = 1. One could treat larger values of t, in particular t ≥ 1, by considering N∗ > 1.
13.5. Random Non-Uniformly Expanding Maps. In this section we consider random
compositions of a β-transformation T0 and the Pomeau-Manneville intermittent map T1,
defined by
T0(x) = βx mod 1 and T1(x) =
{
x+ 2ax1+a for x ∈ [0, 1/2]
2x− 1 for x ∈ (1/2, 1]
where a > 0 and β ≥ 5. The map T1, in this form, was first introduced in [32], but dates
back to the works of [33, 39]. Sequential and random compositions of T1, and maps similar
to T1, taken with varying values for a, have been investigated previously, see e.g. [1, 38].
Let T : Ω → {0, 1} be a measurable function. Let Tω = T0 if T (ω) = 0 and Tω = T1
otherwise. We denote by Li the transfer operator associated to Ti, i = 0, 1.
Lemma 13.12. Consider a potential of the form ϕ(ω, x) = −t log |T ′ω(x)|, for t ≥ 0. If
0 < p = m(T−1(1)) <
log ⌊β⌋
4
log ⌊β⌋(2a+4)
t
2t+(a+2)t
,
then the hypotheses of Theorems 2.19 – 2.23 hold.
Proof. We begin by noting that our random covering assumption (RC) follows from the
Birkhoff Ergodic Theorem as for n sufficiently large we will see the map T0 with frequency
(1 − p)n, and thus any small interval will eventually cover. As each map has only finitely
many branches (SP1)–(SP3) are satisfied. Now, we note that
inf g0 = ‖g0‖∞ =
1
βt
, inf g1 =
1
(a+ 2)t
, and ‖g1‖∞ = 1.
It then follows that
⌊β⌋
βt
≤ inf L01 ≤ ‖L01‖∞ ≤
⌈β⌉
βt
≤ ⌈β⌉ ,(13.13)
and
2t + (a+ 2)t
(2a+ 4)t
=
1
(a+ 2)t
+
1
2t
≤ inf L11 ≤ ‖L11‖∞ ≤ 1 +
1
2t
≤ 2.(13.14)
Thus conditions (M1)–(M4) are satisfied. Concerning the variation, we note that varZ(g0) =
0 for each Z ∈ Z
(1)
0 , var[0,1/2](g1) = 1, var[1/2,1](g1) = 0. Thus, in view of Remark 2.9, the
partition Pi,1(1, 1) = Z
(1)
i satisfies (P1) and (P2) with αˆ = γˆ = 1 for each i ∈ {0, 1}.
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We claim now that we can take the number N∗, coming from (4.8), to be 1. Indeed, since∫
Ω
log
4 ‖gω‖∞
inf Lω1ω
dm(ω) = (1− p) log
4 ‖g0‖∞
inf L01
+ p log
4 ‖g1‖∞
inf L11
≤ (1− p) log
4/βt
⌊β⌋ /βt
+ p log
4
(2t + (a+ 2)t)/(2a+ 4)t
= (1− p) log
4
⌊β⌋
+ p log
4(2a+ 4)t
2t + (a+ 2)t
,(13.15)
(4.8) holds whenever
p <
log ⌊β⌋
4
log ⌊β⌋(2a+4)
t
2t+(a+2)t
.(13.16)
Thus, as we have chosen p > 0 satisfying (13.16), we see that∫
Ω
log
4 ‖gω‖∞
inf Lω1ω
dm(ω) < 0.(13.17)
In light of Remark 4.7, we now check conditions (M5’) and (M6’). To that end, we note
that (M5’) holds since infZ g0 = 1/β
t for each Z ∈ Z
(1)
0 , inf [0,1/2] g1 = 1/(a + 2)
t, and
inf [1/2,1] g1 = 1/2
t, and (M6’) follows from (13.13) and (13.14). Finally, we see that (CP1)
and (CP2) hold in light of (13.17) and Remark 2.16. 
Remark 13.13. Notice that our choice of β ≥ 5 was instrumental in obtaining N∗ = 1.
Using similar arguments one could yield the conclusions of Lemma 13.12 with any β ≥ 2
and N∗ = 3 for p > 0 sufficiently small.
Furthermore, it is interesting to point out that our results hold for any positive value of
the parameter a defining the intermittent map T1. This is in contrast to the deterministic
setting (of the map T1 together with potential ϕ = − log |T
′
1|), where the density with re-
spect to the conformal measure, which is the Lebesgue measure, for the map T1 is Lebesgue
summable only for a < 1.
Remark 13.14. Here we have chosen, for the ease of computation and exposition, to
present Example 13.5 as the random iteration of two maps each with positive probability,
however, assuming the m-continuity conditions of Lemma 13.2, one could easily apply
similar arguments to the setting where one considers maps of the form
Tω(x) =


βωx mod 1 if ω ∈ Ω0
{
x+ 2aωx1+aω for x ∈ [0, 1/2]
2x− 1 for x ∈ (1/2, 1]
if ω ∈ Ω1
where Ω = Ω0 ∪ Ω1 is infinite with Ω0 ∩ Ω1 = ∅ such that m(Ω0), m(Ω1) > 0, and where
the maps ω 7→ aω ∈ (0, a
∗], for some a∗ > 0, ω 7→ βω ∈ [5,∞).
75
Note that the “intermittency” of the map T1 in the previous lemma is a bit misleading.
We chose p so that T1 was applied sufficiently infrequently to achieve a map cocycle that was
expanding on average. This same technique allows us to deal with maps with contracting
branches12. Indeed, if we consider the maps
T0(x) = βx mod 1 and T1(x) =
{
ax for x ∈ [0, 1/2]
(2− a)x− (1− a) for x ∈ (1/2, 1],
with 0 < a < 1 and β ≥ 513, in the same setup as the previous example, then using similar
reasoning we arrive at the following lemma.
Lemma 13.15. Consider a potential of the form ϕ(ω, x) = −t log |T ′ω(x)|, for t ≥ 0. If
0 < p = m(T−1(1)) <
log ⌊β⌋
4
log ⌊β⌋(2−a)
t
at
,
then the hypotheses of Theorems 2.19 – 2.23 hold.
13.6. Random Lasota-Yorke maps. In this final example we discuss the very broad
class of random piecewise-monotonic maps, where each fiber map Tω is a finite-branched
map which takes the interval onto itself. We consider a general potential ϕ ∈ BVΩ(I).
Recall that #Z
(1)
ω denotes the number of branches of monotonicity of Tω, and for each
n ∈ N define I
(n)
ω := miny∈[0,1]#{T
−n
ω (y)}.
Lemma 13.16. Under the m-continuity conditions of Lemma 13.2, we assume the inte-
grability conditions log I
(1)
ω , log#Z
(1)
ω , inf ϕω, supϕω ∈ L
1
m(Ω), and that
(13.18)
∫
Ω
(supϕω − inf ϕω) dm(ω) <
∫
Ω
log I(1)ω dm(ω).
Then conditions (M1)–(M4) hold and the potential ϕ is summable and contracting, i.e.
conditions (SP1)–(SP3) and (CP1)–(CP2) hold.
Proof. In light of Remark 2.3 we see that (SP1)–(SP3) hold since #Z
(1)
ω < ∞ and ϕ ∈
BVΩ(I). Conditions (M1) and (M2) hold by m-continuity, see [20]. For conditions (M3)–
(M4), we note that because
log I(1)ω + inf ϕω ≤ log inf Lω1 ≤ logS
(1)
ω ≤ log#Z
(1)
ω + supϕω,
these conditions hold by the integrability hypotheses on the terms in the above inequalities.
Using (13.18), we have∫
Ω
log ‖gω‖∞ dm(ω) =
∫
supϕω dm(ω)
<
∫
Ω
log I(1)ω dm(ω) +
∫
Ω
inf ϕω dm(ω) ≤
∫
Ω
log inf Lω1 dm(ω),
12The maps are still required to be onto, however some branches may be contracting.
13The same argument given in Remark 13.13 allows us to replace β ≥ 5 with β ≥ 2 at the expense of
taking N∗ = 3.
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and thus, applying (2.12) with N1 = N2 = 1, we see that ϕ is a contracting potential.

Remark 13.17. Using similar arguments, we could replace (13.18) in Lemma 13.16 with
the following: there exists N1, N2 ∈ N such that log I
(N2)
ω ∈ L1m(Ω) and
1
N1
∫
Ω
supSN1,T (ϕω)− inf SN1,T (ϕω) dm(ω) <
1
N2
∫
Ω
log I(N2)ω dm(ω).
Corollary 13.18. Assuming the hypotheses of Lemma 13.16, if, in addition, we assume
the random covering condition (RC) and the general integrable covering conditions (M5),
(M6), then the hypotheses of Theorems 2.19 – 2.23 hold.
We now present a final example of the class of random Lasota-Yorke maps focusing on
geometric potentials, i.e. potentials of the form ϕω = −t log |T
′
ω| for t ≥ 0. We will require
the following strengthening of our random covering assumption (RC) which has appeared
before in [2] and [23].
Definition 13.19. We say that the family (Tω)ω∈Ω satisfies strong random covering if there
exists M(n) ∈ N such that for any ω ∈ Ω and any Z ∈ Z
(n)
ω we have that T
M(n)
ω (Z) = I.
Remark 13.20. Note that this strong random covering condition is satisfied by the maps
considered in Section 13.2.
Lemma 13.21. Let ϕω = −t log |T
′
ω| for t ≥ 0, and assume the m-continuity conditions
of Lemma 13.2. We further suppose the system satisfies strong random covering as well as
the following:
(1) for each ω ∈ Ω, Z ∈ Z∗ω, and x ∈ Z
(a) Tω|Z ∈ C
2,
(b) there exists K ≥ 1 such that
|T ′′ω (x)|
|T ′ω(x)|
≤ K,
(2) there exist 1 < λ ≤ Λ <∞ and n1 ∈ N such that
(a) |T ′ω| ≤ Λ for m-a.e. ω ∈ Ω,
(b) |(T n1ω )
′| ≥ λn1 for m-a.e. ω ∈ Ω,
(3) there exists n2 ∈ N such that
1
n2
∫
Ω
log I
(n2)
ω dm(ω) > t log Λλ ,
(4) for each n ∈ N there exists
δn := inf
ω∈Ω
min
Z∈Z
(n)
ω
diam(Z) > 0.
Then the hypotheses of Theorems 2.19 – 2.23 hold.
Proof. First we note that hypothesis (2) implies that we have
Λ−kn1t ≤ g(kn1)ω ≤ λ
−kn1t(13.19)
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for each ω ∈ Ω and k ∈ N, and therefore inf Skn1,T (ϕω), supSkn1,T (ϕω) ∈ L
1
m(Ω) for each
k ∈ N. Furthermore, (13.19), together with hypothesis (3), gives that
1
n1
∫
Ω
supSn1,T (ϕω)− inf Sn1,T (ϕω) dm(ω) ≤ t log
Λ
λ
<
1
n2
∫
Ω
log I(n2)ω dm(ω).
To see that the last of the hypotheses of Lemma 13.16 is satisfied, we note that hypothesis
(4) implies that there exists D ∈ N such that
#Z(1)ω ≤ D
for each ω ∈ Ω, which of course implies that log#Z
(1)
ω ∈ L1m(Ω). Thus, Lemma 13.16
and Remark 13.17 imply that ϕ is contracting and summable and that conditions (M1)–
(M4) hold. Thus, given our strong random covering assumption, we have only to find
an appropriate partition Pω,n(αˆ, γˆ) (satisfying (P1) and (P2)) for which we can check
conditions (M5’) and (M6’) for N∗.
To that end, using hypotheses (1) and (2), we note that for any ω ∈ Ω, k ∈ N, Z ∈ Z
(kn1)
ω ,
and any interval J ⊆ Z we have that
varJ(g
(kn1)
ω ) ≤ 2
∥∥g(kn1)ω ∥∥∞ +
∫
J
∣∣∣(g(kn1)ω (x))′∣∣∣ dx
≤ 2
∥∥g(kn1)ω ∥∥∞ + t
∫
J
kn1−1∑
j=0


∣∣∣T ′′σj (ω)(T jω(x))∣∣∣∣∣∣T ′σj (ω)(T jω(x))∣∣∣ ·
∏j−1
i=0
∣∣∣T ′σi(ω)(T iω(x))∣∣∣∏kn1−1
i=0
∣∣∣T ′σi(ω)(T iω(x))∣∣∣t

 dx
≤ 2
∥∥g(kn1)ω ∥∥∞ + tK ·
∑kn1−1
j=0 Λ
j
λnt
· diam(J)
≤ 2
∥∥g(kn1)ω ∥∥∞ + tKΛ− 1 ·
(
Λ
λt
)kn1
· diam(J).(13.20)
Now we for each Z ∈ Z
(n)
ω , we subdivide Z into
vn :=
⌈
Λ
λt
⌉n
·
⌈
Λt
λ
⌉n
many pieces PZ,1, · · · , PZ,vn of equal length. Since hypotheses (2)(b) and (4) imply that for
each ω ∈ Ω, k ∈ N, and Z ∈ Z
(kn1)
ω we have that
δkn1 ≤ diam(Z) ≤ λ
−kn1,
then for any PZ,j ⊆ Z (1 ≤ j ≤ vkn1) we have
δkn1v
−1
kn1
≤ diam(PZ,j) =
⌈
Λ
λt
⌉−kn1
·
⌈
Λt
λ
⌉−kn1
· diam(Z) ≤
⌈
Λ
λt
⌉−kn1
·
1
λkn1
(
Λt
λ
)kn1
≤
⌈
Λ
λt
⌉−kn1
Λ−kn1t ≤
⌈
Λ
λt
⌉−kn1 ∥∥g(kn1)ω ∥∥∞ .(13.21)
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Thus, inserting (13.21) into (13.20) gives
varPZ,j(g
(kn1)
ω ) ≤ 2
∥∥g(kn1)ω ∥∥∞ + tKΛ− 1 ·
(
Λ
λt
)kn1
· diam(PZ,j)
≤ 2
∥∥g(kn1)ω ∥∥∞ + tKΛ− 1 ·
(
Λ
λt
)kn1
·
⌈
Λ
λt
⌉−kn1 ∥∥g(kn1)ω ∥∥∞
≤
(
2 +
tK
Λ− 1
)∥∥g(kn1)ω ∥∥∞ .(13.22)
In light of (13.22) and the fact that PZ,j ⊆ Z for each 1 ≤ j ≤ vkn1 , we note that conditions
(P1) and (P2) are satisfied for the partition
Pω,kn1 = Pω,kn1
(
2 +
tK
Λ− 1
, 1
)
:=
{
PZ,j : 1 ≤ j ≤ vkn1, Z ∈ Z
(kn1)
ω
}
.
Let k∗ be the minimum integer such that
∫
Ω
log
(
5 + tK
Λ−1
) ∥∥∥g(k∗n1)ω ∥∥∥
∞
inf Lk∗n1ω 1
dm(ω) < 0
and let N∗ = k∗n1. Now let k1 ∈ N be the first integer such that for each P ∈ Pω,N∗ we
have
λ−k1n1 ≤
δN∗
2vN∗
≤
1
2
diam(P ).
Thus for each P ∈ Pω,N∗ there exists J ∈ Z
(k1n1)
ω such that J ⊆ P , and by strong random
covering we have that T
M(k1n1)
ω (J) = I. Finally, we see that (M5’) and (M6’) are satisfied
since for each ω ∈ Ω, each P ∈ Pω,N∗ , and each J ⊆ P we have
inf
J
g(M(k1n1))ω ≥ Λ
−M(k1n1)t
and ∥∥LM(k1n1)ω 1∥∥∞ ≤ ∥∥g(M(k1n1))ω ∥∥∞DM(k1n1) ≤ λ−M(k1n1)tDM(k1n1).

Remark 13.22. Note that if the set {Tω : ω ∈ Ω} is finite, i.e. we have only finitely many
maps, then hypothesis (4) of Lemma 13.21 always holds.
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