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A graph F is called middle if there exists a graph G such that there is a one-to-one correspon- 
dence between the vertices of F and the vertices and edges of G such that two vertices of Fare 
adjacent if and only if the corresponding elements (considered as subsets of the set of vertices) 
have a non-empty intersection. 
In this paper we present a linear time algorithm for the recognition of the middle graphs. The 
algorithm is based on a computer-oriented characterization of middle graphs. We show also how 
the algorithm can be generalized to recognize the middle graphs of hypergraphs. 
1. Introduction 
All graphs considered in this paper (except the last section) are simple, that is 
finite, undirected and without loops and multiple edges. Let G = (V, E) be a graph, 
where V is the set of vertices and E is the set of edges. To avoid misunderstandings, 
the set of vertices and the set of edges of G are sometimes denoted by V(G) and 
E(G), respectively. 
The middle graph M(G) of a graph G has been introduced by Hamada and 
Yoshimura [4] and then characterized (see Theorem 1 below) by Akiyama, Hamada 
and Yoshimura in [l]. Let G =(VE) be an (n,m)-graph, V= {u,,u,, . . ..u.}, 
E=(e,,e,,..., e,} and W={(4), {4, . . . . {u,}} U E, where the edges are con- 
sidered as two element subsets of V. The middle graph of G, denoted M(G), is the 
intersection graph Q(W) of W over V. A graph F is a middle graph if it is isomorphic 
to the middle graph M(G) of some graph G. Fig. 1 shows a graph and its middle 
graph M(G). 
The middle graph M(G) of G contains the line graph of G as a subgraph induced 
by the vertices corresponding to the edges of G. M(G) is a subgraph of the total 
graph of G. 
The problem of testing whether a graph is a line graph or a total graph has been 
answered by many authors, and polynomial time algorithms were given in [3], [6] 
and [7]. 
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Fig. 1. A graph and its middle graph. 
In this paper, we present an efficient algorithm for testing whether a graph is a 
middle graph. The algorithm is based on an algorithmic characterization of middle 
graphs presented in Section 2, and its time complexity is linear in the number of 
elements (vertices and edges) of a graph. Therefore, within a constant factor, it is 
an optimal algorithm. 
The first characterization of middle graphs, similar to the one for line graphs due 
to Krausz, has been given by Akiyama, Hamada and Yoshimura in [l]. 
Theorem 1 [l]. A graph F is a middle graph if and only if the edges of F can be 
partitioned into complete subgraphs in such a way that no vertex lies in more than 
two of these subgraphs, and each of the subgraphs contains one and only one vertex 
which is not contained in any one of the other subgraphs. 0 
For graph-theoretic terms not defined in this paper we refer to 151. 
2. Algorithmic characterization 
Let F be a graph and for every u E V(F) let T,u = {u E V(F) : {u, u} E E(F)} and 
Fu be the subgraph of F induced by u and TFu. The degree of a vertex u in F is 
denoted by dF(u). 
We shall make use of the following properties of middle graphs. 
Lemma 1. If F is a middle graph of G and u E V(F) is 
mln,, vCTj dF(u), then 
(a) u corresponds to a vertex of G, 
(b) Fu is a complete subgraph of F, 
(c) the subgraph of F induced by V(F) - V(Fu) is a middle 
such that dF(u)= 
graph. 
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Proof. Let u E V(F) and d&u) = min d&u). 
(a) It is easy to see that if u E V(F) corresponds to an edge e of G, then Q!~(u) = 
dF(u) + dF(w), where u and w are the vertices of F corresponding to the vertices of 
G which form the edge e. Therefore, dF(u)>dF(u) and dF(u)>dF(w), a contra- 
diction. 
(b) If u, w E V(F) and {u, w}, {u, u} EE(F), then u and w correspond to the edges 
of G which are incident with the vertex of G corresponding to u, therefore 
{u, w} E,?(F). Hence Fu is complete. 
(c) If u E V(F) corresponds to a vertex uG of G, then the subgraph of F in- 
duced by V(F) - ({u} U T,u) is the middle graph of the subgraph of G induced 
by I’(G)-(uc1. q 
The Lemma can be applied to F and its subgraphs iteratively, until F becomes an 
isolated vertex. This, unfortunately, does not ensure that F is a middle graph. Fig. 2 
shows a graph for which this process can be successfully completed, however, the 
graph is not a middle graph. 
Fig. 2. A graph which is not a middle graph. 
We now augment the reduction process performed on a given graph with a 
labeling procedure, which will produce all the information necessary to verify the 
conditions of Theorem 1. 
Let L(u) for u E V(F) denote the set of labels of vertex u. In the beginning, we 
set L(u) + 0. Let IV+ 0 and let H be a copy of F, to which we shall apply inter- 
actively the following step: 
Reduction and Labeling Step (RL step). Let u E V(H) be such that dH(u) = 
min VEV(H) Mu). Set 
(a) IV+- WU {u}; 
(b) L(w) + L(w) U (u} for every w E V(Fu); 
(c) H&H- V(Hu). 
We are now ready to formulate and prove a computer-oriented characterization 
of middle graphs, which will give rise to an efficient algorithm for testing whether 
a given graph F is a middle graph and for producing a graph G such that F=M(G). 
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Theorem 2. A graph F is a middle graph if and only if the sequence of RL steps 
applied iteratively to F and its copy H stops with the graph H having V(H) = 0 and 
produces the sets L(u) of vertex labels satisfying the folio wing conditions: 
(a) For every u E W, the set Vu = {w: u E L(w)} generates in F a complete 
subgraph. 
if uEV(F)-W 
(c) IL(u) n L(U)] +O, for every edge {u, o} EE(F). 
(d) 1 L(u) n L(o) 1~ 1, for every u, u E V(F), u f U. 
Proof. Let F be the middle graph of a graph G. The partition of E(F) into complete 
subgraphs defined by the family of subgraphs K = {Fu : u E V(G)} has the properties 
described in Theorem 1. Hence, there exists a one-to-one correspondence between 
V(G) and the elements of K. By Lemma 1, the set W contains the vertices of F cor- 
responding to the vertices of G and the sets VU are the elements of K, hence proper- 
ty (a); Properties (b)-(d) follow easily. 
Let us now assume that the RL steps applied to a graph F and its copy H produce 
labeling L and set W which satisfy conditions (a)-(d). The sets Vu (u E W) generate a 
family of complete subgraphs of F such that, by (c) and (d) every edge {u, u} E,?(F) 
belongs to exactly one such subgraph, therefore these subgraphs form a partition 
of the edge set of F. By (b), every vertex of F belongs to at most two of these 
subgraphs and each of the subgraphs contains one and only one vertex which is not 
contained in any one of the other subgraphs. Hence, by Theorem 1, F is a middle 
graph. 0 
Note that conditions (c) and (d) are equivalent to IL(u) fl L(u)1 = 1 for every edge 
{u, u) E E(F), since by (a), if L(U) tl f(u) # 0, then {u, u) E E(F). It will become clear 
in Section 4, why we do not combine these two conditions into one (see Theorem 5). 
3. Algorithm 
In this section, we present an O(m + n) algorithm for testing whether a graph F 
is a middle graph, where m and n are the number of edges and the number of 
vertices of F, respectively. If F is a middle graph, the algorithm outputs a graph G 
such that F=M(G). 
Procedure MIDDLE GRAPH (F). [The procedure tests whether the graph F is a 
middle graph. F is given in the adjacency list form {A(o): u E V(F)}, where A(u) is 
the set of neighbours of u. First, the RL steps are applied to F and its copy H and 
then the conditions of Theorem 2 are verified.] 
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begin 
1. copy Fas H; 
W+0; 
2. for every v E V(F) do L(v) + 0; 
3. order the vertices of H in non-decreasing degree sequence; 
while V(H) # 0 do 
begin 
Let u be the first vertex in the ordering of vertices of H; 
w+ WU(u}; L(u)+L(u)U(u}; 
4. for every weA do L(w) + L(w)U {u]; 
5. H+H- V(Hu); 
6. modify the ordering of vertices of H so that it is still non-decreasing 
end ; 
7. for every VE V(F) do 
if not ((IL(v)\ = 1 and UE W) or (IL(v)1 =2 and ut$ W)) then 
begin 
write (“F is not a middle graph”); 
return 
end; 
8. for every {u, o} EE(F) do 
if JL(u)CT L(v)1 # 1 then 
begin 
write (“F is not a middle graph”); 
return 
end ; 
9. for every u E W do 
if the subgraph generated by Vu is not complete then 
begin 
write (“F is not a middle graph”); 
return 
end ; 





The algorithm is a direct realization of Theorem 2, therefore its correctness 
follows immediately from the proof of the theorem. We shall now prove that it can 
be implemented in time O(m+n). 
Statements in lines 1 and 2 need evidently O(m + n) time. Using a radix sorting 
with buckets one can easily order (line 3) the vertices of F according to their degrees 
in O(n) time, since all degrees are in the range 0 and n - 1. The labeling of vertices 
(line 4) is performed for each vertex u of Fat most twice (see Theorem 2(b)), There- 
fore the time spent is O(m). 
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The statements in lines 5 and 6 can be implemented jointly. Line 5 may be per- 
formed as a sequence of edge deletions. If a proper representation of a graph is 
chosen (for instance, doubly linked adjacency lists and double links between each 
pair U, u, where u EA(u), o EA(u)), an edge can be removed from a graph in a con- 
stant time. Since the deletion of an edge using one of its ends results in decreasing 
the degree of exactly one vertex by exactly 1, the reordering of vertices after the 
removal of one edge can also be done in constant time using the buckets of the above 
radix sorting. Therefore, the overall time of the statements in lines 5 and 6 is propor- 
tional to the number of edges removed in line 5, therefore is bounded by O(m). 
Statements 7 and 8 need O(max{m,n}) time. 
For an efficient implementation of the statement in line 9, let us denote n, = 
I~,u 1. For every u in W, there exist n, vertices in V(F) - W with u in their sets of 
labels. To check whether VU- {u} forms a complete subgraph in F it is necessary 
and sufficient to verify that every w in VU - (u) has n, - 1 neighbours with u in 
their sets of labels. The following statement is the implementation of statement 9 
in O(m) time. 
for every e E V(F) - W do 
begin 
Let L(e) = {u, o}. [Every vertex in V(F) - W has two labels, see Theorem 2(b). 
d,,+d,+O; 
for every fe A(e) - {u, u} do 
if u~L(f) then dU+dU+ 1 
else d,+d,+l; 
[According to Theorem 2(c) and (d) we have IL(e) fl L(f)( = 1.1 
if d, # n, - 1 or d,, # n, - 1 then 
begin 




We may conclude this section with the following theorem. 
Theorem 3. Procedure MIDDLE GRAPH tests correctly whether an (n, m)-graph 
F is a middle graph and if so, produces a graph G such that F =M(G). The time 
complexity of the procedure is O(m + n). 0 
4. Generalizations 
The results of the previous sections can be easily generalized to multigraphs 
(symmetric graphs in which multiple edges are allowed), general graphs (loops and 
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multiple edges are allowed), and to hypergraphs, see Borowiecki [2]. 
Let H be a hypergraph on a finite set X, that is V(H) =X and E(H) is a family 
of subsets of X. The middle graph of H, denoted by M(H) is the intersection graph 
of {{b1),{u2), . . . . (0,)) UE(H) over V(H), where V(H)= {or ,..., u,}. 
Theorem 4 121. A graph F is a middle graph of a hypergraph if and only if the set 
E(F) can be covered by complete subgraphs (not necessarily edge-disjoint), in such 
a way, that each of the subgraphs contains at least one vertex which is not contained 
in any one of the other subgraphs. Cl 
It is easy to see that Lemma 1 holds also for a middle graph of a hypergraph. 
Let F be the middle graph of a hypergraph H. If eEE(H) and leJ 22, then 
dF(e)>d,(u) for every UE~. If eEE(H) and lel = 1, then dF(e)=dF(u) and TFe= 
rFu, where e = {u}. Thus in the latter case, for any two vertices of F corresponding 
to a one-element edge of H and to its vertex there is an automorphism of F mapping 
them one onto the other. 
One can easily prove now a counterpart of Theorem 2 for hypergraphs which has 
the following form: 
Theorem 5. A graph F is a middle graph of a hypergraph if and only if the sequence 
of RL steps applied to F and its copy stops with the empty graph and produces the 
sets L(u) of vertex labels saisfying the following conditions: 
(a) For every u E W, the set VU = {w : u E L(w)} generates in F a complete sub- 
graph. 
(b) IL(u)1 = 1 for UE W. 
(c) JL(u)fl L(u)\ #O for every edge (u, v} E E(F). 0 
The corresponding theorems characterizing middle graphs of multigraphs and 
those of general graphs can be obtained from Theorem 5 by augmenting con- 
dition (b) with the following condition IL(u)] =2 (UE V(F)- W) and IL(u)1 r2 
(U E V(F) - W), respectively. 
One can now easily modify the algorithm from Section 3 to obtain an algorithm 
for testing whether a graph is a middle graph of a hypergraph. It should be noticed, 
however, that in the case of hypergraphs, sets of vertex labels of F may have more 
than 2 elements. Let k = max,,. Y(Fj IL(u)). If F is a middle graph of a hypergraph 
H, then k is the number of vertices in a maximum-size edge. 
Condition (a) can be checked similarly as in the algorithm, by counting the 
number of neighbours of each vertex with the same label in their L-sets. The overall 
time spent for this step is bounded by O(mk). 
Condition (b), and its modifications for multigraphs and general graphs, can be 
checked in O(n) time. 
Finally, condition (c) can be verified by using a bucket sort method in O(mk) 
time. 
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Therefore, the method for testing whether a graph F is a middle graph of a hyper- 
graph based on Theorem 5 can be implemented in O(n + km) time, where, n = ( V(F)( , 
m = IE(F)/ and k is the size of the largest edge. 
The extension of the rest&s of this paper to directed graphs are presented in 
Skowronska [8]. 
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