Abstract. This paper introduces an outlier rejection and signal reconstruction method for high angular resolution diffusion weighted imaging. The approach is based on the thresholding of Laplacian measurements over the sphere of the apparent diffusion coefficient profiles defined for a given set of gradient directions. Exemplary results are presented.
Motivation and Background
Diffusion weighted imaging (DWI) has become an increasingly popular imaging technique in neuroscience as it provides insight into the architecture of brain white matter. The imaging technology is ever improving and high angular and spatial resolutions are now possible. However, acquiring many gradient directions and small voxel sizes requires fast imaging techniques such as Echo Planar Imaging (EPI), and these are usually prone to various artifacts and often have low signal to noise ratios. The most common artifacts associated with diffusion EPI are susceptibility artifacts and geometric distortions due to gradient induced eddy currents. Less common, but critical to DWI are strong signal drops introduced by patient motion or scanner table vibrations [1] .
Preprocessing of DWI data is thus beneficial when dealing with such data. Typically, diffusion data acquired through EPI receives the following processing steps [2] . First, geometric distortions induced by eddy currents are corrected using affine coregistration to the baseline image. Second, the image may be filtered for noise. Finally, diffusion tensors are estimated at each image location. Image intensity artifacts, like strong signal drops, are sometimes taken into account by a robust tensor estimator based on an outlier rejection mechanism [3, 2] . While these methods are powerful, they assume Gaussian diffusion profiles, thus removing some of the benefits of high angular resolution DWI. Various methods exist for noise removal and direct estimation of diffusion profiles for high angular resolution DWI acquisitions (e.g. [4] ), however these methods do not explicitly address the rejection of outliers. A robust estimation method in analogy to the work in [3] could be constructed for a richer class of diffusion profiles. We instead present an outlier rejection algorithm that is not tied to any diffusion model, makes minimal assumptions about the process of magnetic resonance (MR) diffusion, and allows for the use of subsequent processing methods without the need for explicit outlier handling. Fig. 1 shows an extreme outlier example, where whole slices for gradient directions exhibit signal intensities that are too low. Since dark values indicate large diffusion, linear least squares tensor estimation may result in incorrect directional information due to dropped slices. Our hypothesis is that at a voxel location, the signal associated with neighboring gradient directions should be relatively smooth on the sphere and that outlier signals exhibit sudden changes which can be detected ( Fig. 1(a) and (b) ). We quantify this measure of smoothness by the Laplacian, on the sphere, of the apparent diffusion coefficients (ADC). We seek to find voxels exhibiting a large Laplacian ( Fig. 1(b) ) and replace them by interpolating the values of their neighbors on the sphere. Our processing pipeline decomposes into the following steps: (i) affine registration of the DWI volumes to the baseline volume to account for patient movement and eddy currents. This is done using the FSL package 1 ; (ii) noise filtering of the aligned volumes (Sec. 
Outlier Rejection Approach

Noise Filtering
Since the proposed outlier rejection methodology is based on the computation of the Laplacian (a second derivative) noise filtering is an essential pre-processing step to ensure that noise effects will not dominate the Laplacian results as derivative operators amplify noise. Unlike direct filtering of a diffusion profile (e.g. [4] ), our noise filtering is not based on a diffusion model, but performed separately on each individual baseline and gradient volumes. A Linear Minimum Mean Square Error Estimator respecting the Rician noise model is used for the filtering [5] .
The filtering is performed slice by slice. The estimator is
, intensity magnitude, A ij the noise-free image intensity magnitude, (·) denotes estimated quantities, < · > is the sample estimated value operator, and σ n is the noise standard deviation of the Rician noise model
where I 0 (·) is the 0 th order modified Bessel function and h(·) is the Heaviside step function. The estimated noise-free image intensity magnitude is given by A 2 ij . While not strictly fulfilling the noise-model after one filtering step, the filtering methodology may be run recursively [5] (for a number of iteration steps) by replacing image magnitudes by their estimated noise-free magnitudes and then applying the filter to these results. Fig. 2 shows an exemplary smoothing result for an axial baseline slice and an axial slice of a DWI volume. As expected from the Rician noise model assumption, dark areas are smoothed to a greater extent. Noise filtering was done with an estimation and filtering neighborhood of 7 by 7. Fifteen iterations were executed, running the algorithm to steady state. To demonstrate that filtering in the volume domain suggests beneficial effects on Laplacian computations (see Sec. 2.2 on how to compute the Laplacian) Fig. 3 shows a two-dimensional loghistogram, displaying the log-frequency of Laplacian-ADC pairs. Clearly, noise filtering tightens the distribution and results in less pronounced Laplacian-tails of the distribution. 
Laplace-Beltrami Computations
Given a set of unit norm gradient direction {g i }, we compute the convex hull, M , of the set of points given by the gradient directions and its antipodal pairs P = {g i , −g i } to establish neighborhood relations between the gradient directions and to induce a spherical surface triangulation based on the specified gradient directions. To find severe outliers we compute the Laplacian of the ADCs over the sphere. This can be accomplished by means of the Laplace-Beltrami operator Δ lb . At a given point p i ∈ P one can define a discretized version of Δ lb of the form where N (i) denotes the one-ring neighborhood set of vertex p i , i.e., all vertices that are directly connected to p i , and w ij are positive weighting constants given by the discretization scheme, [6] . We use the weighting scheme proposed by Meyer et al. [7] 
where A M (p i ) denotes the local surface patch of p i and α ij and β ij are the angles of the triangles opposite the edge (i, j), see Fig. 4 for an illustration.
where T (i) denotes the triangles containing vertex i and
o t h e r w i s e .
Using the same discretization weights, we compute the Laplacian of the ADCs on the sphere by applying the discretized Δ lb to the ADCs associated to the individual gradient directions and their antipodal pairs 
Thresholding to Define Outliers
Once the Laplacian of the ADCs over the sphere has been computed for the whole image volume based on the noise-filtered DWIs, thresholds to declare a measurement as an outlier need to be established. Only large deviations from the norm (decreases as well as increases) should be picked up by the methodology. To define this thresholding region, we create two-dimensional histograms for a number of DWI reference volumes. The histograms measure the frequency of (ADC, Laplacian of ADC) pairs. The histograms for the reference DWI acquisitions are summed up and subsequently smoothed with a Gaussian filter to account for sparse histogram sampling.
Data resulting in negative ADC values are always flagged as outliers and only voxels inside the brain are considered 3 . For all other data, Laplacian thresholds are established for every ADC value. These fixed thresholds are then being applied to newly acquired data. A simple outlier rejection method [8] based on the interquartile range is used; more sophisticated methodologies are conceivable. Specifically, given the observed Laplacian values (l(ADC)) for an ADC value, the Laplacian outlier thresholds are defined as where Q l and Q u denote the lower and the upper quartiles of l(ADC) and IQR is the interquartile range; see Fig. 5 for an example. All values that are either smaller than l min or larger than l max for their Laplacian values are classified as outliers. In this way only extreme values will be considered as outliers.
Interpolation
Measurements declared as outliers are replaced by smoothly interpolated values based on neighborhood information. Specifically, (a(p i )) t = Δ lb a(p i ), is run to steady state, while keeping all values that are not declared as outliers at their original value throughout the evolution. The ADCs are then mapped back to image intensities.
Results
We present two experiments, both of which work with data acquired on a GE 3T scanner, using an EPI sequence with 51 gradient sensitized directions, 8 baselines and a b value of 700 s mm 2 . The voxel size is 1.7mm
3 . Fig. 1 shows an extreme outlier example, where whole slices for gradient directions exhibit signal intensities that are too low. Fig. 6 shows the result of such dropped slices on tensor estimation. Since dark values indicate large diffusion, linear least squares tensor estimation may result in incorrect directional information due to dropped slices. The outlier rejection scheme markedly improves this estimation. Fig. 7 shows results for a less severe, more localized artifact. The resulting reconstruction of the image intensity values is more consistent with its neighborhood and visually sensible.
Conclusion
We presented a framework for outlier rejection in high angular DWI that does not depend on a specific diffusion model. The method only relies on the weak assumption that measurements in neighboring directions should be similar. We measure this similarity by computing the Laplacian of the ADC on the sphere and find appropriate thresholds to detect and replace outliers. Currently only a simple outlier detection method is used. Future work will look into alternative outlier detection methodologies. We will also be introducing spatial neighborhood information for the outlier rejection, do an extensive validation of the methodology and will in particular focus on the reconstruction aspect of diffusion profiles that do not follow the tensor model.
