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In dieser Arbeit werden neuartige Algorithmen fu¨r das Platten-Scheduling in multimedialen
Daten-Servern vorgestellt und ein stochastisches Modell zur Vorhersage der vom Server ga-
rantierbaren Service-Qualita¨t entwickelt. Angenommen wird, daß die Speicherung der multi-
medialen Daten auf den Platten eines Disk-Arrays gemischt erfolgt. Dies bedeutet, daß sowohl
kontinuierliche Daten (Audio, Video) als auch diskrete Daten (Text, Bild, Graphik) gemein-
sam auf einer Platte abgelegt werden. Bedingt durch diese gemischte Datenhaltung muß jede
Magnetplatte Zugriffe auf kontinuierliche und diskrete Daten verarbeiten ko¨nnen.
Die Auswirkungen verschiedener Scheduling-Algorithmen auf die Service-Qualita¨t beim Da-
tenzugriff auf kontinuierliche und diskrete Daten werden experimentell evaluiert. Die Service-
Qualita¨t fu¨r kontinuierliche Daten ist hierbei durch die Sto¨rungsrate bestimmt, d.h. durch die
Ha¨ufigkeit, mit der der Server zeitweilig die ¨Ubertragung des Datenstromes zum Client unter-
brechen muß. Die Service-Qualita¨t fu¨r diskrete Daten wird durch die Antwortzeit festgelegt.
Grundlage fu¨r die Vorhersage der Service-Qualita¨t bildet die stochastische Modellierung des
Daten-Servers. Zu diesem Zweck wird die Verteilungsfunktion fu¨r die Zeitdauer analysiert, die
fu¨r eine Menge von Plattenzugriffen beno¨tigt wird. Hierauf aufbauend la¨ßt sich die Wahrschein-
lichkeit bestimmen, mit der eine festgelegte Sto¨rungsrate bzw. eine festgelegte Antwortzeit-
schranke u¨berschritten wird. Fu¨r letzteres wird ein M/G/1-Warteschlangenmodell entwickelt,
das die Verteilungsfunktion der Antwortzeit in Form der Laplace-Transformierten berechnet.
Die Vorhersagen des stochastischen Modells bilden die Basis fu¨r die Konfiguration des Disk-
Arrays und fu¨r die Zulassungkontrolle, mit der der Server die vereinbarte Service-Qualita¨t ga-
rantieren kann.
Abstract
This thesis presents new methods for disk scheduling in multimedia servers and derives a sto-
chastic model to predict the quality-of-service that the server can guarantee. It is assumed that
all data, i.e. continuous data (audio/video) and discrete data (text/indexes/images), resides for
efficiency reasons on a shared disk-array. Thus, accesses to this data induce a mixed workload
on each disk.
The impact of different disk scheduling policies on the quality-of-service for both continuous
and discrete data is studied, and a framework for describing various policies in terms of a few
parameters is developed. The quality-of-service for continuous data is determined by the error
rate, i.e. the frequency of the server temporarily suspending the delivery of data to the client.
The quality-of-service for discrete data is given by the response time for discrete data requests.
A stochastic model is developed based on deriving the distribution function of the service time
for batched disk service under a multi-user load. Using this result it is possible to bound the
tail probabilities of the error rate and the response time. The latter can be obtained using an
M/G/1 queueing model that derives the Laplace transform of the response time distribution. The
results from the stochastic model provide the basis for configuring the disk-array and exerting









Durch die rasante Entwicklung der Computer- und Netzwerk-Technologie und den damit sin-
kenden Kosten fu¨r Hardware- und Verbindungskosten ist das Internet zum Massenmedium
geworden, das seinen Anwendern eine Fu¨lle unterschiedlichster Informationen zur Verfu¨gung
stellt. Untersucht man die Entwicklung bis zum heutigen Stand genauer, so lassen sich folgende
Trends beobachten, die neue Anforderungen an die zugrundeliegende Infrastruktur stellen.
Die Darstellung der Inhalte beschra¨nkte sich in der Vergangenheit im wesentlichen auf die
Verwendung von Texten, Bildern und Graphiken. Durch das Interesse der Informationsanbieter,
die Inhalte fu¨r den Anwender interessanter und informativer zu gestalten, und durch den Einsatz
leistungsfa¨higerer Computer und Netzwerkverbindungen zeichnet es sich ab, daß zuku¨nftig in
versta¨rktem Maße diese Darstellungformen durch den Einsatz von Audio und Video erga¨nzt
werden. Die Anwendungsgebiete fu¨r audiovisuelle Pra¨sentationsformen in Kombination mit
Texten, Graphiken und Bildern sind vielfa¨ltig. Folgende Anwendungsszenarien sind denkbar
bzw. bereits realisiert:
 Tele-Shopping
Da beim elektronischen Einkauf u¨ber das Internet der Kunde das Produkt nicht phy-
sisch begutachten kann, ist es notwendig, daß ihm detaillierte Produktionformationen zur
Verfu¨gung gestellt werden. Erga¨nzend zu beschreibenden Texten und Fotos, kann z.B.
durch den Einsatz eines Videos die praktische Handhabung eines Produkts vorgefu¨hrt
werden.
 Tele-Teaching
Neben dem konventionellen Lehrmaterial in Form von Texten und Bildern, das interaktiv
erschlossen werden kann, ergeben sich durch die Verwendung von Videos zusa¨tzliche
Mo¨glichkeiten, Inhalte effizient zu vermitteln.
 News-On-Demand
Neben der graphischen und textuellen Darstellung der Nachrichten, wie sie heutzutage
ebenfalls durch die Print-Medien geschieht, wird durch den Einsatz von Gespra¨chs- und




Weiterhin la¨ßt sich beobachten, daß die Pra¨sentation der Daten zunehmend durch die Interakti-
on mit dem Benutzer gepra¨gt wird. Anstelle großer umfangreicher Dokumente, die der Benutzer
zusammenha¨ngend mit seinem Web-Browser la¨dt und fu¨r la¨ngere Zeit betrachtet, werden zu-
nehmend kurze Teildokumente zur Verfu¨gung gestellt, die z.B. u¨ber Hyperlinks oder eine Na-
vigationsstruktur miteinander verbunden sind. Mit der steigenden Anzahl der Verknu¨pfungen
innerhalb der Dokumente und des verringerten Datenumfangs eines Dokumentes steigt daru¨ber
hinaus auch die Ha¨ufigkeit, mit der der Benutzer Daten vom multimedialen Daten-Server an-
fordert.
Neben der wachsenden Anzahl Benutzer muß deren gesteigertes Qualita¨tsbewußtsein beru¨ck-
sichtigt werden. Insbesondere dann, wenn der Benutzer fu¨r die bereitgestellten Informationen
ein Entgelt zahlen muß, erwartet er neben der inhaltlichen Qualita¨t, daß die fehlerfreie und
schnelle Bereitstellung der Daten auch garantiert werden kann.
Die Anforderungen, die sich aus diesen Trends ableiten, lassen sich wie folgt zusammenfassen.
Da Audio und Video im Vergleich zu den konventionellen Daten ein vielfach gro¨ßeres Datenvo-
lumen besitzen, muß die Speicherung, die Verwaltung und die Verarbeitung dieser Daten beson-
ders effizient durchgefu¨hrt werden, um dem Anwender die Daten preisgu¨nstig zur Verfu¨gung
stellen zu ko¨nnen.
Durch die steigende Interaktivita¨t der Anwendungen, muß eine verzo¨gerungsfreie schnelle Be-
reitstellung der Daten trotz steigender Zugriffsha¨ufigkeit ermo¨glicht werden. Die interaktive
Pra¨sentation von Daten kann in der Tat nur sinnvoll erfolgen und ist dann fu¨r den Benutzer
interessant, wenn die Reaktion auf seine Benutzeraktionen unmittelbar erfolgt. Die Verzo¨ge-
rungen beim Laden und der Wiedergabe der Daten mu¨ssen mo¨glichst gering gehalten werden.
Gleichzeitig muß aufgrund der Vielzahl von Benutzern, die gleichzeitig auf die Daten zugreifen,
durch eine geeignete Koordination gewa¨hrleistet werden, daß den Benutzern eine garantierte
Service-Qualita¨t angeboten und diese auch eingehalten werden kann.
Obige Anforderungen gelten nicht nur fu¨r das Internet, sondern auch fu¨r unternehmensinterne
Informationssysteme. Sie stellen eine große Herausforderung fu¨r die Konzeption und Realisa-
tion eines multimedialen Informationssystems dar. Besonders betroffen ist hiervon der Daten-
Server, der als Kernkomponente des Systems die Speicherung und Bereitstellung der Daten
u¨bernimmt.
1.2 Multimediale Daten-Server
Bevor auf die Problemstellung beim Entwurf eines multimedialen Daten-Servers na¨her einge-
gangen wird, soll zuna¨chst ein ¨Uberblick u¨ber dessen Aufbau und prinzipielle Funktionsweise
gegeben werden.
1.2.1 Systemarchitektur
Der Daten-Server ist Bestandteil einer Client-Server-Architektur und u¨ber ein Netzwerk, z.B.
Internet/Intranet, mit dem Client des Benutzers verbunden ist (siehe Abbildung 1.1). Der Daten-
Server u¨bernimmt die zentrale Speicherung der multimedialen Daten, wobei als Speichersystem
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ein Disk-Array, das aus mehreren Magnetplatten besteht, verwendet wird. Die Vorteile dieser
zentralen Datenspeicherung sind u.a.:
 hohe Verfu¨gbarkeit
Der Daten-Server bietet im Vergleich zu einem Client ein hohes Maß an Verfu¨gbarkeit.
Die Informationen sind 24 Stunden pro Tag abrufbar.
 effiziente Datenverwaltung und Sicherung
Durch die zentrale Speicherung der Daten auf einem Server vereinfacht sich die Siche-









Aufgrund der heutzutage bereits zur Verfu¨gung stehenden Netzwerk-Technologie (ASDL, ATM)
und der in Zukunft zu erwartenden Entwicklungen kann davon ausgegangen werden, daß der
Transport auch großer Datenmengen mit hinreichender Geschwindigkeit u¨ber die Netzwerkver-
bindungen durchgefu¨hrt werden kann. Des weiteren stehen Transportprotokolle zur Verfu¨gung,
die Service-Garantien (maximale Verzo¨gerung, minimale Geschwindigkeit) zusichern ko¨nnen.
Der eigentliche Engpaß in der Bereitstellung und Verwaltung der Daten liegt somit beim Daten-
Server, auf dem sich deshalb die nachfolgenden Betrachtungen konzentrieren.
Der Daten-Server speichert die Daten auf den Magnetplatten in Form von Datenobjekten. Die
Datenobjekte lassen sich in zwei unterschiedliche Typen klassifizieren.
1.2.2 Typisierung der Datenobjekte
Multimediale Datenobjekte lassen sich in zwei Klassen einteilen. Die erste Klasse umfaßt kon-
tinuierliche Datenobjekte, die zweite Klasse umfaßt alle diskreten Datenobjekte:
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Kontinuierliche Datenobjekte
Kontinuierliche Datenobjekte (engl. continuous objects) sind bei ihrer Pra¨sentation an die Zeit
gekoppelt und treten z.B. in Form von Audio- oder Videodateien auf. Zu jedem Zeitpunkt wird
ein bestimmter Ausschnitt aus dem Datenobjekt dargestellt. Die Dauer der Pra¨sentation ist, falls
keine Benutzerunterbrechung stattfindet, im voraus festgelegt. Das Datenvolumen kontinuierli-
cher Datenobjekte betra¨gt abha¨ngig von der Wiedergabedauer mehrere Gigabytes.
Der Aufbau eines kontinuierlichen Datenobjektes ist abha¨ngig vom verwendeten Datenformat
[Ben97, HPN96, KEGLA98]. Videoobjekte bestehen aus einer Aneinanderreihung einzelner
Bilder. Die Bildrate bestimmt die Geschwindigkeit, in der diese Bilder nacheinander dargestellt
werden. Ihr Wert liegt u¨blicherweise bei 25-30 Bildern pro Sekunde [ITU90]. Audioobjekte be-
stehen aus einer Folge von Abtastwerten, die als Amplitudenwerte des analogen Tonsignals zu
regelma¨ßigen Zeitpunkten gemessen werden [Pan95]. Die Anzahl der Abtastwerte und damit
die Qualita¨t der Wiedergabe wird durch den Abstand der Zeitpunkte, d.h. durch das Abtastin-
tervall festgelegt.
Durch die zeitabha¨ngige Pra¨sentation der kontinuierlichen Daten la¨ßt sich fu¨r jedes kontinuier-
liche Datenobjekt dessen Datenrate angeben. Diese Datenrate beschreibt die Menge an Daten,
die fu¨r eine kontinuierliche Darstellung pro Zeiteinheit beno¨tigt wird. Sie ist somit eine Metrik
fu¨r die Geschwindigkeit, in der der Client bei der Pra¨sentation auf die Daten zugreift. Tabelle
1.1 [KEGLA98] zeigt die Datenrate fu¨r verschiedene Audio- und Videostandards.
Standard Datenrate Komprimierungstyp Anwendung
G.711 64 kbps konstant Sprachkodierung
G.721 32 kbps konstant Sprachkodierung
G.722 48,56,64 kbps konstant Sprachkodierung
G.728 16 kbps konstant Sprachkodierung
MPEG-1 (audio) 128-384 kbps variabel 2-Kanal Audio
MPEG-2 (audio) 320 kbps variabel 5-Kanal Audio
H.261 x*64 kbps konstant Telekonferenz
H.263 32- kbps variabel Telekonferenz
MPEG-1 (video) 1.5- Mbps variabel/konstant TV-Kodierung
MPEG-2 (video) 2-80 Mbps variabel/konstant HDTV-Kodierung
Tabelle 1.1: Datenrate verschiedener Kodierungs- und Komprimierungsstandards fu¨r Audio-
und Videodaten
Da bei einigen der Standards unterschiedliche Formate mit unterschiedlicher Wiedergabequa-
lita¨t (Bildgro¨ße, Farbtiefe, Mono/Stereo) wa¨hlbar sind, la¨ßt sich aufgrund des unterschiedlichen
Datenvolumens nur ein Intervall fu¨r die Datenrate angeben. Der Komprimierungstyp bestimmt,
ob das in diesem Format kodierte Datenobjekt eine konstante oder variable Datenrate besitzt.
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Die variable Datenrate entsteht bei der Kodierung der Ausgangsdaten dadurch, daß sich eini-
ge Abschnitte hieraus mit weniger Daten beschreiben lassen als andere. Kodiert man anstatt
der Bilder eines Videoobjektes die Vera¨nderungen, die sich zwischen zwei aufeinanderfolgen-
den Bildern ergeben, so lassen sich z.B. Landschaftsszenen, in denen kaum eine Vera¨nderung
sichtbar ist, sta¨rker komprimieren als z.B. Musikvideos, in denen sich die Einzelbilder stark
unterscheiden.
Bei einer konstanten Datenrate wird der Komprimierungsgrad, d.h. die Sta¨rke der Kompri-
mierung dynamisch angepaßt. Datenabschnitte ohne große Vera¨nderung werden hierbei nur
geringfu¨gig komprimiert. Bei relativ großen Unterschieden ist die Komprimierung gegebenen-
falls mit einem Informationsverlust behaftet, um die komprimierte Datenmenge der angestreb-
ten Datenrate anzupassen. Letzteres fu¨hrt aufgrund des Informationsverlustes bei der Kodierung
zu einer variablen Qualita¨t bei der Pra¨sentation der Daten.
Kontinuierliche Datenobjekte, die durch die Kodierung, z.B. MPEG-2, DVD [Ben97, HPN96,
Tay97, KEGLA98], eine zeitlich variable Datenrate (VDR, engl. VBR = variable bit rate) auf-
weisen, werden im folgenden auch als VDR-Datenobjekte bezeichnet. Kontinuierliche Daten-
objekte mit zeitlich konstanter Datenrate (KDR, engl. CBR = constant bit rate) werden als
KDR-Datenobjekte bezeichnet.
Diskrete Datenobjekte
Diskrete Datenobjekte (engl. discrete objects) sind zeitunabha¨ngig, d.h., ihre Pra¨sentationsdau-
er kann frei gewa¨hlt werden und ihre Darstellung bleibt zeitlich konstant. Diskrete Datenobjekte
liegen auf dem Daten-Server in Form von Texten (z.B. ASCII-, HTML-, Word-Format), Bildern
(z.B. JPEG-, GIF-, PNG-Format) und Graphiken (z.B. EPS-, DXF-Format) vor. Die Gro¨ße ei-
nes diskreten Datenobjektes liegt deutlich unter der eines kontinuierlichen Datenobjektes und
bewegt sich typischerweise in einem Bereich von weniger als einem Megabyte.
1.2.3 Datenfluß zwischen Server und Client
Die Art und Weise, wie Datenobjekte vom Daten-Server gelesen und zum Client geschickt
werden, ist abha¨ngig vom Datentyp. Diskrete Datenobjekte werden, nachdem sie vom Client
angefordert worden sind, vom Speichersystem des Servers zuna¨chst vollsta¨ndig in einen Server-
Puffer im Hauptspeicher gelesen. Dort erfolgt abha¨ngig vom verwendeten ¨Ubertragungsproto-
koll [OS97, Sch96] eine Zerlegung in kleinere Transportpakete, die u¨ber das Netz zum Client
geschickt werden. Im Client-Puffer werden die einzelnen Transportpakete wieder vollsta¨ndig
zusammengesetzt und die Daten der Anwendung, z.B. dem Browser, zur Verfu¨gung gestellt.
Kontinuierliche Datenobjekte werden aufgrund ihrer Gro¨ße von u.U. mehreren Gigabytes zum
Versand an den Client nicht als Ganzes in den Server-Puffer eingelesen. Stattdessen erfolgen
mehrere zeitlich versetzte Datenzugriffe auf Teilabschnitte des kontinuierlichen Datenobjektes.
Diese Teilabschnitte, nachfolgend Fragmente genannt, werden nacheinander aus dem Speicher-
system gelesen und jeweils im Server-Puffer bereitgestellt. Hier wird ein Fragment abha¨ngig
vom verwendeten ¨Ubertragungsprotokoll in Transportpakete zerlegt und u¨ber das Netz an den
Empfa¨nger verschickt. Sobald die Daten eines Fragments u¨bertragen worden sind, kann der im
Server-Puffer beanspruchte Platz fu¨r nachfolgende Fragmente freigegeben werden. Damit der
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Client-Puffer nicht das vollsta¨ndige Datenobjekt aufnehmen muß, wird auf der Empfa¨ngerseite
der Daten analog verfahren. Der Client liest aus dem Client-Puffer kurz nach dem Eintreffen des
ersten Transportpaketes und beginnt mit der Wiedergabe. Um Platz fu¨r nachfolgende Transport-
pakete zu schaffen, ko¨nnen bereits pra¨sentierte Daten aus dem Client-Puffer gelo¨scht werden.
Durch dieses Verfahren, das als Audio/Video-Streaming bekannt ist, ergibt sich ein kontinuier-
licher Datenstrom zwischen dem Daten-Server und dem Client [GVK95].
Neben dem reduzierten Pufferbedarf ergibt sich ein weiterer Vorteil dieses Streaming-Verfah-
rens. Die Verzo¨gerung zwischen Benutzerinteraktion und dem Start der Wiedergabe ist geringer,
da nicht gewartet werden muß, bis das gesamte kontinuierliche Datenobjekt u¨ber das Netzwerk
u¨bertragen worden ist, sondern die Wiedergabe der Daten bereits nach dem Eintreffen des ersten
Transportpaketes erfolgt.
Damit das Audio/Video-Streaming mo¨glich ist, werden einige Anforderungen an die Bereit-
stellung der Daten gestellt. Die ¨Ubertragungsrate, d.h. die Geschwindigkeit mit der die Daten
dem Client zur Verfu¨gung gestellt werden, muß mindestens der Datenrate des Datenobjektes
entsprechen. Geringe Schwankungen ko¨nnen hierbei durch den Server- und den Client-Puffer
ausgeglichen werden. Sinkt allerdings die ¨Ubertragungsrate fu¨r einen gegebenen Zeitraum unter
die Datenrate, so leert sich der Client-Puffer schneller als er aufgefu¨llt wird und die Wiederga-
be wird verzo¨gert bzw. sogar unterbrochen, wenn bei einem Pufferunterlauf der Client-Puffer














Abbildung 1.2: Pufferbedarf des Clients bei variierender Daten- und ¨Ubertragungsrate
Ist die ¨Ubertragungsrate gro¨ßer als die Datenrate, so gehen Daten, nachdem der Client-Puffer
vollsta¨ndig aufgefu¨llt worden ist, durch einen Pufferu¨berlauf verloren [GC92, GH94]. Ziel muß
es sein, die ¨Ubertragungsrate so an die Datenrate anzupassen, daß die Gro¨ße des Server- und
des Client-Puffers mo¨glichst klein gehalten werden kann. Hierbei muß beachtet werden, daß
sich aufgrund der stetigen Wiedergabe kontinuierlicher Datenobjekte fu¨r jedes Fragment eine
zeitliche Frist (deadline) ergibt, bis zu der es spa¨testens im Server-Puffer fu¨r den Netztrans-
port zur Verfu¨gung gestellt werden muß. Ko¨nnen aufgrund einer ¨Uberlastung die Fristen nicht
eingehalten werden, so werden einzelne Fragmente u¨bersprungen und so die ¨Ubertragungsrate
verringert. Durch diese ¨Uberlastkontrolle wird vermieden, daß sich Verzo¨gerungen in der Be-
reitstellung der Daten fortpflanzen. Durch das Auslassen von Fragmenten werden Sto¨rungen bei
der Wiedergabe hervorgerufen, da der Client als Anpassung an die reduzierte ¨Ubertragungsra-
te die Datenrate und damit die Wiedergabequalita¨t reduzieren muß. Dies kann z.B. durch die
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Reduzierung der Bildauflo¨sung oder durch das Wegfallen einzelner Bilder geschehen. Letzteres
fu¨hrt zum kurzzeitigen Einfrieren der Videowiedergabe bzw. zu Lu¨cken in der Tonwiedergabe.
In Abha¨ngigkeit davon, ob dem Daten-Server oder dem Client die Kontrolle dieser Daten-
flußanpassungen obliegt, lassen sich Server-Push- oder Client-Pull-Architekturen unterscheiden
[RVT96]. Bei letzteren fordert der Client die Daten selbst beim Daten-Server an und kontrol-
liert die Datenmenge sowie den Bereitstellungszeitpunkt. Bei einer Server-Push-Architektur
dagegen bestimmt der Daten-Server Menge und Bereitstellungszeitpunkt und schickt die Daten
ohne explizite Aufforderung des Clients. Damit keine Sto¨rung in der Wiedergabe durch einen
¨Uber- bzw. Unterlauf im Client-Puffers hervorgerufen wird, ist es notwendig, daß der Daten-
Server die Datenrate des kontinuierlichen Datenobjektes kennt und hieran die ¨Ubertragungsrate
in seinem Zusta¨ndigkeitsbereich, d.h. bis zur Bereitstellung der Fragmente im Server-Puffer,
anpaßt. Die Kontrolle der ¨Ubertragungsrate jenseits der Schnittstelle zum Netzwerk wird dem
Netzwerkprotokoll und dem Client u¨berlassen.
Fu¨r die Anpassung der internen ¨Ubertragungsrate innerhalb des Daten-Servers ist es erfor-
derlich, daß der Server u¨ber Zustandsa¨nderungen bei der Wiedergabe, wie z.B. das Anhalten
oder die Fortsetzung der Pra¨sentation, informiert wird. In dieser Arbeit wird eine Server-Push-
Architektur betrachtet, da durch die vielfa¨ltigeren Kontrollmo¨glichkeiten auf Seiten des Servers
ein gro¨ßerer Optimierungsspielraum besteht.
Da ein Push-Server unter der Randbedingung der aufrechtzuerhaltenden ¨Ubertragungsrate selbst
bestimmen kann, wann er die Fragmente vom Disk-Array liest, ist eine einfache Form der Spei-
cherverwaltung fu¨r den Server-Puffer nach dem Doppelpufferprinzip mo¨glich. Fu¨r jeden Daten-
strom werden zwei Pufferbereiche angelegt (siehe Abbildung 1.3). In den ersten Pufferbereich
werden die Daten von der Platte gelesen und vom zweiten Pufferbereich erfolgt das Versenden
der Daten u¨ber das Netzwerk. Sobald der erste Pufferbereich gefu¨llt und der zweite Pufferbe-
reich geleert ist, werden die Rollen getauscht. Aus dem ersten Pufferbereich erfolgt dann das











Abbildung 1.3: Datenfluß zwischen Daten-Server und Client
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1.2.4 Performance-Anforderungen und Service-Garantien
Anwendungsorientierte Performance-Anforderungen
Anwendungen stellen an die Bereitstellung von Daten durch den Server bestimmte Anforde-
rungen, die im folgenden als anwendungsorientierte Performance-Anforderungen bezeichnet
werden. Damit sich anspruchsvolle Anwendungen (und Benutzer) auf den Daten-Server hin-
sichtlich der Erfu¨llung dieser Anforderungen verlassen ko¨nnen, ist es zwingend notwendig, daß
Zusicherungen von Seiten des Servers garantiert werden ko¨nnen. Dieses geschieht durch die
Vereinbarung von Performance-Garantien oder auch Service-Garantien zwischen Server und
Client. In Abha¨ngigkeit vom Datentyp lassen sich Service-Garantien fu¨r kontinuierliche und
Service-Garantien fu¨r diskrete Daten unterscheiden.
Service-Garantien fu¨r die Bereitstellung kontinuierlicher Daten Die Service-Qualit¨at (engl.
quality-of-service, Abk.: QoS), mit der der Daten-Server kontinuierliche Daten dem Client
zur Verfu¨gung stellt, wird dadurch bestimmt, in welchem Maße die zeitlichen Fristen bei der
Bereitstellung der Fragmente im Server-Puffer eingehalten werden. Jede ¨Uberschreitung ei-
ner Frist hat das Auslassen eines Fragments und damit eine Sto¨rung in der Wiedergabe, d.h.
eine Verminderung der Wiedergabequalita¨t, zur Folge. Die Sto¨rungsrate eines Datenstroms
beschreibt die Ha¨ufigkeit, mit der diese Sto¨rungen wa¨hrend der gesamten Dauer der ¨Ubert-
ragung hervorgerufen werden. Besteht ein kontinuierliches Datenobjekt aus insgesamt 
Fragmenten, von denen  nicht fristgerecht zur Verfu¨gung gestellt werden ko¨nnen, so liegt eine
Sto¨rungsrate von    vor. Unter den Service-Garantien, die der Daten-Server abgibt,
lassen sich zwei Abstufungen unterscheiden. Durch eine deterministische Service-Garantie
[GC92, VGG95, ORS95, DBB96] garantiert der Server, daß alle Fragmente fristgerecht im
Server-Puffer bereitgestellt werden. Hierdurch wird wa¨hrend der gesamten Wiedergabe eines
kontinuierlichen Datenobjektes keine Verminderung seiner Wiedergabequalita¨t eintreten, die
auf ein Verschulden des Daten-Servers zuru¨ckzufu¨hren ist. Durch eine stochastische Service-
Garantie [NMW97b, CZ94a, VGGG94] wird die Service-Qualita¨t, die vom Server eingehalten
wird, stochastisch charakterisiert, und zwar dadurch, daß die Restwahrscheinlichkeit, mit der
eine festgelegte Sto¨rungsrate u¨berschritten wird, durch eine obere Schranke begrenzt wird. Ein
Beispiel fu¨r eine solche Service-Garantie sieht wie folgt aus:
P Sto¨rungsrate  	   
Besteht ein Datenobjekt aus  Fragmenten, so garantiert der Daten-Server hiermit, daß die
Wahrscheinlichkeit, daß wa¨hrend der Gesamtdauer der ¨Ubertragung mehr als  einzelne kurz-
zeitige Sto¨rungen auftreten, kleiner ist als ein Prozent. Fu¨r die meisten Anwendungen sind sol-
che stochastischen Service-Garantien tolerierbar. Außerdem kann durch eine dynamische An-
passung der Wiedergabequalita¨t, z.B. durch eine Verringerung der Wiedergaberate, die Wahr-
nehmbarkeit der Sto¨rungen durch den Benutzer ha¨ufig reduziert werden [TKC97, HKR97].
Die Einhaltung der Service-Garantien kann der Daten-Server nur gewa¨hrleisten, wenn er mit
Hilfe einer Zulassungskontrolle die Anzahl der gleichzeitig zu bedienenden Datenstro¨me be-
grenzen kann. Die Zulassungskontrolle entscheidet, ob die Bedienung eines zusa¨tzlichen Da-
tenstromes unter der Voraussetzung mo¨glich ist, daß fu¨r die bereits zugelassenen Datenstro¨me
die Service-Garantie fu¨r die Sto¨rungsrate aufrechterhalten werden kann. Als Grundlage dient
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hierfu¨r ein mathematisches Modell, das unter Beru¨cksichtigung der Systemparameter, wie Plat-
tenparameter und Fragmentgro¨ßen sowie der einzuhaltenden Service-Garantie die maximale
Anzahl bedienbarer Datenstro¨me berechnen kann.
Weitere Metriken fu¨r die Service-Qualita¨t bei kontinuierlichen Daten stellen die Wartezeit und
die Startverzo¨gerung (engl. access latency, startup latency) dar. Die Wartezeit beschreibt die
Zeitdauer zwischen dem Auftreten eines Auftrages, einen neuen Datenstrom zu starten, und
der Zulassung des Datenstromes. Mit der Startverzo¨gerung wird der Zeitraum definiert, der
zwischen der Zulassung eines Datenstromes und der Bereitstellung des ersten Fragments im
Server-Puffer liegt. Auch fu¨r diese beiden Metriken ist die Abgabe stochastischer oder determi-
nistischer Service-Garantien mo¨glich.
Service-Garantien fu¨r die Bereitstellung diskreter Daten Fu¨r diskrete Daten ist die Zeit-
dauer, die der Client auf die angeforderten Daten warten muß, eine Metrik fu¨r die Service-
Qualita¨t des Daten-Servers. Die Antwortzeit auf der Server-Seite definiert diese Zeitdauer vom
Eintreffen eines Auftrages bis zur Bereitstellung der Daten im Server-Puffer.
Der Daten-Server kann die Service-Garantie, die er einem Client hinsichtlich dieser Antwort-
zeit gibt, ebenfalls deterministisch oder stochastisch charakterisieren. Eine deterministische
Service-Garantie wird die maximale Antwortzeit auf eine feste obere Schranke begrenzen. Eine
stochastische Antwortzeit-Garantie beschra¨nkt hingegen lediglich die Restwahrscheinlichkeit,
mit der die Antwortzeit u¨ber einer oberen Schranke liegt, also z.B.
P Antwortzeit  sec	   
Im Gegensatz zu den kontinuierlichen Daten wird in der Regel keine Zulassungskontrolle fu¨r
die Bereitstellung diskreter Daten durchgefu¨hrt. Hierdurch wu¨rde die Funktionalita¨t und die
Interaktivita¨t der Anwendungen stark eingeschra¨nkt werden. Stattdessen muß der Daten-Server
bei der Konfiguration bereits so dimensioniert werden, daß er die Service-Garantien unter einer
vorgegebenen maximalen Last einhalten kann. Fu¨r die meisten Anwendungen mit vielen Clients
impliziert dies, daß deterministische Service-Garantien zu akzeptablen Kosten nicht mo¨glich
sind.
Systemorientierte Performance-Anforderungen
Systemorientierte Performance-Anforderungen beschreiben die Anforderungen, die an die Lei-
stungsfa¨higkeit des Daten-Servers generell gestellt werden und die das Preis-Leistungs-Ver-
ha¨ltnis bestimmen. Als systemorientierte Performance-Anforderung kann im wesentlichen die
Maximierung des Durchsatzes definiert werden. Im Falle diskreter Daten ist damit die maximale
Anzahl der wa¨hrend einer Zeiteinheit durchfu¨hrbaren Auftra¨ge definiert. Im Falle kontinuierli-
cher Daten beschreibt der Durchsatz die maximale Anzahl parallel bedienbarer Datenstro¨me.
1.2.5 Das Speichersystem
Das Speichersystem des Daten-Servers besteht aus mehreren unabha¨ngig voneinander arbei-
tenden Magnetplatten, die zu einem Disk-Array zusammengefaßt sind. Die Verbindung zum
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Server-Puffer im Hauptspeicher und zur CPU des Daten-Servers erfolgt zuna¨chst u¨ber den
E/A-Bus (z.B. IDE-, SCSI- oder FC-Verbindung) zur E/A-Schnittstelle des Rechners. Diese
E/A-Schnittstelle kann u¨ber den Systembus (z.B. PCI, ISA, GigaPlane) den Hauptspeicher er-
reichen. Dadurch, daß sich mehrere Platten diese Datenverbindung zum Hauptspeicher des Ser-
vers teilen, muß verhindert werden, daß bei gleichzeitiger ¨Ubertragung von allen Platten ein
Datenstau auf einem der Verbindungswege entsteht. Dies kann z.B. dadurch geschehen, daß
mehrere E/A-Schnittstellen eingesetzt werden, an denen lediglich eine kleine Teilmenge der
Platten angeschlossen ist. Im folgenden wird zuna¨chst der Aufbau und die Funktionsweise ei-
ner Magnetplatte na¨her erla¨utert und daraufhin der Ablauf eines Schreib-Lese-Vorgangs erkla¨rt.
Mechanischer Aufbau einer Magnetplatte
Der mechanische Aufbau einer Magnetplatte ist in Abbildung 1.4 schematisch skizziert. Sie be-
steht aus mehreren u¨bereinander angeordneten Magnetscheiben, die beim Betrieb, durch einen
Motor angetrieben, um eine gemeinsame Achse rotieren. ¨Uber jeder Oberfla¨che der Scheiben
befindet sich ein Schreib-Lese-Kopf, der Daten auf die Magnetscheibe schreiben bzw. von der
Magnetplatte lesen kann. Die gelesenen Daten werden u¨ber einen von allen Ko¨pfen genutz-
ten Datenkanal weitergeleitet. Befestigt sind die Ko¨pfe an einem Plattenarm, der ihre Posi-
tionierung auf unterschiedlichen Radien der Scheibe erlaubt. Aufgrund der Konstruktion ist
eine unabha¨ngige Positionierung jedes einzelnen Kopfes nicht mo¨glich; der vom Plattenarm
vorgegebene Radius gilt fu¨r alle Ko¨pfe. Wa¨hrend des Betriebs schwebt jeder Kopf auf einem
Luftpolster u¨ber der sich drehenden Magnetscheibe. Jede Magnetscheibe ist in mehrere kon-
zentrische Spuren aufgeteilt, die wiederum aus mehreren Sektoren bestehen, die die gleiche
Gro¨ße, meistens 512 Bytes, besitzen. Mehrere Sektoren werden zu einem logischen Block zu-
sammengefaßt (in Abbildung 1.4 besteht ein Block aus genau einem Sektor). Die Menge aller
























Abbildung 1.4: schematischer Aufbau einer Magnetplatte
Nach außen, z.B. fu¨r das Betriebssystem, stellt sich die Platte als eindimensionales Feld lo-
gischer Blo¨cke dar, die mit einer logischen Blocknummer versehen sind. Da mit Hilfe dieser
Blocknummer die Adressierung fu¨r den Blockzugriff erfolgt, stellt ein logischer Block die
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kleinste Einheit dar, die von der Platte angefordert werden kann. Die Abbildung der Blocknum-
mer auf Zylinder, Spur und Sektoren der Magnetscheibe ist von den Parametern der Plattengeo-
metrie, z.B. von der Anzahl der Sektoren pro Spur, abha¨ngig und wird von der Plattensteuerung
berechnet.
Ausfu¨hrung eines einzelnen Plattenzugriffs
Als Plattenzugriff wird das Lesen bzw. Schreiben von Daten auf bzw. von der Magnetplatte
bezeichnet. Ausgelo¨st werden Plattenzugriffe durch Lese- oder Schreibauftra¨ge, im folgenden
nur als Auftra¨ge bezeichnet, die das Betriebssystem u¨ber die E/A-Schnittstelle an die Platten-
steuerung schickt. Ein Auftrag identifiziert eindeutig den Plattenzugriff durch Angabe einer lo-
gischen Blocknummer oder eines Blockintervalls und bestimmt hiermit auf welchen Block bzw.
auf welche Sequenz von aufeinanderfolgenden Blo¨cken zugegriffen werden soll. Zuna¨chst wird
mit dem Plattenarm der Zylinder angefahren, in dessen Spur sich der erste Block des Intervalls
befindet. Dazu muß der Arm von seiner aktuellen Position bis zur gewu¨nschten Position die Po-
sitionierungsdistanz, d.h. eine bestimmte Anzahl zu u¨berquerender Zylinder, u¨berwinden. Die
Zeit, die hierfu¨r beno¨tigt wird, wird im folgenden als Positionierungszeit bezeichnet. Sie setzt
sich aus vier Komponenten zusammen [RW94b]:
 der Beschleunigungsphase, in der der Arm auf seine maximale Geschwindigkeit be-
schleunigt wird,
 der Hochgeschwindigkeitsphase, in der sich der Arm mit maximaler Geschwindigkeit
bewegt,
 der Abbremsphase, in der sich der Arm dem anzufahrenden Zylinder na¨hert und seine
Geschwindigkeit verringert wird,
 der Abstimmphase, in der der Plattenkopf fu¨r den Blockzugriff auf der gewu¨nschten Spur
kalibriert wird.
In Abha¨ngigkeit von der Positionierungsdistanz durchla¨uft der Plattenkopf alle oder nur einen
Teil dieser einzelnen Phasen. Bei gro¨ßeren Distanzen werden alle vier Phasen durchlaufen und
es dominiert die Hochgeschwindigkeitsphase mit einer konstant bleibenden Geschwindigkeit
des Plattenarmes. In diesem Fall wa¨chst die Positionierungszeit proportional zur Positionie-
rungsdistanz. Sind sehr kurze Distanzen zu u¨berwinden, werden ebenfalls alle vier Phasen
durchlaufen. Im Unterschied zum vorangegangenen Fall verbringt der Arm die Zeit aber fast
ausschließlich in der Beschleunigungs- und der Abbremsphase und folglich wa¨chst die Positio-
nierungszeit proportional zur Quadratwurzel der Positionierungsdistanz. Die Beschleunigungs-
, die Abbrems- und die Hochgeschwindigkeitsphase entfallen praktisch, wenn lediglich ein
Wechsel auf einen benachbarten Zylinder (Zylinderwechsel) durchgefu¨hrt werden muß. In die-
sem Fall hat die Positionierungszeit einen konstanten Wert, der die Dauer der Abstimmphase
beschreibt. Beim Wechsel des Schreib-Lese-Kopfes (Spurwechsel) innerhalb eines Zylinders
durchla¨uft der Plattenkopf ebenfalls nur die Abstimmphase. Ursache hierfu¨r ist, daß die Spuren
eines Zylinders aufgrund von Fertigungstoleranzen nicht absolut exakt u¨bereinander liegen und
deshalb eine Kalibrierung des Plattenkopfes auf der anzufahrenden Spur stattfinden muß.
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Nach der Positionierung des Plattenarmes wird gewartet bis sich der gewu¨nschte erste Block der
Sequenz unter den Plattenkopf gedreht hat. Diese Verzo¨gerung wird als Rotationsverzo¨gerung
bezeichnet und ist abha¨ngig von der Rotationsgeschwindigkeit der Scheiben sowie vom Ab-
stand des zu lesenden Blockes vom Plattenkopf in Rotationsrichtung. Die Rotationsgeschwin-
digkeit als lineare Geschwindigkeit steigt im Gegensatz zur konstanten Winkelgeschwindigkeit
der Platte mit zunehmendem Abstand von der Plattenmitte an. Befindet sich der Block unter
dem Plattenkopf kann der Schreib-Lese-Vorgang beginnen. Die Transferzeit bezeichnet dessen
Dauer und ist proportional zur Gro¨ße und zur Anzahl der zu lesenden oder zu schreibenden
aufeineinanderfolgenden Blo¨cke und umgekehrt proportional zur Rotationsgeschwindigkeit.
Als Bedienzeit bezeichnet man die Gesamtdauer des Plattenzugriffs. Sie setzt sich aus den vier
oben beschriebenen Zeiten zusammen:
 der Positionierungszeit fu¨r die Bewegung des Plattenarmes auf die gewu¨nschte Spur,
 der Rotationsverzo¨gerung bis der erste zu lesende bzw. schreibende Block unter dem
Plattenkopf liegt,
 der Transferzeit fu¨r das Lesen/Schreiben der Daten von der Magnetscheibe.
Sollte sich, anders als in den vorangegangenen Erla¨uterungen angenommen, die Blocksequenz
u¨ber mehrere Spuren oder Zylinder erstrecken, so ist zwischenzeitlich ein Spur- oder Zylinder-
wechsel erforderlich. Um hierbei zu vermeiden, daß eine Rotationsverzo¨gerung erneut anfa¨llt,
sind logisch benachbarte Blo¨cke u¨ber Spur- bzw. Zylindergrenzen hinweg um einen bestimmte
Distanz versetzt angeordnet (engl. track skewing, cylinder skewing). Diese Distanz entspricht
der maximalen Zeit, die beno¨tigt wird, um den Spur- oder Zylinderwechsel, d.h. die Abstimm-
phase, durchzufu¨hren, so daß anschließend der logisch nachfolgende Block sofort gelesen wer-
den kann.
Da die a¨ußeren Spuren im Vergleich zu den inneren Spuren einer Platte la¨nger sind, besteht
die Mo¨glichkeit, hierauf eine gro¨ßere Anzahl von Blo¨cken zu speichern. Bei modernen Mehr-
Zonen-Platten (engl. multi zone disks) wird hiervon Gebrauch gemacht, um die Speicherkapa-
zita¨t zu erho¨hen. Benachbarte Spuren, die die gleiche Anzahl von Blo¨cken aufweisen, werden
in Zonen zusammengefaßt (siehe Abbildung 1.5). Die Anzahl der Zonen pro Platte schwankt
zwischen  und .
Die Geschwindigkeit, mit der die Daten eines Plattenzugriffs gelesen bzw. geschrieben werden,
ist durch die Transferrate der Platte als Quotient zwischen Datenmenge und Transferzeit des
Plattenzugriffs definiert. Aufgrund der konstanten Winkelgeschwindigkeit und der steigenden
Blockanzahl von der innersten zur a¨ußersten Zone steigt bei einer Mehr-Zonen-Platte entspre-
chend die Transferrate von der innersten zur a¨ußersten Zone. Bei Ein-Zonen-Platten (engl. sin-
gle zone disks) ist die Anzahl der Blo¨cke, die durch die Kapazita¨t der innersten Spur bestimmt
wird, auf allen Spuren identisch und somit die Transferrate konstant.
Die Geschwindigkeit, mit der die Daten eines Plattenzugriffs gelesen bzw. geschrieben werden,
ist durch die Bedienrate als Quotient zwischen Datenmenge und der Bedienzeit des Platten-
zugriffs definiert. Die maximale Bedienrate wird erreicht, wenn ohne Rotationsverzo¨gerungen
und ohne anfallende Positionierungszeiten im optimalen Fall Daten gelesen werden ko¨nnen. Die
Bedienrate ist in diesem Fall durch die Transferrate, d.h. durch die Rotationsgeschwindigkeit





Abbildung 1.5: Gruppierung von Spuren mit gleicher Blockanzahl zu Zonen
der Platte und die Anzahl der Blo¨cke pro Spur, begrenzt. Die Bedienrate wird um so geringer,
je weniger Blo¨cke bei einem Plattenzugriff transferiert werden und je ha¨ufiger der Plattenkopf
u¨ber gro¨ßere Positionierungsdistanzen bewegt werden muß. In beiden Fa¨llen wa¨chst der Anteil
der Positionierungzeit und der Rotationsverzo¨gerung an der Bedienzeit eines Plattenzugriffs
und hierdurch sinkt die pro Zeiteinheit u¨bertragbare Datenmenge.
Scheduling und Datenplazierung
In der Praxis muß ein Daten-Server mehrere kontinuierliche Datenstro¨me gleichzeitig bedie-
nen. Da die Bedienrate einer Magnetplatte gro¨ßer ist als die Datenrate eines kontinuierlichen
Objektes, ko¨nnen von einer Platte mehrere Datenstro¨me gleichzeitig mit Daten versorgt werden.
Hierbei muß darauf geachtet werden, daß durch ein geeignetes Scheduling der Plattenzugriffe,
d.h. durch eine geeignete Koordination und Festlegung der Bedienungsreihenfolge, sicherge-
stellt wird, daß die Bereitstellung der Fragmente im Server-Puffer rechtzeitig vor Ablauf der
Frist erfolgen kann. Des weiteren bestimmt das Scheduling den Zeitpunkt der Ausfu¨hrung von
Zugriffen auf diskrete Datenobjekte und legt hierdurch die Antwortzeit fest.
Eng verbunden mit dem Scheduling ist die Datenplazierung. Die Datenplazierung umfaßt zum
einen die Verteilung der Daten innerhalb einer Platte (intra disk placement) als auch die Ver-
teilung auf verschiedene Platten des Disk-Arrays (inter disk placement). Letzteres erlaubt bei
Verteilung eines Datenobjektes auf mehrere Platten durch parallelen Zugriff, eine akkumulierte
Bedienrate zu nutzen.
1.3 Problemstellungen und Ziele
Neben technischen Aspekten spielen bei der Entwicklung eines Daten-Servers fu¨r multimediale
Daten auch wirtschaftliche Aspekte eine Rolle. Dem Anwender ko¨nnen die Daten nur dann
preisgu¨nstig zur Verfu¨gung gestellt werden, wenn ein wirtschaftlicher Betrieb gewa¨hrleistet
werden kann. Hierfu¨r ist es notwendig, daß der Daten-Server u.a. ein niedriges Preis-Leistungs-
Verha¨ltnis aufweist.
Letzteres la¨ßt sich nur dann erreichen, wenn alle Komponenten effizient genutzt und mo¨glichst
vollsta¨ndig ausgelastet werden. Es lassen sich insgesamt vier Bereiche identifizieren, in denen
18 1 Einleitung
zur Effizienzsteigerung optimiert werden kann:
1. Optimierung des Datenzugriffs
2. Verwendung stochastischer Service-Garantien
3. Gemeinsame Nutzung der Ressourcen
4. Sorgfa¨ltige Kapazita¨tsplanung
1.3.1 Optimierung des Datenzugriffs
Das Problem hoher Kosten bei multimedialen Daten-Servern entstehen durch die Performance-
Unterschiede zwischen dem Hauptspeicher und dem angeschlossenen Speichersystem. Die ma-
ximale Bedienrate des Daten-Servers, d.h. die maximale Geschwindigkeit mit der die Daten
vom Speichersystem in den Server-Puffer u¨bertragen werden, wird durch die maximale Bedien-
rate des Disk-Array und damit durch die maximale Bedienrate jeder einzelnen Platte bestimmt.
Die Verzo¨gerungen, die durch die u¨brigen Systemkomponenten (E/A-Bus, E/A-Schnittstelle,
Systembus) entlang des Datenpfades zum Server-Puffer verursacht werden, ko¨nnen im Ver-
gleich zu den an der Platte auftretenden Verzo¨gerungen (Positionierungszeit, Rotationsverzo¨ge-
rung, Transferzeit) bei ausreichender Dimensionierung der Hardware vernachla¨ssigt werden. Es
ist absehbar, daß die Lu¨cke in der Leistungsfa¨higkeit zwischen dem Speichersystem und dem
Hauptspeicher auch in Zukunft nicht geschlossen werden kann, sondern eher noch vergro¨ßert
wird, weil die technologische Entwicklung in der Vergangenheit nur geringe Steigerungen der
Bedienrate bei Magnetplatten ermo¨glicht hat, die Leistungsfa¨higkeit der u¨brigen Komponenten
aber sta¨ndig zugenommen hat. Da alternative kostengu¨nstige Speichersysteme (z.B. hologra-
phische Speicher) zur Massenspeicherung multimedialer Daten auch in naher Zukunft nicht zur
Verfu¨gung stehen werden, wird bei der Lieferung multimedialer Daten das Speichersystem fu¨r
unbestimmte Zeit der Engpaß bleiben.
Ausgangsbasis verschiedener Forschungsarbeiten ist es deshalb, durch eine Optimierung die
Effizienz des Datenzugriffs zu steigern und somit die Anzahl beno¨tigter Magnetplatten zu redu-
zieren. Hierbei werden u.a. die beiden folgenden Ansa¨tze untersucht.
Optimierung der Datenplazierung Die Anordnung der Daten innerhalb einer Platte kann so
geschehen, daß ha¨ufig referenzierte Daten mo¨glichst nahe zusammen abgelegt werden [TCG98,
TKKD96]. Hierdurch la¨ßt sich der Positionierungsaufwand der Plattenzugriffe reduzieren und
insgesamt die Bedienrate der Platte steigern. In [TCG98] wird ein Verfahren fu¨r verschiede-
ne neuere Sekunda¨rspeichertechnologien aufgezeigt, das eine optimale analytische Lo¨sung der
Datenallokation auf einer Platte berechnet. Voraussetzung hierfu¨r ist, daß die Zugriffha¨ufig-
keiten der einzelnen Datenblo¨cke im voraus bekannt und unabha¨ngig voneinander sind. Die-
ses Verfahren la¨ßt sich sowohl auf diskrete als auch auf kontinuierliche Datenobjekte anwen-
den. Daneben kann bei periodischen wiederkehrenden und damit bekannten Zugriffsmustern,
wie sie bei kontinuierlichen Datenobjekten auftreten, die Anordnung der Daten so in eine se-
quentielle Reihenfolge gebracht werden, daß ebenfalls Positionierungszeiten verku¨rzt werden
[VR93, RV93, GKS96].
1.3 Problemstellungen und Ziele 19
Ein weiterer Beitrag zur Reduzierung von Positionierungszeiten und Rotationsverzo¨gerungen
ist die Optimierung der Zugriffsgro¨ße. Hierbei werden Daten, von denen bekannt ist, daß sie
stets als Ganzes angefordert werden, zusammenha¨ngend auf der Platte abgelegt. Verschiedene
Arbeiten bescha¨ftigen sich damit, wie groß die Zugriffsgro¨ße gewa¨hlt werden muß, damit un-
ter bestimmten Randbedingungen, z.B. Puffer-Gro¨ße, die gro¨ßtmo¨gliche Bedienrate der Platte
erreicht werden kann [VRG95, GKS96, ORS96].
In weiteren Arbeiten wird untersucht, wie die Plazierung der Daten auf mehreren Magnetplatten
eines Disk-Arrays optimiert werden kann. Eine Herausforderung hierbei ist die Skalierbarkeit
der Lo¨sung. Die Ansa¨tze [TPBG93, BGMJ94, ORS96] verwenden Striping-Verfahren, die ein
kontinuierliches Datenobjekt in kleinere Einheiten zerlegen und anschließend diese kleineren
Einheiten auf verschiedene Platten verteilen. Die Zugriffe ko¨nnen hierdurch von mehreren Plat-
ten parallel durchgefu¨hrt werden. Dasselbe Verfahren findet auch fu¨r diskrete Daten Verwen-
dung [CLG94, Zab94, CL95, SWZ98].
Optimierung der Bedienungsreihenfolge Wenn die Positionen der Plattenzugriffe eine kur-
ze Zeitspanne im voraus bekannt sind, kann die Bedienungsreihenfolge der Zugriffe durch das
Scheduling so umgestellt werden, daß die Positionierungsdistanzen zwischen den Fragmen-
ten und damit die Positionierungszeiten verringert werden. Da diese Methoden den Plattenarm
mo¨glichst lange nur in eine Richtung bewegen, d.h. entweder von außen nach innen oder umge-
kehrt, werden sie auch als Fahrstuhl- oder SCAN-Algorithmen [TP72, CKY93, SG94a, WGP94,
CKY93] bezeichnet. Im Vergleich hierzu wird bei FCFS-Algorithmen keine Umstellung der Be-
dienungsreihenfolge durchgefu¨hrt. Die Zugriffe werden ohne Optimierung in der Reihenfolge
ihres Eintreffens ausgefu¨hrt.
1.3.2 Verwendung stochastischer Service-Garantien
Damit der Daten-Server dem Client eine deterministische Service-Garantie [TPBG93, GHBC94,
ORS96, CZ94b, GKS96] zusichern kann, muß sichergestellt sein, daß alle Fristen hinsichtlich
der Bereitstellung der Fragmente eingehalten werden ko¨nnen. Hierfu¨r muß das zeitliche worst-
case Verhalten aller Komponenten betrachtet werden. Bezogen auf das Speichersystem wird
durch Annahme der gro¨ßtmo¨glichen Verzo¨gerungen (Positionierungszeit, Rotationsverzo¨ge-
rung, Transferzeit) die kleinstmo¨gliche Bedienrate ermittelt und hieraus die maximale Anzahl
bedienbarer Datenstro¨me berechnet. Bei dieser konservativen Abscha¨tzung bleibt die stocha-
stische Natur dieser Verzo¨gerungen (variable Transferraten bei Mehr-Zonen-Platten, zufa¨llige
Rotationsverzo¨gerung, variable Fragmentgro¨ßen) unberu¨cksichtigt. Dies fu¨hrt zwangsla¨ufig zu
einer sehr geringen Anzahl an Datenstro¨men, die von der Zulassungkontrolle gleichzeitig ak-
zeptiert werden ko¨nnen. Als Preis fu¨r die deterministische Garantie sind die Platten nur schwach
ausgelastet.
Die Verwendung stochastischer Service-Garantien la¨ßt sich fast mit allen Anwendungen ver-
einbaren, da die meisten Multimedia-Anwendungen gegenu¨ber einer tempora¨ren Verringerung
der Service-Qualita¨t tolerant sind (ausgenommen z.B. medizinische und sicherheitskritische
Anwendungen). Mit einer dynamischen Anpassung der Wiedergabequalita¨t lassen sich zum
Beispiel kurze Sto¨rungen vom Benutzer unbemerkt u¨berbru¨cken [TKC97, HKR97].
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Bei diesen Anwendungen la¨ßt sich durch Verwendung stochastischer Service-Garantien die
Auslastung der Platten, d.h. der Zeitanteil, in der der Server mit der Ausfu¨hrung von Auf-
tra¨gen bescha¨ftigt ist, steigern. Ausschlaggebend hierfu¨r ist, daß das stochastische Verhalten der
Magnetplatten und der Datenstro¨me in die Berechnungen einfließen kann [MSB98, VGGG94,
CZ94a] und somit bei einer festgelegten tolerierbaren Ha¨ufigkeit der Sto¨rungen eine gro¨ße-
re Anzahl an Datenstro¨men zugelassen werden kann. So la¨ßt sich mit stochastischen Service-
Garantien, die Anzahl der Datenstro¨me, die gleichzeitig bedient werden, u.U. verdoppeln, was
zu einem besseren Preis-Leistungs-Verha¨ltnis fu¨hrt.
1.3.3 Gemeinsame Nutzung der Ressourcen
Der gro¨ßte Teil der bisher durchgefu¨hrten Arbeiten hat ein weiteres Optimierungspotential,
na¨mlich die gemeinsame Nutzung der Magnetplatten durch kontinuierliche und diskrete Da-
ten, außer acht gelassen. Sie betrachten gro¨ßtenteils entweder Daten-Server, die ausschließlich
kontinuierliche Daten liefern (z.B. Video-Server) oder diskrete Daten (z.B. File-Server) zur
Verfu¨gung stellen. Um aber die zur Verfu¨gung stehenden Hardware-Ressourcen optimal aus-
zunutzen, ist es zwingend notwendig, alle Daten auf gemeinsam genutzten Magnetplatten ab-
zulegen und keine Trennung nach Datentyp vorzunehmen. Durch diese gemeinsame Nutzung
der Hardware-Ressourcen kann vermieden werden, daß bei einer tempora¨ren Verschiebung der
Zugriffsha¨ufigkeit auf kontinuierliche und diskrete Daten eine zu geringe Auslastung bzw. eine
¨Uberlastung der Ressourcen hervorgerufen wird. Dieser Fall tritt z.B. dann ein, wenn zeitweise
ein ha¨ufigerer Zugriff auf Gescha¨ftsdokumente erfolgt und in anderen Zeitra¨umen, z.B. wa¨hrend
Schulungszeiten, ein versta¨rkter Zugriff auf audio-visuelles Unterrichtsmaterial beno¨tigt wird.
Lastschwankungen beim Zugriff auf beide Datentypen ko¨nnen somit ausgeglichen werden.
In der Literatur ist dieser Ansatz der gemeinsamen Nutzung der Magnetplatten bisher nur un-
zureichend betrachtet worden. In den ersten Vero¨ffentlichungen werden lediglich Methoden
aufgezeigt [MNO96], die zeigen wie bei einer gemischten Arbeitslast, d.h. bei Zugriffen auf
beide Datentypen, das Scheduling der Plattenzugriffe durchgefu¨hrt werden kann. Weitergehen-
de Arbeiten [GLdG98, CPRV98] beschreiben, wie eine Optimierung des Schedulings durch-
gefu¨hrt werden kann. In allen Fa¨llen unterbleibt allerdings eine Untersuchung wie stochastische
Service-Garantien fu¨r kontinuierliche und diskrete Daten sichergestellt werden ko¨nnen.
1.3.4 Sorgfa¨ltige Kapazita¨tsplanung
Durch die Kapazita¨tsplanung wird vor Inbetriebnahme des Daten-Servers der notwendige Res-
sourcenbedarf in Abha¨ngigkeit von der zu erwartenden Last bestimmt. Hierzu geho¨rt z.B. die
Festlegung der Magnetplattenanzahl im Disk-Array. Eine ¨Uberscha¨tzung des tatsa¨chlichen Be-
darfs fu¨hrt zu hohen Investitionskosten und einer zu geringen Auslastung der Platten. Die Un-
terscha¨tzung fu¨hrt zur Nichteinhaltung der Service-Garantien und bei wiederholter Aufstockung
der Ressourcen zu Betriebsunterbrechungen.
Damit sorgfa¨ltige Kapazita¨tplanung mo¨glich ist, muß durch ein Verhaltensmodell des Daten-
Servers eine Vorhersage der Server-Performance bei vorgegebener Last durchgefu¨hrt werden
ko¨nnen.
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1.4 Beitrag und Aufbau der Arbeit
Die vorliegende Arbeit liefert die Grundlagen, damit die im vorangegangenen Abschnitt be-
schriebenen vier notwendigen Bedingungen zur Realisierung eines multimedialen Daten-Servers
mit gu¨nstigem Preis-Leistungs-Verha¨ltnis erfu¨llt werden ko¨nnen. Der Beitrag besteht im einzel-
nen aus:
1. der Untersuchung verschiedener Scheduling-Algorithmen zur Optimierung des Datenzu-
griffs bei gemischten Arbeitslasten sowie
2. der Entwicklung eines analytisches Modells zur stochastischen Berechnung des Perfor-
mance-Verhaltens.
1.4.1 Scheduling-Algorithmen fu¨r gemischte Arbeitslasten
Das Scheduling fu¨r Datenzugriffe bei gemischten Arbeitslasten ist bisher nur unzureichend in
Ansa¨tzen untersucht worden. Erst neuere Arbeiten [MNO96, GLdG98, CPRV98] widmen sich
diesem Thema. Ursache fu¨r Probleme, die sich aus der gemeinsamen Nutzung des Speichersy-
stems ergeben, sind die unterschiedlichen anwendungsorientierten Performance-Anforderungen
(geringe Sto¨rungsrate / kurze Antwortzeit) fu¨r beide Datentypen. Beide Anforderungen mu¨ssen
bei der Durchfu¨hrung der Plattenzugriffe beru¨cksichtigt werden. Daru¨ber hinaus muß den sys-
temorientierten Performance-Anforderungen Genu¨ge geleistet werden, indem durch geeignete
Methoden, z.B. durch eine Optimierung des Datenzugriffs, die Effizienz der Platten gesteigert
und hierdurch eine Erho¨hung des Durchsatz ermo¨glicht wird. In der Arbeit werden folgende
Punkte betrachtet:
 Es wird eine Taxonomie vorgestellt, mit der verschiedene Scheduling-Strategien anhand
weniger Parameter beschrieben werden ko¨nnen.
 Es werden mehrere Scheduling-Strategien, die eine Optimierung des Datenzugriffs durch-
fu¨hren, hinsichtlich ihrer Auswirkung auf die Service-Qualita¨t (Antwortzeit, Sto¨rungsra-
te) untersucht. Experimentell wird die beste Scheduling-Strategie ermittelt.
 Es wird im Detail die Implementierung der zu den Scheduling-Strategien geho¨rigen Al-
gorithmen beschrieben und ein Prototypsystem vorstellt, in das ein Teil der Scheduling-
Algorithmen integriert worden ist.
1.4.2 Stochastische Modellierung des Performance-Verhaltens
Um Aussagen u¨ber die Performance des Daten-Servers zu erhalten, ohne hierzu Messungen
in einer Simulation oder einer realen Implementierung durchfu¨hren zu mu¨ssen, kann auf Basis
mathematischer Verfahren ein analytisches Modell des Server-Verhaltens erstellt werden. In der
vorliegenden Arbeit wird ein analytische Modell, bestehend aus zwei Teilmodellen, entwickelt,
das die stochastische Service-Qualita¨t fu¨r kontinuierliche und diskrete Daten berechnen kann.
Die Berechnungen erfolgen fu¨r eine festgelegte Last, d.h. fu¨r eine festgelegte Ha¨ufigkeit von
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Zugriffen auf diskrete Daten und eine festgelegte Anzahl von Datenstro¨men, die parallel bedient
werden.
Grundlage beider Teilmodelle ist eine detaillierte stochastische Modellierung des Plattenzu-
griffs, in der zum ersten Mal auch Mehr-Zonen-Platten und die Verwendung von SCAN-Algo-
rithmen Beru¨cksichtigung finden. Bisherige Arbeiten [BDEM94, VGG95, ORS96] sind bei
der Modellierung stets von Ein-Zonen-Platten ausgegangen und haben konservative worst-case
Annahmen fu¨r Rotationsverzo¨gerung und Positionierungszeiten vorausgesetzt. Sofern eine sto-
chastische Modellierung vorgenommen wurde [CZ94b, VGGG94, CL96], ist eine Beru¨cksich-
tigung von SCAN-Algorithmen fu¨r den effizienten Plattenzugriff unterblieben.
Das erste Teilmodell berechnet fu¨r kontinuierliche Daten eine obere Schranke fu¨r die Ha¨ufig-
keit, mit der eine festgelegte Sto¨rungsrate u¨berschritten wird. Hierbei wird eine stochastische
Gro¨ßenverteilung der Fragmente vorausgesetzt, wie sie bei kontinuierlichen Datenobjekten mit
variabler Datenrate auftreten. Bisherige Arbeiten haben hier gro¨ßtenteils konstante Fragment-
gro¨ßen angenommen.
Das zweite Teilmodell ermittelt auf Basis eines Warteschlangenmodells eine obere Schranke
fu¨r die Wahrscheinlichkeit, daß eine festgelegte Antwortzeitschranke u¨berschritten wird. Auch
hier wird eine stochastische Gro¨ßenverteilung der diskreten Datenobjekte angenommen und zu-
dem ein stochastischer Poisson-Ankunftsprozeß der Auftra¨ge, die auf diskrete Daten zugreifen,
beru¨cksichtigt. Dies ist die erste Arbeit, die sich diesem Problem im Kontext mit multimedialen
Daten-Servern widmet und dabei eine praktisch umsetzbare Lo¨sung erarbeitet.
Einsetzbar sind diese analytischen Vorhersagen erstens bei der Konfiguration des Daten-Servers,
bei der man mit mo¨glichst geringem Ressourceneinsatz, d.h. mit einer mo¨glichst geringen An-
zahl Magnetplatten, die Performance-Anforderungen der Anwendungen erfu¨llen mo¨chte. Zwei-
tens bildet die analytische Vorhersage der Server-Performance die Grundlage fu¨r die Zulas-
sungskontrolle kontinuierlicher Datenobjekte unter Verwendung stochastischer Service-Garan-
tien.
Zusammenfassend werden in der Arbeit folgende Punkte betrachtet:
 Es erfolgt eine stochastische Modellierung des Plattenzugriffs fu¨r Ein- und Mehr-Zonen-
Platten bei Verwendung von SCAN- und FCFS-Algorithmen.
 Es wird ein stochastisches Modell entwickelt, daß Service-Garantien sowohl fu¨r kontinu-
ierliche als auch diskrete Datenobjekte berechnen kann.
 Die Vorhersagen des analytischen Modells werden mit Meßergebnissen aus Experimen-
ten verglichen, in denen die entwickelten Scheduling-Algorithmen fu¨r gemischte Arbeits-
lasten simuliert werden.
 Basierend auf dem analytischen Modell wird ein Konfigurationsalgorithmus vorgestellt,
der bei Vorgabe der gewu¨nschten Service-Garantien und der erwarteten Last die minimale
Anzahl beno¨tigter Magnetplatten berechnet.
1.4.3 Aufbau der Arbeit
Die Gliederung der Arbeit erfolgt grob in fu¨nf Teile. Nach dieser Einleitung folgt der zweite
Teil, die sich mit Scheduling-Algorithmen fu¨r gemischte Arbeitslasten befaßt.
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Hierin wird in Kapitel 2 zuna¨chst eine ¨Ubersicht u¨ber verschiedene Mo¨glichkeiten der Da-
tenpartitionierung und Datenplazierung fu¨r kontinuierliche und diskrete Datenobjekte gegeben
sowie deren Vor- und Nachteile abgewa¨gt.
In Kapitel 3 folgt eine ¨Ubersicht u¨ber verschiedene Scheduling-Strategien, die ausschließlich
zur Lieferung kontinuierlicher Datenobjekte entwickelt worden sind. Auf Basis dieser Strategi-
en werden verschiedene Mo¨glichkeiten aufgezeigt, wie ein Zugriff auf diskrete Daten integriert
werden kann. Die Freiheitsgrade werden in einer Taxonomie anhand weniger Parameter be-
schrieben und es wird gezeigt, wie die Scheduling-Strategien konkret in Algorithmen umgesetzt
werden ko¨nnen und welche Datenstrukturen hierbei Verwendung finden.
Die Evaluation der Scheduling-Algorithmen wird in Kapitel 4 durchgefu¨hrt. Die Untersuchung
beschra¨nkt sich auf diejenigen Algorithmen, die eine hohe Kapazita¨t hinsichtlich der Bear-
beitung von Plattenzugriffen erwarten lassen. Es wird die Modellierung der Hardwarekompo-
nenten, der Datenobjekte und der Last beschrieben und die Simulationsumgebung, in der die
Messungen durchgefu¨hrt werden, na¨her erla¨utert. Zum Schluß wird als Fazit eine Empfehlung
fu¨r die Auswahl des geeignetsten Scheduling-Algorithmus gegeben.
Der dritte Teil der Arbeit bescha¨ftigt sich mit der Entwicklung der beiden analytischen Teilmo-
delle zur Vorhersage der Server-Performance. Kapitel 5 bereitet hierfu¨r die Grundlagen vor und
beschreibt die stochastische Modellierung der Magnetplatte und u.a. die Gro¨ßenverteilung fu¨r
kontinuierliche und diskreten Datenobjekte.
Kapitel 6 entwickelt das erste analytische Teilmodell. Mit ihm ist es mo¨glich, die Restwahr-
scheinlichkeit abzuscha¨tzen, mit der eine festgelegte Sto¨rungsrate u¨berschritten wird. Als erstes
wird die Zeit stochastisch charakterisiert, die beno¨tigt wird, eine festgelegte Anzahl von Daten-
stro¨men zu bedienen. Hierzu werden zwei Ansa¨tze zur Berechnung konkreter Werte vorgestellt,
auf die aufbauend im Anschluß die stochastische Abscha¨tzung der Sto¨rungsrate erfolgt. Als Ab-
schluß werden die Vorhersagen des Modells mit Meßergebnissen aus Simulationen verglichen,
um die Gu¨te des Modells zu dokumentieren.
Das zweite analytische Teilmodell wird in Kapitel 7 vorgestellt. Es ermo¨glicht, die Restwahr-
scheinlichkeit der Antwortzeit abzuscha¨tzen. Analog zum vorangegangenen Kapitel erfolgt
auch hier zum Abschluß eine Evaluierung des Modells, indem ein Vergleich der Vorhersage-
ergebnisse mit Meßergebnissen durchgefu¨hrt wird.
Das Kapitel 8 integriert die beiden analytischen Modelle aus Kapitel 6 und 7 in einem Konfigu-
rationsalgorithmus. Der Algorithmus liefert auf Basis der analytischen Modelle die minimale
Anzahl beno¨tigter Platten, damit der Daten-Server vorgegebene Performance-Anforderungen
erfu¨llen kann.
Der vierte Teil der Arbeit bescha¨ftigt sich mit der Realisierung des Prototypsystems, in das die
Ideen und Ansa¨tze der vorangegangenen Kapitel eingeflossen sind. In Kapitel 9 erfolgt eine
¨Ubersicht u¨ber Funktionalita¨t und Architektur.
Den Abschluß der Arbeit bildet der fu¨nfte Teil mit einem Ausblick auf Erweiterungsmo¨glich-
keiten in Kapitel 10 und einer Zusammenfassung in Kapitel 11 und 12.








Dieses Kapitel gibt zuna¨chst eine ¨Ubersicht u¨ber verschiedene in der Literatur vorgestellte Ver-
fahren zur Datenplazierung von diskreten und kontinuierlichen Datenobjekten. Weiterhin wird
unter Abwa¨gung von Vor- und Nachteilen eine Empfehlung zum Systementwurf ausgesprochen.
Dateisysteme, wie sie bisher zur Ablage von diskreten Daten in konventionellen Systemen Ver-
wendung finden, sind prima¨r darauf ausgerichtet, durch die Plazierung der Daten eine effiziente
Ausnutzung der Speicherplatzkapazita¨t zu gewa¨hrleisten [SG94b] und insbesondere eine Frag-
mentierung des Speicherplatzes zu verhindern. Hierbei bleiben die spezifischen Anforderungen
kontinuierlicher Datenobjekte sowie deren spezifische Zugriffsmuster unberu¨cksichtigt. Durch
spezielle Techniken kann deren Plazierung die rechtzeitige und effiziente Ausfu¨hrung der kon-
tinuierlichen Datenzugriffe unterstu¨tzen und den meist sequentiellen Zugriff auf diese Objekte
ausnutzen.
In diesem Kapitel wird die Plazierung der Daten beider Objekttypen in einem Disk-Array be-
schrieben. Ausgangspunkt fu¨r die Plazierung ist deren Partitionierung, d.h. die Zerlegung der
Datenobjekte in kleinere Teile, und die Verteilung auf mehrere Platten des Disk-Arrays. Dieses
Verfahren ist als Disk-Striping oder Data-Striping [Kim86, SGM86, PGK88, LKB87, CLG94]
bekannt und kann sowohl auf diskrete [Zab94, SWZ98] als auch auf kontinuierliche Datenob-
jekte [BGMJ94, GK95b, ORS96] angewandt werden. Es bietet fu¨r beide Datentypen mehrere
Vorteile [GVK95, TPBG93]:
 Steigerung der Bedienrate:
Dadurch, daß mehrere Platten beim Datenzugriff gleichzeitig zusammenarbeiten ko¨nnen,
steht pro Datenzugriff eine ho¨here Bedienrate zur Verfu¨gung. Hierdurch kann unter be-
stimmten Bedingungen der Durchsatz erho¨ht werden.
 Balancierung der Last:
Durch die Verteilung der Zugriffe auf mehrere Platten ergibt sich eine Lastverteilung un-
ter der Voraussetzung, daß die Datenobjekte gleichma¨ßig u¨ber alle Platten verteilt werden
und daß die Datenzugriffe gleichma¨ßig alle Datenobjekte betreffen.
 Ausfallsicherheit:
Durch redundante Datenhaltung ist es mo¨glich, Lese- und Schreibfehler oder den Ausfall
einzelner Platten zu maskieren.
27
28 2 Plazierung der Datenobjekte
 Verringerung der Speicherfragmentierung:
Bei sehr großen Datenobjekten, besonders bei kontinuierlichen Datenobjekten kann die
Speicherplatzkapazita¨t einer Platte nicht vollsta¨ndig durch eine ganze Anzahl dieser Ob-
jekte ausgenutzt werden. Werden hingegen kleinere Teile des kontinuierlichen Datenob-
jektes verteilt, werden alle beteiligten Platten gleichma¨ßiger aufgefu¨llt und damit hin-
sichtlich der Speicherplatzkapazita¨t gleichma¨ßiger ausgelastet.
Die ¨Ubersicht beginnt zuna¨chst mit Plazierungsverfahren fu¨r diskrete Datenobjekte. Daraufhin
werden verschiedene Plazierungsvarianten fu¨r kontinuierliche Datenobjekte beschrieben, bevor
eine Empfehlung zum Systementwurf bezu¨glich beider Datentypen abgegeben wird.
2.1 Plazierung diskreter Datenobjekte
Die Partitionierung, d.h. die Zerlegung diskreter Datenobjekte erfolgt auf Blockebene. Das Ob-
jekt wird hierzu in Segmente zerlegt, die logisch benachbarte Daten enthalten und jeweils zu-
sammenha¨ngend in aufeinanderfolgenden logischen Blo¨cken einer Platte gespeichert werden.
Die Gro¨ße der Segmente, die als Striping-Tiefe bezeichnet wird, hat einen konstanten Wert, der
als Vielfaches der Plattenblockgro¨ße festgelegt wird. Die Striping-Tiefe kann fu¨r jedes Daten-
objekt individuell festgelegt werden. Die Verteilung der Segmente erfolgt objektweise und kann
das gesamte Disk-Array oder nur einen Teil hiervon betreffen. Nach dem Round-Robin-Prinzip
werden benachbarte Segmente eines Datenobjektes benachbarten, ggf. zyklisch benachbarten,
Platten des Disk-Arrays zugeordnet. Neben dieser Form der regelma¨ßigen Plazierung, die ei-
nem geordneten Muster folgt, erfolgt bei einer randomisierten Verteilung die Zuordnung auf die
Platten zufa¨llig. Die Anzahl der Platten, die bei der Verteilung verwendet werden, bezeichnet
man als Striping-Breite des Datenobjektes. Die Abbildung 2.1 illustriert beide Parameter an ei-
nem Disk-Array mit fu¨nfzehn Platten auf dem vier verschiedene diskrete Datenobjekte abgelegt
sind.
Die Datenobjekte A und B besitzen beide eine Striping-Breite von fu¨nf Platten. Die Segment-
gro¨ße, d.h. die Striping-Tiefe von Objekt A betra¨gt vier Blo¨cke, die von Objekt B hat einen
Wert von zwei Blo¨cken. Die Auswirkung der unterschiedlichen Striping-Tiefe wird bei den
Datenzugriffen deutlich, die auf einem Ausschnitt des Datenobjektes ausgefu¨hrt werden. Soll
etwa ein acht Block großer Ausschnitt von Objekt A gelesen werden, so verteilen sich dessen
Blo¨cke auf mindestens zwei und ho¨chstens drei verschiedene Platten. Beim Zugriff auf den
Ausschnitt ko¨nnen so mindestens zwei Platten gleichzeitig den Auftrag bearbeiten. Das Lesen
eines Ausschnitts mit einer Gro¨ße von acht Blo¨cken von Objekt B hat im Vergleich hierzu einen
Parallelita¨tsgrad von mindestens vier und ho¨chstens fu¨nf. Der Parallelita¨tsgrad bezeichnet die
Anzahl der an einem Datenzugriff beteiligten Platten. Er ist nach oben durch die Striping-Breite
beschra¨nkt.
Durch den parallelen Datenzugriff steht das Vielfache der Transferrate einer Platte zur Verfu¨-
gung und die Transferzeit verku¨rzt sich im Vergleich zu einer Datenplazierung, bei der alle
Blo¨cke ausschließlich von einer Platte gelesen werden mu¨ssen. Im Gegensatz zur Transferzeit
werden die Positionierungszeiten und die Rotationsverzo¨gerungen an denen am Datenzugriff
beteiligten Platten nicht verringert, sondern bleiben in unvera¨nderter Gro¨ße bestehen. Fu¨r kleine
Datenzugriffe, d.h. fu¨r Zugriffe mit einer geringen Anzahl von Blo¨cken, die wesentlich von der






















































































Abbildung 2.1: Partitionierung und regelma¨ßige Plazierung mit verschiedenen Striping-Tiefen
und -Breiten.
Positionierungszeit und der Rotationsverzo¨gerung abha¨ngen, kann folglich eine Parallelisierung
zu einer Erho¨hung der Bedienzeit fu¨hren.
Die Parallelisierung hat weiterhin Einfluß auf den Durchsatz der Auftra¨ge. Da Positionierungs-
zeiten und die Rotationsverzo¨gerungen in unvera¨nderter Gro¨ße anfallen, steigt die Plattenbe-
legungszeit an. Sie ist als Summe der Einzelbedienzeiten bei einem parallelen Datenzugriff
definiert (siehe Abbildung 2.2) und charakterisiert den Ressourcenverbrauch eines Zugriffs. Je
mehr Ressourcen pro Zugriff beno¨tigt werden, desto geringer ist die Anzahl der Zugriffe, die
pro Zeiteinheit ausgefu¨hrt werden ko¨nnen. Dies bedeutet das mit wachsendem Parallelita¨tsgrad
der Durchsatz sinkt.
Der sinkende Durchsatz bewirkt, daß Auftra¨ge ggf. fu¨r einen la¨ngeren Zeitraum auf das Ende
vorangegangener Auftra¨ge warten mu¨ssen, bevor ihre Ausfu¨hrung stattfinden kann. Dies be-
wirkt eine verla¨ngerte Wartezeit, die die verku¨rzte Transferzeit kompensieren kann.
In verschiedenen Arbeiten [CP90, GHW90, CT93, Zab94, CL95] wird gezeigt, wie man durch
analytische Berechnungen bei einer festgelegten Last einen optimalen Parallelita¨tsgrad erreicht,
der die Antwortzeit, d.h. die Summe aus Warte- und Bedienzeit, minimiert. Weiterhin wird
erla¨utert, wie bei Kenntnis der Auftragsgro¨ßen die Striping-Breite und -Tiefe gewa¨hlt werden
muß, um diesen optimalen Parallelita¨tsgrad beim Plattenzugriff zu gewa¨hrleisten.
2.2 Plazierung kontinuierlicher Datenobjekte
Im folgenden werden die bereits aus dem vorangegangenen Abschnitt bekannten Verfahren auf
kontinuierliche Datenobjekte angewandt. Hierbei sind aufgrund der Charakteristik der verwen-
deten Daten verschiedene Freiheitsgrade mo¨glich.






























































































































































































































Abbildung 2.2: Plattenbelegungszeit fu¨r verschiedene Parallelita¨tsgrade [Zab94]
2.2.1 Datenpartitionierung
Die Verteilung der kontinuierlichen Datenobjekte auf das Disk-Array des Daten-Servers er-
fordert, wie es auch bei den diskreten Datenobjekten der Fall war, zuna¨chst deren Zerlegung
(Partitionierung) in Teilobjekte. Dieses geschieht zuna¨chst auf einer anwendungsorientierten
Ebene, da die Teilobjekte, die im folgenden als Fragmente bezeichnet werden, die kleinste logi-
sche Dateneinheit darstellen, auf die der Daten-Server mit Hilfe seines Dateisystems zugreifen
kann. Eine weitergehende blockorientierte Zerlegung der Fragmente in Segmente, ist daru¨ber
hinaus mo¨glich. Es lassen sich zwei Arten dieser anwendungsorientierten Partitionierung unter-
scheiden.
KDL-Partitionierung: Die KDL-Partitionierung (KDL = konstante Datenla¨nge, engl. CDL =
constant data length) erzeugt Fragmente mit konstanter Datenla¨nge, d.h. alle Fragmente bein-
halten die gleiche Datenmenge in Bytes.
KWL-Partitionierung: Die KWL-Partitionierung (KWL = konstante Wiedergabela¨nge, engl.
CTL = constant time length) erzeugt Fragmente mit konstanter Wiedergabela¨nge [CZ94a, CZ96,
CBR95]. Bei konstanter Wiedergabela¨nge hat die Wiedergabedauer der in einem Fragment ge-
speicherten Informationen einen konstanten Wert. Daraus resultiert dann in der Regel, d.h. bei
einer Kodierung mit variabler Datenrate, eine unterschiedliche Datenla¨nge der Fragmente.
Die kleinste sinnvolle Wiedergabela¨nge eines KWL-Fragments ist die Wiedergabedauer eines
Einzelbildes ggf. mit den dazugeho¨rigen Audiodaten, da ein Einzelbild fu¨r die Pra¨sentation
die kleinste einzeln darstellbare Einheit bildet. ¨Ublicherweise werden mehrere Bilder in ei-
nem KWL-Fragment zusammengefaßt (siehe Abbildung 2.3). Ihre Anzahl ist abha¨ngig von
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Abbildung 2.3: KWL-Partitionierung und KDL-Partitionierung im Vergleich
der Bildrate des kontinuierlichen Datenobjektes. Bei Verwendung u¨blicher digitaler Aufzeich-
nungsnormen [ITU90] werden 30 Einzelbilder pro Sekunde wiedergegeben, die z.B. zusam-
mengefaßt in einem KWL-Fragment mit einer Wiedergabela¨nge von einer Sekunde enthalten
sind.
Der Unterschied zwischen diesen beiden Partitionierungsverfahren wirkt sich nur bei VDR-
Datenobjekten aus. Bei ihnen schwankt aufgrund der variablen Datenrate die Menge der pro
Zeiteinheit abgespeicherten Daten, und die Gro¨ße eines KWL-Fragments ist davon abha¨ngig,
wie stark deren Inhalt komprimiert ist. Bei Objekten mit konstanter Datenrate sind KWL-
Fragmente und KDL-Fragmente gleich groß und beide Partitionierungsverfahren liefern identi-
sche Ergebnisse.
2.2.2 Regelma¨ßige Plazierung
Die Plazierung der Fragmente auf dem Disk-Array des Daten-Servers kann, wie bei den Seg-
menten diskreter Datenobjekte, entweder regelma¨ßig oder randomisiert erfolgen. Eine regel-
ma¨ßige Plazierung bedeutet, daß die Auswahl der Platten, auf dem die Fragmente abgelegt
werden, nach einem spezifischen Muster erfolgt. Die randomisierte Plazierung wa¨hlt hingegen
die Platten nach dem Zufallsprinzip aus. Im folgenden wird zur Vereinfachung der Darstel-
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lung davon ausgegangen, daß die Verteilung stets alle Platten betrifft. Dies bedeutet, daß mit
einer fu¨r alle Datenobjekte gleichen Striping-Breite gearbeitet wird, deren Wert der Anzahl
der Platten im Disk-Array entspricht. Sofern das Disk-Array in mehrere disjunkte Plattenmen-
gen aufgeteilt wird, denen jeweils einzelne kontinuierliche Datenobjekte zugewiesen werden
[CBR95, GK95b], ko¨nnen die im folgenden beschrieben Verfahren ebenso auf jede dieser Teil-
mengen angewandt werden.
Bei der regelma¨ßigen Verteilung der Daten lassen sich zwei Verfahren in Abha¨ngigkeit vom
Parallelita¨tsgrad beim Datenzugriff unterscheiden.
Feinko¨rniges regelma¨ßiges Striping (FRS): Das feinko¨rnige regelma¨ßige Striping (engl. fine
grained striping) [TPBG93, ORS96] (siehe Abbildung 2.4) fu¨hrt eine weitere blockorientierte
Zerlegung der Fragmente in Segmente durch und verteilt diese Segmente gleichma¨ßig u¨ber alle
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F.1.1
Abbildung 2.4: Feinko¨rniges regelma¨ßiges Striping: jedes Fragment wird gleichma¨ßig zerlegt
u¨ber alle Platten verteilt
Grobko¨rniges regelma¨ßiges Striping (GRS): Das grobko¨rnige regelma¨ßige Striping (engl.
coarse grained striping) [ORS96, GK95b], plaziert zyklisch aufeinanderfolgende Fragmente
vollsta¨ndig auf benachbarten Platten des Disk-Arrays (siehe Abbildung 2.5). Eine weitergehen-
de blockorientierte Zerlegung findet nicht statt.
kontinuierliches Datenobjekt "G"Striping-Tiefe
Fragment
G.1 G.2 G.3 G.4
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G.5
Abbildung 2.5: Grobko¨rniges regelma¨ßiges Striping: jedes Fragment liegt auf einer einzigen
Platte
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In beiden Verfahren werden Segmente bzw. Fragmente jeweils zusammenha¨ngend auf den Plat-
ten abgelegt, so daß beim Zugriff hierauf eine Repositionierung des Schreib-Lese-Kopfes nur
auf benachbarte Spuren der Platte notwendig ist. Da das Fragment die kleinste Zugriffeinheit
bildet, wird angenommen, daß es entweder vollsta¨ndig geschrieben oder vollsta¨ndig gelesen
wird. Beim feinko¨rnigen Striping entspricht somit der Parallelita¨tsgrad der Anzahl der Platten,
da alle Platten beim Fragmentzugriff beteiligt sind. Das grobko¨rnige Striping hat einen Paralle-
lita¨tsgrad von eins, da das Fragment lediglich von einer Platte geliefert wird.
Beim grobko¨rnigen Striping entspricht die Striping-Tiefe der Gro¨ße eines Fragments. Bei va-
riablen Fragmentgro¨ßen ergibt sich somit auch eine variable Striping-Tiefe. Beim feinko¨rnigen
Striping ist die Striping-Tiefe durch die Gro¨ße eines Segments bestimmt. Auch hier ist die
Striping-Tiefe ein variabler Parameter, der von der Datenkomprimierung und der Partitionie-
rungsart bestimmt wird.
Beide Striping-Schemata ko¨nnen sowohl auf KWL- als auch auf KDL-Fragmente angewandt
werden. Bei der Verwendung von KDL-Fragmenten der Gro¨ße s und grobko¨rnigem Striping
auf P
disks
Platten ergibt sich dieselbe Datenplazierung, als wenn KDL-Fragmente der Gro¨ße
P
disks
 s und feinko¨rniges Striping einsetzt wu¨rde. Dieses gilt aufgrund der variablen Kompri-





Bei der randomisierten Plazierung werden Fragmente den zur Verfu¨gung stehenden Platten
zufa¨llig zugeordnet. Hierbei gibt es wiederum zwei unterschiedliche Verfahren. Das feinko¨rnige
zufa¨llige Striping (FZS) [BMW96, KGK96] ist vergleichbar mit der regelma¨ßigen Variante, die
im vorigen Abschnitt beschrieben wurde. Der Unterschied liegt darin, daß fu¨r jedes Fragment
eine zufa¨llige Teilmenge der Platten bestimmt wird, auf der die Segmente des Fragments pla-
ziert werden. Die Gro¨ße der Plattenmenge ist fu¨r alle Fragmente konstant. Hat sie den Wert i, so








Mo¨glichkeiten fu¨r die Plazierung eines Frag-
ments. Wie beim feinko¨rnigen regelma¨ßigen Striping erfordert der Zugriff auf ein Fragment den
gleichzeitigen Zugriff auf alle Segmente, d.h, es sind i Platten beim Zugriff beteiligt.
Das grobko¨rnige zufa¨llige Striping (GZS) [Kor97] plaziert im Vergleich zum regelma¨ßigen Ver-
fahren Fragmente nicht mehr zyklisch, sondern wa¨hlt die Platte, auf der jeweils ein Fragment
vollsta¨ndig abgelegt wird, zufa¨llig aus.
2.3 Empfehlungen zum Systementwurf
Die in den vorangegangenen Abschnitten vorgestellten Partitionierungs- und Plazierungsver-
fahren, lassen sich beliebig miteinander kombinieren. Unter bestimmten Bedingungen sind
aber nur weniger Kombinationen in Verbindung mit dem im na¨chsten Kapitel vorgestellten
Scheduling-Algorithmen sinnvoll. Im voraus lassen sich bereits folgende Vor- und Nachteile
erkennen.
34 2 Plazierung der Datenobjekte
2.3.1 Empfehlung fu¨r diskrete Datenobjekte
Die Partitionierung der diskreten Daten kann auf Basis der in der Literatur [CP90, GHW90,
CT93, Zab94, CL95] vorgestellten analytischen Modelle erfolgen. Da die Modelle aber le-
diglich eine Optimierung der Datenplazierung vornehmen und ansonsten die Plattenzugriffe
in FCFS-Reihenfolge voraussetzen, erscheint die Partitionierung nur dann sinnvoll, wenn der
Daten-Server gewa¨hrleisten kann, daß die Zugriffe auf diskrete Datenobjekte entsprechend den
Modellen auch in FCFS-Reihenfolge durchgefu¨hrt werden.
Sollte der Daten-Server SCAN-Algorithmen zur Optimierung der Bedienungsreihenfolge ver-
wenden, so ist unklar, in welchem Ausmaß sich ein gro¨ßerer Parallelita¨tsgrad u¨berhaupt auf
eine Senkung der Antwortzeit auswirken kann. Bevor diese offene Frage in zuku¨nftigen Ar-
beiten nicht gekla¨rt wird, sollte in diesem Fall auf eine Partitionierung diskreter Datenobjekte
verzichtet und der Parallelita¨tsgrad  verwendet werden.
2.3.2 Empfehlung fu¨r kontinuierliche Datenobjekte
konstante Datenla¨nge vs. konstante Wiedergabela¨nge
Wird eine KDL-Partitionierung verwendet, so vereinfacht sich das Speichermanagement so-
wohl auf den Platten als auch im Server- und Client-Puffer aufgrund der konstanten Fragment-
gro¨ße und es kann eine Fragmentierung des Speichers auf einfache Weise vermieden werden.
Diese Fragmentierungsprobleme treten besonders in Systemumgebungen auf, in denen ha¨ufi-
ge Einfu¨ge- und Lo¨schoperationen auf den Daten (z.B. Video-/Audio-Editing), durchgefu¨hrt
werden.
Spielen Fragmentierungsprobleme keine Rolle, da die Datenobjekte nach dem initialen La-
den auf das Disk-Array selten oder u¨berhaupt nicht mehr vera¨ndert werden (z.B. bei Video-
On-Demand) oder fragmentierter Plattenspeicher durch kleinere diskrete Datenobjekte genutzt
werden kann (z.B. bei News-On-Demand oder Tele-Teaching), so hat die KWL-Partitionierung
insbesonders bei VDR-Datenobjekten große Vorteile. Die KWL-Partitionierung ist besonders
fu¨r Server-Push-Architekturen geeignet, da sie die Datenflußanpassung stark vereinfacht. Hat
die Wiedergabela¨nge aller Fragmente eines kontinuierlichen Datenobjektes einen konstanten
Wert von z.B. einer Sekunde, so hat der Daten-Server dem Client in jeder Sekunde genau ein
Fragment zu schicken, damit die Datenrate eingehalten werden kann. Zusa¨tzliche Mechanismen
zur ¨Uberwachung der Bedienrate sind somit nicht notwendig, und eine Realisierung ist relativ
einfach mo¨glich.
feinko¨rniges vs. grobko¨rniges Striping
Ein erho¨hter Parallelita¨tsgrad von mehr als , wie es durch das feinko¨rnige Striping erreicht
wird, hat fu¨r kontinuierliche Datenobjekte nur dann Vorteile, wenn eine Minimierung der Ant-
wortzeit fu¨r den Zugriff auf ein Fragment notwendig ist. Dies ist z.B. bei einer Client-Pull-
Architektur relevant, bei der der Client die Fristen der Bereitstellungszeitpunkte kurzfristig
festsetzt.
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Bei einer Server-Push-Architektur, bei der der Daten-Server die Bereitstellungszeitpunkte selbst
bestimmt, spielt die Antwortzeit eine untergeordnete Rolle. Entscheidend ist hierbei der Durch-
satz, der bei einem Parallelita¨tsgrad von  maximal wird.
regelma¨ßige vs. randomisierte Plazierung
Die Vorteile einer regelma¨ßigen Plazierung ergeben sich beim Datenzugriff durch die extrem
einfache Berechnung, auf welcher Platte ein Fragment abgelegt worden ist. Fu¨r das grobko¨rnige





. Hierbei wird angenommen, daß das Disk-Array aus P
disks
Plat-
ten besteht, die von  bis P
disks
durchnumeriert sind und sich das erste Fragment mit der Num-
mer  auf der Platte k befindet. Außerdem ergeben sich regelma¨ßige vorhersehbare Zugriffs-
muster, die es erlauben, durch die Zulassungskontrolle die Last auf den Platten gleichma¨ßig zu
verteilen.
Im Vergleich hierzu wird fu¨r die randomisierte Plazierung zusa¨tzliche Kapazita¨t fu¨r Verwal-
tungsdaten beno¨tigt, da eine algorithmische Berechnung der Plattennummer bei gegebener Frag-
mentnummer nicht mehr mo¨glich ist.
Dagegen werden in [MSB98] die beiden wichtigsten Vorteile einer randomisierten Plazierung
aufgefu¨hrt. Hierzu za¨hlt eine implizite Lastbalancierung, die sich durch die zufa¨llige Verteilung
der Daten langfristig ergibt, ohne daß durch eine explizite Zulassungkontrolle regulierend ein-
gegriffen werden muß. Des weiteren werden unvorhersehbare Zugriffsmuster unterstu¨tzt, die
z.B. durch einige Anwendungen (Video-/Audio-Editing) erzeugen werden und die durch ha¨ufi-
ge Unterbrechungen, Vor- und Zuru¨ckspulen charakterisiert sind. Da bei der zufa¨lligen Plazie-
rung keine geordneten Zugriffmuster vorausgesetzt werden, ko¨nnen diese Anwendungen ohne
zusa¨tzliche Maßnahmen einfach unterstu¨tzt werden.
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Kapitel 3
Scheduling der Datenzugriffe
In diesem Kapitel wird erla¨utert, wie der Zugriff auf kontinuierliche und diskrete Datenob-
jekte erfolgt. Zuna¨chst werden dabei nur kontinuierliche Datenobjekte betrachtet und eini-
ge Lo¨sungsmo¨glichkeiten aus der Literatur vorgestellt, die es erlauben, daß der Daten-Server
gleichzeitig mehrere Benutzer mit Daten versorgen kann. Die Verfahren, die den konkurrie-
renden Datenzugriff auf die Systemressourcen kontrollieren und optimieren, werden in den
folgenden Abschnitten als Scheduling-Strategien bezeichnet. In weiteren Abschnitten wird ge-
zeigt, wie die Einbettung von Zugriffen auf diskrete Datenobjekte durchgefu¨hrt werden kann,
ohne daß es hierbei zu einer wechselseitigen Sto¨rung der beiden Zugriffstypen kommt. Die
hierbei mo¨glichen Freiheitsgrade werden in Form einer Taxonomie anhand weniger Parame-
ter beschrieben. Weiterhin wird gezeigt, wie die Scheduling-Strategien konkret in Scheduling-
Algorithmen umgesetzt werden ko¨nnen und welche Datenstrukturen hierfu¨r notwendig sind.
3.1 Scheduling-Strategien fu¨r kontinuierliche Datenzugriffe
Der Daten-Server liest die Daten eines kontinuierlichen Datenobjektes als Folge von Frag-
menten von den Platten und speichert sie jeweils tempora¨r zur ¨Ubertragung u¨ber das Netz im
Server-Puffer. Ein Auftrag zum Lesen eines Fragments wird im folgenden als K-Auftrag be-
zeichnet. Ein K-Auftrag kann, falls das Fragment auf mehreren Platten plaziert worden ist (siehe
feinko¨rniges Striping in Abschnitt 2.2.2), in weitere K-Teilauftra¨ge zerlegt werden. Der Daten-
Server muß durch eine intelligente Strategie sicherstellen, daß durch die rechtzeitige Bedienung
eines Datenstromes, d.h. durch die rechtzeitige Ausfu¨hrung der dazugeho¨rigen K-Auftra¨ge, kei-
ne zeitlichen Verzo¨gerungen innerhalb des Datenstromes und damit Unterbrechungen in der ste-
tigen Wiedergabe auftreten. Analog gilt dasselbe, wenn der Client bei der Aufnahme von Audio
oder Video als Datenquelle fungiert und Daten auf dem Server in Quasi-Echtzeit abzulegen
sind. In diesem Fall muß der Daten-Server durch die rechtzeitige Abnahme und das Speichern
der Fragmente einen ¨Uberlauf im Client-Puffer verhindern. Im folgenden ist die Darstellung auf
den Fall der Wiedergabe eines kontinuierlichen Datenobjektes beschra¨nkt.
Es lassen sich periodische und aperiodische Scheduling-Strategien unterscheiden. Periodische
Scheduling-Strategien sind dadurch gekennzeichnet, daß die Datenzugriffe in einem regelma¨ßi-
gen zeitlichen Muster erzeugt werden, das bei den aperiodischen Verfahren nicht vorhanden
ist.
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3.1.1 Periodische Scheduling-Strategien
Das periodische Scheduling bedient jeden Datenstrom in einem periodischen Muster. Dabei
erfolgt bei den meisten Scheduling-Strategien die Bedienung der Datenstro¨me rundenbasiert.
Hierzu wird die Zeit in Runden eingeteilt und in jeder Runde pro aktivem Datenstrom ein K-
Auftrag ausgefu¨hrt, d.h. es wird ein Fragment gelesen und fu¨r den Netztransport im Server-
Puffer zur Verfu¨gung gestellt. Durch dieses rundenbasierte Vorgehen ist eine einfache Zulas-
sungskontrolle mo¨glich, indem pro Runde die Anzahl der gelesenen Fragmente auf einen ma-
ximalen Wert festgelegt wird.
Die La¨nge einer Runde hat den konstanten Wert T und bestimmt die maximale Zeitspanne, die
zwischen der Bereitstellung zweier aufeinanderfolgender Fragmente im Server-Puffer liegen
soll. Um die Zwischenpufferung zu minimieren, muß die pro Runde gelesene Datenmenge der
Datenmenge entsprechen, die durch den Client in einer Runde wiedergegeben wird. Dies ist
mit KWL-partitionierten Datenobjekten einfach mo¨glich, da deren Fragmente eine Wiederga-
bela¨nge besitzen, die der Rundendauer T entspricht. Die Verwendung von KDL-partitionierten
Daten bei Datenobjekten mit variabler Datenrate macht ein zusa¨tzliches Prefetching von Frag-
menten und damit zusa¨tzliche Pufferung auf dem Client erforderlich, da in diesem Fall periodi-
sche Scheduling-Strategien die Daten mit einer konstanten Rate liefern, d.h. ein Fragment kon-
stanter Gro¨ße pro Runde gelesen wird, die Wiedergabe aber mit variabler Rate erfolgt [CZ96].
Im weiteren wird von einer KWL-Partitionierung der kontinuierlichen Daten ausgegangen. Wei-
terhin soll der Client bereits nach dem Eintreffen der ersten Daten mit der Wiedergabe beginnen,
ohne daß ein Zwischenspeichern eines vollsta¨ndigen Fragments bzw. mehrerer Fragmente im
Client-Puffer fu¨r das Starten der Wiedergabe notwendig ist.
Im folgenden sollen drei periodische, rundenbasierte Scheduling-Strategien [TPBG93, YCK93,
GHBC94] na¨her erla¨utert werden, die sich hinsichtlich der Anordnung der Datenzugriffe inner-
halb einer Runde unterscheiden:
 Scheduling mit fester Reihenfolge der K-Auftra¨ge
 Scheduling mit variabler Reihenfolge der K-Auftra¨ge
 Scheduling mit mehreren Zugriffsgruppen
Zur Vereinfachung der Darstellung wird zuna¨chst nur eine einzige Magnetplatte betrachtet. Im
Anschluß erfolgt eine Verallgemeinerung der Scheduling-Strategien fu¨r die Verwendung in ei-
nem Disk-Array.
Scheduling mit fester Reihenfolge der K-Auftra¨ge
Das Scheduling mit festgelegter Reihenfolge der K-Auftra¨ge teilt jede Runde in eine feste An-
zahl von Zeitintervallen auf, die im folgenden als Slots bezeichnet werden. Jeder aktive Daten-
strom wird vor dem Lesen des ersten Fragments einem freien Slot zugewiesen. In diesem Slot
erfolgt die Ausfu¨hrung der K-Auftra¨ge in den nachfolgenden Runden. Das in einem Slot gele-
sene Fragment wird im Server-Puffer abgelegt, von wo es zu Beginn des na¨chsten Slots u¨ber
das Netzwerk in den Client-Puffer u¨bertragen und sofort wiedergegeben wird. Sollte in einer
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Runde das Lesen eines Fragments zeitlich nicht vollsta¨ndig innerhalb des Slots mo¨glich sein,
so wird die Frist zur Bereitstellung des zu lesenden Fragments u¨berschritten. Der Client ko¨nnte
diese Verzo¨gerung nur durch zusa¨tzlich zwischengespeicherte Daten u¨berbru¨cken. Da u¨berdies
auch die fristgerechte Ausfu¨hrung der folgenden K-Auftra¨ge gefa¨hrdet wird, soll die Bearbei-
tung des K-Auftrages am Slotende abgebrochen und ein teilweise bereits eingelesenes Fragment
verworfen werden. Durch die fehlenden Daten dieses Fragments entsteht eine Unterbrechung
im Datenstrom, die eine Sto¨rung bei der Wiedergabe hervorruft.
Die zeitliche La¨nge eines Slots sollte folglich derart gewa¨hlt sein, daß die Ausfu¨hrung eines K-
Auftrages zeitlich innerhalb des durch den Slot definierten Zeitintervalls durchgefu¨hrt werden
kann. Dies bedeutet, daß die Bedienzeit T
svcK
des K-Auftrages K, die sich als Summe aus
der Positionierungszeit T
posK
, der Rotationsverzo¨gerung T
rotK
und der Transferzeit T
transK
zusammensetzt, kleiner als die Slotla¨nge T
S
sein muß. Folgendes Theorem beschreibt diese
Bedingung.
Theorem 3.1.1. Notwendige Bedingung fu¨r die fristgerechte Bereitstellung der Fragmente beim
Scheduling mit festgelegter Reihenfolge: der K-Auftrag K muß innerhalb seines zugewiesenen













Die maximale Anzahl der pro Runde bedienbaren Datenstro¨me ergibt sich aus der Slotla¨nge T
S
sowie der Rundendauer T zu bTT
S
c.
In Abbildung 3.1 ist das Scheduling mit festgelegter Reihenfolge der K-Auftra¨ge veranschau-
licht. Die Zeitachse erstreckt sich von links nach rechts und ist in drei Runden aufgeteilt. Das
Ende einer Runde ist durch eine lange vertikale Linie markiert, das Ende eines Slots ist durch
eine kurze vertikale Linie gekennzeichnet. Die Plattenaktivita¨t bei der Bearbeitung der K-
Auftra¨ge wird durch Rechtecke symbolisiert, in denen die Nummer des zu lesenden Fragments
eingetragen ist. Die Lage der Rechtecke gibt an, wann die Auftra¨ge bearbeitet werden. Die Brei-
te eines Rechtecks gibt die Zeitdauer an, die fu¨r die Ausfu¨hrung des K-Auftrages beno¨tigt wird.
In den freien Bereichen auf der Zeitachse findet keine Plattenaktivita¨t statt.
Da stets vollsta¨ndige Slots fu¨r die Bearbeitung von K-Auftra¨gen zur Verfu¨gung stehen sollen,
erfolgt die Zuweisung neuer Datenstro¨me an freie Slots nur bei deren Beginn. Hierdurch ergibt
sich die maximale Startverzo¨gerung dann, wenn ein Datenstrom just zu dem Zeitpunkt zugelas-
sen wird, wenn der einzig freie Slot gerade aktiv geworden ist. Die maximale Startverzo¨gerung
ist dann die Summe aus Rundendauer und Slotla¨nge, d.h. T  T
S
.
Bei einer einfachen Verwaltung des Server-Puffers wird fu¨r jeden Datenstrom ein Abschnitt im
Server-Puffer reserviert, dessen Gro¨ße dem des gro¨ßten Fragments des zugeho¨rigen kontinuier-
lichen Datenobjektes entspricht. Da sich, wie man in Abbildung 3.1 sieht, die Zeitintervalle fu¨r
die Wiedergabe eines Fragments und das Lesen des nachfolgendes Fragments potentiell u¨ber-
schneiden, ist ein zusa¨tzlicher Speicherbereich fu¨r diesen Zeitraum erforderlich. Ist Smax
K
die
maximale Gro¨ße eines Fragments, so ergibt sich bei maximal N
max
Datenstro¨men pro Runde
eine maximal beno¨tigte Gro¨ße des Server-Puffers von 
N
max
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Abbildung 3.1: Scheduling mit fester Reihenfolge der K-Auftra¨ge
Scheduling mit variabler Reihenfolge der K-Auftra¨ge
Das Scheduling mit variabler Reihenfolge der K-Auftra¨ge bedient alle Datenstro¨me innerhalb
eines einzigen Slots, der sich u¨ber die gesamte Runde erstreckt. Hierdurch ist es mo¨glich, in-
nerhalb einer Runde die Reihenfolge, in der die Datenstro¨me bedient werden, frei zu wa¨hlen.
Durch die Verwendung eines SCAN-Algorithmus [TP72, WGP94, RW94b], der die K-Auftra¨ge
entsprechend ihrer Position auf der Platte ordnet, werden Positionierungszeiten verku¨rzt. Wei-
terhin werden beim Scheduling mit variabler Reihenfolge die Varianzen der Bedienzeiten aus-
geglichen, da die gesamte Rundendauer fu¨r alle K-Auftra¨ge zur Verfu¨gung steht. Abbildung 3.2
zeigt diese Variante des Schedulings.
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Abbildung 3.2: Scheduling mit variabler Reihenfolge der K-Auftra¨ge
Rundenbeginn und -ende sind durch vertikale Linien wie in Abbildung 3.1 dargestellt.
Die K-Auftra¨ge werden innerhalb der verschiedenen Runden in unterschiedlicher Reihenfol-
ge bearbeitet. Alle Fragmente mu¨ssen jeweils am Ende der Runde fu¨r die ¨Ubertragung aus dem
Server-Puffer zur Verfu¨gung stehen, wenn keine Sto¨rung in der Wiedergabe eintreten soll. Auch
hier wird die Bearbeitung eines K-Auftrages zum Rundenende aufgrund der bereits aufgefu¨hr-
ten Argumente abgebrochen. Die Bedingung fu¨r eine fristgerechte Bereitstellung der Fragmente
liefert mit den Bezeichnern wie in Theorem 3.1.1 das folgende Theorem:
3.1 Scheduling-Strategien fu¨r kontinuierliche Datenzugriffe 41
Theorem 3.1.2. Notwendige Bedingung fu¨r die fristgerechte Bereitstellung aller Fragmente
beim Scheduling mit variabler Reihenfolge: alle N K-Auftra¨ge (K

     K
N
) mu¨ssen inner-

























Die Gesamtbedienzeit, d.h die Summe aller Bedienzeiten in der Runde, ist durch T
svc
gegeben.
Die Auslastung ist der Zeitanteil der fu¨r die Ausfu¨hrung der Auftra¨ge beno¨tigt wird. Die Aus-





Die maximale Startverzo¨gerung bei diesem Schema betra¨gt   T , also das Zweifache der Run-
dendauer, wenn die Einplanung eines neuen Datenstromes nach der Zulassung nur vor Runden-
beginn durchgefu¨hrt werden kann. Die maximale Startverzo¨gerung tritt dann ein, wenn die Zu-
lassung kurz nach Rundenbeginn erfolgt und die Bereitstellung des ersten Fragments erst zum
Ende der nachfolgenden Runde stattfindet. Das Speichern der Fragmente im Server-Puffer er-
folgt der Einfachheit halber gema¨ß dem Doppelpufferprinzip [GVK95] (siehe auch Abschnitt
1.2.3). Dieses Doppelpufferprinzip ist notwendig, da die Ausfu¨hrung eines K-Auftrages zu ei-
nem Zeitpunkt innerhalb der Runde durchgefu¨hrt werden kann, zu dem das vorangegangene
Fragment noch nicht vollsta¨ndig an den Client u¨bertragen wurde. Hierdurch ergibt sich ein ma-







ist dabei die maximale Anzahl von K-Auftra¨gen pro Runde, Smax
K
ist die maximale Fragment-
gro¨ße.
Scheduling mit mehreren Zugriffsgruppen
Ein hybrider Ansatz, der beide zuvor beschriebenen Schedulingansa¨tze miteinander kombiniert,
wurde in [YCK93] unter dem Namen group sweep scheduling (GSS) vorgestellt. Hierbei wird
die Runde in Slots unterteilt und jedem Slot eine Gruppe bestehend aus mehreren Datenstro¨men
zugeordnet. Es werden die Vorteile einer ku¨rzeren Startverzo¨gerung und eines geringeren Puf-
ferbedarfs, wie sie beim Scheduling mit fester Zugriffsreihenfolge vorhanden sind, mit dem
Vorteil einer mo¨glichen Optimierung der Positionierungszeit, den das Scheduling mit varia-
bler Zugriffsreihenfolge aufweist, kombiniert. Die Gruppengro¨ße G, d.h. die maximale Anzahl
der Datenstro¨me pro Slot, ist in diesem Ansatz ein Parameter, der die Gewichtung zwischen
Zugriffsoptimierung und Optimierung des Pufferbedarfs bestimmt. Die beiden zuvor beschrie-
benen Scheduling-Strategien erha¨lt man als Sonderfa¨lle. Der Fall G   entspricht dem Sche-
duling mit variabler Reihenfolge, der Fall G  N entspricht dem Fall mit fester Reihenfolge
der K-Auftra¨ge.
3.1.2 Aperiodische Scheduling-Strategien
Fu¨r jedes Fragment la¨ßt sich der Zeitpunkt bestimmen, an dem es spa¨testens im Server-Puffer
zur Verfu¨gung stehen muß, damit es trotz einer Netzwerkverzo¨gerung rechtzeitig den Client er-
reicht. Die Nichteinhaltung dieser Frist verzo¨gert den kontinuierlichen Datenstrom und ruft eine
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Sto¨rung in der Wiedergabe hervor. Werden KDL-partitionierte kontinuierliche Datenobjekte mit
variabler Datenrate verwendet, so ergeben sich fu¨r die Fragmente eines einzelnen Datenstroms
und damit fu¨r die Ausfu¨hrung der zugeho¨rigen K-Auftra¨ge unregelma¨ßige aperiodische Fristen.
Aperiodische Scheduling-Strategien beru¨cksichtigen bei der Aufstellung der Ausfu¨hrungsrei-
henfolge der K-Auftra¨ge diese Fristen. So fu¨hrt ein EDF-Algorithmus (EDF=earliest deadline
first) [SZKT97] den K-Auftrag mit der fru¨hesten Frist als na¨chstes aus. Hierdurch wird aller-
dings keine Optimierung des Plattenzugriffs durchgefu¨hrt und durch lange Positionierungszei-
ten pro Fragmentzugriff sinkt die Bedienrate der Platte. Falls die Frist eines K-Auftrages bereits
vor dessen Ausfu¨hrung u¨berschritten ist, wird der Auftrag nicht ausgefu¨hrt.
Ein erweiterter SCAN-EDF-Algorithmus [RW94a] wendet einen SCAN-Algorithmus auf Auf-
tra¨ge mit derselben Frist an. Eine Optimierung kann hierbei aber nur dann stattfinden, wenn die
Fristen der K-Auftra¨ge, z.B. mit KWL-Fragmenten, synchronisiert werden. Dieses fu¨hrt aller-
dings zu einem periodischen Scheduling mit variabler Reihenfolge der K-Auftra¨ge, wie es im
vorangegangenen Abschnitt beschrieben worden ist.
3.1.3 Scheduling bei mehreren Platten
Die im vorangegangenen Abschnitt beschriebenen Scheduling-Strategien lassen sich auch bei
mehreren Platten anwenden. Die Zugriffsmuster auf die Fragmente ergeben sich dabei durch die
Plazierung des kontinuierlichen Datenobjektes. Im folgenden wird lediglich das Scheduling mit
variabler Reihenfolge der K-Auftra¨ge betrachtet, da hier eine Optimierung des Plattenzugriffs
durch einen SCAN-Algorithmus mo¨glich ist. Als Plazierungsgrundlage wird das feinko¨rnige
und das grobko¨rnige regelma¨ßige Striping auf mehrere Platten verwendet.
Scheduling bei feinko¨rnigem Striping u¨ber mehrere Platten
Das Scheduling mit variabler Reihenfolge unter Verwendung mehrerer Platten erfordert gene-
rell, daß die Rundendauer T fu¨r alle Platten denselben Wert hat und daß der Rundenbeginn fu¨r
alle Platten zum selben Zeitpunkt stattfindet. Feinko¨rniges Striping erfordert den Zugriff auf alle
Platten des Disk-Arrays, um innerhalb einer Runde ein Fragment zu lesen. Ein K-Auftrag wird
in mehrere Teilauftra¨ge zerlegt, die jeweils von einer Platte ausgefu¨hrt werden. In Abbildung
3.3 ist zu sehen, daß die Ausfu¨hrung der Teilauftra¨ge selbst nicht synchronisiert erfolgen kann.
Auf die Teilfragmente F.1.1, F.1.2 sowie F.1.3 wird zu unterschiedlichen Zeitpunkten innerhalb
der Runde zugegriffen.
Die maximale Startverzo¨gerung a¨ndert sich durch den Einsatz mehrerer Platten bei diesem Pla-
zierungsverfahren nicht und betra¨gt unter den bereits getroffenen Annahmen das Zweifache der
Rundendauer.
Theorem 3.1.3. Die maximale Startverzo¨gerung beim regelma¨ßigen feinko¨rnigen Striping und
Scheduling mit variabler Reihenfolge hat einen konstanten Wert von   T und ist somit un-
abha¨ngig von der Anzahl der verwendeten Platten.
Auf Basis von Theorem 3.1.2 la¨ßt sich sich die Gesamtzahl Nwc
tot
der Datenstro¨me bestimmen,
die beim feinko¨rnigen Striping von einem Disk-Array mit P
disks
Platten maximal bedient wer-
den ko¨nnen. Der Einfachheit halber soll eine deterministische Service-Garantie gewa¨hrleistet
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A.2.2 F.2.2F.1.2 A.3.2 B.1.2
A.2.3 F.1.3 B.1.3 F.2.3 A.3.3
Abbildung 3.3: Scheduling mit variabler Reihenfolge der K-Auftra¨ge unter Verwendung des
feinko¨rnigen Stripings
werden. Des weiteren haben Rotationsverzo¨gerungen sowie Positionierungszeiten fu¨r alle Zu-
griffe einen konstanten Wert, alle Fragmente haben dieselbe konstante Gro¨ße und alle Platten
besitzen dieselbe konstante Transferrate. Mit Smax
K
sei im folgenden die maximale Gro¨ße eines
einzelnen Fragments, mit Pmin
rate






die maximale Rotationsverzo¨gerung bzw. Positionierungszeit eines einzelnen Fragment-
















































Obige Gleichung zeigt, daß bei gleichzeitigem Zugriff auf alle Platten zwar die Transferzeit
linear mit der Anzahl der Platten abnimmt, Rotationsverzo¨gerung und Positionierungszeit aber
unvera¨ndert bestehen bleiben. Der Grenzwert fu¨r P
disks







dieses Verhalten auch bei einer stochastischen Betrachtung der Fragmentgro¨ßen, Transferraten,
Rotationsverzo¨gerungen und Positionierungszeiten gilt, la¨ßt sich hinsichtlich der Skalierbarkeit
folgendes ableiten.
Theorem 3.1.4. Die Anzahl der Datenstro¨me, die von einem Disk-Array unterstu¨tzt werden, auf
dem die kontinuierlichen Datenobjekte mit feinko¨rnigem Striping plaziert werden, wa¨chst nicht
linear mit der Anzahl der Magnetplatten. Diese Plazierung der Datenobjekte ist hinsichtlich
des Durchsatzes folglich nicht linear skalierbar.
Scheduling bei grobko¨rnigem Striping u¨ber mehrere Platten
Durch das grobko¨rnige Striping erfolgt, da keine Zerlegung der K-Auftra¨ge stattfindet, pro Frag-
ment und Runde nur ein einziger Plattenzugriff. Pro Runde werden von einer Platte mehrere
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K-Auftra¨ge ausgefu¨hrt. Die Platten arbeiten bis auf die Synchronisation des Rundenbeginns
unabha¨ngig voneinander.
Das Datenzugriffsmuster wird in Abbildung 3.4 sichtbar. Die Fragmente, mit denen u¨ber meh-
rere Runden ein Datenstrom beliefert wird, sind einheitlich schraffiert. Die Datenstro¨me, die in
Runde T von der Platte i bedient wurden, werden in der nachfolgenden Runde 
T von
der Platte 










































































































































































































B.4 G.1G.1 B.1 A.6
A.4 B.2 B.5 G.2
B.3 A.5 G.3 B.3 A.2
Abbildung 3.4: Scheduling mit variabler Reihenfolge der K-Auftra¨ge unter Verwendung des
grobko¨rnigen Stripings
Die maximale Startverzo¨gerung hat einen Wert von 
P
disks
   T . Vorausgesetzt wird, daß
die Einplanung eines neues Datenstromes nur vor Rundenbeginn durchgefu¨hrt werden kann.
Ko¨nnen insgesamt pro Platte N
max
Datenstro¨me zugelassen werden, so tritt der Fall mit maxi-




 Datenstro¨me aktiv sind und die
Zulassung zu Beginn der Runde fa¨llt, in der die Platte, die den ersten K-Auftrag ausfu¨hren soll,
lediglich mit N
max
  K-Auftra¨gen bescha¨ftigt ist. Es muß P
disks
Runden gewartet werden,
bis diese Platte erneut N
max
 Auftra¨ge ausfu¨hrt. Zusammen mit der maximalen Verzo¨gerung




   T .
Theorem 3.1.5. Die maximale Startverzo¨gerung beim regelma¨ßigen grobko¨rnigen Striping und
Scheduling mit variabler Reihenfolge ist linear abha¨ngig von der Anzahl der verwendeten Plat-
ten. Bei P
disks
Platten hat sie den Wert 
P
disks
   T .
Mo¨chte man die Gesamtzahl Nwc
tot
der Datenstro¨me bestimmen, die beim grobko¨rnigen Striping
von einem Disk-Array mit P
disks
Platten maximal bedient werden kann, so erha¨lt man unter
denselben Annahmen, die bereits fu¨r das feinko¨rnige Striping getroffen wurden, und mit Theo-
rem 3.1.2 folgende Gleichung:
















































Obige Gleichung zeigt, daß die Anzahl der Datenstro¨me linear mit der Anzahl der Platten
wa¨chst. Hieraus folgt das Theorem 3.1.6.
Theorem 3.1.6. Die Anzahl der Datenstro¨me, die von einem Disk-Array unterstu¨tzt werden,
auf dem die kontinuierlichen Datenobjekte mit grobko¨rnigem Striping plaziert werden, wa¨chst
linear mit der Anzahl der Magnetplatten. Diese Plazierung der Datenobjekte ist hinsichtlich
des Durchsatzes linear skalierbar.
3.1.4 Empfehlungen zum Systementwurf
Periodische vs. aperiodische Scheduling-Strategien
Das periodische Scheduling erlaubt eine einfache Zulassungskontrolle, da die Anzahl der Plat-
tenzugriffe und damit die von ihnen beno¨tigte Zeit fu¨r ein festgelegtes Zeitintervall, d.h. fu¨r
eine Runde, festgelegt werden kann. Die Einhaltung von Fristen kann auf diese Weise entwe-
der deterministisch oder stochastisch garantiert werden. Beim aperiodischen Scheduling kann
zwar die Anzahl der zugelassenen Datenstro¨me kontrolliert werden, hierdurch ist aber nicht si-
chergestellt, daß zu jedem Zeitpunkt die Ausfu¨hrung aller K-Auftra¨ge fristgerecht mo¨glich ist.
Letzteres ist nur mo¨glich, wenn im voraus die Fristen aller Fragmente, insbesondere bei KDL-
Fragmenten, aufwendig berechnet werden und unter Beru¨cksichtigung der Bedienzeit gepru¨ft
wird, ob diese Fristen eingehalten werden ko¨nnen.
Variable vs. feste Reihenfolge der Bedienung
Das Scheduling mit variabler Bedienungsreihenfolge der K-Auftra¨ge ist gegenu¨ber dem Sche-
duling mit festgelegter Bedienungsreihenfolge vorzuziehen, da hier eine SCAN-Optimierung
der Plattenzugriffe mo¨glich ist. Der ho¨here Bedarf an Server-Puffer kann vernachla¨ssigt werden,
da in Kombination mit weiteren Verfahren z.B. durch Puffer-Sharing [NY94] eine Verringerung
des Pufferbedarfs mo¨glich ist.
In heutigen kommerziellen Systemen wird u¨berwiegend Scheduling mit festgelegter Reihenfol-
ge bzw. aperiodisches Scheduling verwendet, was durch fehlende Optimierung der Zugriffe zu
einer Verschwendung von Plattenressourcen fu¨hrt.
Scheduling mit feinko¨rnigem vs. Scheduling mit grobko¨rnigem Striping
Das grobko¨rnige Striping bietet durch die lineare Skalierbarkeit hinsichtlich des Durchsatzes
Vorteile bei Verwendung großer Disk-Arrays. Der Preis hierfu¨r ist eine potentiell la¨ngere Start-
verzo¨gerung, die mit der Anzahl zugelassener Datenstro¨me steigt und potentiell um so gro¨ßer
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wird, je mehr Platten die maximale Anzahl K-Auftra¨ge pro Runde bearbeiten. Die Varianz fu¨r
die Wahrscheinlichkeit einer langen Startverzo¨gerung kann insgesamt verringert werden, wenn
die Zulassungkontrolle, z.B. durch die vereinzelte Verzo¨gerung der Zulassung, die K-Auftra¨ge
gleichma¨ßig u¨ber alle Platten verteilt. Implizit wird dies auch erreicht, wenn das erste Fragment
eines kontinuierlichen Datenobjektes zufa¨llig auf eine beliebige Platte plaziert wird und durch
eine große Anzahl Benutzer der Zulassungzeitpunkt zufa¨llig liegt.
Das feinko¨rnige Striping eignet sich besonders fu¨r Anwendungen, die durch eine hohe Interak-
tivita¨t bei der Wiedergabe kontinuierlicher Daten (Start/Stop, Zuru¨ck-/Vorspulen) gekennzeich-
net sind und hierbei eine deterministische Service-Garantie fu¨r die Startverzo¨gerung fordern.
Ist hingegen ein hoher Durchsatz bei geringen Kosten gefordert, so ist das grobko¨rnige Striping
vorzuziehen.
Wahl der Rundendauer
Die Wahl der Rundendauer bestimmt neben der Startverzo¨gerung auch den Pufferbedarf des
Daten-Servers. Je gro¨ßer die Rundendauer desto gro¨ßer sind die zu puffernden Fragmente. Die
Festsetzung der Rundendauer auf eine Sekunde stellt in der Praxis einen guten Kompromiß
zwischen Pufferbedarf und maximaler Startverzo¨gerung dar und wird deshalb im folgenden
benutzt.
3.2 Scheduling-Strategien fu¨r kontinuierliche und diskrete
Datenzugriffe
Als Ausgangspunkt und Rahmen fu¨r die Bedienung von Zugriffen auf diskrete Datenobjekte,
sogenannte diskrete Datenzugriffe, dient das in den vorangegangenen Abschnitten beschriebene
periodische Scheduling mit variabler Reihenfolge der K-Auftra¨ge. Diese Scheduling-Strategie
ist in vielerlei Hinsicht der bessere Ansatz zur Bedienung der kontinuierlichen Datenstro¨me und
bietet gleichzeitig mehrere Freiheitsgrade fu¨r die Bedienung diskreter Datenzugriffe. Analog zu
den kontinuierlichen Datenzugriffen wird der Auftrag zum Lesen eines diskreten Datenobjektes
als D-Auftrag bezeichnet.
Im folgenden Abschnitt werden zuna¨chst im Rahmen einer Taxonomie verschiedene Teilstra-
tegien erla¨utert, die die Komponenten einer umfassenden Scheduling-Strategie bilden (siehe
auch [NMP98, NMP99]). Die Kombination dieser Teilstrategien fu¨hrt theoretisch zu einer
Vielzahl verschiedener Scheduling-Strategien, von denen aber nicht alle praktikabel oder effi-
zient sind. Aus diesem Grund wird am Ende dieses Abschnitts eine Auswahl der Scheduling-
Strategien getroffen, die im folgenden Kapitel weiter untersucht werden. Die Darstellung er-
folgt am Beispiel einer Platte. Sollten mehrere Platten zur Datenplazierung verwendet werden,
so ko¨nnen unter Benutzung des grobko¨rnigen Stripings u¨ber mehrere Platten (siehe Abschnitt
3.1.3) die Ergebnisse direkt auf ein Disk-Array u¨bertragen werden.
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3.2.1 Komponenten einer Scheduling-Strategie
Das Scheduling und die gemeinsame Ausfu¨hrung von K- und D-Auftra¨gen la¨ßt sich anhand der
folgenden fu¨nf Teilstrategien beschreiben.
1. Einteilungsstrategie
Die Einteilungsstrategie legt fest, ob die K- und D-Auftra¨ge gemeinsam oder in getrenn-
ten Bedienabschnitten innerhalb der Runde oder Subrunde (siehe 2.) ausgefu¨hrt werden.
2. Subrundenstrategie
Mit der Subrundenstrategie wird festgelegt, ob und in wie viele Subrunden eine Runde
weiter unterteilt wird.
3. Begrenzungsstrategie
Da die Rundendauer als feste Gro¨ße vorgegeben ist, kann nur eine beschra¨nkte Anzahl
von K- und D-Auftra¨gen pro (Sub)Runde bearbeitet werden. Diese kann anzahllimi-
tiert oder durch eine obere Zeitschranke zeitlimitiert werden und sich auf die gesamte
(Sub)Runde oder auch nur auf einen Bedienabschnitt beziehen.
4. Auswahlstrategie
Innerhalb jeder (Sub)Runde bzw. innerhalb jedes Bedienabschnitts muß eine Auswahl der
auszufu¨hrenden Auftra¨ge getroffen werden. Diese Auswahl wird durch die Auswahlstra-
tegie festgelegt.
5. Anordnungsstrategie
Die Anordnungsstrategie legt die Bearbeitungsreihenfolge fest, in der die Auftra¨ge inner-
halb des Bedienabschnitts ausgefu¨hrt werden.
Im folgenden sollen die obigen fu¨nf Dimensionen zur Beschreibung des Schedulings na¨her
pra¨zisiert werden.
Einteilungsstrategie
Die Ausfu¨hrung der K- und D-Auftra¨ge kann entweder getrennt oder gemischt erfolgen. Die ge-
mischte Ausfu¨hrung nimmt keine Unterscheidung zwischen den beiden Auftragstypen vor. Bei
der getrennten Einteilungsstrategie erfolgt die Ausfu¨hrung der K-Auftra¨ge und der D-Auftra¨ge
separat in voneinander getrennten Bedienabschnitten. Im K-Abschnitt werden ausschließlich K-
Auftra¨ge bearbeitet und im D-Abschnitt werden ausschließlich D-Auftra¨ge ausgefu¨hrt. Durch
eine solche Zweiteilung der Runde in einen K-Abschnitt und einen D-Abschnitt wechseln sich
beide Abschnitte u¨ber mehrere Runden gesehen gegenseitig ab. Abha¨ngig davon, welchem Auf-
tragstyp eine ho¨here Priorita¨t zugewiesen wird, erfolgt die Festlegung, welcher Abschnitt in der
Runde als erster beginnt. Liegt der K-Abschnitt an erster Stelle, so besteht die Mo¨glichkeit,
die Dauer dieses Abschnitts dynamisch zu vergro¨ßern, falls nicht alle K-Auftra¨ge innerhalb des
Zeitrahmens ausgefu¨hrt werden ko¨nnen. Hierdurch kann die Ha¨ufigkeit von Sto¨rungen verrin-
gert werden. Liegt dagegen der K-Abschnitt an zweiter Stelle, so ist dessen Ende durch das
Rundenende fest vorgegeben.
48 3 Scheduling der Datenzugriffe
Abbildung 3.5 illustriert die getrennte Einteilungsstrategie, in der eine Runde in einen K- und D-
Abschnitt eingeteilt wird und der K-Abschnitt dem D-Abschnitt vorausgeht. Der Ausfu¨hrungs-
zeitpunkt und die Ausfu¨hrungsdauer von K-Auftra¨gen sind durch dunkel hinterlegte Recht-
ecke angegeben. Hell hinterlegte Rechtecke beziehen sich auf D-Auftra¨ge. Wa¨hrend jedes K-
Abschnitts werden drei Datenstro¨me in unterschiedlicher Reihenfolge in Abha¨ngigkeit von
der Plattenposition der jeweils beno¨tigten Daten gema¨ß dem SCAN-Algorithmus ausgefu¨hrt.
Durch Pfeile oberhalb der Zeitachse wird der Ankunftszeitpunkt von D-Auftra¨gen gekennzeich-
net. Nach der Ausfu¨hrung gibt ein Pfeil unterhalb der Zeitachse den Abgangszeitpunkt an, an
dem der Auftrag gelo¨scht wird. Ankunfts- und Abgangszeitpunkt sind mit den Nummern der
D-Auftra¨ge gekennzeichnet. Die Zeitspanne zwischen Ankunfts- und Abgangszeitpunkt ist die
Antwortzeit des Auftrages. Die Abbildung zeigt einige Fa¨lle, in denen mit der Ausfu¨hrung eines
D-Auftrages sofort nach dem Eintreffen im D-Abschnitt begonnen werden kann (Auftrag 1 und
6). Andere Auftra¨ge, die wa¨hrend des K-Abschnitts eintreffen, werden in den nachfolgenden
D-Abschnitt (Auftra¨ge 4 und 5) bzw. in die na¨chste Runde (Auftra¨ge 9 und 10) verzo¨gert. Der
gro¨ßte Nachteil dieser Einteilungsstrategie mit zwei Bedienabschnitten ist durch die Verzo¨ge-
rung der D-Auftra¨ge gegeben, die innerhalb des K-Abschnitts ankommen. Der ungu¨nstigste
Fall tritt dann auf, wenn der Ankunftszeitpunkt eines Auftrages am Anfang des K-Abschnitts
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Abbildung 3.5: Einteilungsstrategie mit getrennten Bedienabschnitten
Die Alternative zur getrennten Abarbeitung beider Auftragstypen ist die gemischte Ausfu¨hrung.
Hierbei mu¨ssen D-Auftra¨ge nicht das Ende eines K-Abschnitts abwarten, sondern ko¨nnen di-
rekt nach Beendigung des zum Ankunftszeitpunkt aktiven Auftrages beru¨cksichtigt werden. Ein
mo¨glicher Ausfu¨hrungsplan ist in Abbildung 3.6 zu sehen. Die Auftra¨ge 7 und 8 werden sofort
nach Abarbeitung des ersten K-Auftrages ausgefu¨hrt. Hierdurch ist eine weitere Verku¨rzung der
Antwortzeit mo¨glich.
Subrundenstrategie
Die Subrundenstrategie legt fest, ob und in wie viele Subrunden eine Runde weiter unterteilt
wird. Diese Subrunden ko¨nnen gema¨ß der Einteilungsstrategie in weitere Bedienabschnitte ge-
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Abbildung 3.6: Einteilungsstrategie mit gemischter Ausfu¨hrung der Auftra¨ge
teilt werden. Der Vorteil von Subrunden unter Verwendung einer getrennten Einteilungsstrate-
gie ist, daß die Bedienabschnitte ku¨rzer werden und die Wartezeit, d.h. der Zeitraum zwischen
dem Eintreffen des Auftrages und dessen Ausfu¨hrung verringert wird. K-Auftra¨ge einer Runde
werden gleichma¨ßig auf die K-Abschnitte der Subrunden verteilt. Die Anzahl der Subrunden
ist ein frei wa¨hlbarer Parameter, der die Antwortzeit der D-Auftra¨ge bestimmt.
In Abbildung 3.7 ist ein Subrundenmodell mit zwei Subrunden pro Runde und einer getrennten
Einteilungsstrategie dargestellt. In diesem abgebildeten Fall mu¨ssen die Auftra¨ge 4 und 5 auf
ihre Ausfu¨hrung anstatt bis zum Ende des K-Abschnitts einer Runde, wie in Abbildung 3.5 zu
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Abbildung 3.7: Subrundenstrategie mit 2 Subrunden pro Runde und getrennter Einteilungsstra-
tegie
Die gemischte Einteilungsstrategie kann als Sonderfall der Subrundenstrategie interpretiert wer-
den, den man erha¨lt, wenn in jeder Subrunde die getrennte Einteilungsstrategie Verwendung
findet und die Anzahl der Subrunden der Anzahl der K-Auftra¨ge entspricht. Werden zwei K-
Auftra¨ge in der gemischten Einteilungsstrategie direkt nacheinander in den K-Abschnitten auf-
einanderfolgender Subrunden ausgefu¨hrt, so ist bei dieser Sichtweise der dazwischen liegende
D-Abschnitt leer.
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Begrenzungsstrategie
Aufgrund der festen La¨nge kann innerhalb einer Runde nur eine begrenzte Anzahl von K- und
D-Auftra¨gen ausgefu¨hrt werden. Durch die Begrenzungsstrategie wird die maximale Anzahl
von Auftra¨gen bestimmt, die in einer (Sub)Runde bearbeitet werden ko¨nnen. Es lassen sich
zwei Begrenzungsstrategien unterscheiden.
Bei der Anzahllimitierung wird die maximale Anzahl der pro (Sub)Runde ausgefu¨hrten D- und
K-Auftra¨ge durch zwei konkrete Werte festgelegt. Beide Werte mu¨ssen so gewa¨hlt werden, daß
die Gesamtbedienzeit die Rundendauer nicht u¨berschreitet. Es gilt analog zu Theorem 3.1.2:
Theorem 3.2.1. Wenn N D-Auftra¨ge (D

     D
N
) und i K-Auftra¨ge (K

     K
i
) in einer
Runde ausgefu¨hrt werden sollen, so muß folgende Ungleichung eingehalten werden, damit die































Zum einen soll hierbei die Anzahl der pro Runde ausgefu¨hrten K-Auftra¨ge mo¨glichst groß und
andererseits die Wartezeit fu¨r D-Auftra¨ge hinreichend klein werden. Die geeignete Festlegung
des Wertes von N und i kann im voraus mit Hilfe mathematischer Modelle (siehe Kapitel 6
und 7) erfolgen, die die Gesamtbedienzeit, d.h. die Summe aller Bedienzeiten der in der Run-
de vorhandenen Auftra¨ge, scha¨tzen. Hierdurch wird eine statische Festlegung erreicht, die fu¨r
alle Runden gilt, solange die Lastparameter (z.B. die Ankunftsrate der D-Auftra¨ge) sich nicht
vera¨ndern. Wird die Gesamtbedienzeit zu Anfang oder wa¨hrend einer Runde anhand aktueller
Daten berechnet, z.B. aktuelle Auftragsgro¨ßen und Auftragsposition sowie die Anzahl der K-
Auftra¨ge, so la¨ßt sich die maximal mo¨gliche Anzahl bedienbarer D-Auftra¨ge auch dynamisch
festlegen.
Anstatt die Anzahl der Auftra¨ge zu beschra¨nken, legt die Zeitlimitierung die maximal pro Auf-
tragstyp und pro (Sub)Runde bzw. Bedienabschnitt zur Verfu¨gung stehende Zeit fest. Auch
hierbei kann die Limitierung statisch oder dynamisch erfolgen. Eine statische Einteilung fu¨r
eine getrennte Scheduling-Strategie mit einer einzigen Subrunde ko¨nnte z.B. bei einer Run-
dendauer von  Sekunde dem K-Abschnitt maximal  Sekunden und dem darauffolgenden
D-Abschnitt die verbleibende Zeit, d.h. minimal  Sekunden, zuordnen. Hierdurch wird zur
Ausfu¨hrung der D-Auftra¨ge in jeder Runde eine minimal zur Verfu¨gung stehende Zeitspanne
garantiert. Die dynamische Zeitlimitierung berechnet hingegen die innerhalb der (Sub)Runde
noch fu¨r weitere Auftra¨ge zur Verfu¨gung stehende Zeit unter Beru¨cksichtigung der Bedienzeit
vorangegangener Auftra¨ge. Hierbei handelt es sich um die duale Sichtweise der dynamischen
Anzahllimitierung, da durch beide Verfahren die Anzahl der innerhalb einer (Sub)Runde aus-
gefu¨hrten Auftra¨ge auf dieselbe Weise beschra¨nkt wird. Im folgenden wird deshalb nur noch
der Begriff der dynamischen Begrenzungsstrategie verwendet.
Auswahl- und Anordnungsstrategie
Eingetroffene D-Auftra¨ge werden vor ihrer Ausfu¨hrung in einer Warteschlange gesammelt.
Gema¨ß der Auswahlstrategie werden hieraus zu Beginn und auch wa¨hrend einer (Sub)Runde
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Auftra¨ge selektiert. Die maximale Anzahl ist durch die Begrenzungsstrategie festgesetzt. K-
Auftra¨ge unterliegen keiner Auswahlstrategie, da die von der Zulassungskontrolle festgeleg-
te Anzahl stets in der jeweiligen Runde ausgefu¨hrt werden muß. Um zu vermeiden, daß D-
Auftra¨ge niemals aus der Warteschlange entnommen werden und somit theoretisch unendliche
Antwortzeiten entstehen ko¨nnen, wird im folgenden davon ausgegangen, daß die Warteschlange
nach den Ankunftszeitpunkten der Auftra¨ge sortiert wird und Auftra¨ge gema¨ß ihrer Ankunfts-
reihenfolge hieraus entnommen (FCFS-Prinzip) werden. Hierdurch wird auf einfache Art und
Weise eine faire Ausfu¨hrung unter den D-Auftra¨gen garantiert.
Wenn zu Beginn einer (Sub)Runde eine Anzahl von D-Auftra¨gen aus der Warteschlange aus-
gewa¨hlt worden ist, ko¨nnen diese D-Auftra¨ge fu¨r die Ausfu¨hrung zusammen mit den K-Auf-
tra¨gen dieser (Sub)Runde in eine Ausfu¨hrungsreihenfolge gebracht werden. Die Anordnungs-
strategie bestimmt deren Ordnung. Es bieten sich zwei Alternativen an [WGP94, SG94a].
Die FCFS-Anordnungsstrategie sortiert die Auftra¨ge gema¨ß ihrem Ankunftszeitpunkt. Moti-
vation fu¨r diese Ausfu¨hrungsreihenfolge ist die faire Ausfu¨hrung der Auftra¨ge. Die SCAN-
Anordnungsstrategie sortiert die Auftra¨ge hinsichtlich ihrer Plattenposition relativ zum inner-
sten oder a¨ußersten Zylinder. Hierdurch ist bei der Abarbeitung der Auftra¨ge eine Reduzierung
der Positionierungszeiten mo¨glich.
Auswahlstrategien lassen sich weiterhin danach klassifizieren, wann wa¨hrend einer (Sub)Runde
eintreffende D-Auftra¨ge in der Ausfu¨hrungsreihenfolge Beru¨cksichtigung finden, sofern die von
der Begrenzungsstrategie festgelegte Obergrenze noch nicht u¨berschritten ist. Eine nicht inkre-
mentelle (engl. gated service) Auswahlstrategie legt die Ausfu¨hrungsreihenfolge nur zu Beginn
der (Sub)Runde in einem Ausfu¨hrungsplan fest. Eintreffende D-Auftra¨ge ko¨nnen somit erst
zum Beginn der na¨chsten (Sub)Runde im folgenden Ausfu¨hrungsplan beru¨cksichtigt werden.
Nachteil dieser Strategie ist, daß die Ausfu¨hrung von Auftra¨gen immer in die na¨chste Run-
de verzo¨gert wird, obwohl die Bearbeitung in manchen Fa¨llen in der derzeitigen (Sub)Runde
mo¨glich wa¨re. Hierdurch erho¨ht sich die Antwortzeit. Vorteil des nicht inkrementellen Verfah-
rens ist, daß der Ausfu¨hrungsplan nur einmal zu Beginn der Runde erstellt werden muß und
somit nur geringer Berechnungsaufwand entsteht.
In Abbildung 3.8 ist ein Beispiel unter Verwendung einer nicht inkrementellen Auswahlstrate-
gie in Kombination mit der SCAN-Anordnungsstrategie und gemischter Auftragsabarbeitung
gegeben. K-Auftra¨ge sind hierin dunkel, D-Auftra¨ge hell hinterlegt. Zusa¨tzlich ist unterhalb
der Auftragsnummer in eckigen Klammern die Auftragsposition (Zylindernummer) angegeben,
nach der der SCAN-Algorithmus die Sortierung der Auftra¨ge vornimmt. Zu Beginn der ersten
abgebildeten Runde wird der Ausfu¨hrungsplan fu¨r die K-Auftra¨ge A.i und B.j erstellt. Unter
der Annahme, daß der Plattenkopf sich auf dem Zylinder  befindet, sortiert der SCAN-
Algorithmus die Auftra¨ge nach aufsteigender Zylindernummer. Nach Abarbeitung von B.j wird
auf den Beginn der na¨chsten Runde gewartet. Zu Beginn der zweiten Runde sind die K-Auftra¨ge
A.i+1, B.j+1 und die D-Auftra¨ge 1, 2, 3 einzuplanen. Da der Plattenkopf auf Zylinder  steht,
erfolgt in dieser Runde die Ausfu¨hrung mit absteigender Zylindernummer. Auftrag 3 kann zum
einen nicht eingeplant werden, da die Gesamtbedienzeit u¨berschritten wird, wenn mehr als zwei
D-Auftra¨ge in dieser Runde bearbeitet werden, und zum anderen die Auswahlstrategie auf dem
FCFS-Prinzip basiert. Dies bedeutet, daß die Ausfu¨hrung von Auftrag 3 anstelle von Auftrag 2
oder 1 nicht vorgezogen werden kann. Die Ausfu¨hrung kann erst in der dritten Runde erfolgen,
in der der Ausfu¨hrungsplan mit aufsteigender Zylindernummer sortiert wird.
Eine beschra¨nkt inkrementelle (engl. incremental gated service) Auswahlstrategie erstellt im-
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Abbildung 3.8: Nicht inkrementelle Auswahlstrategie in Kombination mit einer SCAN-Anord-
nungsstrategie und gemischter Ausfu¨hrung der Auftra¨ge
mer dann einen neuen Ausfu¨hrungsplan, wenn der zuvor erstellte vollsta¨ndig abgearbeitet wur-
de und die Begrenzungsstrategie die Ausfu¨hrung weiterer D-Auftra¨ge erlaubt. Dies bedeutet,
daß D-Auftra¨ge innerhalb der Runde, in der sie eintreffen, ausgefu¨hrt werden ko¨nnen. In Abbil-
dung 3.9 ist die Vorgehensweise dieser Strategie illustriert. Zu Beginn der ersten Runde wird der
Ausfu¨hrungsplan fu¨r die K-Auftra¨ge A.i und B.j erstellt, der bei Eintreffen des D-Auftrages 1 be-
reits abgearbeitet ist. Da die Runde noch nicht beendet ist, wird folglich ein neuer Ausfu¨hrungs-
plan mit dem einzig zur Verfu¨gung stehenden D-Auftrag 1 erstellt. Ist dieser ausgefu¨hrt, wird
der dritte Ausfu¨hrungsplan innerhalb der ersten Runde erstellt, da das Rundeende noch nicht er-
reicht ist. Aufgrund der zeitlichen Beschra¨nkung kann hierbei nur Auftrag 2 Beru¨cksichtigung
finden. Auftrag 3 wird in die na¨chste Runde verschoben. Der Ausfu¨hrungsplan zu Beginn dieser
na¨chsten Runde entha¨lt die Auftra¨ge A.i+1, B.j+1 und 3, die nach absteigender Zylindersortie-
rung ausgefu¨hrt werden. Da auch in dieser Runde das Rundenende noch nicht erreicht ist, ist
die Ausfu¨hrung von Auftrag 4 mo¨glich. Vergleichbares gilt in der dritten Runde fu¨r den Auftrag
6.



















Abbildung 3.9: Beschra¨nkt inkrementelle Auswahlstrategie in Kombination mit einer SCAN-
Anordnungsstrategie und gemischter Ausfu¨hrung der Auftra¨ge
Eine voll inkrementelle Auswahlstrategie kann D-Auftra¨ge in bereits bestehende Ausfu¨hrungs-
pla¨ne gema¨ß der Anordnungsstrategie einfu¨gen, solange die von der Begrenzungsstrategie fest-
gelegte Obergrenze noch nicht erreicht worden ist. Dieses fu¨hrt ha¨ufig zu einer vera¨nderten
Ausfu¨hrungsreihenfolge der Auftra¨ge. Bei einer voll inkrementellen Auswahlstrategie in Kom-
bination mit einer SCAN-Anordnungsstrategie wird bei leerer Warteschlange ein eintreffender
D-Auftrag sofort in den gerade aktuellen Ausfu¨hrungsplan eingefu¨gt, wenn dessen Position
sich vor der aktuellen Position des Plattenkopfes befindet. Ansonsten wird der Auftrag in die
Warteschlange eingefu¨gt und seine Ausfu¨hrung auf den na¨chsten SCAN innerhalb derselben
(Sub)Runde oder der na¨chsten (Sub)Runde verschoben. Sollten alle D- und K-Auftra¨ge des
Ausfu¨hrungsplanes, inklusive der inkrementell eingefu¨gten, bearbeitet worden sein und sollte
die Beschra¨nkungsstrategie die Ausfu¨hrung weiterer D-Auftra¨ge erlauben, so kann ein weiterer
Plan mit Auftra¨gen aus der Warteschlange, wie zu (Sub)Rundenbeginn, erstellt werden.
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Eine beschra¨nkt inkrementelle Auswahlstrategie mit FCFS-Anordnungsstrategie zeigt im Ver-
gleich zu einer voll inkrementellen Auswahlstrategie mit FCFS-Anordnungsstrategie keine ver-
a¨nderte Ausfu¨hrungsreihenfolge der D-Auftra¨ge, da diese stets in der Ankunftsreihenfolge ab-
gearbeitet werden. Abbildung 3.10 zeigt ein Beispielszenario, an dem die Vorteile einer voll
inkrementellen Auswahlstrategie deutlich werden. In der zweiten Runde wird, anders als bei
einer beschra¨nkt inkrementellen Auswahlstrategie mit SCAN-Anordnungsstrategie, der Auf-
trag 4 in den Ausfu¨hrungsplan aufgenommen. Dies geschieht in der dritten Runde ebenfalls fu¨r
Auftrag 6. Hierdurch wird beim ¨Ubergang von Auftrag 5 zu Auftrag 6 weniger Zeit fu¨r die Posi-
tionierung beno¨tigt (jj   Zylinder) als beim beschra¨nkt inkrementellen Verfahren
von K-Auftrag B.j+2 zu Auftrag 6 (j  j   Zylinder) in Abbildung 3.9. Durch
diese in der dritten Runde hinzugewonnende Zeit ist es mo¨glich, den Auftrag 7 zusa¨tzlich in
derselben Runde auszufu¨hren.
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Abbildung 3.10: Voll inkrementelle Auswahlstrategie mit SCAN-Anordnungsstrategie und ge-
mischter Ausfu¨hrung der Auftra¨ge
3.2.2 Bewertung und Auswahl geeigneter Scheduling-Strategien
Anhand der im vorangegangenen Kapitel aufgefu¨hrten Teilstrategien lassen sich mit fu¨nf Pa-
rametern verschiedene Scheduling-Strategien fu¨r die gemeinsame Ausfu¨hrung von K- und D-
Auftra¨gen beschreiben. Die fu¨nf Parameter sind:
1. Festlegung der Einteilungsstrategie. Mo¨gliche Alternativen sind:
a) getrennte Ausfu¨hrung mit vorangehendem K-Abschnitt und nachfolgendem D-Ab-
schnitt
b) getrennte Ausfu¨hrung mit vorangehendem D-Abschnitt und nachfolgendem K-Ab-
schnitt
c) gemischte Ausfu¨hrung
2. Anzahl der Subrunden.




54 3 Scheduling der Datenzugriffe
4. Festlegung der Auswahlstrategie
 FCFS nicht inkrementell
 FCFS beschra¨nkt inkrementell
 FCFS voll inkrementell
5. Festlegung der Anordnungsstrategie. Mo¨gliche Alternativen sind:
a) SCAN-Anordnung fu¨r K-Auftra¨ge und FCFS-Anordnung fu¨r D-Auftra¨ge
b) SCAN-Anordnung fu¨r K-Auftra¨ge und SCAN-Anordnung fu¨r D-Auftra¨ge
Nicht alle Varianten, die sich hieraus kombinatorisch ermitteln lassen, sind sinnvoll. Es lassen
sich unmittelbar einige besonders vorteilhafte Kombinationen erkennen, so daß die Menge der
geeigneten Scheduling-Strategien im Vorfeld bereits eingegrenzt werden kann. Diese sollen
mit Hilfe einer experimentellen Evaluation in Kapitel 4 hinsichtlich ihrer Leistungsfa¨higkeit
untersucht werden.
Bewertung der Einteilungsstrategien: Vorteile durch vorangehenden K-Abschnitt /
durch gemischte Ausfu¨hrung
Favorisiert man K-Auftra¨ge gegenu¨ber den D-Auftra¨gen, so erscheint es sinnvoll bei einer
getrennten Einteilungsstrategie K-Auftra¨ge innerhalb der Runde als erste auszufu¨hren. Somit
ko¨nnen zu Beginn einer Runde zuna¨chst alle K-Auftra¨ge bearbeitet und die verbleibende Zeit
fu¨r D-Auftra¨ge genutzt werden. Hierdurch erho¨ht sich die Wahrscheinlichkeit, daß alle K-
Auftra¨ge in der fu¨r sie vorgesehenen Runde ausgefu¨hrt werden ko¨nnen.
Durch eine gemischte Ausfu¨hrung besteht bei Verwendung einer SCAN-Anordnung zusa¨tz-
liches Optimierungspotential, da die Optimierung des Plattenzugriffs u¨ber alle Auftra¨ge der
Runde durchgefu¨hrt werden kann.
Bewertung der Begrenzungsstrategien: Vorteile durch dynamische Begrenzung
Weiterhin la¨ßt sich feststellen, daß eine dynamische Begrenzungsstrategie fu¨r D-Auftra¨ge ge-
genu¨ber einer statischen Strategie mit Anzahl- oder Zeitlimitierung von Vorteil ist, da die dy-
namische Strategie die aktuelle Lastsituation innerhalb einer Runde bewerten kann. Sie kann
hierdurch die maximal zula¨ssige Anzahl von D-Auftra¨gen fu¨r die aktuelle Runde ausfu¨hren.
Bei den statischen Strategien hingegen wird einerseits die Rundendauer nicht in jeder Runde
vollsta¨ndig zur Ausfu¨hrung von Auftra¨gen genutzt und es kann andererseits nicht ausgeschlos-
sen werden, daß die Gesamtbedienzeit der Auftra¨ge die Rundendauer u¨berschreitet.
Ein Nachteil der dynamischen Begrenzung ist, daß im voraus die Gesamtbedienzeit berechnet
werden muß, obwohl einige Parameter, wie z.B. die Rotationsverzo¨gerung, im voraus nicht
bekannt sind. In diesen Fa¨llen muß mit einer Abscha¨tzung gearbeitet werden.
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Bewertung der Auswahlstrategien: Vorteile durch inkrementelle Auswahl
Fu¨r die Auswahlstrategie kann festgestellt werden, daß die inkrementellen Verfahren Vortei-
le gegenu¨ber den nicht inkrementellen aufweisen, da bei geringer Plattenauslastung eintref-
fende D-Auftra¨ge im gu¨nstigsten Fall sofort ausgefu¨hrt werden ko¨nnen. Weiterhin wird eine
voll inkrementelle Auswahlstrategie in Kombination mit einer SCAN-Anordnungsstrategie ei-
ner beschra¨nkt inkrementellen Auswahlstrategie in Kombination mit einer SCAN-Anordnungs-
strategie u¨berlegen sein, da durch die Mo¨glichkeit des Einfu¨gens von D-Auftra¨gen in einen
bereits erstellten Ausfu¨hrungsplan der Anteil der Positionierungszeiten pro Auftrag weiter re-
duziert werden kann.
Der Nachteil einer inkrementellen Auswahlstrategie ist ein erho¨hter Verwaltungsaufwand. Die-
ser ist zwingend notwendig, damit entschieden werden kann, ob das Einfu¨gen eines Auftrages
hinsichtlich der Plattenposition und hinsichtlich der Begrenzungsstrategie wa¨hrend der aktuel-
len Runde mo¨glich ist.
Bewertung der Anordnungsstrategien: Vorteile durch SCAN-Anordnung
Generell kann im voraus festgestellt werden, daß bei Verwendung der SCAN-Anordnung im
Vergleich zur FCFS-Anordnung ein ho¨herer Durchsatz durch die Optimierung des Plattenzu-
griffs erzielt werden kann. Da fu¨r K-Auftra¨ge die Ausfu¨hrungsreihenfolge keine Bedeutung hat,
solange alle K-Auftra¨ge innerhalb der Runde ausgefu¨hrt werden ko¨nnen, sollte hier generell die
SCAN-Anordnung verwendet werden. Die Verwendung einer FCFS-Anordnungsstrategie ist
nur fu¨r D-Auftra¨ge potentiell relevant, da eventuell eine Verku¨rzung der Antwortzeit mo¨glich
ist.
Wechselseitige Abha¨ngigkeiten
Ein weiteres Ausschlußkriterium bestimmter Strategien sind wechselseitige Abha¨ngigkeiten.
Werden z.B. verschiedene Anordnungsstrategien fu¨r D- und K-Auftra¨ge gewa¨hlt, so ist eine
gemischte Einteilungsstrategie nicht mo¨glich, da mindestens zwei getrennte Bedienabschnitte
beno¨tigt werden.
Auswahl der geeignetsten Algorithmen
Fu¨r eine na¨here algorithmische Betrachtung und eine experimentelle Evaluation in den nachfol-
genden Abschnitten werden folgende Scheduling-Strategien ausgewa¨hlt:
1. getrennte, dynamische, voll inkrementelle FCFS-Strategie:
getrennte Bedienabschnitte mit vorangehendem K-Abschnitt, in der die Auftra¨ge gema¨ß
SCAN-Anordnung ausgefu¨hrt werden; im D-Abschnitt erfolgt die Ausfu¨hrung gema¨ß
FCFS-Anordnung; dynamische Begrenzung der D-Auftragsanzahl sowie voll inkremen-
telle Auswahl innerhalb des D-Abschnitts.
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2. getrennte, dynamische, voll inkrementelle SCAN-Strategie:
getrennte Bedienabschnitte mit vorangehendem K-Abschnitt; Auftra¨ge werden im K- und
D-Abschnitt jeweils gema¨ß SCAN-Anordnung ausgefu¨hrt; dynamische Begrenzung der
D-Auftragsanzahl sowie voll inkrementelle Auswahl innerhalb des D-Abschnitts.
3. gemischte, dynamische, nicht inkrementelle SCAN-Strategie:
gemischte Ausfu¨hrung beider Auftragstypen gema¨ß SCAN-Anordnung; dynamische Be-
grenzung der D-Auftragsanzahl sowie nicht inkrementelle Auswahl der D-Auftra¨ge zu
Rundenbeginn.
4. gemischte, dynamische, beschra¨nkt inkrementelle SCAN-Strategie:
gemischte Ausfu¨hrung beider Auftragstypen gema¨ß SCAN-Anordnung; dynamische Be-
grenzung der D-Auftragsanzahl sowie beschra¨nkt inkrementelle Auswahl der D-Auftra¨ge.
5. gemischte, dynamische, voll inkrementelle SCAN-Strategie:
gemischte Ausfu¨hrung beider Auftragstypen gema¨ß SCAN-Anordnung; dynamische Be-
grenzung der D-Auftragsanzahl sowie beschra¨nkt inkrementelle Auswahl der D-Auftra¨ge.
Innerhalb der Gruppe der gemischten Strategien steigt von Strategie 3 u¨ber Strategie 4 bis
zu Strategie 5 der Aufwand fu¨r die Erstellung und Aktualisierung des Ausfu¨hrungsplanes. In
der Evaluation ist deshalb die Fragestellung interessant, welche dieser drei Strategien mit ak-
zeptablem Aufwand eine wesentliche Verbesserung der Performance (Antwortzeit, Durchsatz)
ermo¨glicht.
3.3 Scheduling-Algorithmen fu¨r die Verarbeitung von
gemischten Arbeitslasten
3.3.1 Algorithmen und Datenstrukturen
In diesem Abschnitt werden die im vorangegangenen Abschnitt ausgewa¨hlten Strategien algo-
rithmisch mit den dazugeho¨rigen Datenstrukturen na¨her pra¨zisiert. Alle Algorithmen benutzen
die folgenden beiden Datenstrukturen:
 eine FIFO-Warteschlange (fifoPuffer), die alle eintreffenden D-Auftra¨ge aufnimmt und
der Auftra¨ge gema¨ß ihrer Eingangsreihenfolge entnommen werden ko¨nnen,
 eine sortierte SCAN-Liste (scanListe), die Auftra¨ge entsprechend der SCAN-Strategie
geordnet nach aufsteigender Zylindernummer entha¨lt und aus der die Auftra¨ge fu¨r die
Ausfu¨hrung entnommen werden ko¨nnen.
Mit diesen beiden Datenstrukturen lassen sich die Algorithmen wie folgt beschreiben.
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Algorithmus I : getrennte, dynamische, voll inkrementelle FCFS-Strategie
Zu Beginn einer neuen Runde wird die SCAN-Liste (scanListe) mit den K-Auftra¨gen gefu¨llt,
die in dieser Runde ausgefu¨hrt werden mu¨ssen. Der Algorithmus bestimmt die SCAN-Richtung,
indem er die Position des ersten und des letzten in der SCAN-Liste stehenden Auftrages mit der
aktuellen Position des Plattenkopfes vergleicht und die Position des Auftrages anfa¨hrt, die am
na¨chsten liegt. Bei einem Vorwa¨rts-SCAN liegt die Position des ersten Auftrages in der SCAN-
Liste na¨her, bei einem Ru¨ckwa¨rts-SCAN die Position des letzten Auftrages. Im weiteren Verlauf
wird dann die SCAN-Liste von vorne bzw. hinten beginnend sequentiell abgearbeitet und die
ausgefu¨hrten Auftra¨ge werden aus der Liste entfernt. Falls die Ausfu¨hrung eines Auftrages das
Ende einer Runde u¨berschreitet, so werden die noch in der Liste vorhandenen Auftra¨ge nicht
mehr ausgefu¨hrt und aus der SCAN-Liste entfernt. Wenn die Liste komplett abgearbeitet wurde
und das Ende der Runde noch nicht erreicht ist, startet die Ausfu¨hrung von D-Auftra¨gen. Diese
werden der FIFO-Warteschlange (fifoPuffer) entnommen und ausgefu¨hrt bis die aktuelle Runde
beendet ist. Ist die FIFO-Warteschlange leer, so wird auf das Eintreffen von D-Auftra¨gen bis
zum Rundenende gewartet. Da ein in Ausfu¨hrung befindlicher D-Auftrag zu Rundenbeginn
nicht unterbrochen wird, kann es passieren, daß die Bearbeitung eines D-Auftrages sich in die
na¨chste Runde erstreckt.
Algorithmus II: getrennte, dynamische, voll inkrementelle SCAN-Strategie
Die Ausfu¨hrung der K-Auftra¨ge erfolgt wie in Algorithmus I beschrieben. Ist die SCAN-Liste
mit K-Auftra¨gen vollsta¨ndig abgearbeitet und das Ende der Runde noch nicht erreicht, so
wird die SCAN-Liste mit D-Auftra¨gen aus der Warteschlange so lange gefu¨llt, bis die vorab
berechnete Restbedienzeit, d.h. die voraussichtlich beno¨tigte Bedienzeit fu¨r alle in der Liste
enthaltenen D-Auftra¨ge, die verbleibende Rundendauer u¨berschreitet oder die Warteschlange
vollsta¨ndig geleert wurde. Damit eine Runde vollsta¨ndig ausgenutzt werden kann, ist es erlaubt,
daß sich die Ausfu¨hrung des letzten D-Auftrages in die na¨chste Runde erstreckt. Die SCAN-
Richtung wird wie in Algorithmus I bestimmt. Danach kann die Ausfu¨hrung der D-Auftra¨ge be-
ginnen. Vor der Entnahme eines Auftrages aus der SCAN-Liste wird versucht ein oder mehrere
D-Auftra¨ge aus der FIFO-Warteschlange in die SCAN-Liste einzufu¨gen. Hierzu wird so lange
ein D-Auftrag aus der Warteschlange entnommen und in die Liste eingefu¨gt, bis die berechnete
Restbedienzeit die verbleibende Rundendauer u¨berschreitet oder die Warteschlange leer wird
oder kein D-Auftrag in die Liste eingefu¨gt werden kann. Voraussetzung fu¨r das Einfu¨gen ist,
daß die Position eines einzufu¨genden Auftrages in SCAN-Richtung vor der aktuellen Position
des Plattenkopfes liegt. Ist die SCAN-Liste abgearbeitet und die Warteschlange nicht leer und
hat die na¨chste Runde noch nicht begonnen, so wird das initiale Auffu¨llen der SCAN-Liste
erneut durchgefu¨hrt. Ist die Warteschlange leer, so wird auf das Eintreffen neuer D-Auftra¨ge
gewartet, das das initiale Auffu¨llen erneut startet, oder es wird auf das Rundenende gewartet,
das die Ausfu¨hrung der K-Auftra¨ge, wie in Algorithmus I beschrieben, erneut initiiert.
Algorithmus III: gemischte, dynamische, nicht inkrementelle SCAN-Strategie
Zu Beginn einer neuen Runde werden zuna¨chst alle K-Auftra¨ge, die fu¨r diese Runde vorgese-
hen sind, in die SCAN-Liste eingefu¨gt. Daraufhin werden so lange D-Auftra¨ge aus der Warte-
schlange entfernt und in die SCAN-Liste eingefu¨gt, bis die berechnete Gesamtbedienzeit aller
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Auftra¨ge in der SCAN-Liste die verbleibende Rundendauer u¨berschreitet oder die Warteschlan-
ge vollsta¨ndig geleert ist. Hierbei ist es wie in Algorithmus II erlaubt, daß die Ausfu¨hrung des
letzten Auftrages, sofern es sich um einen D-Auftrag handelt, sich zeitlich in die na¨chste Run-
de erstreckt. Analog zu Algorithmus I erfolgt die Bestimmung der SCAN-Richtung und die
sequentielle Ausfu¨hrung aller Auftra¨ge in der SCAN-Liste. Aufgrund der nicht inkrementel-
len Auswahlstrategie wird die SCAN-Liste nur einmal zu Beginn einer Runde mit Auftra¨gen
gefu¨llt.
Algorithmus IV: gemischte, dynamische, beschra¨nkt inkrementelle SCAN-Strategie
Dieser Algorithmus verha¨lt sich zu Rundenbeginn wie in Algorithmus III beschrieben, indem
er die SCAN-Liste zuna¨chst mit K- und D-Auftra¨gen auffu¨llt, die SCAN-Richtung bestimmt
und die Bearbeitung der SCAN-Liste beginnt. Im weiteren Ablauf unterscheidet er sich von
Algorithmus III insofern, daß, wenn die SCAN-Liste vollsta¨ndig abgearbeitet wurde und das
Ende der Runde noch nicht erreicht ist, jedesmal versucht wird, wie zu Rundenbeginn, die
SCAN-Liste erneut mit Auftra¨gen aus der Warteschlange aufzufu¨llen. Ist die Warteschlange
vor Rundenende leer, so wird entweder gewartet bis ein neuer D-Auftrag eintrifft oder bis eine
neue Runde beginnt.
Algorithmus V: gemischte, dynamische, voll inkrementelle SCAN-Strategie
Zu Rundenbeginn wird die SCAN-Liste, wie in Algorithmus III beschrieben, mit K- und D-Auf-
tra¨gen gefu¨llt, die SCAN-Richtung bestimmt und die Bearbeitung der SCAN-Liste begonnen.
Wie schon zuvor in Algorithmus II wird bei den voll inkrementellen Algorithmen versucht, vor
jeder Entnahme eines Auftrages aus der SCAN-Liste einen oder mehrere D-Auftra¨ge aus der
Warteschlange in die SCAN-Liste einzufu¨gen. Es wird so lange ein D-Auftrag aus der War-
teschlange entnommen und in die SCAN-Liste eingefu¨gt, bis die berechnete Restbedienzeit
die verbleibende Rundendauer u¨berschreitet. Im Gegensatz zu einer getrennten Einteilungs-
strategie muß hierbei beru¨cksichtigt werden, daß kein K-Auftrag am Ende bzw. am Anfang
der SCAN-Liste auftritt, wenn die Restbedienzeit die verbleibende Rundendauer u¨berschrei-
tet, da in diesem Fall der K-Auftrag unter Umsta¨nden nicht mehr rechtzeitig vor Rundenende
ausgefu¨hrt werden kann. Das Einfu¨gen in die SCAN-Liste wird ebenfalls unterbrochen, wenn
die Warteschlange leer wird oder kein D-Auftrag mehr eingefu¨gt werden kann. Dies ist auf-
grund der FCFS-Auswahl dann der Fall, wenn die Position des ersten D-Auftrages in der War-
teschlange in SCAN-Richtung gesehen bereits hinter der aktuellen Position des Plattenkopfes
der Platte liegt. Ist die SCAN-Liste abgearbeitet und die Warteschlange nicht leer und hat die
na¨chste Runde noch nicht begonnen, so wird das Auffu¨llen der SCAN-Liste ausschließlich mit
D-Auftra¨gen erneut durchgefu¨hrt. Hierbei ko¨nnen die neu angekommenen D-Auftra¨ge Beru¨ck-
sichtigung finden, deren Position zum Ankunftszeitpunkt hinter der des Plattenkopfes lag. Ist
die Warteschlange leer, so wird auf das Eintreffen neuer D-Auftra¨ge gewartet, und das Auffu¨llen
mit D-Auftra¨gen startet erneut. Wird das Rundenende vorzeitig erreicht, so beginnt das initiale
Auffu¨llen mit K- und D-Auftra¨gen wieder von vorne.
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3.3.2 Pseudocode
Alle fu¨nf Algorithmen lassen sich zur Evaluation in einer einzigen Prozedur bearbeiteAuftra¨ge
kombinieren. Der dazugeho¨rige Pseudocode ist in Abbildung 3.11 aufgefu¨hrt. Die Prozedur
definiert in Zeile 3 die globalen Variablen, die von den u¨brigen Prozeduren ebenfalls verwen-
det werden. Innerhalb einer Endlosschleife, die sich von Zeile 4 bis Zeile 51 erstreckt, erfolgt
zuna¨chst im Falle einer getrennten Einteilungsstrategie in den Zeilen 7 bis 14 die Ausfu¨hrung
der K-Auftra¨ge. Bei den gemischten Strategien erfolgt die Ausfu¨hrung aller Auftra¨ge in den
Zeilen 18 bis 50. Die Abfrage nach der jeweiligen Auswahl- und Anordnungsstrategie erfolgt
in den Zeilen 21, 27, 36, 44 und 7. Immer, wenn sich die SCAN-Richtung a¨ndern kann, wird
die Variable scanRichtung auf den Wert undefiniert gesetzt. Dies ist dann der Fall, wenn bei
einer getrennten Strategie ein neuer Bedienabschnitt beginnt oder wenn bei einer gemischten
Strategie die scanListe leer wird.
Die tatsa¨chliche Ausfu¨hrung der Auftra¨ge erfolgt in der Prozedur bearbeiteAuftrag (siehe Ab-
bildung 3.12), die entsprechend der SCAN-Richtung genau einen Auftrag aus scanListe entfernt
und ausfu¨hrt.
Die Prozedur fuelleScanListe dient dem Auffu¨llen der SCAN-Liste und wird von der Prozedur
bearbeiteAuftra¨ge aufgerufen. Sie ist in Abbildung 3.13 skizziert. Sie liest in Zeile 9 den jeweili-
gen D-Auftrag in die Variable auftrag, der am la¨ngsten in fifoPuffer steht. Er wird in die SCAN-
Liste (Zeile 13) eingefu¨gt. Danach erfolgt die ¨Uberpru¨fung (Zeile 17), ob alle K-Auftra¨ge trotz
dieses zusa¨tzlichen D-Auftrages vollsta¨ndig innerhalb der Runde ausgefu¨hrt werden ko¨nnen.
Falls ja, wird der D-Auftrag endgu¨ltig (Zeile 24) aus dem fifoPuffer entfernt. Falls nein, muß
der Auftrag aus der scanListe gelo¨scht werden (Zeile 21) und bleibt im fifoPuffer erhalten.
Zum Schluß (Zeile 32) erfolgt noch die Bestimmung der SCAN-Richtung, wenn, im Falle ei-
nes initialen Auffu¨llens zu Rundenbeginn oder nachdem scanListe vollsta¨ndig geleert wurde,
diese noch nicht bestimmt ist. Da die Prozedur versucht, so viele D-Auftra¨ge wie mo¨glich in
die SCAN-Liste aufzunehmen, und dabei gleichzeitig garantieren muß, daß alle K-Auftra¨ge
innerhalb der Runde ausgefu¨hrt werden, ist eine Berechnung der Bedienzeit aller Auftra¨ge in
der SCAN-Liste notwendig. Diese Berechnung wird in der Prozedur berechneBedienzeit (sie-
he Abbildung 3.14) durchgefu¨hrt und basiert auf der Kenntnis aller Auftragspositionen, eines
hinreichend exakten Modells zur Berechnung der Positionierungszeiten, aller Auftragsgro¨ßen
sowie der Transferrate der Platte (Zeile 16-20). Der einzige Parameter, der im voraus unbekannt
sein kann, ist die Rotationsverzo¨gerung, die bei jedem einzelnen Auftrag in der SCAN-Liste
entsteht. Sie wird gegebenenfalls konservativ abgescha¨tzt, indem fu¨r jeden Auftrag die maxi-
male Rotationsverzo¨gerung angenommen wird (Zeile 19). Als Ru¨ckgabewert (Zeile 26) liefert
die Prozedur die berechnete Bedienzeit. Ist die SCAN-Richtung undefiniert, so muß, damit ei-
ne minimale Bedienzeit berechnet werden kann, zuvor die SCAN-Richtung (Zeile 8) bestimmt
werden. Dies geschieht in der Prozedur bestimmeScanRichtung in Abbildung 3.15. Sie liefert
als Ru¨ckgabewert die ermittelte Richtung fu¨r eine mit Auftra¨gen gefu¨llte SCAN-Liste.
3.4 Verku¨rzung der Rotationsverzo¨gerungen
Da die Bedienzeit eines Auftrages besonders bei kleinen Auftragsgro¨ßen mit kurzer Transferzeit
maßgeblich von der Rotationsverzo¨gerung bestimmt wird, gibt es Ansa¨tze, mit der Optimierung
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der Ausfu¨hrungsreihenfolge nicht nur die Positionierungszeit, sondern gleichzeitig auch die
Rotationsverzo¨gerung pro Auftrag zu verku¨rzen [RNP98].
Hierbei erfolgt die Abbildung auf ein TSP-Problem (Traveling Salesman Problem) unter Ver-
wendung eines vollsta¨ndigen Graphen: jeder Knoten entspricht einem Auftrag zu Beginn der
aktuellen Runde, der letzte Auftrag der vorangegangenen Runde ist ebenfalls als Knoten im
Graphen vorhanden und markiert die aktuelle Position des Plattenkopfes. Die Kosten, die beim
¨Ubergang zwischen Auftrag A zu Auftrag B entstehen, entsprechen der Bedienzeit von Auftrag
B, wenn zuvor Auftrag A ausgefu¨hrt wurde. Ausgehend von der aktuellen Position wird ein
Weg im Graphen gesucht, der alle Auftra¨ge miteinander verbindet und dabei die Summe der
¨Ubergangskosten, d.h. die Gesamtbedienzeit, minimiert.
Das Aufstellen des Ausfu¨hrungsplanes zu Rundenbeginn kann wie beim SCAN-Algorithmus
erfolgen, indem D-Auftra¨ge so lange eingefu¨gt werden, bis die gefundene Gesamtbedienzeit die
Rundendauer u¨berschreitet. Des weiteren kann bei einer inkrementellen Auswahlstrategie diese
Prozedur wa¨hrend der Runde wiederholt werden, falls die Gesamtbedienzeit die Rundendauer
zu Rundenbeginn unterschreitet.
Nachteile dieses Optimierungsansatzes sind praktische Probleme bei der Umsetzung. Zum einen
ist die Berechnung zur Lo¨sung des TSP-Problems bei einer realistischen Anzahl von mehreren
hundert Auftra¨gen nicht in kurzer Zeit (wenige Millisekunden) mo¨glich. Hierdurch ist die zur
Berechnung des Ausfu¨hrungsplanes beno¨tigte Zeit, die von der Rundendauer abzuziehen ist,
gro¨ßer als die durch Optimierung erzielte Verringerung der Gesamtbedienzeit.
Außerdem setzt die Berechnung ein Modell der Magnetplatte voraus, daß die Positionierungs-
zeiten und Rotationsverzo¨gerungen exakt berechnen kann. Gibt es nur geringe Abweichungen
in der Rotationsverzo¨gerung, z.B. durch thermische oder mechanische Einflu¨sse, so kann die
durchfu¨hrte vermeintliche Optimierung die Gesamtbedienzeit verla¨ngern. Dies geschieht z.B.
dann, wenn zugunsten einer großen Verringerung der Rotationsverzo¨gerung eine geringfu¨gig
gro¨ßere Positionierungszeit in Kauf genommen wird.
Eine Implementierung muß, um auf alle aktuellen Parameter der Magnetplatte zugreifen zu
ko¨nnen, auf der Ebene der Plattensteuerung auf der Platte selbst durchgefu¨hrt werden. Dieses
schließt die Verwendung konventioneller, handelsu¨blicher und deshalb preisgu¨nstiger Magnet-
platten aus. Gegen eine Implementierung auf der Ebene des Betriebssystems und eine Ver-
wendung konventioneller Platten spricht auch die Tatsache, daß moderne Magnetplatten z.T.
bereits a¨hnliche, aber undokumentierte Mechanismen zur Verringerung der Rotationsverzo¨ge-
rung (ROSE: 3-Dimensional Rotationally Optimized Seek Execution) [Qua99a] neben weiteren
Caching-Strategien [Qua99b] realisieren, die von außen durch das Betriebssystems nicht kon-
trollierbar sind. Eine gegenseitige negative Beeinflussung zwischen dem Betriebssystem und
der Steuerungssoftware auf der Platte wa¨re hierdurch wahrscheinlich.
Um eine einfache praktische Realisierbarkeit gewa¨hrleisten zu ko¨nnen, wird in der vorliegenden
Arbeit der einfachere Ansatz gewa¨hlt, der lediglich eine Verku¨rzung der Positionierungszeiten
erreicht und dabei die Rotationsverzo¨gerungen unberu¨cksichtigt la¨ßt.
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1 procedure bearbeiteAuftra¨ge()
2 begin
3 var global scanRichtung; var global scanListe; var global fifoPuffer;
4 forever do
5 /* Beginn einer neuen Runde */
6 fu¨ge alle K-Auftra¨ge der aktuellen Runde in scanListe ein;
7 if ( getrennte Einteilungsstrategie ) then
8 /* fu¨hre alle K-Auftra¨ge im ersten Bedienabschnitt der Runde aus */
9 scanRichtung := bestimmeScanRichtung();
10 while ( (aktuelle Runde noch nicht beendet) and (scanListe nicht leer) ) do
11 verarbeiteAuftrag();
12 od
13 scanRichtung := undefiniert;
14 fi
15 /* initiales Auffu¨llen der SCAN-Liste */
16 fuelleScanListe();
17 /* Schleife bis die Runde beendet ist */
18 while ( aktuelle Runde noch nicht beendet ) do
19 /* wa¨hle Auswahl- und Anordnungsstrategie */
20 switch ( Auswahl- und Anordnungsstrategie ) do
21 case ( nicht inkrementelle SCAN-Strategie ) do
22 if ( scanListe ist leer ) then
23 scanRichtung := undefiniert;
24 warte bis Runde beendet;
25 else verarbeiteAuftrag(); fi
26 od
27 case ( beschra¨nkt inkrementelle SCAN-Strategie ) do
28 if ( scanListe ist leer ) then fuelleScanListe(); fi
29 if ( scanListe nicht leer ) then
30 verarbeiteAuftrag();
31 else
32 scanRichtung := undefiniert;
33 warte bis Runde beendet oder D-Auftrag eintrifft;
34 fi
35 od
36 case ( voll inkrementelle SCAN-Strategie ) do
37 fuelleScanListe();
38 if ( scanListe nicht leer ) then verarbeiteAuftrag();
39 else
40 scanRichtung := undefiniert;
41 warte bis Runde beendet oder D-Auftrag eintrifft;
42 fi
43 od
44 case ( voll inkrementelle FCFS-Strategie ) do
45 if ( fifoPuffer nicht leer ) then
46 entferne einen Auftrag aus fifoPuffer und verarbeite diesen;
47 else warte bis Runde beendet oder D-Auftrag eintrifft; fi
48 od
49 od /* switch */
50 od /* while */
51 od /* forever */
52 end
Abbildung 3.11: Die Hauptprozedur zur Auswahl des verwendeten Scheduling-
Algorithmus.
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1 procedure bearbeiteAuftrag()
2 begin
3 if ( scanRichtung == vorwa¨rts ) then
4 entferne einen Auftrag von vorne aus scanListe und fu¨hre diesen Auftrag aus;
5 else
6 entferne einen Auftrag von hinten aus scanListe und fu¨hre diesen Auftrag aus;
7 fi
8 end




3 var local auftrag; var local iterator;
4 iterator := erste Position in fifoPuffer;
5 while ( fifoPuffer nicht vollsta¨ndig durchlaufen ) do
6 if ( berechneBedienzeit() verbleibende Rundendauer ) then
7 break; /* verlassen while-Schleife */
8 fi
9 auftrag := Auftrag an Position von iterator;
10 /* SCAN-Richtung ist nur im Falle des initialen Auffu¨llens undefiniert */
11 if ( ((scanRichtung != undefiniert) and (auftrag liegt vor aktueller Kopfposition))
12 or (scanRichtung == undefiniert) ) then
13 fu¨ge auftrag in scanListe ein;
14 /* u¨berpru¨fe, ob alle K-Auftra¨ge innerhalb der Runde */
15 /* ausgefu¨hrt werden ko¨nnen */
16 if ( (berechneBedienzeit()  verbleibende Rundendauer) or
17 (alle K-Auftra¨ge ko¨nnen innerhalb der Runde ausgefu¨hrt werden) ) then
18 if ( scanRichtung == vorwa¨rts )
19 iterator := Position hinter auftrag;
20 else iterator := Position vor auftrag; fi
21 lo¨sche auftrag aus fifoPuffer;
22 /* fu¨ge ggf. weitere Auftra¨ge ein */
23 else
24 lo¨sche auftrag aus scanListe;
25 break; /* verlasse while-Schleife */
26 fi
27 else
28 break; /* verlasse while-Schleife */
29 fi
30 od
31 if ( scanRichtung == undefiniert ) then
32 scanRichtung := bestimmeScanRichtung();
33 fi
34 end
Abbildung 3.13: Die Prozedur zum Einfu¨gen von D-Auftra¨gen in die SCAN-Liste.
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1 procedure berechneBedienzeit() : real
2 begin
3 var local bedienzeit; var local tempzylinder; var local tempScanRichtung;
4 var local auftrag; var local iterator;
5 bedienzeit := 0;
6 tempZylinder := Zylinderposition des Plattenkopfes;
7 if ( scanRichtung == undefiniert) then
8 tempScanRichtung := bestimmeScanRichtung();
9 else tempScanRichtung := scanRichtung; fi
10 if ( tempScanRichtung == vorwa¨rts ) then
11 iterator := Position des ersten Auftrages in scanListe;
12 else iterator := Position des letzten Auftrages in scanListe; fi
13 while ( scanListe noch nicht vollsta¨ndig durchlaufen ) do
14 auftrag := Auftrag an der Position von iterator in scanListe;
15 bedienzeit += Positionierungszeit zwischen tempZylinder und
16 Zylinderposition von auftrag;
17 if ( Rotationsverzo¨gerung von auftrag bekannt ) then
18 bedienzeit += Rotationsverzo¨gerung von auftrag;
19 else bedienzeit += maximale Rotationsverzo¨gerung; fi
20 bedienzeit += (Gro¨ße von Auftrag auftrag) / Plattentransferrate;
21 tempZylinder := Zylinderposition von Auftrag auftrag;
22 if ( tempScanRichtung == vorwa¨rts ) then
23 iterator := nachfolgende Position in scanListe;




Abbildung 3.14: Die Prozedur zur Berechnung der Bedienzeit.
1 procedure bestimmeScanRichtung f vorwa¨rts, ru¨ckwa¨rts g
2 begin
3 var local a¨ußererZylinder; var local innererZylinder; var local aktuellerZylinder;
4 a¨ußererZylinder := Zylinderposition des Auftrages am Beginn von scanListe;
5 innererZylinder := Zylinderposition des Auftrages am Ende von scanListe;
6 aktuellerZylinder := aktuelle Zylinderposition des Plattenkopfes;
7 /* wa¨hle den ku¨rzesten Weg zum na¨chsten Auftrag */
8 if ( (ja¨ußererZylinder - aktuellerZylinderj jinnererZylinder - aktuellerZylinderj)
9 or (( scanListe entha¨lt nur einen Auftrag)
10 and (a¨ußererZylinder  aktuellerZylinder)) ) then
11 return vorwa¨rts;
12 else return ru¨ckwa¨rts; fi
13 end
Abbildung 3.15: Die Prozedur zur Berechnung der SCAN-Richtung.




4.1 Modellierung der Hardwarekomponenten, Datenobjekte
und der Last
Die Evaluation der Algorithmen I bis V aus Abschnitt 3.3 erfolgt unter Verwendung von Mo-
dellen, die die Hardware, Datenobjekte und Last simulieren. Durch die systematische Vera¨nde-
rung der Modellparameter ist eine breite Untersuchung unabha¨ngig von den Charakteristika
einer gegebenen technischen Konfiguration auf einfache Art und Weise mo¨glich. Im folgenden
werden die in der Simulation benutzten Modelle vorgestellt. Als erstes erfolgt die Beschrei-
bung, wie die Simulation des Disk-Arrays durchgefu¨hrt wird. Es wird angenommen, daß die im
Disk-Array zusammengefaßten P
disks
Platten unabha¨ngig voneinander, d.h. unsynchronisiert,
arbeiten ko¨nnen, so daß im folgenden die Betrachtung des Modells an einer einzigen Platte
vorgenommen werden kann.
4.1.1 Das Plattenmodell
Das Plattenmodell simuliert das zeitliche Verhalten einer Platte beim Datenzugriff und berech-
net die Bedienzeit fu¨r einen Auftrag. Im folgenden wird die Modellierung der einzelnen Be-
standteile der Bedienzeit pro Platte na¨her erla¨utert. Hierbei wird davon ausgegangen, daß die
Daten von der Platte gelesen werden mu¨ssen, ohne daß ein eventuell vorhandener Zwischen-
speicher auf der Platte (Platten-Cache) ta¨tig wird, der u.U. Teile der zu lesenden Daten aufgrund
eines vorangegangenen Zugriffs noch entha¨lt. Diese Einschra¨nkung in der Modellierung ist ge-
rechtfertigt, da in der Realita¨t aufgrund der Gro¨ße der zu lesenden Fragmente und der großen
Restlast, d.h. Anzahl und Ha¨ufigkeit verschiedener Zugriffe auf diskrete Daten, der Platten-
Cache keine Wirkung zeigt.
Modell fu¨r die Positionierungszeit
Die Positionierungszeit ist abha¨ngig von der Distanz d, die der Plattenkopf bis zur Position des
Auftrages zu u¨berqueren hat, und den physikalischen Eigenschaften der Platte. Im Modell wird
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die Positionierungszeit durch die Funktion t
pos
berechnet, die hinreichend genau das Verhalten
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Die physikalischen Eigenschaften fließen in diese Funktion als Positionierungsparameter ein.
Ihre Berechnung erfolgt auf Basis von Herstellerangaben in Abschnitt 5.2. Aus der Funktion
erkennt man, daß bei einer kurzen Distanz d die Positionierungszeit durch einen nichtlinearen
Anteil bestimmt wird, da der Arm den gro¨ßten Zeitanteil in der Beschleunigungsphase ver-
bringt. Ab einer bestimmten Positionierungsdistanz, im Modell ist dies  Zylinder, u¨ber-
wiegt der linear wachsende Zeitanteil der Hochgeschwindigkeitsphase. Da die Zylinderanzahl
der Platte durch P
cyls
gegeben ist, betra¨gt die maximale Positionierungsdistanz P
cyls
 . Die





























Abbildung 4.1: Positionierungszeit in Abha¨ngigkeit von der Positionierungsdistanz
In der Simulation werden Positionierungszeiten, die innerhalb eines Datenzugriffes anfallen
ko¨nnen, nicht beru¨cksichtigt. Der zeitliche Anteil, der fu¨r eine Repositionierung auf eine be-
nachbarte Spur mit einem damit verbundenen Zylinderwechsel oder Kopfwechsel beno¨tigt wird,
ist an der Positionierungszeit gemessen derart gering, daß er ignoriert werden kann.
Modell fu¨r die Rotationsverzo¨gerung
Um die Rotationsverzo¨gerung bei jedem Zugriff exakt bestimmen zu ko¨nnen, mu¨ßte man zu
jedem Zeitpunkt die exakte Stellung der Scheiben und damit den Winkel zwischen Plattenkopf
und dem anzufahrenden Block bestimmen ko¨nnen. Dies ha¨tte einen hohen Berechnungsauf-
wand und damit eine unakzeptabel hohe Simulationsdauer zur Folge. Aus diesem Grund wird
der Wert der Rotationsverzo¨gerung bei jedem Zugriff durch das Ziehen einer Zufallszahl fu¨r
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eine gleichverteilte Zufallsvariable T
rot
ermittelt. Dies ist unter der Annahme mo¨glich, daß
die Datenzugriffe und damit die Auswahl der anzufahrenden Blo¨cke unabha¨ngig voneinander
erfolgen. Die Zufallsvariable T
rot
kann Werte von  bis zu der Zeit P
rot
fu¨r eine volle Plat-
tenumdrehung annehmen. P
rot
la¨ßt sich als Kehrwert der Rotationsgeschwindigkeit aus den



















Modell fu¨r die Transferzeit
Die Transferzeit, die fu¨r das Lesen der Blo¨cke des Datenobjektes notwendig ist, ist durch die
Transferrate und die Gro¨ße des Datenobjektes festgelegt. Die Simulation verwendet ein Mo-
dell fu¨r eine Ein-Zonen-Platte, die eine konstante Transferrate P
rate
besitzt. Die Verwendung
eines Modells fu¨r eine Mehr-Zonen-Platte wu¨rde bei der gleichma¨ßigen Verteilung der Daten
die Simulationsergebnisse qualitativ nicht vera¨ndern, sondern lediglich aufgrund zusa¨tzlicher
Berechnungen im Modell dessen Simulationsdauer verla¨ngern. Die Transferzeit wird durch die
Funktion t
trans












Das Datenmodell beschreibt die Verteilung und die Gro¨ße der in der Simulation verwendeten
Daten. Die Allokation der Datenobjekte erfolgt in der Simulation lediglich virtuell, d.h., es
wird keine Verteilung der Daten mit dazugeho¨riger Buchfu¨hrung u¨ber Position und Gro¨ße aller
gespeicherten Datenobjekte durchgefu¨hrt. Stattdessen wird bei jedem Zugriff ein virtuelles Da-
tenobjekt bzw. ein virtuelles Fragment mit zufa¨lliger Position und zufa¨lliger Gro¨ße bestimmt.
Datenplazierung
Das Modell der Datenplazierung geht davon aus, daß ein virtuelles diskretes Datenobjekt zu-
sammenha¨ngend auf einer einzigen Platte abgelegt wird. Ein kontinuierliches Datenobjekt wird
entsprechend dem in Abschnitt 2.2.1 vorgestellten KWL-Partitionierungsverfahren in Frag-
mente zerlegt und auf mehrere Platten mittels grobko¨rnigen Stripings verteilt (siehe Abschnitt
2.2.2). Jedes Fragment wird in zusammenha¨ngenden Blo¨cken auf einer Platte plaziert. Die Aus-
wahl der Platten erfolgt derart, daß eine gleichma¨ßige Verteilung der Daten gewa¨hrleistet ist.
Die bedeutet, daß beim Datenzugriff die Platte mit einer gleichverteilten Zufallsvariablen be-
stimmt wird. Da ein Disk-Array mit P
disks
Platten simuliert wird, hat die Wahrscheinlichkeit,
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daß ein diskretes Datenobjekt bzw. das erste Fragment eines kontinuierlichen Datenobjektes
auf einer bestimmten Platte liegt, den Wert P
disks
. Innerhalb der Platte erfolgt die Plazierung
der Daten ebenfalls gleichma¨ßig u¨ber alle Zylinder mit einer gleichverteilten Zufallsvariablen.
Die Wahrscheinlichkeit, einen bestimmten Zylinder der simulierten Platte auszuwa¨hlen, hat den
Wert P
cyls




Die Gro¨ße eines diskreten Datenobjektes wird durch eine Zufallsvariable S
D
bestimmt. In den
Experimenten kommen drei verschiedene Charakterisierungen dieser Zufallsvariable mit un-
terschiedlicher Dichtefunktion, unterschiedlichem Erwartungswert ES
D
	 und Varianz VarS
D
	
zum Einsatz. Eine Untersuchung mit Datenparameter I betrachtet große diskrete Datenobjekte
mit einer normalverteilten mittleren Gro¨ße von  Bytes. Durch die Datenparameter II sind
kleinere Objekte mit einer mittleren Gro¨ße von  Bytes charakterisiert. Der Variationsko-





	), ist in beiden Fa¨llen identisch und hat den Wert . Die
Verwendung von Datenparameter III nimmt gammaverteilte Objektgro¨ßen an und verwendet
denselben Erwartungwert und dieselbe Varianz wie fu¨r Datenparameter I. Dichtefunktionen und
Parameter sind in Tabelle 4.1 zusammengefaßt.
Charakterisierung kontinuierlicher Datenobjekte
Die Gro¨ße der Fragmente kann ungefa¨hr durch eine gammaverteilte Zufallsvariable S
K
model-
liert werden [Ros95, KH95]. Die in der Simulation verwendete mittlere Gro¨ße der Fragmente
betra¨gt  Bytes, die Varianz 
 Bytes. Dies entspricht der Gro¨ße und der Cha-
rakteristik von Fragmenten eines MPEG-2 Datenobjektes, die eine Wiedergabela¨nge von einer
Sekunde besitzen. Parameter und Dichtefunktion der Zufallsvariablen S
K
sind ebenfalls in Ta-
belle 4.1 zusammengefaßt. Die La¨nge der kontinuierlichen Datenobjekte, d.h. deren Anzahl
an Fragmenten, wird nicht modelliert, da dieser Wert im Lastmodell keine Beru¨cksichtigung
findet.
4.1.3 Das Lastmodell
Das Lastmodell simuliert Benutzer, die Anfragen an das System stellen und hierdurch Auftra¨ge
erzeugen. Die Last wird bestimmt durch die Ha¨ufigkeit der Datenzugriffe, die Zugriffsvertei-
lung innerhalb der Datenobjekte und der Gro¨ße der angeforderten Datenobjekte. Fu¨r beide Da-
tentypen wird im folgenden die Last getrennt spezifiziert.
D-Lastmodell
Die Ha¨ufigkeit der Zugriffe auf diskrete Datenobjekte wird durch einen stochastischen Poisson-
Prozeß beschrieben [All90, Nel95]. Dieser Prozeß simuliert das Eintreffen von Benutzeranfra-
gen, die D-Auftra¨ge erzeugen und somit Datenzugriffe auslo¨sen. Durch den Poisson-Prozeß
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Gro¨ße diskreter Datenobjekte / Auftragsgro¨ße D-Auftra¨ge
Datenparameter I: Datenparameter II:
ES
D
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Tabelle 4.1: Datenparameter fu¨r die Evaluation der Scheduling-Algorithmen
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sind die Zwischenankunftszeiten, d.h. die Zeiten zwischen zwei direkt aufeinander eintreffen-
den Benutzeranfragen und damit auch zwischen zwei D-Auftra¨gen, exponential verteilt. Die




Parameter, der fu¨r das Gesamtsystem gilt, wird in den Experimenten systematisch variiert und
bestimmt die durch diskrete Datenzugriffe hervorgerufene Last, die im folgenden als D-Last
bezeichnet wird.
Jede Anfrage bewirkt, daß der resultierende D-Auftrag stets das virtuelle diskrete Datenobjekt
vollsta¨ndig liest (Schreiboperationen werden im Modell vernachla¨ssigt, da die betrachteten ty-
pischen Anwendungen zum gro¨ßten Teil nur lesend auf die Daten zugreifen). Die Verteilung
der Auftragsgro¨ßen von D-Auftra¨gen ist somit identisch mit der Gro¨ßenverteilung der diskreten
Datenobjekte im Datenmodell.
Die Wahrscheinlichkeit fu¨r die Auswahl eines bestimmten Datenobjektes ist im Lastmodell u¨ber
alle Platten gleichverteilt.
K-Lastmodell
Die K-Last wird durch eine konstante Anzahl N der pro Runde und Platte auszufu¨hrenden
K-Auftra¨ge beschrieben. In den Experimenten wird dieser Parameter fu¨r eine niedrige K-Last
(N  ) und eine hohe K-Last (N  ) variiert, wodurch eine Auslastung der Platten von











 Datenstro¨me permanent bedient.
Die Rundendauer hat einen konstanten Wert T .
4.2 Simulationsumgebung
Die Implementierung der Umgebung ist in C++ [Str97, MSS96] unter Verwendung der Simula-
tionsbibliothek CSIM [Sch98] vorgenommen worden. Diese Bibliothek erlaubt durch die Ver-
wendung des Konzepts diskreter Ereignisse und die Bereitstellung von Konstrukten zur Defini-
tion paralleler Prozesse [Kre86] das dynamische Verhalten der Scheduling-Algorithmen exakt
nachzubilden. Weiterhin ko¨nnen die zu untersuchenden Leistungsmerkmale mit Hilfe geeig-
neter CSIM-Datenstrukturen gesammelt und statistisch aufbereitet werden. Im folgenden soll
zuna¨chst die Architektur des Simulators beschrieben werden:
4.2.1 Architektur
Die Architektur der Simulationsumgebung, in der die experimentelle Evaluation stattfindet, ist















































Abbildung 4.2: Architektur der Simulationsumgebung
 Disk-Array-Modul
Last-Module
Es existieren fu¨r D- und K-Last zwei getrennte Lastgeneratoren, die in parallel arbeitenden Pro-
zessen D-Auftra¨ge bzw. K-Auftra¨ge erzeugen und an die Module zur Plattensteuerung (Steue-
rungs-Module) weiterleiten. Der D-Lastprozeß fu¨gt die gema¨ß eines Poisson-Ankunftstroms
auftretenden D-Auftra¨ge in die Warteschlange des jeweiligen Steuerungs-Moduls ein. K-Auf-
tra¨ge werden nur zu Beginn einer Runde erzeugt und dem Steuerungs-Modul zum direkten
Einfu¨gen in die SCAN-Liste zur Verfu¨gung gestellt. Die hierfu¨r beno¨tigten zeitlichen Informa-
tionen erhalten beide Prozesse u¨ber ein Zeitgeber-Modul.
Zeitgeber-Modul
Der Zeitgeber synchronisiert u¨ber eine fu¨r die gesamte Simulationsumgebung gu¨ltige Uhr die
einzelnen Komponenten. Die Realisierung erfolgt als eigensta¨ndiger Prozeß, der am Ende einer
Runde u¨ber einen Ereignismechanismus den Beginn der neuen Runde den einzelnen Steuerungs-
Modulen signalisiert. Des weiteren wird den Steuerungs-Modulen zur Bestimmung der noch
verbleibenden Rundendauer die aktuelle Simulationszeit des Zeitgebers zur Verfu¨gung gestellt.
Steuerungs-Module
Innerhalb der Steuerungs-Module wird der Scheduling-Algorithmus als selbsta¨ndiger Prozeß
ausgefu¨hrt, der die Einplanung und die Ausfu¨hrung der Auftra¨ge vornimmt. Je nach Konfigu-
ration ist jeweils einer der zu evaluierenden Algorithmen aktiv. Innerhalb des Moduls befinden
sich die beiden Datenstrukturen fifoPuffer und scanListe, die zum Aufbau des Ausfu¨hrungspla-
nes beno¨tigt werden. Informationen u¨ber die aktuelle Zeit sowie u¨ber das Rundenende wird dem
Steuerungs-Modul u¨ber das Zeitgeber-Modul zur Verfu¨gung gestellt. Fu¨r jede Platte existiert ein
eigenes Steuerungs-Modul, so daß in der Simulation die Einplanung und die Ausfu¨hrung der
Auftra¨ge wie in einem realen System parallel durchgefu¨hrt werden ko¨nnen.
72 4 Evaluation ausgewa¨hlter Scheduling-Algorithmen
Disk-Array-Modul
Das Disk-Array-Modul u¨bernimmt die Simulation der einzelnen Platten. Hierbei stellt es im
wesentlichen Routinen zur Verfu¨gung, die die Bedienzeit eines Auftrages, wie im vorangegan-
genen Kapitel beschrieben, gema¨ß dem verwendeten Plattenmodell berechnen. Die Simulati-
onsumgebung bietet die Mo¨glichkeit, unterschiedliche Plattentypen gleichzeitig in einem somit
heterogenen Disk-Array zu verwenden. Hiervon wird jedoch in den vorgestellten Experimenten
kein Gebrauch gemacht.
4.2.2 Untersuchte Leistungsmetriken
Fu¨r den Vergleich der Scheduling-Algorithmen sind zwei Metriken von Interesse, die die Lei-
stungsfa¨higkeit der Algorithmen dokumentieren. Die eine Metrik ist die Leistungskapazita¨t des
Servers hinsichtlich D-Auftra¨ge, d.h. der maximale Durchsatz an D-Auftra¨gen fu¨r eine fest-
gelegte Anzahl von K-Auftra¨gen pro Runde. Als Durchsatz ist die Anzahl der pro Zeiteinheit
ausgefu¨hrten Auftra¨ge definiert. Die andere Leistungsmetrik ist die mittlere Antwortzeit fu¨r D-
Auftra¨ge. Hinsichtlich der K-Auftra¨ge ist keine Leistungsmetrik notwendig, da alle Algorith-
men dafu¨r sorgen, daß Sto¨rungen bei K-Auftra¨gen vermieden werden. Dies gilt allerdings nur,
sofern die Sto¨rungen dadurch entstehen, daß zu viele D-Auftra¨ge in der Runde ausgefu¨hrt wer-
den. Sto¨rungen ko¨nnen in dem Fall auftreten, in dem die alleinige Bearbeitung der K-Auftra¨ge
bereits die Rundendauer u¨berschreitet. Aufgrund der gewa¨hlten Parameter (Abschnitte 4.1.1,
4.1.2) wird dies in den Experimenten aber nie beobachtet.
4.2.3 Simulationsdauer und Signifikanz
Mit steigender Simulationsdauer steigt die Anzahl der insgesamt bearbeiteten Auftra¨ge und da-
mit die Anzahl der gemessenen Antwortzeiten, die zur Berechnung des Mittelwertes verwendet






    g von Messun-
gen berechnete Mittelwert a nur geringfu¨gig vom tatsa¨chlichen Erwartungswert abweicht, wird
die Messung so lange durchgefu¨hrt bis der Mittelwert der Antwortzeit eine vorgegebene Kon-
fidenz erreicht [Jai91]. In den Messungen wird das Konfidenzniveau auf  und der relative
Fehler auf  festgelegt. Dies bedeutet, daß der tatsa¨chliche Erwartungswert 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, so wie ihn die Simula-












Ziel der experimentellen Evaluation ist es, die Leistungsfa¨higkeit der vorgestellten Scheduling-
Strategien anhand der Algorithmen I bis V zu untersuchen und den zur gemeinsamen Aus-
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fu¨hrung von D- und K-Auftra¨gen geeignetsten Algorithmus zu ermitteln. Die experimentelle
Evaluation untersucht die Vor- und Nachteile dieser Algorithmen.
Hierbei erfolgt die Gliederung anhand der verwendeten Scheduling-Strategien. Es werden zu-
na¨chst die Datenparameter I (große diskrete Datenobjekte) aus Tabelle 4.1 verwendet. Das Disk-
Array besteht in allen Messungen aus fu¨nf Platten (P
disks
 ). Die konstante Rundendauer T
ist bei allen Experimenten auf den Wert von einer Sekunde festgesetzt und wird nicht variiert.
Alle Algorithmen benutzen bei ihren Berechnungen exakte Rotationsverzo¨gerungen und sind so
in der Lage, beim Einfu¨gen von D-Auftra¨gen in den Ausfu¨hrungsplan im voraus die Gesamtbe-
dienzeit genau zu berechnen. Hierdurch kann zu Rundenbeginn, wenn hinreichend D-Auftra¨ge
in der Warteschlange zur Verfu¨gung stehen, der Ausfu¨hrungsplan optimal mit D-Auftra¨gen auf-
gefu¨llt werden. Die Auswirkungen vera¨nderter Datenparameter und die Abscha¨tzung der Rota-
tionsverzo¨gerung werden in den letzten beiden Abschnitten untersucht.
4.3.1 Auswirkungen der Anordnungsstrategie
Zuna¨chst sollen die Auswirkungen der Anordnungsstrategie anhand der Algorithmen I und II
aus Abschnitt 3.3.1 untersucht werden. Beide Algorithmen verwenden eine getrennte Eintei-
lungsstrategie. Unterschiede gibt es hinsichtlich der Anordnungsstrategie: Algorithmus I ver-
wendet eine FCFS-Strategie, Algorithmus II verwendet dagegen eine SCAN-Strategie. Die Er-
gebnisse der Messungen sind in Abbildung 4.3 zu sehen. Der Graph zeigt in Abha¨ngigkeit von
der Ankunftsrate die mittlere Antwortzeit der D-Auftra¨ge bei hoher und niedriger K-Last, d.h.
bei insgesamt     und     Auftra¨gen pro Runde. Der maximale Durchsatz ist dort
zu erkennen, wo die mittlere Antwortzeit stark ansteigt und gegen einen (theoretisch) unendli-
chen Wert strebt. Mit ungefa¨hr  D-Auftra¨gen pro Sekunde bei  K-Auftra¨gen pro Runde und
Platte ist die Leistungskapazita¨t von Algorithmus II um ca.  gro¨ßer als bei Algorithmus I
mit FCFS-Anordnungsstrategie, der lediglich eine Leistungskapazita¨t von ca.  D-Auftra¨gen
pro Sekunde aufweist. Ursache hierfu¨r ist die Verwendung der SCAN-Anordnungsstrategie im
D-Abschnitt der Bearbeitungsrunde, die fu¨r Algorithmus II die beno¨tigten Positionierungszei-
ten verringert. Die hierdurch eingesparte Zeit kann fu¨r die Bearbeitung zusa¨tzlicher D-Auftra¨ge
verwendet werden. Je geringer die K-Last desto mehr Zeit steht fu¨r die Ausfu¨hrung der D-
Auftra¨ge zur Verfu¨gung und desto ha¨ufiger kann die SCAN-Anordnungsstrategie im Vergleich
zur FCFS-Strategie optimieren. Aus diesem Grund wird bei niedriger K-Last die Differenz im
Durchsatz zwischen beiden Algorithmen zugunsten von Algorithmus II gro¨ßer. Bei einer K-
Last von  K-Auftra¨gen pro Runde steigert Algorithmus II den Durchsatz um ca.  von ca.
 auf ca.  Auftra¨ge pro Sekunde.
4.3.2 Auswirkungen der Auswahlstrategie
In einer weiteren Testreihe wird die Auswirkung der Auswahlstrategie anhand der Algorith-
men III, IV und V aus Abschnitt 3.3.1, die K- und D-Auftra¨ge gemischt ausfu¨hren, untersucht.
Abbildung 4.4 stellt die mittlere Antwortzeit der D-Auftra¨ge bei hoher und niedriger K-Last
in Abha¨ngigkeit von der Ankunftsrate dar. Es zeigt sich, daß der Algorithmus V mit seiner
voll dynamischen Auswahlstrategie fu¨r alle Ankunftsraten die ku¨rzeren Antwortzeiten fu¨r bei-
de K-Lasten im Vergleich zu den beiden anderen Algorithmen aufweist. Aufgrund der nicht
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Algorithmus I (FCFS-Anordnung)
Algorithmus II (SCAN-Anordnung)
Abbildung 4.3: Auswirkung der Anordnungsstrategie: Antwortzeitvergleich der Algorithmen I
und II bei großen diskreten Datenobjekten
inkrementellen Auswahl mu¨ssen alle eintreffenden D-Auftra¨ge bei Verwendung von Algorith-
mus III mindestens das Ende der Ankunftsrunde abwarten, was die im Vergleich hohe Ant-
wortzeit von mindestens  bzw.  Sekunden erkla¨rt. Algorithmus IV weist ebenfalls im
Vergleich zu Algorithmus V eine ho¨here Antwortzeit auf. Die Zeitdifferenz fa¨llt bei geringer
K-Last niedriger aus. Dieser Effekt la¨ßt sich dadurch erkla¨ren, daß zu Beginn der Runde nur
wenige D-Auftra¨ge in der Warteschlange vorhanden sind, die in der vorangegangenen Runde
nicht mehr ausgefu¨hrt werden konnten. Deshalb findet Algorithmus IV zu Beginn einer neuen
Runde bei der Erstellung des Ausfu¨hrungsplanes fast ausschließlich K-Auftra¨ge vor, die dann
als erstes bearbeitet werden. Zwischenzeitlich eintreffende D-Auftra¨ge ko¨nnen erst nach Ab-
arbeitung der K-Auftra¨ge ausgefu¨hrt werden und erfahren hierdurch eine Verzo¨gerung, die bei
steigender K-Last gro¨ßer wird. Algorithmus V versucht, D-Auftra¨ge nach jeder Bearbeitung
in den Ausfu¨hrungsplan zu u¨bernehmen, und kann so eintreffende D-Auftra¨ge zeitlich den K-
Auftra¨gen vorziehen. Hinsichtlich der Leistungskapazita¨t erweisen sich alle drei Algorithmen
als gleichwertig. Die Leistungskapazita¨t der drei Algorithmen ist nahezu identisch und liegt
bei den verwendeten Daten- und Lastparametern bei ca.  (N  ) und ca.  (N  ) D-
Auftra¨gen pro Sekunde. Der Grund hierfu¨r ist, daß bei voller Auslastung zu Beginn einer Runde
bereits so viele D-Auftra¨ge in den Ausfu¨hrungsplan u¨bernommen werden, wie maximal in einer
Runde bearbeitet werden ko¨nnen. Aus diesem Grund ko¨nnen bei maximaler Auslastung zwi-
schenzeitlich eintreffende Auftra¨ge ebensowenig von einem inkrementellen Algorithmus wie
von einem nicht inkrementellen Algorithmus vor Rundenende ausgefu¨hrt werden.
4.3.3 Auswirkungen der Einteilungsstrategie
Der Effekt der verwendeten Einteilungsstrategie auf die Antwortzeit ist in Abbildung 4.5 fu¨r
die Algorithmen II, IV und V zu sehen. Algorithmus V mit der gemischten Einteilungsstrategie

















10 30 50 70 90 110 130 150 170 190
Normalverteilung





















Ankunftsrate D-Aufträge [Aufträge / sec]
N=3N=7
Algorithmus V (voll inkrementell)
Algorithmus IV (beschränkt inkrementell)
Algorithmus III  (nicht inkrementell)
2
DVar[S   ] = (25000)
DE[S   ] = 50000
Abbildung 4.4: Auswirkungen der Auswahlstrategie: Antwortzeitvergleich der Algorithmen
III, IV und V bei großen diskreten Datenobjekten
zeigt die niedrigsten Antwortzeiten. Dies liegt daran, daß dieser Algorithmus eintreffende D-
Auftra¨ge wa¨hrend der Bearbeitung von K-Auftra¨gen in die SCAN-Liste aufnehmen kann. Hin-
gegen erzwingt Algorithmus II mit der getrennten Einteilungsstrategie, daß alle D-Auftra¨ge,
die wa¨hrend des K-Abschnitts eintreffen, bis mindestens zum Ende des K-Abschnitts warten
mu¨ssen. Hierdurch entsteht die Differenz in der mittleren Antwortzeit von ungefa¨hr  Se-
kunden bei hoher K-Last. Bei geringer K-Last ist der K-Abschnitt ku¨rzer und damit auch die
Differenz von ca.  Sekunden geringer. Algorithmus IV zeigt trotz gemischter Einteilungs-
strategie mit Algorithmus II vergleichbare Antwortzeiten. Die Ursache hierfu¨r ist darin zu se-
hen, daß bei geringer D-Last zu Anfang der Runde nur wenige D-Auftra¨ge in der Warteschlange
vorhanden sind und somit, vergleichbar mit Algorithmus II, fast ausschließlich K-Auftra¨ge in
die SCAN-Liste eingefu¨gt und bearbeitet werden. Eintreffende D-Auftra¨ge ko¨nnen durch die
beschra¨nkt inkrementelle Auswahl erst wieder nach deren Bearbeitung beru¨cksichtigt werden.
4.3.4 Einfluß der Datenparameter
Um die Stabilita¨t der Algorithmen hinsichtlich verschiedener Datenparameter zu u¨berpru¨fen,
wird in weiteren Messungen die Gro¨ße der diskreten Datenobjekte verringert. Die verwendeten
Parameter sind als Datenparameter II in Tabelle 4.1 angegeben. Abbildung 4.6 zeigt, daß die
Sa¨ttigung bei verwendeter FCFS-Strategie im Vergleich zur SCAN-Strategie fru¨her, also bei
niedrigerer Ankunftsrate einsetzt. Durch die geringere Objektgro¨ße sinkt die Transferzeit und
damit auch die Bedienzeit pro Auftrag. Hierdurch kann bei einer gro¨ßeren Anzahl bedienbarer
D-Auftra¨ge pro Runde die SCAN-Strategie ha¨ufiger optimieren. Dadurch steigt die Differenz
im Durchsatz zwischen FCFS- und SCAN-Strategie an. Aus dem Graphen la¨ßt sich bei einer K-
Last von  eine Steigerung des Durchsatzes von ca.  (von  auf ) und bei einer K-Last
von  ein Steigerung um ca.  (von  auf ) zugunsten der SCAN-Strategie ablesen.
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Algorithmus IV (gemischt, beschränkt inkrementell)
Algorithmus II (getrennt, voll inkrementell)
Algorithmus V (gemischt, voll inkrementell)
Abbildung 4.5: Auswirkung der Einteilungsstrategie: Antwortzeitvergleich der Algorithmen II,
IV und V bei großen diskreten Datenobjekten
Weiterhin ist im Graphen erkennbar, daß eine geringere Objektgro¨ße auf den Kurvenverlauf
bei den Algorithmen IV und V keinen signifikanten Einfluß hat. Die Differenz in der mittleren
Antwortzeit zwischen Algorithmus IV und V bei geringer D-Last a¨ndert ihren Wert nicht, da
die Fragmentgro¨ße unvera¨ndert bleibt.
In weiteren Experimenten wird die Gro¨ße der diskreten Datenobjekte durch eine gammaverteilte
Zufallsvariable bestimmt (Datenparameter III in Tabelle 4.1). Die Ergebnisse zeigen praktisch
keinerlei Unterschiede zu denjenigen, die bei gleichem Erwartungswert und gleicher Varianz
mit einer normalverteilten Gro¨ßenverteilung (Datenparameter I in Tabelle 4.1) gemessen wer-
den.
4.3.5 Einfluß der Bedienzeitabscha¨tzung
In den vorangegangenen Experimenten haben alle Algorithmen bei der Einplanung der Auftra¨ge
und der Aufstellung des Ausfu¨hrungsplanes die exakte Bedienzeit eines Datenzugriffs a priori,
also vor dessen Ausfu¨hrung, exakt berechnen ko¨nnen. Unter Umsta¨nden ist diese Berechnung
bei unvollsta¨ndiger Kenntnis des genauen Verhaltens der verwendeten Gera¨te oder bei Verwen-
dung komplexer ¨Ubertragungs- und Netzwerkprotokolle nicht mo¨glich. Die Vorausberechnung
der Rotationsverzo¨gerung setzt z.B. ein exaktes Verhaltensmodell voraus, daß sowohl die ge-
naue Kenntnis der Steuerungsalgorithmen auf der Platte als auch pra¨zise Zustandsinformatio-
nen von der Plattensteuerung wa¨hrend des Betriebs beno¨tigt. Diese Informationen sind nur dann
zuga¨nglich, wenn eine Implementierung der Algorithmen auf Ebene der Plattensteuerung auf
der Platte durchgefu¨hrt wird. Ist dies nicht realisierbar oder gewu¨nscht, so muß eine konservati-
ve Abscha¨tzung der Rotationsverzo¨gerung vorgenommen werden. Im folgenden soll untersucht
werden, inwieweit eine solche Abscha¨tzung die bisher ermittelten Ergebnisse beeinflußt. Abbil-
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Abbildung 4.6: Einfluß geringerer Objektgro¨ßen: Antwortzeitvergleich der Algorithmen I, II,
IV und V bei kleinen diskreten Datenobjekten
dung 4.7 zeigt die mittlere Antwortzeit der Algorithmen III bis V bei exakter Berechnung und
bei Abscha¨tzung der Rotationsverzo¨gerung, fu¨r die der maximal mo¨gliche Wert, d.h. die Zeit
fu¨r eine vollsta¨ndige Drehung, angenommen wird.
Die geringere Leistungskapazita¨t von Algorithmus III mit ca.  D-Auftra¨gen pro Sekunde
la¨ßt sich im Fall der konservativen Abscha¨tzung dadurch erkla¨ren, daß zu Rundenbeginn weni-
ger D-Auftra¨ge ausgewa¨hlt und in der Runde ausgefu¨hrt werden als tatsa¨chlich mo¨glich sind.
Algorithmus IV fu¨llt in diesem Fall zu Beginn der Runde die SCAN-Liste ebenfalls mit zu
wenigen D-Auftra¨gen auf. Dieser Abscha¨tzungfehler wird innerhalb der Runde aber dadurch
korrigiert, daß nach Abarbeitung der SCAN-Liste die tatsa¨chlich zur Bearbeitung verwendete
Zeit gemessen wird und gegebenfalls die SCAN-Liste bei verbleibender Rundendauer erneut
mit D-Auftra¨gen aufgefu¨llt wird. Algorithmus V beru¨cksichtigt die tatsa¨chlich beno¨tigte Be-
dienzeit vorausgegangener D-Auftra¨ge aufgrund der inkrementellen Auswahl zusa¨tzlich nach
jedem D-Auftrag. Der Abscha¨tzungfehler und die dadurch hervorgerufene geringere Leistungs-
kapazita¨t von Algorithmus III versta¨rkt sich mit abnehmender K-Last (siehe Abbildung 4.8) und
kleinerer D-Auftragsgro¨ße (siehe Abbildung 4.9). Die Algorithmen IV und V weisen bei Ver-
wendung der konservativen Abscha¨tzung eine geringfu¨gig kleinere Leistungskapazita¨t als bei
exakter Berechnung auf, obwohl die Auswahl inkrementell stattfindet und der Abscha¨tzungs-
fehler zumindest bei Algorithmus V mit jeder Abarbeitung eines D-Auftrages korrigiert wird.
Diese Abweichung versta¨rkt sich, wie in den Graphen zu sehen, bei geringer werdender K-
Last und kleineren Objektgro¨ßen. Ursache hierfu¨r ist, daß Situationen auftreten ko¨nnen, in de-
nen der Abscha¨tzungfehler erst dann derart klein wird, wenn ein D-Auftrag nicht mehr in den
Ausfu¨hrungsplan aufgenommen werden kann, weil der Plattenkopf die Auftragsposition bereits
u¨berfahren hat. Bei exakter Berechnung ha¨tte das Einfu¨gen in den Ausfu¨hrungsplan rechtzeitig
geschehen ko¨nnen, bevor der Plattenkopf die Auftragsposition erreicht.
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Abbildung 4.7: Auswirkung der Bedienzeitabscha¨tzung bei hoher K-Last und großen Daten-
objekten
4.3.6 Berechnungsaufwand
Der gro¨ßte Berechnungsaufwand tritt bei Verwendung von Algorithmus V auf, der die Neube-
rechnung der Restbedienzeit nach jedem Auftrag durchfu¨hrt. In den folgenden Experimenten
soll deshalb die Zeit gemessen werden, die dieser Algorithmus pro Runde und Platte fu¨r die
Aufstellung des Ausfu¨hrungsplanes, d.h. fu¨r das Einfu¨gen der Auftra¨ge in die SCAN-Liste und
fu¨r die Berechnung der Restbedienzeit beno¨tigt. Die Messungen wurden auf einer Sun Ultra
 Workstation mit einem Mhz UltraSPARC Prozessor durchgefu¨hrt, dabei sind zuvor kei-
ne speziellen Codeoptimierungen an den Routinen aus Abschnitt 3.3.2 vorgenommen worden.
Es wurden die Datenparameter I aus Tabelle 4.1 verwendet, die K-Last wurde mit  und 
K-Auftra¨gen pro Runde und Platte variiert. Die Rotationsverzo¨gerung wurde wie im vorange-
gangenen Abschnitt konservativ abgescha¨tzt. Die gemessenen Zeiten liegen zwischen  und
 Millisekunden (siehe Tabelle 4.2).
Das Ansteigen des Aufwands mit wachsender Ankunftsrate hat zwei Gru¨nde. Zum einen steigt
die Anzahl der in der SCAN-Liste eingefu¨gten Auftra¨ge und damit die Ha¨ufigkeit der Neu-
berechnung der Restbedienzeit, zum anderen wa¨chst die Anzahl der Auftra¨ge und damit die
La¨nge der SCAN-Liste. Letzteres bedeutet, daß der Aufwand fu¨r eine Neuberechnung eben-
falls wa¨chst, da die Bedienzeit jedes Auftrages in der SCAN-Liste bei der Berechnung der
Restbedienzeit bestimmt werden muß. Dies ist ein Grund, weshalb kein linearer Zusammen-
hang zwischen Berechnungsaufwand und Ankunftsrate besteht. Unter hoher Auslastung mit 
K-Auftra¨gen und einer Ankunftsrate von  betra¨gt der Anteil des Berechnungsaufwandes
an der Rundendauer . Dieser geringe Anteil ist vernachla¨ssigbar, wenn man davon ausgeht,
daß durch Codeoptimierung und schnellere Prozessoren die Berechnungen nochmals um eine
Gro¨ßenordnung beschleunigt werden ko¨nnen. Daru¨ber hinaus ko¨nnen moderne E/A Schnitt-
stellen den Datentransfer ohne CPU-Kontrolle durchfu¨hren. Hierdurch ist es mo¨glich, die Be-
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Abbildung 4.8: Auswirkung der Bedienzeitabscha¨tzung bei niedriger K-Last und großen Date-
nobjekten
rechnung der Ausfu¨hrungspla¨ne parallel zum Datentransfer stattfinden zu lassen. Durch diese
Parallelisierung wird die Zeit, die in einer Runde fu¨r Datenzugriffe zur Verfu¨gung steht, nicht
reduziert.




[D-Auftra¨ge / sec]     
Berechnungsaufwand pro Runde und Platte [msec]     




[D-Auftra¨ge / sec]     
Berechnungsaufwand pro Runde und Platte [msec]     
Tabelle 4.2: Berechnungsaufwand pro Runde und Platte bei Verwendung von Algorithmus V
4.4 Fazit und Empfehlung zum Systementwurf
Zusammenfassend la¨ßt sich feststellen, daß Algorithmus V die beste Wahl fu¨r das Platten-
Scheduling in einem Daten-Server mit gemischter Datenhaltung ist.
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Abbildung 4.9: Auswirkung der Bedienzeitabscha¨tzung bei hoher K-Last und kleinen Daten-
objekten
Dieser Algorithmus erzielt die niedrigste mittlere Antwortzeit fu¨r D-Auftra¨ge und kann gleich-
zeitig die ho¨chste Leistungskapazita¨t aufweisen. Die Vorteile kommen um so mehr zum Tra-
gen, je ho¨her die K-Last ist. In diesem Fall la¨ßt sich durch das voll inkrementelle Einfu¨gen
von D-Auftra¨gen die mittlere Antwortzeit im Vergleich zu den anderen Algorithmen deutlich
senken. Des weiteren scho¨pft der Algorithmus besonders bei sehr kleinen D-Auftra¨gen durch
die SCAN-Strategie die Ressourcen der Platte in sta¨rkerem Maße aus als andere Algorithmen
(z.B. FCFS) und garantiert selbst am Rande der Leistungskapazita¨t, daß die Ausfu¨hrung von
D-Auftra¨gen keinen Einfluß auf die Sto¨rungsha¨ufigkeit der kontinuierlichen Datenstro¨me hat.
Algorithmus V verha¨lt sich weiterhin robust, wenn aus praktischen Erwa¨gungen bei der Ein-
planung der Auftra¨ge eine Abscha¨tzung der Rotationsverzo¨gerung durchgefu¨hrt werden muß.
Da weiterhin nur ein geringer Zeitaufwand fu¨r die Aufstellung der Ausfu¨hrungspla¨ne beno¨tigt
wird, wird die Implementierung des Algorithmus auch unter Verwendung realer Hardware ver-






Stochastische Modellierung der System-
und Lastkomponenten
Um Vorhersagen u¨ber das Verhalten des Daten-Servers unabha¨ngig von Messungen oder Si-
mulationsexperimenten treffen zu ko¨nnen, ist es notwendig, den Daten-Server durch ein analy-
tisches Modell zu beschreiben. Parameter dieses analytischen Modells sind die Charakteristi-
ka der Systemkomponenten, z.B. Plattenparameter, sowie die Beschreibung der Last. Hierauf
aufbauend lassen sich in den nachfolgenden Kapiteln analytische Modelle zur Vorhersage der
Server-Performance erstellen, die es ermo¨glichen, die Service-Qualita¨t des Daten-Servers in
Form von Sto¨rungsha¨ufigkeit und Antwortzeit quantitativ festzulegen.
Die stochastische Analyse charakterisiert System- und Lastparameter anhand ihrer Wahrschein-
lichkeitsverteilung, z.B. durch deren Dichte- oder Verteilungsfunktion, mit dem Ziel, Aussa-
gen u¨ber die Wahrscheinlichkeitsverteilung von Sto¨rungsrate und Antwortzeit zu erhalten. In
den folgenden Abschnitten wird deshalb als Grundlage zuna¨chst das Verhalten der im Modell
beru¨cksichtigten Systemkomponenten, d.h. der Magnetplatten sowie der Last, durch geeignete
Dichtefunktionen modelliert.
Im Gegensatz zu einem Simulationsmodell, das im vorangegangenen Abschnitt verwendet wor-
den ist, um die Antwortzeit der Scheduling-Strategien experimentell zu bestimmen, liegt der
Vorteil der analytischen Vorgehensweise darin, daß die Bestimmung der Antwortzeit bzw. der
Sto¨rungsha¨ufigkeit in einem einzigen Berechnungsvorgang in kurzer Zeit erfolgen kann. Bei der
Durchfu¨hrung von Simulationexperimenten ist es hingegen notwendig, die Messungen so lange
zu wiederholen, bis eine hinreichende statistische Konfidenz in den beobachteten Meßwerten
erzielt worden ist. Der Aufwand hierfu¨r kann je nach Fragestellung und Leistungsfa¨higkeit der
verwendeten Simulationsumgebung extrem hoch sein.
In Abschnitt 5.1 wird im folgenden das Lastmodell beschrieben. Daraufhin werden die Verzo¨ge-
rungen, die beim Plattenzugriff entstehen, modelliert: Positionierungszeit in Abschnitt 5.2, Ro-
tationsverzo¨gerung in Abschnitt 5.3 sowie Transferzeit in Abschnitt 5.4.
Als Notation fu¨r die Dichtefunktion der Zufallsvariablen X bzw. V
W





verwendet. Eine Verzeichnis aller verwendeten Symbole befindet sich
in Anhang B.
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5.1 Modellierung der Last
5.1.1 Auftragsgro¨ßen
In den analytischen Berechnungen der nachfolgenden Kapitel wird davon ausgegangen, daß
die Auftragsgro¨ße, d.h., die Datenmenge, die pro Auftrag gelesen bzw. geschrieben wird, fu¨r
D-Auftra¨ge durch eine normalverteilte Zufallsvariable S
D
und fu¨r K-Auftra¨ge durch eine gam-
maverteilte Zufallsvariable S
K
modelliert werden kann (siehe Abschnitt 4.1.2 bzw. [Ros95,
KH95]). Die Dichtefunktion von S
D





Erwartungswert und der Standardabweichung entsprechen. Da die Auftragsgro¨ßen nur positive

















































Fu¨r typische Parameter ist der Fehler, der durch die Verwendung dieser ”abgeschnittenen“ Nor-
malverteilung in den weiteren Berechnungen entsteht, zu vernachla¨ssigen.





























































x bezeichnet in Gleichung 5.3 die Gamma-Funktion [BSM98].
5.1.2 Ankunftsprozesse
Die Anku¨nfte der K- und D-Auftra¨ge werden durch zwei Ankunftsprozesse beschrieben. Die
Anku¨nfte aller K-Auftra¨ge einer Runde fallen auf den Beginn dieser Runde. Die Anzahl der
Anku¨nfte pro Runde ist im folgenden durch eine Konstante N festgelegt.
Die Anku¨nfte der D-Auftra¨ge werden durch einen Poisson-Prozeß [All90, Lan92] modelliert.
Die Wahrscheinlichkeit von k Anku¨nften in einem Zeitintervall der La¨nge t ist bei einem
Poisson-Prozeß:







 ist die Rate des Prozesses und gibt die mittlere Anzahl der Anku¨nfte pro
Zeiteinheit an.
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5.2 Modellierung der Positionierungszeiten
Die Zufallsvariable T
pos
gibt die Positionierungszeit an, die der Plattenkopf beno¨tigt wird,
um die durch den Datenzugriff adressierte Spur anzufahren. Um die Verteilungsfunktion die-
ser Zufallsvariablen bestimmen zu ko¨nnen, wird zuna¨chst eine Funktion aufgestellt, die fu¨r
eine konkrete Positionierungsdistanz die Positionierungszeit berechnet. Daraufhin wird unter
Beru¨cksichtigung der Wahrscheinlichkeit, mit der eine bestimmte Spur bei einem Datenzugriff
adressiert wird, die Verteilung der Positionierungsdistanz fu¨r die FCFS- und die SCAN-Anord-
nungsstrategie charakterisiert. Aus der Verteilung der Positionierungsdistanz und der Funktion
zur Berechnung der konkreten Positionierungszeit la¨ßt sich dann die Verteilung der Positionie-
rungszeit bestimmen. Im letzten Abschnitt wird durch eine obere Schranke die Positionierungs-
zeit fu¨r die SCAN-Anordnungsstrategie abgescha¨tzt.
5.2.1 Positionierungszeit pro Plattenzugriff
Die bereits im Simulationsmodell in Abschnitt 4.1.1 verwendete Zeitfunktion t
pos
fu¨r eine Po-
sitionierungsdistanz d findet ebenfalls im analytischen Modell zur Berechnung der Positionie-
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pos
 d  P
cyls
(5.6)




,    , P

pos
bestimmt, die durch die physikalischen Eigenschaften der Platte festgelegt sind.
Im folgenden soll gezeigt werden, wie diese Parameter berechnet werden ko¨nnen.
Bei einer kurzen Distanz wird die Positionierungszeit durch einen nichtlinearen Anteil be-
stimmt, da der Arm den gro¨ßten Zeitanteil in der Beschleunigungsphase verbringt (siehe Ab-




bestimmen den konstanten Zeitanteil der Abstimm-
phase. Der Parameter P
pos
beschreibt, ab welcher Distanz der linear wachsende Zeitanteil der
Hochgeschwindigkeitsphase die Positionierungszeit dominiert.
Die Scha¨tzung der Positionierungsparameter erfolgt durch Messungen wie in [WGPW95] oder
durch eine Berechnung anhand von Plattenparametern [CBR94], die den Datenbla¨ttern der Ma-
gnetplatten entnommen werden ko¨nnen. Die beno¨tigten Plattenparameter sind im einzelnen:
 P
cyls




, die minimale Positionierungszeit, die bei einem Wechsel auf einen benachbarten










, die maximale Positionierungszeit bei der maximal mo¨glichen Positionierungsdi-
stanz von P
cyls












, die durchschnittliche Positionierungszeit, die fu¨r das Anfahren einer zufa¨llig aus-
gewa¨hlten Spur beno¨tigt wird.
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Der Wert von P 
pos
betra¨gt aufgrund von Erfahrungswerten ungefa¨hr ein Fu¨nftel der maximal






Die u¨brigen Positionierungsparameter P 
pos
,    , P

pos
lassen sich mit obigen Plattenparametern













































































































































Die Gleichung (c) des Systems 5.7 garantiert die Stetigkeit der Funktion t
pos
an der Stelle P 
pos
.
In der Gleichung (d) bezeichnet P D  d	 die Wahrscheinlichkeit, mit der bei der Messung
der durchschnittlichen Positionierungszeit P avg
pos
eine Positionierungsdistanz von d Zylindern
aufgetreten ist. Diese Wahrscheinlichkeit kann wa¨hrend der Messung protokolliert oder unter
Annahme eines gleichverteilten Zugriffs auf alle Zylinder der Platte berechnet werden. Die
Berechnung von P D  d	 wird im nachfolgenden Abschnitt 5.2.2 na¨her erla¨utert.
Das Lo¨sen des Gleichungssystems 5.7 unter Verwendung der Herstellerdaten aus Tabelle 5.1
fu¨hrt bei einer Magnetplatte des Typs Quantum Viking zu folgender Zeitfunktion t
pos
, die in
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geho¨rige inverse Funktion t
pos
, die einen Zeitwert t in eine Positionierungsdistanz
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(5.9)




 der inversen Zeitfunktion t
pos
beschreibt die Geschwindigkeit mit
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(5.10)
An der Stelle t
pos

 ist die Funktion t
pos





niert. Damit die Funktion t
pos
und damit auch t
pos
an allen Stellen differenzierbar wird, ließe
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Konfigurationsdaten
Anzahl der Scheiben P
plat

Anzahl der Ko¨pfe P
heads





Anzahl der Zonen P
zones

Speicherkapazita¨t der innersten Spur Pmin
cap
 Blo¨cke =  Bytes
Speicherkapazita¨t der a¨ußersten Spur Pmax
cap
 Blo¨cke =  Bytes
Speicherkapazita¨t einer Spur der Zone i P i
cap
Annahme: linearer Zuwachs












Positionierungszeit u¨ber einen Zylinder Pmin
pos
 msec
durchschnittliche Positionierungzeit P avg
pos
 msec























Tabelle 5.1: Herstellerangaben u¨ber Plattenparameter einer Quantum Viking 2.1 Magnetplatte

















































Der Parameter P 
pos
mu¨ßte in diesem Fall als weiterer Parameter durch das erweiterte Glei-
chungssystem bestimmt werden. Fu¨r die betrachteten Parameter der Magnetplatte aus Tabelle
5.1, existiert fu¨r das erweiterte Gleichungssystem allerdings keine Lo¨sung, so daß im folgenden




 vernachla¨ssigt werden muß.
5.2.2 Verteilung der Positionierungsdistanz bei der FCFS-Anordnung
Als zweiter Schritt auf dem Weg zur Charakterisierung der Positionierungszeit erfolgt die Be-
rechnung der Verteilung der Positionierungsdistanz. Hierzu wird zuna¨chst die Wahrscheinlich-
keit berechnet, daß ein Zylinder bei einem Datenzugriff betroffen ist. Im folgenden wird stets
angenommen, daß die Daten gleichma¨ßig u¨ber alle Zylinder verteilt sind und daß der Datenzu-
griff alle Daten gleich wahrscheinlich betrifft.
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Auswahlwahrscheinlichkeit eines Zylinders
Die Wahrscheinlichkeit, einen Zylinder auszuwa¨hlen, ha¨ngt von der Speicherkapazita¨t dieses
Zylinders ab. Je gro¨ßer die Speicherkapazita¨t desto gro¨ßer die Anzahl der Daten auf diesem
Zylinder und desto gro¨ßer die Wahrscheinlichkeit, daß der Zugriff auf ein Datum dieses Zylin-
ders stattfindet. Die Wahrscheinlichkeit, daß der Zylinder z in Zone i einer Mehr-Zonen-Platte
ausgewa¨hlt wird, la¨ßt sich mit der Kapazita¨t einer Spur P i
cap
dieser Zone, der Anzahl der Plat-
tenko¨pfe P
heads
(=Anzahl der Oberfla¨chen), der Anzahl der Zylinder Pi
cpz
einer Zone i sowie
der Anzahl der Zonen P
zones
der Platte beschreiben. Vorausgesetzt wird, daß die Spuren eines
Zylinders die gleiche Speicherkapazita¨t aufweisen. Die Zufallsvariable der Zylinderauswahl sei






z  P Z  z 	  P Auswahl von Zylinder z 	
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Speicherkapazita¨t Zylinder z in Zone i
















































Die Bedingung in Gleichung 5.11 stellt sicher, daß der betrachtete Zylinder z sich in der i-ten
Zone befindet.
Die Dichtefunktion einer Ein-Zonen-Platte ergibt sich durch die Betrachtung eines Sonderfalls
von Gleichung 5.11. Da bei Ein-Zonen-Platten die Speicherkapazita¨t einer Spur konstant ist und
nur eine Zone existiert, d.h P
zones




, ist die Auswahlverteilung der Zylinder










mit   z  P
cyls
(5.12)
Um eine konkrete Dichtefunktion f
Z
der Auswahlverteilung einer Mehr-Zonen-Platte zu be-
stimmen, ist es zuna¨chst notwendig, die Speicherkapazita¨t einer Spur P i
cap
auf Basis der Her-
stellerdaten zu bestimmen. Im folgenden wird eine Mehr-Zonen-Platte mit einer minimalen




pro Spur angenommen. Unter der
Annahme, daß die Speicherkapazita¨t von Zone zu Zone linear wa¨chst, la¨ßt sich die Speicherka-
pazita¨t P i
cap


















i  fu¨r   i  P
zones
(5.13)
In obiger Gleichung wurde auf das Runden auf einen ganzzahligen Bytewert aufgrund einer
besseren mathematischen Handhabbarkeit bei nur geringen Unterschieden verzichtet. Die Ge-
samtspeicherkapazita¨t der Platte P tot
cap
ergibt bei dieser Vereinfachung und der Annahme, daß in
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Fu¨r die Daten aus Tabelle 5.1 errechnet sich unter Verwendung von Gleichung 5.14 eine Ge-
samtspeicherkapazita¨t von  GBytes. Der vom Hersteller angegebene Wert von  GBytes
ist geringfu¨gig gro¨ßer, was darauf schließen la¨ßt, daß die Kapazita¨t der a¨ußeren Zonen gro¨ßer
ist als angenommen. Dies kann z.B. durch eine ho¨here Zylinderanzahl P i
cpz
oder durch eine
gro¨ßere Speicherkapazita¨t der Spuren Pi
cap
in den a¨ußeren Zonen hervorgerufen werden. Fu¨r
die weiteren Berechnungen wird die geringe Abweichung ignoriert.
Werden die Gleichungen 5.14 und 5.13 in Gleichung 5.11 eingesetzt, so erha¨lt man unter den
genannten Annahmen die Dichtefunktion f
ZMZ







































Die Positionierungsdistanz ist der Abstand, gemessen in Zylindern, den der Plattenkopf zwi-
schen zwei Auftra¨gen zuru¨cklegen muß. Ihre Wahrscheinlichkeitsverteilung ist abha¨ngig von
der Auswahlwahrscheinlichkeit der Zylinder und der Anordnung der Auftra¨ge. In diesem Ab-
schnitt soll gezeigt werden, wie die Dichtefunktion sowohl fu¨r die FCFS- als auch fu¨r die
SCAN-Anordnungstrategie berechnet werden kann.
Die Kopfbewegung eines Datenzugriff bei der FCFS-Anordnungstrategie der Auftra¨ge la¨ßt sich





 beschreiben. Die Zufallsvariable Z

stellt die Ausgangsposition
des Plattenkopfes und die Zufallsvariable Z

die Zielposition dar. Beide Zufallsvariablen wer-




der Auswahlverteilung in Gleichung 5.12 bzw. 5.15 charakterisiert. Die Wahr-
scheinlichkeit fu¨r eine bestimmte Positionierungsdistanz ungleich Null ergibt sich durch das
Aufsummieren der Wahrscheinlichkeiten, mit denen die verschiedenen Zweiertupel gebildet
werden ko¨nnen:
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Fu¨r den Fall einer Positionierungsdistanz gleich Null gilt:
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Faßt man die beiden obigen Gleichungen zusammen, so erha¨lt man die Dichtefunktion ffcfs
D
fu¨r die Verteilung der Positionierungsdistanz bei einer FCFS-Anordnung der Auftra¨ge. D sei
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Fu¨r eine Ein-Zonen-Platte vereinfacht sich durch Einsetzen der Dichtefunktion f
ZSZ
aus Glei-




























Fu¨r eine Mehr-Zonen-Platte erfolgt die Berechnung der Dichtefunktion ffcfs
DMZ
unter Verwen-
dung der Gleichung 5.15 analog. Mit Hilfe eines Programms zur symbolischen Berechnung
und Vereinfachung von Gleichungen, wie z.B. Maple [Kof96] oder Mathematica [Wol96], er-
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In Abbildung 5.1 sind die Dichtefunktionen der Positionierungsdistanz fu¨r Ein- und Mehr-



















nur geringfu¨gig voneinander. Erst die Vergro¨ßerung des Kapazita¨tsverha¨ltnisses zwischen






, la¨ßt Unterschiede in der Verteilung der Positionierungsdistanz zwischen beiden Platten-
typen erkennbar werden. Fu¨r Mehr-Zonen-Platten nimmt die Wahrscheinlichkeit ku¨rzerer Po-
sitionierungsdistanzen zu und die Wahrscheinlichkeit la¨nger Positionierungsdistanzen nimmt
ab. Aufgrund der gro¨ßeren Speicherkapazita¨t konzentrieren sich die Datenzugriffe bei Mehr-
Zonen-Platten auf die a¨ußeren Zylinder, und es ist wahrscheinlicher, daß der Kopf fu¨r zwei auf-
einanderfolgende Datenzugriffe eine kurze Distanz auf dem a¨ußeren Rand einer solchen Platte
zuru¨cklegen muß. Hieraus kann man ableiten, daß unter den gegebenen Plattenparametern die
Modellierung einer Ein-Zonen-Platte ausreicht, da hiermit die Verteilung der Positionierungs-
distanz einer Mehr-Zonen-Platte hinreichend genau approximiert wird.
5.2.3 Verteilung der Positionierungsdistanz bei der SCAN-Anordnung
Da bei der SCAN-Anordnungsstrategie vor der Ausfu¨hrung der Auftra¨ge deren Ausfu¨hrungs-
reihenfolge neu bestimmt wird, ist die Dichtefunktion der Positionierungsdistanz in den Glei-
chungen 5.16 bzw. 5.17 nicht anwendbar. So ist z.B. die Dichte von der Anzahl der Auftra¨ge
abha¨ngig, die durch die SCAN-Anordnungstrategie sortiert werden. Je gro¨ßer die Anzahl der
Auftra¨ge, desto wahrscheinlicher ist es, ku¨rzere Distanzen zwischen den sortierten Auftra¨gen
zu erhalten. Im folgenden wird davon ausgegangen, daß die Daten, wie bei einer Ein-Zonen-
Platte, gleichma¨ßig u¨ber alle Zylinder verteilt werden und daß durch einen gleichverteilten Zu-
griff auf diese Daten die Wahrscheinlichkeit zur Auswahl eines Zylinders fu¨r alle Zylinder den
gleichen Wert hat. Im Gegensatz zum SCAN-Algorithmus, der im ersten Teil dieser Arbeit vor-
gestellt worden ist, wird im folgenden zwecks einfacherer Modellierung davon ausgegangen,
daß der SCAN immer vollsta¨ndig ausgefu¨hrt wird, so daß nach Ausfu¨hrung des letzten Auf-
trages der Plattenkopf auf den ersten oder letzten Zylinder positioniert wird. Der nachfolgende
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SCAN startet folglich immer vom innersten bzw. a¨ußersten Zylinder, anstatt, wie bei den im
vorangegangenen Kapitel beschriebenen Algorithmen, ausgehend von der Position des letzten
Auftrages den SCAN zu beginnen.
Bei der Berechnung der Dichtefunktion fu¨r die Positionierungsdistanz wird im folgenden un-
terschieden, ob die Distanz zwischen der Startposition des Plattenkopfes und der Position des
ersten Auftrages oder ob die Distanz zwischen zwei Auftra¨gen betrachtet werden soll. Bei er-
sterem liegt die Startposition des Plattenkopfes mit Zylinder  fest, bei letzterem variiert die





mit Zylinder  als Startposition und die Dichtefunktion f scanX
DSZ
mit der vorangegangen
Auftragsposition als Startposition betrachtet.
Als erstes soll die Dichtefunktion f scan
DSZ
analysiert werden. Hierzu betrachtet man die Positio-
nierungsdistanz zwischen dem ersten Zylinder, auf dem sich zu Beginn der Plattenkopf befin-
det, und dem ersten Auftrag. Es wird angenommen, daß insgesamt n Auftra¨ge in einer Run-





     r
n
 ein Tupel mit




 f     P
cyls
g gegeben.
Die Anzahl der mo¨glichen Tupel, bei denen die Distanz zwischen der Startposition des SCANs
auf dem ersten Zylinder und dem Zylinder r

des ersten zu bearbeitenden Auftrages d Zylin-
der betra¨gt, la¨ßt sich kombinatorisch berechnen. Da die Position des ersten Auftrags durch die
Zylindernummer 









Mo¨glichkeiten, die Auftra¨ge den Zylindern zuzuweisen und hierbei ein Tupel in der Form

d   r

     r
n
 zu bilden. Voraussetzung hierfu¨r ist, daß alle Auftra¨ge jeweils verschie-
denen Zylindern zugeordnet werden. Diese Annahme hat in der Gesamtrechnung nur geringe
Ungenauigkeiten zur Folge, da die Wahrscheinlichkeit, daß zwei Auftra¨ge den selben Zylinder
betreffen, fu¨r typische Werte, z.B. fu¨r P
cyls
  mit P
cyls








     r
i
n
, wie es vor der Sortierung des SCAN-
Algorithmus durch die zufa¨llige Auswahl der Positionen auf der Platte erzeugt wird, so gibt
es fu¨r jede der in 5.22 angegebenen sortierten Mo¨glichkeiten n Permutationen, dieses unsor-
tierte Tupel zu erzeugen.
Die Gesamtzahl der Mo¨glichkeiten, n Auftra¨ge auf P
cyls





     r
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n
 zu bilden, ohne daß zwei Auftra¨ge den selben Zylinder betreffen, entspricht der
Anzahl der Variationen von P
cyls
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Unter Verwendung der Gleichungen 5.22 und 5.23 la¨ßt sich die Dichtefunktion fscan
DSZ
der Posi-
tionierungsdistanz fu¨r die erste Plattenkopfbewegung ausgehend von der Startposition auf dem
ersten Zylinder bestimmen. Es wird der Quotient aus der Anzahl der gu¨nstigen Fa¨lle und der


























Abbildung 5.2: Anzahl der Plazierungsmo¨glichkeiten bei  Auftra¨gen im SCAN und einer Po-
sitionierungsdistanz von  Zylindern
aus denen nach der Sortierung der Auftra¨ge ein Tupel der Form 
d r

     r
n
 entsteht. Die










































 n d  P
cyls

fu¨r n   (5.25)
Die Gleichung 5.25 ist das Ergebnis einer Vereinfachung von Gleichung 5.24 durch Maple, die
sich aufgrund der Eigenschaft der Gamma-Funktion fu¨r ganzzahlige Argumente ergibt.
Die Gleichung 5.25 gilt auch dann, wenn die Startposition der Kopfes sich auf dem letzten Zy-
linder P
cyls
befindet und somit die entgegengesetzte Kopfbewegung in Richtung von Zylinder
 durchgefu¨hrt wird. Theoretisch ko¨nnte die obige Betrachtung auch fu¨r Mehr-Zonen-Platten
durchgefu¨hrt werden. Hierbei mu¨ßte die Auswahlwahrscheinlichkeit eines Zylinders beru¨ck-
sichtigt werden, was eine aufwendige Fallunterscheidung in der obigen Methode nach sich zie-
hen wu¨rde.
Die Verteilungsfunktion fu¨r die Positionierungsdistanz zwischen zwei beliebigen in der An-
ordnungsreihenfolge benachbarten Auftra¨gen la¨ßt sich basierend auf dem oben beschriebenen










     r
n
 betrachtet. Bei einem Abstand von d Zylindern
und n Auftra¨gen gibt es (P
cyls
 





zuwa¨hlen, vorausgesetzt, daß wiederum alle Auftra¨ge verschiedene Zylinder betreffen.















Kombinationen fu¨r ein sortiertes Tupel, wenn r

die Position i annimmt. Betrachtet man analog




     r
i
n
, wie es vor der Sortierung durch
den SCAN-Algorithmus gegeben ist, so gibt es fu¨r jedes sortierte Tupel n Permutationen, ein
solches unsortiertes Tupel zu bilden.





























Abbildung 5.3: Dichtefunktion f scanX
DSZ
der Positionierungsdistanz beim SCAN-Algorithmus
Die Gesamtzahl der Mo¨glichkeiten, n Auftra¨ge auf P
cyls
Zylinder zu plazieren, unter der Be-



















Die Gesamtzahl der Mo¨glichkeiten n Auftra¨ge auf P
cyls
zu verteilen, ist bereits in Gleichung
5.23 angegeben worden. Die Dichtefunktion ergibt sich wiederum durch eine Betrachtung des
Verha¨ltnisses zwischen gu¨nstigen Fa¨llen und den insgesamt mo¨glichen Fa¨llen. Da die Wahr-
scheinlichkeit einer Positionierungsdistanz von d zwischen zwei benachbarten Auftra¨gen fu¨r









. Aus diesem ¨Uberlegungen ergibt sich somit die Dichte-
funktion f scanX
DSZ










































 n d   P
cyls

fu¨r n   (5.29)
Die Gleichung 5.29 geht aus einer Vereinfachung von Gleichung 5.28 durch Maple hervor.
In Abbildung 5.3 ist der Graph der Funktion fscanX
DSZ
fu¨r eine unterschiedliche Anzahl n von Auf-
tra¨gen im SCAN zu sehen. Wie bereits vermutet, nimmt bei wachsender Anzahl der Auftra¨ge
pro SCAN die Wahrscheinlichkeit kurzer Positionierungsdistanzen zu und die Wahrscheinlich-
keit langer Distanzen ab.




ist in Abbildung 5.4 zu se-
hen. Mit steigender Positionierungsdistanz und mit steigender Auftragsanzahl n erho¨ht sich
die relative Abweichung zwischen beiden Dichtefunktionen. Die absolute Abweichung sinkt


































































bei steigender Positionierungsdistanz auf sehr geringe Werte. Aus diesem Grund kann in den
folgenden Abschnitten mit nur einer Dichtefunktion gearbeitet und die Dichtefunktion fscan
DSZ
durch die Dichtefunktion fscanX
DSZ
approximiert werden.
5.2.4 Berechnung der Dichte der Positionierungszeit
Die Dichtefunktion der Positionierungszeit la¨ßt sich mit Hilfe der inversen Zeitfunktion t
pos
aus
Gleichung 5.9 und der allgemeinen Dichtefunktion f
D
der Positionierungsdistanz bestimmen.
Hierzu betrachtet man zuna¨chst die VerteilungsfunktionF
D
der PositionierungsdistanzD. Diese
Funktion ist als Summe u¨ber der Dichtefunktion f
D



















x dx fu¨r   d  P
cyls
(5.30)





y und das Ersetzen von d durch t
pos
























































 ist die erste Ableitung der inversen Zeitfunktion aus Glei-
chung 5.10. f
pos















































































Abbildung 5.5: Dichtefunktionen der Positionierungszeitverteilung bei der FCFS- und der
SCAN-Anordnungsstrategie der Auftra¨ge
























aus den Gleichungen 5.19, 5.20, 5.21 5.25 und 5.29 in
Gleichung 5.32 eingesetzt.




fu¨r Ein- und Mehr-Zonen-
Platten unter Verwendung der FCFS-Anordnungstrategie. Die Unstetigkeit des Graphen an der




 an dieser Stelle hervorgeru-
fen. Im rechten Graphen ist die Dichtefunktion fscanX
posSZ
fu¨r eine unterschiedliche Anzahl von
Auftra¨gen bei SCAN-Anordnungstrategie dargestellt.
5.2.5 Abscha¨tzung der Positionierungszeit
Sind die Voraussetzungen fu¨r die obigen Berechnungen nicht erfu¨llt, weil z.B. die Annahmen
der gleichma¨ßig verteilten Daten oder der gleichverteilten Zylinderauswahl nicht gelten, so
la¨ßt sich die Positionierungszeit durch ein oberes Maximum abscha¨tzen. Im Falle der FCFS-
Anordnungstrategie der Auftra¨ge wird dieses Maximum der Positionierungzeit eines Auftrages
durch die maximal mo¨gliche Positionierungsdistanz P
cyls
  bestimmt. Das Maximum hat fu¨r






Bei der FCFS-Anordnung der Auftra¨ge kann fu¨r jeden Auftrag die maximal mo¨gliche Verzo¨ge-
rung auftreten. Aus diesem Grund ist die maximal mo¨gliche Gesamtpositionierungszeit, d.h.







Bei Verwendung der SCAN-Anordnungstrategie kann die Gesamtpositionierungszeit fu¨r nAuf-
tra¨ge durch eine obere Schranke abgescha¨tzt werden. Aufgrund der Konvexita¨t der Funktion t
pos
in Gleichung 5.8 ergibt sich das Maximum genau dann, wenn die n Auftra¨ge a¨quidistant u¨ber
alle Zylinder verteilt werden [Oya95]. Die Position des i-ten Auftrages befindet sich hierbei auf
Zylinder i  P
cyls

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5.3 Modellierung der Rotationsverzo¨gerung
Die Modellierung der Rotationsverzo¨gerung in den analytischen Modellen erfolgt, wie auch
im Simulationsmodell des Abschnitts 4.1.1, durch eine gleichverteilte Zufallsvariable T
rot
, die
Werte zwischen 0 und P
rot
















Hierbei liegt die Annahme zugrunde, daß die Plattensteuerung auf der Magnetplatte keine
Vera¨nderung der Auftragsreihenfolge durchfu¨hrt, um eventuell den Plattenzugriff durch eine
Verringerung der Rotationsverzo¨gerung zu optimieren. Ist letzteres nicht erfu¨llt, so la¨ßt sich nur
eine Abscha¨tzung der Rotationsverzo¨gerung durch den maximalen Wert P
rot
durchfu¨hren.
5.4 Modellierung der Transferzeiten
Die Transferzeit fu¨r die Durchfu¨hrung eines Datenzugriffs wird durch die Transferrate der Platte
und die Menge der zu transferierenden Daten bestimmt. Die Verteilung der Transferzeit ist
damit abha¨ngig von der Verteilung der Daten- und Zugriffsgro¨ßen sowie von der Transferrate,
die fu¨r Mehr-Zonen-Platten durch eine Verteilungsfunktion charakterisiert werden kann. Im
folgenden soll zuna¨chst diese Transferratenverteilung der Magnetplatte bestimmt werden.
5.4.1 Verteilung der Transferrate
Die Winkelgeschwindigkeit der in dieser Arbeit betrachteten Magnetplatten ist im Gegensatz




der i-ten Zone durch die Kapazita¨t P i
cap
einer Spur dieser Zone und der Zeitdauer fu¨r eine
Umdrehung P
rot







. Unter der Annahme einer linear
steigenden Speicherkapazita¨t der Spuren steigt hiermit auch die Transferrate linear an. Es gilt




























fu¨r   i  P
zones
(5.35)
Die Verteilung der Transferrate ist abha¨ngig von der Wahrscheinlichkeit, mit der auf eine Zone
zugegriffen wird. Fu¨r deren Berechnung werden ebenfalls die Annahmen aus Abschnitt 5.2.1,
d.h. gleichma¨ßige Verteilung der Daten und der Zugriffe auf diese Daten, u¨bernommen. Die
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Wahrscheinlichkeit, daß ein Auftrag mit der Transferrate P i
rate
bearbeitet wird, ist gleich der
Wahrscheinlichkeit, daß der Auftrag auf einer Spur der Zone i liegt. Unter der Annahme, daß
alle Zonen die gleiche Anzahl an Zylindern besitzen, gilt fu¨r die Wahrscheinlichkeit der Trans-
ferrate V :





Speicherkapazita¨t der Zone i


































Da in den nachfolgenden Berechnungen die Transferrate V zur Vereinfachung als kontinuierli-
che Zufallsvariable betrachtet werden soll, wird zuna¨chst deren Dichtefunktion bestimmt. Hier-
zu ist es notwendig, die Verteilungsfunktion der diskreten Transferratenverteilung zu untersu-
chen. Aus Gleichung 5.36 und Gleichung 5.13 ergibt sich:
















































Setzt man v  P i
rate























Das Ergebnis aus Gleichung 5.38 wird in 5.37 eingesetzt, und man erha¨lt die Verteilungsfunk-
tion der kontinuierlichen Zufallsvariablen V :












































Durch die Ableitung von Gleichung 5.39 nach v erha¨lt man schließlich die gesuchte Dichte-
funktion f
VMZ























































5.4.2 Verteilung der Transferzeit
Bei einer stochastischen Charakterisierung der Datengro¨ße durch die ZufallsvariableS und/oder
der stochastischen Charakterisierung der Transferrate durch die Zufallsvariable V ist die Trans-
ferzeit eines Datenzugriffs ebenfalls eine stochastische Gro¨ße. Die Zufallsvariable der Transfer-
zeit T
trans
ist als Quotient SV definiert, deren Dichte gema¨ß [Fel71] durch das nachfolgende
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der Auftragsgro¨ßenverteilung gegeben, so ergibt sich die Dichtefunktion



















v  v  f
S

v  t dv (5.41)
Die Integrationsgrenzen werden durch die minimale und maximale Transferrate bestimmt.
Ein-Zonen-Platte
Im Fall einer Ein-Zonen-Platte hat die Transferrate P
rate
















 t dr (5.42)








aus Gleichung 5.4, so erha¨lt man durch das
Einsetzen in Gleichung 5.42 die Transferzeitverteilung fu¨r Ein-Zonen-Platten. Sie ist ebenfalls





























































Fu¨r eine normalverteilte Auftragsgro¨ße mit der Dichtefunktion f
S
D





(siehe Gleichung 5.2) gilt a¨hnliches. Die Dichtefunktion f
transSZ
aus




























































der Transferratenverteilung einer Mehr-Zonen-Platte bei gamma-
verteilter Auftragsgro¨ße erha¨lt man durch das Einsetzen von Gleichung 5.3 und Gleichung 5.40
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Die positiven Parameter c
	























Wird eine normalverteilte Auftragsgro¨ße angenommen, so erha¨lt man mit Gleichung 5.1 und



































































Die positiven Parameter f
	














ha¨ngen auch hier von Platten-






Sind die Voraussetzungen fu¨r die vorausgegangenen Berechnungen nicht erfu¨llt, wie z.B. feh-
lende Informationen u¨ber die Verteilung der Auftragsgro¨ßen oder u¨ber die Zonen-Parameter der
Platte, so ist u.U. nur eine Abscha¨tzung der maximalen Transferzeit mo¨glich. Diese Abscha¨tzung





chen Auftragsgro¨ße s. Bei einer kontinuierlichen Verteilung der Auftragsgro¨ße muß hierbei der
Wert von s auf ein hohes Quantil, z.B. auf das -Quantil mit P S  s	  , gesetzt
werden.
Kapitel 6
Analytische Berechnung der Sto¨rungsrate
Die Sto¨rungsrate wird als Metrik fu¨r die Service-Qualita¨t des Daten-Servers in der Bedienung
kontinuierlicher Datenstro¨me verwendet. Diese Metrik betrachtet einen einzelnen Datenstrom
und beschreibt die Ha¨ufigkeit, mit der einzelne Sto¨rungen wa¨hrend der gesamten Zeitdauer,
in der dieser Datenstrom vom Server beliefert wird, auftreten. Das Modell der nachfolgenden
analytischen Betrachtung nimmt an, daß eine periodische rundenbasierte Scheduling-Strategie
mit variabler Reihenfolge der K-Auftra¨ge, wie sie in den Abschnitten 3.1 und 3.2 benutzt wird,
verwendet wird. Hiermit tritt immer dann fu¨r einen kontinuierlichen Datenstrom eine einzelne
Sto¨rung auf, wenn die Ausfu¨hrung des zugeho¨rigen K-Auftrages zeitlich nicht mehr innerhalb
der Runde mo¨glich ist. Dies geschieht immer dann, wenn die zuvor in der Runde bearbeiteten
Auftra¨ge so viel Zeit beansprucht haben, daß die Ausfu¨hrung des von der Sto¨rung betroffe-
nen K-Auftrages in der nachfolgenden Runde stattfinden mu¨ßte oder die bereits begonnene
Ausfu¨hrung sich zeitlich in die nachfolgende Runde erstreckt. Bei ersterem verwirft die be-
trachtete Scheduling-Strategie den K-Auftrag und das erforderliche Fragment wird nicht an den
Client geliefert. Hierdurch wird sowohl eine Datenlu¨cke als auch eine zeitliche Lu¨cke erzeugt.
Die Datenlu¨cke entsteht dadurch, daß das Fragment ausgelassen wird; die zeitliche Lu¨cke ent-
steht dadurch, daß das nachfolgende Fragment erst in der na¨chsten Runde, womo¨glich erst am
Ende, geliefert werden kann. Wird die Ausfu¨hrung eines K-Auftrages zu Rundenende abgebro-
chen, so steht nur ein Teil des Fragments im Server-Puffer zur Verfu¨gung, wodurch ebenfalls
eine Lu¨cke im Datenstrom hervorgerufen wird. In beiden Fa¨llen wird durch fehlende Daten eine
u.U. wahrnehmbare Beeintra¨chtigung der Wiedergabe hervorgerufen. Die Ha¨ufigkeit, d.h. die
Sto¨rungsrate, mit der dieses passiert, ha¨ngt von der Wahrscheinlichkeit ab, daß die Bearbeitung
aller K-Auftra¨ge innerhalb einer Runde die Rundendauer u¨berschreitet. D-Auftra¨ge brauchen in
dieser Betrachtung nicht beru¨cksichtigt werden, da diese durch die in Abschnitt 3.2 vorgestell-
ten Scheduling-Strategien nur dann bearbeitet werden, wenn hierdurch keine Beeintra¨chtigung
der K-Auftra¨ge gegeben ist.
Im folgenden soll zuna¨chst in Abschnitt 6.1 die Gesamtbedienzeit stochastisch berechnet wer-
den und dann hieraus in Abschnitt 6.2 die Sto¨rungsha¨ufigkeit bestimmt werden. Die Berechnung
basiert auf der Verwendung der in Abschnitt 5 festgelegten Dichtefunktionen fu¨r System- und
Lastverhalten. Das Ergebnis in Abschnitt 6.1 ist eine stochastische Abscha¨tzung der Gesamt-
bedienzeit. Das Ergebnis in Abschnitt 6.2 ist eine stochastische Abscha¨tzung der Sto¨rungsra-
te, die es erlaubt, bei gegebenen System- und Lastparametern quantitative Aussagen u¨ber die
Service-Qualita¨t des Daten-Servers zu treffen. In Abschnitt 6.3 wird gezeigt, wie die von der
Zulassungkontrolle benutzte maximale Anzahl Datenstro¨me N
max
, die in einer Runde unter
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Einhaltung einer vorgegebenen Service-Qualita¨t bedient werden ko¨nnen, berechnet wird. Da-
nach folgt in Abschnitt 6.4 ein Vergleich zwischen den analytisch berechneten Vorhersagen des
Modells und experimentell ermittelten Meßergebnissen einer Simulation. Abschnitt 6.5 schließt
dieses Kapitel mit einem kurzen Fazit.
Ein Verzeichnis der in den folgenden Abschnitten verwendeten Bezeichner findet sich im An-
hang B.





die Rotationsverzo¨gerung und T
transi
die Transferzeit
des i-ten Auftrages einer Runde. Die Gesamtbedienzeit T
svc
fu¨r die Ausfu¨hrung von insgesamt















Die Komponenten der Gesamtbedienzeit T
svc
werden im folgenden als unabha¨ngige Zufallsva-
riablen betrachtet. Ziel der Berechnungen ist es, fu¨r eine festgelegte Anzahl N Datenstro¨me die
Restwahrscheinlichkeit (engl. tail probability) p
late
der Verteilung von T
svc
zu bestimmen, mit




N  P T
svc

N  T 	 (6.2)
Die Berechnung wird mit zwei alternativen Methoden durchgefu¨hrt, die im Abschluß hinsicht-
lich ihrer Berechnungsgenauigkeit durch einen Vergleich mit Simulationsergebnissen unter-
sucht werden. Bei der ersten Methode wird eine Approximation der Verteilungsfunktion von
T
svc
durch eine numerische Faltung berechnet, mit der die Restwahrscheinlichkeit durch Inte-
gration direkt bestimmt werden kann. Das zweite Verfahren scha¨tzt die Restwahrscheinlichkeit
durch eine Chernoff-Schranke ab, die die Laplace-Transformierte von T
svc
benutzt. Beide Be-
rechnungsverfahren verwenden, damit die Berechnungen mit konkreten Werten durchfu¨hrbar
sind, konservative Abscha¨tzungen. Dies hat zur Folge, daß in beiden Fa¨llen eine obere Schran-
ke der Restwahrscheinlichkeit ermittelt wird.
6.1.1 Stochastische Abscha¨tzung durch numerische Faltung





und erlaubt so die Berechnung einer oberen Schranke bNC
late
(NC = numeri-






N  P  T
svc

N  T 	   P  T
svc










Um die Verteilungsfunktion einer Summe zweier unabha¨ngiger Zufallsvariablen zu bestimmen,
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¨Ubertragen auf Gleichung 6.1 bedeutet dies die Durchfu¨hrung von insgesamt   N   Fal-
tungen, damit die Verteilungsfunktion F
svc
berechnet werden kann. Dieses fu¨hrt aufgrund der
durchzufu¨hrenden Integration weder symbolisch ausgewertet zu einer geschlossenen Lo¨sung
noch numerisch berechnet zu akzeptablen Berechnungszeiten.
Eine praktikable Lo¨sung, damit die Gleichung 6.3 fu¨r konkrete Werte ausgewertet werden kann,
ist nur dann mo¨glich, wenn die Anzahl der durchzufu¨hrenden Integrationen zur Berechnung
von F
svc
auf ein Minimum beschra¨nkt wird. Hierfu¨r kann man es sich zunutze machen, daß
bei einigen Verteilungen, wie z.B. der Normal- und Gammaverteilung, deren Summenbildung
wieder dieselbe Verteilung ergibt. Aus diesem Grund sollen deshalb zuna¨chst die Verteilungen




























Wird eine Ein-Zonen-Platte mit konstanter Transferrate P
rate
und gammaverteilten Auftrags-
gro¨ßen aus Gleichung 5.4 verwendet, so ist, wie in Gleichung 5.43 zu sehen, die Transferzeit
T
trans




der N unabha¨ngigen Zufallsvariablen T
trans



































Fu¨r Mehr-Zonen-Platten wird die Transferzeit T
trans
ebenfalls durch eine Gammaverteilung





Erwartungswert und Varianz mit der urspru¨nglichen Verteilung u¨bereinstimmen. Die Berech-




fu¨r die Summe der N Transferzeiten kann hiermit
analog zu Gleichung 6.5 erfolgen.
Die Abbildung 6.1 zeigt links die Werte der Dichtefunktion fSK
transMZ
aus Gleichung 5.45 sowie
die Dichtefunktion fSK
transMZ
der Approximation fu¨r Mehr-Zonen-Platten. Der rechte Graph
zeigt den relativen Fehler. Dieser liegt bei weniger als  im Hauptbereich der Transferzeit




notwendige Berechnung der Dichtefunktion einer Summe gleichverteilter Zu-
fallsvariablen ist nur u¨ber die Integration in Formel 6.4 mo¨glich. Der zur Berechnung konkreter
Werte beno¨tigte numerische Aufwand ist fu¨r eine große Anzahl Summanden nicht praktikabel.
Aus diesem Grund wird die Zufallsvariable T
rot
durch eine ”abgeschnittene“ Normalverteilung




werden so gewa¨hlt, daß sie den gleichen Erwar-
tungswert und die gleiche Varianz wie die urspru¨nglich angenommene Gleichverteilung besitzt.





















































Abbildung 6.1: Approximation der Transferzeitverteilung bei Mehr-Zonen-Platten durch eine
Gammaverteilung















































































ximation durch die Dichtefunktion fP
rot
im Vergleich fu¨r verschiedene N . Die Werte von fP
rot
sind durch numerische Integration in Gleichung 6.4 mit der Dichtefunktion f
rot
aus Gleichung
5.34 berechnet worden. Die Werte von fP
rot
werden aus der Dichtefunktion in Gleichung 6.6
und den Parametern aus Gleichung 6.7 bestimmt. Die Plattenparameter entsprechen denen aus
Tabelle 5.1. Zu erkennen ist in der Abbildung, daß mit wachsendem N sich die approximierte
Dichtefunktion der exakten Dichtefunktion anna¨hert. So liegt bereits fu¨r N  , zu erkennen
im rechten Graphen der Abbildung, der relative Fehler in weiten Bereichen unter . Da in
den folgenden Berechnungen typischerweise von einem drei- bis fu¨nffach so großen Wert fu¨r
N ausgegangen wird, erscheinen die zu erwartenden Abweichungen vernachla¨ssigbar.
Summe der Positionierungszeiten
Als weitere Approximation in der Berechnung wird die Summe der Positionierungszeiten fu¨r
N Auftra¨ge TP
pos




Gleichung 5.33 ersetzt. Die Dichtefunktion fP
pos

















N  -fache Faltung der Dichtefunktion fscanX
posSZ
ist aufgrund zu großer Lauf-
zeiten nicht mo¨glich und wird durch diese Approximation vermieden.
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der Gesamtbedienzeit fu¨r eine Ein-Zonen-Platte erha¨lt man mit






















































wird durch Integration der Dichtefunktion fP
rot
berechnet. Zur
Berechnung der Werte von bNC
late
fu¨r unterschiedliche Werte von N sind somit zwei numeri-
sche Integrationen, z.B. mit Maple [Kof96], durchzufu¨hren. Fu¨r eine Mehr-Zonen-Platte wird
in Gleichung 6.9 die zugeho¨rige Dichtefunktion der Transferzeitverteilung eingesetzt.
6.1.2 Stochastische Abscha¨tzung mit Laplace-Transformierten
Als zweites Verfahren soll die Abscha¨tzung der Restwahrscheinlichkeit p
late
mit Hilfe der
Laplace-Transformation vorgestellt werden. Die Laplace-Transformierte einer Zufallsvariablen
Y mit Dichte f
Y














Die Chernoff-Schranke erlaubt es, die Restwahrscheinlichkeit P  Y  y 	 einer Zufallsvaria-
blen Y mit Hilfe ihrer Laplace-Transformierten Y  abzuscha¨tzen. Es gilt [Fel71, Nel95]
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Um das optimale  fu¨r das kleinstmo¨gliche Maximum zu finden, kann der obige rechte Aus-
druck nach  abgeleitet und die Nullstelle bestimmt werden.
Eine weitere Eigenschaft der Laplace-Transformation vereinfacht die nachfolgenden Berech-
nungen, in denen die Summen von Zufallsvariablen betrachtet werden. Die Laplace-Transfor-
mierte einer Summe zweier unabha¨ngiger Zufallsvariablen erha¨lt man durch die Multiplikation

















Analog zum Vorgehen im vorangegangenen Abschnitt wird zuna¨chst die Laplace-Transformierte
der Transferzeit, daraufhin die Laplace-Transformierte der Rotationsverzo¨gerung und zum Schluß
die Laplace-Transformierte der Positionierungszeit betrachtet.
Laplace-Transformierte der Transferzeit
Die Transferzeit ist bei Ein-Zonen-Platten gammaverteilt mit den Parametern aus Gleichung
6.5. Zusammen mit der Definition der Laplace-Transformierten aus Gleichung 6.10 und der

































Fu¨r Mehr-Zonen-Platten erfolgt wie in Abschnitt 6.1.1 die Approximation der Transferratenver-






Fu¨r die Laplace-Transformierte T
rot






















Eine Approximation der Zufallsvariablen T
rot
durch eine normalverteilte Variable, wie sie im
vorangegangenen Abschnitt durchgefu¨hrt wurde, ist hier nicht notwendig.
Laplace-Transformierte der Positionierungszeit
Die Berechnung der Laplace-Transformierten fu¨r die Positionierungszeit kann auf zwei ver-
schiedenen Wegen erfolgen.
 Methode LT I
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 Methode LT II
Die Laplace-Transformierte TLTIIP
pos
wird fu¨r die Dichtefunktion fscanX
posSZ
aus Abschnitt
5.2.4 berechnet. Das Integral in der Definition 6.10 wird hierbei numerisch ausgewertet,





















Diese Methode ist im Rahmen dieser Arbeit nur bei Ein-Zonen-Platten anwendbar, da die
Herleitung einer Dichtefunktion fu¨r die Positionierungszeit bei Mehr-Zonen-Platten und
SCAN-Algorithmus im vorangegangenen Kapitel nicht na¨her untersucht wurde.
Laplace-Transformierte der Gesamtbedienzeit
Aufgrund der Faltungseigenschaft aus Gleichung 6.12 ergibt sich aus den obigen Gleichungen
6.13, 6.14 und 6.15 die Laplace-Transformierte TLTI
svc
der Gesamtbedienzeit fu¨r Methode LT I























































ergibt sich analog bei Verwendung von Gleichung 6.16.







N  P  T
svc








































Da die Gleichung h

opt
   zu keinem geschlossenen Ausdruck fu¨r 
opt
fu¨hrt, wird das






6.1.3 Zusammenfassung der Berechnungsverfahren
Eine Zusammenfassung der in den vorangegangenen Abschnitten beschriebenen Methoden zur
Abscha¨tzung von p
late
ist in Tabelle 6.1 zu finden. Fu¨r jede Methode werden die verwendeten
Verteilungsfunktionen bzw. Approximationen mit dem Verweis auf die dazugeho¨rige Gleichung
aufgefu¨hrt.
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Ein-Zonen-Platte








































Gleichverteilung (6.14) Approx. durch
Maximum (6.15)
Tabelle 6.1: ¨Uberblick u¨ber die alternativen Verfahren zur Abscha¨tzung von p
late
6.2 Berechnung der Sto¨rungsha¨ufigkeit
Da die Restwahrscheinlichkeit p
late
der Gesamtbedienzeitverteilung eine abstrakte Metrik fu¨r
die Service-Qualita¨t des Servers darstellt, soll im folgenden Abschnitt ermittelt werden, wie
ha¨ufig ein Datenstrom wa¨hrend der Gesamtdauer seiner Pra¨sentation von einer Sto¨rung betrof-
fen ist. Diese Metrik wird im folgenden als Sto¨rungsrate bezeichnet. Sie hat den Vorteil, daß
sich hierfu¨r die Toleranzschwelle der Benutzer in psychologischen Experimenten ermitteln la¨ßt.
Zur Abscha¨tzung der Sto¨rungsrate wird zuna¨chst die Verteilung der Sto¨rungen innerhalb ei-
ner Runde berechnet. Hieraus wird die Anzahl der Sto¨rungen abgeleitet, die einen Datenstrom
betreffen, dessen Lieferung sich u¨ber C Runden erstreckt. Da ein einziger Datenstrom betrach-
tet wird, soll im folgenden angenommen werden, daß alle Datenstro¨me gleich wahrscheinlich
und innerhalb der Runden unabha¨ngig voneinander von den Sto¨rungen betroffen sind. Letzte-
res la¨ßt sich dadurch sicherstellen, daß die Plazierung der Fragmente zufa¨llig stattfindet und
dadurch die Bearbeitungsreihenfolge der Auftra¨ge in aufeinanderfolgenden Runden unkorre-
liert ist. Hierdurch ist es mo¨glich, das Auftreten von k Sto¨rungen innerhalb einer Runde als
ein Zufallsexperiment zu betrachten, bei dem aus den N Datenstro¨men, die in der Runde be-
dient werden, k ausgewa¨hlt werden. Die Wahrscheinlichkeit, daß ein bestimmter Datenstrom
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von einer Sto¨rung innerhalb einer Runde betroffen ist, ergibt sich damit zu:



































i die Gesamtbedienzeit fu¨r i Auftra¨ge innerhalb einer Runde, die die konstante La¨nge
T besitzt. Aus Gleichung 6.19 ergibt sich dann



















N  i  P
h
Anzahl der bedienten






Datenstro¨me in einer Runde  i
i
 P  T
svc

i  T 	. Hieraus folgt mit Gleichung
6.20:
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Verwendet man eine der im vorangegangenen Abschnitt ermittelten Schranken bj
late
, so erha¨lt
man eine Abscha¨tzung bj
glitch
 j 
 fNCLTILTIIg fu¨r die Wahrscheinlichkeit, daß ein Datenstrom































N mit j 
 fNCLTILTIIg (6.22)
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Das Auftreten mehrerer Sto¨rungen, die sich u¨ber mehrere Runden verteilen, la¨ßt sich aufgrund
der gemachten Unabha¨ngigkeitsannahmen durch eine Binomialverteilung modellieren. Ist C
die Anzahl der Runden und g die Gesamtzahl der Sto¨rungen, so ist die Wahrscheinlichkeit, daß
bei einem Datenstrom diese g Sto¨rungen innerhalb von C Runden auftreten, gegeben durch:
















Angenommen wird hierbei, daß wa¨hrend der gesamten Zeitdauer, d.h. wa¨hrend der C Runden,
innerhalb jeder Runde stets N K-Auftra¨ge bearbeitet werden sollen. Die Berechnung der Rest-
wahrscheinlichkeit p
error
fu¨r mehr als g Sto¨rungen innerhalb der C Runden kann durch expli-
zite Berechnung der Werte aus Gleichung 6.23 oder mit weniger großem Berechnungsaufwand








in Gleichung 6.26. Der Parameter j 


















































































NC g mit j 
 fNCLTILTIIg
Voraussetzung fu¨r die Anwendbarkeit der Chernoff-Schranke in Gleichung 6.26 sind die Be-
dingungen gC  bj
glitch




bei Variation von b
glitch
. Der linke Graph betrachtet die Gesamtdauer von  Run-
den 
C   mit einer Anzahl von  Sto¨rungen 
g  . Im rechten Graphen ist die
Gesamtdauer auf  Runden 
C   mit  Sto¨rungen 
g   festgelegt.
Die Sto¨rungsrate eines Datenstromes wird definiert als der Quotient gC aus der Anzahl der
Sto¨rungen g, die wa¨hrend der Wiedergabedauer des kontinuierlichen Datenobjektes u¨ber C
Runden auftreten. Wird eine Restwahrscheinlichkeit von ho¨chstens  fu¨r eine Sto¨rungsrate
von mehr als  durch den Benutzer toleriert, so muß bei einem kontinuierlichen Datenobjekt
mit  Fragmenten die Wahrscheinlichkeit von mehr als  Sto¨rungen, die u¨ber alle 
Runden auftreten, unter  liegen. Nimmt man eine Wiedergabela¨nge pro Fragment von einer
Sekunde an, so betra¨gt die Wiedergabedauer dieses Datenobjektes  Minuten. Folglich ist
unter der Annahme einer gleichma¨ßigen Verteilung der Sto¨rungen die Wahrscheinlichkeit, daß
innerhalb von  Sekunden mehr als eine Sto¨rung auftritt, geringer als . Dies bedeutet



























Abbildung 6.3: Approximation vs. explizite Berechnung der Restwahrscheinlichkeit fu¨r die
Binomialverteilung
weiterhin, daß die Wahrscheinlichkeit, daß mehr als  Sekunden zwischen zwei Sto¨rungen
vergehen, gro¨ßer ist als .
Die Berechnung der Restwahrscheinlichkeit der Sto¨rungsrate erfolgt unter Verwendung von
p
error


















N e mit j 
 fNCLTILTIIg i 
 fBNIBNIIg (6.28)
6.3 Maximale K-Last bei festgelegter Service-Qualita¨t
In den bisherigen Betrachtungen des vorangegangenen Abschnitts 6.2 ist fu¨r eine gegebene




	) sowie den Plattenpara-
metern die Restwahrscheinlichkeit p
erate
einer gegebenen Sto¨rungsrate e berechnet worden.
In umgekehrter Weise la¨ßt sich bei einer vorgegebenen Schranke 
erate
der Restwahrschein-
lichkeit und einer Sto¨rungsrate 
erate
die maximale Anzahl tolerierbarer Datenstro¨me N
max
bestimmen. Diese Anzahl N
max
darf pro Runde und Magnetplatte von der Zulassungskontrolle
maximal akzeptiert werden, damit die festgelegte Service-Qualita¨t eingehalten werden kann.
Aufgrund der in den analytischen Berechnungen durchgefu¨hrten z.T. konservativen Approxi-
mationen kann nur der Wert N
max
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Der Schwellwert 
erate
und die Sto¨rungsrate 
erate




Datenstro¨men pro Runde mindestens garantiert werden kann. Da keine geschlossene For-
mel zur Berechnung von N
max
zur Verfu¨gung steht, muß die Suche durch Einsetzen verschie-
dener Werte fu¨r N so lange erfolgen, bis das Maximum gefunden ist. Dies kann effizient z.B.
durch eine bina¨re Suche geschehen.
6.4 Evaluation des analytischen Modells
Um die Genauigkeit der in den vorangegangenen Abschnitten angegebenen Berechnungen zu
bestimmen, werden exemplarisch fu¨r einige System- und Lastkonfigurationen konkrete Werte
berechnet. Diese Werte werden mit Meßergebnissen verglichen, die durch Simulationen er-
mittelt werden. Es werden die Abscha¨tzung der Gesamtbedienzeit und die Abscha¨tzung der
Sto¨rungsrate fu¨r K-Auftra¨ge untersucht. Zuvor erfolgt eine Beschreibung des Simulationsmo-
dells.
6.4.1 Parameter der Simulation und der Analyse
Die Plattenparameter
Das in diesem Abschnitt von Simulation und Analyse verwendete Plattenmodell basiert auf
dem, das bereits in Abschnitt 4.1 beschrieben worden ist. Es benutzt dasselbe Modell fu¨r Posi-
tionierungszeit und Rotationsverzo¨gerung. Das Modell fu¨r die Transferzeit wurde dahingehend
erweitert, daß neben Ein-Zonen-Platten auch Mehr-Zonen-Platten mit einer variablen Trans-
ferrate betrachtet werden ko¨nnen. Die Parameter der Mehr-Zonen-Platte sind in Tabelle 5.1
zu finden. Es wird eine konstante Zylinderanzahl pro Zone von  und eine linear steigende
Spurkapazita¨t sowie Transferrate angenommen, die sich nach den Gleichungen 5.13 und 5.35
berechnen. Die Transferzeit in der i-ten Zone (i 
 f     P
zones
g) bei der Auftragsgro¨ße s in









    i
Die Datenparameter
Fu¨r die Evaluation ist lediglich der Zugriff auf kontinuierliche Daten notwendig. Wie in den
Simulationen in Kapitel 4 werden die Fragmente nur virtuell gespeichert und bei jedem Zu-
griff Position und Auftragsgro¨ße zufa¨llig bestimmt. Die Position wird durch die gleichverteilte
Auswahl eines Blocks bestimmt, fu¨r den sich die Zone und der Zylinder berechnen la¨ßt.




Das erste Szenario geht von einer mittleren gammaverteilten Auftragsgro¨ße vonES
K
	 
 Bytes und einer Varianz von V arS
K
	  
 Bytes aus. Dies entspricht der
Charakteristik der Fragmente eines MPEG-1-kodierten Datenstromes.




Das zweite Szenario betrachtet Auftragsgro¨ßen, wie sie bei MPEG-2-kodierten Daten-
stro¨men auftreten, mit ES
K




Werte sind bereits in Kapitel 4 verwendet worden.
Die Lastparameter
Die K-Last wird in den Experimenten variiert, d.h., es werden mehrere Experimente fu¨r je-
weils eine unterschiedliche Anzahl von K-Auftra¨gen pro Runde durchgefu¨hrt. Innerhalb eines
Experiments bleibt die Anzahl der K-Auftra¨ge N in jeder Runde konstant. Die Rundendauer
T hat einen konstanten Wert von einer Sekunde. Eine D-Last wird in der Simulation nicht er-
zeugt, da sie die untersuchten Metriken bei Verwendung geeigneter Scheduling-Algorithmen
nicht beeinflußt.
6.4.2 Evaluation des Modells bei Abscha¨tzung der Gesamtbedienzeit
In den Simulationsla¨ufen der ersten Untersuchung wird die in einer Runde beno¨tigte Gesamt-
bedienzeit der K-Auftra¨ge gemessen und die Ha¨ufigkeit bestimmt, mit der die Rundendauer
u¨berschritten wird. Hiermit wird die Restwahrscheinlichkeit p
late
gescha¨tzt, die dann mit den








In Tabelle 6.2 sind die Ergebnisse der Messungen und der analytischen Berechnungen fu¨r ei-
ne Ein- bzw. Mehr-Zonen-Platte mit der Auftragsgro¨ße aus Szenario I
K
fu¨r die verschiedenen
Abscha¨tzungsmethoden aufgefu¨hrt. Der Vergleich mit den in der Simulation gemessenen Wer-
ten zeigt, daß bei der Durchfu¨hrung der numerischen Faltung die genaueste Abscha¨tzung fu¨r
p
late





wird durch die konservative Abscha¨tzung der Positionierungszeit mit dem maximal
mo¨glichen Wert hervorgerufen.





Abweichungen von den gemessenen Werten. Dieses ist durch die Abscha¨tzung bedingt, die bei
den gegebenen Parametern keine exaktere Berechnung zula¨ßt. Erkennbar wird dies, wenn durch
Anwendung der Methode LT II eine exaktere Modellierung des tatsa¨chlichen Positionierungs-
zeitverhaltens des SCAN-Algorithmus, der in der Simulation benutzt wird, Verwendung findet.
Die Meßergebnisse zeigen, daß daru¨ber hinaus die Gu¨te der Abscha¨tzung nicht mehr wesent-
lich verbessert werden kann. Eine exaktere Modellierung kann in diesem Fall keine relevante
Steigerung der Abscha¨tzungsgenauigkeit bewirken.
Des weiteren kann beobachtet werden, daß bei Ein-Zonen-Platten die Intervalle fu¨r N , in denen





 	 im Vergleich zu p
late
mit  	 oder bNC
late
mit  	 kleiner sind. In den Ergebnissen
fu¨r die Mehr-Zonen-Platten tritt diese Beobachtung aufgrund der variablen Transferrate und der
damit verbundenen gro¨ßeren Varianz in der Bedienzeit noch sta¨rker hervor.







	) von  im Vergleich zu  fu¨r Szena-
rio I
K
ist die Varianz der Restwahrscheinlichkeit p
late
geringer.
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Auftragsgro¨ße: ES
K
   Bytes, V arS
K






















23 0 0 0 0 0 0 0
24 0 0.00005 0.00003 0 0 0.00010 0.00001
25 0 0.00036 0.00021 0.00003 0.00003 0.00064 0.00006
26 0.00012 0.00210 0.00132 0.00020 0.00025 0.00325 0.00032
27 0.00060 0.00973 0.00641 0.00106 0.00121 0.01329 0.00150
28 0.00263 0.03589 0.02490 0.00454 0.00433 0.04428 0.00578
29 0.01033 0.10575 0.07763 0.01583 0.01485 0.12022 0.01848
30 0.03187 0.25116 0.19527 0.04545 0.04000 0.26830 0.04952
31 0.08217 0.48146 0.39816 0.10805 0.09233 0.49273 0.11188
32 0.17088 0.75051 0.66108 0.21620 0.18189 0.74968 0.21611
33 0.31073 0.95308 0.89764 0.36804 0.31587 0.94639 0.36026
34 0.47617 1 1 0.54268 0.47422 1 0.52643
35 0.64740 1 1 0.70896 0.63755 1 0.68774
36 0.79238 1 1 0.83892 0.77756 1 0.81843
37 0.89376 1 1 0.92311 0.87968 1 0.90760
38 0.95361 1 1 0.96872 0.94503 1 0.95931
39 0.98242 1 1 0.98904 0.97703 1 0.98435
40 0.99459 1 1 1 0.99227 1 0.99483
41 1 1 1 1 0.99755 1 0.99852
42 1 1 1 1 0.99940 1 1
43 1 1 1 1 1 1 1








  	 Bytes, V arS
K






















6 0 0 0 0 0 0 0
7 0 0 0 0 0 0.00018 0.00002
8 0.00023 0.00444 0.00318 0.00045 0.00200 0.01606 0.00180
9 0.02258 0.17527 0.14286 0.02916 0.04471 0.25807 0.04637
10 0.26422 0.88822 0.83524 0.30407 0.28992 0.90097 0.31178
11 0.76069 1 1 0.79585 0.71875 1 0.74687
12 0.97778 1 1 0.98342 0.95564 1 0.96323
13 0.99941 1 1 0.99966 0.99756 1 0.99805
14 1 1 1 1 0.9997 1 0.99996
15 1 1 1 1 1 1 1




bei Ein- bzw. Mehr-Zonen-Platten fu¨r Szenario II
K
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6.4.3 Evaluation des Modells bei Abscha¨tzung der Sto¨rungsrate
Die nachfolgende zweite Untersuchung soll wieder anhand einer exemplarischen System- und
Lastkonfiguration aufzeigen, wie groß die Abweichungen zwischen den analytisch ermittelten
Werten und den aus einer Simulation gewonnenen Meßwerten sind. Es wird die durch die Si-
mulationen gescha¨tzte Restwahrscheinlichkeit p
erate





Im voraus la¨ßt sich hinsichtlich der Genauigkeit der Abscha¨tzungen bij
erate
unter Beru¨cksich-
tigung der in Abschnitt 6.4.2 ermittelten Ergebnisse bereits die genaueste und die gro¨bste
Abscha¨tzung bestimmen. Die genaueste Abscha¨tzung von p
erate











in Gleichung 6.26 die Restwahrscheinlichkeit der Binomialverteilung aus Gleichung 6.23
exakt berechnet wird. Die gro¨bste Abscha¨tzung liefert bBNIILTI
erate




in den Meßergebnissen im Abschnitt 6.4.2 durch Anwendung der Chernoff-Schranke in
Gleichung 6.18 die gro¨ßte Abweichung besitzen und zum anderen die Anwendung der Chernoff-
Schranke in Gleichung 6.26 zur Abscha¨tzung der Restwahrscheinlichkeit der Binomialvertei-
lung eine weitere Fehlerquelle ist.





berechnet, wobei die in Abschnitt 6.4.2 analytisch ermittelten
Werte als Grundlage dienen. Die Parameter des verwendeten Daten- und Plattenmodells ent-
sprechen somit denen aus Abschnitt 6.4.2. Es wird eine Wiedergabedauer der Datenstro¨me von
 bzw.  Runden angenommen. Jede Runde hat eine Dauer von einer Sekunde. Die to-
lerierte Sto¨rungsrate 
erate
wird auf  festgelegt. Es erfolgt eine exemplarische Untersuchung
anhand einer Ein- und einer Mehr-Zonen-Platte.
Ausschlaggebend fu¨r die Bewertung soll im folgenden die Abweichung zwischen der K-Last
sein, die das analytische Modell und damit auch die Zulassungskontrolle (siehe Abschnitt 6.3)
bei festgelegter Schranke 
erate
und Sto¨rungsrate e maximal erlaubt, und der K-Last, die in der
Simulation unter Einhaltung der festgelegten Service-Qualita¨t maximal mo¨glich ist. Es wird al-
so die Abweichung zwischen N
max
aus Gleichung 6.30 und N
max
aus Gleichung 6.30 betrach-
tet und damit der Grad festgestellt, inwieweit der Server hinsichtlich K-Auftra¨ge unausgelastet
bleiben wu¨rde.
In Tabelle 6.4 sind die Ergebnisse fu¨r eine Ein-Zonen-Platte mit MPEG-2-charakteristischen
Fragmentgro¨ßen aus Szenario II
K
aufgefu¨hrt. Zu erkennen ist, daß eine Erho¨hung der An-




N  von nahezu  auf einen Wert von nahezu  nach sich ziehen kann. Fu¨r die Fest-
legung von N
max
spielt hierdurch der Schwellwert 
erate
eine untergeordnete Gro¨ße. Dunkel







, die den Schwellwert 
erate
von festge-
legten  bei maximalem N unterschreiten.
Hiermit ergibt sich aus den Simulationsergebnissen die maximale Anzahl paralleler Daten-
stro¨me zu N
max
 , fu¨r sowohl C   als auch C   Runden Wiedergabedauer.
Die analytische Berechnung liefert bei der gro¨bsten und der genauesten Abscha¨tzung jeweils
den Wert N
max
  und bewirkt somit einen absoluten Abscha¨tzungsfehler von . Der relative
Fehler betra¨gt hierbei . Die gro¨ßere Berechnungsgenauigkeit verbunden mit dem gro¨ße-
ren Berechnungsaufwand zur Bestimmung von bBNINC
erate
im Vergleich zu bBNIILTI
erate
hat bei den
gegebenen Parametern keinen positiven Einfluß auf das Abscha¨tzungsergebnis.
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Ein-Zonen-Platte, Auftragsgro¨ße: ES
K
  	 Bytes, V arS
K
   Bytes



















7 0 0 0 0 0 0
8 0 0.04551 0 0 0.00009 0
9 0.00008 1 1 0 1 1
10 1 1 1 1 1 1







   Bytes, V arS
K
   Bytes



















26 0 0 0 0 0 0
27 0 0 0 0 0.98659 0
28 0 0.05277 0.01010 0 1 0.00002
29 0 1 0.96630 0 1 0.99889
30 0 1 1 0 1 1
31 0.0015 1 1 0 1 1
32 0.3309 1 1 0.28364 1 1
33 0.9858 1 1 0.99980 1 1
34 1 1 1 1 1 1





Dieses macht sich erst bei kleinerer, d.h. MPEG-1-charakteristischer Fragmentgro¨ße bemerk-
bar. Aus Tabelle 6.5 ergibt sich bei der Festlegung von 
erate
auf ,  Runden Wiedergabe-
dauer und genauer Abscha¨tzung die maximal pro Runde bedienbare Anzahl an Datenstro¨men
zu N
max
 ; dies entspricht einem relativen Fehler von ca.  bei  tatsa¨chlich mo¨gli-
chen parallelen Datenstro¨men. Die grobe Abscha¨tzung erho¨ht den relativen Fehler auf ca. ,
der sich weiter auf ca.  vergro¨ßert, wenn die la¨ngere Wiedergabedauer von  Runden
betrachtet wird.
In den Tabellen 6.6 und 6.7 zeigt sich, daß sich der Abscha¨tzungsfehler bei den Berechnun-
gen fu¨r die Mehr-Zonen-Platte vergro¨ßert, wenn das grobe Abscha¨tzungsverfahren verwendet





 . Im Vergleich zu den ca.  Abweichung kann mit gro¨ßerem
Berechnungsaufwand der relative Fehler auf ca.  gesenkt werden. Die gro¨ßte Abweichung
zwischen gemessenem und analytisch berechnetem Wert unter allen betrachteten Parametern
tritt in Tabelle 6.7 bei MPEG-1-spezifischer Fragmentgro¨ße, Mehr-Zonen-Platte und  Run-
den Wiedergabedauer auf. Die absolute Abweichung betra¨gt hierbei , was einem relativen
Abscha¨tzungsfehler von ca.  entspricht.
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Mehr-Zonen-Platte, Auftragsgro¨ße: ES
K
  	 Bytes, V arS
K
   Bytes)



















7 0 0 0 0 0 0
8 0 1 0 0 1 0
9 0.01169 1 1 0.00060 1 1
10 1 1 1 1 1 1







   Bytes, V arS
K
   Bytes)



















25 0 0 0 0 0 0
26 0 0.00445 0 0 0 0
27 0 1 0 0 1 0
28 0 1 0.05000 0 1 0.00151
29 0 1 0.99343 0 1 1
30 0 1 1 0 1 1
31 0.00874 1 1 0 1 1
32 0.46332 1 1 0.53704 1 1
33 0.99242 1 1 1 1 1
34 1 1 1 1 1 1





6.4.4 Vergleich mit deterministischen Modellen
Die Vorteile des stochastischen Modells zeigen sich, wenn die Berechnung der maximalen An-
zahl paralleler Datenstro¨me, wie in Abschnitt 6.3 beschrieben, auf Basis eines deterministischen
(worst-case) Analysemodells durchfu¨hrt wird. Dieses deterministische Modell garantiert zwar
mit  Sicherheit eine Sto¨rungsrate von . Hierzu muß allerdings fu¨r die Auftra¨ge die
la¨ngstmo¨gliche Gesamtbedienzeit angenommen werden. Die maximale Anzahl Nwc
max
an Da-


























, so berechnet das deterministische Modell maximal  mo¨gliche MPEG-2 Da-
tenstro¨me oder  mo¨gliche MPEG-1 Datenstro¨me (siehe Tabelle 6.8). Im Vergleich hierzu
erlaubt das stochastische Modell mit den Parameter aus Abschnitt 6.4.3 mindestens  bzw.


























































Tabelle 6.8: Anzahl mo¨glicher Datenstro¨me bei deterministischem Analysemodell
 Datenstro¨me (siehe Tabelle 6.6 und 6.7). Selbst wenn die Auftragsgro¨ße s auf ein -




wu¨rde durch das deterministische Analysemodell die Anzahl paralleler Datenstro¨me auf  bzw.
 beschra¨nkt bleiben. Hierdurch zeigen sich bei diesem Beispiel klar die Vorteile eines sto-
chastischen Analysemodells. Die Anzahl zugelassener Datenstro¨me la¨ßt sich bei stochastisch
garantierter Service-Qualita¨t in bestimmten Fa¨llen mehr als verdoppeln.
6.5 Fazit
In diesem Kapitel ist gezeigt worden, wie die Service-Qualita¨t fu¨r kontinuierliche Datenstro¨me
berechnet werden kann. Die dabei verwendeten Verfahren unterscheiden sich hinsichtlich ih-
res Ansatzes und den fu¨r die praktischen Berechnungen notwendigerweise durchzufu¨hrenden
Approximationen.
In der praktischen Evaluation hat sich herausgestellt, daß mit sehr großem Rechenaufwand,
d.h. mit der numerischen Berechnung der Faltung, letztendlich die Restwahrscheinlichkeit der
Sto¨rungsrate auch am genauesten abgescha¨tzt werden kann. Der Genauigkeitsvorteil gegenu¨ber
dem weniger aufwendigen Verfahren mit Abscha¨tzung der Laplace-Transformierten durch die
Chernoff-Schranke ist aber gering und wirkt sich nur dann aus, wenn die Varianz der Gesamt-
bedienzeit innerhalb einer Runde genu¨gend groß ist. Dieses kann z.B. durch eine Mehr-Zonen-
Platte mit variabler Transferrate oder kleine Fragmente mit großer Varianz in der Gro¨ße hervor-
gerufen werden.
Im Vergleich zu einer deterministischen Modellierung u¨berwiegen trotz der Abscha¨tzungfehler
die Vorteile des stochastischen Modells, da sich durch eine stochastische Zulassungskontrolle
die Auslastung des Daten-Servers steigern la¨ßt und somit die zur Verfu¨gung stehende Kapazita¨t
eines Daten-Servers in weitaus sta¨rkerem Maße ausgenutzt werden kann.
Kapitel 7
Analytische Berechnung der Antwortzeit
Die Antwortzeit beschreibt die Service-Qualita¨t des Daten-Servers hinsichtlich diskreter Da-
tenzugriffe. Um, wie im vorangegangenen Kapitel, diese Service-Qualita¨t durch mathematische
Methoden berechnen und somit vorhersagen zu ko¨nnen, wird ein Warteschlangenmodell ver-
wendet, aus dessen stochastischer Analyse sich eine Aussage u¨ber die Verteilung der Antwort-
zeiten gewinnen la¨ßt.
Um brauchbar genaue Vorhersagen zu erhalten, muß das Verhalten der verwendeten Warte-
schlangenmodelle mo¨glichst genau dem Verhalten der im Daten-Server verwendeten Scheduling-
Algorithmen nachempfunden werden. In Abschnitt 7.1 soll deshalb zuna¨chst eine Reihe ver-
schiedener aus der Literatur bekannter Warteschlangenmodelle betrachtet werden, die zur Mo-
dellierung der Scheduling-Algorithmen in Betracht gezogen werden ko¨nnen. In Abschnitt 7.2
erfolgt die Untersuchung eines konkreten Warteschlangenmodells mit der Herleitung der Ant-
wortzeitverteilung in Form der Laplace-Transformierten. Diese Ergebnisse werden in Abschnitt
7.3 verwendet, um die maximale K-Last zu bestimmen, die bei gegebenen System- und Daten-
parametern mo¨glich ist. In Abschnitt 7.4 werden die analytisch berechneten Vorhersagen des
Modells mit den experimentellen Meßergebnissen eines Simulationsmodells verglichen. Der
Abschnitt 7.5 schließt dieses Kapitel mit einem kurzen Fazit ab.
7.1 Modellierungsansa¨tze
In diesem Abschnitt sollen Mo¨glichkeiten aufgezeigt werden, wie die in Abschnitt 3.2 ent-
wickelten Scheduling-Algorithmen auf in der Literatur bekannte Warteschlangenmodelle in
”erster Na¨herung“ abgebildet und welche Ansa¨tze zur Anpassung der Modelle verfolgt wer-
den ko¨nnen.
7.1.1 Warteschlangenmodelle mit Service-Unterbrechungen
Scheduling-Algorithmen mit getrennter Einteilungsstrategie (siehe Abschnitt 3.2), die die Be-
dienung der diskreten und kontinuierlichen Datenzugriffe in voneinander getrennten Bedien-
abschnitten durchfu¨hren, lassen sich na¨herungsweise auf M/G/1-Warteschlangenmodelle mit
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Service-Unterbrechungen (engl. vacations) [Tak91] abbilden. Diese Modelle bilden eine er-
weiterte Klasse der u¨blichen M/G/1-Warteschlangenmodelle. Im Unterschied zum Standardfall
unterbrechen sie die Bedienung der Auftra¨ge zu bestimmten Zeitpunkten fu¨r eine festgeleg-
te Zeitdauer. Die Zeitintervalle, in denen eine Service-Unterbrechung stattfindet, werden als
Urlaubsperioden (engl. vacation periods); die Zeitintervalle, in denen die Bearbeitung der Auf-
tra¨ge stattfindet, werden als Arbeitsperioden (engl. busy periods) bezeichnet. Der Server des
Modells befindet sich stets in einer dieser beiden Perioden, die sich zeitlich aufeinanderfolgend
abwechseln.
Die Abbildung der zyklischen Arbeitsweise der Scheduling-Algorithmen auf ein solches M/G/1-
Vacation-Modell ist naheliegend. Der Bedienabschnitt, in dem der Scheduling-Algorithmus die
diskreten Datenzugriffe ausfu¨hrt, entspricht der Arbeitsperiode des M/G/1-Modells. Analog
entspricht der Bedienabschnitt, in dem der Scheduling-Algorithmus kontinuierliche Datenzu-
griffe ausfu¨hrt, der Urlaubsperiode des Modells. Den vero¨ffentlichten Resultaten fu¨r das M/G/1-
Vacation-Modell, z.B. u¨ber Antwortzeitverteilungen, liegt eine FCFS-Bearbeitungsreihenfolge
der Auftra¨ge zugrunde. Dies entspricht den Scheduling-Algorithmen, die eine FCFS-Anordnung
der D-Auftra¨ge benutzen.
Die Bedingung, wann im M/G/1-Vacation-Modell eine Service-Unterbrechung stattfindet, d.h.,
wann von der Arbeitsperiode in die Urlaubsperiode gewechselt wird, ha¨ngt von der konkre-
ten Bedienstrategie des Warteschlangenmodells ab. In der Literatur [FW88, Dos90, Tak91]
werden diesbezu¨glich verschiedene Modelle unterschieden, die im folgenden hinsichtlich ih-
rer Anwendbarkeit auf Scheduling-Strategien mit getrennter Einteilungsstrategie und FCFS-
Anordnung der Auftra¨ge diskutiert werden sollen.
M/G/1-Vacation-Modell mit Exhaustive Service
Der Server eines M/G/1-Vacation-Modells mit Exhaustive Service [Tak91, Lee84] geht in die
Urlaubsperiode, in der er fu¨r eine gewisse Zeit verweilt, wenn die Warteschlange mit Auf-
tra¨gen komplett abgearbeitet worden ist. Nach Ablauf der Urlaubsperiode wird erneut gepru¨ft,
ob sich Auftra¨ge in der Warteschlange befinden. Abha¨ngig von der Bedingung, wann die Ser-
viceunterbrechung beendet wird, d.h., wann der Server seine Arbeit wieder aufnehmen soll,
wird gewartet, bis ein neuer Auftrag eintrifft (single vacation), oder es wird sofort eine weitere
Urlaubsperiode (multiple vacation) begonnen. In [NMW97a] ist die erwartete Antwortzeit eines
M/G/1-Vacation-Modells mit multiple vacations analytisch berechnet und mit den experimen-
tell ermittelten mittleren Antwortzeiten eines Simulationmodells verglichen worden. Hierbei ist
sichtbar geworden, daß ein M/G/1-Vacation-Modell mit exhaustive service nur ungenu¨gend das
periodische Verhalten des zu modellierenden Scheduling-Algorithmus wiedergibt.
Die Ursache hierfu¨r ist, daß die Ha¨ufigkeit und die Dauer der Urlaubsperiode bei diesem Modell
an die Ankunftsrate der D-Auftra¨ge gekoppelt ist. Bei geringer Last, d.h. bei einer kleinen An-
kunftsrate, ist die Warteschlange ha¨ufig leer und der Server befindet sich dementsprechend oft
in einer Urlaubsperiode (multiple vacation). Der Scheduling-Algorithmus mu¨ßte vermeintlich
mehrere K-Abschnitte pro Runde mit entsprechend schlechten Antwortzeiten fu¨r D-Auftra¨ge
einlegen. Tatsa¨chlich geschieht dieses aber nur genau ein einziges Mal pro Runde. Die Ab-
bildung 7.1 illustriert die Abfolge von Arbeits- und Urlaubsperioden im Modell bei niedriger
























Abbildung 7.2: Periodeneinteilung beim M/G/1-Vacation-Modell mit exhaustive service bei
hoher Ankunftsrate
Bei hoher Last, d.h. bei einer relativ zur Leistungskapazita¨t großen Ankunftsrate, leert sich die
Warteschlange nur selten und es werden nur wenige Urlaubsperioden eingelegt (siehe Abbil-
dung 7.2). In diesem Fall kann es passieren, daß das Modell in einer Runde keine Urlaubspe-
riode vorsieht, obwohl der Scheduling-Algorithmus von genau einem K-Bedienabschnitt pro
Runde ausgeht. Bei sehr hoher Auslastung in der Na¨he der Leistungskapazita¨t passiert es, daß
der Server u¨berhaupt keine Urlaubsperioden einlegt.
Insgesamt ergeben sich somit sowohl bei niedriger als auch bei hoher Last große Abweichun-
gen zwischen den analytisch berechneten und den in der Simulation experimentell gemessenen
Antwortzeiten. Lediglich in einem Bereich zwischen hoher und niedriger Last, der quantitativ
nicht genauer spezifiziert werden kann, sind brauchbare Ergebnisse zu erwarten. Dieses Warte-
schlangenmodell ist fu¨r Vorhersagezwecke deshalb ungeeignet.
M/G/1-Vacation-Modell mit Gated Service
Ein M/G/1-Vacation-Modell mit Gated Service bedient nur die Auftra¨ge, die zu Beginn der
Arbeitsperiode in der Warteschlange stehen. Hierdurch werden in einer Arbeitsperiode alle die-
jenigen Auftra¨ge bearbeitet, die nach dem Beginn der letzten Arbeitsperiode und wa¨hrend der
Urlaubsperiode den Server erreichen. Im Vergleich zum vorangegangenen Modell kann hier-
durch auch bei hoher Last sichergestellt werden, daß der Server nach Abarbeitung endlich vieler
Auftra¨ge jeweils eine Urlaubsperiode einlegt.
Hinsichtlich der Vorhersagegenauigkeit ist dieses Modell nicht untersucht worden. Es weist
aber vergleichbare Schwa¨chen auf, wie das vorangegangene Warteschlangenmodell. Bei gerin-
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ger Ankunftsrate befindet sich der Server ha¨ufig in einer Urlaubsperiode, und bei hoher An-
kunftsrate wird die Zeitdauer der Arbeitsperiode durch die Anzahl der wartenden Auftra¨ge zu
Beginn der Arbeitsperiode bestimmt. Bei letzterem kann die zeitliche La¨nge der Arbeitsperiode
die La¨nge einer Runde u¨berschreiten. Hinsichtlich der Vorhersageergebnisse lassen sich somit
ebenfalls große Abweichungen vermuten.
M/G/1-Vacation-Modell mit Limited Service
M/G/1-Vacation-Modelle dieses Typs beschra¨nken die Dauer der Arbeitsperiode und damit die
Zeitspanne zwischen zwei aufeinanderfolgenden Urlaubsperioden. Dies geschieht direkt durch
Angabe einer Zeitschranke (time-limited service) [LE91, LL94] oder indirekt durch Angabe
der maximalen Anzahl an Auftra¨gen (request-limited service), die pro Arbeitsperiode [Lee89]
bearbeitet werden du¨rfen. Bei letzterem geht der Server in die Urlaubsperiode, sobald eine
festgelegte maximale Anzahl an Auftra¨gen bearbeitet worden ist bzw. wenn bereits vorher die
Warteschlange vollsta¨ndig geleert wurde. In der Literatur werden weitere Untertypen dieser
Warteschlangenmodelle unterschieden [Tak91].
Request-Limited Service Wa¨hrend einer Arbeitsperiode eintreffende Auftra¨ge werden bei
einem Modell mit gated request-limited service in die Warteschlange eingefu¨gt und nur zu
Beginn der na¨chsten Arbeitsperiode beru¨cksichtigt. Bei einem Modell mit exhaustive request-
limited service ko¨nnen die Auftra¨ge, sofern die maximale Anzahl M
max
noch nicht u¨berschrit-
ten wurde, auch wa¨hrend der Arbeitsperiode entsprechend der FCFS-Bearbeitungsreihenfolge
bearbeitet werden. Eine Schranke, die eine Zulassung der Auftra¨ge nur zu bestimmten Zeit-
punkten zula¨ßt, existiert hierbei nicht.
Bei allen in der Literatur [Tak91] beschriebenen Modellen dieses Typs ist die La¨nge der Ur-
laubsperiode unabha¨ngig von der La¨nge der Arbeitsperiode. Um das periodische Verhalten der
Algorithmen mit getrennter Einteilungsstrategie auf diese M/G/1-Modelle abbilden zu ko¨nnen,
ist es deshalb notwendig, die zugrundeliegenden mathematischen Modelle dahingehend zu
vera¨ndern, daß sich Arbeits- und Urlaubsperiode zu einer Runde von konstanter Zeitdauer
erga¨nzen. Eine solche Modifikation des M/G/1-Vacation-Modells mit exhaustive limited service
wird basierend auf [Lee89] in der Diplomarbeit [Jan98] vorgestellt. Die Dauer der Urlaubspe-
riode wird in dem modifizierten Modell so gewa¨hlt, daß sie sich zusammen mit der Arbeitspe-
riode zur konstanten Rundendauer T erga¨nzt. Dieses Verhalten entspricht einem Scheduling-
Algorithmus, dessen getrennte Bedienstrategie zuna¨chst eine maximale Anzahl M
max
an D-
Auftra¨gen ausfu¨hrt und dann die verbleibende Rundendauer bis zum Rundenende zur Ausfu¨h-
rung von K-Auftra¨gen nutzt. Sollten weniger als M
max
D-Auftra¨ge bedient werden ko¨nnen,
weil die Warteschlange leer ist, so wird mit der Bedienung der K-Auftra¨ge vorzeitig begonnen
und anschließend auf das Rundenende gewartet. Die Bedienung von D-Auftra¨gen findet erst
wieder zu Beginn der nachfolgenden Runde statt.
Im Gegensatz hierzu beginnt der in Abschnitt 3.3 beschriebene Algorithmus I zu Beginn einer
Runde mit der Ausfu¨hrung von K-Auftra¨gen und nutzt die verbleibende Zeit fu¨r D-Auftra¨ge.
Die Anzahl der D-Auftra¨ge, die bearbeitet werden, ist nicht statisch begrenzt, und bei leerer
Warteschlange im D-Abschnitt wartet der Algorithmus so lange, bis ein D-Auftrag eintrifft
oder die Runde abla¨uft.
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Trotz dieser offensichtlichen Unterschiede in der Bedienstrategie zwischen Algorithmus und
Warteschlangenmodell la¨ßt sich das Modell zur Abscha¨tzung der Antwortzeit von Algorithmus
I nutzen. Hierzu wa¨hlt man die Schranke M
max
so, daß die Wahrscheinlichkeit, daß die Ge-
samtbedienzeit bei M
max
D-Auftra¨gen und N K-Auftra¨gen die Rundendauer T u¨berschreitet,
sehr gering ist, z.B. weniger als . Mit dieser Parametereinstellung erha¨lt man durch das
Warteschlangenmodell eine konservative Abscha¨tzung fu¨r die Antwortzeit der D-Auftra¨ge bei
Verwendung von Scheduling-Algorithmus I.
Ein Nachteil dieser konservativen Approximation ist, daß der Wert von M
max
hierbei kleiner
gewa¨hlt werden muß als die Anzahl der D-Auftra¨ge, die der Scheduling-Algorithmus im Mittel
in einer Runde verarbeiten kann.
Die Leistungskapazita¨t des Warteschlangenmodell M
max
T ist somit kleiner als die Leistungs-
kapazita¨t des Scheduling-Algorithmus. Hierdurch werden Abweichungen in der Vorhersage un-
ter hoher D-Last hervorgerufen. Um diese Abweichung zu verringern, kann die Anzahl der pro
Runde ausfu¨hrbaren D-Auftra¨ge als Zufallsvariable M modelliert werden. Die Verteilung von
M wird u.a. von der Gesamtbedienzeit der N K-Auftra¨ge bestimmt, die zu Beginn der Runde
im K-Bedienabschnitt ausgefu¨hrt werden. Die Berechnung der Verteilung von M ist auf Basis
der in Abschnitt 6.1 erstellten Gleichungen mo¨glich. Durch diese Berechnung entspricht der
Erwartungswert von M genau der Anzahl an D-Auftra¨gen, die der Scheduling-Algorithmus pro
Runde im Mittel verarbeiten kann.
Dieses modifizierte Warteschlangenmodell mit variabler Schranke (limit variation), in dem sich
wiederum Arbeitsperiode und Urlaubsperiode zu einer konstanten Rundendauer T erga¨nzen
mu¨ssen, stellt eine Kombination aus denen in [Jan98] und [LaM90, LaM92] (M/G/1/N vacation
model with varying e-limited service discipline) vorgestellten Warteschlangenmodellen dar.
Die Ausfu¨hrungen in [Jan98] zeigen allerdings, daß fu¨r realistische System- und Datenpara-
meter die Berechnung von Werten nur fu¨r sehr kleine Lastparameter unter großem Aufwand
durchfu¨hrbar ist. Dieses la¨ßt vermuten, daß fu¨r das erweiterte Modell mit probabilistischer
Schranke M die Durchfu¨hrung der Berechnungen unter vertretbarem Aufwand nicht mehr
mo¨glich ist. Auf eine Untersuchung dieses erweiterten Modells wird aus diesem Grund ver-
zichtet.
Time-Limited Service Die Arbeit [LL94] beschreibt zwei Warteschlangenmodelle, bei denen
die Arbeitsperiode durch eine Zeitschranke begrenzt ist. Im ersten Modell wird eine konstante
Zeitschranke gewa¨hlt (constant time-limited service). Das zweite Modell wa¨hlt die Zeitschran-
ke in Abha¨ngigkeit von der vorangegangenen Urlaubsperiode (vacation-dependent time-limited
service), so daß sich Urlaubs- und Arbeitsperiode zu einer konstanten Rundendauer T erga¨nzen.
Letzteres entspricht exakt dem Verhalten eines Scheduling-Algorithmus mit getrennter Eintei-
lungsstrategie.
In der Berechnung werden konstante Zeitabschnitte, z.B. die konstante Rundendauer, durch
eine Folge aufeinanderfolgender Zeitschritte, die durch eine Erlang-Verteilung charakterisiert
sind, approximiert. Man erreicht ein Konvergenzverhalten an das tatsa¨chliche Modell durch die
Erho¨hung der Anzahl der Zeitschritte. Die in [LL94] durchgefu¨hrten Berechnungen zeigen, daß
eine hinreichende Konvergenz bereits bei wenigen Zeitschritten erreicht werden kann. Aller-
dings werden in dem verwendeten Beispiel nur einfache Verteilungsfunktionen fu¨r Bedienzeit
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(Exponentialverteilung) und Urlaubsperiode (konstanter Wert) angenommen, die die Berech-
nungen vereinfachen und den Berechnungsaufwand auf ein vertretbares Maß reduzieren. Die
Verwendung allgemeinerer Verteilungsfunktionen, wie es fu¨r die Modellierung der der Ma-
gnetplatte und der Last notwendig ist, beno¨tigt dagegen einen enormen Berechnungsaufwand,
so daß dieser Ansatz fu¨r das verfolgte Ziel nicht praktikabel ist.
7.1.2 Modelle mit dynamischer Kapazita¨tsverteilung
Im Gegensatz zu den bisher betrachteten Warteschlangenmodellen, die versuchen das Verhalten
der Scheduling-Algorithmen exakt nachzubilden, wird in [NMP97] ein Modell entwickelt,
das in abstrakter Form die Kapazita¨t des Systems dynamisch zwischen der Ausfu¨hrung von
K-Auftra¨gen und der Ausfu¨hrung von D-Auftra¨gen verteilt.
Zur Ausfu¨hrung von D-Auftra¨gen wird zuna¨chst eine Minimalkapazita¨t reserviert. Die restliche
Kapazita¨t steht fu¨r die Ausfu¨hrung von K-Auftra¨gen zur Verfu¨gung. Sollte aufgrund einer gerin-
gen Anzahl von K-Auftra¨gen diese Kapazita¨t nicht vollsta¨ndig genutzt werden, so wird die un-
genutzte Kapazita¨t zur Ausfu¨hrung von D-Auftra¨gen neu verteilt. Es wird ein MMK War-
teschlangenmodell mit FCFS-Bearbeitungsreihenfolge und, um die Berechnungen durchfu¨hren
zu ko¨nnen, beschra¨nkter Warteschlangenla¨nge verwendet. Die Anzahl der K-Auftra¨ge, die pro
Runde bedient werden mu¨ssen, schwankt u¨ber einen la¨ngeren Zeitraum, da hier, im Gegen-
satz zu den bisherigen Modellen, ein Ankunftsprozeß fu¨r Datenstro¨me angenommen wird. Die
Kapazita¨tsverteilung wird durch eine variable Servicerate, d.h. die Rate, mit der D-Auftra¨ge be-
dient werden, erreicht. Diese Servicerate ha¨ngt von der Anzahl der K-Auftra¨ge pro Runde ab, da
die nicht von K-Auftra¨gen genutzte Kapazita¨t auf die Ausfu¨hrung von D-Auftra¨gen u¨bertragen
wird.
Der Vergleich mit Simulationsergebnissen in [Rom98] zeigt, daß die Vorhersagegenauigkeit
stark von der Wahl der Minimalkapazita¨t abha¨ngt, die zur Ausfu¨hrung von D-Auftra¨gen reser-
viert wird. Offen bleibt, wie diese Minimalkapazita¨t bestimmt werden kann.
7.1.3 Modelle mit mehreren Ankunftsprozessen
[Ott87] untersucht ein Model, das aus zwei unabha¨ngigen Ankunfts-/Bedienprozessen (GI/G,
M/G), einer Warteschlange und einem Server gebildet wird. Die Bearbeitung der Auftra¨ge er-
folgt in FCFS-Reihenfolge, ohne daß dabei den Auftra¨gen einer der beiden Ankunftsprozesse
eine ho¨here Priorita¨t zugeordnet wird.
Um das Verhalten der Scheduling-Algorithmen na¨herungsweise auf dieses Modell abzubilden,
ko¨nnte der Ankunftsstrom der D-Auftra¨ge durch den M/G-Prozeß beschrieben werden. Der
zweite Prozeß beschreibt das Auftreten der K-Auftra¨ge. Dieses ko¨nnte als ein Spezialfall des
GI/G-Prozesses durch eine konstante Zwischenankunftszeit modelliert werden. Hierzu werden
alle K-Auftra¨ge einer Runde als ein Gesamtauftrag aufgefaßt, der alle T Zeiteinheiten beim Ser-
ver eintrifft. Unterschiede zwischen Modell und Scheduling-Algorithmus treten dann hervor,
wenn sich zu Rundenbeginn eine große Anzahl von D-Auftra¨gen in der Warteschlange befin-
det. Aufgrund der FCFS-Auswahl werden diese zuna¨chst abgearbeitet, bevor der Gesamtauftrag
mit den einzelnen K-Auftra¨gen beru¨cksichtigt werden kann. Dieser Modellierungsfehler wu¨rde
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vermieden werden, wenn dem periodisch eintreffenden Gesamtauftrag eine ho¨here Priorita¨t ge-
geben werden ko¨nnte. Hierdurch wu¨rde, falls notwendig, die Bearbeitung der D-Auftra¨ge mit
niedriger Priorita¨t unterbrochen.
Die Untersuchung dieses Modells mit Priorita¨ten in der Bearbeitung der Auftra¨ge wird in
[Sch74] durchgefu¨hrt. In der Arbeit werden aber weder Angaben u¨ber den Berechnungsaufwand
gemacht noch exemplarische Berechnungen anhand konkreter Verteilungsfunktionen durch-
gefu¨hrt. Die praktische Anwendbarkeit des Modells auf den in dieser Arbeit geschilderten Pro-
blemfall erscheint deshalb fraglich.
7.1.4 Modelle mit mehreren Warteschlangen
Warteschlangenmodelle zur Leistungsvorhersage von SCAN-Algorithmen werden in [CH82,
CH90, One75] vorgestellt. In der Analyse wird das System durch ein Modell mit einem Server
und je einer Warteschlange pro Zylinder nachgebildet [Eis72]. In einer Warteschlange werden
die den jeweiligen Zylinder betreffenden Auftra¨ge gesammelt und vom Server des Modells
in FCFS-Reihenfolge entnommen. Der Wechsel des Servers zur benachbarten Warteschlange
geschieht dann, wenn eine Warteschlange komplett geleert wurde. Hierbei wird die aktuelle
SCAN-Richtung eingehalten. Diese Richtung wird dann gea¨ndert, wenn die Warteschlange des
a¨ußersten bzw. des innersten Zylinders erreicht ist bzw. wenn in der aktuellen Richtung die
nachfolgenden Warteschlangen keine Auftra¨ge enthalten. Der Ankunftsprozeß wird durch einen
Poisson-Prozeß modelliert, der die Auftra¨ge gleichma¨ßig u¨ber alle Zylinder verteilt.
Da das Modell lediglich von einem Poisson-Ankunftsprozeß ausgeht, kann das Eintreffen der K-
Auftra¨ge zu konstanten periodisch wiederkehrenden Zeitpunkten nicht beru¨cksichtigt werden.
Des weiteren gibt es keine einfache Mo¨glichkeit, das Modell dahingehend zu vera¨ndern, daß
die Ausfu¨hrung der K-Auftra¨ge mit ho¨herer Priorita¨t geschieht und zudem sichergestellt wird,
daß die Rundendauer bei der Ausfu¨hrung der Auftra¨ge nicht u¨berschritten wird.
7.2 Ein Modell zur Berechnung der Antwortzeitverteilung
fu¨r SCAN-Algorithmen
Da die im vorangegangenen Abschnitt vorgestellten Warteschlangenmodelle nur unzureichend
genaue Ergebnisse liefern bzw. aufgrund ihrer Komplexita¨t keine praktischen Berechnungen
zulassen, soll im folgenden ein neues Warteschlangemodell entwickelt werden, das beide An-
forderungen, d.h. hinreichende Genauigkeit und Durchfu¨hrbarkeit der Berechnungen, unter Ver-
wendung realistischer System- und Lastparameter erfu¨llt.
Die Evaluation in Abschnitt 4.3 hat gezeigt, daß die Klasse der SCAN-Algorithmen mit ge-
mischter Einteilungsstrategie im Vergleich zu der Klasse der Algorithmen mit getrennter Eintei-
lungsstrategie die besseren Performance-Ergebnisse liefert. Das zu entwickelnde Warteschlan-
genmodell soll aus diesem Grund zur Vorhersage der Antwortzeit bei einem SCAN-Algorithmus
mit gemischter Einteilungsstrategie genutzt werden ko¨nnen.
Das Problem besteht darin, das Verhalten der Algorithmen auf die Bedienstrategie des Warte-
schlangenmodells abzubilden. Aufgrund der Komplexita¨t des dynamischen Verhaltens der Al-
gorithmen mit voll inkrementeller Auswahlstrategie (siehe Abschnitt 3.3) beschra¨nkt sich die
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nachfolgende Betrachtung deshalb auf einen Algorithmus mit gemischter, dynamischer, nicht-
inkrementeller SCAN-Strategie. Die Antwortzeit eines D-Auftrages bei Verwendung dieser
Strategie stellt, wie in der Evaluation in Kapitel 4 gezeigt, eine obere Schranke fu¨r die mit den
inkrementellen SCAN-Strategien erreichbaren mittleren Antwortzeiten dar.
Das hier entwickelte Warteschlangenmodell gilt deshalb als konservative Approximation und
liefert hinsichtlich der Antwortzeitvorhersage eine obere Schranke fu¨r die tatsa¨chlich mit dem
Algorithmus V (Abschnitt 3.2) erzielbaren Werte.
Als Grundlage der folgenden Untersuchung dient ein M/G/1/K-Warteschlangenmodell, das die
Auswahl der D-Auftra¨ge zu festgelegten Zeitpunkten trifft und bei dem die Anzahl der ausfu¨hr-
baren Auftra¨ge durch eine probabilistische Schranke begrenzt wird (gated request-limited ser-
vice with variable limit). Ein a¨hnliches Modell ist in [LaM91] zu finden, wo ein M/G/1/K-
Vacation-Modell mit dieser Bedienstrategie untersucht wird.
Die Bedienstrategie des Modells wa¨hlt, wie durch die nicht-inkrementelle Strategie des Algo-
rithmus vorgegeben, zu Beginn einer Runde in FCFS-Reihenfolge eine Menge von D-Auftra¨gen
aus der Warteschlange. Die Anzahl der maximal auswa¨hlbaren D-Auftra¨ge wird durch eine Zu-
fallsvariableM bestimmt. Durch diese variable Schranke wird beru¨cksichtigt, daß der Algorith-
mus nur so viele D-Auftra¨ge in die Runde hineinnimmt, daß insgesamt alle D- und K-Auftra¨ge
innerhalb der Runde bedient werden ko¨nnen. Die Zufallsvariable M ha¨ngt von der Zeitdauer
der Bedienung der K-Auftra¨ge ab.
Betrachtet man die Zeitdauer, die ein Auftrag im System verweilt, so lassen sich aus der Sicht-
weise eines D-Auftrages drei verschiedene Rundentypen unterscheiden: ein D-Auftrag betritt
das Modell in der Ankunftsrunde, danach hat er eine oder mehrere Zwischenrunden zu warten,
bevor seine Bedienung in der Abgangsrunde durchgefu¨hrt wird und er daraufhin das System
verla¨ßt. Hiermit setzt sich die Antwortzeit eines D-Auftrages a aus den folgenden drei Kompo-
nenten (siehe Abbildung 7.3) zusammen:
1. Nach der Ankunft hat der Auftrag a das Ende der Ankunftsrunde abzuwarten. Diese Zeit-
spanne wird im folgenden durch die Zufallsvariable A angegeben.
2. In den Zwischenrunden werden vor a eingetroffene D-Auftra¨ge sowie K-Auftra¨ge be-
dient. Die gesamte Zeitdauer aller Zwischenrunden, die Auftrag a warten muß, wird
durch die Zufallsvariable I beschrieben. Aufgrund der FCFS-Auswahlstrategie zu Run-
denbeginn beeinflussen nach a eintreffende D-Auftra¨ge die Anzahl der Zwischenrunden
nicht.
3. In der Abgangsrunde wird gema¨ß der SCAN-Anordnungsstrategie der Auftrag ausgefu¨hrt.
Die Verweilzeit des Auftrages in der Abgangsrunde setzt sich zusammen aus der Gesamt-
bedienzeit aller Auftra¨ge, die a in der SCAN-Anordnung vorausgehen, und die Bedienzeit
von a selbst. Die Verweilzeit in der Abgangsrunde wird im folgenden durch die Zufalls-
variable B angegeben.
Die Zufallsvariablen I und B ha¨ngen von der Anzahl der Auftra¨ge in der Warteschlange zum
Ankunftszeitpunkt und von der Anzahl der K-Auftra¨ge ab, die in jeder Runde bedient werden.
Um die Durchfu¨hrbarkeit der Berechnungen zu gewa¨hrleisten, wird von einer begrenzten ma-
ximalen Warteschlangenla¨nge des Modells ausgegangen. Die Anzahl der Warteschlangenpla¨tze
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Abbildung 7.3: Komponenten der Antwortzeit eines D-Auftrages
sei mit L
max
bezeichnet. Weiterhin sei p
b
die Abblockwahrscheinlichkeit, mit der ein neu ein-
treffender D-Auftrag keinen freien Platz in der Warteschlange findet und somit, ohne ausgefu¨hrt
zu werden, zuru¨ckgewiesen wird. Der Parameter L
max
hat im Scheduling-Algorithmus keine di-
rekte Entsprechung, da hier die Warteschlangenla¨nge nur durch den zur Verfu¨gung stehenden
Speicher begrenzt ist. Um eine gute Approximation des Scheduling-Algorithmus zu erreichen,
wird der Wert von L
max
in den Berechnungen deshalb so groß gewa¨hlt, daß die Abblockwahr-
scheinlichkeit p
b
vernachla¨ssigbar klein wird. Die La¨nge der Warteschlange zu einem beliebigen
Zeitpunkt und somit auch zum Ankunftszeitpunkt eines D-Auftrages sei mit L angegeben.
Um die Notation in den Ausdru¨cken zu vereinfachen sei im folgenden die Dichtefunktion f
X
der Zufallsvariablen X auch fu¨r kontinuierliche Zufallsvariablen durch P X  x	 angegeben.
Hiermit wird eine bessere Lesbarkeit durch die Vermeidung von la¨nglichen Bezeichnern bei
Verbundwahrscheinlichkeiten und bedingten Wahrscheinlichkeiten erreicht. Eine Zusammen-
fassung aller Bezeichner ist im Anhang B zu finden.
7.2.1 Laplace-Transformierte der Antwortzeit
Sei mit R die Zufallsvariable der Antwortzeit (engl. response time) fu¨r D-Auftra¨ge bezeich-
net. Die Wahrscheinlichkeit, daß ein D-Auftrag, der nicht abgeblockt wird, eine Antwortzeit r
besitzt, ist dann:































P I B  r  t j A  t  L  l	  P A  t  L  l	 dt
(7.1)




der Verbund mit der Varia-
blen L bzw. die Zufallsvariable unter der Bedingung L  l bezeichnet, d.h.
P A
l
 t 	  P A  t  L  l 	 P  I
l
 t 	  P  I  t jL  l 	 (7.2)
P A
l
 t	 wird im folgenden als Verbundwahrscheinlichkeit (engl. joint probability) der Varia-
blen A und L bezeichnet. I
l
ist durch die FCFS-Auswahlstrategie zu Rundenbeginn abha¨ngig
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von der Anzahl der D-Auftra¨ge in der Warteschlange zum Ankunftszeitpunkt aber durch den
”gated service“ unabha¨ngig vom Ankunftszeitpunkt innerhalb der Ankunftsrunde. Die Zufalls-
variable B wird als unabha¨ngig von den Variablen A und L postuliert und wird, wie spa¨ter
gezeigt, durch die Anzahl der D-Auftra¨ge zu Rundenbeginn der Abgangsrunde bestimmt. Aus
diesem Grund vereinfacht sich Gleichung 7.1 zu:














B  r  t 	  P A
l
 t 	 dt (7.3)
Der linke Term im Integral der Gleichung 7.3 entspricht der Faltung der beiden Zufallsvariablen
I
l
und B. Das Integral selbst beschreibt die Faltung der beiden Variablen 
I
l







sind fu¨r ein festes l unabha¨ngig voneinander. Dasselbe gilt aufgrund der Un-
abha¨ngigkeitsannahme auch fu¨r B. Hierdurch ist es mo¨glich, die beiden Faltungen in Gleichung










und B. Die Laplace-Transformierte R

























Aufgrund der Definition der Laplace-Transformierten hat sie an der Stelle s   den Wert .






























In den folgenden Abschnitten sollen die einzelnen Laplace-Transformierten abgeleitet werden.
Begonnen wird mit der Analyse der Ankunftsrunde.
7.2.2 Analyse der Ankunftsrunde
Ziel der Analyse ist es zuna¨chst, die Verbundwahrscheinlichkeit P A
l
 t	 der Restzeit in
der Ankunftsrunde und der Warteschlangenla¨nge zu bestimmen, um hieraus anschließend die
Laplace-Transformierte A
l
berechnen zu ko¨nnen. Das hierzu verwendete Verfahren (engl. sup-
plementary variable technique) [Lee84, Tak91] untersucht die Verteilung der Warteschlangen-
la¨nge zu Rundenbeginn und berechnet dann die Verbundwahrscheinlichkeit zwischen A und L
zu einem beliebigen Zeitpunkt in der Ankunftsrunde.
Verteilung der Warteschlangenla¨nge zu Rundenbeginn
Die Berechnung der Warteschlangenla¨nge zu Rundenbeginn erfolgt durch eine eingebettete
Markov-Kette (engl. embedded discrete-time Markov chain), deren Betrachtungszeitpunkte die
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Startzeitpunkte einer Runde sind. Zu jedem dieser Betrachtungszeitpunkte t mit t 
 f    g
ist der Systemzustand L
t gegeben durch die Anzahl der D-Auftra¨ge in der Warteschlange.
Die Markov-Kette ist nicht reduzierbar (engl. irreducible), da jeder Zustand von jedem anderen
Zustand erreichbar ist, und aperiodisch. Hieraus folgt aufgrund des endlichen Zustandsraumes,
daß die Markov-Kette ergodisch ist und ein stationa¨rer Zustand (engl. steady state) existiert. Im
stationa¨ren Zustand gilt fu¨r die Wahrscheinlichkeit 
l






i  l 	 mit l       L
max
 (7.6)
Sei M die Zufallsvariable, die die Anzahl der D-Auftra¨ge angibt, die maximal pro Runde aus-
gefu¨hrt werden ko¨nnen. Sei m
i
die Wahrscheinlichkeit, daß i D-Auftra¨ge in einer Runde bear-
beitet werden ko¨nnen. Der Wert von m
i
la¨ßt sich wie folgt bestimmen:
m
i
 P M  i 	









N i   T 	
(7.7)
In Gleichung 7.7 ist TKD
svc

N i die Gesamtbedienzeit, die fu¨r N K-Auftra¨ge und i D-Auftra¨ge
beno¨tigt wird. Die dazugeho¨rige Verteilungsfunktion FKD
svc
kann analog zu Gleichung 6.9 unter
Beru¨cksichtigung zusa¨tzlicher Transfer- und Positionierungszeiten fu¨r D-Auftra¨ge approxima-
















beschreibt die maximale Anzahl der D-Auftra¨ge, die im Modell pro Runde
bearbeitet werden. Dieser Parameter dient dazu, die Durchfu¨hrbarkeit spa¨terer Berechnungen
zu gewa¨hrleisten und besitzt im Scheduling-Algorithmus keine Entsprechung. Der Wert von
M
max
muß deshalb so gewa¨hlt werden, daß die Wahrscheinlichkeit, daß der Algorithmus mehr
als M
max
D-Auftra¨ge in einer Runde bedienen kann, vernachla¨ssigbar gering ist.
Sei H die Zufallsvariable, die die Anzahl der D-Auftra¨ge angibt, die in einer Runde der Dauer
T eintreffen und die in die Warteschlange des Systems eingefu¨gt werden. Unter der Annahme,
daß ein Poisson-Ankunftsprozeß mit der Rate 
 vorliegt, ist die Wahrscheinlichkeit h
k
, daß
wa¨hrend einer Runde k Anku¨nfte eintreffen, gema¨ß Gleichung 5.5 gegeben durch:
h
k









Das Warteschlangenmodell ist u¨berlastet mit einer Abblockwahrscheinlichkeit von p
b
 ,
wenn der Erwartungswert der Anzahl der Anku¨nfte pro Runde gro¨ßer ist als der Erwartungswert
der maximal pro Runde ausfu¨hrbaren D-Auftra¨ge. Aus diesem Grund muß fu¨r die Ankunftsrate
















  T  EM 	 (7.10)
Die Leistungskapazita¨t des Warteschlangenmodells hat hierdurch den Wert EM 	T .
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Die stationa¨ren Zustandswahrscheinlichkeiten 
l
lassen sich, da die Warteschlange mit L
max
Pla¨tzen endlich ist, durch die folgenden drei Chapman-Kolmogorov-Gleichungen berechnen,






















































































Die erste Summe in Gleichung 7.11 iteriert u¨ber die Anzahl der in einer Runde maximal
ausfu¨hrbaren D-Auftra¨ge. Die zweite Summe erfaßt alle diejenigen Fa¨lle, in denen alle zum
Rundenbeginn in der Warteschlange verfu¨gbaren D-Auftra¨ge bedient werden. Dies ist dann der
Fall, wenn zu Rundenbeginn weniger als die maximal ausfu¨hrbare Anzahl an Auftra¨gen in der
Warteschlange vorhanden ist. Damit zum Beginn der na¨chsten Runde l Auftra¨ge in der War-
teschlange stehen, mu¨ssen somit wa¨hrend der Runde l Auftra¨ge eintreffen. Die dritte Summe
erfaßt die Fa¨lle, in denen nicht alle wartenden Auftra¨ge bearbeitet werden ko¨nnen. Werden von
den zu Rundenbeginn vorhandenen j Auftra¨gen insgesamt i bearbeitet, so mu¨ssen 
l  j  i
Auftra¨ge wa¨hrend der Runde eintreffen, damit zu Beginn der na¨chsten Runde sich l Auftra¨ge
in der Warteschlange befinden. Gleichung 7.12 betrachtet den Sonderfall, bei dem Auftra¨ge
aufgrund einer vollsta¨ndig belegten Warteschlange abgewiesen werden mu¨ssen. Die L
max
 
Gleichungen aus 7.11 bis 7.13 sind linear abha¨ngig mit dem Rang L
max
 . Zur Berechnung
der L
max
  Unbekannten ko¨nnen z.B. die Gleichungen aus 7.11 zusammen mit der Normie-
rungsbedingung in Gleichung 7.13 verwendet werden. Die Lo¨sung des Gleichungssystems kann
durch effiziente numerische Algorithmen, z.B. Gauß-Seidel, durchgefu¨hrt werden.
Verteilung der Warteschlangenla¨nge zu einem beliebigen Zeitpunkt
Basierend auf den Wahrscheinlichkeiten 
i
des stationa¨ren Zustands zu Rundenbeginn kann
nun die Verbundwahrscheinlichkeit P A
l
 t	 zwischen der verbleibenden Rundendauer A und
der Warteschlangenla¨nge L bei Eintreffen eines Auftrages a zu einem beliebigen Zeitpunkt
t 
  T 	 innerhalb der Runde berechnet werden. Durch O
t sei im folgenden die Anzahl
der Anku¨nfte von D-Auftra¨gen in einer Zeitperiode der Dauer t angegeben. Die Anzahl der
Anku¨nfte innerhalb der Runde vor Eintreffen von a ist deshalb bei konstanter Rundendauer T
durch O
T  A gegeben. Die Berechnung von P A
l
 t	 geschieht durch die Betrachtung der
















































































T  A  m  A  t 	

(7.15)
Die Zusammensetzung obiger Terme ist vergleichbar mit der in den Gleichungen 7.11 und
7.12. Die erste Summe in Gleichung 7.14 iteriert u¨ber die maximale Anzahl der in einer Runde
ausfu¨hrbaren D-Auftra¨ge. Die zweite Summe betrachtet all diejenigen Fa¨lle, bei denen die War-
teschlange zu Rundenbeginn vollsta¨ndig geleert wurde. Dies ist der Fall, wenn zu Rundenbe-
ginn weniger D-Auftra¨ge in der Warteschlange vorhanden sind, als maximal bearbeitet werden
ko¨nnen. Alle D-Auftra¨ge, die dann zum Zeitpunkt t in der Warteschlange stehen, mu¨ssen vom
Rundenbeginn bis zum Zeitpunkt t im Intervall  t	 eingetroffen sein. Die dritte Summe be-
trachtet die restlichen Fa¨lle, bei denen sich die Anzahl der D-Auftra¨ge in der Warteschlange zum
Zeitpunkt t aus den zu Rundenbeginn verbliebenen und den neu eingetroffenen zusammensetzt.
Die Verbundwahrscheinlichkeit P O
T  A  n  A  t	 in den Gleichungen 7.14 und 7.15
wird basierend auf den Poisson-Anku¨nften der D-Auftra¨ge berechnet. Es gilt:
P O
T  A  n  A  t 	  P O

















Die Laplace-Transformierte von P O
T  A  n  A  t	 erha¨lt man durch Integration u¨ber
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Die Laplace-Transformierte A
l
fu¨r Gleichung 7.4 erha¨lt man, wenn die Laplace-Transformierte
der Gleichung 7.17 in die Laplace-Transformierte der Gleichungen 7.14 und 7.15 eingesetzt























































































Das Ergebnis fu¨r l  L
max
wird in Gleichung 7.4 nicht verwendet, da die Summierung darin
nur bis zum Index L
max
  durchgefu¨hrt wird.
7.2.3 Analyse der Zwischenrunden
Die Anzahl der Zwischenrunden, die ein Auftrag warten muß, bis die Abgangsrunde beginnt,
ha¨ngt aufgrund der FCFS-Auswahl der D-Auftra¨ge zu Rundenbeginn nur von der Anzahl der
D-Auftra¨ge zum Ankunftszeitpunkt und der Anzahl der in den Zwischenrunden bedienten D-
Auftra¨ge ab.
Es sei durchM
l die maximale Anzahl der Zwischenrunden angegeben, die ein Auftrag warten

















ist die Zufallsvariable fu¨r die Anzahl der D-Auftra¨ge, die in der i-ten Zwischenrunde von
Auftrag a maximal ausgefu¨hrt werden ko¨nnen. Die minimale Anzahl der D-Auftra¨ge, die pro







 minfn    m
n
 g
Es wird angenommen, daß M
min
gro¨ßer ist als . In diesem Fall ist M
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Als na¨chster Schritt soll die Wahrscheinlichkeit fu¨r die Anzahl der Zwischenrunden eines Auf-
trages berechnet werden. Dies geschieht unter der Voraussetzung, daß zum Ankunftszeitpunkt






















































































































Betrachtet man den Fall, bei dem ein Auftrag nach seiner Ankunft sofort in der nachfolgenden





















Das Ergebnis dieses Sonderfalls in obiger Gleichung, la¨ßt sich ebenfalls mit i   in Gleichung
7.22 und das Einsetzen in Gleichung 7.21 erzielen.
Mit den bisherigen Ergebnissen la¨ßt sich nun die Wahrscheinlichkeit P I
l
 t	 fu¨r den Zeit-
raum t berechnen, in dem sich Auftrag a in den Zwischenrunden befindet. Man iteriert u¨ber
die mo¨gliche Anzahl der Zwischenrunden und multipliziert die Wahrscheinlichkeit, daß i Zwi-
schenrunden vergehen mit der Wahrscheinlichkeit, daß i Zwischenrunden eine Zeitdauer von




t i  T  beschrieben. Diese Funktion liefert an der Stelle  den Wert  und













































Durch die Laplace-Transformation der Gleichung 7.23 mit der Integrationsvariablen t ergibt
sich die Laplace-Transformierte von I
l
zu:




























siT ist in obiger Gleichung die Laplace-Transformierte der Dirac-Funktion 
	

t i  T .
7.2.4 Analyse der Abgangsrunde
Der Anteil an der Wartezeit, die der Auftrag a in der Abgangsrunde verbringt, ha¨ngt von der
Anzahl der D-Auftra¨ge ab, die sich zu Beginn dieser Runde in der Warteschlange befinden.
Die Anzahl ist fu¨r den Auftrag a durch die La¨nge L der Warteschlange zum Ankunftszeitpunkt
und die Anzahl der im Zeitraum A  I eintreffenden D-Auftra¨ge bestimmt. Da im stationa¨ren
Zustand die Wahrscheinlichkeit 
i
fu¨r i D-Auftra¨ge zu Rundenbeginn fu¨r jede Runde gleich ist,
soll statt der Abgangsrunde eine beliebige Runde und somit statt a ein beliebiger D-Auftrag
betrachtet werden. Es gilt:
P
h Anzahl an D-Auftra¨gen in Abgangs-











Die Wahrscheinlichkeit, daß in einer beliebigen Runde k D-Auftra¨ge bearbeitet werden, la¨ßt
sich aus den Wahrscheinlichkeiten 
i
der Warteschlangenla¨nge des stationa¨ren Zustandes und
den Wahrscheinlichkeitenm
i
fu¨r die maximal in der Runde ausfu¨hrbare Anzahl an D-Auftra¨gen










































Die erste Summe im Za¨hler in Gleichung 7.26 beru¨cksichtigt den Fall, bei dem die Anzahl
der ausfu¨hrbaren D-Auftra¨ge durch die Schranke begrenzt wird und mindestens k Auftra¨ge
zu Rundenbeginn in der Warteschlange zur Verfu¨gung stehen. Die zweite Summe erfaßt alle
diejenigen Fa¨lle, in denen genau k Auftra¨ge zur Verfu¨gung stehen, die, da die Schranke gro¨ßer
als k ist, alle bearbeitet werden ko¨nnen. Der Nenner des Quotienten dient zur Normierung der
Werte.
Aus der Sichtweise eines beliebigen Auftrages ist die Wahrscheinlichkeit q
k
, daß k D-Auftra¨ge
in einer Runde ausgefu¨hrt werden, im Vergleich zu Gleichung 7.26 um den Faktor k gro¨ßer, da
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Die Laplace-Transformierte B der Zeitdauer, die ein beliebiger D-Auftrag a in der Abgangs-












































In der a¨ußersten Summe der Gleichung 7.29 wird durch die Variable d

u¨ber die Gesamtzahl der
D-Auftra¨ge iteriert, die zusammen mit dem betrachteten D-Auftrag a in der gleichen Runde be-
dient werden. Die Wahrscheinlichkeit, in der Abgangsrunde k D-Auftra¨ge zu bedienen, ist aus
der Sichtweise von a durch q
k
aus Gleichung 7.28 gegeben. Die mittlere Summe in Gleichung
7.29 iteriert durch die Variable p u¨ber die Position, die a in der Abgangsrunde einnehmen kann.




 N mo¨gliche Positionen. Die Wahrscheinlichkeit, eine dieser Positionen einzuneh-





. Die innerste Summe iteriert mit der Variablen
d

u¨ber die Anzahl der D-Auftra¨ge, die a vorausgehen. Durch die Festlegung der Position ist
damit auch die Anzahl der K-Auftra¨ge bestimmt, die im SCAN nach a ausgefu¨hrt werden. Ins-
gesamt kann a bis zu 
d
















 K-Auftra¨ge als Vorga¨nger hat.
Der Wert von pred





















p   
d








N    d

(7.30)




aus einer Menge von d

D-Auftra¨gen auszuwa¨hlen (Anzahl der Kombinationen ohne Wiederho-
lung), mit der Anzahl der Mo¨glichkeiten, 
pd

 K-Auftra¨ge aus insgesamtN auszuwa¨hlen.
Diese Auftra¨ge werden auf den SCAN-Positionen 
    p plaziert. Es gibt 
p   Permuta-
tionen vor Position p und 
d





  Mo¨glichkeiten, einen D-Auftrag fu¨r Position p auszuwa¨hlen. Multipliziert ergibt sich
somit die Gesamtzahl der Mo¨glichkeiten zur Plazierung unter den Bedingungen der Parameter
d

, p, N und d

. Der Nenner in Gleichung 7.30 berechnet die Gesamtzahl der Mo¨glichkeiten,
insgesamt d

D-Auftra¨ge und N K-Auftra¨ge auf 
d

 N Positionen zu verteilen, unter der
Bedingung, daß auf Position p ein D-Auftrag zu finden ist.
In Gleichung 7.29 besteht strenggenommen eine wechselseitige Abha¨ngigkeit zwischen der
Wahrscheinlichkeit q
k
und der Verteilung der p-fachen Faltung der Bedienzeit, da festgelegte
Werte von m
i
die Verteilung der Bedienzeit in einer Runde bestimmen. Diese Abha¨ngigkeit
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wird im folgenden ignoriert. Hiermit la¨ßt sich die Laplace-Transformierte der p-fachen Faltung

































































Sie setzt sich aus den Bedienzeiten der Auftra¨ge, die vor a ausgefu¨hrt werden, und der Bedien-
zeit von a zusammen. Die einzelnen Komponenten sind:







n s ist die Laplace-Transformierte der Positionierungszeit fu¨r den ersten Auf-
trag bei insgesamt n Auftra¨gen im SCAN. Die Berechnung der Dichtefunktion ist in
Abschnitt 5.2.4 zu finden. Die Berechnung der Laplace-Transformierten erfolgt durch
numerische Integration (siehe Gleichung 6.10).
2. Positionierungszeiten der u¨brigen Auftra¨ge
Bis Position p fu¨hrt die Magnetplatte insgesamt 
p  Positionierungen zwischen zwei




n s ist die Laplace-Transformierte
einer dieser Positionierungszeiten bei insgesamt n Auftra¨gen im SCAN. Die Berech-









 durch T scanX
posSZ

approximiert werden, wodurch sich die Gleichung 7.31 verein-
fachen ließe. Hierauf wird allerdings im folgenden verzichtet.




sei die Laplace-Transformierte der Transferzeit eines K-Auftrages ge-
geben. An der Position p fallen 
pd

 dieser Zeiten an, bevor a das System verlassen
kann. Die Dichte, aus der die Laplace-Transformierte berechnet werden kann, ist in Glei-
chung 5.43 angegeben.
4. Transferzeiten vorausgehender D-Auftra¨ge + Transferzeit Auftrag a
In der Abgangsrunde fallen d

Transferzeiten fu¨r vorangehende D-Auftra¨ge und die Trans-
ferzeit fu¨r den Auftrag a selbst an, bevor dieser das System verlassen kann. Analog zu





Bevor der Auftrag a, der sich an der Position p in der Abgangsrunde befindet, das System
verlassen kann, finden p Rotationsverzo¨gerungen statt. Die Laplace-Transformierte T
rot

einer dieser Verzo¨gerungen berechnet sich aus der gleichverteilten Dichte in Gleichung
5.34 und ist bereits in Gleichung 6.14 angegeben worden.





und B der Laplace-Transformierten
R
 aus der Gleichung 7.4 bestimmt worden. Die weitere Verwendung von R zur Vorhersage
der Antwortzeit von D-Auftra¨gen wird im folgenden Abschnitt beschrieben.
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7.2.5 Abscha¨tzung der Antwortzeit
Die Laplace-Transformierte R kann dazu benutzt werden, die Antwortzeit fu¨r D-Auftra¨ge
fu¨r gegebene System- und Lastparameter zu berechnen. Dabei ist es nicht direkt mo¨glich,
die Verteilungsfunktion der Antwortzeit aus R zu bestimmen. Hierzu mu¨ßte die Laplace-
Transformierte invertiert werden, was bei komplexen Termen, wie sie in R vorkommen, nicht
einfach mo¨glich ist. Spezielle Ergebnisse, wie z.B. die mittlere Antwortzeit ER	, das zweite
Moment der Antwortzeitverteilung ER	 sowie die Varianz der Antwortzeit V arR	, ko¨nnen
aus der Laplace-Transformierten aber einfach berechnet werden. Hierzu wird die erste und die

































Des weiteren la¨ßt sich die Restwahrscheinlichkeit P  R  r 	 der Antwortzeitverteilung durch
die Tschebyscheff-Schranke oder, wie in Abschnitt 6.1.2 gesehen, durch die Chernoff-Schranke




















Das Infimum kann auch hier durch Ableitung der Funktion h
  er R
 mit anschlie-
ßender Nullstellensuche bestimmt werden.
7.2.6 Varianten des analytischen Modells
Durch geringfu¨gige Modifikationen und Vereinfachungen lassen sich drei Varianten des ana-
lytischen Modells ableiten. Die erste Variante (Variante I) (siehe hierzu auch [NMW99]) geht
von einer konstanten maximal pro Runde bedienbaren Anzahl an D-Auftra¨gen aus. M wird in
diesem Fall nicht als Zufallsvariable, sondern als Konstante betrachtet. Dies entspricht einer
Bedienstrategie mit anzahllimitierter statischer Begrenzung (siehe Abschnitt 3.2).
Die zweite Variante (Variante II) betrachtet eine Bedienstrategie mit getrennter Einteilungsstra-
tegie, bei der in jeder Runde zuna¨chst alle K-Auftra¨ge und danach alle D-Auftra¨ge ausgefu¨hrt
werden.
Die dritte Variante (Variante III) kombiniert die beiden ersten Varianten und geht weiterhin von
einer FCFS-Bedienung der D-Auftra¨ge innerhalb der Runde aus.
Variante I: anzahllimitierte statische Begrenzung
Bei einer konstant vorgegebenen oberen Schranke M
max
wird vorausgesetzt, daß M
max
D-
Auftra¨ge innerhalb einer Runde vollsta¨ndig ausgefu¨hrt werden ko¨nnen. Der Wert von M
max
muß deshalb so gewa¨hlt werden, daß die Wahrscheinlichkeit, daß die Gesamtbedienzeit bei
N K-Auftra¨gen und M
max
D-Auftra¨gen die Rundendauer u¨berschreitet, sehr gering ist. Die
tatsa¨chliche Anzahl der pro Runde ausgefu¨hrten D-Auftra¨ge ha¨ngt von der Anzahl der zu Run-
denbeginn in der Warteschlange verfu¨gbaren D-Auftra¨ge ab. Ist die Anzahl geringer als M
max
,
so wird die Warteschlange vollsta¨ndig geleert, ansonsten werden M
max
Auftra¨ge entnommen.
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  i  M
max
  sonst
Hierdurch entfa¨llt bei den Chapman-Kolmogorov-Gleichungen 7.11 und 7.12 sowie den Glei-
chungen 7.14 und 7.15 durch Vereinfachung die a¨ußere Summation. Die Leistungskapazita¨t
dieses Modells hat den Wert M
max
T .




c, wenn zum Ankunftszeitpunkt sich bereits l Auftra¨ge in der Warteschlange befin-
den. Die Laplace-Transformierte I
l





















Fu¨r diese Variante muß weiterhin die Berechnung der Wahrscheinlichkeit q
k
, daß ein D-Auftrag
k D-Auftra¨ge in einer Runde sieht, angepaßt werden. Die Berechnung, die analog zur Gleichung
7.28 erfolgt, beru¨cksichtigt zwei Fa¨lle:
k     M
max


























































Alle anderen Gleichungen einschließlich Gleichung 7.29 bleiben unvera¨ndert.
Variante II: getrennte Einteilung in zwei Bedienabschnitte
Soll das Modell an eine getrennte Bearbeitung der Auftra¨ge angepaßt werden, so ist die Glei-
chung 7.29 des Ausgangsmodells zu vera¨ndern.
Wird angenommen, daß in einer Runde zuna¨chst die Ausfu¨hrung von N K-Auftra¨gen durch-
gefu¨hrt wird und daß daraufhin die Bedienung der D-Auftra¨ge stattfindet, so ergibt sich folgende
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Die Laplace-Transformierte der 
N  p-fachen Faltung der Bedienzeit ist hierbei einfacher
aufgebaut als in Gleichung 7.31, da die Anzahl der K-Auftra¨ge, die dem betrachteten D-Auftrag
vorausgehen, konstant ist. Hierdurch entfa¨llt die Iteration u¨ber die Anzahl vorangehender K-
Auftra¨ge und die Berechnung der Wahrscheinlichkeit fu¨r diese Fa¨lle.
Eine weitere Vereinfachung ergibt sich, wenn ein Modell betrachtet wird, das die Bedienung
der D-Auftra¨ge vor den K-Auftra¨gen ausfu¨hrt. Hierdurch entfa¨llt der dritte Term in der Laplace-
Transformierten.
Variante III: Variante I + Variante II + FCFS-Anordnung
Die dritte Variante verwendet eine anzahllimitierte statische Begrenzung wie Variante I und be-
dient K- und D-Auftra¨ge in den Runden getrennt voneinander. Des weiteren erfolgt die Bearbei-
tung der D-Auftra¨ge innerhalb einer Runde in FCFS-Reihenfolge. Hierdurch ist zum Ankunfts-




 der D-Auftra¨ge, die vor a in der Abgangsrunde bearbeitet werden, bekannt.
Beide Werte ergeben sich aus der Anzahl der Auftra¨ge, die zum Ankunftszeitpunkt in der War-
teschlange stehen. Die Laplace-Transformierte I
l
ist in Gleichung 7.34 der Variante I angege-
ben. Die Laplace-Transformierte B
l
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 der Positionierungszeit eines D-Auftrages ergibt sich aus
der in Abschnitt 5.2.4 hergeleiteten Dichtefunktion ffcfs
posSZ
.
7.3 Maximale D-Last bei festgelegter Service-Qualita¨t
Analog zu der Vorgehensweise fu¨r K-Auftra¨ge in Abschnitt 6.3 la¨ßt sich basierend auf dem




bestimmen, fu¨r die eine gewu¨nschte Antwortzeitschranke eingehalten werden
kann. Hierzu werden System- und Datenparameter, Schwellwert 
resp
der gewu¨nschten Rest-
wahrscheinlichkeit sowie die Antwortzeitschranke 
resp
vorgegeben. Aufgrund der konservati-




die tatsa¨chlich mo¨gliche, die bei Simulationen oder bei einem realen Daten-Server beobachtet





























Da eine Invertierung der Gleichungen nicht direkt durchfu¨hrbar ist, muß auch hier die Suche
nach dem Wert von 

max







140 7 Analytische Berechnung der Antwortzeit
durchgefu¨hrt werden. Diese Suche nach dem Maximum kann z.B. durch eine bina¨re Suche und
einen geeigneten Startwert verku¨rzt werden.
7.4 Evaluation des analytischen Modells
Analog zu Abschnitt 6.4 erfolgt hier eine Evaluation des Warteschlangenmodells. Es werden
die mit dem Warteschlangenmodell berechneten Werte fu¨r die Antwortzeitverteilung mit expe-
rimentell ermittelten Meßergebnissen verglichen.
Die Analyse erfolgt in mehreren Schritten, wobei im ersten und dritten Schritt ein Vergleich mit
Simulationsergebnissen stattfindet. Alle analytischen Ergebnisse werden mit Maple [Kof96]
unter Verwendung symbolischer und numerischer Verfahren berechnet.
 Schritt 1:
Der erste Schritt berechnet die Dichtefunktion fu¨r die Verteilung der Anzahl der maximal
pro Runde ausfu¨hrbaren D-Auftra¨ge (Gleichung 7.8).
 Schritt 2:
Im zweiten Schritt werden die stationa¨ren Zustandswahrscheinlichkeiten der Markov-
Kette durch das Lo¨sung des Gleichungssystems (Gleichung 7.11,7.13) bestimmt.
 Schritt 3:
Der dritte Schritt stellt die Laplace-Transformierte der Antwortzeit (Gleichung 7.4) auf
und berechnet Erwartungswert, zweites Moment (Gleichung 7.32) und Chernoff-Schranke
(Gleichung 7.33) der Restwahrscheinlichkeit.
Zuna¨chst erfolgt eine Beschreibung der verwendeten Parameter
7.4.1 Parameter der Simulation und der Analyse
Die Plattenparameter
In den analytischen Berechnungen und den Simulationen werden dieselben Plattenparameter
verwendet, die auch schon in den Abschnitten 4.1 und 6.4 benutzt worden sind. Die Simula-
tion beschra¨nkt sich wie die Analyse auf eine einzige Ein-Zonen-Platte mit einer konstanten
Transferrate von MBytes/sec.
Die Last- und Datenparameter
Um den Aufwand der Untersuchung zu reduzieren, werden exemplarisch einige typische Last-
und Datenparameter betrachtet:




Im ersten Szenario haben die K-Auftra¨ge eine MPEG-2-charakteristische gammaverteilte
Auftragsgro¨ße: ES
K
	   Bytes, V arS
K
	  
 Bytes. Es wird angenom-
men, daß insgesamt  K-Auftra¨ge pro Runde (N  ) bedient werden. Die Auftrags-
gro¨ßen der D-Auftra¨ge sind normalverteilt mit den Werten ES
D








Im zweiten Szenario haben die K-Auftra¨ge eine MPEG-1-charakteristische Auftrags-
gro¨ße: ES
K
	   Bytes, V arS
K
	  
 Bytes, und es werden pro Runde
eine konstante Anzahl von  Auftra¨gen (N  ) angenommen. Die Auftragsgro¨ßen-






Im dritten Szenario wird im Vergleich zu Szenario I
D
die Anzahl der K-Auftra¨ge pro
Runde auf  reduziert (N  ) und dafu¨r die Gro¨ße der D-Auftra¨ge auf ES
D
	 






charakterisiert eine Situation mit hoher K-Last und geringer D-Last. In Szenario
III
D
sind diese Rollen vertauscht. Die Rundendauer wird in allen Experimenten auf T  sec
festgelegt.
Die Parameter des Simulationsmodells
Es werden zwei Scheduling-Algorithmen in verschiedenen Durchla¨ufen getrennt voneinander
simuliert. Als Vergleichsgrundlage zu den analytisch bestimmten Werten dient zum einen der in
Abschnitt 3.2 vorgestellte Scheduling-Algorithmus III (gemischte, dynamische, nicht inkremen-
telle SCAN-Strategie), der die Berechnung der Ausfu¨hrungspla¨ne unter Kenntnis der exakten
Rotationsverzo¨gerung durchfu¨hrt und dem das Warteschlangenmodell am ehesten entspricht.
Zum anderen erfolgt ein Vergleich mit dem ebenfalls in Abschnitt 3.2 vorgestellten Scheduling-
Algorithmus V (gemischte, dynamische, voll inkrementelle SCAN-Strategie), bei dem die nied-
rigsten mittleren Antwortzeiten erzielt worden sind.
Die Position der Auftra¨ge auf der Platte wird zufa¨llig bestimmt. Es wird angenommen, daß die
Daten eines Auftrages zusammenha¨ngend ohne erneute Positionierung innerhalb des Auftrages
von der Platte gelesen werden ko¨nnen.
Die Parameter des Warteschlangenmodells
Die verwendeten Verteilungsfunktionen zur Beschreibung von Positionierungszeiten, Rotati-
onsverzo¨gerungen sowie Transferzeiten modellieren die in der Simulation verwendete Platte.
Die maximale Warteschlangenla¨nge wird auf die doppelte Anzahl der pro Runde ausfu¨hrbaren




. Dieser Wert reicht aus, um die Abblockwahrschein-
lichkeit p
b
gering und gleichzeitig den Berechnungsaufwand zur Lo¨sung der Kolmogorov-
Gleichungen bei den gegebenen Lastparametern auf einem akzeptablen Wert zu halten.
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7.4.2 Verteilung der maximal pro Runde ausfu¨hrbaren D-Auftra¨ge
Da die Berechnung der Dichtefunktion der maximal pro Runde ausfu¨hrbaren D-Auftra¨ge in
Gleichung 7.8 durch einen approximativen Ansatz erfolgt, soll zuna¨chst deren Abweichung von
den tatsa¨chlichen Werten betrachtet werden, die in einer Simulation des Warteschlangenmodells
erzielt werden. In Abbildung 7.4 ist die Verteilungsfunktion (F
M








der Zufallsvariablen M aus Simulation und Analyse zu sehen.
Der linke Graph betrachtet Szenario I
D
. Aus den Berechnungen wird eine minimale Anzahl
ausfu¨hrbarer D-Auftra¨ge pro Runde von  und eine maximale Anzahl von  abgeleitet, der
sich relativ genau mit den experimentellen Ergebnissen deckt. Außerhalb dieses Bereichs sind
die Werte fu¨r m
i
vernachla¨ssigbar klein. Da die approximative Berechnung konservativ ist,
liegt die Kurve ihrer Verteilungfunktion oberhalb der experimentell ermittelten Meßwertkurve.
Der Erwartungswert der pro Runde bedienbaren D-Auftra¨ge liegt in der Approximation bei
EM 	  . Tatsa¨chlich erreicht die Simulation einen Mittelwert von EM 	  .




hat den Wert  und M
min
den Wert .
Der ErwartungswertEM 	 der Approximation liegt bei . Die Simulation ermitteltEM 	 
.
Analoges gilt fu¨r Szenario III
D
mit EM 	  , M
min
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Abbildung 7.4: Verteilungsfunktion von M bei analytischer Berechnung und experimenteller
Simulation
7.4.3 Vergleich des Modells mit Scheduling-Algorithmus III
Der Vergleich zwischen der Analyse und dem Scheduling-Algorithmus III erfolgt zuna¨chst auf
Basis von Erwartungswert und zweitem Moment der Antwortzeitverteilung. In der Analyse
wird hierzu die Laplace-Transformierte R symbolisch abgeleitet und an der Stelle  ausgewer-
tet.
Tabelle 7.1 zeigt die Ergebnisse der Analyse und die Meßergebnisse der Simulation fu¨r Sze-
nario I
D
bei unterschiedlichen Ankunftsraten. Alle Zeitangaben erfolgen in der Einheit Sekun-
den. Es ist ersichtlich, daß nur geringe Abweichungen hinsichtlich Erwartungswert und zwei-
tem Moment zwischen Modell und Simulation existieren. Der relative Fehler des berechneten














15 0.96 1.08 0.001 87% 0.96 1.21 0.029 3.60E-14
16 0.97 1.10 0.002 88% 0.97 1.24 0.041 1.55E-12
17 0.98 1.13 0.004 89% 0.99 1.28 0.059 5.12E-11
18 0.99 1.16 0.006 90% 1.01 1.34 0.088 1.36E-9
19 1.02 1.22 0.009 92% 1.04 1.41 0.132 3.00E-8
20 1.05 1.29 0.015 93% 1.08 1.39 0.205 5.57E-7
21 1.08 1.39 0.026 94% 1.14 1.56 0.324 8.67E-6
22 1.16 1.61 0.054 95% 1.25 1.88 0.517 1.11E-4
23 1.30 2.06 0.113 97% 1.45 2.61 0.786 1.09E-3
24 1.65 3.50 0.270 98% 1.85 4.19 0.999 7.21E-3
Tabelle 7.1: Algorithmus III: Vergleich von Analyse und Simulation fu¨r Szenario I
D
Erwartungswertes steigt mit zunehmender Ankunftsrate an und liegt bei maximal . Diese
Abweichung ist hauptsa¨chlich auf die konservative Approximation der Verteilung von M und
auf Berechnungsungenauigkeiten zuru¨ckzufu¨hren.
Weiterhin werden die gemessene Restwahrscheinlichkeit p
resp
sowie die analytisch berechnete
Restwahrscheinlichkeit b
resp
untersucht. Ausschlaggebend fu¨r die Bewertung soll im folgen-
den zum einen die Abweichung zwischen der Gesamtauslastung sein, die das analytische Mo-





der Gesamtauslastung, die in der Simulation unter Einhaltung der festgelegten Service-Qualita¨t
maximal mo¨glich ist. Die Gesamtauslastung ist der Quotient aus der Gesamtbedienzeit T
svc
al-
ler D- und K-Auftra¨ge einer Runde und der Rundenla¨nge T . Die Verwendung dieser Metrik
beru¨cksichtigt, daß im Warteschlangenmodell neben der D-Last auch die K-Last einfließt, die
somit auch Einfluß auf die Vorhersagegenauigkeit nehmen kann.
Zum anderen soll die Abweichung zwischen der D-Last betrachtet werden, die das analytische
Modell (siehe Abschnitt 7.3) maximal erlaubt, und der D-Last, die in der Simulation unter




aus Gleichung 7.38 und 

max
aus Gleichung 7.38 betrachtet. Hierbei werden
die beiden Werte nicht explizit berechnet, sondern die Ankunftsrate 
 mit einer Schrittweite
von  sukzessive in der Simulation und im analytischen Modell erho¨ht, so daß nur Intervalle







In Tabelle 7.1 wird eine Antwortzeitschranke 
resp
in der Gro¨ße der doppelten Rundendauer,
d.h.  Sekunden, sowie ein Schwellwert 
resp
von  angenommen. Hieraus ergibt sich in der
analytischen Berechnung eine maximale Ankunftsrate 

max
, die zwischen  und  liegt (Zei-
len, in der dunkel hinterlegten Eintra¨ge vorhanden sind). Die mittlere Gesamtauslastung liegt
bei dieser Ankunftsrate und  K-Auftra¨gen pro Runde zwischen  und . Die Meßergeb-
nisse zeigen, daß die tatsa¨chlich mo¨gliche Ankunftsrate 

max
zwischen  und  liegen darf.
Hierdurch ist eine ho¨here Auslastung zwischen  und  mo¨glich. Das analytische Modell
unterscha¨tzt somit die Gesamtauslastung des Systems bei der geforderten Service-Qualita¨t und




gro¨ßer und betra¨gt ca. .
¨Ahnliche Ergebnisse sind auch in Tabelle 7.2 fu¨r Szenario II
D
bei geringerer K-Auftragsgro¨ße














4 0.95 1.05 0.002 85% 0.95 1.23 0.044 2.89E-19
5 0.96 1.07 0.003 86% 0.96 1.25 0.057 1.78E-19
6 0.96 1.08 0.003 87% 0.98 1.29 0.076 5.50E-16
7 0.98 1.12 0.004 88% 0.99 1.34 0.103 2.23E-13
8 0.99 1.16 0.008 90% 1.01 1.39 0.139 3.14E-11
9 1.01 1.19 0.009 91% 1.04 1.47 0.193 2.09E-9
10 1.05 1.30 0.021 92% 1.08 1.59 0.273 8.19E-8
11 1.09 1.40 0.032 94% 1.14 1.77 0.392 2.11E-6
12 1.15 1.59 0.058 95% 1.24 2.09 0.567 3.85E-5
13 1.26 1.95 0.103 96% 1.42 2.76 0.795 5.05E-4
14 1.49 2.89 0.209 97% 1.78 4.31 0.985 4.47E-3















18 0.96 1.09 0.003 83% 0.97 1.21 0.028 1.83E-9
19 1.00 1.18 0.008 87% 1.00 1.29 0.058 7.23E-7
20 1.04 1.28 0.014 90% 1.05 1.42 0.121 2.27E-6
21 1.12 1.48 0.037 93% 1.14 1.65 0.264 5.50E-5
22 1.29 1.99 0.103 96% 1.32 2.21 0.562 9.41E-4
Tabelle 7.3: Algorithmus III: Vergleich von Analyse und Simulation fu¨r Szenario III
D




in der Simulation zwischen  und , wodurch der Daten-Server zwischen  und 
ausgelastet wird. Das analytische Modell ermo¨glichst eine Gesamtauslastung zwischen maxi-
mal  und  bei einer Ankunftsrate 

max
zwischen  und . In diesem Fall unterscha¨tzt
das analytische Modell die Gesamtauslastung des Systems absolut um ca. . Die Abweichung
in der Vorhersage der maximal mo¨glichen D-Last ist besonders groß und betra¨gt maximal ca.
.
Tabelle 7.3 zeigt bei vera¨nderter D-Auftragsgro¨ßenverteilung eine gro¨ßere Vorhersagegenauig-
keit des analytischen Modells hinsichtlich der zu erwartenden mittleren Antwortzeit. Die Ab-





. So betra¨gt der relative Fehler des berechneten Erwartungswertes
maximal  bei einer Ankunftsrate von  Auftra¨gen pro Sekunde. Bei einem festgelegten
Schwellwert von 
resp
  sagt das analytische Modell eine maximale Ankunftsrate 

max
zwischen  und  mit einer Gesamtauslastung zwischen  und  voraus. Die tatsa¨chlich
mo¨gliche Gesamtauslastung bei Einhaltung der Performance-Anforderungen liegt wiederum im
Bereich zwischen  und  bei einer Ankunftsrate zwischen  und , so daß auch hier
eine um ca.  ho¨here Gesamtauslastung erreicht werden ko¨nnte. Der relative Fehler in der
Vorhersage der maximal mo¨glichen D-Last betra¨gt in diesem Fall ca. .






 Last ER ER p
resp
  Last ER ER b
resp
 
15 91% 0.28 0.13 0 87% 0.96 1.21 0.029
16 92% 0.29 0.14 0 88% 0.97 1.24 0.041
17 93% 0.31 0.15 0 89% 0.99 1.28 0.059
18 95% 0.33 0.17 0 90% 1.01 1.34 0.088
19 96% 0.36 0.20 0 92% 1.04 1.41 0.132
20 97% 0.41 0.26 0 93% 1.08 1.39 0.205
21 98% 0.49 0.39 0.006 94% 1.14 1.56 0.324
22 99% 0.69 0.80 0.037 95% 1.25 1.88 0.517
23 100% 1.46 3.97 0.248 97% 1.45 2.61 0.786
24  
    98% 1.85 4.19 0.999
Tabelle 7.4: Algorithmus V: Vergleich von Analyse und Simulation fu¨r Szenario I
D
7.4.4 Vergleich des Modells mit Scheduling-Algorithmus V
Um zu erkennen, inwieweit das Warteschlangenmodell auch zur Vorhersage des Verhaltens ei-
nes Algorithmus mit inkrementeller Auswahlstrategie verwendet werden kann, werden die Mes-
sungen fu¨r den Algorithmus mit gemischter, dynamischer, voll inkrementeller SCAN-Strategie
wiederholt. Die analytisch ermittelten Werte bleiben unvera¨ndert. Im Gegensatz zu Algorithmus
III des vorigen Abschnitts arbeitet der hier verwendete Algorithmus V mit einer Abscha¨tzung
der Rotationsverzo¨gerung pro Auftrag. Aus diesem Grund ko¨nnen besonders bei hoher D-Last
Ausfu¨hrungspla¨ne nicht optimal im voraus berechnet werden, was sich in einer geringeren Lei-
stungskapazita¨t des Algorithmus niederschla¨gt (siehe Abschnitt 4.3.5).
Wie zu erwarten, zeigen Erwartungswert und zweites Moment der Antwortzeit bei geringer






) in den Tabellen 7.4, 7.5 und 7.6 eine hohe
Abweichung. Erst in der Na¨he der Leistungskapazita¨t kommt es zu einer Anna¨herung der Werte,
da hier die inkrementelle Auswahlstrategie D-Auftra¨ge nicht mehr innerhalb der Runde, in der
sie eintreffen, auswa¨hlen kann, sondern sie in die na¨chste Runde verzo¨gern muß. Scheduling-
Algorithmus V und Bedienstrategie des analytischen Modells verhalten sich in der Na¨he der
Leistungskapazita¨t folglich a¨hnlich.
Im Vergleich zu Scheduling-Algorithmus III erfolgt der Anstieg von p
resp
von nahezu  auf
Werte von gro¨ßer als  sehr schnell. Es genu¨gt bereits, 
 um ca.  D-Auftra¨ge pro Sekunde zu
erho¨hen. Der Schwellwert 
resp
hat damit nur geringen Einfluß auf die Abweichungen zwischen
Simulation und Analyse.
Setzt man den Schwellwert 
resp
auf  und die Antwortzeitschranke 
resp
erneut auf  sec, so




die circa bei einem zusa¨tzlichen D-Auftrag pro Runde liegt. Die Auslastung des Simulations-
modells ist hierbei stets gro¨ßer als .
Als Folge der nur geringfu¨gig gro¨ßeren Werte fu¨r 

max
a¨ndern sich im Vergleich zu Scheduling-






nur unwesentlich, so daß auf eine
Betrachtung des relativen Fehlers im folgenden verzichtet werden kann.






 Last ER ER p
resp
  Last ER ER b
resp
 
4 87 % 0.28 0.13 0 85% 0.95 1.23 0.044
5 88 % 0.29 0.14 0 86% 0.96 1.25 0.057
6 90 % 0.31 0.15 0 87% 0.98 1.29 0.076
7 91 % 0.32 0.17 0 88% 0.99 1.34 0.103
8 93 % 0.34 0.19 0 90% 1.01 1.39 0.139
9 94 % 0.37 0.23 0.001 91% 1.04 1.47 0.193
10 96 % 0.43 0.30 0.003 92% 1.08 1.59 0.273
11 97 % 0.52 0.47 0.013 94% 1.14 1.77 0.392
12 98 % 0.70 0.90 0.048 95% 1.24 2.09 0.567
13 99 % 1.29 3.21 0.208 96% 1.42 2.76 0.795
14  
    97% 1.78 4.31 0.985







 Last ER ER p
resp
  Last ER ER b
resp
 
18 89% 0.19 0.06 0 83% 0.97 1.21 0.028
19 92% 0.22 0.08 0 87% 1.00 1.29 0.058
20 95% 0.27 0.12 0 90% 1.05 1.42 0.121
21 98% 0.35 0.22 0.002 93% 1.14 1.65 0.264
22 99% 0.57 0.58 0.019 96% 1.32 2.21 0.562
23 100% 2.44 11.47 0.449 99% 1.71 3.56 0.935
Tabelle 7.6: Algorithmus V: Vergleich von Analyse und Simulation fu¨r Szenario III
D
7.5 Fazit
Die in diesem Kapitel vorgestellte Analyse ist der erste Ansatz, der eine Vorhersage der Ant-
wortzeit von Auftra¨gen im Kontext multimedialer Daten-Server durchfu¨hrt. Im Gegensatz zu
fru¨heren Arbeiten auf vergleichbaren Gebieten, die fast ausschließlich eine FCFS-Ausfu¨hrung
der Auftra¨ge annehmen, beru¨cksichtigt das hier entwickelte analytische Modell die SCAN-
Anordnung der Auftra¨ge und benutzt ein detailliertes Plattenmodell. Durch die Verwendung
von Laplace-Transformierten werden nicht nur Erwartungswerte, sondern vollsta¨ndige Vertei-
lungen erfaßt. Nur hierdurch ist es mo¨glich, letztlich die Abscha¨tzung der Restwahrscheinlich-
keit vorzunehmen.
Die Evaluation hat gezeigt, daß eine Berechnung von Erwartungswert und Varianz sowie die
Abscha¨tzung der Restwahrscheinlichkeit der Antwortzeit praktisch mo¨glich ist. Hierbei mu¨ssen
allerdings gewisse Ungenauigkeiten in der Vorhersage hingenommen werden. Weiterhin konnte
gezeigt werden, daß das analytische Modell auch bedingt die maximale D-Last berechnen kann,




Basierend auf den entwickelten analytischen Modellen fu¨r Sto¨rungsrate und Antwortzeit wird
in diesem Kapitel eine Konfigurationsmethode fu¨r Daten-Server mit gemischten Arbeitslasten
vorgestellt. Das Ziel der Konfigurationsmethode ist es, die minimale Anzahl beno¨tigter Magnet-
platten zu bestimmen, um den Performance-Anforderungen der Benutzer bzw. Anwendungen
zu genu¨gen.
8.1 Der Konfigurationsalgorithmus
Die Vorhersagen der in den Kapiteln 6 und 7 entwickelten analytischen Modelle sind gu¨ltig bei
Verwendung einer einzigen Magnetplatte. Damit bei diesen Modellen ebenfalls Vorhersagen
u¨ber das gesamte Disk-Array gemacht werden ko¨nnen, sind einige Annahmen notwendig.
1. gleichma¨ßige, unabha¨ngige Verteilung diskreter Auftra¨ge
Die Konfigurationsmethode nimmt an, daß der Poisson-Ankunftsstrom der D-Auftra¨ge
mit einer Gesamtankunftsrate von 

tot
gleichma¨ßig u¨ber alle P
disks
Platten des Disk-







erreicht. Voraussetzung hierfu¨r ist eine geeignete Datenallokati-
on, die diese gleichma¨ßige Verteilung des Ankunftsstromes sicherstellt.
2. gleichma¨ßige, unabha¨ngige Verteilung kontinuierlicher Auftra¨ge
Als weitere Annahme soll die Verteilung der K-Auftra¨ge einer Runde ebenfalls gleich-
ma¨ßig u¨ber alle Platten des Disk-Arrays erfolgen und eine Zulassungskontrolle pro Platte
mo¨glich sein. Daneben sollen die K-Auftra¨ge auf den verschiedenen Platten unabha¨ngig
voneinander ausgefu¨hrt werden ko¨nnen. Dies ist z.B. dann gewa¨hrleistet, wenn grobko¨rni-
ges, regelma¨ßiges Striping als Plazierungsverfahren (siehe Abschnitt 3.1.3) gewa¨hlt wird.
Mit Hilfe der Zulassungskontrolle findet hierbei durch das Scheduling automatisch ei-
ne gleichma¨ßige Verteilung der K-Auftra¨ge statt, so daß bei einer Gesamtzahl von N
tot





Runde verarbeitet werden mu¨ssen.
3. homogenes Disk-Array
Da die Modelle an die Parameter einer einzigen Platte angepaßt werden, ist es notwen-
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dig, daß das Disk-Array, auf das die Ergebnisse einer Platte hochgerechnet werden, aus
identischen Platten besteht.





vorgegeben. Fu¨r kontinuierliche Datenstro¨me sind die Performance-
Anforderungen durch den Schwellwert 
erate
und die Sto¨rungsratenschranke 
erate
bestimmt.
Daten- und Plattenparameter sowie die Rundendauer T sind implizit festgelegt und keine Ein-
gabeparameter des Algorithmus.
Der Ablauf des Algorithmus, der in Abbildung 8.1 skizziert ist, sieht wie folgt aus. In einer
Iteration (Zeile 6 bis 24) wird die Anzahl der Magnetplatten P
disks
sukzessive erho¨ht bis die
Performance-Anforderungen alle erfu¨llt sind. Innerhalb einer Iteration wird zuna¨chst die Ho¨he
der Ankunftsrate 
 und die Anzahl der Datenstro¨me N pro Platte auf Basis der getroffenen
Annahmen berechnet (Zeile 11, 13). Mit diesem Wert kann die Restwahrscheinlichkeit der
Sto¨rungsrate bei gegebener Sto¨rungsratenschranke durch das analytische Modell aus Kapitel
6 bestimmt werden (Zeile 15). Wird der Schwellwert unterschritten, erfolgt als na¨chstes die
Pru¨fung, ob die Konfiguration die D-Last verarbeiten kann (Zeile 17). Mit N und den Daten-
und Plattenparametern la¨ßt sich die Verteilung der maximal pro Runde ausfu¨hrbaren D-Auftra¨ge
gema¨ß des in Kapitel 7 vorgestellten Modells berechnen. Der Erwartungswert EM 	 der An-
zahl der pro Runde ausfu¨hrbaren D-Auftra¨ge muß gro¨ßer sein als die mittlere Anzahl 
  T
der pro Runde eintreffenden D-Auftra¨ge (Zeile 18). Sollte diese Bedingung ebenfalls erfu¨llt
sein, so wird zuletzt (Zeile 19) u¨berpru¨ft, ob die Schwelle der Restwahrscheinlichkeit fu¨r die
Antwortzeit eingehalten werden kann. Erst wenn alle Performance-Anforderungen erfu¨llt sind,
terminiert der Algorithmus mit der minimalen Anzahl P
disks
beno¨tigter Magnetplatten.
Die Suche nach dem Minimum kann, anders als in Abbildung 8.1 gezeigt, z.B. durch eine bina¨re
Suche effizienter und schneller durchgefu¨hrt werden.
8.2 Ein Konfigurationsbeispiel
Der Algorithmus soll an einem konkreten Beispiel illustriert werden, bei dem die Anzahl der
Platten schrittweise um den Wert eins erho¨ht wird. Die Gesamtlast, die auf das zu konfigurieren-





pro Sekunde und  Datenstro¨men 
N
tot
  gegeben. Folgende Performance-Anforderungen
werden gestellt. Die Wahrscheinlichkeit, daß die Antwortzeit eines D-Auftrages la¨nger als die




 sec  . Weiterhin soll




N   .
Die Auftragsgro¨ße entspricht der von Szenario I
D
in Abschnitt 7.4. Die Rundendauer wird auf
eine Sekunde festgelegt. Die verwendeten Plattenparameter sind die aus Abschnitt 7.4 und 6.4.
Nachdem der Algorithmus gestartet ist, hat der Wert von P
disks
nach wenigen Iterationen den
Wert  erreicht, bei dem jede Platte  K-Auftra¨ge 
N  d	

e   pro Runde zu verarbeiten hat.
Entsprechend Tabelle 6.4 aus Abschnitt 6.4.3 kann fu¨r diese Konfiguration die Performance-
Anforderung hinsichtlich der Sto¨rungsrate fu¨r kontinuierliche Daten erfu¨llt werden. Bei einem



















7 // Inkrement, ggf. kann P
disks
in




10 // Ankunftsrate pro Platte




12 // Datenstro¨me pro Platte












16 // u¨berpru¨fe Auslastung
17 if (EM     T ) then
18 // u¨berpru¨fe Antwortzeit











24 while ( not(fertig) );
25 // Anzahl der beno¨tigten Magnetplatten





Abbildung 8.1: Konfigurationsalgorithmus fu¨r Daten-Server mit gemischter Arbeitslast
geringeren Wert, z.B. mit  Platten 
P
disks





e  , ist dieses nicht gegeben.
Als na¨chster Schritt erfolgt die Berechnung der Verteilung fu¨r die maximale Anzahl ausfu¨hr-
barer D-Auftra¨ge. Sie ergibt bei  K-Auftra¨gen 
N   einen Erwartungswert von EM 	 




. Dieser Wert liegt ge-
ringfu¨gig u¨ber dem Erwartungswert EM 	. Die Leistungskapazita¨t des Systems ist somit bei
insgesamt  Platten hinsichtlich diskreter Auftra¨ge u¨berschritten.
Es folgt eine weitere Iteration fu¨r  Platten 
P
disks
 . Die Performance-Anforderung fu¨r
kontinuierliche Datenstro¨me ist natu¨rlich nach wie vor erfu¨llt, und die mittlere Ankunftsrate




 unter dem Erwartungswert EM 	  . Des weiteren wird







e   liegt gema¨ß Tabelle 7.1 aus Abschnitt 7.4 die Restwahrscheinlichkeit fu¨r eine
la¨nger als  Sekunden andauernde Antwortzeit bei . Der Algorithmus terminiert mit dem
Ergebnis P
disks
 . Eine Zusammenfassung der Ergebnisse fu¨r dieses Konfigurationsbeispiel
ist in Tabelle 8.1 zu finden.
Im Simulationsmodell werden tatsa¨chlich ebenfalls mindestens acht Magnetplatten beno¨tigt,
damit bei den gewa¨hlten Lastparametern die Performance-Anforderungen erfu¨llt werden ko¨n-
nen.



























6 9 20 9.64 1 1
7 8 17.14 16.99 0 1












7 8 0.001 0.595
8 7 0 0.001
Tabelle 8.1: Werte zur Konfigurationsberechnung
8.3 Rekonfiguration
¨Uber die Erstkonfiguration eines Systems hinaus kann der obige Algorithmus auch zur Rekon-
figuration eines Daten-Servers benutzt werden, wenn sich die Lastcharakteristika vera¨ndern.
Hierzu mißt der Daten-Server zu verschiedenen Zeitpunkten, z.B. mehrfach am Tag zu ver-
schiedenen Uhrzeiten, die Lastparameter. Diese dienen dem Rekonfigurationsprogramm, eine
Plattenkonfiguration zu berechnen, mit dem der Daten-Server der anspruchsvollsten Last unter
den gewu¨nschten Performance-Anforderungen gerecht werden kann.
Sollte die Analyse vorschlagen, die Anzahl der Magnetplatten um eine bestimmte Anzahl zu
erho¨hen, so ist eine Neuplazierung der vorhandenen Datenobjekte notwendig, um die zusa¨tz-
liche Hardware auszunutzen. Bei den diskreten Daten erfolgt dies, wie in [Sal96, SWZ98] be-
schrieben, durch einen Online-Algorithmus, bei dem der Betrieb des Daten-Servers nicht unter-
brochen werden muß. Bei kontinuierlichen Daten ist die Reorganisation bei laufendem Betrieb
aufgrund der gro¨ßeren Datenmenge und der periodischen Zugriffsmuster aufwendiger. Eine
Mo¨glichkeit besteht darin, das kontinuierliche Datenobjekt zuna¨chst vollsta¨ndig zu kopieren
und hierbei entsprechend dem neuen Allokationsschema auf dem Disk-Array zu plazieren, be-
vor ein Zugriff auf das neue Objekt erlaubt wird. Zwischenzeitlich eintreffende Auftra¨ge werden
vom alten Objekt bedient. Ist der Kopiervorgang abgeschlossen, ko¨nnen die Auftra¨ge auf das
neue Objekt migriert und das alte Objekt gelo¨scht werden. Diese Methode hat den Vorteil, daß
der Kopiervorgang ohne zeitliche Fristen stattfindet und deshalb unausgelastete Zeitabschnit-
te nutzen kann, ohne daß der normale Betrieb behindert wird. Hierzu werden die Fragmente
des kontinuierlichen Objektes durch diskrete Datenzugriffe gelesen und neu geschrieben. Die-
sen diskreten Datenzugriffen kann eine geringere Priorita¨t als den normalen diskreten Daten-
zugriffen zugeordnet werden, so daß sie nur dann bearbeitet werden, wenn keine normalen D-
Auftra¨ge in der Warteschlange stehen. Bei geringer Auslastung ko¨nnen so pro Runde auch meh-
rere Fragmente eines kontinuierlichen Datenobjektes kopiert werden. Der Nachteil dieses Ver-
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fahrens besteht darin, daß das alte Objekt erst nach Abschluß des Kopiervorganges vollsta¨ndig
gelo¨scht werden kann. Alternativ hierzu ist es mo¨glich pro Runde ein Fragment zu kopieren und
die Vorlage dabei direkt zu lo¨schen. K-Auftra¨ge greifen nach Beginn des Kopiervorganges so-
fern mo¨glich auf die noch (unvollsta¨ndige) Kopie zu. Notwendig ist hierfu¨r, daß das Lesen und
Schreiben eines Fragmente in jeder Runde sichergestellt wird. Hierzu muß den K-Auftra¨gen
des Kopiervorganges eine ho¨here Priorita¨t als den normalen K-Auftra¨gen eingera¨umt werden,
da das Auslassen eines Fragments beim Kopieren zu einem unwiederbringlichen Datenverlust
fu¨hrt.
Wa¨hrend der Reorganisationsphase gelten die gemachten Annahmen der analytischen Model-
le nicht. So wird z.B. das periodische Scheduling-Muster fu¨r Zugriffe auf Fragmente beein-
tra¨chtigt und durch den Kopiervorgang der Daten werden bestimmte Platten des Disk-Arrays
sta¨rker beansprucht. Daher kann wa¨hrend dieser Phase keine Service-Garantie fu¨r D- bzw. K-
Auftra¨ge abgegeben werden. Es ist sogar wahrscheinlich, daß sich die Performance wa¨hrend der
Reorganisationphase verschlechtert und der Benutzer zeitlich begrenzt eine geringere Service-
Qualita¨t hinnehmen muß.
Der Beitrag der analytischen Modellierung und Performance-Vorhersage liegt darin, daß durch
die genaue Berechnung die zusa¨tzlich beno¨tigten Magnetplatten und die dazugeho¨rige Hardwa-
re (z.B. I/O-Karten) relativ exakt bestimmt werden kann. Ohne dieses Verfahren steht man vor
dem Dilemma, entweder durch mehrfaches Hinzufu¨gen von Hardware die Kapazita¨t schritt-
weise anzupassen oder durch Hinzufu¨gen einer gro¨ßeren Anzahl von Platten die Kapazita¨t
des Daten-Servers in einem Schritt zu erweitern. Ersteres fu¨hrt zu einer mehrfachen Reorga-
nisation und den dadurch fu¨r den Benutzer verbundenen Nachteilen. Letzteres treibt, wenn die
tatsa¨chlich beno¨tigte Kapazita¨t weit u¨berschritten wird, zu unangemessen hohen Kosten.







Neben dem im ersten Teil vorgestellten Simulator existiert eine Implementierung eines auf rea-
ler Hardware basierenden Prototyps. Im Gegensatz zum Simulationsmodell aus Abschnitt 4.2
speichert diese prototypische Implementierung reale Daten und benutzt hierzu ein reales Disk-
Array.
Im folgenden soll zuna¨chst in Abschnitt 9.1 ein ¨Uberblick u¨ber das Gesamtsystem gegeben
werden. Daraufhin erfolgt in Abschnitt 9.2 eine Kurzbeschreibung zur Implementierung des
Daten-Servers. Den Abschluß in Abschnitt 9.3 bilden Performance-Messungen, die am imple-
mentierten System durchgefu¨hrt worden sind.
9.1 Das Gesamtsystem
Neben der Verwaltung der Daten durch den Daten-Server muß fu¨r die praktische Verwendbar-
keit eines Gesamtsystems weitere Funktionalita¨t zur Verfu¨gung gestellt werden. Hierzu geho¨rt
die Darstellung der Daten, die Administration sowie Mo¨glichkeiten zur ¨Uberwachung des Be-
triebs.
9.1.1 Wiedergabe und Darstellung der Daten
Die Visualisierung der auf dem Daten-Server abgelegten Daten geschieht u¨ber einen Web-
Browser, der als Schnittstelle zum Endbenutzer des multimedialen Informationssystems dient.
Hierdurch erreicht man eine gro¨ßtmo¨gliche Flexibilita¨t, da diese Programme (Netscape, IEx-
plorer, HotJava) zum einen bereits die Darstellung einer großen Anzahl unterschiedlicher Do-
kumenttypen (z.B. HTML, GIF, JPEG, ASCII) unterstu¨tzen, zum anderen nicht-unterstu¨tzte
Formate durch die Einbindung externer Programme (z.B. Word, PowerPoint), durch Plug-Ins
(z.B. FlashPlayer) oder durch Java-Programme beru¨cksichtigt werden ko¨nnen. Letzteres ist z.B.
notwendig, um Audio- oder Videodaten vom Daten-Server zu empfangen und wiederzugeben.
Durch die Verwendung des Web-Browsers erfolgt die Adressierung der diskreten Datenobjek-
te durch Angabe einer URL. Die Kommunikation zwischen Web-Browser und Daten-Server
geschieht u¨ber das HTTP-Protokoll.
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Um diskrete und kontinuierliche Daten gemeinsam auf einer Seite des Web-Browsers darstellen
zu ko¨nnen (siehe Abbildung 9.1), erfolgt die Pra¨sentation von Audio- oder Videodaten durch
ein Wiedergabe-Applet, das als Java-Programm in eine HTML-Seite integriert wird. Der Pro-
grammcode des Applets wird als diskretes Datenobjekt auf dem Server gespeichert und vom
Web-Browser bei Bedarf geladen. Aufgaben des Wiedergabe-Applets sind, u¨ber eine Benutzer-
schnittstelle ggf. die Auswahl eines kontinuierlichen Datenobjektes zu ermo¨glichen, die Verbin-
dung zum Daten-Server aufzubauen, vom Daten-Server gelieferte Fragmente ggf. zwischenzu-
speichern, den kontinuierlichen Datenstrom zu dekodieren und darzustellen sowie das Anhalten







Abbildung 9.1: Integrierte Darstellung kontinuierlicher und diskreter Datenobjekte innerhalb
eines Web-Browsers
Fu¨r die Dekodierung und Darstellung der Daten sowie die Interaktion mit dem Benutzer wird
die von der JMF-API (Java Media Framework) [Sun98] zur Verfu¨gung gestellte Wiedergabe-
komponente verwendet. Die Implementierungsaufgabe beschra¨nkt sich damit auf die Realisie-
rung eines Kontroll- und Puffer-Moduls (siehe Abbildung 9.2), mit dem die Anbindung und
Anpassung dieser Wiedergabekomponente an den Daten-Server durchgefu¨hrt wird.
Der Daten-Server liefert u¨ber eine Datenverbindung die Fragmente an das Puffer-Modul, wo
die Zwischenspeicherung erfolgt, bis die Daten von der JMF-Wiedergabekomponente gelesen
werden. Das Kontroll-Modul u¨berwacht den Fu¨llstand des Puffers und stoppt bzw. startet ge-
gebenenfalls u¨ber eine Kontrollverbindung den Datenstrom vom Server. Weiterhin wird das
Kontroll-Modul von der Wiedergabekomponente u¨ber Benutzerinteraktionen informiert und
kann so den Neustart des Datenstromes bzw. einen zeitlichen Sprung im Datenstrom durch
Befehle an den Daten-Server initiieren. Der Datenaustausch zwischen Wiedergabe-Applet und
Daten-Server erfolgt u¨ber ein einfaches Kommunikationsprotokoll.






































Abbildung 9.2: Komponenten des Wiedergabe-Applets und deren Anbindung an den Daten-
Server
9.1.2 Administration des Daten-Servers
Durch externe Administrationprogramme sowie eine Web-Browser-basierte Schnittstelle (sie-
he Abbildung 9.3) erfolgt die Verwaltung der auf dem Daten-Server abgelegten Daten. Hierzu
geho¨rt in der prototypischen Implementierung das Anzeigen eines Inhaltsverzeichnisses mit
allen auf dem Server abgelegten Datenobjekten, das Kopieren neuer Daten vom lokalen Se-
kunda¨rspeicher u¨ber das Netzwerk auf den Daten-Server und das Lo¨schen nicht mehr beno¨tigter
Datenobjekte vom Server.
Abbildung 9.3: Administration des Daten-Servers mit Web-Browser-basierter Schnittstelle:
Anzeige des Inhaltsverzeichnisses mit der Option zum Lo¨schen von Objekten
Ein Kopierprogramm ermo¨glicht es, sowohl einzelne Dateien als auch gesamte Verzeichnis-
strukturen eines lokalen Dateisystems auf den Daten-Server zu u¨bertragen. Hiermit kann die
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erstmalige Initialisierung und eine fortlaufende Erga¨nzung der Inhalte durchgefu¨hrt werden.
Das Kopierprogramm setzt voraus, daß diskrete Datenobjekte in ihrer urspru¨nglichen Form
in lokalen Dateien vorliegen. Kontinuierliche Datenobjekte mu¨ssen vor Aufruf des Kopier-
programmes partitioniert werden. Dies geschieht durch separate Programme, die das Kodie-
rungsformat eines kontinuierlichen Datenobjektes (z.B. MPEG, AVI, WAV) interpretieren und
hierdurch die Zerlegung geeignet, z.B in Fragmente konstanter Wiedergabela¨nge, durchfu¨hren
ko¨nnen. Es ist vorgesehen, daß diese Partitionierungsprogramme die Fragmente eines kontinu-
ierlichen Datenobjektes in einem Verzeichnis des lokalen Dateisystems sammeln, indem sie dort
jedes Fragment als einzelne Datei ablegen. Die Wiedergabela¨nge jedes Fragments, die der vom
Daten-Server verwendeten Rundendauer entsprechen muß, wird den Partitionierungsprogram-
men als Parameter u¨bergeben. Zur Zeit existiert nur ein Partitionierungsprogramm fu¨r MPEG-
1-kodierte kontinuierliche Objekte. Eine Erga¨nzung des Systems zur Unterstu¨tzung weiterer
Kodierungsformate ist geplant und kann durch die Entwicklung weiterer Partitionierungspro-
gramme leicht realisiert werden, ohne daß hierdurch Vera¨nderungen am Daten-Server oder an
den Administrationsprogrammen notwendig werden.
Die beiden anderen erwa¨hnten Programme zum Anzeigen des Inhaltsverzeichnisses und zum
Lo¨schen von Datenobjekten weisen eine a¨hnliche Funktionalita¨t auf wie die vom lokalen Datei-
system bekannten Programme, z.B. del, rm. Na¨here Erla¨uterungen zur Funktionweise, zum
Funktionsumfang sowie zur Implementierung sind in [Wen99] zu finden.
9.1.3 ¨Uberwachung des Daten-Servers
Zur Beobachtung des Daten-Servers wird ein externer ¨Uberwachungsmonitor eingesetzt. Auf
dem derzeitigen Implementierungsstand wird die Plattenaktivita¨t, die Anzahl der zugelassenen,
die Anzahl der angehaltenen sowie die Anzahl der aktiven Datenstro¨me angezeigt. Der ¨Uber-
wachungsmonitor unterha¨lt zum Daten-Server eine permanente Netzwerkverbindung, u¨ber die
er vom Daten-Server u¨ber dessen Zustandsa¨nderungen in Echtzeit informiert wird.
Abbildung 9.4 zeigt die Ausgabe des ¨Uberwachungsmonitors bei einem Daten-Server, dessen
Disk-Array aus zwei Magnetplatten besteht. Auf der linken Seite der Abbildung sind durch
zwei u¨bereinanderliegende Rechtecke die beiden Magnetplatten mit insgesamt  Zylindern
angedeutet. Das Dreieck oberhalb eines Rechtecks gibt die aktuelle Position des Plattenkop-
fes an. Innerhalb des Rechtecks werden wartende Auftra¨ge durch senkrechte Linien auf der
Zylinderposition eingezeichnet, an der der Datenzugriff stattfinden wird. Nachdem der Platten-
kopf entsprechend der Scheduling-Strategie diese Positionen angefahren hat, werden nach der
Ausfu¨hrung der Auftra¨ge die Linien gelo¨scht.
D-Auftra¨ge und K-Auftra¨ge werden farblich (blau bzw. rot) unterschieden. In der Abbildung
sind D-Auftra¨ge dunkelgrau und K-Auftra¨ge hellgrau gekennzeichnet. Rechts zeigt die ¨Uber-
wachungskomponente an, wann die Datenzugriffe erfolgen. Hierzu wird ein Ausschnitt von
zwei Sekunden Dauer aus der Zeitachse eingeblendet, der mit fortschreitender Zeit kontinuier-
lich von rechts nach links verschoben wird. Der Zeitachsenausschnitt ist wiederum in Runden
mit einer La¨nge von einer Sekunde eingeteilt. Innerhalb einer Runde wird durch ein Rechteck
der Beginn und das Ende eines Plattenzugriffs gekennzeichnet. Die Farbe bzw. Schattierung der
Rechtecke gibt an, ob es sich um die Ausfu¨hrung eines D- bzw. K-Auftrages handelt. Am unte-
ren Rand zeigt die Statuszeile an, wie viele Datenstro¨me zur Zeit beim Daten-Server insgesamt
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angemeldet und zugelassen sind, wie viele zur Zeit gestoppt sind und wie viele zur Zeit mit
Fragmenten beliefert werden.
Denkbar ist hier, durch Erweiterungen die aktuelle Auslastung des Daten-Servers und weitere
Performance-Informationen (z.B. Antwortzeit, Startverzo¨gerung, Sto¨rungsrate) anzuzeigen.
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Abbildung 9.4: ¨Uberwachungsmonitor zur Darstellung der Plattenaktivita¨t
9.2 Der Daten-Server
Der Daten-Server, dessen Architektur in Abbildung 9.5 skizziert ist, speichert kontinuierli-
che und diskrete Datenobjekte auf einem Disk-Array. Kontinuierliche Datenobjekte werden
hierauf gema¨ß dem grobko¨rnigen, regelma¨ßigen Striping (GRS, siehe Abschnitt 2.2.2) abge-
legt. Die Plazierung eines diskreten Datenobjektes erfolgt ohne Zerlegung vollsta¨ndig zusam-
menha¨ngend. Der Zugriff auf die Platten geschieht u¨ber eine block-basierte Schnittstelle des
Betriebssystems (z.B. Unix Raw-Device). Es wird ein rundenbasiertes, periodisches Platten-
Scheduling mit variabler Reihenfolge der K-Auftra¨ge (siehe Abschnitt 3) verwendet. Die Spei-
cherung von persistenten Meta-Daten, wie z.B. Konfigurationsdateien oder Informationen u¨ber
das Server-Dateisystem, geschieht auf einer separaten Magnetplatte. Die Ablage der Meta-
Daten erfolgt in Dateien des vom Betriebssystem zur Verfu¨gung gestellten Dateisystems.
Die verschiedenen Module des Daten-Servers, auf die im folgenden na¨her eingegangen wird,
wurden im Rahmen von zwei Diplomarbeiten implementiert. Details der Implementierung fin-
den sich in [Sai98] und [Wen99].
9.2.1 Die Dateiverwaltung
Das Dateisystem des Daten-Servers u¨bernimmt die Buchfu¨hrung u¨ber die auf dem Daten-Server
abgelegten Daten. Hierzu za¨hlt z.B. die Verwaltung des Freispeichers auf den Magnetplatten
und der Aufbau von Strukturen, die es erlauben, die Adresse eines Datenobjektes, d.h. die Plat-

































Abbildung 9.5: Architektur des Daten-Servers
der Datenobjekte gespeichert. Diese Meta-Daten werden persistent in mehreren Dateien auf
einer separaten Platte abgelegt, von wo sie wa¨hrend der Initialisierung des Servers einmalig
gelesen werden. Wa¨hrend des Betriebs werden alle Meta-Daten im Hauptspeicher gehalten,
so daß ein hinreichend schneller Zugriff auf die von den Scheduling-Algorithmen beno¨tigten
Informationen gewa¨hrleistet werden kann.
9.2.2 Die Pufferverwaltung
Die Pufferverwaltung alloziert Speicher im Hauptspeicher, in dem Fragmente und diskrete
Datenobjekte nach dem Lesen von der Magnetplatte zwischengespeichert werden. Das Ver-
schicken der Daten u¨ber die Netzwerkverbindung an den Web-Browser bzw. das Wiedergabe-
Applet wird hierdurch vom Lesevorgang entkoppelt, so daß der Zugriff auf die Magnetplatten
und der Zugriff auf das Netzwerk mit Hilfe des Betriebssystems parallel stattfinden kann.
In weiteren mo¨glichen Implementierungsstufen ließen sich innerhalb dieser Komponente ge-
eignete Caching-Algorithmen [RZ95, DDM95, MNO96, GLM94] realisieren.
9.2.3 Die Netzverwaltung
Die Netzverwaltung kontrolliert die Verbindungen zum ¨Uberwachungsmonitor, zum Wieder-
gabe-Applet und zum Web-Browser. Um die Anfragen des Web-Browsers zur Lieferung dis-
kreter Daten entgegennehmen zu ko¨nnen, implementiert die Netzverwaltung eine Teilmenge
des HTTP-Protokolls. Die Implementierung weiterer Protokolle, z.B. des FTP-Protokolls, fu¨r
den Zugriff auf diskrete Datenobjekte ist denkbar.
Das Protokoll zwischen Wiedergabe-Applet und Daten-Server umfaßt Befehle zum Auf- und
Abbau der Verbindung sowie Kommandos zur Steuerung des kontinuierlichen Datenstroms.
Zwischen Wiedergabe-Applet und Daten-Server werden pro Datenstrom zwei Verbindungen
geo¨ffnet. Die erste Verbindung (Datenverbindung) ist unidirektional und dient zur ¨Ubertragung
des kontinuierlichen Datenstromes. ¨Uber die zweite Verbindung (Kontrollverbindung) werden
in beide Richtungen Kommandos und Informationen zwischen Applet und Server ausgetauscht.
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Die Netzverwaltung leitet die Kommandos an die Plattenverwaltung weiter bzw. empfa¨ngt von
hier die Ru¨ckgabedaten.
Die Netzverwaltung verwendet in der vorliegenden Implementierung die Mo¨glichkeit, durch
das Betriebssystem mehrere Threads (parallele Prozesse innerhalb desselben Adressraumes)
zu erzeugen, indem es fu¨r jede Datenverbindung zum Wiedergabe-Applet und fu¨r jede HTTP-
Verbindung einen eigenen Thread benutzt. Jeder Thread initiiert und fu¨hrt das Verschicken der
Daten auf der ihm zugeordneten Verbindung selbstta¨tig quasi parallel zu den anderen Threads
durch. Das Scheduling des Netzwerkzugriffs fu¨r mehrere parallele Verbindungen obliegt hierbei
dem Betriebssystem.
Wird a¨hnlich dem Plattenzugriff eine vollsta¨ndige Kontrolle fu¨r den Zugriff auf die Netzwerk-
ressource gewu¨nscht, um z.B. eine Netzu¨berlastung besser kontrollieren zu ko¨nnen, so kann
in dieser Komponente ein Netzwerk-Scheduler implementiert werden, der den Zugriff auf das
Netzwerk, z.B. fu¨r verschiedene Scheduling-Strategien, steuert.
9.2.4 Die Plattenverwaltung
Die Plattenverwaltung steuert den Zugriff auf das gesamte Disk-Array und fu¨hrt die Schreib-








Abbildung 9.6: Module der Plattenverwaltung
Das Zulassungs- und Steuerungs-Modul
Das Zulassungs- und Steuerungs-Modul u¨berwacht die Anzahl und den Zustand der vom Daten-
Server gelieferten Datenstro¨me. Die maximale Anzahl paralleler Datenstro¨me wird mit Hilfe
des in Kapitel 6 vorgestellten analytischen Modells berechnet und diesem Modul als Para-
meter in einer Konfigurationsdatei u¨bergeben. Sollte die maximale Anzahl erreicht sein, so
werden Anfragen zum Starten neuer Datenstro¨me mit einer entsprechenden Fehlermeldung ab-
gelehnt, die u¨ber die Netzverwaltung an das Wiedergabe-Applet zuru¨ckgeschickt werden. Das
Zulassungs- und Steuerungs-Modul ermo¨glicht es, kontinuierliche Datenstro¨me ab einem be-
liebigen Fragment zu starten und anzuhalten. Außerdem ko¨nnen Ausschnitte eines kontinuier-
lichen Datenobjektes angefordert werden. Eine besondere Behandlung erfahren D-Auftra¨ge,
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deren Bedienung aufgrund ihrer Gro¨ße zeitlich nicht innerhalb einer Runde ausfu¨hrbar ist. Ab
einer festgelegten Gro¨ße erfolgt die Zerlegung von D-Auftra¨gen in mehrere Teilauftra¨ge, die
unabha¨ngig voneinander bearbeitet und hierdurch von dem im Ausfu¨hrungs-Modul arbeitenden
Scheduling-Algorithmus flexibler in den Ausfu¨hrungsplan integriert werden ko¨nnen.
Das Planungs- und Ausfu¨hrungs-Modul
Das Planungs- und Ausfu¨hrungs-Modul koordiniert die Ausfu¨hrung der Schreib- und Lese-
auftra¨ge auf dem Disk-Array. Zur gemeinsamen Ausfu¨hrung von D- und K-Auftra¨gen ist ei-
ne gemischte, dynamische, beschra¨nkt inkrementelle SCAN-Scheduling-Strategie in Form von
Algorithmus IV (siehe Abschnitt 3.3) implementiert. Ausschlaggebend fu¨r die Wahl dieses Al-
gorithmus ist dessen geringer Berechnungsaufwand bei der Aufstellung der Ausfu¨hrungspla¨ne,
so daß ein Betrieb auch auf Systemen mit geringer Prozessorleistung mo¨glich ist. Damit die
Zugriffe auf die Platten des Disk-Array parallel stattfinden ko¨nnen, existiert fu¨r jede Platte ein
eigenes Planungs- und Ausfu¨hrungs-Modul, in dem ein Thread eigensta¨ndig die Plattenzugriffe
ausfu¨hrt. Durch einen weiteren Thread werden parallel zum Plattenzugriff K-Auftra¨ge fu¨r die
Folgerunde erzeugt und in eine Warteschlange eingefu¨gt.
Die vom Scheduling-Algorithmus zur Erstellung der Ausfu¨hrungspla¨ne angenommenen Sys-
temparameter, wie z.B. Plattenparameter und Rundendauer sind frei konfigurierbar. Im Betrieb
verwendet der Daten-Server die Rundendauer von einer Sekunde. Die Plattenparameter sind an
die verwendete Hardware angepaßt.
Das Synchronisations-Modul
Das Synchronisations-Modul koordiniert den Datenaustausch zwischen den einzelnen Planungs-
und Ausfu¨hrungs-Modulen sowie dem Zulassungs- und Steuerungs-Modul. Hierzu sendet es
einen periodischen Zeittakt am Anfang jeder Runde und wartet danach auf eine Ru¨ckmeldung
der einzelnen Module.
9.3 Performance-Messungen
Um die Funktions- und Leistungsfa¨higkeit der Implementierung zu demonstrieren, sind ver-
schiedene Performance-Messungen durchgefu¨hrt worden. Die Messungen beruhen auf zufa¨llig
erzeugten Daten, die vom Daten-Server in einem speziellen Testmodus erzeugt werden ko¨nnen.
Diese Testdaten geho¨ren zu  kontinuierlichen Datenobjekten mit einer Wiedergabedauer von
 Sekunden und ca.  diskreten Datenobjekten. Die gammaverteilte Gro¨ße der Fragmente
betra¨gt im Mittel  KBytes mit einer Standardabweichung von  KBytes. Die normalver-
teilte Gro¨ße der diskreten Datenobjekte hat im Mittel einen Wert von  KBytes mit einer
Standardabweichung von  KBytes.
Gemessen wird die Leistungsfa¨higkeit des Servers hinsichtlich des Plattenzugriffs. Netzwerk-
verzo¨gerungen werden nicht beru¨cksichtigt. Die Auftra¨ge werden innerhalb des Daten-Servers
durch ein Test-Modul erzeugt und unter Umgehung des Netzwerk-Moduls direkt an das Zulas-
sungs- und Kontroll-Modul weitergeleitet. Die gemessene Antwortzeit der D-Auftra¨ge ist die
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Zeitspanne zwischen dem Erzeugen eines Auftrages und der Bereitstellung der gewu¨nschten
Daten durch das Puffer-Modul im Hauptspeicher des Daten-Servers. Das Versenden der Daten
u¨ber das Netzwerk findet nicht statt.
Die Messungen werden auf einer SUN Mehrprozessor-Architektur (SparcCenter ,  Pro-
zessoren a`  MHz) durchgefu¨hrt. Die Speicherkapazita¨t der verwendeten Magnetplatten be-
tra¨gt insgesamt  GBytes. Die Transferrate hat einen maximalen Wert von ca.  MBytes/sec.
In der ersten Messung wird das Skalierungsverhalten der Implementierung untersucht. Hierzu
werden pro Platte und Runde jeweils  K-Auftra¨ge ausgefu¨hrt. Abbildung 9.7 zeigt die mittle-
re Antwortzeit von D-Auftra¨gen bei unterschiedlichen Ankunftsraten. Diese Messung wird fu¨r
zwei Disk-Arrays mit einer und mit drei Magnetplatten durchgefu¨hrt. Das Ergebnis zeigt, daß
bei drei Magnetplatten und somit dreifacher Last (sowohl D- als auch K-Last) die Antwortzeit
nur geringfu¨gig u¨ber der Antwortzeit liegt, die mit einer Platte erreicht wird. Dieses Ergebnis
ist auf die Parallelisierung innerhalb des Daten-Servers in Kombination mit der ausreichen-
den Gesamtprozessorleistung zuru¨ckzufu¨hren. Die Berechnungen des Scheduling-Algorithmus
ko¨nnen von mehreren Prozessoren des Systems parallel ausgefu¨hrt werden. Deshalb wird die
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Abbildung 9.7: Meßergebnisse zur ¨Uberpru¨fung des Skalierungsverhaltens
In einer zweiten Messung wird die K- und D-Last variiert. Es ergeben sich a¨hnliche Ergebnisse
(siehe Abbildung 9.8) wie bei den Messungen, die mit dem Simulationsmodell zur Evaluation
der Scheduling-Algorithmen in Abschnitt 4.3 durchgefu¨hrt worden sind.
Insgesamt wurde mit der prototypischen Implementierung gezeigt, daß eine praktische Um-
setzung der in Abschnitt 3.3 entwickelten Scheduling-Algorithmen auf eine reale Architek-
tur mo¨glich ist. Des weiteren zeigen die Meßergebnisse, daß die Implementierung des Daten-
Servers relativ zu den verwendeten Hardwareressourcen ein sehr gutes skalierbares Performance-
Verhalten besitzt.
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In diesem Kapitel soll zum Abschluß ein Ausblick auf mo¨gliche Erweiterungen gegeben wer-
den, die in dieser Arbeit nicht beru¨cksichtigt worden sind.
10.1 Erweiterungen fu¨r synchronisierte Pra¨sentationen
Die in dieser Arbeit betrachteten Scheduling-Algorithmen und die Zulassungkontrolle beru¨ck-
sichtigen keine Abha¨ngigkeiten, die ggf. zwischen der Ausfu¨hrung mehrerer Auftra¨ge beste-
hen. Es wird angenommen, daß die Auswahl der Datenobjekte durch den Benutzer zufa¨llig
geschieht.
Dies ist nicht der Fall, wenn im Falle einer synchronisierten Pra¨sentation multimedialer Inhalte,
eine Menge verschiedener kontinuierlicher und diskreter Datenobjekte in festgelegter zeitlicher
Reihenfolge ohne Einwirkung des Benutzers vom Daten-Server angefordert wird. Hierbei erge-
ben sich neue Probleme fu¨r die Zulassungkontrolle und das Scheduling der Plattenzugriffe.
Der Daten-Server muß bei zeitlich synchronisierten Pra¨sentationen, wie sie z.B. mit der Be-
schreibungssprache SMIL (Synchronized Multimedia Integration Language) [Con98] festgelegt
werden ko¨nnen, den Zeitpunkt festlegen, wann sie fru¨hestmo¨glich gestartet werden ko¨nnen. Mit
der Bereitstellung des ersten Objektes durch den Daten-Server sind na¨mlich die zeitlichen Fri-
sten fu¨r die nachfolgenden Datenobjekte festgelegt. Dies entspricht den zeitlichen Abha¨ngig-
keiten, die unter den Fragmenten eines kontinuierlichen Datenobjektes bestehen, nur daß in
diesem Fall ebenfalls diskrete Datenobjekte betroffen sind und daß keine Periodizita¨t in den
Fristen zu erwarten ist. Die Zulassungskontrolle hat somit zu entscheiden, wann der Ablauf der
Pra¨sentation gestartet wird und wann die einzelnen diskreten Datenobjekte im Server-Puffer be-
reitgestellt werden mu¨ssen. Dabei ist die Gro¨ße des Client-Puffers, der die diskreten Datenob-
jekte bis zur Pra¨sentation zwischenspeichern muß, zu beru¨cksichtigen. So sollte z.B. vermieden
werden, daß ein diskretes Datenobjekt zu fru¨h an den Client geschickt wird und dabei knap-
pe Puffer-Ressourcen belegt. Hierbei ko¨nnte es na¨mlich bei unzureichender Planung passieren,
daß ein Datenobjekt, das fru¨her pra¨sentiert, aber spa¨ter vom Daten-Server bereitgestellt wird,
aufgrund der begrenzten Kapazita¨t des Client-Puffers nicht mehr zwischengespeichert werden
kann. Fu¨r das Scheduling der D-Auftra¨ge bedeutet dies, daß die Zulassungkontrolle fu¨r jeden
D-Auftrag ein Intervall definieren sollte, in dem dessen Ausfu¨hrung und damit die Bereitstel-
lung der Daten erfolgen muß. Dieses Ausfu¨hrungsintervall muß vom Scheduling-Algorithmus
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bei der Anordnung der Auftra¨ge beru¨cksichtigt werden. Die Problemstellung, die sich hier bei
gleichzeitiger Optimierung des Anordnungsreihenfolge (SCAN-Algorithmus) ergibt, la¨ßt sich
auf ein TSP mit zusa¨tzlichen Zeitbedingungen (traveling salesman problem with time windows)
[DDSS95] abbilden. Es mu¨ßte untersucht werden, inwieweit und unter welchen Bedingungen
eine praktische Umsetzung aufgrund der großen Berechnungskomplexita¨t mo¨glich ist.
Da der Pra¨sentationsablauf in vielen Fa¨llen bereits im voraus feststeht, bietet sich eine weite-
re einfachere Alternative an, wie mit synchronisierten Pra¨sentationen verfahren werden kann.
Hierbei werden alle Datenobjekte der Pra¨sentation in ein einziges kontinuierliches Datenobjekt
kodiert. Die Kodierung muß dabei die Gro¨ße des Client-Puffers und die Pra¨sentationsreihenfol-
ge und -zeitpunkte beru¨cksichtigen. Ist die Verteilung der Fragmentgro¨ßen dieser zusammenge-
setzten kontinuierlichen Datenobjekte bekannt, so lassen sich die in dieser Arbeit vorgestellten
Verfahren zur Zulassungkontrolle und zur Performance-Verhersage anwenden.
10.2 Gleichzeitiger Einsatz stochastischer und
deterministischer Service-Garantien
In dieser Arbeit ist die gleichzeitige Verwendung von stochastischen und deterministischen
Service-Garantien nicht betrachtet worden. Es ist aber denkbar, daß fu¨r bestimmte Anwendun-
gen bzw. einen bestimmten Benutzerkreis deterministische Service-Garantien abgegeben wer-
den und gleichzeitig anderen Anwendungen bzw. Anwendern eine stochastische Performance
garantiert wird. Dies setzt natu¨rlich voraus, daß die Scheduling-Algorithmen und die analyti-
schen Modelle entsprechend angepaßt werden.
Als ersten Ansatz ko¨nnte man beim Scheduling eine Subrundenstrategie mit zwei Subrunden
pro Runde verfolgen. In der ersten Subrunde erfolgt die ausschließliche Bedienung von kon-
tinuierlichen Datenstro¨men mit deterministischer Service-Garantie, damit die Ausfu¨hrung der
zugeho¨rigen K-Auftra¨ge auf jeden Fall sichergestellt werden kann. Die Berechnung, wie viele
K-Auftra¨ge in der ersten Subrunde zugelassen werden ko¨nnen, erfolgt auf Basis eines deter-
ministischen, analytischen Modells. Hierbei muß festgelegt werden, wie groß der Anteil der
ersten Subrunde an der Rundendauer maximal sein darf. In der zweiten Subrunde ko¨nnte dann
die Ausfu¨hrung der u¨brigen K-Auftra¨gen und D-Auftra¨ge gema¨ß dem vorgestellten Scheduling-
Algorithmus V erfolgen. Die Zulassungkontrolle beruht hierbei auf dem in dieser Arbeit vor-
gestellten stochastischen Modell, das bei den Berechnungen sowohl die K-Auftra¨ge der ersten
Subrunde als auch die K-Auftra¨ge der zweiten Subrunde in die Berechnungen einbezieht.
¨Ahnliches ließe sich auch auf der Basis einer gemischten Ausfu¨hrung der Auftra¨ge realisieren.
Hierbei erstellt der Scheduling-Algorithmus unter Beru¨cksichtigung der auftretenden Verzo¨ge-
rungen den Ausfu¨hrungplan so, daß die Ausfu¨hrung der K-Auftra¨ge mit deterministischer Ga-
rantie auf jeden Fall sichergestellt wird. Als na¨chstes werden dann die K-Auftra¨ge mit stocha-
stischer Garantie beru¨cksichtigt. Die geringste Priorita¨t haben hierbei die D-Auftra¨ge. Das in
dieser Arbeit entwickelte analytische Modell la¨ßt sich mit nur geringfu¨gigen Vera¨nderungen
auch in diesem Fall fu¨r die Zulassungkontrolle verwenden.
Daru¨ber hinaus besteht zusa¨tzlich die Mo¨glichkeit, durch eine Klasseneinteilung verschiedene
Stufen der stochastischen Service-Qualita¨t anzubieten. Hierdurch ko¨nnte man Anwendungen
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und Benutzer beru¨cksichtigen, die einerseits eine relativ hohe oder andererseits nur eine relativ
niedrige Sto¨rungsrate bzw. Antwortzeit tolerieren.
10.3 Weitere analytische Betrachtungen
10.3.1 Ein stochastisches Modell fu¨r die Startverzo¨gerung
Neben der Sto¨rungsrate und der Antwortzeit existieren weitere Metriken, die die Service-Quali-
ta¨t bestimmen. Eine dieser Metriken fu¨r kontinuierliche Datenobjekte ist die Startverzo¨gerung,
d.h. die Zeit, die vergeht, bis nach der Zulassung eines kontinuierlichen Datenstromes das erste
Fragment im Puffer des Daten-Servers zur Verfu¨gung gestellt wird. In Abschnitt 3.1.3 dieser
Arbeit ist nur die maximal mo¨gliche Startverzo¨gerung betrachtet worden, die beim grobko¨rni-
gem Striping u¨ber mehrere Platten im ”worst case“ bei maximaler Auslastung auftreten kann.





betrieben wird. In diesem Fall erho¨ht sich na¨mlich die Wahr-
scheinlichkeit, daß die Platte, von der das erste Fragment gelesen werden muß, den zugeho¨rigen
Auftrag in der Folgerunde ausfu¨hren kann, da sie weniger als N
max
K-Auftra¨ge bearbeitet.
Erste Ansa¨tze, die Startverzo¨gerung durch ein stochastisches Modell zu charakterisieren, sind in
[GK95a, GKSZ96] zu finden. Das vollsta¨ndige Modell mu¨ßte in der Lage sein, a¨hnlich wie bei
der Antwortzeit, die Restwahrscheinlichkeit abzuscha¨tzen, daß die Startverzo¨gerung oberhalb





Datenstro¨me von der Zulassungkontrolle akzeptiert werden.
10.3.2 Ein stochastisches Modell fu¨r die Wartezeit
Auf Grundlage des in dieser Arbeit vorgestellten Modells fu¨r die Sto¨rungsrate la¨ßt sich relativ






) verwendet, wie es in der Literatur [Jai91] zu finden ist.









Datenstro¨me verarbeiten kann. Ein Datenstrom entspricht
im Warteschlangenmodell einem Auftrag, dessen Bedienzeit durch die Pra¨sentationsdauer des
zugeho¨rigen kontinuierlichen Datenobjektes festgelegt ist. Das Warteschlangenmodell nimmt
hierbei vereinfachend eine Exponentialverteilung fu¨r die Bedienzeit an. Inwieweit dieses der
Realita¨t entspricht, mu¨ßte na¨her untersucht werden und ggf. ein Modell fu¨r eine allgemein ver-
teilte Bedienzeit entwickelt werden. Die Modellierung des Benutzers, der den Auftrag zum Start
eines kontinuierlichen Datenstromes gibt, wird in diesem offenen System durch einen Poisson-
Prozeß modelliert.
10.3.3 Ein stochastisches Modell fu¨r den Speicherbedarf
Eine weitere Maßnahme zur effizienten Auslastung der Systemressourcen ist eine effiziente
Benutzung des zur Verfu¨gung stehenden Server-Puffers. Der in dieser Arbeit in Abschnitt 3.1.3
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angegebene Bedarf stellt nur eine obere Schranke des tatsa¨chlichen Bedarfs dar. Wird angenom-
men, daß der Transfer der Daten eines Fragments u¨ber das Netzwerk an den Client gleichma¨ßig
u¨ber die gesamte Runde verteilt erfolgt und nicht plo¨tzlich am Ende einer Runde, so kann in
vielen Fa¨llen der frei werdende Speicher eines Fragments bereits vor Ablauf einer Runde wie-
der zur Zwischenspeicherung von Daten genutzt werden. Der Pufferbedarf ha¨ngt dabei von der
Transferrate der Platte, von der Transferrate des Netzwerks und der Fragmentgro¨ße ab. Betrach-
tet man alle drei Gro¨ßen als Zufallsvariablen, so kann analog zu dem Modell fu¨r die Sto¨rungs-
rate ein stochastisches Modell fu¨r den beno¨tigten Pufferbedarf entwickelt werden. Auch hier
liefert die vorliegende Arbeit deshalb den prinzipiellen Ansatz zur Lo¨sung.
Kapitel 11
Zusammenfassung
Durch den versta¨rkten Einsatz von multimedialen Daten in neuartigen Anwendungen, wie z.B.
Tele-Shopping oder News-On-Demand, und durch die Entwicklung des Internets zum Massen-
medium, ist eine kostengu¨nstige Speicherung und Bereitstellung der multimedialen Inhalte not-
wendig. Hierdurch muß besonders bei Konzeption und Einsatz multimedialer Daten-Server, die
die Speicherung und Bereitstellung der Daten u¨bernehmen, auf ein gutes Preis-Leistungs-Ver-
ha¨ltnis geachtet werden. Aufgrund der hohen Performance-Anforderungen von Seiten der An-
wender und Anwendungen stellt vor allem das Speichersystem einen großen Kostenfaktor dar.
In dieser Arbeit werden Verfahren vorgestellt, die eine hohe Auslastung des Speichersystems
zulassen und somit einen Beitrag zu einer kostengu¨nstigen Realisierung eines Daten-Servers
leisten.
Ausgangspunkt der Arbeit bildet die gemischte Speicherung kontinuierlicher Daten (Audio, Vi-
deo) und diskreter Daten (Text, Bild, Graphik) auf einem Disk-Array des Daten-Servers. Durch
diese gemischte Datenhaltung kann eine gleichma¨ßige Auslastung besser gewa¨hrleistet werden
als bei strikter Ressourcentrennung, da sich zeitliche Schwankungen in den Zugriffen auf beide
Datentypen z.T. automatisch ausgleichen ko¨nnen. Bedingt durch diese Form der gemischten Da-
tenhaltung muß jede Magnetplatte des Disk-Arrays auch eine gemischte Last, d.h. Zugriffe auf
kontinuierliche und diskrete Daten, verarbeiten ko¨nnen. Hierfu¨r untersucht die Arbeit verschie-
dene Scheduling-Algorithmen, die den anwendungsorientierten Performance-Anforderungen
beider Datentypen hinsichtlich der Service-Qualita¨t Rechnung tragen. Fu¨r kontinuierliche Da-
ten wird als Metrik der Service-Qualita¨t die Sto¨rungsrate verwendet, d.h. die Ha¨ufigkeit, mit
der die Lieferung des kontinuierlichen Datenstroms tempora¨r unterbrochen werden muß. Fu¨r
diskrete Daten wird als Metrik der Service-Qualita¨t die Antwortzeit festgelegt, wa¨hrend der auf
die Bereitstellung der diskreten Daten gewartet werden muß. Aufbauend auf bereits bekannten
Verfahren der Datenplazierung und des Schedulings kontinuierlicher Daten gibt es verschiedene
Mo¨glichkeiten, das Scheduling gemischter Arbeitslasten durchzufu¨hren. Diese Mo¨glichkeiten
werden anhand einer Taxonomie in Form verschiedener Teilstrategien beschrieben. Die Zu-
sammenstellung verschiedener Teilstrategien erlaubt es dann, verschiedene erfolgversprechen-
de Scheduling-Algorithmen abzuleiten. Durch eine experimentelle Evaluation dieser Algorith-
men mit Hilfe von Simulationsmodellen wird das Verfahren ermittelt, das die geringste mittlere
Antwortzeit fu¨r Zugriffe auf diskrete Daten aufweist und dabei keine negativen Auswirkungen
auf die Sto¨rungsrate kontinuierlicher Datenzugriffe zeigt.
Daß neben dem Simulationsmodell auch eine Realisierung und praktische Implementierung der
vorgestellten Scheduling-Algorithmen unter Verwendung realer Hardware mo¨glich ist, zeigt
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die Arbeit, indem sie einen ¨Uberblick u¨ber das Prototypsystem gibt, in dem ein Großteil der
entwickelten Ideen und Konzepte praktisch umgesetzt worden ist.
Die Auslastung des Daten-Servers im Betrieb wird zum großen Teil auch dadurch bestimmt, wie
viele kontinuierliche Datenstro¨me von der Zulassungkontrolle unter Einhaltung der geforderten
Service-Qualita¨t gleichzeitig zugelassen werden ko¨nnen. Diese Anzahl la¨ßt sich, wie in der
Arbeit gezeigt wird, betra¨chtlich steigern, wenn statt deterministischer Service-Garantien den
einzelnen Datenstro¨men eine stochastische Garantie gewa¨hrt wird. Fu¨r die Zulassungskontrolle,
die die Einhaltung der Service-Garantien u¨berwacht, ist es deshalb notwendig, die stochastische
Performance des Servers durch ein analytisches Modell vorhersagen zu ko¨nnen.
Fu¨r dieses analytische Modell wird zuna¨chst eine detaillierte stochastische Modellierung des
Plattenzugriffs durchgefu¨hrt, bei der neben Ein-Zonen-Platten auch Mehr-Zonen-Platten mit
variabler Transferrate betrachtet werden. Fu¨r letzteres wird die Dichtefunktion der Transfer-
ratenverteilung hergeleitet. Weiterhin wird die Dichtefunktion fu¨r die Positionierungszeit so-
wohl fu¨r FCFS-Algorithmen als auch fu¨r SCAN-Algorithmen analysiert. Unter Beru¨cksichti-
gung dieser Ergebnisse und zusa¨tzlicher variabler Auftragsgro¨ßen la¨ßt sich eine obere Schran-
ke der Wahrscheinlichkeit angeben, mit der die Gesamtdauer zur Ausfu¨hrung einer Menge von
Plattenzugriffen eine vorgegebene Zeitschranke u¨berschreitet. Dieses Resultat kann schließ-
lich dazu benutzt werden, eine obere Schranke fu¨r die Ha¨ufigkeit zu berechnen, mit der eine
festgelegte Sto¨rungsrate u¨berschritten wird. Es werden unterschiedliche Berechnungsverfahren
zur Abscha¨tzung der Wahrscheinlichkeiten vorgestellt, die auf einer numerischen Faltung der
Dichtefunktionen bzw. auf einer Abscha¨tzung der Laplace-Transformierten durch die Chernoff-
Schranke beruhen. Die unterschiedlichen Verfahren werden in einer Evaluation hinsichtlich ih-
res Berechnungsaufwandes und der dabei erzielten Vorhersagegenauigkeit untersucht. Als Ver-
gleichsmaßstab fu¨r die Vorhersagegenauigkeit werden die Meßergebnisse aus der Simulation
der im ersten Teil vorgestellten Scheduling-Algorithmen herangezogen.
Die Berechnung der stochastischen Service-Qualita¨t fu¨r diskrete Daten geschieht auf Basis ei-
nes Warteschlangenmodells, das eine obere Schranke fu¨r die Wahrscheinlichkeit berechnet, daß
eine festgelegte Antwortzeit u¨berschritten wird. Auch hier wird eine stochastische Verteilung
der Auftragsgro¨ßen vorausgesetzt, und die Ha¨ufigkeit der Zugriffe auf diskrete Daten durch
einen stochastischen Poisson-Ankunftsprozeß beru¨cksichtigt. Die abschließende Evaluation un-
tersucht die Vorhersageergebnisse des Modells und vergleicht sie mit Simulationsresultaten, die
fu¨r verschiedene Scheduling-Algorithmen ermittelt worden sind.
Neben dem Einsatz fu¨r die Zulassungkontrolle bildet das stochastische Verhaltensmodell die
Grundlage zur Konfiguration des Speichersystems. Es wird eine Konfigurationsmethode vorge-
stellt, die unter gegebenen Systemparametern, einer gegebenen Last und festgelegten Service-
Garantien fu¨r beide Datentypen die minimale Anzahl beno¨tigter Magnetplatten berechnet.
Kapitel 12
Summary
Due to the increasing usage of multimedia data in new applications like news-on-demand or
tele-teaching and the growth of the internet, the need arises to store and retrieve huge amounts
of multimedia data in a very efficient way. Obtaining good cost/performance ratios poses a
great challenge in the design and implementation of a multimedia data server, whose storage
system is one of the biggest expense factors in building a multimedia information system. This
work contributes to this goal by providing methods to use storage resources, i.e. disk-arrays,
efficiently with very high server utilization.
A starting point for a good cost/performance ratio is the usage of a shared resource pool. With
respect to the storage system this means that continuous data (audio, video) and discrete data
(text, picture, graphics) is laid out on the disks in a mixed way. This makes the system rather
insensitive against temporal load imbalances and allows a more even utilization. The latter
cannot be guaranteed with dedicated resource allocations for each of both data types. As a
result of this mixed allocation of multimedia data on the server’s disk-array, each disk has to
cope with a mixed workload consisting of accesses to both continuous and discrete data.
This thesis examines different disk scheduling algorithms that are handling this kind of workload
considering quality-of-service requirements of both data types. For continuous data the quality-
of-service is expressed in terms of the glitch rate, that is the frequency of temporarily suspen-
ding the delivery of the continuous data stream. The metric for discrete data is given by the
response time of data requests. This thesis examines known techniques for data placement and
scheduling of continuous data and identifies policies how these techniques can be extended for
mixed workload scheduling. A framework describes all policies in terms of few parameters and
allows deriving the most promising scheduling algorithm for the given performance require-
ments. Using a simulation model it is experimentally shown that a newly proposed scheduling
algorithm outperforms all other algorithms. It provides the lowest mean response time of acces-
ses to discrete data, and has no negative influence on the glitch rate of continuous data streams.
A prototype system demonstrates the practical feasibility of implementing and using all deve-
loped algorithms.
The number of data streams that are allowed by the admission control mainly determines the
utilization of the data server during its operation mode. This number of data streams can be
significantly increased when quality-of-service is guaranteed stochastically rather than deter-
ministically. This thesis develops a stochastic performance model that predicts the quality-of-
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service that can be sustained for both data types assuming a given number of disks and a given
workload.
In this thesis disk accesses are modeled stochastically for both single-zone and multi-zone disks.
The latter have a variable transfer rate, so the density function for the transfer rate distribution of
these disks must be considered. Furthermore the time for positioning the disk head is calculated
stochastically for FCFS and for SCAN scheduling algorithms. Both results can be used to derive
the time that is needed to perform a given number of disk accesses retrieving a certain amount
of data. It is shown how the tail probability for the service time of these disk accesses exceeding
a given limit can be computed by a numerical convolution of the density functions or by using
Chernoff’s theorem and Laplace transforms of the density functions. Based on this value the
tail probability of the glitch rate can be bounded. Several methods for calculating this bound are
presented, and calculation overhead and accuracy of the methods are studied. The accuracy of
the predictions is compared to the results of using a simulation model.
The quality-of-service for discrete data is predicted using a queueing model which assumes a
Poisson arrival process of discrete data accesses. This model derives the Laplace transform of
the response time distribution and bounds its tail by Chernoff’s theorem. The final evaluation
compares the prediction of the analytic model with simulation results.
The performance predictions are used also for configuring a server by computing a configuration
with a minimum of required resources while meeting specific quality-of-service requirements






In diesem Abschnitt sind einige zentrale Begriffe aufgefu¨hrt, die in der Arbeit wiederholt ver-
wendet werden.
Abblockwahrscheinlichkeit Die Wahrscheinlichkeit, daß ein D-Auftrag im analytischen Mo-
dell aufgrund einer vollsta¨ndig gefu¨llten Warteschlangen abgewiesen werden muß.
Abgangsrunde Die Runde, in die der Abgangszeitpunkt eines D-Auftrages fa¨llt.
Abgangszeitpunkt Zeitpunkt, an dem die Ausfu¨hrung eines D-Auftrages beendet wird und
die gelesenen Daten im Server-Puffer zur Verfu¨gung stehen.
Ankunftsrunde Die Runde, in die der Ankunftszeitpunkt eines D-Auftrages fa¨llt.
Ankunftszeitpunkt Zeitpunkt, an dem ein D-Auftrag in die FCFS-Warteschlange des Sched-
uling-Algorithmus eingefu¨gt wird.
Antwortzeit Zeitdauer zwischen Ankunfts- und Abgangszeitpunkt.
Audio/Video-Streaming Methode, die Audio/Videodaten in einem kontinuierlichen Daten-
strom vom Daten-Server zum Client versendet.
Auftrag siehe K-Auftrag bzw. D-Auftrag
Ausfu¨hrungsplan Reihenfolge, in der der Scheduling-Algorithmus die Ausfu¨hrung von D-
und K-Auftra¨gen durchfu¨hrt.
Auslastung Anteil der Zeit, in der der Daten-Server mit der Ausfu¨hrung von Auftra¨gen be-
scha¨ftigt ist. Beim periodischen rundenbasierten Scheduling ist es auf eine Runde bezo-
gen der Quotient aus Gesamtbedienzeit und Rundendauer, d.h. T
svc
T .
Bedienrate Die Bedienrate der Platte ist der Quotient aus Datenmenge, die beim Plattenzugriff
gelesen oder geschrieben wird, und aus der hierfu¨r beno¨tigten Zeit.
Bedienzeit Zeitdauer fu¨r einen Plattenzugriff, d.h. Zeitdauer zur Ausfu¨hrung eines Auftrages.
Die Bedienzeit setzt sich zusammen aus der Positionierungszeit, der Rotationsverzo¨ge-
rung und der Transferzeit.
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D-Auftrag Auftrag zum Lesen oder Schreiben eines diskreten Datenobjektes.
D-Last Anzahl der D-Auftra¨ge, die pro Zeiteinheit eintreffen und ausgefu¨hrt werden sollen.
Die D-Last wird in Simulation und Analyse durch einen stochastischen Poisson-Ankunfts-
prozeß beschrieben.
Data-Striping Verteilung eines Datenobjektes auf mehrere Platten eines Disk-Arrays.
Datenstrom kontinuierliche Folge von Fragmenten eines kontinuierlichen Datenobjektes.
Datenobjekt Logische Einheit, in der der Daten-Server Audio/Videodaten (kontinuierliche Da-
tenobjekte) sowie Texte, Bilder, Graphiken (diskrete Daten) speichert.
Datenrate Geschwindigkeit, mit der die Daten eines kontinuierlichen Datenobjektes wieder-
gegeben werden, d.h. die Geschwindigkeit mit der der Client auf die Daten eines konti-
nuierlichen Datenobjektes zugreift (siehe auch KDR-/VDR-Datenobjekte).
Disk-Striping siehe Data-Striping.
Durchsatz Anzahl der pro Zeiteinheit ausgefu¨hrten Auftra¨ge. Der maximal mo¨gliche Durch-
satz ist die Leistungskapazita¨t des Daten-Servers.
Ein-Zonen-Platten Magnetplatten mit einer konstanten Anzahl Sektoren pro Spur. Die Trans-
ferrate von Ein-Zonen-Platten ist konstant.
Fahrstuhlalgorithmus siehe SCAN-Algorithmus.
FCFS-Algorithmus Auftra¨ge werden in der Ankunftsreihenfolge bearbeitet.
Fragment Logisch zusammenha¨ngender Bereich eines kontinuierlichen Datenobjektes. Klein-
ste Einheit, auf die der Daten-Server innerhalb des kontinuierlichen Datenobjektes zu-
greifen kann.
Gesamtbedienzeit Summe der Bedienzeiten aller Auftra¨ge, die innerhalb einer Runde aus-
gefu¨hrt werden.
Gesamtpositionierungszeit Summe der Positionierungszeiten aller Auftra¨ge, die innerhalb
einer Runde ausgefu¨hrt werden.
Gesamtrotationsverzo¨gerung Summe der Rotationsverzo¨gerungen aller Auftra¨ge, die inner-
halb einer Runde ausgefu¨hrt werden.
Gesamttransferzeit Summe der Transferzeiten aller Auftra¨ge, die innerhalb einer Runde aus-
gefu¨hrt werden.
K-Auftrag Auftrag zum Lesen oder Schreiben eines Fragments.
K-Last Anzahl der K-Auftra¨ge, die pro Zeiteinheit eintreffen und ausgefu¨hrt werden sollen.
Fu¨r das periodische rundenbasierte Scheduling ist die K-Last die Anzahl der K-Auftra¨ge,
die pro Runde ausgefu¨hrt werden sollen, gleichzusetzen mit der Anzahl der Datenstro¨me,
die der Server an die Client liefert.
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KDL-Partitionierung Zerlegung eines kontinuierlichen Datenobjektes in Fragmente mit kon-
stanter Datenla¨nge, d.h., alle Fragmente beinhalten die gleiche Datenmenge in Bytes.
Siehe auch KWL-Partitionierung.
KDR-Datenobjekt kontinuierliches Datenobjekt mit konstanter Datenrate. Siehe auch VDR-
Datenobjekt.
KWL-Partitionierung Zerlegung eines kontinuierlichen Datenobjektes in Fragmente mit kon-
stanter Wiedergabela¨nge, d.h., die Wiedergabedauer der in den Fragmenten gespeicherten
Informationen hat einen konstanten Wert. Siehe auch KDL-Partitionierung.
Last siehe D-Last und K-Last.
Leistungskapazita¨t Maximaler Durchsatz an Auftra¨gen, der pro Zeiteinheit ausgefu¨hrt wer-
den kann.
Mehr-Zonen-Platten Magnetplatten mit einer variablen Anzahl Sektoren pro Spur. Spuren mit
gleicher Sektoranzahl werden zu benachbarten Zonen zusammengeschlossen. Die Trans-
ferrate ist variabel.
Partitionierung Zerlegung eines Datenobjektes in mehrere Teilobjekte, z.B. Segmente oder
Fragmente. Siehe auch KWL-/KDR-Partitionierung.
Performance-Anforderungen Anforderungen an die Leistungsfa¨higkeit des Daten-Servers.
Eine systemorientierte Performance-Anforderungen ist die Maximierung des Durchsat-
zes. Anwendungsorientierte Performance-Anforderungen betreffen die Antwortzeit von
D-Auftra¨gen sowie die Sto¨rungsrate bei kontinuierlichen Datenstro¨men (siehe auch Ser-
vice-Qualita¨t).
Performance-Garantie siehe Service-Garantie
Positionierungsdistanz Anzahl der Zylinder, die der Plattenarm zwischen zwei aufeinander-
folgenden Plattenzugriffen zu u¨berqueren hat.
Positionierungszeit Zeitdauer, die der Plattenarm zum ¨Uberqueren einer bestimmten Positio-
nierungsdistanz beno¨tigt.
Restwahrscheinlichkeit Wahrscheinlichkeit, daß Werte der ZufallsvariablenX oberhalb einer
festgelegten Schranke 
X
liegen, d.h. P X  
X
	.
Rotationsverzo¨gerung Zeitdauer nach der Positionierung des Plattenarmes bis der gewu¨nsch-
te Block sich unter dem Schreib-Lese-Kopf befindet.
Runde Zeitabschnitt konstanter La¨nge, in der die Ausfu¨hrung von D- und K-Auftra¨gen statt-
findet.
SCAN-Algorithmus Auftra¨ge werden entsprechend ihrer Zylinderposition sortiert und in die-
ser Anordnung bearbeitet. Der Plattenarm bewegt sich hierbei nur in einer Richtung d.h.
entweder von außen nach innen oder umgekehrt.
Scheduling Koordinierung der Plattenzugriffe. Aufstellen von Ausfu¨hrungspla¨nen, die die
Reihenfolge der Bearbeitung von D- und K-Auftra¨gen bestimmen.
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Segmente Logisch zusammenha¨ngender Bereich eines diskreten Datenobjektes. Siehe auch
Partitionierung
Service-Garantie Zusicherung des Servers an den Client, daß eine vereinbarte anwendungs-
orientierte Performance eingehalten wird. Deterministische Service-Garantien garantie-
ren zu , daß eine festgelegte Antwortzeit bzw. eine Sto¨rungsrate von  eingehalten
wird. Stochastische Service-Garantien beschra¨nken hingegen die Restwahrscheinlichkeit,
daß die Antwortzeit bzw. die Sto¨rungsrate u¨ber einer festgelegten Schranke liegt.
Service-Qualita¨t Metrik, die bestimmt, in welchem Maße die Performance-Anforderungen
eingehalten werden. Gleichzusetzen mit Service-Garantie.
Sto¨rung Wird ein Fragment nicht fristgerecht im Server-Puffer zur Verfu¨gung gestellt, entsteht
bei der Wiedergabe der Daten eine Sto¨rung.
Sto¨rungsrate Ha¨ufigkeit, mit der eine Sto¨rung wa¨hrend der Pra¨sentation eines kontinuierli-
chen Datenobjektes auftritt.
Startverzo¨gerung Zeitraum zwischen der Zulassung eines Datenstromes und der Bereitstel-
lung des ersten Fragments im Server-Puffer.
Striping Siehe Data-Striping.
Transferrate Geschwindigkeit, mit der Daten von der Platte gelesen werden ko¨nnen. Die Trans-
ferrate ist abha¨ngig von der Rotationsgeschwindigkeit der Platte und der Anzahl der
Blo¨cke auf einer Spur.
Transferzeit Zeitdauer fu¨r das ausschließliche Lesen bzw. Schreiben der Daten beim Platten-
zugriff.
VDR-Datenobjekt kontinuierliches Datenobjekt mit variabler Datenrate. Siehe auch KDR-Da-
tenobjekt.
Wartezeit Die Wartezeit eines D-Auftrages ist der Zeitraum zwischen dessen Ankunftszeit-
punkt und dem Zeitpunkt, an dem seine Ausfu¨hrung beginnt. Die Wartezeit eines kon-
tinuierlichen Datenstromes beschreibt die Zeitdauer, mit der die Zulassungkontrolle die
Zulassung dieses Datenstromes verzo¨gert.
Zulassungskontrolle Die Zulassungskontrolle bestimmt die Anzahl der kontinuierlichen Da-
tenstro¨me, die parallel durch den Daten-Server bedient werden. Beim periodischen run-
denbasierten Scheduling legt sie die Anzahl der K-Auftra¨ge fest, die pro Runde und Platte
ausgefu¨hrt werden.
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N i Verteilungsfunktion der Gesamtbedienzeitverteilung bei N K-
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G Gruppengro¨ße beim Scheduling mit mehreren Zugriffsgruppen
H Zufallsvariable fu¨r die Anzahl der D-Auftra¨ge, die pro Runde eintreffen
I Zufallsvariable der Zeit, die ein D-Auftrag in Zwischenrunden verbringt
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maximale La¨nge der Warteschlange im analytischen Modell
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R Zufallsvariable der Antwortzeitverteilung bei D-Auftra¨gen
R
 Laplace-Transformierte der Zufallsvariablen R
S Zufallsvariable einer allgemeinen Auftragsgro¨ßenverteilung
S
D
Zufallsvariable fu¨r die Gro¨ße von D-Auftra¨gen
S
K






















Laplace-Transformierte der Verteilung fu¨r die Gesamtbedienzeit inner-





Laplace-Transformierte der Verteilung fu¨r die Gesamtbedienzeit inner-
halb einer Runde, Laplace-Transformierte der Gesamtpositionierungs-
zeit wird durch numerische Integration berechnet
T
pos





Laplace-Transformierte der Verteilung fu¨r die Gesamtpositionierungs-





Laplace-Transformierte der Verteilung fu¨r die Gesamtpositionierungs-




Zufallsvariable der Gesamtpositionierungszeit innerhalb einer Runde
T
posi
Zufallsvariable der Positionierungszeit des Auftrages i
T
rot















Laplace-Transformierte der Verteilung fu¨r die Gesamtrotationsverzo¨ge-
rung innerhalb einer Runde
T
roti
Zufallsvariable der Rotationsverzo¨gerung des Auftrages i
T
trans

















Laplace-Transformierte der Verteilung fu¨r die Gesamttransferzeit inner-
halb einer Runde
V Zufallsvariable der Transferrate bei einer Mehr-Zonen-Platte
Z Zufallsvariable der Zylinderauswahl

S
Parameter der gammaverteilten Gro¨ßenverteilung fu¨r K-Auftra¨ge

trans




















Parameter der gammaverteilten Gro¨ßenverteilung fu¨r K-Auftra¨ge
	
trans

























































maximal erlaubte Ankunftsrate der D-Auftra¨ge, bei der die gewu¨nschte





untere Schranke von 

max

















Wahrscheinlichkeit des stationa¨ren Zustandes l der Markov-Kette

S













Stelle, an der die Funktion h
 ihr Minimum annimmt
190 B Symbolverzeichnis
Literaturverzeichnis
[All90] Arnold O. Allen. Probability, Statistics and Queueing Theory with Computer
Science Applications. Academic Press, 2nd edition, 1990.
[BDEM94] S. Berson, A. Dashti, M. Escobar-Molano, S. Ghandeharizadeh, L. Golubchik,
R. Muntz and C. Shahabi. Design of a Scalable Multimedia Storage Manager.
Technical Report CSD TR-940042, University of California, Los Angeles, 1994.
[Ben97] Herve Benoit. Digital Television: MPEG-1, MPEG-2 and Principles of the DVB
System. Wiley, 1997.
[BGMJ94] Steven Berson, Shahram Ghandeharizadeh, Richard R. Muntz and Xiangyu Ju.
Staggered Striping in Multimedia Information Systems. In Proceedings of the
International Conference on Management of Data (SIGMOD’94), Minneapolis,
Minnesota, pages 79–90, May 1994.
[BMW96] Steven Berson, Richard R. Muntz and Wai-Man R. Wong. Randomized Data Al-
location for Real-time Disk I/O. In Proceedings of COMPCON’96, Santa Clara,
California, pages 286–290, February 1996.
[BSM98] Ilja N. Bronstein, Konstantin A. Semendjajew and Gerhard Musiol. Taschenbuch
der Mathematik. Harri Deutsch, Frankfurt, 1998.
[CBR94] Ariel Cohen, Walter A. Burkhard and P. Venkat Rangan. Storage Architectures
for Digital Movie Retrieval. Technical Report CS94-390, CSE Dept., University
of California, San Diego, 1994.
[CBR95] Ariel Cohen, Walter A. Burkhard and P. Venkat Rangan. Pipelined Disk Arrays
for Digital Movie Retrieval. In Proceedings of the International Conference on
Multimedia Computing and Systems (ICMCS’95), Washington D.C., pages 312–
317, May 1995.
[CH82] Edward G. Coffman Jr. and Micha Hofri. On the Expected Performance of Scan-
ning Disks. Siam Journal on Computing, 11(1):60–70, 1982.
[CH90] Edward G. Coffman Jr. and Micha Hofri. Queueing Models of Secondary Sto-
rage Devices. In Hideaki Takagi, editor, Stochastic Analysis of Computer and
Communication Systems. North-Holland, 1990.
191
192 Literaturverzeichnis
[CKY93] Mon-Song Chen, Dilip D. Kandlur and Philip S. Yu. Optimization of the Grouped
Sweeping Scheduling (GSS) with Heterogeneous Multimedia Streams. In Pro-
ceedings of the ACM International Conference on Multimedia (ACM Multimedia
’93), Anaheim, California, pages 235–242, August 1993.
[CL95] Peter M. Chen and Edward K. Lee. Striping in a RAID Level 5 Disk Array.
In Proceedings of the International Conference on Measurement and Modeling
of Computer Systems (SIGMETRICS’95), Ottawa, Ontario, Canada, pages 136–
145, May 1995.
[CL96] Huang-Jen Chen and Thomas D.C. Little. Storage Allocation Policies for Time-
Dependent Multimedia Data. IEEE Transactions on Knowledge and Data Engi-
neering, 8(5):855–864, October 1996.
[CLG94] Peter M. Chen, Edward K. Lee, Garth A. Gibson, Randy H. Katz and David A.
Patterson. RAID: High-Performance, Reliable Secondary Storage. ACM Compu-
ting Surveys, 26(2):145–185, June 1994.
[Con98] W3C: World Wide Web Consortium. Synchronized Multimedia Integration
Language (SMIL) 1.0 Specification , W3C Recommendation. Available from
www.w3c.org, 1998.
[CP90] Peter M. Chen and David A. Patterson. Maximizing Performance in a Striped
Disk Array. In Proceedings of the 17th International Symposium on Computer
Architecture (SIGARCH’90), Seattle, WA, pages 322–331, May 1990.
[CPRV98] Igor D.D. Curcio, Antonio Puliafito, Salvatore Riccobene and Lorenzo Vita. De-
sign and Evaluation of a Multimedia Storage Server for Mixed Traffic. Multime-
dia Systems, 6(6):367–381, 1998.
[CT93] Shenze Chen and Don Towsley. The Design and Evaluation of RAID 5 and Parity
Striping Disk Array Architectures. Journal of Parallel and Distributed Compu-
ting, 17(1):58–74, January 1993.
[CZ94a] Ed Chang and Avideh Zakhor. Admissions Control and Data Placement for VBR
Video Servers. In Proceedings of the 1st IEEE International Conference on Image
Processing (ICIP’94), Austin, Texas, pages 278–282, November 1994.
[CZ94b] Ed Chang and Avideh Zakhor. Variable Bit Rate MPEG Video Storage on Paral-
lel Disk Arrays. In Proceedings of the 1st International Workshop on Community
Networking Integrated Multimedia Services to the Home, San Francisco, Califor-
nia, pages 127–137, July 1994.
[CZ96] Ed Chang and Avideh Zakhor. Cost Analyses for VBR Video Servers. In Pro-
ceedings of IS&T/SPIE International Symposium on Electronic Imaging: Science
and Technology, Volume 2667: Multimedia Computing and Networking (MM-
CN’96), San Jose, California, pages 381–397, January 1996.
[DBB96] Johannes Dengler, Christoph Bernhardt and Ernst Biersack. Deterministic Ad-
mission Control Strategies in Video Servers with Variable Bit Rate Streams. In
193
Proceedings of the European Workshop on Interactive Distributed Multimedia
Systems and Services (IDMS’96), Berlin, Germany, March 1996.
[DDM95] Asit Dan, Daniel Dias, Rajat Mukherjee, Dinkar Sitaram and Renu Tewari. Buf-
fering and Caching in Large Scale Video Servers. In Proceedings of COMP-
CON’95, March 1995.
[DDSS95] Jacques Desroisiers, Yvan Dumas, Marius M. Solomon and Franc¸ois Soumis.
Time Constrained Routing and Scheduling. In G.L. Nemhauser and A.H.G. Rin-
nooy Kan, editors, Handbooks in Operations Research and Management Science:
Volume 8: Network Routing. Elsevier, 1995.
[Dos90] Bharat Doshi. Single Server Queues with Vacations. In Hideaki Takagi, editor,
Stochastic Analysis of Computer and Communication Systems. North-Holland,
1990.
[Eis72] Martin Eisenberg. Queues with Periodic Service and Changeover Time. Opera-
tions Research, 20:440–451, 1972.
[Fel71] William Feller. An Introduction to Probability Theory and Its Applications, volu-
me Volume 2. John Wiley & Sons, 1971.
[FW88] Steve W. Fuhrmann and Y.T. Wang. Analysis of Cyclic Service Systems with
Limited Service: Bound and Approximations. Performance Evaluation, 9:35–54,
1988.
[GC92] Jim Gemmell and Stavros Christodoulakis. Principles of Delay-Sensitive Multi-
media Data Storage and Retrieval. ACM Transactions on Information Systems,
10(1):51–90, January 1992.
[GH94] D. James Gemmell and Jiawei Han. Multimedia Network File Servers: Mul-
tichannel Delay-Sensitive Data Retrieval. ACM Multimedia Systems, 1(6):240–
252, 1994.
[GHBC94] D. James Gemmell, Jiawei Han, Richard J. Beaton and Stavros Christodoulakis.
Delay-Sensitive Multimedia on Disks. IEEE Multimedia, pages 57–67, 1994.
[GHW90] Jim Gray, Bob Horst and Mark Walker. Parity Striping of Disk Arrays: Low-Cost
Reliable Storage with Acceptable Throughput. In Proceedings of the 16th Inter-
national Conference on Very Large Data Bases (VLDB’90), Brisbane, Queens-
land, Australia, pages 148–161, August 1990.
[GK95a] Shahram Ghandeharizadeh and Seon Ho Kim. An Analysis of Striping in Scala-
ble Multi-Disk Video Servers. Technical Report USC-CS-TR95-623, University
of Southern California, 1995.
[GK95b] Shahram Ghandeharizadeh and Seon Ho Kim. Striping in Multi-Disk Video Ser-
vers. In Proceedings of High-Density Data Recording and Retrieval Technolo-
gies, Philadelphia, USA, October 1995.
[GKS96] Shahram Ghandeharizadeh, Seon Ho Kim and Cyrus Shahabi. On Disk Schedu-
ling and Data Placement for Video Servers. ACM Multimedia Systems, 1996.
194 Literaturverzeichnis
[GKSZ96] Shahram Ghandeharizadeh, Seon Ho Kim, Weifeng Shi and Roger Zimmermann.
On Minimizing Startup Latency in Scalable Continuous Media Servers. Technical
Report USC-CS-TR96-627, University of Southern California, 1996.
[GLdG98] Leana Golubchik, John C.S. Lui, Edmundo de Silva e Souza and H. Richard Gail.
Evaluation of Tradeoffs in Resource Management Techniques for Multimedia
Storage Servers. Technical Report TR-3904, University of Maryland, Depart-
ment of Computer Science, 1998.
[GLM94] Leana Golubchik, John C. S. Lui and Richard R. Muntz. Reducing I/O Demand
in Video-On-Demand Storage Servers. Technical Report CSD TR-940037, Uni-
versity of California, Los Angeles, 1994.
[GVK95] D. James Gemmel, Harrick M. Vin, Dilip D. Kandlur, P. Venkat Rangan and La-
wrence A. Rowe. Multimedia Storage Servers: A Tutorial. IEEE Computer, pages
40–49, May 1995.
[HKR97] Silvia Hollfelder, Achim Kraiß and Thomas C. Rakow. A client-controlled Adap-
tion Framework for Multimedia Database Systems. In Proceedings of the Euro-
pean Workshop on Interactive Distributed Multimedia Systems and Telecommu-
nications Services (IDMS’97), Darmstadt, Germany, pages 397–409, September
1997.
[HPN96] Barry G. Haskell, Atul Puri and Arun N. Netravali. Digital Video: An Introduction
to MPEG-2 (Digial Multimedia Standard Series). Chapman & Hall, 1996.
[HR89] Torben Hagerup and Christiane Ru¨b. A Guided Tour of Chernoff Bounds. Infor-
mation Processing Letters, 33:305–308, 1989.
[ITU90] ITU. Recommendation 601: Encoding parameters of digital television for studios,
Recommendations of the CCIR, Volume XI - Part 1. International Telecommuni-
cation Union, Geneva, 1990.
[Jai91] Raj Jain. The Art of Computer Systems Performance Analysis. Wiley, 1991.
[Jan98] Anja Jantke. Stochastische Performance-Analyse einer Bedienstrategie in einem
Multimedia-Informationssystem. Diplomarbeit, Universita¨t des Saarlandes, Fach-
bereich Informatik, Mai 1998.
[KEGLA98] Franklin Kuo, Wolfang Effelsberg and J.J. Garcia-Luna-Aceves. Multimedia
Communications: Protocols and Applications. Prentice Hall, 1998.
[KGK96] Jo¨rg Keller, Thomas Gru¨n and Jo¨rg Keller. Video-on-Demand on the SB-PRAM.
In Proceedings of the 6th International Workshop on Network and Operating Sy-
stems Support for Digital Audio and Video (NOSSDAV’96), Zushi, Japan, pages
105–111, April 1996.
[KH95] Marwan Krunz and Herman Hughes. A Traffic Model for MPEG-Coded VBR
Streams. In Proceedings of the International Conference on Measurement and
Modeling of Computer Systems (SIGMETRICS’95), Ottawa, Canada, May 1995.
195
[Kim86] Michelle Y. Kim. Synchronized Disk Interleaving. IEEE Transactions on Com-
puters, 35(11):978–988, November 1986.
[Kof96] Michael Kofler. Maple V Release IV: Einfu¨hrung und Leitfaden fu¨r den Praktiker.
Addison-Wesley, 1996.
[Kor97] Jan Korst. Random Duplicated Assignment: An Alternative to Stiping in Video
Servers. In Proceedings of the ACM International Multimedia Conference (ACM
Multimedia 97, Seattle, Washington, USA, pages 219–226, November 1997.
[Kre86] Wolfgang Kreutzer. Systems Simulation - Programming Styles & Languages.
Addison-Wesley, 1986.
[LaM90] Richard O. LaMaire. M/G/1 Vacation Model with Varying E-Limited Service
Discipline. Technical Report RC 16554, IBM Research Division T.J. Watson
Research Center, Yorktown Heights, NY, December 1990.
[LaM91] Richard O. LaMaire. M/G/1 Vacation Model with Varying G-Limited Service
Discipline. Technical Report RC 17275, IBM Research Division T.J. Watson
Research Center, Yorktown Heights, NY, August 1991.
[LaM92] Richard O. LaMaire. M/G/1/N vacation model with varying E-limited service
discipline. Queueing Systems, 11:357–375, 1992.
[Lan92] Horst Langendo¨rfer. Leistungsanalyse von Rechensystemen, Messen, Modellie-
ren, Simulation. Hanser Verlag, 1992.
[LE91] Kin K. Leung and Martin Eisenberg. A Single-Server Queue with Vacations and
Non-Gated Time-Limited Service. Performance Evaluation, 12:115–125, 1991.
[Lee84] Tony T. Lee. M/G/1/N Queue with Vacation Time and Exhaustive Service Disci-
pline. Operations Research, 32(4):774–784, 1984.
[Lee89] Tony T. Lee. M/G/1/N Queue with Vacation Time and Limited Service Discipline.
Performance Evaluation, 9:181–190, 1989.
[LKB87] Miron Livny, Setrag Khoshafian and Haran Boral. Multi-Disk Management Al-
gorithms. In Proceedings of the International Conference on Measurement and
Modeling of Computer Systems (SIGMETRICS’87), pages 69–77, 1987.
[LL94] Kin K. Leung and David M. Lucantoni. Two Vacation Models for Token-
Ring Networks where Service is controlled by Timers. Performance Evaluation,
20:165–184, 1994.
[MNO96] Cliff Martin, P. S. Narayan, Banu ¨Ozden, Rajeev Rastogi and Avi Silberschatz.
The Fellini Multimedia Storage Server. In Soon M. Chung, editor, Multimedia
Information Storage and Management. Kluwer, 1996.
[MSB98] Richard R. Muntz, Jose Renato Santos and Steven Berson. A Parallel Disk Sto-
rage System for Realtime Multimedia Applications. International Journal on
Intelligent Systems, Special Issue on Multimedia Computing Systems, 1998.
196 Literaturverzeichnis
[MSS96] David R. Musser, Atul Saini and Alexander Stepanov. STL Tutorial & Refe-
rence Guide: C++ Programming With the Standard Template Library. Addison-
Wesley, 1st edition, 1996.
[Nel95] Randolph Nelson. Probability, Stochastic Processes, and Queueing Theory : The
Mathematics of Computer Performance Modeling. Springer, 1995.
[NMP97] Guido Nerjes, Peter Muth, Michael Paterakis, Yannis Romboyannakis, Peter Tri-
antafillou and Gerhard Weikum. On Mixed-Workload Multimedia Storage Ser-
vers with Guaranteed Performance and Service Quality. In Proceedings of the
3rd International Workshop on Multimedia Information Systems (MIS’97), Co-
mo, Italy, pages 63–72, October 1997.
[NMP98] Guido Nerjes, Peter Muth, Michael Paterakis, Yannis Romboyannakis, Peter Tri-
antafillou and Gerhard Weikum. Scheduling Strategies for Mixed Workloads in
Multimedia Information Servers. In Proceedings of the IEEE International Work-
shop on Research Issues in Data Engineering (RIDE’98), Orlando, Florida, Fe-
bruary 1998.
[NMP99] Guido Nerjes, Peter Muth, Michael Paterakis, Yannis Romboyannakis, Peter Tri-
antafillou and Gerhard Weikum. Incremental Scheduling of Mixed Workloads
in Multimedia Information Servers. Special Issue of the Journal of Multimedia
Tools and Applications, to appear 1999.
[NMW97a] Guido Nerjes, Peter Muth and Gerhard Weikum. Stochastic Performance Guaran-
tees for Mixed Workloads in a Multimedia Information System. In Proceedings
of the IEEE International Workshop on Research Issues in Data Engineering (RI-
DE’97), Birmingham, UK, pages 131–140, April 1997.
[NMW97b] Guido Nerjes, Peter Muth and Gerhard Weikum. Stochastic Service Guarantees
for Continuous Data on Multi-Zone Disks. In Proceedings of the 16th Symposium
on Principles of Database Systems (PODS’97), Tucson, Arizona, pages 154–160,
May 1997.
[NMW99] Guido Nerjes, Peter Muth and Gerhard Weikum. A Performance Model of
Mixed-Workload Multimedia Information Servers. In 10. ITG/GI-Fachtagung:
Messen, Modellieren und Bewerten von Rechen- und Kommunikationssystemen
(MMB’99), Trier, September 1999.
[NY94] Raymond T. Ng and Jinhai Yang. Maximizing Buffer and Disk Utilization for
News On-Demand. In Proceedings of the 20th International Conference on Very
Large Data Bases (VLDB’94), Santiago de Chile, Chile, pages 451–462, Septem-
ber 1994.
[One75] Walter C. Oney. Queueing Analysis of the Scan Policy for Moving-Head Disks.
Journal of the ACM, 22(3):397–412, 1975.
[ORS95] Banu ¨Ozden, Rajeev Rastogi and Avi Silberschatz. Disk Striping in Video Ser-
ver Environments. Bulletin of the Technical Committee on Data Engineering,
18(4):4–16, December 1995.
197
[ORS96] Banu ¨Ozden, Rajeev Rastogi and Avi Silberschatz. Disk Striping in Video Server
Environments. In Proceedings of the International Conference on Multimedia
Computing and Systems (ICMCS’96), Hiroshima, Japan, June 1996.
[OS97] Michael Orzessek and Peter Sommer. ATM & MPEG-2: Integrating Digital Video
into Broadband Networks (Hewlett-Packard Professional Books). Prentice Hall,
1997.
[Ott87] Teunis J. Ott. The Single-Server Queue with Independent GI/G and M/G Input
Streams. Advances in Applied Probability, 19:266–286, 1987.
[Oya95] Yen-Jen Oyang. A Tight Upper Bound of the Lumped Disk Seek Time for the
Scan Disk Scheduling Policy. Information Processing Letters, 54:355–358, 1995.
[Pan95] Davis Pan. A Tutorial on MPEG/Audio Compression. IEEE Multimedia, pages
60–74, Summer 1995.
[PGK88] David A. Patterson, Garth A. Gibson and Randy H. Katz. A Case for Redundant
Arrays of Inexpensive Disks (RAID). In Proceedings of the International Confe-
rence on Management of Data (SIGMOD’88), Chicago, Illinois, pages 109–116,
June 1988.
[Qua99a] Quantum. Drives and Computer System Performance. Quantum Corporation,
Whitepaper available at www.quantum.com, 1999.
[Qua99b] Quantum. New Technologies at a Glance. Quantum Corporation, Whitepaper
available at www.quantum.com, 1999.
[RNP98] Yannis Romboyannakis, Guido Nerjes, Michael Paterakis, Peter Triantafillou and
Gerhard Weikum. Disk Scheduling for Mixed-Media Workloads in a Multime-
dia Server. In Proceedings of the ACM International Conference on Multimedia
(ACM Multimedia’98), Bristol, UK, September 1998.
[Rom98] Ioannis K. Romboyannakis. On Disk Scheduling and Performance Modeling of
Mixed Workload Multimedia Information Servers. Master thesis, Department of
Electronics and Computer Engineering, Chania, Greece, 1998.
[Ros95] Oliver Rose. Statistical Properties of MPEG Video Traffic and Their Impact on
Traffic Modeling in ATM Systems. Technical Report Technical Report 101, In-
stitute of Computer Science, University of Wu¨rzburg, Germany, 1995.
[RV93] P. Venkat Rangan and Harrick M. Vin. Efficient Storage Techniques for Digital
Continuous Multimedia. IEEE Transactions on Knowledge and Data Enginee-
ring: Special Issue on Multimedia Information Systems, 5(4), August 1993.
[RVT96] Sriram Rao, Harrick M. Vin and Ashis Tarafdar. Comparative Evaluation of
Server-push and Client-pull Architectures for Multimedia Servers. In Procee-
dings of the 6th International Workshop on Network and Operating Systems Sup-
port for Digital Audio and Video (NOSSDAV’96), Zushi, Japan, April 1996.
[RW94a] A. L. Narasimha Reddy and J. Wyllie. I/O Issues in a Multimedia System. IEEE
Computer, 27(3):69–74, March 1994.
198 Literaturverzeichnis
[RW94b] Chris Ruemmler and John Wilkes. An Introduction to Disk Modeling. IEEE
Computer, 27(3):17–28, March 1994.
[RZ95] Doron Rotem and J. Leon Zhao. Buffer Management for Video Database Sy-
stems. In Proceedings of the 11th International Conference on Data Engineering
(ICDE’95), Taipei, Taiwan, pages 439–448, March 1995.
[Sai98] Bare Said. Konzeption und Implementierung eines Mixed-Workload Multimedia
Informationssystems: die Disk-Scheduling-Komponente. Diplomarbeit, Univer-
sita¨t des Saarlandes, Fachbereich Informatik, Juli 1998.
[Sal96] Betty Salzberg. Editor. IEEE Data Engineering Bulletin: Special Issue on Online
Reorganisation, 19(2), June 1996.
[Sch74] R. Schassberger. A Broad Analysis of Single Server Priority Queues with Two In-
dependent Input Streams, One of them Poisson. Advances in Applied Probability,
6:666–688, 1974.
[Sch96] Richard Schaphorst. Videoconferencing and Videotelephony : Technology and
Standards (Artech House Telecommunications Library). Artech House, 1996.
[Sch98] Herb Schwetman. Model-Based Systems Analysis Using CSIM. In Proceedings
of the 1998 Winter Simulation Conference (WSC’98), Washington, D.C, Dezem-
ber 1998.
[SG94a] Cyrus Shahabi and Shahram Ghandeharizadeh. Continuous Display of Presentati-
ons Sharing Clips. Technical Report USC-CS-TR94-587, University of Southern
California, 1994.
[SG94b] Abraham Silberschatz and Peter Galvin. Operating System Concepts. Addison-
Wesley, 4th edition, 1994.
[SGM86] Kenneth Salem and Hector Garcia-Molina. Disk Striping. In Proceedings of
the 2nd International Conference on Data Engineering (ICDE’86), Los Angeles,
California, USA, pages 336–342, February 1986.
[Str97] Bjarne Stroustrup. The C++ Programming Language. Addison-Wesley, 3rd edi-
tion, 1997.
[Sun98] Sun. JMF Programmer’s Guide: Java Media Players. Sun Microsystems Incor-
porated, Guide available at www.javasoft.com, 1998.
[SWZ98] Peter Scheuermann, Gerhard Weikum and Peter Zabback. Data Partitioning and
Load Balancing in Parallel Disk Systems. VLDB Journal, 7(1):48–66, February
1998.
[SZKT97] Sambit Sahu, Zhi-Li Zhang, Jim Kurose and Don Towsley. On the Efficient Re-
trieval of VBR Video in a Multimedia Server. In Proceedings of the International
Conference on Multimedia Computing and Systems (ICMCS’97), Ottawa, Onta-
rio, Canada, pages 46–53, June 1997.
199
[Tak91] Hideaki Takagi. Queueing Analysis : A Foundation of Performance Analysis,
Volume 1 : Vacation and Priority Systems. North-Holland, Amsterdam, 1991.
[Tay97] Jim Taylor. DVD Demystified: The Guidebook for DVD-Video and DVD-ROM.
McGraw-Hill, 1997.
[TCG98] Peter Triantafillou, Stavros Christodoulakis and Costas Georgiadis. Optimal Da-
ta Placement on Disks: A Comprehensive Solution for Different Technologies.
IEEE Transactions on Knowledge and Data Engineering, to appear 1998.
[TKC97] Heiko Thimm, Wolfgang Klas, Crispin Cowan, Jonathan Walpole and Calton Pu.
Optimization of Adaptive Data-Flows for Competing Multimedia Presentational
Database Sessions. In Proceedings of the International Conference on Multime-
dia Computing and Systems (ICMCS’97), Ottawa, Canada. IEEE, June 1997.
[TKKD96] Renu Tewari, Richard P. King, Dilip Kandlur and Daniel Dias. Placement of
Multimedia Blocks on Zoned Disks. In Proceedings of IS&T/SPIE Internatio-
nal Symposium on Electronic Imaging: Science and Technology, Volume 2667:
Multimedia Computing and Networking (MMCN’96), Volume 2667, San Jose,
California, January 1996.
[TP72] Toby J. Teorey and Tad B. Pinkerton. A Comparative Analysis of Disk Scheduling
Policies. Communications of the ACM, 15(3):177–184, March 1972.
[TPBG93] Fouad A. Tobagi, Joseph Pang, Randall Baird and Mark Gang. Streaming RAID
- A Disk Array Management System for Video Files. In Proceedings of the ACM
International Conference on Multimedia (ACM Multimedia’93), Anaheim, Cali-
fornia, August 1993.
[VGG95] Harrick M. Vin, Alok Goyal and Pawan Goyal. Algorithms for Designing Large-
Scale Multimedia Servers. Computer Communications, March 1995.
[VGGG94] Harrick M. Vin, Pawan Goyal, Alok Goyal and Anshuman Goyal. A Statistical
Admission Control Algorithm for Multimedia Servers. In Proceedings of the
the ACM International Conference on Multimedia (ACM Multimedia ’94), San
Francisco, CA, October 1994.
[VR93] Harrick M. Vin and P. Venkat Rangan. Designing a Multi-User HDTV Storage
Server. IEEE Journal on Selected Areas in Communications, 11(1):153–164,
January 1993.
[VRG95] Harrick M. Vin, Sriram Rao and Pawan Goyal. Optimizing the Placement of Mul-
timedia Objects on Disk Arrays. In Proceedings of the IEEE International Con-
ference on Multimedia Computing and Systems (ICMCS’95), Washington, D.C,
pages 158–165, May 1995.
[Wen99] Andreas Wendling. Konzeption und Implementierung eines Mixed-Workload
Multimedia Informationssystems: die Dateiverwaltungs- und Netzwerkkompo-
nente. Diplomarbeit, Universita¨t des Saarlandes, Fachbereich Informatik, Januar
1999.
200 Literaturverzeichnis
[WGP94] Bruce L. Worthington, Gregory R. Ganger and Yale N. Patt. Scheduling Algo-
rithms for Modern Disk Drives. In Proceedings of the International Conference
on Measurement and Modeling of Computer Systems (SIGMETRICS’94), Nash-
ville, Tennessee, USA, pages 241–251, May 1994.
[WGPW95] Bruce L. Worthington, Gregory R. Ganger, Yale N. Patt and John Wilkes. On-
Line Extraction of SCSI Disk Drive Parameters. In Proceedings of the Interna-
tional Conference on Measurement and Modeling of Computer Systems (SIGME-
TRICS’95), Ottawa, Ontario, Canada, May 1995.
[Wol96] Stephen Wolfram. Das Mathematica Buch. Addison-Wesley, 1996.
[YCK93] Philip S. Yu, Mon-Song Chen and Dilip D. Kandlur. Grouped Sweeping Sche-
duling for DASD-based Multimedia Storage Management. ACM Multimedia Sy-
stems, 1(3):99–109, 1993.
[Zab94] Peter Zabback. Parallelism in Database Systems - Design, Implementation and
Evaluation of a Storage System for Parallel Disks (in German). Doctoral thesis,
Department of Computer Science ETH Zurich, 1994.
