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GENERATING LINEAR CATEGORIES OF PARTITIONS
DANIEL GROMADA AND MORITZ WEBER
Abstract. We present an algorithm for approximating linear categories of par-
titions (of sets). We report on concrete computer experiments based on this al-
gorithm and how we found new examples of compact matrix quantum groups (so
called “non-easy” quantum groups) with it. This also led to further theoretical
insights regarding the representation theory of such quantum groups. We inter-
pret some of the new categories constructing anticommutative twists of quantum
groups.
Introduction
By a partition we mean a partition of a set, that is, a decomposition of a given fi-
nite set into disjoint non-empty subsets (see e.g. [Sta11]). On the set of all partitions
one can define a linear structure and operations of composition, tensor product, and
involution giving it the structure of a monoidal ∗-category. By a partition category
we mean any subcategory of this one.
Partition categories, also known as (linear) categories of partitions, have been
heavily studied by researchers from different fields of mathematics and physics such
as group theory [Bra37, Wen88], compact quantum groups [BS09, Web13, RW16,
TW18], operator algebras [Web17b], tensor categories [Del07, CO11, CH17] or sta-
tistical physics [TL71, Kau87, Mar94].
Our motivation for studying those structures comes from the theory of (compact
quantum) groups [Wor87, NT13], where those categories model the representation
theory of a given quantum group. Our goal is to construct new kinds of examples of
partition categories since those induce examples of compact matrix quantum groups
(see the so-called “easy” [BS09, Web17a] and “non-easy” [Maa18, GW19] quantum
groups). We are particularly interested in concrete examples of “non-easy” quantum
groups, a class on which basically nothing was known until recently.
In this paper we present a simple algorithm that takes as an input a set of genera-
tors in the form of a linear combination of partitions and approximates the partition
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category it generates. Then we describe, how this algorithm can be used to search
for examples of new partition categories, see also Problem 2.3.
Our computer experiments indeed provided us with some results. Most of the new
examples of partition categories were studied and interpreted within the theory of
quantum groups in [GW19]. We study the remaining ones in Section 6 interpreting
the corresponding quantum groups as some anticommutative twists.
1. Preliminaries
1.1. Partitions. Let k, l ∈ N0, by a partition of k upper and l lower points we mean
a partition of the set {1, . . . , k}⊔{1, . . . , l} ≈ {1, . . . , k+ l}, that is, a decomposition
of the set of k + l points into non-empty disjoint subsets, called blocks. The first
k points are called upper and the last l points are called lower. The set of all
partitions on k upper and l lower points is denoted P(k, l). We denote the union
P :=
⋃
k,l∈N0
P(k, l). The number |p| := k + l for p ∈ P(k, l) is called the length
of p.
We illustrate partitions graphically by putting k points in one row and l points
on another row below and connecting by lines those points that are grouped in one
block. All lines are drawn between those two rows.
Below, we give an example of two partitions p ∈ P(3, 4) and q ∈ P(4, 4) defined
by their graphical representation. The first set of points is decomposed into three
blocks, whereas the second one is into five blocks. In addition, the first one is an
example of a non-crossing partition, i.e. a partition that can be drawn in a way that
lines connecting different blocks do not intersect (following the rule that all lines are
between the two rows of points). On the other hand, the second partition has one
crossing.
(1) p = q =
A block containing a single point is called a singleton. In particular, the partitions
containing only one point are called singletons and for clarity denoted by an arrow
↑ ∈ P(0, 1) and ↓ ∈ P(1, 0). For more information about partitions, see [Sta11,
NS06, Web17a].
1.2. Operations on partitions. Let us fix a complex number δ ∈ C. Let us denote
Partδ(k, l) the vector space of formal linear combination of partitions p ∈ P(k, l).
That is, Partδ(k, l) is a vector space, whose basis is P(k, l).
Now, we are going to define some operations on Partδ. First, let us define those
operations just on partitions.
GENERATING LINEAR CATEGORIES OF PARTITIONS 3
• The tensor product of two partitions p ∈ P(k, l) and q ∈ P(k′, l′) is the
partition p ⊗ q ∈ P(k + k′, l + l′) obtained by writing the graphical repre-
sentations of p and q “side by side”.
⊗ =
• For p ∈ P(k, l), q ∈ P(l, m) we define their composition qp ∈ Partδ(k,m)
by putting the graphical representation of q below p identifying the lower
row of p with the upper row of q. The upper row of p now represents the
upper row of the composition and the lower row of q represents the lower
row of the composition. Each extra loop that appears in the middle and
is not connected to any of the upper or the lower points, transforms to a
multiplicative factor δ.
· = = δ2
• For p ∈ P(k, l) we define its involution p∗ ∈ P(l, k) by reversing its graph-
ical representation with respect to the horizontal axis.( )∗
=
Now we can extend the definition of tensor product and composition on the vector
spaces Partδ(k, l) linearly. We extend the definition of the involution antilinearly.
These operations are called the category operations on partitions. See [TW18] for
more examples of the category operations.
1.3. Linear categories of partitions. The set of all natural numbers with zero
N0 as a set of objects together with the spaces of linear combinations of partitions
Partδ(k, l) as sets of morphisms between k ∈ N0 and l ∈ N0 with respect to those
operations form a monoidal ∗-category. All objects in the category are self-dual.
We are interested in subcategories of the category of all partitions. That is,
any collection K of linear subspaces K (k, l) ⊆ Partδ(k, l) containing the identity
partition ∈ K (1, 1) and the pair partition ∈ K (0, 2), which is closed under
the category operations is called a linear category of partitions.
For given p1, . . . , pn ∈ Partδ, we denote by 〈p1, . . . , pn〉δ the smallest linear cate-
gory of partitions containing p1, . . . , pn. We say that p1, . . . , pn generate 〈p1, . . . , pn〉δ.
Note that the identity partition and the pair partition are contained in the category
by definition and hence will not be explicitly listed as generators. Any element in
〈p1, . . . , pn〉δ can be obtained from the generators p1, . . . , pn, the identity partition ,
and the pair partition by performing a finite amount of category operations and
linear combinations.
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Instead of having different categories for different parameters δ, we can consider
“all of them at once”. That is, define a category Part, where the morphism spaces
Part(k, l) are modules over the polynomial ring R := C[δ].
1.4. Partitions with points on one line. In order to describe elements of a given
linear category of partitions K , we actually do not have to describe all the spaces
K (k, l) for all k, l ∈ N0. For p ∈ P(k, l), k > 0, its left rotation is a partition
Lrot p ∈ P(k− 1, l+1) obtained by moving the leftmost point of the upper row on
the beginning of the lower row. Similarly, for p ∈ P(k, l), l > 0, we can define its
right rotation Rrot p ∈ P(k+ 1, l− 1) by moving the last point of the lower row to
the end of the upper row. Both operations are obviously invertible. We extend this
operation linearly on Partδ.
Proposition 1.1 ([BS09, Lemma 2.7]). Every category K is closed under left and
right rotations and their inverses.
This means that every category K is described by the spaces K (0, l) with lower
points only since the spaces K (k, l) can be obtained by rotation of K (0, k + l).
1.5. Representing partitions by words. For partitions on one line, that is, with
lower points only, we can define an alternative way of representing them. Instead of
pictures, we can use words. Given a partition p ∈ P(0, l), we can mark its blocks by
letters and represent p as a word a1 · · · al, where ai is a letter corresponding to the
block of the i-th point. For example, rotating the partitions p and q from Equation
(1), we obtain
p′ = , q′ = .
Those can be represented by words as
p′ = aaabaac, q′ = abcdebcc.
Note that the word representation is not unique. Choosing different set of letters,
we can also write for example p′ = dddaddf or q′ = defgheff.
Now, let us define some operations on linear combinations of partitions with lower
points only and express them in terms of words.
• The tensor product of two partitions with lower points only is again a parti-
tion with lower points only. Let p1 be represented by a word w1 and p2 by a
word w2 such that w1 and w2 contain disjoint sets of letters. Then p1⊗ p2 is
represented by the word w1w2. For the example above,
aaabaac⊗ abcdebcc = aaabaac⊗ defgheff = aaabaacdefgheff.
• For p ∈ Partδ(0, l), l ≥ 2, we define its contraction as Πp := qp, where
q = ⊗ ⊗l−2. On the basis of partitions it can be described using word
representation by identifying the first two letters and then removing them.
If the first two letters are the only occurrence of those letters in the word,
we multiply by a factor δ.
Π(abcadbc) = cadac, Π(aabcdc) = δ bcdc.
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• For p ∈ Partδ(0, l) we define its rotation Rp := (Lrot ◦Rrot)(p). For a
partition in word representation this operation takes the last letter and puts
it in front of the word.
R(abcdebcc) = cabcdebc.
• For p ∈ Partδ(0, l) we define its reflection p˜ := Lrotl(p∗). For a partition in
word representation this operation reverses the order of the letters.
˜abcdebcc = ccbedcba.
The above defined operations on partitions on one line will be called the word
operations. They were defined using the category operations of tensor product,
composition, and involution. In the following proposition we prove that conversely,
the category operations can be expressed in terms of the word operations. One could
say that category operations and word operations are in this sense equivalent.
Proposition 1.2. For any linear category of partitions K , the collection of spaces
K (0, l), l ∈ N0 is closed under the word operations. Conversely, for any collec-
tion of linear subspaces K (0, l) ⊆ Partδ(0, l) closed under the word operations, the
collection
K (k, l) := {Rrotk p | p ∈ K (0, k + l)} = {Lrot−k p | p ∈ K (0, k + l)}
is closed under the category operations, so it is a linear category of partitions.
Proof. The word operations are defined using the category operations. From this,
the first part of the proposition follows.
The second part is proven by expressing the category operations using the word
operations
Lrot−k p⊗ Rrotk′ q = Lrot−k Rrotk′(p⊗ q),
(Rrotk p)∗ = Rrotl p˜,
(Rrotl q)(Rrotk p) = Rrotk Πm+1Πm+2 · · ·Πm+l(q ⊗ p).
In the last row, we assume that p ∈ P(0, k+ l) and q ∈ P(0, l+m) and we denote
Πi := R
i ◦ Π ◦R−i. 
This allows us to work just with partitions with lower points only.
2. The problem and its motivation
The motivation for our computation is the following. Suppose the parameter δ is
actually a natural number N ∈ N. Then one can define [BS09] a functor T from the
category PartN to the category of matricesMat mapping elements p ∈ PartN(k, l)
to matrices representing linear maps Tp : (CN )⊗k → (CN)⊗l.
Given a (quantum) group G and its representations ϕ, ψ, we denote by Mor(ϕ, ψ)
the linear space of all intertwiners between ϕ and ψ. It holds that representations of
a given (quantum) group again form a category and this category can be modelled
using partition categories via the functor T .
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Let us consider, for example, the orthogonal group ON and its fundamental repre-
sentation ϕ : ON → GL(N,C). Consider also the linear category of all pair partitions
PairN ⊆ PartN (partitions, where all blocks are of size two). Then by Brauer’s
gerneralization of the Schur–Weyl duality [Bra37], we have that
Mor(ϕ⊗k, ϕ⊗l) = {Tp | p ∈ PairN(k, l)}.
Similarly, considering the symmetric group SN and its representation ψ : SN →
GL(N,C) by permutation matrices, we can model the intertwiners using the category
of all partitions
Mor(ψ⊗k, ψ⊗l) = {Tp | p ∈ PartN(k, l)}.
By so-called Tannaka–Krein duality, we have also the converse direction: Every
compact group can be recovered from its representation theory. Thus, there is a
mutual correspondence between categories K with
PairN ⊆ K ⊆ PartN
and compact groups G with
ON ⊇ G ⊇ SN .
The Tannaka–Krein duality was generalized by Woronowicz to the case of so-called
compact quantum groups in [Wor88] (the definition of compact quantum groups is
also due to Woronowicz [Wor87]). This also generalizes this correspondence. The
smallest category of partitions NCPair consisting of all non-crossing pair partitions
corresponds to the so-called free orthogonal quantum group O+N defined originally by
Wang [Wan95]. Thus, we have a correspondence between all categories of partitions
NCPairN ⊆ K ⊆ PartN
and compact quantum groups G with
O+N ⊇ G ⊇ SN .
We are interested in finding examples (and possibly a classification) of partition
categories.
A lot of success was achieved using a great idea of Banica and Speicher [BS09]
to consider categories, where the morphism spaces K (k, l) have a basis in terms
of partitions (in contrast with a basis given only in terms of linear combinations of
partitions). This allows to completely ignore the linear structure of the partition
category and the problem becomes purely combinatorial. Such categories are called
easy and they were studied in many articles and finally their complete classification
was found in [RW16].
Definition 2.1. A linear category of partitions K is called easy if, for every k, l ∈
N0, there is a set C (k, l) ⊆ P(k, l) such that K (k, l) = spanC (k, l). Otherwise it
is called non-easy.
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Remark 2.2. The category operations map partitions to scalar multiples of parti-
tions. This implies that any category that is generated by partitions is surely easy.
(Iterating the category operations on generators we never get a linear combination
of more than one partition.)
In the non-easy case, very few results are available. This motivated the authors
to use the computer to look for some examples. So, since the easy case is classified,
we can focus on a more specific problem:
Problem 2.3. Find examples of non-easy partition categories.
Finally, let us mention few remarks on the current status of theoretical research in
this area. Firstly, a lot of examples of non-easy quantum groups was recently discov-
ered by Maassen by studying so-called group-theoretical quantum groups [Maa18].
Secondly, the partition categories can be generalized using colorings [Fre17]. The
most interesting case are probably the two-colored partitions describing unitary
quantum groups. In this case, the classification is not complete even in the easy case.
The known classification results are [TW18, Gro18, MW19a, MW19b, MW19c].
3. The algorithm
The idea of using a computer to find examples of non-easy categories is very
simple. Consider a linear combination of partitions p ∈ Partδ(k, l) and try to
generate the whole category K := 〈p〉δ by iterating the category operations on the
set { , , p}. Unfortunately, there is no theoretical result that would assure that,
after performing a given amount of category operations on the generators, we get all
elements of K (i, j) for some i, j ∈ N0. Thus, we cannot directly use the computer
to prove non-easiness of a category. However, we are able to prove easiness of
a category and hence, excluding the easy cases, obtain at least candidates for the
non-easy categories. The precise way, how we use this to look for non-easy categories
is described in Section 4.
3.1. Some observations. Let us mention some observations making our compu-
tation easier.
First, when looking for examples of non-easy categories, it makes sense to look
just for the categories generated by one element.
Proposition 3.1. Let p1, . . . , pn ∈ Partδ(k, l). If 〈p1, . . . , pn〉δ is non-easy, then at
least one of the categories 〈p1〉δ, . . . , 〈pn〉δ is non-easy.
Proof. If all the categories 〈pi〉δ are easy, then 〈p1, . . . , pn〉δ is generated by partitions,
which, according to Remark 2.2, implies that it is easy. 
Secondly, the following proposition describes how to prove easiness of the cate-
gory 〈p〉δ.
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Proposition 3.2. Consider p ∈ Partδ(k, l) and express it in the basis of partitions
as p =
∑
i αipi, where αi ∈ C are non-zero numbers and pi ∈ P(k, l) are mutually
different partitions. Then the category 〈p〉δ is easy if and only if it contains all the
partitions pi.
Proof. Left-right implication follows from uniqueness of coordinates with respect to
a given basis. Right-left multiplication follows from Remark 2.2. 
Thirdly, the following result further reduces the computational complexity. In
particular, it allows to avoid using the antilinear operation of reflection.
Proposition 3.3. Let S be a set of linear combinations of partitions on one line
which is closed under the operation of reflection and contains the pair partition
. Then any element of 〈S〉 can be obtained by performing a finite amount of
tensor products, contractions and rotations and taking linear combinations. It is
automatically closed under reflections.
Proof. We have
p˜⊗ q = q˜ ⊗ p˜,
Π˜ p = (R−2 ◦ Π ◦R2)p˜,
R˜p = R−1p˜. 
Finally, the following proposition allows to reduce the amount of generators p we
have to consider.
Proposition 3.4. Consider p, q ∈ Partδ(0, k) and let f be a polynomial of degree
less than k. Then 〈f(R)p + q〉 = 〈g(R)p + q˜〉, where g(x) = gcd(f(x), xk − 1) and
q˜ ∈ Partδ(0, k).
Proof. Consider f(x) as an element of the algebra A := C[x]/I, where I is the ideal
generated by xk − 1. Since Rk = I, the evaluation h(R) for h ∈ A does not depend
on the particular representative.
There certainly exists f˜ ∈ A such that f = f˜g and f˜ is coprime to xk − 1
(just take f˜(x) = (f(x) + j(xk − 1))/g(x) for appropriate j ∈ N). Then, f˜ as an
element of A, is not a divisor of zero and hence, since A is finite dimensional, f˜ is
invertible. Therefore, there exists h ∈ A such that hf = hf˜g = g and we have that
〈f(R)p+ q〉 ⊇ 〈h(R)(f(R)p+ q)〉 = 〈g(R)p+ q˜〉, where q˜ := h(R)q.
The opposite inclusion is easy 〈g(R)p+ q˜〉 ⊇ 〈f˜(R)(g(R)p+ q˜)〉 = 〈f(R)p+q〉. 
3.2. Preprocesing. First, we need to compute the matrices of the operations of
tensor product, contraction and rotation as (bi)linear maps. Note that the number
of partitions of l points is given by Bell numbers Bl. So, the dimension of Partδ(0, l)
is Bl. Thus, we can identify Partδ(0, l) ≃ CBl identifying the partitions p ∈ P(0, l)
with the standard basis in CBl. Actually, it is more convenient not to specify the
value of δ and consider rather Part(0, l) ≃ RBl for R := C[δ].
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The tensor product ⊗ : Part(0, k)×Part(0, l)→ Part(0, k+ l) of partitions can
be viewed as a linear map
tens : RBkBl → RBk+l.
Similarly, we can define the matrices corresponding to contraction and rotation
contr : RBl → RBl−2 , rot : RBl → RBl .
We fix a length bound l0 ∈ N0 and compute all those matrices for l ≤ l0 (resp.
k + l ≤ l0 in case of the tensor product).
3.3. Adding procedures. We define modules Kl ⊆ RBl for l ≤ l0 that corre-
spond to the spaces K (0, l) of some category K ⊆ Part. We define the following
procedures.
The procedure AddParts takes a set S ∈ RBl representing a set of linear com-
binations of partitions from K (0, l) and adds it to the module Kl. In addition,
it adds all the rotations of the partitions to Kl and all their contractions to the
corresponding Kl−2i. Thus, we end up with an approximation of K , which contains
the set S and is closed under taking rotations and contractions.
Algorithm 1 Adding a set of partitions to Kl
1: procedure AddParts(l ∈ {1, . . . , l0}, S ⊆ RBl)
2: if l ≥ 2 then
3: AddParts(l − 2, contr(S))
4: end if
5: Kl := Kl + S
6: for j ∈ {1, . . . , l − 1} do
7: S := rot(S)
8: if l ≥ 2 then
9: AddParts(l − 2, contr(S))
10: end if
11: Kl := Kl + S
12: end for
13: end procedure
The procedureAddTensors takes all pairs x ∈ Kk and y ∈ Kl such that k+l ≤ l0
and computes the vector corresponding to the partition tensor product tens(x⊗ y).
Note that we can assume k ≤ l since we have q ⊗ p = Rl(p⊗ q) for p ∈ Part(0, k)
and q ∈ Part(0, l). To add the results to the category approximation, we use the
procedure AddParts, so we add also all the rotations and contractions of the tensor
products.
3.4. The algorithm. Suppose for simplicity, we have one generator p ∈ Part(0, l1),
l1 ≤ l0. Then we can compute an approximation of K := 〈p〉 by performing the
following algorithm.
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Algorithm 2 Add tensor products to Ki’s
1: procedure AddTensors
2: for k ∈ {1, . . . , ⌊l0/2⌋} do
3: for l ∈ {k, . . . , l0 − k} do
4: AddParts(k + l, tens(Kk ⊗Kl))
5: end for
6: end for
7: end procedure
(1) AddParts(2, ); AddParts(l1, {p, p˜});
(2) Repeat AddTensors() until this procedure leaves all the modules Kl un-
changed.
At this stage, our category approximation is closed under contractions, rotations,
reflections, and tensor products whose result has length lower or equal to the length
bound l0. (Note that the closedness with respect to reflections follows from Propo-
sition 3.3.)
3.5. Limits of the algorithm. The fact that the category approximation is closed
under the category operations in the above sense, however, does not mean that our
approximation is faithful since it may happen that in order to obtain a partition on
l points for l ≤ l0 we need to compute an intermediate result with length greater
than the length bound l0 first.
If we need more reliable approximation, we need to increase the length bound
l0. We should always choose l0 to be at least 2l1 since otherwise we cannot even
compute p⊗ p and the results will be completely unreliable.
The value of the length bound l0 has, of course, its limits. The Bell numbers Bl
grow exponentially with l, so the module dimensions become huge very quickly. In
Table 1, we list the Bell numbers for some small l. We see that the maximal value
of l0, which can be achieved for usual computer, is about l0 = 10. In Section 4, we
will discuss results for generators of length l1 ≤ 4, which is pretty much close to the
maximum that can be achieved without further assumptions.
Note that it may also be convenient to add some extra variables a1, . . . , am to the
ring R. Then we can start with a generator p depending on a1, . . . , am as parameters.
However, each extra variable again notably increases the computation complexity.
See Section 4 for how one can handle such extra parameters.
l 1 2 3 4 5 6 7 8 9 10 11 12
Bl 1 2 5 15 52 203 877 4 140 21 147 115 975 678 570 4 213 597
Table 1. Bell numbers
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4. Concrete computations
In all computations that follow, we use the length bound l0 := 8. The algorithm
was implemented in Singular [DGPS18]. We also used Maple1 [Map17] for solving
systems of polynomial equations.
4.1. Generator of length one and two. The space Part(0, 1) is one-dimensional
being the span of the singleton partition. Therefore, any category generated by an
element of length one is easy in the sense of Definition 2.1.
Similarly for the length two. We have Part(0, 2) = span{ , }. Since is any
category by definition, we again have that any category generated by an element of
length two is easy.
4.2. Generator of length three. For l = 3, we have the following partitions
P(3) = { , , , , }.
So, a general element p ∈ Partδ(0, 3) can be expressed as follows
p = a + b1 + b2 + b3 + c ,
where a, b1, b2, b3, c ∈ C. Now, our goal is to exclude such values of those parameters,
for which K := 〈p〉δ is easy.
In this case, it holds that K is easy if and only if ↑ ∈ K . Indeed, if ↑ ∈ K ,
then all the summands of p must be contained in K . Conversely, if K is easy, then
it must contain at least one of the partitions in P(3). Each of them generate the
singleton. Hence K is non-easy if and only if K (0, 1) is empty.
Running AddParts(p) (over the ring C[δ, a, b1, b2, b3, c]), we get immediately that
K (0, 1) contains the following elements
(a+ b1 + b2 + δb3 + δc)↑, (a + b1 + δb2 + b3 + δc)↑, (a+ δb1 + b2 + b3 + δc)↑.
If K is non-easy, then K (0, 1) must be empty, which leads to equations
a + b1 + b2 + δb3 + δc = 0,
a + b1 + δb2 + b3 + δc = 0,
a + δb1 + b2 + b3 + δc = 0.
By subtracting the equations one from each other, we get bi(1 − δ) = bj(1 − δ) for
i, j = 1, 2, 3. Suppose δ 6= 1, then non-easiness implies that b := b1 = b2 = b3.
Substituting this to one of the equations, we get an additional condition
a+ (2 + δ)b+ δc = 0.
So, we can put a := −(2 + δ)b − δc. Now, we can run our algorithm again over
C[δ, b, c]. After one iteration of AddTensors, we get that K contains
(δ − 1)(δ − 2)(δc+ 2b)(δc2 + 2bc− b2)↑.
1Maple is a trademark of Waterloo Maple Inc.
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Thus, excluding the case δ = 1, 2, the category can be non-easy only if
b = −cδ/2 or b = (1±
√
δ + 1)c.
For c = 0, we have also b = 0, so the category is easy. For c 6= 0, we can normalize
p dividing by c.
Theorem 4.1. Consider δ ∈ C \ {1, 2}. Let p ∈ Partδ(0, 3) such that K := 〈p〉δ is
non-easy. Then K is equal to one of the following three categories
〈δ2 − δ( + + ) + 2 〉δ,〈(
−2(1 + δ)− (2 + δ)
√
δ + 1
)
− (1 +
√
δ + 1)( + + ) +
〉
δ
,〈(
−2(1 + δ) + (2 + δ)
√
δ + 1
)
− (1−
√
δ + 1)( + + ) +
〉
δ
.
They are mutually different and all of them are indeed non-easy.
Proof. The first part of the theorem follows from the considerations above.
The non-easiness of the categories was proven in [GW19] for all δ ∈ N, δ ≥ 3.
This already implies the non-easiness for every δ ∈ C. Indeed, all three generators
can be understood as linear combinations of partitions with coefficients in the ring
C[
√
δ + 1]. Consider K := 〈p〉 as a category over this ring. The module K (0, 1)
can be understood as an ideal in C[
√
δ + 1] and since any polynomial ring over C
is Noetherian, we know that the ideal is finitely generated by some polynomials
f1, . . . , fm. Since K remains non-easy after substituting δ := N ∈ {3, 4, 5, . . . },
all the numbers
√
N + 1 must be roots of all the polynomials f1, . . . , fm. Thus, all
those polynomials must be zero.
Finally, we prove their inequality. Pick two of the categories, say 〈p1〉δ and 〈p2〉δ.
We can surely choose such a linear combination p = p1+αp2 that the coefficients in
the basis of partitions are all non-zero and do not satisfy the non-easiness conditions
derived above. Then 〈p〉δ is surely non-easy and hence contains all of the partitions
of size three, so 〈p〉δ ) 〈p1〉δ. However, if we had 〈p1〉δ = 〈p2〉δ, this would imply
〈p〉δ ⊆ 〈p1〉δ. 
Note that we could have derived the equations providing the conditions for non-
easiness even without our algorithm. Indeed, the linear ones can be written as
ΠRip = 0 for i = 0, 1, 2 and the quadratic one as
Π2Π3(p⊗ p) = (p⊗ p) = 0.
The algorithm was useful first for providing the idea to solve such equations and
secondly for checking (although not proving) that the categories remain non-easy
even after more iterations of the tensor product. The categories we discovered this
way were then studied by theoretical means in [GW19] (see [GW19, Example 1.1,
1.2]) within the theory of compact quantum groups which provided a proof of their
non-easiness for δ being a sufficiently large natural number as mentioned above.
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4.3. Generator of length four, case of no singletons. A generator p ∈ Partδ(0, 4)
can be parametrized as follows
p =a1 + a2 + b1 + b2 + b3 + b4 +
c1 + c2 + c3 + c4 + d1 + d2 + e .
(2)
We omit the non-crossing pair partitions and since they are contained
in every category.
Again, we want to exclude those parameters for which K := 〈p〉δ is easy. Here,
the situation is a bit more complicated because we do not have such a criterion for
easiness as in the length three case. So, we divide the situation in different cases.
In this section, we assume ↑ ⊗ ↑ 6∈ K .
4.3.1. Generator not being rotationally symmetric. First, let us briefly discuss the
case, when p is not rotationally symmetric. This means that
0 6= (R − 1)p =: p˜ =b˜1 + b˜2 + b˜3 + b˜4 +
c˜1 + c˜2 + c˜3 + c˜4 + d( − ),
where
b˜1 + b˜2 + b˜3 + b˜4 = 0,
c˜1 + c˜2 + c˜3 + c˜4 = 0.
Since ↑⊗↑ 6∈ 〈p˜〉δ, we have four linear equations of the form ϕ(Π(Rip˜)) = 0, which
read
b˜1 + b˜4 + δc˜1 + c˜2 + c˜4 = 0,
b˜2 + b˜1 + δc˜2 + c˜3 + c˜1 = 0,
b˜3 + b˜2 + δc˜3 + c˜4 + c˜2 = 0,
b˜4 + b˜3 + δc˜4 + c˜1 + c˜3 = 0.
Together with the equations above, this leads to
c3 = −c1, c4 = −c2, b2 = −b1 − δc2, b3 = b1 + δ(c1 + c2), b4 = −b1 − δc1.
We can write p˜ = f(R) + q˜, where f(x) = c1+c2x+c3x
2+c4x
3. According to
Proposition 3.4, we can assume that f is a divisor of x4−1. Thanks to the equations
above, we see that f(1) = 0 and f(−1) = 0, so f(x) is a multiple of x2 − 1. For
f(x) 6= 0 (that is, either f(x) = x2 − 1 or f(x) = (x2 − 1)(x ± i)), running one
iteration of AddTensors shows that assuming δ 6= 0, 2, 4 we have ↑ ⊗ ↑ ∈ 〈p˜〉δ,
which is a contradiction.
In the case f(x) = 0, we have
p˜ = b( − + − ) + d( − ).
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One iteration of AddTensors yields b = (−2±√4− δ)d. Note that the involution
acts on p by exchanging b 7→ −b¯ and d 7→ −d¯. Thus, both b and d must be up to
scaling real. This can be achieved only for δ ≤ 4.
Proposition 4.2. Consider δ ∈ C \ (−∞, 4]. Let p ∈ Partδ(0, 4) such that ↑ ⊗ ↑ 6∈
K := 〈p〉δ is non-easy. Then p is rotationally symmetric.
4.3.2. Rotationally symmetric generator. Now, suppose p is of the form
p =a1 + a2 + b( + + + ) + c( +
+ + ) + d( + ) + e .
Denote by β : Partδ(0, 2)→ C the linear functional giving the coefficient of ↑⊗ ↑
for a given linear combination q ∈ Partδ(0, 2), i.e. mapping α + β ↑ ⊗ ↑ 7→ β.
As ↑ ⊗ ↑ 6∈ K , we must have β(q) = 0 for all q ∈ K . So, the idea for computing
concrete coefficients providing a non-easy category would be to solve the following
equations
β(Πp) = 0(3)
β
(
(p⊗ p)
)
= 0(4)
β
(
(p⊗ p⊗ p)
)
= 0(5)
β
(
(p⊗ p⊗ p⊗ p)
)
= 0(6)
β
(
(p⊗ p⊗ p⊗ p⊗ p)
)
= 0(7)
Remark 4.3. Note the following remarks.
(1) All the equations are homogeneous. (Their solution is obviously invariant
with respect to scaling.)
(2) The first equation containing one copy of p is linear, the second one is qua-
dratic and so on.
(3) The rotational symmetry reduces the number of variables and equations.
Note for example that there is essentially just one way how to construct a
tensor product of two copies of p and then contract it to size two. Similarly
for three copies of p. For four copies, there two additional ways, but it turns
out that the corresponding equations already follow from (3–6).
(4) The involution acts on p by complex conjugating all the parameters. If it
turns out that the system of equations have discrete solutions only (up to
scaling), then the assumption of non-easiness implies that all the coefficients
are up to scaling real. (Otherwise p and p∗ are linearly independent, so
p+ αp∗ ∈ 〈p〉 would be a one-parameter set of solutions.)
We were not able to solve those equations in full generality. So, let us focus on
some special cases.
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4.3.3. Special case: a2 = 0, i.e. p is non-crossing. In this case, unless b = c = d =
e = 0, we have that ↑⊗↑ 6∈ 〈p〉δ already implies that 〈p〉δ is non-easy. Since we have
only five variables, four homogeneous equations should be enough, so let us solve
(3–6). Using Maple, we found the following five solutions (up to scaling)
(8) a1 = 1, b = 0, c = 0, d = 0, e = 0,
(9) a1 = δ
3, b = −2δ2, c = 4δ, d = 4δ, e = −16,
a1 = δ(δ + 1)(δ + 2∓ 2
√
δ + 1), b = δ(−δ − 1±
√
δ + 1),
c = δ, d = δ, e = δ − 2∓ 2
√
δ + 1,
(10)
a1 = 2δ
2(2±
√
4− δ), b = −δ2, c = 2δ,
d = ∓δ
√
4− δ, e = 2(−2±
√
4− δ),
(11)
a1 = 2δ
3(3∓ 2
√
3− δ), b = δ2(−2δ ±
√
3− δ), c = δ(4δ − 3),
d = δ(δ ± 2(δ − 1)
√
3− δ), e = ±2(3δ − 2)
√
3− δ + 7δ − 6.
(12)
There are also some additional solutions for δ = −1, 0, 3, 4, (3 ± √5)/2, which
we will not mention here. The first solution of the list above is the easy one. The
following two were studied in [GW19] (see [GW19, Example 1.1, 1.5]). They were
interpreted within the theory of compact matrix quantum groups, which proved
their non-easiness. The last two solutions are real only for δ ≤ 4, resp. δ ≤ 3.
We can summarize the results in the following proposition.
Proposition 4.4. Consider δ ∈ C \ (−∞, 4]. Let p ∈ Partδ(0, 4) be non-crossing
such that ↑ ⊗ ↑ 6∈ K := 〈p〉δ is non-easy. Then K is equal to one of the following
three categories
〈δ3 − 2δ2( + + . . . ) + 4δ( + + . . . )− 16 〉δ,
〈δ3(δ + 1) − δ2(δ + 1±
√
δ + 1)( + + . . . )+
δ(δ + 2± 2
√
δ + 1)( + + . . . ) + (δ2 − 4δ − 8∓ 8
√
δ + 1) 〉δ.
They are mutually different and all of them are indeed non-easy.
4.3.4. Special case: a2 6= 0, c = 0. We again use Maple to obtain the solutions. One
of the solutions is a very complicated one that can be expressed in terms of roots
of some polynomial equation of degree nine. We will not study it further. Then we
have a solution of the form
(13) a1 = 0, a2 = δ
2, b = 0, d = −2δ, e = 4.
Finally, there is a solution where a1 and a2 are arbitrary and b = d = e = 0. This
solution is somehow obvious – the category 〈a1 + a2 〉δ can never contain
↑⊗↑ for combinatorial reasons. This, however, says nothing about its non-easiness,
so let us use our algorithm to investigate the category.
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For simplicity, we can divide the generator by a2 (for a2 = 0 is the category
obviously easy), that is, consider p := + a . After one iteration of
AddTensors, we see that 〈p〉δ is non-easy only if a = −2.
Proposition 4.5. Consider δ ∈ C\{0}. The following two categories are non-easy.
Moreover, they are monoidally ∗-isomorphic to the category of pairings Pairδ.
(14) K1 = 〈δ2 −2δ( + )+4 〉δ, K2 = 〈 −2 〉δ.
Bellow, we give a sketch of a direct proof of the isomorphism. In Section 6,
we interpret the categories within the theory of compact quantum groups as some
cocycle twists of the orthogonal group ON , which gives an alternative argument for
the isomorphism.
Proof. In the first case, the isomorphism Pairδ → K1 acts on a pair partition p
as follows. Every pair block that has between its legs an odd number of points is
replaced by 〈pair〉 − 2
δ
〈singletons〉. For example,
7→ − 2
δ
( + ) +
4
δ2
,
7→ − 2
δ
− 2
δ
+
4
δ2
.
In the second case, the isomorphism Pairδ → K2 acts on a pair partition p as
follows. Every crossing in p is replaced by −〈crossing〉+2〈a single block〉 (by a single
block we mean, that the two blocks that were crossing are united). For example,
7→ − + 2 ,
7→ − 2 − 2 + 4 .
We leave without proof checking that those are indeed monoidal ∗-isomorphisms.
The non-easiness then follows from the isomorphism. The category K1 is surely
strictly smaller than 〈 , 〉δ and the category K2 is surely strictly smaller
than 〈 , 〉δ. 
4.4. Generator of length four, case with singletons. In this subsection, we
assume ↑ ⊗ ↑ ∈ K , so we can assume p is of the form
(15)
p = a1 +a2 + b1 + b2 + b3 + b4 +d1 +d2 .
We do not include and rotations of in the linear combination since those
are generated by ↑ ⊗ ↑.
Proposition 4.6. Consider δ ∈ C \ {0, 2}. Let p be of the form (15). Suppose
K := 〈↑ ⊗ ↑, p〉δ is non-easy and 6∈ K . Then p is rotationally symmetric.
Proof. Assume
0 6= (R − 1)p =: p˜ =
b˜1 + b˜2 + b˜3 − (b˜1 + b˜2 + b˜3) + d( − ).
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We will prove that 〈p˜, ↑ ⊗ ↑〉δ = 〈 , 〉δ (which contains all partitions on
four points except for ). This already implies that 〈p, ↑ ⊗ ↑〉δ either equals to
〈 , 〉δ or to 〈 , , 〉δ, so it is easy.
After one iteration of AddTensor on 〈↑⊗ ↑, p˜〉δ, we see that ∈ 〈↑⊗ ↑, p˜〉δ
assuming δ 6= 2. Hence, we can set d = 0 and repeat the algorithm for 〈p˜, 〉δ.
After one iteration of AddTensor, we generate assuming δ 6= 0. 
4.4.1. Assuming 6∈ K . Take
(16) p = a1 +a2 + b( + + + )+d( + ).
Running one iteration of AddTensor on 〈↑ ⊗ ↑, p〉δ, we compute a1 = −bδ, a2 =
−b− dδ. Further iterations of AddTensor suggest that this category indeed does
not contain and is indeed non-easy for any b, d ∈ C.
This is, however, not true. Recall that our algorithm is able to determine some
elements of a given length l ≤ l0 in the category, but it may not be able to find all of
them because of choosing too low length bound l0. Consequently, it might happen
that some category looks non-easy although it is actually easy. This is precisely the
case. (It cannot happen the other way around. All the elements, we are able to
generate are obviously in the category, so if the algorithm says the category is easy,
then it is true.)
Note that 6∈ K implies 6∈ K (since ↑ ⊗ ↑ ∈ K ). It can be proven
(see [GW19, Proposition 5.13]) that ∈ K = 〈↑ ⊗ ↑, p〉δ if and only if ∈
K˜ := 〈↑, p〉δ. Running our algorithm for K˜ , we see that 6∈ K˜ only if b = −dδ
or b = −2d. The second possibility can be excluded by some further computations.
Nevertheless, the first possibility, i.e. the category of the form 〈↑ ⊗ ↑, p〉δ, where
(17) p = δ2 − δ( + + + ) + + .
was studied in [GW19] (see [GW19, Example 1.2]), interpreted within quantum
groups and hence proven to be non-easy.
4.4.2. Assuming ∈ K . In this case, we are interested in categories of the
form K := 〈 , p〉δ, where
p = a1 + a2 + b( + + + ).
Using our algorithm, it can be again proven that non-easiness implies a1 = −bδ.
From the considerations mentioned in the previous case, it follows that in case
6∈ K , we have only one possibility, namely the category 〈 , p〉δ, where p
is given by (17).
For the case ∈ K , we study categories of the form 〈 , , p〉. Here,
the categories coincide for all possible p’s satisfying the above mentioned condition.
Finally, let us mention that we can, in addition, construct the non-easy categories
of the form 〈↑, p〉. Again, see [GW19, Example 1.2] for interpretation of these results.
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Proposition 4.7. The following categories are all mutually distinct and non-easy
〈p, ↑ ⊗ ↑〉δ(18)
〈p, 〉δ 〈p, , 〉δ(19)
〈p, ↑〉δ 〈p, ↑, 〉δ,(20)
where p is given by Eq. (17). Assuming δ 6= 0, 2, those on lines (18), (19) are the only
non-easy categories containing ↑ ⊗ ↑ generated by a single element of Partδ(0, 4).
5. Concluding remarks on the use of our algorithm
Let us highlight the contribution of the presented computations to the research
in compact quantum groups and suggest some directions for further research.
As was already mentioned in many places in Section 4, we were able to find several
new examples of partition categories and we were able to interpret most of them
within the theory of compact quantum groups in a separate article [GW19]. Some
of the categories that are left over, namely those of Eq. (14) are interpreted in the
following section on anticommutative twists.
As for the size of the considered partitions, the computations presented in Section
4 are almost at the limit of what can be achieved using our naive algorithm. Due
to exponentially increasing requierements for memory and time, we cannot increase
the value of the length bound l0 too much. In Section 4.4.1, we have seen that even
if we choose the length bound to be twice the size of our generator, it may happen
that a category is incorrectly determined as non-easy. Nonetheless, we believe that
computer algebra might still be useful for seeking new categories of partitions if we
make some further assumptions on our categories.
Note for example that all the interesting categories we constructed here are gener-
ated by a rotationally-symmetric linear combination of partitions. When looking for
other examples of non-easy categories, it may be convenient to focus on rotationally-
symmetric generators.
Secondly, we believe that computer algebra might be useful to attack some con-
crete hypotheses such as the following. (See [BBCC13, Ban18].)
(1) Is there a quantum group G such that SN ( G ( S+N? Equivalently, is there
a category K such that PartN ) K ) NCPartN?
(2) Is there a quantum group G such that O∗N ( G ( O
+
N? Equivalently, is there
a category K such that 〈 〉N ) K ) NCPairN?
6. Anticommutative twists
As already mentioned, we will finish this article by interpreting some of the new
non-easy partition categories discovered in Section 4. Namely we will show that the
quantum groups associated to the categories from Eq. (14) are some anticommu-
tative twists of the orthogonal group ON . To keep this section short, we will not
recall the basics of the theory of compact quantum groups and Hopf algebras. We
refer the reader to the monographs [Tim08, NT13].
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6.1. 2-cocycle deformations. We recall a construction from [Doi93, Sch96, BY14].
Let A be a Hopf ∗-algebra. We use the Sweedler notation ∆(x) = x(1) ⊗ x(2).
A unitary 2-cocycle on A is a convolution invertible linear map σ : A ⊗ A → C
satisfying
σ(x(1), y(1))σ(x(2)y(2), z) = σ(y(1), z(1))σ(x, y(2)z(2)),
σ−1(x, y) = σ(S(x)∗, S(y)∗),
and σ(x, 1) = σ(1, x) = ε(x) for x, y, z ∈ A, where σ−1 denotes the convolution
inverse of σ.
Let G be a compact quantum group and σ a 2-cocycle on the associated Hopf
∗-algebra PolG. Then we can define its deformation Gσ, where PolGσ coincides
with PolG as a coalgebra and the ∗-algebra structure is defined as follows
xˆyˆ = σ(x(1), y(1))σ
−1(x(3), y(3))x̂(2)y(2),(21)
xˆ∗ = σ(S(x(5))
∗, x∗(4))σ
−1(x∗(2), S(x(1))
∗)x̂∗(3),(22)
where xˆ denotes x ∈ PolG viewed as an element of PolGσ.
It holds that the quantum groups G and Gσ have monoidally equivalent represen-
tation categories.
Consider compact quantum groups H ⊆ G, so there is a surjection q : PolG →
PolH . A 2-cocycle σ on H then induces a 2-cocycle σq := σ◦ (q⊗q) on G. We often
construct 2-cocycles on quantum groups induced by bicharacters on dual discrete
quantum subgroups Γˆ ⊆ G.
Let Γ be a group. A unitary bicharacter on Γ is a map ϕ : Γ × Γ → T (here T
denotes the complex unit circle) satisfying
ϕ(xy, z) = ϕ(x, z)ϕ(y, z), ϕ(x, yz) = ϕ(x, y)ϕ(x, z).
In particular, we have ϕ(x, e) = ϕ(e, x) = 1. It is easy to see that any unitary
bicharacter ϕ on a discrete group Γ extends to a unitary 2-cocycle on CΓ = Pol Γˆ.
6.2. Anticommutative twists. We now make a special choice for σ. Consider any
σ ∈ MN({±1}). One can easily check that the map (ti, tj) 7→ σij , where t1, . . . , tN
are generators of ZN2 , uniquely extends to a bicharacter on Z
N
2 . This induces a
2-cocycle on any compact quantum group G containing ZˆN2 as a quantum subgroup.
So, suppose G is a compact matrix quantum group with fundamental representa-
tion u ∈ MN (PolG) and q : PolG → CZN2 maps uij 7→ tiδij . Let us, for simplicity,
restrict to the case G ⊆ O+N .
For a multi-index i = (i1, . . . , ik), denote σi :=
∏
1≤m<n≤k σimin.
Lemma 6.1. Suppose, u¯ = u, i.e. u∗ij = uij. Then
uˆ∗ij = σiiσjj uˆij,(23)
uˆi1j1 · · · uˆikjk = σiσj ̂(ui1j1 · · ·uikjk).(24)
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Proof. Both formulas are obtained simply by using the defining formulas (21), (22).
For the second one, we need to apply induction on k. 
Proposition 6.2. Suppose G ⊆ O+N . Then Gσ ⊆ O+(F ) ⊆ U+(F ) ∩ U+N with
Fij = δijσii.
Proof. All the relations are checked using Lemma 6.1. The relation ¯ˆu = F−1uF
is just a matrix version of Eq. (23). Checking the unitarity of uˆ and ¯ˆu is also
straightforward. As an example, let us check the relation uˆuˆ∗ = 1CN :∑
k
uˆikuˆ
∗
jk =
∑
k
σjjσkkuˆikuˆjk =
∑
k
σijσjjûikujk = δij . 
Proposition 6.3. Consider G = (C(G), u) ⊆ O+N . Then
Mor(uˆ⊗k, uˆ⊗l) = {T σ | T ∈ Mor(u⊗k, u⊗l)}
with T σij = Tijσiσj.
Proof. If T ∈ Mor(u⊗k, u⊗l), it means that Tu⊗k = u⊗lT , which is certainly equiva-
lent to T û⊗k = û⊗lT . We can rewrite this in matrix entries as∑
m
Tim ̂(um1j1 · · ·umkjk) =
∑
n
̂(ui1n1 · · ·uilnl)Tnj.
Now, applying Lemma 6.1, we can rewrite this as∑
m
Tim
σmσj
uˆm1j1 · · · uˆmkjk =
∑
n
Tnj
σiσn
uˆi1n1 · · · uˆilnl.
Finally, using the fact that σi, σj = ±1, we can see that this is equivalent to T σuˆ⊗k =
uˆ⊗lT σ. 
In connection with partition categories, we can interpret this result as follows.
Consider G := HN the hyperoctahedral group, which corresponds to the category
EvenPartN = 〈 , 〉N spanned by partitions with blocks of even length. It is the
smallest partition quantum group having ZˆN2 as a quantum subgroup. The matrix σ
then defines an alternative functor T σ : EvenPartN →Mat mapping p 7→ T σp with
[T σp ]ij = [Tp]ijσiσj = δp(j, i)σiσj.
Lemma 6.4. The map T σ : EvenPartN → Mat is indeed a monoidal unitary
functor.
Proof. Checking that T σ behaves well with respect to composition and involution is
straightforward using the fact that p 7→ Tp is a monoidal unitary functor. Let us do
it for composition.
[T σq T
σ
p ]ac =
∑
b
[T σq ]ab[T
σ
p ]bc =
∑
b
[T σq ]ab[T
σ
p ]bcσaσbσbσc
= σaσc
∑
b
[T σq ]ab[T
σ
p ]bc = [Tqp]acσaσc = [T
σ
qp]ac
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The tensor product is a bit more complicated. We need to check that
σacσbdδp⊗q(ac,bd) = σaσbσcσdδp(a,b)δq(c,d)
for any two partitions p ∈ P(k, l), q ∈ P(m,n) with blocks of even length. We
know that p 7→ Tp is a monoidal functor, so δp⊗q(ac,bd) = δp(a,b)δq(c,d). Take
any a,b, c,d such that δp⊗q(ac,bd) = 1. We need to show that σacσbd = σaσbσcσd.
Equivalently, we need to show that
k∏
i=1
l∏
j=1
m∏
s=1
n∏
t=1
σaicsσbjdt = 1.
Recall that we assume that all blocks of p and q have even size. Consequently, one
can check that for every block V of p and every blockW of q there is an even amount
of terms σaics or σbjdt of the product such with i ∈ V and s ∈ W resp. j ∈ V and
t ∈ W . Since we assume δp⊗q(ac,bd) = 1, the multiindices ab and cd are constant
on the blocks. As a consequence, the product of those terms always equals one. 
Corollary 6.5. Let G be a quantum group group with HN ⊆ G ⊆ O+N corresponding
to some linear category of partitions K . Then the representation category of Gσ is
described by the same partition category K if one uses the functor T σ instead of T .
That is,
Mor(uˆ⊗k, uˆ⊗l) = {T σp | p ∈ K (k, l)}
Proof. Follows directly from Proposition 6.3 and the definition of T σp . 
Proposition 6.6. For any p ∈ EvenPartN ∩ NCPartN , we have T σp = Tp. In
particular, twisting by σ leads to a new quantum group only for categories with
crossings.
Proof. It is enough to prove the statement for partitions. Then by linearity of T
and T σ, it must hold also for linear combinations.
So, let p be a non-crossing partition with blocks of even size. It is known that
non-crossing partitions are always of the form of some nested blocks. That is, up to
rotation, we have p = q⊗ b, where b is a partition consisting of a single block. Since
both T and T σ are monoidal functors, it is enough to check the statement for block
partitions. So, let b ∈ P(0, 2l) be a block partition on 2l points. Then indeed
[T σb ]i = δiσi = δiσ
2l
i1
= δi = [Tp]i. 
Crossing partitions correspond to some commutativity relations. The cocycle
twist corresponding to the matrix σ then puts some extra signs to the relations,
which may make them anticommutative. In particular, it may be interesting to
study the relation corresponding to the simple crossing , which then reads
(25) σikσjl uˆijuˆkl = σkiσlj uˆkluˆij.
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6.3. Examples.
Example 6.7. If we choose
σij =
{
−1 i < j
+1 i ≥ j,
we get q-commutativity for q = −1.
Indeed, substituting into Eq. (25), we get exactly the defining relation for O−1N
uijuik = −uikuij, ujiuki = −ukiuji for i 6= j,
uijukl = ukluij for i 6= k, j 6= l.
The fact that O−1N is a cocycle twist of ON and hence possesses an equivalent
representation category was discovered already in [BBC07, Theorem 4.3].
Example 6.8. If we choose
σij =
{
σiσj i < j
+1 i ≥ j,
with
σi =
{
+1 i ≤ n
−1 i > n,
for some fixed n < N , we get some kind of graded commutativity. The commuta-
tivity relation (25) becomes
uijukl = σiσjσkσl ukluij.
6.4. Constructing a partition category isomorphism. In certain cases, it may
happen that given a compact matrix quantum group G with O+N ⊇ G ⊇ HN corre-
sponding to some partition category K , the deformation also satisfies O+N ⊇ Gσ ⊇
HN and hence is again described by a linear category of partitions K˜ using the
standard functor T .
This happens in the case of the (−1)-deformations. Indeed, taking σ as in Example
6.7 and O+N ⊇ G ⊇ HN , we have
O+N = O
+σ
N ⊇ Gσ ⊇ HσN = HN .
It is easy to check the following
(26) T σ = −T + 2T , T σ = T .
As a consequence, we have, for example, that O−1N is a quantum group determined by
the category PairN = 〈 〉N using the functor T σ or, equivalently, by the category
〈 − 2 〉N , which is (as we already showed in Proposition 4.5) isomorphic to the
former one. In general, we have the following.
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Proposition 6.9. For any δ ∈ C, there is an isomorphism of monoidal ∗-categories
ϕ : EvenPartδ → EvenPartδ mapping
7→ − + 2 , 7→ .
Taking δ = N ∈ N, it holds that T σp = Tϕ(p) with σ as in Example 6.7.
Proof. First of all, one can see that if such a functor exists then it is uniquely
defined and actually does not depend on δ. Thanks to (26) it indeed holds that
T σp = Tϕ(p). Note also that such an isomorphism extends the isomorphism mentioned
in Proposition 4.5.
There are two ways to prove the existence and the functorial property. One way
is to find an explicit formula for ϕ and then prove that is is a category isomorphism
using this formula. Such an approach was sketched in Proposition 4.5. Second
possibility is to notice that if the functor p 7→ Tp was injective, we could define ϕ
as the inverse of p 7→ Tp composed with p 7→ T σp . Then ϕ would be a monoidal
∗-category isomorphism automatically. We can get around the problem with non-
injectivity by similar means as in the proof of [GW19, Proposition 5.16]. 
So, for any O+N ⊇ G ⊇ HN corresponding to some category K , we have that Gσ
is a quantum group corresponding to the category K˜ = ϕ(K ). Nevertheless, in
most cases we actually have ϕ(K ) = K . The interesting examples are the following
ones.
Proposition 6.10. The following non-easy linear categories of partitions
〈 − 2 〉N , 〈 − 2 − 2 − 2 + 4 〉N
correspond to the quantum groups O−1N = O
σ
N and O
∗−1
N = O
∗σ
N , respectively, where
σ comes from Example 6.7. That is, those are (−1)-deformations of the quantum
groups ON and O
∗
N .
Proof. It follows from the fact that the categories are images of PairN = 〈 〉N ,
resp. 〈 〉N by the above defined isomorphism ϕ. 
Remark 6.11. One could obtain many examples of non-easy two-colored categrories
by reformulating these results to the unitary case and applying them to the half-
liberated two-colored categories recently obtained in [MW19a, MW19b, MW19c].
Now, consider σ as in Example 6.8. Here, we can see that
O+N ⊇ OσN ⊇ On × ON−n.
In particular, choosing n = N − 1, we have
O+N ⊇ OσN ⊇ On × Zˆ2 ≃ B′N .
Proposition 6.12. The non-easy category
K = 〈 − 2
N
( + ) +
4
N
)〉N .
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corresponds to the quantum group G = U∗(N,±)O
σ
NU(N,±), where σ is defined as in
Example 6.8 for n = N − 1 and U(N,±) is a unitary matrix defined as in [GW19,
Definition 4.5].
Proof. It is straightforward to check that Tp = U
∗
(N,±)T
σ U(N,±) for p = − 2N ( +
) + 4
N
). 
Recall that we already mentioned in Proposition 4.5 that this category is isomor-
phic to the category of pairings PairN = 〈 〉N .
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