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QUEUEING NETWORKS WITH FINITE NUMBER OF FLOWS 
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Yu.V. Malinkovsky1, N.N. Borodin2 
1F. Scorina Gomel State University 
2P.O. Sukhoi Gomel State Technical University 
 Рассматривается экспоненциальная сеть массового обслуживания с обычными положительными и так называемыми 
отрицательными заявками. Время пребывания заявок в узлах сети ограничено случайной величиной, условное распре-
деление которой при фиксированном числе заявок в узле является показательным. Заявки, обслуженные в узлах, и за-
явки, покидающие узлы из-за завершения времени пребывания, могут оставаться положительными, становиться отри-
цательными или покидать сеть в соответствии с разными матрицами маршрутизации.  
 
Ключевые слова: cеть, отрицательная заявка, ограниченное время пребывания. 
 
The exponential queueing network with the usual positive and so called negative customers is considered. The sojourn time of 
customers in the network nodes is limited by the random variable which conditional distribution is exponential when customer 
quality in node is fixed. The customers serviced in nodes and customers leaving the nodes when sojourn time is completed can 
stay positive, become negative or leave the network in accordance with different routing matrixes.  
 
Keywords: network, negative customer, limited sojourn time. 
  
 Введение 
 Сети массового обслуживания Джексона и 
Геленбе с ограничениями на время пребывания 
рассматривались в [1], [2]. В настоящей статье 
результаты работы [2] обобщаются на сети, в 
которых может быть несколько отрицательных 
потоков заявок, вычеркивающих несколько по-
ложительных заявок. 
 
1 Изолированный узел 
В систему массового обслуживания с един-
ственным экспоненциальным прибором с интен-
сивностью обслуживания   поступает 1T   не-
зависимых пуассоновских потоков заявок: поток 
обычных, требующих обслуживания положи-
тельных заявок с интенсивностью ,  и T  пото-
ков отрицательных заявок с интенсивностями 
1 , , .T    Поступающая отрицательная заявка l-го 
потока мгновенно уничтожает ровно l положи-
тельных заявок (при их наличии), и уничтожает 
все заявки в системе, если их число меньше l, 
1, .l T  После этого она мгновенно пропадает 
вместе с уничтоженными положительными заяв-
ками, не оказывая в дальнейшем никакого влия-
ния. Время пребывания положительной заявки в 
системе ограничено случайной величиной, ус-
ловное распределение которой (если в системе 
находится n  положительных заявок) показа-
тельное с параметром 
n
 . Другими словами, ус-
ловная вероятность того, что пребывание в сис-
теме каждой положительной заявки закончится в 
промежутке времени [ , )t t h , если в момент t  в 
системе находилось n  положительных заявок, 
равна ( )h o h
n
   при 0,h   а условная вероят-
ность завершения пребывания хотя бы одной из 
этих положительных заявок равна ( ).h o h   Ес-
ли положительная заявка поступает в пустую 
систему, то она сразу начинает обслуживаться 
(при этом с интенсивностью   покидает систе-
му, не закончив обслуживание). Для определен-
ности будем предполагать, что заявки обслужи-
ваются в порядке поступления в систему (дисци-
плина FCFS). 
Состоянием системы в момент времени t  
будем считать количество положительных заявок 
( )n t  в этот момент времени. Очевидно, ( )n t  – 
цепь Маркова с непрерывным временем и про-
странством состояний .Z  Ее стационарное рас-
пределение { ( ), 0,1, },p n n    если оно сущест-
вует, удовлетворяет системе уравнений равновесия 
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для так называемых вертикальных сечений графа 
переходов цепи: 
1
( ) ( ) ( 1)
( ) , 0,1, .
T T
s
l s l
p n p n
p n l n


 
      
        
 (1.1) 
Это однородное разностное уравнение по-
рядка T. Частное решение (1.1) ищем в виде 
( ) .np n z  Пподставляя его в (1.1), получим ха-
рактеристическое уравнение: 
1
1 1
( ) ( ) )
) ( ) 0.
T T
l
s
l s l
T s
l
s
s l
g z z z
z z
 
 
 
 
          
          
 
 
   (1.2) 
Докажем достаточность условия 
1
1T
s
s
s



  
   
        (1.3) 
для эргодичности процесса ( ).n t  Сначала ис-
пользуем теорему Декарта [3]. В (1.2) ровно одна 
перемена знака при переходе от ( )    к .  
Следовательно (1.2) имеет ровно один положи-
тельный корень. При этом (0) 0g     и, в 
силу (1.3), 
1
(1) ( ) 0.
T
s
s
g s  

         Поэто-
му этот корень 0 (0,1).z   Значит уравнение рав-
новесия (1.1) имеет решение 0( ) .np n z  С уче-
том нормировки 
0
( ) 1,
n
p n


  получаем: 
0 0( ) (1 ) , 0,1, .np n z z n         (1.4) 
Применим эргодическую теорему Фостера 
[4]. Для того чтобы неприводимая консерватив-
ная регулярная цепь Маркова с непрерывным 
временем была эргодична, необходимо и доста-
точно, чтобы система уравнений равновесия 
имела ненулевое решение такое, что  
0
( ) .
n
p n


   
При выполнении условия (1.3) уравнение (1.2) 
имеет корень 0 (0,1),z   причем (1.4) – частное 
решение системы уравнений равновесия (1.2). 
Ряд  
0 0
0 0
( ) (1 ) 1.n
n n
p n z z
 
 
     
Неприводимость и консервативность цепи ( )n t  
очевидны, а регулярность следует из того, что 
интенсивность выхода ( )q n  процесса ( )n t  из 
состояния n  ограничена [5]. Значит, условие 
(1.3) достаточно для эргодичности ( ),n t  а при 
его выполнении эргодическое распределение 
имеет форму (1.4). 
 
2 Сеть массового обслуживания 
Рассматривается сеть массового обслужи-
вания, состоящая из N однолинейных экспонен-
циальных узлов с интенсивностью обслуживания 
прибором i-го узла , 1, ,i i N   в которую извне 
поступает  1T N  независимых пуассоновских 
потоков заявок. При этом в i-й узел поступает 
поток обычных (положительных, требующих об-
служивание) заявок с параметром i  и T потоков 
отрицательных заявок с параметрами ,il  
( 1, , 1, )i N l T   соответственно. Отрицательные 
заявки не требуют обслуживания. Отрицательная 
заявка l-го потока при поступлении в i-й узел 
мгновенно уничтожает ровно l  положительных 
заявок (при их наличии) и уничтожает все заявки 
в системе, если их число меньше l, 1, ,i N  
1, .l T  После этого она мгновенно пропадает 
вместе с уничтоженными положительными заяв-
ками, не оказывая в дальнейшем никакого влия-
ния. Если отрицательная заявка поступает в узел, 
свободный от положительных заявок, то она во-
обще не оказывает влияния на сеть и мгновенно 
пропадает. Время пребывания положительной 
заявки в i-ом узле ограничено случайной вели-
чиной, условное распределение которой (если в 
узле находится in  положительных заявок) пока-
зательное с параметром .i
in
  Другими словами, 
условная вероятность того, что пребывание в i-ом 
узле каждой положительной заявки закончится в 
промежутке времени [ , ),t t h  если в момент t  в 
i-ом узле находилось in  положительных заявок, 
равна ( )i
i
h o h
n
   при 0,h   а условная вероят-
ность завершения пребывания хотя бы одной из 
этих положительных заявок равна ( ).ih o h   
Если положительная заявка поступает в пустой 
узел, то она сразу начинает обслуживаться (при 
этом с интенсивностью i  покидает узел, не за-
кончив обслуживание). Число мест для ожидания 
положительных заявок в узлах сети не ограниче-
но. Для определенности будем предполагать, что 
заявки обслуживаются в узлах в порядке поступ-
ления (дисциплина FCFS). Положительная заяв-
ка, обслуженная в i-ом узле, мгновенно и незави-
симо от других заявок переходит в j-й узел как 
положительная с вероятностью ijp  и как отрица-
тельная заявка l-го потока отрицательных заявок 
с вероятностью ijlp  и покидает сеть с вероятно-
стью 0 ( , 1, , 1, ).ip i j N l T   При этом 
0
1 1
1 ( 1, ).
N T
ij ijl i
j l
p p p i N 
 
         
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Положительная заявка, время пребывания кото-
рой в i-ом узле закончилось, мгновенно и незави-
симо от других заявок переходит в j-й узел как 
положительная с вероятностью ijr  и как отрица-
тельная заявка l-го потока отрицательных заявок 
с вероятностью ijlr  и покидает сеть с вероятно-
стью 0 ( , 1, , 1, ).ir i j N l T   При этом 
0
1 1
1 ( 1, ).
N T
ij ijl i
j l
r r r i N 
 
         
Состояние сети описывается случайным 
вектором 1 2( ) ( ( ), ( ), , ( )),Nn t n t n t n t   где ( )in t  – 
число положительных заявок в i-ом узле в мо-
мент времени t. В силу предпосылок относитель-
но входящих потоков и распределения длитель-
ностей обслуживания ( )n t  – многомерная цепь 
Маркова с непрерывным временем и простран-
ством состояний ,NX Z  где {0,1, }.Z    
Изолируем i-ый узел от сети, считая, что в 
него поступают пуассоновские потоки заявок с 
теми же интенсивностями, с которыми в этот 
узел поступают заявки соответствующих пото-
ков сети (которые не являются пуассоновскими). 
Ко всем обозначениям для изолированного узла 
добавим в качестве первого индекса индекс i, 
соответствующий номеру узла. Характеристиче-
ское уравнение (1.2) с подставленным в него 
корнем 0iz  принимает форму тождества 
0 0
1
( ) ) 0, 1, .
T T
l
i i i is i i
l s l
z z i N 
 
             (2.1) 
Согласно результатам раздела 1, при вы-
полнении условий эргодичности 
1
1, 1, ,ii T
i i is
s
i N
s



   
    
       (2.2) 
стационарное распределение изолированного 
узла имеет форму 
0 0( ) (1 ) , 0,1, .ini i i i ip n z z n     (2.3) 
Отсюда вероятность занятости прибора i-го 
узла в стационарном режиме равна 0.iz  Значит, 
интенсивности потоков положительных и отри-
цательных заявок в рассматриваемой сети удов-
летворяют следующей системе уравнений тра-
фика: 
0
1
( ), 1, ,
N
i i j j ji j ji
j
z p r i N  

          (2.4) 
0
1
( ),
1, , 1, .
N
il il j j jil j jil
j
z p r
i N l T
  

      
 
  (2.5) 
С помощью теоремы непрерывности неяв-
ной функции и теоремы Брауэра о неподвижной 
точке можно доказать, что существует строго 
положительное решение системы уравнений 
трафика (2.4), (2.5). 
Если стационарное распределение ( )p n  
существует, то оно удовлетворяет уравнениям 
глобального равновесия 
 
 
0
1 1
0
1
0 0 1
( ) ( )
( )
( )[
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N T
i i i il n
i l
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i i n
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i i i i i i
p n I
p n e I
p n e p r
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 
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
          
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       
 


 
 
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
     
        

   (2.6) 
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       

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 1 0
1
( ( ) ))
( )( ( )
ij jil jil jiT n
j j ji jiT
r r r I
p n e p p
  
 
 
    
     

  
 
  1 0( )) , .i Nj ji jiT nr r I n Z         
Здесь ie  – единичный вектор i-го направле-
ния, AI  – индикатор события A, равный единице, 
если событие A происходит, и нулю, если проис-
ходит противоположное событие. 
Покажем, что при выполнении условия эр-
годичности (2.2) вероятности, задаваемые фор-
мулой 
1
( ) ( ), ,
N
N
i i
i
p n p n n Z

      (2.7) 
где ( )i ip n  определены равенством (2.3), удовле-
творяют уравнениям глобального равновесия (2.6). 
Разобьем (2.6) на уравнения локального 
равновесия. Первое уравнение получается, если 
подставить { 0} { 0}1i in nI I    и прировнять слева и 
справа части, содержащие множитель { 0} ,inI   а 
второе уравнение получается, если прировнять 
части, не содержащие этот множитель. В резуль-
тате получим: 

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Разобьем (2.8) на более детальные уравне-
ния локального равновесия, приравнивая соот-
ветствующие слагаемые в суммах слева и справа: 
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Очевидно, всякое решение уравнений (2.9), 
(2.10) является решением уравнений глобального 
равновесия (2.6). 
Проверим (2.10). Разделив (2.10) на ( ),p n  
подставляя в полученное равенство (2.7) и ис-
пользуя характеристическое уравнение (2.1), 
уравнения трафика (2.4)–(2.5), получим: 
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т. е. (2.10) выполняется. 
Лемма 2.1. При выполнении уравнений тра-
фика (2.4)–(2.5) будет иметь место тождество: 
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Доказательство получается суммировани-
ем (2.5) по 1, ,l T  затем полученное уравнение 
вместе с (2.6) суммируются по 1, .i N  Так же 
учитываем, что 
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Проверим (2.9). Разделив (2.9) на ( ),p n  под-
ставляя в полученное равенство (2.7) и используя 
характеристическое уравнение (2.1), уравнения 
трафика (2.4)–(2.5), а также (2.11), получим: 
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т. е. (2.9) также выполняется. Теперь воспользу-
емся одним из вариантов эргодической теоремы 
Фостера [4], который гласит, что для эргодично-
сти неприводимой консервативной регулярной 
цепи Маркова с непрерывным временем доста-
точно существования нетривиального решения 
 ( ),p n n X   уравнений глобального равнове-
сия такого, что ряд ( )
n X
p n

   абсолютно сходится. 
При этом нормированное решение и будет эрго-
дическим распределением. Неприводимость и 
консервативность цепи ( )n t  очевидны. Посколь-
ку интенсивности выхода из состояний 
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то цепь регулярна. Мы показали, что (2.7) явля-
ется нетривиальным решением уравнений гло-
бального равновесия (2.6). При выполнении ус-
ловий эргодичности (2.2) ряд ( )
n X
p n

   сходится 
как произведение рядов, представляющих суммы 
геометрических прогрессий со знаменателями 
0 (0,1), 1, .iz i N   При этом найденное решение 
уравнений глобального равновесия удовлетворя-
ет условию нормировки, поскольку ему удовле-
творяют множители ( ).i ip n  Следовательно, оно 
и будет эргодическим распределением. Таким 
образом, имеет место следующая теорема. 
Теорема 2.2. При выполнении условий (2.2) 
цепь Маркова ( )n t  эргодична, а ее единственное 
стационарное распределение имеет форму про-
изведения (2.7) с множителями (2.3), где 
0 (0,1), 1,iz i N   – корни уравнений (2.1), а  , , 1, , 1,i il i N l T      – решение системы ура-
внений трафика (2.4)–(2.5). 
 
Заключение 
В настоящей работе исследовалась сеть 
массового обслуживания с однолинейными уз-
лами, в которую извне помимо обычных потоков 
положительных заявок поступает несколько по-
токов отрицательных заявок. Время пребывания 
положительных заявок в узлах ограничено слу-
чайной величиной. Обслуженные в узлах заявки 
и заявки, не дождавшиеся обслуживания из-за 
окончания времени пребывания, переходят в уз-
лы в соответствии с разными матрицами мар-
шрутизации. Возможность варьирования матри-
цами маршрутизации позволяет учитывать самые 
разнообразные практические ситуации и снижать 
необходимым образом нагрузку в узлах сети. 
Для таких сетей получены условия эргодичности 
и найдено стационарное распределение. 
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