In this paper, we model and forecast Australian domestic tourism demand. We use a regression framework to estimate important economic relationships for domestic tourism demand. We also identify the impact of world events such as the 2000 Sydney Olympics and the 2002 Bali bombings on Australian domestic tourism. To explore the time series nature of the data, we use innovation state space models to forecast the domestic tourism demand. Combining these two frameworks, we build innovation state space models with exogenous variables. These models are able to capture the time series dynamics in the data, as well as economic and other relationships. We show that these models outperform alternative approaches for short-term forecasting and also produce sensible long-term forecasts. The forecasts are compared with the official Australian government forecasts, which are found to be more optimistic than our forecasts. to forecast the domestic tourism demand. Combining these two frameworks, we build innovation state space models with exogenous variables. These models are able to capture the time series dynamics in the data, as well as economic and other relationships. We show that these models outperform alternative approaches for short-term forecasting and also produce sensible long-term forecasts. The forecasts are compared with the official Australian government forecasts, which are found to be more optimistic than our forecasts.
1 Introduction 2 main focus of Australian academic tourism research has been on international tourism (see, for example, Morris et al., 1995; Kulendran and King, 1997; Morley, 1998; McAleer, 2001, 2002; Kulendran and Witt, 2003) ; worldwide tourism research has had a similar focus (see Li et al. 2005 for a comprehensive survey).
Domestic tourism also plays a significant role in maintaining and improving tourism infrastructure, especially in regional Australia. An Australian tourist is much more likely than an international tourist to visit regional and remote areas of Australia that are not internationally promoted. Thus, Australian domestic tourism is an important topic that is in need of careful study and analysis.
To the best of our knowledge, the only forecasts available for the Australian domestic tourism market are those produced by the Tourism Forecasting Committee (TFC) and published by Tourism Research Australia (TRA). TRA is a business unit under the umbrella of Tourism Australia, which is an Australian federal government statutory authority. Tourism Australia was established after the initiatives of the Tourism White Paper (2003) which intended to strengthen the tourism industry.
Following the white paper, the TFC was also established as an independent body. The committee comprises experts from both the private and government sectors in the tourism and finance industry. Current members are: Tourism Australia, the short-term.
We develop three different statistical models for forecasting Australian domestic tourism. First, to help in understanding and capturing some of the economic relationships important to the domestic tourism market, we construct a regression model of tourism demand. This modelling framework identifies some useful economic relationships and significant events influencing the Australian domestic tourism market. However, as these models are static, they are unable to capture the dynamic properties of the data.
The second approach adopted is to use pure time series models to capture these dynamics. The models employed are single source of error (or innovation) state space models (see Aoki, 1987; Hannan and Deistler, 1988; Snyder, 1985; Ord et al., 1997; de Silva et al., 2006) . These have been extremely successful when applied to data from forecasting competitions (e.g., Hyndman et al., 2002; Makridakis et al., 1982; Makridakis and Hibon, 2000) , and have numerous advantages over the more common form multiple source of error structural time series (STSM) models (as outlined in Ord et al. 2005 ). However, they have never previously been applied to tourism data.
The third modelling approach we take is to include exogenous variables in the innovation state space models. These models combine the advantages of each of the above modelling frameworks. Hence, they capture the significant economic relationships and events identified in the regression models, and combine these with the time series properties of the innovation state space models. Although other formulations of state space models with exogenous variables exist (see Harvey, 1990) , this is the first time that the innovation state space formulation with exogenous variables has been published. A two-step estimation procedure is proposed. The estimated models produce accurate short term forecasts and sensible long term forecasts.
The data are introduced in Section 2. Section 3 describes the three models and compares them based on within-sample fits and out-of-sample forecast performance. The out-of-sample forecast evaluation also includes forecasts produced by the TFC. Section 4 presents and analyses the long-run forecasts from the three models and those from the TFC. We summarize our conclusions in Section 5.
Data
The Australian domestic tourism data were obtained from the National Visitor 3 Statistical models
Regression models
The proposed tourism demand function is: Olympic games (OLYMP t = 1 in the 4th quarter of 2000, which is the quarter following the games, and 0 otherwise), MAR t , JUN t and SEP t are seasonal dummy variables, and ε t is a random error term. The function f is assumed to be linear.
Full descriptions of the data, the data sources and projections of the regressors used for forecasting are provided in Appendix A.
We considered many other economic variables of interest including petrol prices, prices of competing goods (e.g., car sales), audio equipment and others. However, due to the small sample size and the lack of variation in many of these variables, they were found to be statistically insignificant. The small sample size also prevented us testing for non-linear relationships such as threshold effects for the variables of interest.
Visual inspection of the dependent variables (see Appendix B for plots of the per capita data) suggests that stationarity tests are required. Fuller, 1979, 1981) , the KPSS test (Kwiatkowski et al., 1992) 
where z t is a set of exogenous regressors which may contain a constant and a time trend. In the ADF and MZ a tests, the null hypothesis is that the series contains a unit root (i.e., H 0 : |ρ| = 1 versus H 1 : |ρ| < 1). The KPSS tests the null hypothesis 7 that the series does not contain a unit root (i.e., H 0 : |ρ| < 1 versus H 1 : ρ = 1).
Before applying these tests, each series was seasonally adjusted (see Figure 3 ) using an additive moving average method (e.g., Makridakis et al., 1998) . The test results presented in Table 1 indicate that none of the four series contains a unit root. Figure 3 where the seasonal variation has been removed).
Consequently, a deterministic trend and the growth rates of the explanatory variables are employed in the regression model; the growth rates are calculated as (100 × ∆ ln (Z)) for variable Z. We also include up to one lag of each regressor.
After eliminating variables found to be statistically insignificant at a 10% level of significance across all four equations, the general demand model employed is 1000 ln
where D t−1 is the lag of the growth rate of DEBT t ; P t−1 is the lag of the growth rate of DPI t ; Y t is the growth rate of GDP t ; and the remaining variables are as described in equation (1). The response variable was scaled up by 1000 to avoid very small estimated coefficients. Table 2 shows the demand equations estimated one at a time using ordinary least squares (OLS). In this setting, the OLS estimator is equivalent to the generalised least squares (GLS) estimator employed in a seemingly unrelated regression ( Also the RESET test results indicate that the model is appropriately specified.
We simplified the models by eliminating insignificant variables one at a time, selecting the coefficient with the highest p-value among all insignificant coefficients at the 5% level of significance. Then, because we expect that the errors across equations will be contemporaneously correlated and because not all equations include the same regressors, the system was estimated efficiently using the SUR estimation method (Zellner, 1963) . The estimation results are presented in Table 3 . The estimated coefficient for the exponential trend is negative and statistically significant in the "Holiday" and "Business" equations. Hence, these results show a significant long term decline in visitor nights per capita where travel is for holiday and business purposes.
The estimated coefficient of the lag of the growth of DEBT is positive and statistically significant in the "Holiday" and "Business" equations. This variable can be considered a proxy for consumer confidence. An increase in the growth rate of borrowing in the last quarter (i.e., a rapid growth in consumer confidence in the previous quarter), results in an increase in domestic travel for both "Holiday" and "Business" purposes.
The lag of the growth in the domestic travel price index, DPI, has mixed results across equations. In the "Holiday" equation, the coefficient of DPI is negative and statistically significant. This suggests that as prices for domestic travel grew faster (or declined more slowly) in the previous quarter, domestic holiday travel decreased. However, the coefficient in the "Business" equation is positive and statistically significant. This may suggest that domestic travel prices have been driven up by an increase in economic activity. An increase in economic activity should also result in an increase in domestic travel for business purposes, leading to the positive relationship between the lag of the growth rate of DPI and business travel.
The coefficient of GDP growth was found to be negative across all equations, but was only statistically significant in the "Holiday" equation . 
Exponential smoothing via innovation state space models
Exponential smoothing was proposed in the late 1950s (see the pioneering works of Brown 1959 , Holt 1957 and Winters 1960 and has motivated some of the most successful forecasting methods. Forecasts produced using exponential smoothing methods are weighted averages of past observations, with the weights decaying exponentially as the observations get older. In other words, the more recent the observation the higher the associated weight.
Recently, a statistical framework for these forecasting methods has been developed (Ord et al., 1997; Hyndman et al., 2002) . Innovation state space models encapsulate the notion of exponential smoothing in a state space framework, and allow maximum likelihood estimation, model selection and prediction intervals to be derived.
Exponential smoothing methods have been applied to tourism demand (see González and Moral, 1995; Turner and Witt, 2001; Cho, 2003; du Preez and Witt, 2003) through the framework of structural time series models (Harvey, 1990) which give approximately the same forecasts. Innovation state space models involve only a single source of error. The optimal forecasts from an innovation state space model are identical to those obtained using exponential smoothing methods ).
The modelling strategy followed in this paper is a restricted version of the Hyndman et al. (2002) methodology for innovation state space models, which is based on the taxonomy proposed by Pegels (1969) , extended by and advocated by Makridakis et al. (1998) . In this study, only additive models are considered. Given that all series have a pronounced seasonal component, the models considered are listed in Table 4 . All three models have additive errors and an additive seasonal component and may contain no trend, an additive trend or a damped trend. We refer to this class of models as "ETS" (for Error-Trend-Seasonal) models. The damped trend model was proposed by Gardner and McKenzie (1985) as a modification to Holt's linear model. This modification comes through the parameter φ which dampens the trend. When 0 < φ < 1, the forecasts produced by the model converge to l n + b n /(1 − φ) as h → ∞. Thus, the short-run forecasts are trended but the long-run forecasts are constant. 
l t denotes the level of the series at time t; b t denotes the slope at time t; s t denotes the seasonal component at time t; m is the number of seasons in a year;ŷ n+h is the h step ahead out of sample forecast value.
Treating this as a time series modelling exercise, the dependent variable considered is visitor nights instead of visitor nights per capita. The parameters are restricted to 0 < α < 1, 0 < β < α, 0 < γ < 1 and 0 < φ < 0.98. The damping parameter φ is restricted to a maximum of 0.98 to ensure that the damped model gives noticeably different forecasts from the additive trend model. Section 3.3 includes further discussion on the damped trend model.
The models are estimated by maximising the likelihood function using the R package "forecast" , and the Akaike Information Criterion (AIC) is employed as the model selection criterion. The Bayesian Information Criterion (BIC) was also considered but was found to be too restrictive. The selected models and estimated coefficients are presented in Table 5 . The model selected for the "Holiday", "Business" and "Other" series is the damped trend model, while a no-trend model is selected for VFR. The seasonal smoothing parameter, γ, is zero for all models, indicating a fixed and unchanging seasonal pattern. In this section, a combination of these two modelling strategies is proposed, giving ETS models with exogenous variables or "ETSX" models. These models are estimated via a two-step procedure. First, we identify the exogenous variables to be included in the model. These are the variables found to be statistically significant for each equation in the SUR estimation results, as presented in Table 3 . In the second step, the fully specified model is estimated by maximising the likelihood function.
The dependent variable employed is visitor nights per capita, i.e., y t is VN i t as defined in equation (1). Because the seasonal component in each of the time series models was deterministic, we model seasonality using seasonal dummies in the set of exogenous variables.
A damped trend model is used for all series. Including the exogenous variables in the observation equation, the ETSX model is
where z t is a vector of the exogenous variables not including the constant and the time trend. When 0 < φ < 1, the forecasts produced by model (5) converge to
Thus, the short-term forecasts produced by this model are largely affected by the final trend estimate b n . However, as we forecast further into the future, this effect diminishes (i.e., the trend is damped). This allows long-term forecasts to be largely driven by the forecasts of the exogenous variables. This type of model has important policy implications as long-term forecasts (in this case tourism demand) can reflect the beliefs/views of policy makers about the future of the exogenous variables.
The estimated models are presented in Table 6 . The smoothing parameters are restricted as in Section 3.2. The estimates of the coefficients of the exogenous variables seem to be consistent with the corresponding estimates in the regression framework of Section 3.1.
In-sample evaluation of the three models
We evaluate how well the three models fit the data by computing some in-sample accuracy measures. The accuracy measures employed are the root mean squared error (RMSE ), the mean error (ME ), the mean absolute error (MAE ) and the mean absolute percentage error (MAPE ) (see Makridakis et al. 1998 for Table 7 In-sample accuracy measures for the three models. definitions). The results are presented in Table 7 .
Regr
For each error measure, the first four rows summarize the error produced by each of the three models when fitted to the individual series. The final row labelled "Total" summarizes the aggregated errors produced by each model for the total of visitor nights. The mean error provides a measure of the bias in the fitted models, and the other three measures describe the accuracy of the models in fitting the data.
Let us concentrate on the MAPE results presented on the lower right corner of the table. The regression model provides the best fit for the "Holiday" and "Business"
series. For these cases the regression model included a deterministic trend. The fit of the ETSX models approached the fit of the regression models as the damping parameter φ approached one. For the "VFR" case, where no deterministic trend was included in the regression model, the fit of the ETSX model was best. In the case of the "Other " series the ETS model performed best. This is not surprising because this series is the most difficult to model via economic relationships as it contains travel for very diverse purposes.
Forecast evaluation of the three models and TFC
The in-sample evaluation of the models has shown that the models fit the data quite well. Although this is useful when modelling domestic tourism, it does not mean that the models can forecast well. In order to get some indication of the forecasting performance of the models, we also conduct an out-of-sample forecast performance evaluation.
Due to the short sample size available, the period September 2004 to June 2005 is selected as the "holdout" sample. Thus, the models are estimated using the first 26
observations (March 1998 to June 2004 and 1-4 step-ahead forecasts are produced.
The forecast error measures are presented in Table 8 . For each measure, the first four rows show the error produced by each model for each individual series. The "Total" row gives the forecast error produced by each model for the total 8 −383.7 −71.7 −286.1 VFR 1925 .9 1625 .4 1892 .0 2449 .9 −919.5 −422.4 −1067 .2 −1718 .9 Business 1787 .0 1081 .5 857.7 748.2 −363.4 −919.3 −612.6 −397.0 Other 535.4 468.5 536.0 1056 .3 −122.3 −173.6 −171.7 73.1 Total 3746.6 3696.0 3826.7 4233.5 −1219 .5 −1898 .9 −1923 .1 −2328 .9 Average 1232 .3 1202 .1 1261 .7 1627 Again, we will focus on the most popular forecast error measure, the MAPE, presented in the lower right corner of Table 8 . The three models developed in this study seem to be competitive in forecasting the individual series. Forecasting the total visitor nights, the ETSX models perform best producing the lowest MAPE of 4.20%.
There is only one instance where the TFC forecasts outperform any of the models. This is for the "Business" series where the TFC forecasts outperform the ETS model. The average improvement that can be achieved by tourism analysts in implementing our ideas is highlighted in the "Average" row. Here the TFC average MAPE is between 60 and 70% larger than that for any of our models. predicted to increase by 8.41% over the next ten years. This is a much greater total increase than predicted by any of the three statistical models. The regression and ETS models predict a total decline of 2.11% and 1.78% respectively. The ETSX models predict a small total growth of 0.61%. 
Conclusion
We have modelled Australian domestic tourism demand using three statistical models. The first approach used regression models. The estimated regression models have identified significant economic relationships for domestic tourism.
This analysis has also highlighted the impact of world events on Australian domestic tourism such as the increase in business travel immediately after the 2000
Sydney Olympic games, and the significant increase in visiting friends and relatives after the 2002 Bali bombings. In order to take advantage of the time series properties of the data, we also consider time series modelling and implement innovation state space models (for the first time in the tourism literature). We combine the properties of the regression and the innovation state space models by
proposing an innovation state space models with exogenous variables.
All three statistical models are shown to outperform the TFC published forecasts for short term demand of Australian domestic tourism. The long-term forecasts produced by the models indicate that the TFC long-term forecasts may be optimistic. In particular, the models suggest that TFC forecasts of the "Holiday"
and "Business" travel components of Australian domestic tourism have been optimistic. The statistical models show that Australian domestic tourism is on the decline.
The proposed statistical models are clearly of substantial benefit to policy makers.
In particular, we recommend the use of innovation state space models with exogenous variables (the ETSX models), which can capture time series dynamics as well as economic and other relationships, and which out-performed the other models based on both the MAE and MAPE error measures.
