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VARIATIONAL STRUCTURE AND TWO DIMENSIONAL JET
FLOWS FOR COMPRESSIBLE EULER SYSTEM WITH NON-ZERO
VORTICITY
WENHUI SHI, LAN TANG, AND CHUNJING XIE
Abstract. In this paper, we investigate the well-posedness theory of compressible jet
flows for two dimensional steady Euler system with non-zero vorticity. One of the key
observations is that the stream function formulation for two dimensional compressible
steady Euler system with non-zero vorticity enjoys a variational structure, so that the
jet problem can be reformulated as a domain variation problem. This allows us to
adapt the framework developed by Alt, Caffarelli and Friedman for the one-phase
free boundary problems to obtain the existence and uniqueness of smooth solutions
to the subsonic jet problem with non-zero vorticity. We also show that there is a
critical mass flux, such that as long as the incoming mass flux does not exceed the
critical value, the well-posedness theory holds true.
1. Introduction and main results
1.1. Background and motivation. One of the most important problems in fluid
dynamics is the study of flows through nozzles and the associated free boundary prob-
lems, such as shocks, jets and cavities [28, 10, 12]. Historically lots of works are done
in the irrotataional (zero vorticity) case. The problem of finding a steady irrotational
subsonic flows in a two dimensional infinitely long fixed nozzle was first posed by Bers
in [12]. For this problem, properties of smooth solutions were studied by Gilbarg [42]
via comparison principles, and the well-posedness theory was first established in [62]
when the flux of the flows is less than a critical number, cf. [63, 36, 46] for further
generalizations. Compared with the above nozzle problem, the jet problem, where the
flow is bounded partially by fixed nozzles and partially by free boundaries, is more
challenging. The early investigation of the jet problem relied on hodograph method
and complex analysis techniques, which mainly deal with two dimensional incompress-
ible jet flows with restrictive assumptions on the nozzles, cf. [13, 11, 43] and references
therein. A major breakthrough for the jet problem was made by Alt, Caffarelli and
Friedman in 1980’s: they developed a systematic regularity theory for free boundary
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problems which are equivalent to domain variation problems [1, 5, 39]. With the aid
of this general theory, they established the well-posedness for two dimensional and
three dimensional axisymmetric jet and cavity problems for steady irrotational incom-
pressible and compressible subsonic flows [4, 9]. Recently, the subsonic jet problem for
irrotational flows with different boundary conditions was investigated in [26] by the
method of Alt, Caffarelli, and Friedman. An important progress for the existence of
subsonic-sonic jet flows and jet flows in bounded domains has been made in [59, 58].
The vorticity plays an important role in understanding fluid dynamics not only
mathematically but also physically [54, 10]. For example, when the vorticity appears,
the steady water waves (free boundary of the incompressible flows) have many new
features comparing with the irrotational flows, see [57] and references therein. A major
motivation for us to study compressible jet flows with non-zero vorticity comes from
the investigation for the flow pattern with a transonic shock inside and a jet issued
from the nozzle [28]. In the past two decades significant progress has been made
on the stability of transonic shocks in a nozzle. It was proved in [65, 66] that the
transonic shock problem for isentropic irrotational flows in a finite nozzle is in general
ill-posed with the prescribed exit pressure. However, when the vorticity is not zero in
the downstream subsonic region, transonic shocks under the perturbation of the exit
pressure were shown to be stable, see [49, 23, 52, 61] in different settings. In order to
study the flow patterns with both transonic shock and jet, it should be necessary to
study the compressible jet flows with nonzero vorticity.
For rotational fluids (non-zero vorticity) the main difficulty in the study of the
steady subsonic flow is that the associated Euler system is a hyperbolic-elliptic coupled
system. However, for the nozzle problem in terms of the stream function the system can
be reduced to a single second order quasilinear elliptic equation with memory [64]. This
observation and a careful study for the associated quasilinear elliptic equation allow
to establish the well-posedness theory for subsonic flows with non-zero small vorticity
in an infinitely long fixed nozzle [64], see also [15, 31, 32, 19, 37, 34, 35, 22, 14] and
references therein for various generalizations.
There are only very few analytical results concerning the effect of vorticity on jet
flows. The well-posedness of the steady incompressible jet flows with small non-zero
vorticity was established by Friedman in [40]. In this work he crucially relied on
the fact that the steady incompressible Euler system can be reduced to a semilinear
elliptic equation for the stream function which has a variational structure, hence the jet
problem can be formulated as a domain variation problem, see [25] for recent progress
in this direction for incompressible jet flows. As far as the jet problems for compressible
flows with non-zero vorticity are concerned, to the authors’ knowledge, there are no
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rigorous analytical results available. A major obstacle is that it is unknown whether
such problem enjoys a variational structure. In this paper, we give an affirmative answer
to this question and prove the existence and uniqueness of the steady compressible jet
flows with non-zero vorticity.
1.2. Set-up and main results. Two-dimensional steady isentropic compressible ideal
flows are governed by the following Euler system
(1)
{∇ · (ρu) = 0,
ρu · ∇u +∇p = 0,
where u = (u1, u2) denotes the flow velocity, ρ is the density, and p = p(ρ) is the
pressure of the flow. Suppose that the flow is a polytropic gas, after nondimension-
alization, the equation of state can be written as p = ρ
γ
γ
, where the constant γ > 1
is called the adiabatic exponent. The local sound speed and the Mach number of the
flow are defined as
(2) c(ρ) =
√
p′(ρ) = ρ
γ−1
2 and M =
|u|
c(ρ)
,
respectively. The flow is called subsonic if M < 1, sonic if M = 1, and supersonic if
M > 1.
Consider a nozzle in R2 bounded by two solid boundaries. For simplicity we assume
that the nozzle is symmetric about x1-axis, but the results and the proofs in this paper
work for asymmetric nozzles as well. Let
(3) S0 := {(x1, 0) : x1 ∈ R} and S1 := {(x1, x2) : x1 = Θ(x2)}
be the symmetry axis and the upper solid boundary of the nozzle, respectively, where
Θ ∈ C1,α([1, H¯]) for some given H¯ > 1, and satisfies
(4) Θ(1) = 0 and lim
x2→H¯
Θ(x2) = −∞,
i.e. the mouth of the nozzle is at A := (0, 1) and the nozzle is asymptotically horizontal
with height H¯ at upstream x1 → −∞ (cf. Figure 1). The main goal of this paper is
to study the following jet problem.
Problem 1. Given the total flux Q and the Bernoulli function B = B(x2) of the flow
at upstream as x1 → −∞, find (ρ,u), the free boundary Γ and the outer pressure pe,
which we assume to be constant, such that
(1) The free boundary Γ joins the outlet of the nozzle as a continuous curve and
tends asymptotically horizontal at downstream as x1 →∞;
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(2) The solution (ρ,u) takes the incoming data at upstream, i.e.
(5)
|u|2
2
+
ργ−1
γ − 1 → B as x1 → −∞,
and
(6)
ˆ 1
0
ρu1(0, x2) dx2 = Q,
and satisfies the Euler system (1) in the flow region O bounded by S0, S1 and
Γ. Moreover, it satisfies
(7) p(ρ) = pe on Γ and u · n = 0 on S1 ∪ Γ,
where n is the unit normal along S1 ∪ Γ.
S0
S1
Γ
0
1
x2
Figure 1. The jet problem
The main results in this paper can be stated as follows.
Theorem 1. Given a nozzle which satisfies (3)–(4). Given Bernoulli function B ∈
C1,1([0, H¯]) and mass flux Q > 0 at the upstream. Suppose that B∗ = minx2∈[0,H¯] B(x2) >
0. There exists a κ∗ > 0 small depending on γ, B∗ and the nozzle, such that if
(8) B′(0) = B′(H¯) = 0 and ‖B′‖C0,1([0,H¯]) = κ ≤ κ∗,
then there exist Q∗ = κ1/4 and Qˆ > Q∗ depending on γ,B∗ and the nozzle, such that
(i) (Existence and properties of solutions) for any Q ∈ (Q∗, Qˆ), there is a solution
(ρ,u,Γ, pe) which solves the Problem 1. Furthermore, the following properties
hold:
(a) (Smooth fit) The free streamline Γ joins the outlet of the nozzle as a C1
curve.
(b) The flow is globally uniformly subsonic and has negative vertical velocity,
i.e.,
(9) sup
O
(|u|2 − c2(ρ)) < 0 and u2 < 0 in O.
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(c) (Upstream and downstream asymptotics) Let
¯
H be the asymptotic height
of the free boundary at downstream x1 → ∞. Then there exist positive
constants ρ¯ and
¯
ρ, which are the upstream and downstream density respec-
tively, and positive functions u¯ ∈ C0,1([0, H¯)),
¯
u ∈ C0,1([0,
¯
H)), which are
the upstream and downstream horizontal velocity respectively, such that
(10) ‖(ρ, u1, u2)(x1, ·)− (ρ¯, u¯(·), 0)‖C0,1([0,H¯)) → 0 as x1 → −∞
and
(11) ‖(ρ, u1, u2)(x1, ·)− (
¯
ρ,
¯
u(·), 0)‖C0,1([0,
¯
H)) → 0 as x1 →∞.
Moreover, ρ¯, u¯ are uniquely determined by the Bernoulli function B and
the flux Q; at downstream
¯
ρ = (γpe)
1/γ and the downstream asymptotics
¯
ρ,
¯
u,
¯
H are uniquely determined by B, Q and pe.
(ii) (Uniqueness) the Euler flow which satisfies all properties of part (i) is unique;
(iii) (Critical mass flux) Qc is the upper critical mass flux for the existence of sub-
sonic jet flow in the following sense: either
sup
O
(|u|2 − c2(ρ))→ 0 as Q→ Qc,
or there is no σ > 0 such that for all Q ∈ (Qc, Qc + σ), there are Euler flows
satisfying all properties in part (i) and
sup
Q∈(Qc,Qc+σ)
sup
O
(|u|2 − c2(ρ)) < 0.
A few remarks are in order.
Remark 1.1. Together with the analysis in [64], all results in this paper work for
general equation of states p = p(ρ) with p′(ρ) > 0 and p′′(ρ) > 0.
Remark 1.2. Similar arguments also work for two dimensional non-isentropic flows
and three dimensional axisymmetric flows [50]. Furthermore, the ideas developed in
this paper can also be used to deal with the cavitaty problem for fluid with non-zero
vorticity [51]. The jet flow with more general upstream data B and Q in the nozzles
whose boundaries are graphs of functions of x1 will be studied in [56].
Remark 1.3. The far field condition (5) prescribes the Bernoulli function (which is a
hyperbolic mode for the steady compressible Euler system) at the upstream. If, instead of
(5) and (6), the incoming density and horizontal velocity are prescribed at the upstream,
as that has been done for the nozzle flows in [35], we can also prove the existence of
compressible jet flows under suitable assumptions for the incoming velocity.
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Remark 1.4. The jet flows obtained in this paper can be regarded as a first step for
the study on the whole transonic flow pattern with a transonic shock inside a De Laval
nozzle and a subsonic jet issued from the nozzle.
Here we give the main ideas for the proof of Theorem 1. First, if the streamlines
have simple topological structure, one can reformulate the Euler system in terms of
the Bernoulli function and the vorticity (cf. Proposition 2.1). With this equivalent
reformulation, one can reduce the Euler system into a single second order quasilinear
equation for the stream function with a complicated memory term coming from the vor-
ticity. Moreover, the equation is elliptic if and only if the flow is subsonic (cf. Lemma
2.4). One of our key observations is that this quasilinear elliptic equation with a mem-
ory term also enjoys a variational structure as in the irrotational case (cf. Lemma 3.1).
As a consequence, we can formulate the subsonic jet problem with non-zero vorticity
as a domain variation problem, so that the framework developed by Alt, Caffarelli, and
Friedman can be adapted to prove the Lipschitz regularity of the free boundary. The
higher regularity is obtained with the aid of the regularity theory developed for the free
boundary problem to inhomogeneous elliptic equations by De Silva, Ferrari and Salsa
[29, 30]. To solve the jet problem, a crucial step is to show that the solution obtained
from the domain variation problem satisfies a monotonicity property, which guarantees
the equivalence of the Euler system and the domain variation formulation in terms of
the stream function. This is done via comparison principles inspired by the proof in
[9]. As long as one has existence and uniqueness of the solution for the jet problem
for sufficiently small incoming mass flux, the existence of the critical mass flux can be
established by the compactness arguments adapted from [64].
The rest of the paper is organized as follows. In Section 2, the stream function
formulations for both the Euler system and the jet problem are established. In Section
3, we give the variational formulation for the jet problem after domain and subsonic
truncations. Section 4 is devoted to the study for regularity of the truncated free
boundary problem. The monotonicity property of the solution is established in Section
5 , which is crucial for the equivalence of the stream function formulation and the
Euler system. In order to remove the domain truncations later, we also prove some
uniform estimates for the truncated problem in Section 5. In Section 6, the continuous
fit, smooth fit and the far field asymptotic behavior of the solution are established. In
Section 7 we remove the subsonic truncation and complete the proof for the existence
of solutions to the jet problem with the small flux. The uniqueness of the subsonic
jet problem is proved in Section 8. Finally, the existence of a critical mass flux is
established in Section 9.
In this paper, for convention the repeated indices mean the summation.
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2. Stream function formulation and subsonic truncation
In this section, we introduce the stream function formulation to reduce the Euler
system into a single second order quasilinear equation, which is elliptic in the subsonic
region and becomes singular elliptic at the sonic state. In order to deal with the possible
degeneracy of the equation near the sonic state, a subsonic truncation is introduced so
that the modified equation is always uniformly elliptic.
2.1. The equation for the stream function. First, motivated by the analysis in
[64], one has the following equivalent formulation for the compressible Euler system.
Proposition 2.1. Let Ω˜ ⊂ R2 be the domain bounded by two streamlines S0 and
S˜1 = {(x1, x2)|x1 = Θ˜(x2)},
where for some 0 < ˜
¯
H < ˜¯H <∞, it holds
lim
x2→ ˜¯H
Θ˜(x2) = −∞ and lim
x2→ ˜
¯
H
Θ˜(x2) =∞.
Suppose u satisfies the slip boundary condition u · n = 0 on ∂Ω˜, and
(12) u2 < 0 in Ω˜,
and the following asymptotic behavior
(13) u1, ρ, and ∂x2u2 are bounded, while u2, ∂x1u2, and ∂x2ρ→ 0, as x1 → −∞.
Then (ρ,u) satisfies the system (1) in Ω˜ if and only if (ρ,u) satisfies
(14)

∇ · (ρu) = 0,
u · ∇B(ρ,u) = 0,
u · ∇
(
ω
ρ
)
= 0,
where
B(ρ,u) :=
|u|2
2
+ h(ρ), ω := ∂x1u2 − ∂x2u1, and h(ρ) :=
ργ−1
γ − 1
are the Bernoulli function, the vorticity, and the enthalpy of the flow, respectively.
Proof. It is easy to see that smooth solutions of the Euler system (1) satisfy (14).
On the other hand, it follows from the first and the third equations in (14) that
∂x2(u1∂x1u1 + u2∂x2u1 + ∂x1h(ρ))− ∂x1(u1∂x1u2 + u2∂x2u2 + ∂x2h(ρ)) = 0.
Therefore, there exists a function Φ such that
∂x1Φ = u1∂x1u1 + u2∂x2u1 + ∂x1h(ρ), ∂x2Φ = u1∂x1u2 + u2∂x2u2 + ∂x2h(ρ).
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Thus the Bernoulli’s law (the second equation in (14)) is equivalent to
(15) (u1, u2) · ∇Φ = 0.
This implies that Φ is a constant along each streamline, in particular along S0 and S˜1.
Note that (13) implies ∂x2Φ→ 0 as x1 → −∞. Hence one has
(16) Φ→ C as x1 → −∞.
On the other hand, it follows from (12) that through each point in Ω˜, there is one and
only one streamline which satisfies
dx1
ds
= u1(x1(s), x2(s)),
dx2
ds
= u2(x1(s), x2(s)),
and can be defined globally in the nozzle. Furthermore, it follows from the continuity
equation (the first equation in (14)) that any streamline through some point in Ω˜
cannot touch the nozzle wall. Indeed, suppose not, then there exists a streamline
through (x01, x
0
2) in Ω˜ which passes through (Θ˜(x¯2), x¯2). Due to the continuity equation
and the slip boundary condition along each streamline, one has
0 =
ˆ Θ˜(x02)
x01
(ρu2)(s, x
0
2) ds.
This contradicts (12). Therefore, one can conclude from (16) that Φ ≡ C in the whole
domain Ω˜. This implies that ∂x1Φ = ∂x2Φ ≡ 0 in Ω˜, i.e.,
u1∂x1u1 + ux2∂x2u1 + ∂x1h(ρ) = 0 and u1∂x1u2 + u2∂x2u2 + ∂x2h(ρ) = 0.
hold globally in Ω˜. The above two equations together with the continuity equation are
exactly the original Euler system (1). 
It follows from the continuity equation that there is a stream function ψ satisfying
∇ψ = (−ρu2, ρu1).
The Bernoulli’s law shows that B(ρ,u) is conserved along each streamline. Hence the
Bernoulli function and the stream function are functional dependent. Therefore, there
exists a function B such that
h(ρ) +
|∇ψ|2
2ρ2
= B(ψ).(17)
In order to determine the exact form of B, we first study the flow density and velocity
at upstream where the relation between the stream function and Bernoulli function
can be determined easily.
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Let us digress for the study on the states with the given Bernoulli constant. For
the state with given Bernoulli constant s, the density ρ and speed q satisfy
h(ρ) +
q2
2
= s.
Therefore, the speed q satisfies
q = q(s, ρ) =
√
2(s− h(ρ)).
Let
(18) %c(s) =
{
2(γ − 1)
γ + 1
s
} 1
γ−1
, %∗(s) = {(γ − 1)s} 1γ−1 ,
be the critical density and maximum density respectively, and
(19) qc(s) =
2(γ − 1)
γ + 1
s and tc(s) =
{
2(γ − 1)
γ + 1
s
} γ+1
γ−1
be the critical speed and square of the critical momentum respectively for the states
with given Bernoulli constant s. A straightforward computation shows that for given
Bernoulli constant s, one has q(s, %c(s)) = qc(s) = c(%c(s)), where c is the sound speed
defined in (2). Furthermore, the flow is subsonic if and only if ρ > %c(s), or equivalently
q(s, ρ) < qc(s). Let
(20) B∗ := min
x2∈[0,H¯]
B(x2), B
∗ := max
x2∈[0,H¯]
B(x2).
Clearly, if B∗ −B∗ < γ−12 B∗, then %c(B∗) < %∗(B∗).
Proposition 2.2. Let B ∈ C1,1([0, H¯]) and Q > 0 be the incoming data at upstream
in the sense of (5) and (6). Suppose that the flow satisfies the upstream asymptotic
behavior (10). Suppose that B∗ > 0 and B satisfies (8) with κ := ‖B′‖C0,1([0,H¯]). There
exists κ¯ = κ¯(B∗, H¯, γ) > 0 sufficiently small, such that if κ < κ¯ and Q ∈ (Q∗, Q∗)
with Q∗ = κ1/4 and Q∗ = Q∗(B∗, H¯, γ) > Q∗, then the upstream state (ρ¯, u¯) in (10)
is uniquely determined by B and Q, and ρ¯ → %c(B∗) as Q → Q∗. Moreover, (ρ¯, u¯)
satisfies
(21) %c(B
∗) ≤ ρ¯ ≤ %∗(B∗)− C−1κ1/2
and
(22) u¯′(0) = u¯′(H¯) = 0, C−1κ1/4 ≤ u¯ ≤ C, ‖u¯′‖C0,1([0,H¯]) ≤ Cκ3/4
for some C = C(B∗, γ, H¯) > 0.
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Proof. Suppose that the flow satisfies asymptotic behavior (10), then one has
(23) u¯(x2) =
√
2(B(x2)− h(ρ¯)),
and
(24) Q =
ˆ H¯
0
ρ¯
√
2(B(x2)− h(ρ¯))dx2.
Note that ρ¯ 7→ Q(ρ¯) is strictly monotone decreasing in (%c(B∗), %∗(B∗)), as
d
dρ¯
Q(ρ¯) =
d
dρ¯
ˆ H¯
0
ρ¯
√
2(B(x2)− h(ρ¯))dx2 < 0 for ρ¯ ∈ (%c(B∗), %∗(B∗)).
Thus as long as Q ∈ (Q(%∗(B∗)), Q∗), where Q∗ := Q(%c(B∗)), there exists a unique
solution ρ¯ ∈ (%c(B∗), %∗(B∗)) to (24) and u¯ is uniquely determined through (23). Fur-
thermore, if Q→ Q∗, then ρ¯→ %c(B∗).
In order to obtain the desired lower bound for u¯ in terms of κ in (22), we will
select Q∗ ∈ [Q(%∗(B∗)), Q∗) depending on κ, such that for Q ∈ (Q∗, Q∗) the solution ρ
satisfies the upper bound in (21). In view of (23) the lower bound for u¯ in (22) then
follows. For that we observe
Q(%∗(B∗)) =
ˆ H¯
0
%∗(B∗)
√
2(B(x2)−B∗)dx2 ≤ H¯%∗(B∗)
√
2κH¯.
Thus Q(%∗(B∗)) ≤ κ1/4 provided κ ≤ 14(H¯3/2%∗(B∗))4 . Since
Q∗ =
ˆ H¯
0
%c(B
∗)
√
2(B(x2)− 2B
∗
γ + 1
)dx2 ≥ H¯%c(B∗)
√
2
γ − 1
γ + 1
B∗ − 2κH¯
≥ H¯%c(B∗)
√
γ − 1
γ + 1
B∗
provided κ ≤ (γ−1)B∗
2H¯(γ+1)
, then there exists κ˜ = κ˜(B∗, H¯, γ) > 0 such that Q∗ > κ1/4
for any κ ∈ [0, κ˜). Let Q∗ := κ1/4. We will prove the estimates (21) and (22) for
Q ∈ (Q∗, Q∗). By virtue of (24), one has
Q =
ˆ H¯
0
ρ¯
√
2(B(x2)− h(ρ¯))dx2
=
ˆ H¯
0
ρ¯
√
2(B(x2)−B∗ +B∗ − h(ρ¯))dx2
≤ ρ¯H¯
√
2(κH¯ + h(%∗(B∗))− h(ρ¯)).
Thus
κH¯ + h(%∗(B∗))− h(ρ¯) ≥ Q
2
2ρ¯2H¯2
≥ κ
1/2
2%∗(B∗)2H¯2
.
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Therefore, there exists a κ¯ = κ¯(B∗, γ, H¯) ∈ (0, κ˜], such that if 0 < κ ≤ κ¯, then
%∗(B∗)− ρ¯ ≥ C−1κ1/2
for some C = C(B∗, γ, H¯) > 0. Consequently, u¯ given in (23) satisfies
u¯ ≥
√
2(B∗ − h(ρ¯)) =
√
2(h(%∗(B∗))− h(ρ¯)) ≥ C−1κ1/4
for some constant C = C(B∗, γ, H¯). Furthermore, using
u¯′ =
B′
u¯
, u¯′′ =
B′′
u¯
− (B
′)2
u¯3
together with (8) and the lower bound for u¯, one obtains (22). 
With Proposition 2.2 at hand, one can express the Bernoulli function B in terms
of the stream function ψ. More precisely, let h(ψ, ρ¯) be the position of the streamline
at upstream where the stream function has the value ψ, i.e.
ψ = ρ¯
ˆ h(ψ,ρ¯)
0
u¯(s) ds.(25)
Then the Bernoulli function at the upstream can be written as
(26) B(z) := h(ρ¯) + u¯
2(h(z, ρ¯))
2
= B(h(z, ρ¯)), z ∈ [0, Q].
In view of (8) one can extend B to a C1,1 function in R by setting B(z) = B(Q) for
z > Q and B(z) = B(0) for z ≤ 0. Similarly, one can extend u¯ to be a C1,1 function in R
by setting u¯(x2) = u¯(H¯) for x2 > H¯ and then reflecting evenly about {x2 = 0}. Note
that such extension is consistent with the definition (26). Clearly, B(z) is bounded
from above and below, i.e.,
0 < B∗ ≤ B(z) ≤ B∗ <∞,(27)
where B∗ is defined in (20).
A straightforward computation gives
B′(z) = u¯
′(h(z, ρ¯))
ρ¯
and B′′(z) = u¯
′′(h(z, ρ¯))
u¯(h(z, ρ¯))ρ¯2
.(28)
Therefore, with the aid of (21) and (22), one has
(29) κ0 := ‖B′‖L∞([0,Q]) + ‖B′′‖L∞([0,Q]) ≤ Cκ3/4.
Lemma 2.3. Let ρ and ψ satisfy the Bernoulli’s law (17). Then ρ can be expressed as
a function of |∇ψ|2 and ψ,
(30) ρ =
1
g(|∇ψ|2, ψ) , if ρ ∈ (%c(B(ψ)), %
∗(B(ψ))),
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where %c and %
∗ are functions defined in (18), and g : R+×R→ R is a function which
is smooth in its first component and C2 in its second component.
Proof. Set
(31) F(%, z) := 2%2(B(z)− h(%)).
The straightforward computations give
∂%F(%, z) = 4%
(
B(z)− γ + 1
2(γ − 1)%
γ−1
)
.(32)
Now, it is easy to see that with %c and %
∗ defined in (18) one has
(a) % 7→ F(%, z) achieves its maximum at %c(B(z));
(b) F(%, z) ≥ 0 if and only if 0 ≤ % ≤ %∗(B(z));
(c) ∂%F(%, z) < 0 when ρc(z) < % ≤ %∗(B(z)),
Thus by the inverse function theorem, if t = F(%, z), then there exists a function g,
which is smooth in t and C2 in z, such that
(33) % =
1
g(t, z)
, % ∈ (ρc(B(z)), ρ∗(B(z))] for t ∈ [0, tc(B(z))),
where tc is defined in (19). This together with the Bernoulli’s law completes the proof
of the lemma. 
Lemma 2.4. Let (ρ,u) be a solution to the Euler system (14). Assume (ρ,u) satisfies
(5) and (6). Suppose that u2 < 0 in Ω˜ and the asymptotic behavior (10). Then the
stream function ψ solves
∇ · (g(|∇ψ|2, ψ)∇ψ) = B′(ψ)
g(|∇ψ|2, ψ) ,(34)
where g is defined in (30) and B is the Bernoulli function at upstream defined in (26).
The equation (34) is elliptic if and only if |∇ψ|2 < tc(B(ψ)) with tc defined in (19).
Proof. Let X(s;x) be the streamlines satisfying
dX
ds
= u(X(s;x)),
X(0;x) = x.
It follows from the third equation in (14) that ω/ρ is a constant along each streamline.
Hence ω/ρ can be determined by the associated data in the upstream as long as the
streamlines of the flows have simple topological structure, which is guaranteed by the
assumption u2 < 0. If x ∈ {ψ = z}, then
ω
ρ
(x) = lim
s→−∞
ω
ρ
(X(s;x)) = − u¯
′(h(z, ρ¯))
ρ¯
.
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Expressing the vorticity ω in terms of the stream function ψ and using (28) one has
−∇ ·
(∇ψ
ρ
)
= ω = −B′(ψ)ρ.
In view of (30) the above equation can be rewritten into (34).
The equation (34) can be written in the nondivergence form as follows
aij(∇ψ, ψ)∂ijψ + ∂zg(|∇ψ|2, ψ)|∇ψ|2 = B
′(ψ)
g(|∇ψ|2, ψ) ,
where the matrix
(aij) = g(|∇ψ|2, ψ)I2 + 2∂tg(|∇ψ|2, ψ)∇ψ ⊗∇ψ
is symmetric with the eigenvalues
β0 = g(|∇ψ|2, ψ) and β1 = g(|∇ψ|2, ψ) + 2∂tg(|∇ψ|2, ψ)|∇ψ|2.
It follows from (30) and (27) that if t ∈ (0, tc(B(z))) with tc defined in (19), then
1
%∗(B∗)
=: g∗ ≤ g(t, z) ≤ g∗ := 1
%c(B∗)
.(35)
Differentiating the identity t = F( 1
g(t,z)
, z) gives
(36) ∂tg(t, z) = − g
2(t, z)
∂%F( 1g(t,z) , z)
for 0 < t < tc(B(z)).
From this one has
(37) ∂tg(t, z) ≥ 0 and lim
t→tc(B(z))−
∂tg(t, z) = +∞.
Thus β0 has uniform upper and lower bounds depending only on γ and B∗, and β1 has
a uniform lower bound but blows up when |∇ψ|2 approaches tc(B(ψ)). Therefore, the
equation (34) is elliptic as long as |∇ψ|2 < tc(B(ψ)), and is singular when |∇ψ|2 =
tc(B(ψ)). This completes the proof of the lemma. 
2.2. Reformulation for the jet flows in terms of the stream function. Let
(38) Λ :=
√
2B(H¯)− 2h(ρe)ρe
be the constant momentum on the free boundary with ρe := (γpe)
1/γ, where pe is the
pressure on the free boundary determined in Problem 1. Assume (12) and (13) hold.
Then Problem 1 is equivalent to the following problem in terms of the stream function
ψ:
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Problem 2. One looks for a triple (ψ,Γψ,Λ) satisfying ∂x1ψ > 0 in {ψ < Q} and
(39)

∇ · (g(|∇ψ|2, ψ)∇ψ)− B′(ψ)
g(|∇ψ|2, ψ) = 0 in {ψ < Q},
ψ = 0 on S0,
ψ = Q on S1 ∪ Γψ,
|∇ψ| = Λ on Γψ,
where the free boundary Γψ := ∂{ψ < Q} \ S1. Furthermore, the free boundary Γψ and
the flow (ρ,u) = ( 1
g(|∇ψ|2,ψ) ,
∇⊥ψ
g(|∇ψ|2,ψ)) are expected to satisfy the following properties:
(1) Γψ is the graph for a C
1 function x1 = Υ(x2), x2 ∈ [
¯
H, 1] for some
¯
H ∈ (0, 1).
(2) the free boundary Γψ fits the given nozzle S1 at A = (0, 1) in a C
1 fashion, i.e.
Υ(1) = Θ(1) and Υ′(1) = Θ′(1);
(3) for x1 sufficiently large, the free boundary is also an x1-graph, i.e., it can be
written as x2 = f(x1) for some function f . Furthermore, at downstream x1 →
∞, one has
lim
x1→∞
f(x1) =
¯
H, lim
x1→∞
f ′(x1) = 0 and lim
x1→∞
(u, ρ) = (
¯
u, 0,
¯
ρ)
for the nonnegative constant
¯
ρ and function
¯
u =
¯
u(x2) determined by Λ, Q, and
B.
Remark 2.5. In fact, the condition (8) implies that the vorticity at the upstream of
the flow is small. Thus it follows from (29) that the right hand side of the equation in
(39) is small.
2.3. Subsonic truncation. One of the major difficulties to solve the equation (34)
is that (34) becomes degenerate as the flows approach the sonic state. As in [9] our
strategy here is to use a subsonic truncation so that after the truncation the equation
(34) is always elliptic.
Let $ : R→ [0, 1] be a smooth nonincreasing function such that
$(s) =
{
1 if s < −1,
0 if s > −1/2, and |$
′| ≤ 4.
For  ∈ (0, 1/4), let $(s) := $(s/). We define
(40) g(t, z) := g(t, z)$(t− tc(B(z))) + (1−$(t− tc(B(z))))g∗,
where tc(B(z)) is defined in (19) and g∗ is the upper bound for g in (35). The properties
of g are summarized in the following lemma.
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Lemma 2.6. Let g be the function given in Lemma 2.3 and let g be the subsonic
truncation of g defined in (40). Then the function g(t, z) is smooth in t and C
2 in z.
Furthermore, it satisfies the following properties:
(i) There exist C∗, C∗ > 0 depending on B∗ and γ such that for all t > 0,
C∗ ≤ g(t, z) ≤ C∗,(41)
0 < ∂tg(t, z) ≤ C∗−1,(42)
C∗ < g(t, z) + ∂tg(t, z)t ≤ C∗−1.(43)
(ii) If 0 < t < tc(B(z))− , then
∂zg(t, z) = ∂zg(t, z) = −2B
′(z)∂tg(t, z)
g(t, z)2
.(44)
(iii) There exist T ∗ and C > 0 depending only on B∗ and γ such that
|∂zg(t, z)| ≤ C∂tg(t, z)|B′(z)|, if 0 ≤ t ≤ T ∗,(45)
and
|∂zg(t, z)| = 0 if t > T ∗.(46)
Proof. It follows from Lemma 2.3 and the definition of $ that g is smooth with respect
to t and C2 with respect to z.
(i). Clearly, (41) follows directly from (35) and (40).
To show (42) we note that if 0 < t ≤ tc(B(z)) −  the equation (36) and that
∂%F(1g , z) ≤ −2(γ + 1)g−1 yield
0 < ∂tg(t, z) ≤ (2(γ + 1))−1g(t, z)3.
Then (42) follows from the definition for g(t, z) and (41). To show (43) a straightfor-
ward computation gives
g(t, z)+t∂tg(t, z) = g(t, z)+2∂tg(t, z)$(t−tc(B(z)))t+2(g(t, z)−g∗)$′(t−tc(B(z)))t
Since the second and the third terms are nonnegative, then the lower bound in (43)
follows from the lower bound for g in (41). Combining (41), (42) and the definition of
$ gives the upper bound in (43).
(ii). If t ∈ (0, tc(B(z))− ), it follows from the Bernoulli law (17) that
ρ2h(ρ) +
1
2
t = ρ2B(z).(47)
A differentiation of (47) with respect to t yields
1
2
=
∂tρ
ρ
(
2ρ2B(z)− 2ρ2h(ρ)− ρ3h′(ρ)) (47)= ∂tρ
ρ
(
t− ργ+1) .(48)
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Furthermore, if one differentiates (47) with respect to z and uses (28), then one gets
−ρ2B′(z) = ∂zρ
ρ
(
2ρ2B(z)− 2ρ2h(ρ)− ρ3h′(ρ)) = ∂zρ
ρ
(
t− ργ+1) .(49)
Combining (48) and (49) gives
∂zρ = −2ρ2∂tρB′(z).
This together with (30) completes the proof for (44).
(iii). A direct computation gives
∂zg(t, z) = ∂zg(t, z)$(t− tc(B(z))) + (g∗ − g)$′(t− tc(B(z)))t′c(B(z))B′(z).
Let T ∗ := supz≥0 tc(B(z)). It follows from the definition of tc(B(z)) in (19) and (27)
that if the incoming data is subsonic, then T ∗ depends only on γ and B∗. If t > T ∗,
then by the definition of $, ∂zg = 0. If 0 ≤ t ≤ T ∗, using (44) and the explicit
computation on t′c one obtains (45). 
3. Variational formulation for the free boundary problem
One of the key observations in this paper is that the equation (34) can be written
as an Euler-Lagrange equation for a Lagrangian functional, and the jet problem is
equivalent to a domain variation problem.
From now on, let Ω be the domain bounded by S0 and S1 ∪ ([0,∞) × {1}) .
Noticing that Ω is unbounded, we thus make a further approximation by considering
the problems in a series of truncated domains Ωµ,R := Ω ∩ {−µ < x1 < R}, where µ
and R are two large positive numbers. To define the energy functional, we set
G(t, z) :=
1
2
ˆ t
0
g(τ, z)dτ +
1
γ
(
g(0, z)
−γ − g(0, Q)−γ
)
(50)
and
(51) Φ(t, z) := −G(t, z) + 2∂tG(t, z)t.
Straightforward computations show that
∂tΦ(t, z) = ∂tg(t, z)t+
1
2
g(t, z),
is positive by the ellipticity condition (43). Since Φ(0, Q) = −G(0, Q) = 0, one has
Φ(t, Q) > 0 for t > 0.
Given ψ] ∈ C(∂Ωµ,R) with 0 ≤ ψ] ≤ Q, we consider the minimization problem
inf
ψ∈K
ψ]
J µ,R,Λ(ψ),(52)
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where
(53) Kψ] := {ψ ∈ H1(Ωµ,R) : ψ = ψ] on ∂Ωµ,R}
and
J µ,R,Λ(ψ) :=
ˆ
Ωµ,R
G(|∇ψ|2, ψ) + λ2χ{ψ<Q} dx, λ := λ(Λ) :=
√
Φ(Λ, Q)(54)
with Λ defined in (38).
The existence of minimizers for (52) is proved in Lemma 4.2 for a slightly more
general functional. Assuming the existence of minimizers, we now derive the Euler-
Lagrange equation for the variational problem (52) in {ψ < Q}:
Lemma 3.1. Assume that Ωµ,R ∩ {ψ < Q} is open. Let ψ be a minimizer of (52).
Then ψ is a weak solution to
∇ · (g(|∇ψ|2, ψ)∇ψ)− ∂zG(|∇ψ|2, ψ) = 0 in Ωµ,R ∩ {ψ < Q}.(55)
Furthermore, if |∇ψ|2 < tc(B(ψ))− , it holds that
∂zG(|∇ψ|2, ψ) = B
′(ψ)
g(|∇ψ|2, ψ) .
Proof. Let η be a smooth function compactly supported in Ωµ,R ∩ {ψ < Q}. Direct
computations give
d
dϑ
J µ,R(ψ + ϑη)
∣∣
ϑ=0
=
ˆ
Ωµ,R
2∂tG(|∇ψ|2, ψ)∇ψ · ∇η + ∂zG(|∇ψ|2, ψ)η dx.
By the definition of G in (50) minimizers of (52) satisfy the equation (55).
Next, by the definition of G in (50) one has
∂zG(t, z) =
1
2
ˆ t
0
∂zg(τ, z)dτ − g(0, z)−(γ+1)∂zg(0, z).
This together with (44) gives
∂zG(t, z) = B′(z)ρ(t, z)− B′(z)ρ(0, z)− g(0, z)−(γ+1)∂zg(0, z) in R,
where R := {(t, z) ∈ [0,∞)× [0, Q] : 0 ≤ t < tc(B(z))− }. It follows from (48) that
∂tρ(0, z) = −12ρ(0, z)−γ. Hence from (44) one has
∂zg(0, z) = −B′(z)ρ(0, z)−γ = −B′(z)g(0, z)γ.(56)
A substitution of (56) into the expression of ∂zG(t, z) gives
∂zG(t, z) = B′(z)ρ(t, z) = B
′(z)
g(t, z)
for (t, z) ∈ R.
This completes the proof for the lemma. 
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Next we show that local minimizers of (52) satisfy the free boundary condition in
the following domain variation sense.
Lemma 3.2. Let ψ be a local minimizer of the problem (52). Then
Φ(|∇ψ|2, ψ) = λ2 on Γψ
in the sense that
lim
s↘0
ˆ
∂{ψ<Q−s}
[
Φ(|∇ψ|2, ψ)− λ2
]
(η · ν) dH1 = 0 for any η ∈ C∞0 (Ωµ,R;R2),
where H1 is the one dimensional Hausdorff measure.
Remark 3.3 (Relation between λ and Λ). If the free boundary Γψ := ∂{ψ < Q}∩Ωµ,R
is smooth and ψ is smooth near Γψ, then it follows from the monotonicity of t 7→ Φ(t, z)
for each z and the definition of λ in (54) that
|∇ψ| = Λ on Γψ.
Moreover, there is a constant C > 0 depending only on B∗ and γ such that
λ2 ≥ CΛ2.
Indeed, by the definition of G and Φ in (50) and (51), respectively, one has
λ2 = Φ(Λ
2, Q) = −1
2
ˆ Λ2
0
g(τ,Q) dτ + g(Λ
2, Q)Λ2
(42)
≥ 1
2
g(Λ
2, Q)Λ2
(41)
≥ CΛ2.
Proof of Lemma 3.2. Let η ∈ C∞0 (Ωµ,R;R2) and τϑ(x) := x+ϑη(x). If |ϑ| is sufficiently
small, then τϑ is a diffeomorphism of Ωµ,R. Let ψϑ(y) := ψ(τ
−1
ϑ (y)). Since ψϑ ∈ Kψ]
and ψ is a minimizer, then
(57)
0 ≤J µ,R(ψϑ)− J µ,R(ψ)
=
ˆ
Ω
(
G(|∇ψ(∇τϑ)−1|2, ψ) + λ2χ{ψ<Q}
)
det(∇τϑ)
−
ˆ
Ω
(
G(|∇ψ|2, ψ) + λ2χ{ψ<Q}
)
= ϑ
ˆ
Ω
(
G(|∇ψ|2, ψ) + λ2χ{ψ<Q}
)∇ · η
− 2ϑ
ˆ
Ω
∂tG(|∇ψ|2, ψ)∇ψ∇η∇ψ + o(ϑ).
Dividing ϑ on both sides of (57) and passing to the limit ϑ→ 0 yieldˆ
Ω
(
G(|∇ψ|2, ψ) + λ2χ{ψ<Q}
)∇ · η − 2 ˆ
Ω
∂tG(|∇ψ|2, ψ)∇ψ∇η∇ψ = 0.(58)
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Note that (
G(|∇ψ|2, ψ) + λ2χ{ψ<Q}
)∇ · η
= ∇ · [(G(|∇ψ|2, ψ) + λ2χ{ψ<Q}) η]− 2∂tG∇ψD2ψη − ∂zG∇ψ · η
and
∇ψ∇η∇ψ +∇ψ∇2ψη = ∇(η · ∇ψ) · ∇ψ.
Using the divergence theorem for (58) we have
0 = lim
s↘0
ˆ
Ω∩{ψ<Q−s}
(
G(|∇ψ|2, ψ) + λ2χ{ψ<Q}
)∇ · η − 2∂tG(|∇ψ|2, ψ)∇ψ∇η∇ψ
= lim
s↘0
ˆ
∂{ψ<Q−s}
[
G(|∇ψ|2, ψ)− 2∂tG(|∇ψ|2, ψ)|∇ψ|2 + λ2
]
(η · ν)
+
ˆ
Ω∩{ψ<Q−s}
[
2∇ · (∂tG(|∇ψ|2, ψ)∇ψ)− ∂zG(|∇ψ|2, ψ)
]
(∇ψ · η)
= lim
s↘0
ˆ
∂{ψ<Q−s}
[−Φ(|∇ψ|2, ψ) + λ2] (η · ν),
where we have used the equation of ψ in (55) in the open set {ψ < Q} to get the last
equality. This finishes the proof of the lemma. 
4. The existence and regularity for the free boundary problem
In this section we study the existence and regularity of the minimizer, as well as
the regularity of the free boundary away from the nozzle.
4.1. Existence of minimizers. For the ease of notations in the sequel let
D := Ωµ,R, G(p, z) := G(|p|2, z), λ := λ, and J (ψ) := J µ,R,Λ(ψ).
Thus D is a bounded Lipschitz domain in R2 and is contained in the infinite strip
R × [0, H¯], G : R2 × R+ → R is smooth in p and C2 in z (with further properties
summarized in Proposition 4.1 below), and λ is a positive constant. The minimization
problem (52)–(60) can be rewritten as finding minimizers of
(59) J (ψ) :=
ˆ
D
G(∇ψ, ψ) + λ2χ{ψ<Q} dx,
over the admissible set
(60) Kψ] := {ψ ∈ H1(D) : ψ = ψ] on ∂D}.
Here ψ] is given and assumed to be continuous with 0 ≤ ψ] ≤ Q on ∂D.
Properties of G is summarized in the following proposition.
Proposition 4.1. Let G be defined in (50) . Then the following properties hold:
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(i) There exist two positive constants b∗ and b∗, where b∗ = b∗(γ,B∗) and b∗ =
b∗(γ,B∗, ), such that
b∗|p|2 ≤ pi∂piG(p, z) ≤ b−1∗ |p|2,(61)
b∗|ξ|2 ≤ ξi∂2pipjG(p, z)ξj ≤ b∗|ξ|2 for all ξ ∈ R2.(62)
(ii) One has
(63) ∂zG(p, z) = 0 in {(p, z) : p ∈ R2, z ∈ (−∞, 0] ∪ [Q,∞)}.
Furthermore, there exists a constant δ = C−1κ0, where κ0 is the constant in
(29) and C = C(γ,B∗) > 0, such that
|∂zG(p, z)| ≤ δ(Q− z)+,(64)
|−1∂zG(p, z)|+ |∂zpiG(p, z)|+ |∂zzG(p, z)| ≤ δ,(65)
G(0, Q) = 0, G(p, z) ≥ b∗|p|2 − δ(Q− z)2+.(66)
Proof. (i). In view of the definition of G in (50) a straightforward computation yields
pi∂piG(p, z) = g(|p|2, z)|p|2,
∂pipjG(p, z) = g(|p|2, z)δij + 2∂tg(|p|2, z)pipj.
Thus from (41) and (43) one immediately gets (61)–(62).
(ii). To show (63) we note that
∂zG(p, z) = 1
2
ˆ |p|2
0
∂zg(τ, z)dτ −
(
g−γ−1 ∂zg
)
(0, z)
(56)
=
1
2
ˆ |p|2
0
∂zg(τ, z)dτ +
B′(z)
g(0, z)
.
This, together with the estimate for |∂zg| in (44) and (45), yields that |∂zG(p, z)| ≤
C|B′(z)|. Since B′(z) = 0 for z ∈ (−∞, 0] ∪ [Q,∞), which follows from (26) and our
extension, then (63) holds true.
It follows from the explicit expression for ∂zG, (45), (46) as well as the bound for
B′ in (29) that
|∂zG(p, z)| ≤ Cκ0(g(|p|2, z)− g(0, z)) + Cκ0 ≤ Cκ0
where C = C(γ,B∗). The estimate for ∂zpiG follows from the relation |∂zpiG(p, z)pi| =
|∂zg|(|p|2, z)|p|2 and (45). Using the expression for ∂zG and (56) one has
∂zzG(p, z) = 1
2
ˆ |p|2
0
∂zzg(τ, z)dτ +
B′′(z)
g(0, z)
+ (B′(z))2g(0, z)γ−2.
It follows from (46) and (29) that |∂zzG(p, z)| ≤ Cκ0−1.
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In view of (50), one has G(0, Q) = 0. Thus as long as the estimates (65) and (63)
hold, one immediately has (64) and (66). This completes the proof of the proposition.

With Proposition 4.1 at hand, the existence of minimizers for the variational prob-
lem (52) follows from standard theory for calculus of variations.
Lemma 4.2. Assume G satisfies (61), (62) and (66). Then the minimization problem
(59) over the admissible set (60) has a minimizer.
Proof. First, in view of Proposition 4.1 it is not hard to find a function ψ˜ ∈ Kψ] with
J (ψ˜) <∞. Let {ψk} ⊂ Kψ] be a minimizing sequence. By (66) one has
b∗
ˆ
D
|∇ψk|2 ≤ J (ψk) + δQ2|D|.
Then it follows from the Poincare´ inequality that ψk − ψ] are bounded in L2(D).
Therefore, there exists a subsequence (not relabeled) satisfying
ψk → ψ in L2(D) ∩ L2(∂D), ψk → ψ a.e. in D, and ∇ψk ⇀ ∇ψ in L2(D).
Since G is convex with respect to p, using Fatou’s lemma one obtains
J (ψ) =
ˆ
D
G(∇ψ, ψ) + λ2χ{ψ<Q} dx
≤ lim inf
k→∞
ˆ
D
G(∇ψk, ψk) + λ2χ{ψk<Q} dx = lim inf
k→∞
J (ψk).
This means that ψ ∈ Kψ] is a minimizer. 
4.2. L∞ estimate and Ho¨lder regularity. The main goal of this subsection is to
establish the L∞ bounds and the Ho¨lder regularity for the local minimizers. Firstly,
one can show that the minimizers are supersolutions of the elliptic equation
(67) ∂i(∂piG(∇ψ, ψ))− ∂zG(∇ψ, ψ) = 0.
Lemma 4.3. Let ψ be a minimizer for (59). Then ψ satisfies
(68)
ˆ
D
∂piG(∇ψ, ψ)∂iζ + ∂zG(∇ψ, ψ)ζ ≥ 0, for all ζ ≥ 0, ζ ∈ C∞0 (D).
Proof. Since ψ is a minimizer, for any ϑ > 0,
0 ≤ ϑ−1 (J (ψ + ϑζ)− J (ψ)) ≤ ϑ−1
ˆ
D
G(∇ψ + ϑ∇ζ, ψ + ϑζ)− G(∇ψ, ψ)
=ϑ−1
ˆ
D
(G(∇ψ + ϑ∇ζ, ψ)− G(∇ψ, ψ))
+ ϑ−1
ˆ
D
(G(∇ψ + ϑ∇ζ, ψ + ϑζ)− G(∇ψ + ϑ∇ζ, ψ)) ,
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where the second inequality follows from the simple fact {ψ + ϑζ < Q} ⊂ {ψ < Q}.
Thus taking ϑ→ 0 yields (68). 
Next, one has the following L∞ estimate for the minimizer.
Lemma 4.4. If ψ is a minimizer for (59) over Kψ] defined in (60), then
0 ≤ ψ ≤ Q.
Proof. Set ψϑ := ψ+ϑmin{0, Q−ψ} for ϑ > 0. Since ψ] ≤ Q on ∂D, one has ψϑ = ψ]
on ∂D and thus ψϑ ∈ Kψ] . Since {ψϑ < Q} = {ψ < Q} and G is convex with respect
to p, it follows from the same argument as in Lemma 4.3 that
0 ≤ ϑ−1 (J (ψϑ)− J (ψ))
≤
ˆ
D
∂piG(∇ψϑ, ψ)∂i(min{0, Q− ψ}) + ϑ−1
ˆ
D
G(∇ψϑ, ψϑ)− G(∇ψϑ, ψ).
Letting ϑ→ 0, there holds:
0 ≤
ˆ
D∩{ψ>Q}
−∂piG(∇ψ, ψ)∂iψ + ∂zG(∇ψ, ψ)(Q− ψ)
(63)
=
ˆ
D∩{ψ>Q}
−∂piG(∇ψ, ψ)∂iψ
(61)
≤ −b∗
ˆ
D∩{ψ>Q}
|∇ψ|2.
This implies ψ ≤ Q.
The proof for the lower bound is similar. Set ψˇϑ := ψ− ϑmin{0, ψ} with ϑ > 0. It
is straightforward to check that for ϑ ∈ (0, 1), {ψˇϑ < Q} = {ψ < Q}. Thus
0 ≤ϑ−1 (J (ψˇϑ)− J (ψ))
≤
ˆ
D
−∂piG(∇ψˇϑ, ψ)∂i(min{0, ψ}) + ϑ−1
ˆ
D
G(∇ψˇϑ, ψˇϑ)− G(∇ψˇϑ, ψ).
Letting ϑ→ 0 givesˆ
D∩{ψ<0}
−∂piG(∇ψ, ψ)∂iψ − ∂zG(∇ψ, ψ)ψ ≥ 0.
It follows from (63) and (61) that the measure of the set {ψ < 0} is zero. Hence ψ ≥ 0.
This finishes the proof of the lemma. 
Now we are in position to prove the Ho¨lder regularity for the local minimizers. The
proof follows from standard Morrey type estimates.
Lemma 4.5. Let ψ be a minimizer for (59) over the admissible set Kψ]. Then ψ ∈
C0,αloc (D) for any α ∈ (0, 1). Moreover,
‖ψ‖C0,α(K) ≤ C(b∗, Q,K, δ, λ, α) for any K b D.
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Proof. Given any Br ⊂ D, let φ ∈ H1(Br) be the solution to
(69)
{
∂xi(∂piG(∇φ,Q)) = 0 in Br,
φ = ψ on ∂Br.
Such a solution can be obtained by minimizing the functional
´
Br
G(∇φ,Q)dx among
φ ∈ H1(Br) with φ = ψ on ∂Br. It follows from the regularity theory for elliptic
equations (cf. for example [45]) that
‖∇φ‖L2(Br1 ) ≤ C(b∗)‖∇φ‖L2(Br2 )
r1
r2
for any 0 < r1 < r2 < r.
Furthermore, applying the maximum principle one has 0 ≤ φ ≤ Q in Br.
Since ψ is a minimizer, one hasˆ
Br
G(∇ψ, ψ)− G(∇φ, φ) ≤ λ2
ˆ
Br
(χ{φ<Q} − χ{ψ<Q}).
It follows from (62) and (65) that
G(∇ψ, ψ)− G(∇φ, φ)
= (G(∇ψ, ψ)− G(∇ψ,Q)) + (G(∇ψ,Q)− G(∇φ,Q)) + (G(∇φ,Q)− G(∇φ, φ))
≥ −δ(Q− ψ) + ∂piG(∇φ,Q)∂i(ψ − φ) + b∗|∇ψ −∇φ|2 − δ(Q− φ).
Multiplying the equation in (69) with ψ − φ and integrating by parts we obtainˆ
Br
∂piG(∇φ,Q)∂i(ψ − φ) = 0.
Combining the above estimates together one has
b∗
ˆ
Br
|∇ψ −∇φ|2 ≤
ˆ
Br
δ(Q− φ) + δ(Q− ψ) + λ2(χ{φ<Q} − χ{ψ<Q}).
Since
´
Br
χ{φ<Q} ≤ |Br|, this together with the simple relation 1 − χ{ψ<Q} = χ{ψ=Q}
gives
b∗
ˆ
Br
|∇ψ −∇φ|2 ≤
ˆ
Br
2δQ+ λ2χ{ψ=Q} ≤ C(δ,Q, λ)r2.
The desired Ho¨lder regularity then follows from the standard Morrey type estimates
(cf. [41, the proof for Theorem 2.2 in Chap. III]). 
4.3. Lipschitz regularity and nondegeneracy. In this subsection we establish the
(optimal) Lipschitz regularity of the solution and the so-called nondegeneracy prop-
erty, which play an important role to get the measure theoretic properties of the free
boundary. We start with the following comparison principle for the associated elliptic
equation.
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Lemma 4.6. Let ψ ∈ H1(D) be a supersolution of the equation (67) in the sense of
(68) and φ ∈ H1(D) be a solution of (67) in the following sense
(70)
ˆ
D
∂piG(∇φ, φ)∂iζ + ∂zG(∇φ, φ)ζ = 0, for all ζ ∈ C∞0 (D).
Assume that φ ≤ ψ on ∂D. Then φ ≤ ψ in D as long as δ in Proposition 4.1 is
sufficiently small depending on b∗ and H¯.
Proof. Let η := (φ − ψ)+. Then η = 0 on ∂D. Substituting ζ = η in (68) and using
(70) one hasˆ
D
(∂piG(∇φ, φ)− ∂piG(∇ψ, ψ)) ∂iη +
ˆ
D
(∂zG(∇φ, φ)− ∂zG(∇ψ, ψ)) η ≤ 0.
The convexity of G in (62) and the triangle inequality yieldˆ
D
(∂piG(∇φ, φ)− ∂piG(∇ψ, ψ)) ∂iη ≥ b∗
ˆ
D
|∇η|2+
ˆ
D
(∂piG(∇ψ, φ)− ∂piG(∇ψ, ψ)) ∂iη,
where the last integral in the above inequality can be estimated from (65) asˆ
D
(∂piG(∇ψ, φ)− ∂piG(∇ψ, ψ)) ∂iη
=
ˆ
D
ˆ 1
0
∂zpiG(∇ψ, φ+ s(ψ − φ))∂iη ds (ψ − φ) ≥ −δ
ˆ
D
|∇η|η.
Similarly, using (65) and the triangle inequality one hasˆ
D
(∂zG(∇φ, φ)− ∂zG(∇ψ, ψ)) η ≥ −δ
ˆ
D
|∇η|η + |η|2.
Combining the above estimates together yields
b∗
ˆ
D
|∇η|2 ≤ 2δ
ˆ
D
(|η∇η|+ η2) .
Applying Cauchy-Schwarz and Poincare´ inequalities to η(x1, ·) for each x1 (notice that
η = 0 on ∂D and D ⊂ R× [0, H¯]), one has
b∗
ˆ
D
|∇η|2 ≤ δ
ˆ
D
|∇η|2 + CδH¯2
ˆ
D
|∇η|2,
where C > 0 is a universal constant. If δ is sufficiently small depending on b∗ and H¯,
then necessarily ∇η = 0 in D, which implies that η = 0 in D. This completes the proof
of the lemma. 
In the next two lemmas we show that a local minimizer ψ has the linear growth at
the free boundary. For notational convenience, from now on, denote
ψ∗ := Q− ψ and G˜(p, z) := G(−p, Q− z).(71)
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If ψ is a minimizer for (59), then ψ∗ satisfies
∂xi(∂piG˜(∇ψ∗, ψ∗))− ∂zG˜(∇ψ∗, ψ∗) ≥ 0 in D,(72)
and
∂xi(∂piG˜(∇ψ∗, ψ∗))− ∂zG˜(∇ψ∗, ψ∗) = 0 in {y ∈ D : ψ∗(y) > 0}.
Define ψ∗x¯,r,a(x) := aψ
∗(x¯+ rx)/r with a, r > 0. A straightforward computation shows
that ψ∗x¯,r,a is a solution to
(73) ∂xi(∂piG˜r,a(∇φ, φ))− ∂zG˜r,a(∇φ, φ) = 0,
where
G˜r,a(p, z) := a2G˜(a−1p, ra−1z).
The properties of G in Proposition 4.1 can be translated into the properties of G˜r,a
in an obvious fashion: G˜r,a satisfies (61) and (62) with the same constants b∗ and b∗,
supp(∂zG˜r,a) ⊂ R× [0, aQ/r), and
|∂zG˜r,a(p, z)| ≤ raδ|z|, |∂pizG˜r,a| ≤ rδ, |∂zzG˜r,a| ≤ r2δ.(74)
Therefore, solutions to the rescaled equation (73) enjoys the comparison principle as
well, provided δ is sufficiently small depending on a, r, b∗, and H¯.
Lemma 4.7. Let ψ be a local minimizer of (59). Let x¯ ∈ {ψ∗ > 0} satisfy dist(x¯,Γψ) ≤
min{1, 1
4
dist(x¯, ∂D)} where ψ∗ is defined in (71). Then if δ = δ(b∗) is sufficiently
small, there exists C = C(b∗) > 0 such that
ψ∗(x¯) ≤ Cλ dist(x¯,Γψ).
Proof. Let m0 := ψ
∗(x¯) > 0 and r := dist(x¯,Γψ) ∈ (0, 1). Let ψ∗x¯,r(x) := ψ∗(x¯+ rx)/r.
Then ψ∗x¯,r satisfies
G (∇ψ∗x¯,r, ψ∗x¯,r) ≥ 0 in Dx¯,r and G (∇ψ∗x¯,r, ψ∗x¯,r) = 0 in {ψ∗x¯,r > 0},
where Dx¯,r :=
{
x−x¯
r
∣∣∣x ∈ D} and
(75) G (p, z) := ∂xi(∂piG˜ (p, z))− ∂zG˜ (p, z) with G˜ (p, z) := G˜r,1(p, z).
By the scaling property, without loss of generality, we assume that r = 1 and x¯ = 0
after the translation of the coordinates. The aim is to show that there exists a constant
C depending only on b∗ such that m0 ≤ Cλ. The proof is divided into four steps.
Step 1. Construction of the barrier function. For any given y ∈ Γψ ∩ B1, let φ be
the solution of
(76)
{
G (∇φ, φ) = 0 in B2(y),
φ = ψ∗ on ∂B2(y).
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By the comparison principle (cf. Lemma 4.6), if δ = δ(b∗) is small enough one has
φ ≥ ψ∗ in B2(y). In particular, φ(0) ≥ ψ∗(0) = m0. The interior Ho¨lder estimate for
(76) yields that for some C0 = C0(b∗) > 0,
(77) φ(x) ≥ C0m0, for any x ∈ B1(y).
We claim that φ actually satisfies
(78) φ(x) ≥ 1
2
C0m0(2− |x− y|) for any x ∈ B2(y).
Indeed, by virtue of (77), it suffices to prove (78) in B2(y) \B1(y). Set
Φ0(x) := C
(
e−µ|x−y|
2 − e−4µ
)
.
One can choose Cµ > 0 such that φ ≥ Φ0 on ∂(B2(y) \ B1(y)). A straightforward
computation gives
G (∇Φ0,Φ0) =
∑
i,j
∂pipj G˜ (∇Φ0,Φ0)∂ijΦ0 + ∂pizG˜ (∇Φ0,Φ0)∂iΦ0 + ∂zG˜ (∇Φ0,Φ0)
≥
∑
i,j
∂pipj G˜ (∇Φ0,Φ0)
(
2µCµe
−µ|x−y|2(2µ(xi − yi)(xj − yj)− δij)
)
− δ(2µCµeµ|x−y|2)− ∂zG˜ (∇Φ0,Φ0).
It follows from (64) and (74) that
∂zG˜ (∇Φ0,Φ0) ≤ −δ|Φ0| ≤ −δCµe−µ|x−y|2 .
Therefore, if µ is chosen to be sufficiently large and δ is sufficiently small depending on
b∗, then G (∇Φ0,Φ0) ≥ 0 in B2(y) \B1(y). By the comparison principle (Lemma 4.6),
φ ≥ Φ0 in B2(y) \B1(y). This proves the claim (78).
Step 2. Gradient estimate. We claim if δ = δ(b∗) is sufficiently small, then
(79)
ˆ
B2(y)
|∇(φ− ψ∗)|2 ≤ C(b∗)
ˆ
B2(y)
λ2χ{ψ∗=0}.
Indeed, the minimality of ψ∗ yieldsˆ
B2(y)
G˜ (∇ψ∗, ψ∗)− G˜ (∇φ, φ) ≤ λ2
ˆ
B2(y)
χ{φ>0} − χ{ψ∗>0}.
Noting that φ > 0 in B2(y) and arguing similarly as in Lemma 4.5 one has
b∗
ˆ
B2(y)
|∇(φ− ψ∗)|2 ≤ 2δ
ˆ
B2(y)
(φ− ψ∗) +
ˆ
B2(y)
λ2χ{ψ∗=0}.(80)
By Ho¨lder and Poincare´ inequalities, the first term on the right-hand side of (80) can
be absorbed by the left-hand side of (80) when δ = δ(b∗) is sufficiently small. Thus
one has (79).
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Step 3. Poincare´ type estimate. We claim the following Poincare´ type estimate
(81) C0m0|S|1/2 ≤ C‖∇(φ− ψ∗)‖L2(B2(y)) with S := {x ∈ B2(y) : ψ∗(x) = 0}.
The proof is similar as [1, Lemma 3.2] or [5, Lemma 2.2]. For the completeness, we
provide the details here. For w ∈ B1(y), consider a transformation Aw from B2(y) to
itself which fixes ∂B2(y) and maps w to y, for instance, A −1w (x) =
2−|x−y|
2
(w − y) + x.
Set ψ∗w(x) := ψ
∗(A −1w (x)) and φw(x) := φ(A
−1
w (x)). Given a direction ξ ∈ S1, define
rξ := infRξ if
Rξ := {r : 1/4 ≤ r ≤ 2, ψ∗w(y + rξ) = 0} 6= ∅.
Hence
φw(y + rξξ) =
ˆ rξ
2
d
dr
(φw − ψ∗w)(y + rξ)dr ≤
ˆ 2
rξ
|∇(φw − ψ∗w)|dr
≤√2− rξ(ˆ 2
rξ
|∇(φw − ψ∗w)|2dr
)1/2
.
(82)
On the other hand, by (78), one has
φw(y + rξξ) ≥ 1
2
C0m0
(
2−
∣∣∣∣2− rξ2 (w − y) + rξξ
∣∣∣∣) ≥ 14C0m0(2− rξ).(83)
Combining (82) and (83) together gives
(C0m0)
2(2− rξ) ≤ 16
ˆ 2
rξ
|∇(φw − ψ∗w)|2dr.
An integration of ξ over S1 yields
(C0m0)
2
ˆ
B2(y)\B1/2(w)
χ{ψ∗=0} ≤ C
ˆ
B2(y)
|∇(φ− ψ∗)|2.
A further integration over w ∈ B1(y) yields
(C0m0)
2|S| ≤ C˜
ˆ
B2(y)
|∇(φ− ψ∗)|2.
This is the desired estimate (81).
Step 4. Conclusion. Combining (81) and (79) from Steps 2 and 3 gives
m0|S|1/2 ≤ Cλ|S|1/2
for some C = C(b∗). If |S| > 0, then m0 ≤ Cλ, which is the desired estimate.
Otherwise, ψ∗ = φ a.e. in B2(y). By the interior regularity theory for elliptic equations
([44]), ψ∗ and φ are continuous. Thus ψ∗ = φ pointwise in B2(y). This, however,
contradicts with the fact that y is a free boundary point. 
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The next lemma investigates the nondegeneracy of the free boundary, whose proof
is similar to that for Lemma 4.7 and is based on the minimality and suitable barrier
functions.
Lemma 4.8. Let ψ be a minimizer for (59) and let ψ∗ := Q−ψ. Assume that δ = δ(b∗)
is sufficiently small. Then for any p > 1 and any 0 < r < 1, there exists a constant
cr > 0 such that for any BR(x¯) ⊂ D with R ≤ 1, if
1
R
(
1
|BR(x¯)|
ˆ
BR(x¯)
|ψ∗|p
)1/p
≤ crλ,
then ψ∗ = 0 in BrR(x¯).
Proof. As in Lemma 4.7, we assume that x¯ = 0 and R = 1. By the L∞ estimate for the
subsolution of (72) (cf. [44, Theorem 8.17] with f = g = 0), one has for any r ∈ (0, 1),
Mr :=
1√
r
sup
B√r
ψ∗ ≤ C‖ψ∗‖Lp(B1) ≤ Ccrλ,
where C = C(p, b∗). Thus it suffices to show that if Mr/λ is sufficiently small, then
ψ∗ = 0 in Br. This is proved in three steps.
Step 1. Upper bound of the energy. We claim that for some C˜ = C˜(b∗) > 0,
(84)
ˆ
Br
G˜ (∇ψ∗, ψ∗) + λ2χ{ψ∗>0} ≤ C˜Mr
ˆ
∂Br
ψ∗,
where G˜ is defined in (75). The proof is based on the construction of a suitable energy
competitor. Let
Φ0(x) :=

√
rMr
e−µr
2−e−µ|x|2
e−µr2−e−µr for x ∈ B√r \Br,
0 for x ∈ Br.
Similar as the proof for Lemma 4.7, for µ = µ(b∗) sufficiently large and δ = δ(b∗) small,
there is C1 = C1(b∗) > 0 such that
(85) ∂xi(∂piG˜ (∇Φ0,Φ0)) ≤ −C1
√
rMre
−µ|x|2 in B√r \Br.
Let φ := min{ψ∗,Φ0}. Note that φ = ψ∗ on ∂B√r, φ ≡ 0 in Br, and {x ∈ B√r : φ(x) ≥
0} ⊂ {x ∈ B√r : ψ∗(x) ≥ 0}. Since ψ∗ is a local energy minimizer, one has
(86)
ˆ
Br
G˜ (∇ψ∗, ψ∗) + λ2χ{ψ∗>0} ≤
ˆ
B√r\Br
G˜ (∇φ, φ)− G˜ (∇ψ∗, ψ∗).
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By the convexity of p 7→ G˜ (p, z) one hasˆ
B√r\Br
G˜ (∇φ, φ)− G˜ (∇ψ∗, ψ∗)
≤
ˆ
B√r\Br
[
−∂piG˜ (∇φ, φ)∂i(ψ∗ − φ)− (ψ∗ − φ)
ˆ 1
0
∂zG˜ (∇ψ∗, φ+ s(ψ∗ − φ))ds
]
≤
ˆ
(B√r\Br)∩{ψ∗>Φ0}
[
−∂piG˜ (∇Φ0,Φ0)∂i(ψ∗ − Φ0) + δMr
√
r(ψ∗ − Φ0)
]
,
(87)
where the last inequality follows from the bound for ∂zG˜ in (64) and 0 ≤ φ+s(ψ∗−φ) ≤
Mr
√
r for s ∈ [0, 1]. Multiplying (85) by (ψ∗ − Φ0)+ and integrating by parts (noting
that ψ∗ − Φ0 = ψ∗ on ∂Br and (ψ∗ − Φ0)+ = 0 on ∂B√r) one hasˆ
(B√r\Br)∩{ψ∗>Φ0}
−∂piG˜ (∇Φ0,Φ0)∂i(ψ∗ − Φ0)dx
≤−
ˆ
∂Br
ψ∗∂piG˜ (∇Φ0,Φ0) · νi −
ˆ
(B√r\Br)∩{ψ∗>Φ0}
C1
√
rMre
−µ|x|2(ψ∗ − Φ0).
This, together with (86) and (87), yields that if δ = δ(b∗) is sufficiently small, thenˆ
Br
G˜ (∇ψ∗, ψ∗) + λ2χ{ψ∗>0} ≤ −
ˆ
∂Br
ψ∗∂piG˜ (∇Φ0,Φ0)νi.
In view of the expression for G˜ and |∇Φ0| on ∂Br as well as (61), there is C˜ = C˜(b∗)
such that
−∂piG˜ (∇Φ0,Φ0)νi ≤ C˜Mr.
Combining the above two estimates gives the desired estimate (84).
Step 2. Lower bound of the energy. We claim that there is a constant C = C(b∗, r) >
0 such that
(88)
ˆ
∂Br
ψ∗ ≤ C
λ
(
Mr
λ
+ 1
)ˆ
Br
G˜ (∇ψ∗, ψ∗) + λ2χ{ψ∗>0}.
First, by the trace estimate there exists C = C(r) > 0 such thatˆ
∂Br
ψ∗ ≤ C
(ˆ
Br
ψ∗ +
ˆ
Br
|∇ψ∗|
)
.
The Cauchy-Schwarz inequality and the fact 0 ≤ ψ∗ ≤Mr in Br yieldˆ
Br
|∇ψ∗| ≤
ˆ
Br
1
λ
|∇ψ∗|2 + λχ{ψ∗>0} and
ˆ
Br
ψ∗ ≤Mr
ˆ
Br
χ{ψ∗>0}.
It follows from the above two estimates thatˆ
∂Br
ψ∗ ≤ C
λ
(
Mr
λ
+ 1
)[ˆ
Br
|∇ψ∗|2 + λ2χ{ψ∗>0}
]
.
30 WENHUI SHI, LAN TANG, AND CHUNJING XIE
The estimate (66), together with Poincare´ inequality, gives that if δ is sufficiently small
depending on b∗, then ˆ
Br
|∇ψ∗|2 ≤ 2
b∗
ˆ
Br
G˜ (∇ψ∗, ψ∗).
Combining all the above estimates together yields (88).
Step 3. Conclusion. From (84) and (88) there is a constant C = C(b∗, r) such thatˆ
Br
G˜ (∇ψ∗, ψ∗) + λ2χ{ψ∗>0} ≤ CMr
λ
(
Mr
λ
+ 1
) ˆ
Br
[
G˜ (∇ψ∗, ψ∗) + λ2χ{ψ∗>0}
]
dx.
Taking Mr/λ sufficient small givesˆ
Br
G˜ (∇ψ∗, ψ∗) + λ2χ{ψ∗>0} = 0.
This implies ψ∗ ≡ 0 in Br. Hence the proof of the lemma is complete. 
Lemma 4.7 together with the elliptic estimates away from the free boundary yields
the Lipschitz regularity of the local minimizers.
Proposition 4.9. Let ψ be a minimizer of the functional (59). If δ = δ(b∗) is suffi-
ciently small, then ψ ∈ C0,1loc (D). Moreover, for any connected domain K b D contain-
ing a free boundary point, the Lipschitz constant of ψ in K is estimated by Cλ, where
C depends on b∗, b∗, δ, K, and D.
Proof. (i). Let x ∈ {ψ < Q} ∩ D. If dist(x,Γψ) ≥ 14 dist(x, ∂D), then the standard
interior elliptic estimate gives ψ ∈ C1,α. If d(x) := dist(x,Γψ) ≤ min{1, dist(x, ∂D)/4},
then let
ψx,∗(y) :=
Q− ψ(x+ d(x)y)
d(x)
.
By Lemma 4.7, there is a constant C = C(b∗) > 0 such that
0 ≤ ψx,∗(y) ≤ Cλ for any y ∈ B1.
Note that ψx,∗ satisfies (73) in B1 (with r = d(x) and a = 1). By virtue of (62),
∂iψ
x,∗ solves a uniformly elliptic equation of divergence form and thus is C0,α by the
De Giorgi-Nash-Moser estimate ([44]). Hence one has
|∇ψ(x)| = |∇ψx,∗(0)| ≤ C
(
‖ψx,∗‖L∞(B1) + ‖∂zG˜ ‖L∞(B1)
)
≤ Cλ.
Here the upper bound for |∂zG˜ | in (74) has been used to get the last inequality.
(ii). If K b D is connected and K contains a free boundary point x, then it follows
from the Harnack inequality (Theorem 8.17 in [44]) and the connectedness of K that
Q− ψ ≤ Cλ in K
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for some C depending on b∗, δ, K and D. Given x ∈ K, either x is closer to the free
boundary or x is closer to ∂K. Similar arguments as in (i) give that |∇ψ(x)| ≤ Cλ,
where C depends on b∗, b∗, δ, K, and D. 
Remark 4.10. By the boundary estimate for the elliptic equations, ψ is Lipschitz up
to the C1,α portion Σ ⊂ ∂D as long as the boundary data ψ] ∈ C0,1(D∪Σ). Moreover,
if K is a subset of D with K ∩ ∂D being C1,α, K ∩ D is connected, and K contains a
free boundary point, then |∇ψ| ≤ Cλ in K.
4.4. Measure theoretic property and higher regularity of the free boundary.
From the Lipschitz regularity (Proposition 4.9) and nondegeneracy of the solutions
(Lemma 4.8), one has the following measure theoretic properties of the free boundary.
Proposition 4.11. Let ψ be a minimizer for J (ψ) in (59). Assume that δ = δ(b∗) is
sufficiently small. Then one has
(1) H1(Γψ ∩K) <∞ for any K b D;
(2) There is a Borel measure ςψ such that
∂xi(∂piG(∇ψ, ψ))− ∂zG(∇ψ, ψ) = ςψHn−1bΓψ.
(3) For any K b D, there exist positive constants C♦, C♦ such that for every ball
Br(x) ⊂ K with x ∈ Γψ ∩K,
C♦ ≤ ςψ ≤ C♦, C♦rn−1 ≤ Hn−1(Br(x) ∩ Γψ) ≤ C♦rn−1.
The proof is the same as that for [5, Theorem 3.2], so we omit the details here.
In order to get the regularity of the free boundary, the following strengthened
estimate for |∇ψ| is needed.
Lemma 4.12. Let ψ be a local minimizer. Then for K b D, there exist α ∈ (0, 1) and
C = C(b∗, b∗, K) > 0 such that for any ball Br(x) ⊂ K with x ∈ ∂{ψ < Q} one has
sup
Br(x)
|∇ψ(x)| ≤ Λ + Crα,
where Λ is defined in (38).
Proof. The proof is similar as [5, Theorem 4.1]. It follows from the equation of ψ and
the methods in [44, Chapter 15] that w := |∇ψ|2 satisfies
Lw := ∂i(aij∂jw) + ∂i(biw)− bi∂iw − cw ≥ 0
where L is uniformly elliptic with
aij = ∂pipjG(∇ψ, ψ), bi = ∂pizG(∇ψ, ψ), and c = ∂zzG(∇ψ, ψ).
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For ϑ ≥ 0, let
Wϑ :=
{
(|∇ψ|2 − Λ2 − ϑ)+, in {ψ < Q},
0, in {ψ = Q}.
Denote W ∗ϑ(r) := supBr(x) Wϑ. Then W
∗
ϑ(r)−Wϑ satisfies{L(W ∗ϑ(r)−Wϑ) ≤ 0 in Br(x),
W ∗ϑ(r)−Wϑ = W ∗ϑ(r) in Br(x) ∩ {ψ = Q}.
Using [44, Theorem 8.17] with p ∈ [1,∞) one has
inf
Br/2(x)
[W ∗ϑ(r)−Wϑ] ≥ Cr−
2
p‖W ∗ϑ −Wϑ‖Lp(Br(x)) ≥ CW ∗ϑ(r).
Here in the last inequality the positive density property of Br(x)∩{ψ = Q} (cf. Propo-
sition 4.11(iii)) has been used. Taking ϑ → 0 and a rearrangement of the inequality
yield
W ∗0 (r/2) = sup
Br/2(x)
W0 ≤ (1− C)W ∗0 (r).
It follows from the iteration lemma [41] that W ∗0 (s) ≤ Csα for some C > 0 and
α ∈ (0, 1). 
Similar arguments as [5, Theorem 4.2] give the following gradient estimate.
Proposition 4.13. Let ψ be a local minimum and that K b D. Then for any Br(x) ⊂
K with x ∈ Γψ, one has
−
ˆ
Br(x)∩{ψ<Q}
(
Λ2 − |∇ψ|2)+ ≤ C| ln r|−1.
Proof. Without loss of generality, assume that x is the origin. For any η ∈ C∞0 (D),
η ≥ 0 and ϑ > 0, the function ψϑ,∗ := min{ψ + ϑη,Q} is admissible, so that J (ψ) ≤
J (ψϑ,∗). Thus ˆ
{Q−ϑη<ψ<Q}
λ2 ≤
ˆ
D
G(∇ψϑ,∗, ψϑ,∗)− G(∇ψ, ψ).(89)
The integrand on the right hand side can be estimated as
G(∇ψϑ,∗, ψϑ,∗)− G(∇ψ, ψ)
=G(∇ψϑ,∗, ψ)− G(∇ψ, ψ) + G(∇ψϑ,∗, ψϑ,∗)− G(∇ψϑ,∗, ψ)
=∂piG(∇ψ, ψ)∂i(ψϑ,∗ − ψ) + (ψϑ,∗ − ψ)
ˆ 1
0
∂zG(∇ψϑ,∗, ψ + s(ψϑ,∗ − ψ))ds
+
ˆ 1
0
dτ
ˆ τ
0
∂i(ψϑ,∗ − ψ)∂pipjG(∇ψ + s∇(ψϑ,∗ − ψ), ψ)∂j(ψϑ,∗ − ψ)ds.
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In the set {ψ + ϑη < Q} one has ψϑ,∗ − ψ = ϑη. Hence by (62), it holds that
ˆ
{ψ+ϑη<Q}
ˆ 1
0
dτ
ˆ τ
0
∂i(ψϑ,∗ − ψ)∂pipjG(∇ψ + s∇(ψϑ,∗ − ψ), ψ)∂j(ψϑ,∗ − ψ)ds
≤ b∗ϑ2
ˆ
{ψ+ϑη<Q}
|∇η|2.
In the set {ψ + ϑη ≥ Q} one has ψϑ,∗ = Q, thus
ˆ
{ψ+ϑη≥Q}
ˆ 1
0
dτ
ˆ τ
0
∂i(ψϑ,∗ − ψ)∂pipjG(∇ψ + s∂j(ψϑ,∗ − ψ), ψ)∇(ψϑ,∗ − ψ)ds
=
ˆ
{ψ+ϑη≥Q}
ˆ 1
0
dτ
ˆ τ
0
∂iψ∂pipjG((1− s)∇ψ, ψ)∂jψds.
On the other hand,
G(0, ψ) = G(∇ψ, ψ)− ∂piG(∇ψ, ψ)∂iψ +
ˆ 1
0
dτ
ˆ τ
0
∂iψ∂pipjG((1− s)∇ψ, ψ)∂jψds,
and G(0, ψ) = −(Q − ψ) ´ 1
0
∂zG(0, ψ + s(Q − ψ))ds, which follows from G(0, Q) = 0.
Thusˆ
{ψ+ϑη≥Q}
ˆ 1
0
dτ
ˆ τ
0
∂iψ∂pipjG((1− s)∇ψ, ψ)∂jψds
=
ˆ
{ψ+ϑη≥Q}
∂piG(∇ψ, ψ)∂iψ − G(∇ψ, ψ)−
ˆ
{ψ+ϑη≥Q}
(Q− ψ)
ˆ 1
0
∂zG(0, ψ + s(Q− ψ))ds.
Combining the above inequalities and using the L∞ bound for ∂zG yieldˆ
Ω
G(∇ψϑ,∗, ψϑ,∗)− G(∇ψ, ψ)
≤b∗ϑ2
ˆ
{ψ+ϑη<Q}
|∇η|2 +
ˆ
{ψ+ϑη≥Q}
∂piG(∇ψ, ψ)∂iψ − G(∇ψ, ψ)
+ δϑ
ˆ
D
η +
ˆ
D
∂piG(∇ψ, ψ)∂i(ψϑ,∗ − ψ).
Using the equation (67) in D ∩ {ψ < Q} and that ψϑ,∗ − ψ = 0 in {ψ = Q}, one hasˆ
D
∂piG(∇ψ, ψ)∂i(ψϑ,∗ − ψ) = −
ˆ
D
∂zG(∇ψ, ψ)(ψϑ,∗ − ψ) ≤ δϑ
ˆ
D
η.
Recall that Φ(∇ψ, ψ) := ∂piG(∇ψ, ψ)∂iψ − G(∇ψ, ψ) and Φ(Λ, Q) = λ2. Thus the
above inequality together with (89) givesˆ
{ψ+ϑη≥Q}
Φ(Λ, Q) ≤
ˆ
{ψ+ϑη≥Q}
Φ(∇ψ, ψ) + b∗ϑ2
ˆ
{ψ+ϑη<Q}
|∇η|2 + 2δϑ
ˆ
D
η.
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Now for 0 < r < rˆ < R, let
η(x) := 1 in Br, η(x) :=
ln( rˆ|x|)
ln( rˆ
r
)
in Brˆ \Br, η(x) := 0 in R2 \Brˆ.
Let ϑ = Cr, where C = C(λ, b∗) > 0 is such that Q− ψ ≤ Cr in Br. Then one hasˆ
Br∩{ψ<Q}
(Φ(Λ, Q)− Φ(∇ψ, ψ))+ ≤
ˆ
Brˆ∩{ψ+ϑη≥Q}
(Φ(∇ψ, ψ)− Φ(Λ, Q))+
+ Cr2 (ln(rˆ/r))−1 + Crrˆ2,
for some C = C(λ, b∗, δ) > 0. Since |∂piΦ| + |∂zΦ| ≤ C for some C = C(b∗, b∗, δ), it
holds that
(Φ(∇ψ, ψ)− Φ(Λ, Q))+ ≤ C (|∇ψ|2 − Λ2)+ + C(Q− ψ).
Applying of Lemma 4.12 to the first term on the right side of the above expression and
using Q− ψ ≤ ϑη one has
(Φ(∇ψ, ψ)− Φ(Λ, Q))+ ≤ C( rˆ
R
)α + Cr.
Thus
1
r2
ˆ
Br∩{ψ<Q}
(Λ2 − |∇ψ|2)+ ≤ C
(
rˆ
r
)2(
rˆ
R
)α
+
C
ln(rˆ/r)
+
Crˆ2
r
.
Taking R =
√
rˆ and rˆ = rs with some s ∈ ( 2
2+α
2
, 1) we obtain the desired estimate. 
An immediate consequence of Proposition 4.13 is the following corollary.
Corollary 4.14. Let ψ be a local minimizer to (59). Then every blow up limit of ψ at
x¯ ∈ Γψ ∩ D is a half plane solution with slope λ in a neighborhood of the origin.
The proof is the same as in [5, Corollary 4.4], which we do not repeat here. With
Corollary 4.14 at hand, one can make use of the improvement of flatness arguments,
which is rather standard now, to show that the free boundary is locally a C1,α graph
for some α ∈ (0, 1). For the proof we refer to [5, Section 5] for the case of minimizers
of the energy
´
D G(∇ψ), and [29, 30] for a different argument which does not rely on
energy minimality and also allows to deal with the inhomogeneous terms.
Higher regularity of the free boundary follows from [47, Theorem 2]. For the com-
pleteness, we state the result here and omit the proof.
Proposition 4.15. The free boundary Γψ is locally C
k+1,α if G(p, z) is Ck,α in its
components, and it is locally real analytic if G(p, z) is real analytic.
Remark 4.16. The results in this section hold for general variational problem as long
as G satisfies the structure conditions in Proposition 4.1.
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5. Fine Properties for the free boundary problem
The major property of the solutions obtained in this section is that streamlines, in
particular the free boundary, are graphs. This is one of the key ingredients to justify
the equivalence between Problem 1 and Problem 2.
The key step towards establishing the graph property for the streamlines is to show
that the stream function is monotone in the x1 variable. For that we take a specific
boundary value on ∂Ωµ,R for the truncated problem. It should be noted that due to the
uniqueness of the problem after removing the truncation (cf. Section 8), the solution
to the subsonic jet problem does not depend on the boundary data which one takes for
the truncated problems.
In order to state the dependence of solutions on the parameters clearly and make use
of the special structure of the equation (55), we resume to use the notations introduced
in Section 3.
S0
S1
0
1
x2
−µ R
bµ
b′µ
H˜
Figure 2. The truncated domain Ωµ,R.
To describe the boundary datum on ∂Ωµ,R, some notations are needed. Let bµ :=
Θ−1(−µ). Choose a point (−µ, b′µ) with 1 < b′µ < bµ and kµ := bµ − b′µ small such that
k2µ < Q. Let s ∈ (12 , 1) be a fixed constant and ˜¯H =
˜
¯
H(Λ) be such that Λ
1−s
˜
¯
H1−s = Q.
Define
ψ†(x2) :=
 min
(
Λ
1− sx
1−s
2 , Q
)
if ˜
¯
H < 1,
Qx1−s2 if ˜¯
H ≥ 1.
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Set
(90) ψ]µ,R(x1, x2) :=

0 if x1 = −µ, 0 < x2 < b′µ,
Q
(
x2 − b′µ
kµ
)1+s
if x1 = −µ, b′µ ≤ x2 ≤ bµ,
ψ†(x2) if x1 = R, 0 < x2 < 1,
0 if x2 = 0,
Q if (x1, x2) ∈ S1 ∪ ([0, R]× {1}) .
Note that ψ]µ,R is continuous and it satisfies 0 ≤ ψ]µ,R ≤ Q.
Lemma 5.1. Assume ‖B′‖L∞ ≤ κ0. If κ0 = κ0(γ,B∗) is sufficiently small, then
ψ]µ,R(−µ, ·) is a subsolution to (55) and ψ]µ,R(R, ·) is a supersolution to (55) in Ωµ,R.
Proof. Let ϕ(x2) := Q
(
x2−b′µ
kµ
)1+s
. Note that ψ]µ,R(µ, x2) = ϕ(x2) when x2 ∈ [b′µ, bµ]
and ψ]µ,R(µ, x2) = 0 when x2 ∈ [0, b′µ]. We claim that ϕ is a subsolution to (55) in
[b′µ, bµ], i.e.
(91) (g(|ϕ′|2, ϕ)ϕ′)′ − ∂zG(|ϕ′|2, ϕ) > 0 in [b′µ, bµ].
Since ψ]µ,R(−µ, ·) ∈ H2loc(R) and since 0 is a solution to (55), we can conclude from
(91) that ψ]µ,R(−µ, ·) is a subsolution to (55) in R × [0, bµ] ⊇ Ωµ,R. Hence it remains
to verify (91). A straightforward computation give
(g(|ϕ′|2, ϕ)ϕ′)′ =
(
g + 2∂tg(ϕ
′)2
)
ϕ′′ + ∂zg(ϕ′)2
=
(
g + 2∂tg(ϕ
′)2
) (1 + s)sQ
k2µ
(
x2 − b′µ
kµ
)−1+s
+ ∂zg(ϕ
′)2.
It follows from Lemma 2.6, (65) and the bound on B′ in (29) that
|∂zG| ≤ Cκ0, |∂zg| ≤ Cκ0∂tg, g + 2∂tg|ϕ′|2 ≥ C > 0,
where C depends only on B∗ and γ. Therefore, if κ0 = κ0(γ,B∗) is sufficiently small,
the function ϕ satisfies (91) in [b′µ, bµ].
Similarly, one can show that ψ]µ,R(R, ·) is a supersolution. 
The next lemma shows that the minimizers for (52) in Kψ]µ,R must stay between
ψ]µ,R(−µ, ·) and ψ]µ,R(R, ·). This in particular implies that for a minimizer ψ, ∂x1ψ is
nonnegative at the two sides x1 = −µ and x1 = R of Ωµ,R.
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Lemma 5.2. Let ψ be a minimizer for the truncated problem (52) in Ωµ,R with the
boundary value ψ]µ,R constructed in (90). Assume that u¯ satisfies (29). Then if κ0 =
κ0(γ,B∗) is sufficiently small, we have
ψ]µ,R(−µ, x2) < ψ(x1, x2) < ψ]µ,R(R, x2) for all (x1, x2) ∈ Ωµ,R.
Proof. The proof is divided into two steps.
Step 1. Lower bound. Let D := Ωµ,R ∩ {b′µ < x2 < bµ}. By Lemma 5.1,
ψ]µ,R(−µ, ·) ≤ ψ on ∂D. Furthermore, it follows from (91) that ψ]µ,R(−µ, ·) is a strict
subsolution in D if κ0 is sufficiently small. Thus by the strong maximum principle (cf.
[55]), ψ]µ,R(−µ, x2) < ψ(x1, x2) in D. Since ψ]µ,R(−µ, x2) ≡ 0 if x2 ∈ [0, b′µ], one has
ψ]µ,R(−µ, x2) < ψ(x1, x2) in Ωµ,R.
Step 2. Upper bound. Denote Ψ(τ) = Ψ(τ)(x2) := ψ
]
µ,R(R, x2)+τ for τ > 0. It follows
from similar calculations for the proof of Lemma 5.1 that Ψ(τ) is a supersolution if κ0
is sufficiently small. Since ψ is bounded, then we have ψ < Ψ(τ) provided that τ is
large enough. Let
τ∗ := inf{τ : ψ ≤ Ψ(τ)}.
be the first time when the graph of ψ touches that of Ψ(τ). We claim τ∗ = 0. Suppose
that τ∗ > 0. Clearly the equality ψ = Ψ(τ∗) cannot be attained along x2 = 0 or x1 = R.
Since Ψ(τ∗) ≡ Q + τ for x2 ≥ 1, then the equality cannot be attained at x1 = −µ
or the nozzle boundary S1 either. Now one needs to consider the following two cases
depending on the height ˜
¯
H:
Case 1. ˜
¯
H ≥ 1. This means that the free boundary is empty. Since one has
Ψ(τ∗) > Q along x2 = 1, the graph of Ψ
(τ∗) has to touch the graph of ψ at an interior
point. This contradicts with the strong comparison principle in [55].
Case 2. ˜
¯
H < 1. It follows from the strong comparison principle that the graphs of
Ψ(τ∗) and ψ touch at a free boundary point x¯ = (x¯1, x¯2). Note that necessarily x¯2 < 1
since Ψ(τ∗) > Q along x2 = 1. Then by the boundary Hopf lemma (cf. [55])
Λ = |∇ψ(x¯)| > |∇Ψ(τ∗)(x¯2)| = Λ(x¯2)−s > Λ,
which is a contradiction.
Therefore, one has τ∗ = 0. This implies that ψ(x1, x2) ≤ ψ(R, x2). Hence the proof
of the lemma is completed. 
The next proposition concerns the uniqueness of the minimizer and the monotonicity
of the minimizer with respect to x1.
Proposition 5.3. Under the same assumptions as in Lemma 5.2, ψ is the unique
minimizer to (52) over Kψ]µ,R. Furthermore, ∂x1ψ ≥ 0 in Ωµ,R.
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Proof. (i). Nonnegativity of ∂x1ψ. For k > 0 small, denote
ψ(k)(x1, x2) := ψ(x1 − k, x2), for (x1, x2) ∈ Ωkµ,R := {(x1 + k, x2) : (x1, x2) ∈ Ωµ,R}.
Since ψ is a minimizer for J µ,R,Λ over Kψ]µ,R , then ψ
(k) is a minimizer for J ,kµ,R,Λ in Kψ],(k)µ,R .
Here J ,kµ,R,Λ is defined by performing the corresponding translation for J

µ,R,Λ. For ease
of notations, we denote J ,kµ,R,Λ and J

µ,R,Λ by J
k and J , respectively, in the rest of the
proof. Below we drop the dependence on , µ,R,Λ in the energy functional and write
K := Kψ]µ,R , K
k := K
ψ
],(k)
µ,R
for simplicity. By Lemma 5.2, one has
min{ψ(k), ψ} ∈ Kk and max{ψ(k), ψ} ∈ K.
Since the energy functional J depends only on ∇ψ and ψ, it is easy to verify that
Jk(ψ(k)) + J(ψ) = Jk(min{ψ(k), ψ}) + J(max{ψ(k), ψ}).
This, together with the minimality of ψ(k) and ψ, gives
(92) J(ψ) = J(max{ψ(k), ψ}).
Our aim is to show that ψ(k) < ψ in Ωµ,R ∩Ω(k)µ,R. By Lemma 5.2 and the continuity
of ψ, one has ψ(k) < ψ near {x1 = −µ + k} ∩ Ωµ,R. If the strict inequality were not
true in the connected component of Ωµ,R ∩ {ψ < Q} containing {x1 = −µ}, then one
would find a ball B b Ωµ,R and x¯ ∈ ∂B with ψ(x¯) < Q such that
ψ(k) < ψ in B, ψ(k)(x¯) = ψ(x¯).
By the boundary Hopf lemma (cf. [55]), one has
lim
x→x¯, x∈B
∂ν(ψ
(k) − ψ)(x) > 0,
where ν is the outer unit normal of ∂B at x¯. Thus there exists a curve through x¯ such
that along this curve max{ψ(k), ψ} is not C1 at x¯. On the other side, since max{ψ(k), ψ}
is a minimizer by (92) and max{ψ(k), ψ}(x¯) < Q, then by the interior regularity for
the minimizers, max{ψ(k), ψ} is C1,α around x¯. This is however a contradiction.
Note that every component {ψ < Q} has to touch ∂Ωµ,R (otherwise it would violate
the strong maximum principle). Moreover, from the construction of the boundary
datum ψ]µ,R one has that {ψ < Q} ∩ ∂Ωµ,R is a connected arc. Hence {ψ < Q} ∩ Ωµ,R
consists only one component. Consequently, ψ(k) < ψ in Ωµ,R ∩ {ψ < Q}. Taking
k → 0+ yields ∂x1ψ ≥ 0.
(ii). Uniqueness. Assume that ψ1 and ψ2 are two minimizers with the same bound-
ary data. Let ψ
(k)
1 (x1, x2) := ψ1(x1 − k, x2). The same argument as above gives that
ψ
(k)
1 ≤ ψ2 in Ωµ,R. Taking k → 0 yields ψ1 ≤ ψ2. Similarly, it holds that ψ2 ≤ ψ1.
Thus one has ψ1 = ψ2. 
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An important consequence of the property ∂x1ψ ≥ 0 obtained from Proposition 5.3
is that, the free boundary (if not empty) is an x2-graph, which is proved in Proposition
5.6 below. More precisely, Let
Γµ,R,Λ := ∂{ψ < Q} ∩ {(x1, x2) : (x1, x2) ∈ (−µ,R]× (0, 1)}(93)
denote those free boundary points which lie strictly below {x2 = 1}. Note that if
˜
¯
H ≥ 1, then Γµ,R,Λ = ∅.
Before we prove that the free boundary is a graph, let us digress for the proof of
the following non-oscillation property.
Lemma 5.4 (Non-oscillation). Let D be a domain in Ωµ,R ∩ {ψ < Q} bounded by two
disjoint arcs Γ1 and Γ
′
1 of the free boundary and by {x1 = k1} and {x1 = k2}. Suppose
that Γ1 (Γ
′
1) lies in {k1 < x1 < k2} with endpoints (k1, l1) and (k2, l2) ((k1, l′1) and
(k2, l
′
2)). Suppose that dist((0, 1), D) ≥ c0 > 0. Then
(94) |k1 − k2| ≤ C max{|l1 − l′1|, |l2 − l′2|}
for some C depending on B∗, γ,  and c0.
S0
S1
0
1
x2
−µ R
bµ
b′µ
H˜
k1 k2
(k1, l1)
(k1, l
′
1)
(k2, l2)
(k2, l
′
2)
Figure 3.
Proof. The proof is inspired by [9, Lemma 4.4]. Integrating the equation (55) in D
gives ˆ
Γ1∪Γ′1
g(|∇ψ|2, ψ)∂νψ +
ˆ
∂D∩({x1=k1}∪{x1=k2})
g(|∇ψ|2, ψ)∂νψ
=
ˆ
D
∂zG(|∇ψ|2, ψ)dx.
Noting that ∂νψ = Λ along Γ1 and Γ
′
1, and g ≥ C∗(B∗, γ) by (41), one hasˆ
Γ1∪Γ′1
g(|∇ψ|2, ψ)∂νψ ≥ C∗Λ(H1(Γ1) +H1(Γ′1)).
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Applying the interior Lipschitz regularity (Theorem 4.9) and the C1,α estimate for ψ
(cf. Remark 4.10) yields∣∣∣∣ˆ
∂K∩({x1=k1}∪{x1=k2})
g(|∇ψ|2, ψ)∂νψ
∣∣∣∣ ≤ CΛ max{|l1 − l′1|, |l2 − l′2|},
where C depends on the γ,B∗,  and also c0. It follows from (64) and Remark 4.10 that∣∣∂zG(|∇ψ|2, ψ)∣∣ ≤ Cκ0(Q− ψ) ≤ Cκ0Λ max{|l1 − l′1|, |l2 − l′2|},
where C depends on γ,B∗,  and c0. Combining the above estimates together and
noticing that |k1 − k2| ≤ H1(Γ1) +H1(Γ′1) give the desired inequality (94). 
The following result on the uniqueness of the Cauchy problem for the elliptic equa-
tions, plays a crucial role in the proof for the graph property of the free boundary as
well as the study of the various blowup limits.
Lemma 5.5. Let D be a bounded connected smooth domain in R2, and let Σ be a
nonempty open set of ∂D. Let ψ, ψ˜ ∈ W 1,2loc (D) be two solutions to the Cauchy problem{
∂xi(∂piG(∇ψ, ψ))−W(∇ψ, ψ) = 0 in D,
ψ = Q, ∂νψ = Λ on Σ,
where Q and Λ are constants. Assume that G is uniformly elliptic, cf. (61)–(62) and
that ∂zG, ∂pW, ∂zW ∈ L∞. Then ψ˜ = ψ.
Proof. The proof relies on the unique continuation property for the uniformly elliptic
equations with Lipschitz coefficients. First, it follows from the boundary regularity for
the elliptic equation ([5, Lemma 1.7]) that ψ, ψ˜ ∈ C1,α(D ∪Σ). Let ϕ := ψ˜ − ψ. Then
ϕ solves
∂i(a
ij∂jϕ) = Wϕ+ b˜
i∂iϕ− ∂i(biϕ),
where
aij(x) :=
ˆ 1
0
∂pipjG(∇ψ˜(x) + t∇(ψ − ψ˜)(x), ψ˜(x) + t(ψ − ψ˜)(x))dt,
bi(x) :=
ˆ 1
0
∂zpiG(∇ψ˜(x) + t∇(ψ − ψ˜)(x), ψ˜(x) + t(ψ − ψ˜)(x))dt,
b˜i(x) :=
ˆ 1
0
∂zpiW(∇ψ˜(x) + t∇(ψ − ψ˜)(x), ψ˜(x) + t(ψ − ψ˜)(x))dt,
W (x) :=
ˆ 1
0
∂zW(∇ψ˜(x) + t∇(ψ − ψ˜)(x), ψ˜(x) + t(ψ − ψ˜)(x))dt
with the Cauchy data ϕ = ∂νϕ = 0 on Σ. The Cauchy data allow to extend ϕ into a
solution in a neighborhood U ⊃ Σ by setting ϕ = 0 outside of U ∩D. It follows from
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the assumptions on G and W that bi, b˜i and W ∈ L∞, and A(x) is uniformly elliptic
and Lipschitz continuous. Thus by the unique continuation property, cf. for example
[48, Theorem 1], one has ϕ ≡ 0 in U ∪D. This means that ψ = ψ˜. 
Now we are ready to show that the free boundary is a graph.
Proposition 5.6. Let Γµ,R,Λ be as in (93). If Γµ,R,Λ 6= ∅, then it can be represented
as a graph of a function of x2, i.e., there exists a function Υµ,R,Λ and lµ,R,Λ ≥ ˜
¯
H such
that
Γµ,R,Λ = {(x1, x2) : x1 = Υµ,R,Λ(x2), x2 ∈ (lµ,R,Λ, 1)}.
Furthermore, Υµ,R,Λ is continuous, −µ < Υµ,R,Λ ≤ R and limx2→1− Υµ,R,Λ(x2) exists.
Proof. It follows from Proposition 5.3 that ∂x1ψ ≥ 0. Hence there is a function
Υµ,R,Λ(x2) with values in [−µ,R] such that for any x2 ∈ (0, 1),
ψ(x1, x2) < Q if and only if x1 < Υµ,R,Λ(x2).
Since ψ(−µ, x2) = 0 for x2 ∈ [0, b′µ] with b′µ > 1, then Υµ,R,Λ(x2) > −µ.
It follows from Lemma 5.2 that one has
ψ(x1, x2) ≤ ψ0,µ,R(R, x2) < Q in R× [0, ˜
¯
H).
This implies that there is no free boundary points in the strip R× [0, ˜
¯
H). Thus there
is a constant lµ,R,Λ ≥ ˜
¯
H such that the free boundary is a graph x1 = Υµ,R,Λ(x2) for
x2 ∈ (lµ,R,Λ, 1).
Finally, one can also show Υµ,R,Λ is continuous. Clearly, Υµ,R,Λ is lower semi-
continuous. Suppose there is a jump point x¯2 such that
lim
x2→x¯2
Υµ,R,Λ(x2) = Υµ,R,Λ(x¯2) + δ
for some δ > 0. Let x¯1 := Υµ,R,Λ(x¯2). Since ∂x1ψ ≥ 0, the line segment [x¯1, x¯1+δ]×{x¯2}
belongs to the free boundary. Therefore, one can find an upper or lower neighborhood
U of [x¯1, x¯1 + δ], such that ψ solves the quasilinear equation (55) in U , and ψ = Q,
∂νψ = Λ on [x¯1, x¯1 + δ], where ν is the inner unit normal. Note the Cauchy problem
(95)
{∇ · (g(|∇ψ|2, ψ)∇ψ)− ∂zG(|∇ψ|2, ψ) = 0 in R× [0, x¯2],
ψ = Q, ∂x2ψ = Λ at x2 = x¯2
admits a one dimensional solution ψ1d(x) = ψ1d(x2), which is the solution of ODE
d
dx2
(g(|ψ′1d|2, ψ1d)ψ′1d)− ∂zG(|ψ′1d|2, ψ1d) = 0 in [0, x¯2],
ψ1d = Q, ψ
′
1d = Λ at x2 = x¯2.
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By the uniqueness of the Cauchy problem (cf. Lemma 5.5), one has ψ = ψ1d in
Ωµ,R. This is however impossible. Thus Υµ,R,Λ is continuous. The existence of
limx2→1−Υµ,R,Λ(x2) follows from Lemma 5.4. 
6. Continuous fit, smooth fit and the far-field behavior
In the first part of this section, we show the continuous fit property: given a nozzle
and incoming data (ρ¯, u¯) at upstream, there exists a momentum Λ > 0 along the free
boundary, such that the associated free boundary is nonempty and it matches the outlet
of the nozzle. Subsequently, the free boundary join the nozzle wall in a continuous
differentiable fashion via a blow-up argument. Finally, we remove the truncation of
the domain by letting µ,R → +∞ and study the asymptotic behavior of the jet at
downstream x1 → ∞. The downstream asymptotic behavior plays an important role
in proving the equivalence between Problem 1 and Problem 2.
6.1. Continuous fit. In this subsection, µ,R and  are fixed. To emphasize the
dependence on the parameter Λ, we let ψΛ := ψµ,R,Λ denote the minimizer of the
truncated problem (52), and the free boundary ΓΛ := Γµ,R,Λ defined in (93) with
ΓΛ = {(x1, x2)|x1 = ΥΛ(x2) := Υµ,R,Λ(x2) for x2 ∈ (lΛ, 1) with lΛ := lµ,R,Λ}.
The following lemma shows that ψΛ and ΥΛ depend on Λ continuously.
Lemma 6.1. If Λn → Λ, then ψΛn → ψΛ uniformly in Ωµ,R and ΥΛn(x2) → ΥΛ(x2)
for each x2 ∈ (lΛ, 1].
Proof. The proof consists of two steps.
Step 1. Convergence of ψΛn . This is similar to [39], but for completeness we sketch
the proof here. For any subsequence ψΛj → ψΛ weakly in W 1,2 and strongly in C0,αloc , one
has ∂{ψΛj < Q} → ∂{ψΛ < Q} locally in the Hausdorff distance, χ{ψΛj<Q} → χ{ψΛ<Q}
in L1loc and ∇ψΛj → ∇ψΛ a.e. ([39, Lemma 3.6]). Thus ψΛ is a minimizer for Jµ,R(ψ)
over Kψ]µ,R . Then it follows from the uniqueness of the minimizer (cf. Proposition 5.3)
that ψΛn → ψΛ.
Step 2. Convergence of ΥΛn. For each x2 ∈ (lΛ, 1), it follows from the uniform
convergence of ψΛn to ψΛ and Proposition 4.9 that ΥΛn(x2) → ΥΛ(x2). It remains
to show ΥΛn → ΥΛ at x2 = 1, which will be shown by contradiction. Assume that
ΥΛn(1)→ ΥΛ(1) + ι with ι 6= 0. Now there are three cases to be analyzed in detail.
Case (i): ι < 0. First, we claim that ψΛ solves
(96)
∇ · (g(|∇ψ|2, ψ)∇ψ)− ∂zG(|∇ψ|2, ψ) = 0 in Dι,σ0 ,ψ = Q, limx2→1− ∂x2ψ = Λ on Dι,σ0 ∩ {x2 = 1},
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where Dι,σ0 := (ΥΛ(1) +
3
4
ι,ΥΛ(1) +
1
4
ι)× (1− σ0, 1) for some small σ0 > 0. The proof
for (96) is given in Step 3. Assume that (96) holds, then it follows from Lemma 5.5
(cf. also the proof for Proposition 5.6) that ψΛ must be the one dimensional solution,
i.e. ψΛ(x) = ψ1d(x2). This is however impossible, since it contradicts the fact that ψΛ
solves the jet problem, for which the domain depends on x1 as well.
Case (ii): ι > 0 and ΥΛ(1) < 0. Similarly as for case (i), ψΛ solves∇ · (g(|∇ψ|2, ψ)∇ψ)− ∂zG(|∇ψ|2, ψ) = 0 in D+ι,σ0ψ = Q, limx2→1+ ∂x2ψ = Λ on D+ι,σ0 ∩ {x2 = 1},
where D+ιˆ,σ0 := (ΥΛ(1) +
1
4
ιˆ < x1 < ΥΛ(1) +
3
4
ιˆ)× (1, 1 + σ0), ιˆ := min{ι,−ΥΛ(1)}, and
σ0 > 0 is a small constant depending on ι and the nozzle S1. Using Lemma 5.5 again,
we have ψΛ is a one dimensional solution. This leads to a contradiction.
Case (iii): ι > 0 and ΥΛ(1) > 0. In this case we will use the non-oscillation lemma
(cf. Lemma 5.4) to get contradiction. First, note that the non-oscillation lemma also
holds if one of the arcs Γ1 or Γ
′
1 is on the horizontal boundary (0, R) × {1}, and
limx2→1− ∂x2ψ ≥ Λ along Γ1 (or Γ′1). Next, denote Iι := (ΥΛ(1) + ι4 ,ΥΛ(1) + 3ι4 )×{1}.
By considering the variation τϑ(x) = x+ϑη(x) in the proof for Lemma 3.2, where ϑ ≥ 0
and the diffeomorphism η satisfies η ·e2 ≤ 0 on Iι and η = 0 on ∂Ωµ,R \ (ΥΛ(1),ΥΛ(1)+
ι)× {1}, and using similar computations as in the proof for Lemma 3.2, we have
(97) lim
x2→1−
∂x2ψn ≥ Λ on Iι,
provided that n is sufficiently large. Since ΥΛn(1)→ ΥΛ(1)+ι for ι > 0, it follows from
Theorem 5.6 that given any neighborhood of Iι, there is a sufficiently large n such that
the graph of the function x1 = ΥΛn(x2) crosses the neighborhood. Applying Lemma
5.4 to the region bounded by x1 = ΥΛ +
ι
4
, x1 = ΥΛ(1) +
3ι
4
, Iι and x1 = ΥΛn(x2) then
leads to a contradiction. The proof for case (iii) is complete.
Step 3. Proof for (96). It follows from Lemma 5.4 that there exists σ0 = σ0(ι) > 0,
such that for any open subset U b Dι,σ0 one has ψΛn < Q in U for sufficiently large
n. Thus as n → ∞ the limit ψΛ satisfies the equation in (96) in Dι,σ0 . The Dirichlet
boundary condition ψΛ = Q follows from ∂x1ψΛ ≥ 0 and the uniform convergence of
ψΛn to ψΛ in Dι,σ0 . Thus one needs only to show that the Neumann condition holds.
(a). We first claim that limx2→1− ∂x2ψΛ ≥ Λ. For simplicity, denote ψn := ψΛn and
ψ := ψΛ. Fix x
(0) ∈ {x2 = 1} ∩Dι,σ0 and r > 0 such that Br(x(0)) ∩ {x2 < 1} ⊂ Dι,σ0 .
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For any nonnegative function η ∈ C∞0 (Br(x(0))), one has
Λng(Λ
2
n, Q)
ˆ
∂{ψn<Q}
η =
ˆ
{ψn<Q}
g(|∇ψn|2, ψn)∇ψn · ∇η + ∂zG(|∇ψn|2, ψn)η
→
ˆ
{ψ<Q}
g(|∇ψ|2, ψ)∇ψ · ∇η + ∂zG(|∇ψ|2, ψ)η.
where χ{ψn<Q} → χ{ψ<Q} in L1(Br(x(0))) and ψn → ψ a.e. have been used. It follows
from the lower semi-continuity of the BV-norm thatˆ
∂{ψ<Q}
η ≤ lim inf
n→∞
ˆ
∂{ψn<Q}
η.
Combining the above two inequalities together we obtain
Λg(Λ2, Q)
ˆ
∂{ψ<Q}
η ≤
ˆ
{ψ<Q}
g(|∇ψ|2, ψ)∇ψ · ∇η + ∂zG(|∇ψ|2, ψ)η.
Since Br(x
(0)) ∩ ∂{ψ < Q} = Br(x(0)) ∩ {x2 = 1}, the solution ψ is C1 up to the
boundary. Therefore, an integration by parts givesˆ
{ψ<Q}
g(|∇ψ|2, ψ)∇ψ · ∇η + ∂zG(|∇ψ|2, ψ)η =
ˆ
∂{ψ<Q}
∂x2ψg(|∂x2ψ|2, Q)η.
Thus
Λg(Λ2, Q)
ˆ
∂{ψ<Q}
η ≤
ˆ
∂{ψ<Q}
∂x2ψg(|∂x2ψ|2, Q)η.
Since η is arbitrary and s 7→ sg(s2, Q) is monotone increasing for s ≥ 0, we have
∂x2ψ ≥ Λ on ∂{ψ < Q} ∩Br(x(0)).
(b). The arguments for limx2→1− ∂x2ψ ≤ Λ on Dι,σ0 ∩ {x2 = 1} are similar as those
in [39, Theorem 6.1 in Chapter 3]. We only outline the proof here for completeness. For
each x(0) ∈ Dι,σ0 ∩ {x2 = 1} and r > 0 sufficiently small, by the uniform convergence
of ψn to ψ as well as the convergence of the free boundaries, one can find a sequence
of domains {Kn} such that: (i) ψn < Q in Kn ∩ Br(x(0)), and ∂Dn ∩ Br(x(0)) is given
by a C1,α graph, which converges to the free boundary ∂{ψ < Q} ∩ Br(x(0)) = {x2 =
1}∩Br(x(0)) in C1,α as n→∞; (ii) there is a sequence of points {x(n)} ⊂ ∂Kn∩Br(x(0)),
such that ψn(x
(n)) = Q for each n and x(n) → x(0) as n → ∞. Then let φn be the
solution to the Dirichlet problem∇ · (g(|∇φn|2, ψn)∇φn)− ∂zG(|∇φn|2, φn) = 0 in Kn ∩Br(x(0)),φn = Q on ∂Dn ∩Br(x(0)), and φn = ψn on ∂Br(x(0)) ∩ ∂Kn.
By the comparison principle, φn ≥ ψn in Kn ∩ Br(x(0)) and thus ∂ν(n)φn(x(n)) ≤
∂ν(n)ψn(x
(n)) = Λn, where ν
(n) := ν(x(n)) is the unit outer normal of Kn at x
(n). By
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the boundary estimate for elliptic equations one has φn → ψ in C1,α(Br/2(x(0)) ∩Kn).
This gives limn→∞ ∂ν(n)φn(x
(n)) = ∂x2ψ(x
(0)) ≤ Λ = limn→∞ Λn. The proof for (96) is
thus complete. 
The continuous dependence on the parameter Λ together with the nondegeneracy
property of the solutions yields the following lemma:
Lemma 6.2. (i) If Λ is large, then the free boundary ΓΛ is nonempty and satisfies
ΥΛ(1) < 0.
(ii) If Λ is small, then ΥΛ(1) > 0.
Proof. The proof is inspired by [9, Lemma 5.2].
(i). If ΓΛ 6= ∅, then we claim that Λ cannot be too large provided that ΥΛ(1) > 0.
Since ΓΛ connects (ΥΛ(1), 1) to (R, lΛ) (note that lΛ < 1 since ΓΛ 6= ∅), there exist
x(0) ∈ ΓΛ and r ∈ (0, 1) independent of Λ such that Br(x(0)) ⊂ Ωµ,R ∩ {x2 > σˆ0/2} or
Br(x
(0)) ⊂ {x1 > 0, x2 > σˆ0/2} for some small σˆ0 > 0. In either case it follows from
the nondegeneracy lemma (Lemma 4.8) that
Q
r
≥ 1
r
(
1
|Br(x(0))|
ˆ
Br(x(0))
|Q− ψ|2
)1/2
≥ Cλ Remark 3.3≥ C˜Λ.
Here C˜ > 0 depends only on γ, r, and B∗ defined in (20). Since Q and r are fixed,
there is a contradiction if Λ is large.
Next if ΓΛ = ∅ (i.e. lΛ ≥ 1), then one can derive a contradiction by taking any
x(0) = (x1, 1) with x1 > 0 and using the linear nondegeneracy for nonnegative solutions
along flat boundaries.
(ii). Suppose that ΥΛ(1) ≤ 0, we will prove that Λ cannot be too small. Similar to
that in [9], for ϑ, σ > 0, denote
ηϑ(x1) :=
ϑ exp
(
(x1−R2 )2
(x1−R2 )2−σ2
)
if
∣∣x1 − R2 ∣∣ < σ,
0 otherwise.
One can increase ϑ till the first time ϑ0 such that the graph of x2 = ηϑ0(x1) touches
the free boundary at some x(0) ∈ ΓΛ. Let K := Ωµ,R ∩ {(x1, x2) : x2 < ηϑ0(x1)} and φ
be a solution to the following problem∇ · (g(|∇φ|2, φ)∇φ)− ∂zG(∇φ, φ) = 0 in K,φ = Q on {x2 = ηϑ0(x1)}, φ = 0 on {x2 = 0}.
It follows from Lemma 4.6 that φ ≥ ψΛ in K. Hence
∂νφ(x
(0)) ≤ ∂νψΛ(x(0)) = Λ.
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On the other side, using the linear asymptotics of φ at x(0), which can be obtained by
solving the problem for the blow up limit at x(0), one has
∂νφ(x
(0)) ≥ CQ
for some C > 0 independent of Λ. Combining the above two inequalities together gives
Q/Λ ≤ 1/C. This leads to a contradiction if Λ is small. 
As a consequence of Lemmas 6.1 and 6.2, one has the following continuous fit
property for the truncated problem:
Corollary 6.3. There exists Λ = Λ(µ,R) > 0 such that ΥΛ(1) = 0. Furthermore,
C−1Q ≤ Λ(µ,R) ≤ CQ for positive constant C depending on B∗, γ, and H¯, but
independent of µ and R.
6.2. Smooth fit. With the continuous fit property at hand, one can argue along the
same lines as [9, Theorem 6.1] to conclude that the free boundary Γψ fits the outlet of
the nozzle S1 in a C
1 fashion.
Proposition 6.4. Let ψ be a solution obtained in Corollary 6.3. Then S1∪Γψ is C1 in
a {ψ < Q}-neighbourhood of the point A = (0, 1), and ∇ψ is continuous in a {ψ < Q}
neighborhood of A.
Proof. Let ψ be a solution to the free boundary problem. Suppose that {xm} is a
sequence of points in {ψ < Q} which converges to A. Define the scaled functions
ψr,xm := Q−
Q− ψ(xm + rx)
r
, r ∈ (0, 1).
Then ψr,xm satisfies the quasilinear equation in {ψr,xm < Q}
∇ · (g(|∇ψr,xm |2, Q− r(Q− ψr,xm))∇ψr,xm)− r∂zG(|∇ψr,xm|2, Q− r(Q− ψr,xm)) = 0.
Since ∂zG ∈ L∞, then any blow up limit along a subsequence ψrm,xm satisfies
∇ · (g(|∇ψ|2, Q))∇ψ) = 0.(98)
Note that (98) is the same as the governing equation for the irrotational flows. Thus
with this scaling property at hand, one can use the compactness arguments in [9,
Theorem 6.1] together with the unique continuation property for the limiting equation
(98) to conclude Proposition 6.4. 
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6.3. Asymptotic behaviour of the jet. The main goal of this subsection is to re-
move the truncations of the domain by letting µ,R → ∞, which is a consequence of
Corollary 6.3 and the uniform estimates (with respect to µ and R) of the solutions
in Section 4 and Section 6.1. Hence one gets a solution in Ω, which is the domain
bounded by S0 and S1 ∪ ([0,∞)× {1}). Moreover, the solution inherits the properties
of solutions in the truncated domain. The convergence and the properties of the limit
solution are summarized in the following proposition.
Proposition 6.5. Given a nozzle S1 satisfying (3) and B satisfies (8), let ψµ,R,Λ be a
minimizer of the problem
inf
ψ∈K
ψ
]
µ,R
J µ,R,Λ(ψ)
with ψ]µ,R defined in (90). Then for any µj, Rj → ∞, there is a subsequence (still
labeled by µj and Rj) such that Λj := Λ(µj, Rj) → Λ∞ for some Λ∞ ∈ (0,∞) and
ψµj ,Rj ,Λj → ψ∞ in C0,αloc (Ω) for any α ∈ (0, 1). Furthermore, the following properties
hold:
(i) The function ψ∞ is a local minimizer for
J (ψ) :=
ˆ
D
G(|∇ψ|2, ψ) + λ2,∞χ{ψ<Q}, λ,∞ :=
√
Φ(Λ∞, Q),
i.e. J (ψ∞) ≤ J (ψ˜) for all ψ˜ = ψ∞ outside any bounded domain D.
(ii) ∂x1ψ∞ ≥ 0 in Ω.
(iii) The free boundary Γψ∞ := ∂{ψ∞ < Q} \ S1 is given by the graph x1 = Υ(x2)
for some function Υ, where Υ is C1,α as long as it is finite.
(iv) limx2→1−Υ(x2) = 0.
(v) There is an l ∈ (0, 1) such that Υ(x2) is finite if and only if x2 ∈ (l, 1], and
limx2→l+ Υ(x2) =∞. Furthermore, there exists an R¯ > 0 sufficiently large, such
that Γψ∞ ∩ {x1 > R¯} = {(x1, f(x1)) : R¯ < x1 < ∞} for some C1,α function f
and limx1→+∞ f
′(x1) = 0.
Proof. The proof for (i)–(iii) is based on standard compactness arguments (cf. step 1
in the proof for Lemma 6.1), the regularity of the solution in Section 4 as well as the
properties of ψn in Section 5 and Section 6.1. We will not repeat it here.
(iv) The continuous fit property follows from Proposition 5.6, Lemma 6.1 and Corol-
lary 6.3.
(v) Let I := {x2 ∈ (0, 1) : 0 < Υ(x2) < ∞}. Since Υ is continuous, I is open. For
each x¯2 ∈ I one has Υ(x2) < ∞ for all x2 ∈ (x¯2, 1) ([9, Lemma 5.4]). It follows from
Proposition 5.6 that l > 1. Let l := inf{x2 : x2 ∈ I}. We claim that
Υ(x2) =∞ for all 0 < x2 ≤ l.
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Indeed, if Υ(l) < ∞, there must be an x˜2 < l such that Υ(x˜2) < ∞. Otherwise, ψ
would solve the following Cauchy problem∇ · (g(|∇ψ|2, ψ)∇ψ)− ∂zG(|∇ψ|2, ψ) = 0 in (Υ(l),∞)× (0, l),ψ = Q, ∂x2ψ = Λ on (Υ(l),∞)× {l}.
It follows from Lemma 5.5 that ψ = ψ1d is a one dimensional solution and thus the
free boundary is the horizontal line R × {l}. This is a contradiction. The fact that
Υ(x˜2) < ∞ implies that Υ(x2) < ∞ for all x2 ∈ (x˜2, 1) including l. Thus l is an
interior point of I, which is a contradiction. Hence Υ(x2) < ∞ for all x2 ∈ (l, 1) and
Υ(x2) =∞ for all x2 ∈ (0, l]. Since limx2→l+ Υ(x2) =∞, the flatness condition (cf. [5])
is satisfied when x1 > R¯ for sufficiently large R¯. This implies that the free boundary is
an x1-graph x2 = f(x1) for x1 > R¯. In addition, one has f
′(x1)→ 0 as x1 → +∞. 
The next proposition is about the asymptotic behavior of the solution ψ∞ at x1 =
±∞.
Proposition 6.6. Let ψ∞ be the solution obtained in Proposition 6.5. Then as x1 →
−∞, ψ∞ → ψ, where
(99) ψ(x2) := ρ¯
ˆ x2
0
u¯(s)ds, x2 ∈ [0, H¯]
is the stream function associated with the incoming flow ρ¯, u¯; as x1 → +∞, ψ∞ → ψ,
where ψ is the unique one dimensional solution to the free boundary problem with
the constant momentum Λ∞. In particular, the asymptotic height at downstream is
uniquely determined by Λ∞, ρ¯, u¯ and H¯.
Proof. (i). Downstream asymptotic behavior. Let ψ(−n)(x1, x2) := ψ∞(x1 + n, x2),
n ∈ N. By the C1,α regularity of the free boundary and the boundary regularity for
elliptic equations, up to a subsequence ψ(−n) converges to ψ˜ which solves∇ · (g(|∇ψ˜|2, ψ˜)∇ψ˜)− ∂zG(|∇ψ˜|2, ψ˜) = 0 in R× (0, l),ψ˜ = Q, ∂x2ψ˜ = Λ∞ on R× {l}.
For given Q and Λ∞ > 0, there is a unique one dimensional solution ψ1d to the above
problem. Furthermore, since ψ˜(x1, 0) = 0, the height l is uniquely determined by Q
and Λ∞. Indeed, for k > 0, consider the variational problem
inf
K[k
ˆ h
0
G(|ϕ′|2, ϕ)
where K[k = {ϕ ∈ C0,1([0, k];R) : ϕ(0) = 0, ϕ(k) = Q}. There exists a unique mini-
mizer ψ˜k by the direct method in the calculus of variations. Moreover, by the boundary
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Hopf lemma Λ(k) := limx→k− ψ˜′k(x) is strictly monotone decreasing in k. Thus there
exists a unique l such that Λ(l) = Λ∞. By the uniqueness of the problem for the
downstream blowup limit, one can thus conclude that ψ∞ → ψ as x1 → +∞, and the
asymptotic height is uniquely determined.
(ii). Upstream asymptotic behavior. Since the nozzle is asymptotically horizontal
with the height H¯, the limits of ψ∞(x1 − n, x2) solve the Dirichlet problem in the
infinite strip
(100)
{∇ · (g(|∇ψ|2, ψ)∇ψ)− ∂zG(|∇ψ|2, ψ) = 0 in R× (0, H¯),
ψ = Q on R× {H¯}, ψ = 0 on R× {0}, 0 < ψ < Q in R× (0, H¯).
Furthermore, it follows from the energy estimate (cf. [64, Lemma 1]) that the problem
(100) has a unique solution. Clearly ψ¯ defined in (99) satisfies (100). Therefore,
ψ(n) → ψ¯. This proves the asymptotic behavior of the flows in the upstream and thus
finishes the proof of the proposition. 
In view of Proposition 2.1 and Lemma 2.4, with the regularity and asymptotic
behavior of solutions at hand, the equivalence between the stream function formulation
and the original Euler system is true as long as ∂x1ψ > 0 inside the flow region. This
fact is guaranteed by the following proposition.
Proposition 6.7. Let ψ := ψ∞ be a solution obtained in Proposition 6.5. Then ∂x1ψ >
0 in O = Ω ∩ {ψ < Q}.
Proof. It follows from Proposition 6.5 (ii) that ∂x1ψ ≥ 0 in O. The strict inequality
can be proved by the strong maximum principle. Indeed, assume that ∂x1ψ(x
(0)) = 0
for some x(0) ∈ Ω ∩ {ψ < Q}. Let V := ∂x1ψ. Then V ≥ 0 in O and it satisfies
∂i(a
ij∂jV ) + ∂i(b
i∂iV )− bi∂iV + cV = 0 in O,
where
aij := ∂pipjg, b
i := ∂pizg, c := ∂zzG.
The strong maximum principle (cf. [44, Theorem 2.2]) gives that V = 0 in O, and
hence all streamlines are horizontal. This is however a contradiction. Hence V > 0 in
O and thus the proof of the proposition is complete. 
Remark 6.8. To show that this is the unique state at downstream, we make use of
the flatness of the free boundary at x1 → +∞. More precisely, consider the limits
ψ(x1 + kn, x2) → ψ∞ along sequences kn → ∞. Then ψ∞ is a solution to the Cauchy
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problem in the infinite strip
(101)

∇ · (g(|∇ψ|2, ψ)∇ψ)− B′(ψ)
g(|∇ψ|2, ψ) = 0 in R× (0, H1),
ψ = 0 on R× {0},
ψ = Q, ∂x2ψ = Λ on R× {¯H}.
One knows that
¯
ψ(x2) =
¯
ρ
´ x2
0 ¯
u(s)ds is a solution to the Cauchy problem with g(|∇
¯
ψ|2,
¯
ψ) =
1
¯
ρ
. Since the flow is subsonic so that the governing equation is elliptic, by the unique
continuation we infer that
¯
ψ is the unique solution to the above Cauchy problem (101).
7. Remove the subsonic truncation when the flux is small
In this section, the subsonic truncation is removed. We show that if (29) holds for
sufficiently small κ∗ and Q is suitably small, then one always has |∇ψ|2 < tc(B(ψ))− ,
where tc(B(z)) is defined in (19). The proof is based on the classical Bernstein’s
technique.
Proposition 7.1. Let ψ be a limiting solution in Proposition 6.5. Then if the condition
(29) holds, then
(102) |∇ψ| < tc(B(ψ))− 
as long as Q ∈ (Q∗, Qˆ) for some Qˆ sufficiently small depending on B∗, γ and the nozzle.
Remark 7.2. Note that in view of (19), one can fix a truncation parameter  > 0
small depending only on B∗ and γ, such that tc(B(ψ)) is uniformly bounded from below
by a positive constant depending only on B∗ and γ.
Proof of Proposition 7.1. By the boundary estimate for the elliptic equation, for any
x(0) ∈ O := Ω ∩ {ψ < Q}, one has
‖∇ψ‖L∞(B1(x(0))∩O) ≤ C
(‖ψ‖L∞(B2(x(0))∩O) + ‖∂zG‖L∞(B2(x(0))∩O)) ,
where C depends on B∗, γ and the nozzle. Since 0 ≤ ψ ≤ Q in O and
‖∂zG‖L∞ ≤ Cκ0,
it follows from Propositions 2.2 and 4.1 and Corollary 6.3 that one has (102) provided
that (29) holds with κ0 sufficiently small and Q ∈ (Q∗, Qˆ) with Qˆ sufficiently small.
Both κ0 and Qˆ depend on B∗, γ and the nozzle. 
In fact, when the flows are subsonic, the downstream states of the flows are uniquely
determined by the upstreaming incoming data B, Q as well as H¯ and Λ.
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Proposition 7.3. Let (ψ,Γψ,Λ) be a smooth subsonic triple to the Problem 2 with the
given incoming Bernoulli function B and the mass flux Q ∈ (Q∗, Q∗), i.e., both ψ and
Γψ are smooth, and that ∂x1ψ > 0 in the fluid region {ψ < Q}. Then the states at
downstream, (
¯
ρ,
¯
u), and the asymptotic height
¯
H are uniquely determined by B, Q, H¯
and Λ.
Proof. On the free boundary the flow at the downstream satisfies
(103) B(H¯) = h(
¯
ρ) +
Λ2
2
¯
ρ2
.
For a subsonic solution, one has Λ2 < tc(B(H¯)). Thus
¯
ρ ∈ (%c(B(H¯)), %∗(B(H¯)) is
determined uniquely by B(H¯) and Λ. Furthermore, using (103) and Corollary 6.3
gives
%∗(B(H¯))−
¯
ρ ≥ C−1Λ2 ≥ C−1κ1/2,
where C depends only B∗, γ, and the nozzle. Note that
0 < %∗(B(H¯)))− %∗(B∗) ≤ Cκ.
Therefore, one has
(104) %∗(B∗)−
¯
ρ > Cκ1/2.
Next, let θ(x2) be the position at downstream if one follows along the streamline
with asymptotic height x2 in the upstream, i.e., θ : [0, H¯]→ [0,
¯
H] satisfies
(105)
ˆ θ(x2)
0 ¯
ρ
¯
u(s)ds =
ˆ x2
0
ρ¯u¯(s)ds and B(x2) = ¯
u2(θ(x2))
2
+ h(
¯
ρ), x2 ∈ [0, H¯].
Therefore, one has
(106)
¯
u(θ(x2)) =
√
2B(x2)− 2h(
¯
ρ).
It follows from (104) that one has
C−1κ1/4 <
¯
u(θ(x2)) < qc(B
∗).
Using the first equation in (105) yields
(107)

θ′(x2) =
ρ¯u¯(x2)
¯
ρ
¯
u(θ(x2))
,
θ(0) = 0.
Substituting (106) into (107) yields that θ satisfies the Cauchy problem for a standard
first order ODE. Therefore, θ, in particular
¯
H = θ(1), can be uniquely determined.
The downstream velocity
¯
u is thus also determined by (106). 
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Proposition 7.1 together with Proposition 6.7 yields the existence of solutions to
the Problem 1. The downstream asymptotic behavior of the solutions follows from
Proposition 7.3 and Remark 6.8.
8. Uniqueness
In this section we prove the uniqueness of the solution to the Problem 1.
Proposition 8.1. Suppose that (ψi,Γi,Λi) (i = 1, 2) are two uniformly subsonic
solutions to Problem 2, then they must be the same.
Proof. Let (
¯
ρi,
¯
ui,
¯
Hi), i = 1, 2, be the downstream asymptotics. The proof is divided
into two steps.
Step 1. Λ1 = Λ2. Without loss of generality, assume that Λ1 < Λ2. Let B(%, t) :=
h(%) + t
2%2
. By Bernoulli’s law, along the free boundary Γ1 and Γ2 one has
B(
¯
ρ1,Λ
2
1) = B(
¯
ρ2,Λ
2
2) = B(H¯).
In the subsonic region %γ+1 > t one has
∂B
∂%
> 0 and
∂B
∂t
> 0.
Hence B(%, t) = s determines a unique function % = %(t, s) which is a decreasing with
respect to t. Thus if Λ1 < Λ2, one has %(Λ1, B(H¯)) > %(Λ2, B(H¯)), which implies
¯
ρ1 >
¯
ρ2. Let θi(x2) (i = 1, 2) be defined in (107) associated with (
¯
ρi,
¯
ui) (i = 1, 2). By
Bernoulli’s law again one has
B(
¯
ρ1, (
¯
ρ1
¯
u1)
2(θ1(x2))) = B(
¯
ρ2, (
¯
ρ2
¯
u2)
2(θ2(x2))) = B(x2).
Thus
¯
ρi = %(
¯
ρi
¯
ui(θi(x2)), B(x2)), i = 1, 2. Since
¯
ρ1 >
¯
ρ2 and % is monotone decreasing
in t, one has
¯
ρ1
¯
u1(θ1(x2)) <
¯
ρ2
¯
u2(θ2(x2)).
In view of (107) this implies
(108) θ′1(x2) > θ
′
2(x2).
Note that θ1(0) = θ2(0) = 0. Integrating (108) on [0, 1] gives
¯
H1 = θ(1) > θ2(1) =
¯
H2.
Let Oi be the domain bounded by S0, S1, and Γi. Since
¯
H1 >
¯
H2 and that S1∪Γi is
an x2-graph, one can find a k ≥ 0 such that the domain O(k)1 = {(x1, x2) : (x1−k, x2) ∈
O1} contains O2. Let k∗ be the smallest number such that O(k∗)1 contains O2 and they
touch at some point (x∗1, x
∗
2) ∈ Γ2. Let ψ(k)i := ψi(x1 − k, x2) (i = 1, 2). By the
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comparision principle ψ
(k∗)
1 ≤ ψ2 in O2. Noting that at the touching point one has
ψ
(k∗)
1 (x
∗
1, x
∗
2) = ψ2(x
∗
1, x
∗
2), then by the boundary Hopf lemma we have
Λ1 =
∂ψ
∂ν
(x∗1, x
∗
2) >
∂ψ2
∂ν
(x∗1, x
∗
2) = Λ2.
This leads to a contradiction. Hence one has Λ1 = Λ2.
Step 2. ψ1 = ψ2 and Γ1 = Γ2. Suppose that Γ1 6= Γ2. Without loss of generality,
assume that there exists an x˜2 such that Υ1(x˜2) < Υ2(x˜2), where Γi = (Υi(x2), x2).
From step 1 and Proposition 7.3 one has
¯
H1 =
¯
H2. Thus similar as in step 1 there
exists k˜∗ ≥ 0 such that such that O(k˜∗)1 contains O2 and they touch at some point
(x˜∗1, x˜
∗
2) ∈ Γ2, moreover,
Λ1 =
∂ψ
(k˜∗)
1
∂ν
(x˜∗1, x˜
∗
2) >
∂ψ2
∂ν
(x˜∗1, x˜
∗
2) = Λ2.
This is however a contradiction. Thus one has Γ1 = Γ2 and thus O1 = O2. Let Γ := Γ1
and O := O1. It follows from the energy estimate (cf. [64, Proposition 5]) that the
boundary value problem{∇ · (g(|∇ψ|2, ψ)∇ψ)− ∂zG(|∇ψ|2, ψ) = 0 in O,
ψ = Q on S1 ∪ Γ, ψ = 0 on S0
has a unique uniformly subsoinc solution. Hence ψ1 = ψ2.
This completes the proof of the lemma. 
9. Existence of Critical Mass Flux
For the given Bernoulli function at the upstream satisfying (8) with κ∗ sufficiently
small depending onB∗, γ and the nozzle, Proposition 7.1 shows that there exist subsonic
jet flows as long as Q ∈ (Q∗, Qˆ) for some Qˆ > Q∗ sufficiently small. In this section, we
increase Qˆ as large as possible until some critical mass flux Qc, such that for Q > Qc
either the flow fails to be subsonic or the stream function ψ fail to be a solution in the
sense of Problem 2.
Proposition 9.1. Let B satisfy (8), then there exists a critical mass flux Qc ≤ Q∗ for
Q∗ appeared in Proposition 2.2 such that if Q ∈ (Q∗, Qc), there exists a unique solution
ψ to Problem 2, which satisfies
(109) 0 < ψ < Q in O, and M(Q) := sup
O
(|∇ψ|2 − tc(B(ψ))) < 0,
with the domain O bounded by S0, S1, and Γ. Furthermore, as Q→ Qc one has either
M(Q) → 0, or there does not exist a σ > 0 such that Problem 2 has solutions for all
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Q ∈ (Qc, Qc + σ) and
(110) sup
Q∈(Qc,Qc+σ)
M(Q) < 0.
Proof. The proof for the proposition is inspired by [62, Proposition 6], where the exis-
tence of critical flux for subsonic solutions with nonzero vorticity in fixed nozzles was
established.
For the given Bernoulli function B in the upstream satisfying (8) and any Q ∈
(Q∗, Q∗), one can define ρ¯ and u¯(x2). Since B(ψ) and ρ¯ depend on Q by definition, in
this section, we denote them by ρ¯(Q) and B(ψ;Q), respectively.
Let {n}∞n=1 be a strictly decreasing sequence of positive numbers such that n ↓ 0
and 1 ≤  which is used for the subsonic truncations in previous sections. Let κ∗ be
the constant defined in (8). Fix κ∗ > 0 sufficiently small depending on B∗, γ and the
nozzle (thus κ0 given in (29) is small), let ψn(·;Q) be the solution (if it exsits) to
(111)

∇ · (gn(|∇ψ|2, ψ)∇ψ)− ∂zGn(|∇ψ|2, ψ) = 0 in {ψ < Q},
ψ = 0 on S0,
ψ = Q on S1 ∪ Γψ,
|∇ψ| = Λ on Γψ,
such that the free boundary condition Γ joins S1 as a C
1 smooth curve, where gn and
Gn are defined in (40) and (50), respectively, and moreover, if
(112) |∇ψn(x;Q)|2 − tc(B(ψn;Q)) ≤ −n,
then ψn(x;Q) solves the problem (39), and it satisfies the far fields behavior claimed
in Problem 2 and
0 ≤ ψn(x;Q) ≤ Q.
Set
Sn(Q) = {ψn(x;Q)|ψn(x;Q) solves (111)}.
Define
Mn(Q) = inf
ψn∈Sn(Q)
sup
O
(|∇ψn(x;Q)|2 − tc(B(ψn;Q)))
and
Tn = {s|Q∗ ≤ s ≤ Q∗, Mn(Q) ≤ −n if Q ∈ (Q∗, s)}.
It follows from Proposition 7.1 that [Q∗, Qˆ] ⊂ Tn for sufficiently large n. Hence Tn is
not an empty set. Define Qn = supTn.
The sequence {Qn} has some nice properties.
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First, Mn(Q) is left continuous for Q ∈ (Q∗, Qn]. Let {Qn,k} ⊂ (Q∗, Qn) and
Qn,k ↑ Qn as k →∞. Since Mn(Qn,k) ≤ −n, one has
‖ψn(x;Qn,k)‖C0,1(On,k) ≤ C and ‖ψn(x;Qn,k)‖C2,α(On,k\Bδ(A)) ≤ C(δ) for any δ > 0,
where On,k is the associated domain bounded by S0, S1, and Γ, and Bδ(A) is the disk
centered at A = (0, 1) with radius δ. Therefore, there exists a subsequence ψn(x;Qn,kl)
such that ψn(x;Qn,kl) → ψ and On,kl → O as l → ∞. Furthermore, ψ solves (111).
Thus Mn(Q) ≤ liml→∞Mn(Qn,kl) ≤ −n. It follows from Proposition 8.1 that ψ is
unique. Hence Mn(Q) = liml→∞Mn(Qn,kl).
Second, Qn < Q
∗. Suppose not, by the definition of Qn, Q∗ ∈ Tn. It follows from
the left continuity of Mn, Mn(Q
∗) ≤ −n. Thus ψn(x; Q¯) satisfies far field behavior.
However, it follows from the definition of Q∗ that
sup
x∈O
(|∇ψn(x;Q∗)|2 − tc(B(ψn(x;Q∗))))
≥ sup
x2∈[0,H¯])
{|ρ¯(Q∗)u¯(x2;Q∗)|2 − tc(B(x2))}
= 0.
Thus Mn(Q
∗) ≥ 0. This leads to a contradiction, which implies Qn < Q∗.
Finally, it follows from the definition of {Qn} that {Qn} is an increasing sequence.
Define Qc := limn→∞Qn. Based on previous properties of {Qn}, Qc is well-defined
and Qc ≤ Q∗. Note that for any Q ∈ (Q∗, Qc), there exists a Qn > Q and thus
Mn(Q) ≤ −n. Therefore ψ = ψn(x;Q) solves (111) and
sup
O
(|∇ψ|2 − tc(B(ψ))) = Mn(Q) ≤ −n.
Furthermore, ∂x1ψn > 0 and the induced flow (ρ,u) satisfies all other properties in part
(i) of Theorem 1.
If supQ∈(Q∗,Qc) M(Q) < 0, then there exists an n such that supQ∈(Q∗,Qc) M(Q) <
−n. As the same as the proof for the left continuity of Mn(Q) on (Q∗, Qn], Mn(Qc) ≤
−n. Suppose that there exists σ > 0 such that Problem 2 always has a solution ψ for
Q ∈ (Qc, Qc + σ), and
sup
Q∈(Qc,Qc+σ)
M(Q) = sup
Q∈(Qc,Qc+σ)
sup
O
(|∇ψ|2 − tc(B(ψ))) < 0.
Then there exists k > 0 such that
sup
Q∈(Qc,Qc+σ)
M(Q) = sup
Q∈(Qc,Qc+σ)
sup
O
(|∇ψ|2 − tc(B(ψ))) ≤ −n+k.
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This yields that Qn+k ≥ Qc+σ and leads to a contradiction. Therefore, either M(Q)→
0, or there does not exist σ > 0 such that Problem 2 has solution for all Q ∈ (Qc, Qc+σ)
and the associated solutions satisfy (110).
This completes the proof of the proposition. 
Combining all the results in previous sections, Theorem 1 is proved.
Acknowledgement. W. Shi was partially supported by the German Research
Foundation (DFG) by the project SH 1403/1-1. L. Tang was partially supported
by NNSFC grant 11831109 of China and Fundamental Research Grant for Central
Universities (No. CCNU19TS032). The research of Xie was partially supported by
NSFC grants 11971307 and 11631008.
References
[1] H. W. Alt and L. A. Caffarelli, Existence and regularity for a minimum problem with free
boundary, J. Reine Angew. Math., 325 (1981), 105–144.
[2] H. W. Alt, L. A. Caffarelli, and A. Friedman, Asymmetric jet flows, Comm. Pure Appl. Math.,
35 (1982), 29–68.
[3] H. W. Alt, L. A. Caffarelli, and A. Friedman, Jet flows with gravity. J. Reine Angew. Math., 331
(1982), 58–103.
[4] H. W. Alt, L. A. Caffarelli, and A. Friedman, Axially symmetric jet flows, Arch. Rational Mech.
Anal., 81 (1983), 97–149.
[5] H. W. Alt, L. A. Caffarelli, and A. Friedman, A free boundary problem for quasilinear elliptic
equations, Ann. Scuola Norm. Sup. Pisa Cl. Sci., 11 (1984), no. 1, 1–44.
[6] H. W. Alt, L. A. Caffarelli, and A. Friedman, Variational problems with two phases and their
free boundaries, Trans. Amer. Math. Soc. 282 (1984), 431–461.
[7] H. W. Alt, L. A. Caffarelli, and A. Friedman, Jets with two fluids. I. One free boundary, Indiana
Univ. Math. J., 33 (1984), 213–247.
[8] H. W. Alt, L. A. Caffarelli, and A. Friedman, Jets with two fluids. II. Two free boundaries,
Indiana Univ. Math. J., 33 (1984), 367–391.
[9] H. W. Alt, L. A. Caffarelli, and A. Friedman, Compressible flows of jets and cavities. J. Differ-
ential Equations, 56 (1985), 82–141.
[10] G. K. Batchelor, An introduction to fluid dynamics, Second paperback edition, Cambridge Math-
ematical Library. Cambridge University Press, Cambridge, 1999.
[11] G. Birkhoff and E. H. Zarantonello, Jets, wakes, and cavities, Academic Press Inc., Publishers,
New York, 1957.
[12] L. Bers, Mathematical aspects of subsonic and transonic gas dynamics, Surveys in Applied Math-
ematics, Vol.3, John Wiley and Sons, Inc., New York, 1958.
[13] S. Chaplygin, Gas jets, Tech. Notes Nat. Adv. Comm. Aeronaut., (1944), no. 1063.
[14] C. Chen, L. L. Du, C. J. Xie, and Z. P. Xin; Two dimensional subsonic Euler flow past a wall or
a symmetric body, Arch. Ration. Mech. Anal., 221 (2016), 559–602.
VARIATIONAL STRUCTURE AND JET FLOWS 57
[15] C. Chen and C. J. Xie, Existence of steady subsonic Euler flows through infinitely long periodic
nozzles, J. Differential Equations, 252 (2012), 4315–4331.
[16] C. Chen and C. J. Xie, Three dimensional steady subsonic Euler flows in bounded nozzles, Journal
of Differential Equations, 256 (2014), 3684–3708.
[17] G. Chen, J. Chen, and K. Song, Transonic nozzle flows and free boundary problems for the full
Euler equations, J. Differential Equations, 229 (2006), 92–120.
[18] G. Q. Chen, C. Dafermos, M. Slemrod, and D. H. Wang, On two-dimensional sonic-subsonic flow,
Comm. Math. Phys., 271 (2007), 635–647.
[19] G. Q. Chen, X. M. Deng, and W. Xiang, Global steady subsonic flows through infinitely long
nozzles for the full Euler equations, SIAM J. Math. Anal., 44 (2012), 2888–2919.
[20] G. Q. Chen and M. Feldman, Multidimensional transonic shocks and free boundary problems for
nonlinear equations of mixted type, J. Amer. Math. Soc., 16 (2003), 461–494.
[21] G. Q. Chen, F. M. Huang, and T. Y. Wang, Sonic-subsonic limit of approximate solutions to
multidimensional steady Euler equations, Arch. Rational Mech. Anal., 219 (2016), no. 2, 719–740.
[22] G. Q. Chen, F. M. Huang, T. Y. Wang, and W. Xiang, Steady Euler flows with large vorticity
and characteristic discontinuities in arbitrary infinitely long nozzles, Adv. Math., 346 (2019),
946–1008.
[23] S. X. Chen, Compressible flow and transonic shock in a diverging nozzle, Comm. Math. Phys.,
289 (2009), 75–106.
[24] S. X. Chen and H. R. Yuan, Transonic shocks in compressible flow passing a duct for three-
dimesional Euler systems, Arch. Rational Mech. Anal., 187 (2008), 523–556.
[25] J. F. Cheng and L. L. Du, A free boundary problem for semi-linear elliptic equation and its
applications, preprint, arXiv:2006.02269
[26] J. F. Cheng, L. L. Du, and W. Xiang, Compressible subsonic jet flows issuing from a nozzle of
arbitrary cross-section, J. Differential Equations, 266 (2019), 5318–5359.
[27] L. P. Cook, E. Newman, S. Rimbey, and G. Schleiniger, Sonic and subsonic axisymmetric nozzle
flows, SIAM J. Appl. Math., 59 (1999), 1812–1824.
[28] R. Courant and K. O. Friedrichs, Supsonic flow and shock waves, Interscience Publ., New York,
(1948).
[29] D. De Silva. Free boundary regularity for a problem with right hand side. Interfaces Free Bound,
13 (2011), 223–238.
[30] D. De Silva, F. Ferrari, and S. Salsa, Two-phase problems with distributed sources: regularity of
the free boundary, Analysis & PDE, 7 (2014), 267–310.
[31] L. L. Du and B. Duan, Global subsonic Euler flows in an infinitely long axisymmetric nozzle, J.
Differential Equations, 250 (2011), 813–847.
[32] L. L. Du and B. Duan, Note on the uniqueness of subsonic Euler flows in an axisymmetric nozzle,
Appl. Math. Letters, 25 (2012), 153–156.
[33] L. L. Du, S. K. Weng, and Z. P. Xin, Subsonic irrotational flows in a finitely long nozzle with
variable end pressure, Comm. Partial Differential Equations, 39 (2014), 666–695.
[34] L. L. Du and C. J. Xie, On subsonic Euler flows with stagnation points in two dimensional nozzles,
Indiana Univ. Math. J., 63 (2014), 1499–1523.
[35] L. L. Du, C. J. Xie, and Z. P. Xin, Steady subsonic ideal flows through an infinitely long nozzle
with large vorticity, Comm. in Math. Phy., 328 (2014), 327–354.
58 WENHUI SHI, LAN TANG, AND CHUNJING XIE
[36] L. L. Du, Z. P. Xin, and W. Yan, Subsonic flows in a multi-dimensional nozzle, Arch. Rational
Mech. Anal., 201 (2011), 965–1012.
[37] B. Duan and Z. Luo, Three-dimensional full Euler flows in axisymmetric nozzles, J. Differential
Equations, 254 (2013), 2705–2731.
[38] L. C. Evans, Partial differential equations, Graduate Studies in Mathematics, 19, American
Mathematical Society, Providence, 1998.
[39] A. Friedman, Variational principles and free-boundary problems, A Wiley-Interscience Publica-
tion, Pure and Applied Mathematics, John Wiley & Sons, Inc., New York, 1982.
[40] A. Friedman, Axially symmetric cavities in rotational flows, Comm. Partial Differential Equa-
tions, 8 (1983), 949–997.
[41] M. Giaquinta, Multiple integrals in the calculus of variations and nonlinear elliptic systems,
Annals of Mathematics Studies, 105, Princeton University Press, Princeton, NJ, 1983.
[42] D. Gilbarg, Comparison methods in the theory of subsonic flows, J. Rational Mech. Anal., 2
(1953), 233–251.
[43] D. Gilbarg, Jets and cavities, 1960 Handbuch der Physik, Vol. 9, 311–445 Springer-Verlag, Berlin.
[44] D. Gilbarg and N. S. Trudinger, Elliptic partial differential equations of second order, Classics
in Mathematics, Springer-Verlag, Berlin, 2001.
[45] Q. Han and F. Lin, Elliptic partial differential equations, Second edition, Courant Institute of
Math. Sci., NYU, American Mathematical Society, 2011.
[46] F. M. Huang, T. Y. Wang, and Y. Wang, On multi-dimensional sonic-subsonic flow, Acta Math-
ematica Scientia, 31 (2011), 2131–2140.
[47] D. Kinderlehrer and L. Nirenberg, Regularity in free boundary problems, Ann. Scuola Norm.
Sup. Pisa Cl. Sci., 4 (1977), 373–391.
[48] H. Koch and D. Tataru, Carleman estimates and unique continuation for second-order elliptic
equations with nonsmooth coefficients, Comm. Pure Appl. Math., 54 (2001), 339–360.
[49] J. Li, Z. P. Xin, and H. C. Yin, On transonic shocks in a nozzle with variable end pressures,
Comm. Math. Phys., 291 (2009), 111–150.
[50] Y. Li, W. H. Shi, and C. J. Xie, The cavity problem for two dimensional compressible subsonic
flows with nonzero vorticity, preprint, 2020
[51] Y. Li, W. H. Shi, and C. J. Xie, The jet problem for three dimensional axially symmetric full
compressible subsonic flows with nonzero vorticity, preprint, 2020
[52] J. Li, Z. P. Xin, H. C. Yin, Transonic shocks for the full compressible Euler system in a general
two-dimensional de Laval nozzle, Arch. Ration. Mech. Anal., 207 (2013), 533–581.
[53] L. Liu, G. Xu, and H. Yuan, Stability of Spherically symmetric subsonic flows and transonic
shocks under multidimensional perturbations, Advance in Mathematics, 291 (2016), 696–757.
[54] A. J. Majda and A. L. Bertozzi, Vorticity and incompressible flow, Cambridge Texts in Applied
Mathematics, 27. Cambridge University Press, Cambridge, 2002.
[55] L. Rosales, A Hopf-type boundary point lemma for pairs of solutions to quasilinear equations,
Canad. Math. Bull., 62 (2019), 607–621.
[56] W. Shi, L. Tang, and C. J. Xie, The existence of two dimensional compressible jet flows with
general nozzles and incoming flows, in preparations.
[57] W. Strauss, Steady water waves, Bull. Amer. Math. Soc. , 47 (2010), 671–694.
VARIATIONAL STRUCTURE AND JET FLOWS 59
[58] C. P. Wang and Z. P. Xin, On a degenerate free boundary problem and continuous subsonic-sonic
flows in a convergent nozzle, Arch. Rational Mech. Anal., 208 (2012), 911–975.
[59] C. P. Wang, Z. P. Xin, On an elliptic free boundary problem and subsonic jet flows for a given
surrounding pressure, arXiv:1902.02584
[60] S. K. Weng, Subsonic irrotational flows in a two-dimensional finitely long curved nozzle, Zeitschrift
fu¨r Angewandte Mathematik und Physik, 65 (2014), 203–220.
[61] S. K. Weng, C. J. Xie, and Z. P. Xin, Structural stability of the transonic shock problem in a
divergent three dimensional axisymmetric perturbed nozzle, preprint, arXiv:1908.01694
[62] C. J. Xie and Z. P. Xin, Global subsonic and subsonic-sonic flows through infinitely long nozzles,
Indiana Univ. Math. J., 56 (2007), 2991–3023.
[63] C. J. Xie and Z. P. Xin, Global subsonic and subsonic-sonic flows through infinitely long axially
symmetric nozzles, J. Differential Equations, 248 (2010), 2657–2683.
[64] C. J. Xie and Z. P. Xin, Existence of global steady subsonic Euler flows through infinitely long
nozzle, SIAM J. Math. Anal., 42 (2010), 751–784.
[65] Z. P. Xin and H. C. Yin, Transonic shock in a nozzle, I. Two-dimensional case, Comm. Pure
Appl. Math., 58 (2005), 999–1050.
[66] Z. P. Xin and H. C. Yin, Three-dimensional transonic shocks in a nozzle, Pacific J. Math., 236
(2008), 139–193.
[67] Z. P. Xin and H. C. Yin, The transonic shock in a nozzle, 2-D and 3-D complete Euler systems,
J. Differential Equations, 245 (2008), 1014–1085.
Monash University, School of Mathematics, 9 Rainforest Walk, Clayton, VIC
3800, Australia
E-mail address: wenhui.shi@monash.edu
School of Mathematics and Statistics, Central China Normal University, Wuhan,
Hubei 430079, China
E-mail address: lantang@mail.ccnu.edu.cn
School of mathematical Sciences, Institute of Natural Sciences, Ministry of Ed-
ucation Key Laboratory of Scientific and Engineering Computing, and SHL-MAC,
Shanghai Jiao Tong University, 800 Dongchuan Road, Shanghai, China
E-mail address: cjxie@sjtu.edu.cn
