We derive asymptotic approximations to the correlation coefficients of two level sizes in random recursive trees and binary search trees, which undergo sharp sign-changes when one level is fixed and the other one is varying. An asymptotic estimate for the expected width is also derived.
Introduction
This paper is a sequel to Drmota and Hwang (2004) and Fuchs et al. (2004) (referred to as FHN throughout this paper due to frequent reference) in which we addressed the limit distributions of profiles (number of nodes at the levels) in random recursive trees and binary search trees. In addition to the many intriguing phenomena unveiled there, we show in this paper that the correlation coefficients of two level sizes in both classes of trees exhibit sharp sign-changes. The method of proof for deriving the uniform estimates for covariances will be useful in obtaining asymptotics of the expected widths for which only almost-sure results but no moment estimates were previously known. -If k = log n + O(1), then (Y n,k − E(Y n,k ))/ V(Y n,k ) does not converge to a fixed limit law.
Covariance of Y n,k and Y n,h . The results derived in our previous papers dealt with stochastic behaviors of a fixed level size. We examine in this paper the asymptotics of the correlation coefficient of two level sizes, which turns out to undergo a sharp sign-change at α = 1 (when the other level is fixed and not near log n).
To state our results, we first introduce some notation. Define 
Let k, h ≥ 1, α n,k := k/ log n, β n,h := h/ log n and α and β be their limit ratio, respectively, if exists (when n tends to infinity). , if α, β = 1; c 3 t n,h + c 4 f (α, α)p(t n,h , t n,h )
, if α = 1, β = 1; p(s n,k , t n,h ) p(s n,k , s n,k )p(t n,h , t n,h )
, if α = β = 1,
where s n,k := k − log n and t n,h := h − log n.
By symmetry, all cases when α, β ∈ [0, 2) are covered. In particular, the result here also implies the estimates we derived for V(Y n,k ) in previous papers. A comparison of the different approaches used so far for V(Y n,k ) is given in the last section.
Corollaries and intuitive interpretations.
Thus the sizes at the first few levels (k = o(log n)) are asymptotically independent of those at levels that are ≫ k.
; or (ii) both s n,k , t n,h → ∞ (not necessarily at the same rate) when α = β =
1.
The first case is intuitively clear, but the second case less transparent.
) exhibits asymptotically a sharp signchange at β = 1 when α ∈ (0, 2) is fixed and β is varying from 0 to 2.
A few plots of the asymptotic correlation coefficient are given in Figures 1, 2, 3 , highlighting in particular the discontinuous sign-change at 1.
Intuitively, the sizes of neighboring levels are expected to have positive correlation. The sharp sign-change at 1 is roughly because of the property that almost all nodes in a random tree lie at the levels k = log n + O( √ log n), each having about n/ √ log n nodes, (by the estimate
and the bimodal behavior of the variance near these levels; see Drmota and Hwang, 2004) . This implies that if one level k with, say k/ log n < 1 has more nodes, then (i) levels near log n are likely to have more nodes, and (ii) levels with h/ log n > 1 have fewer nodes available; this also roughly explains why Y n,k and Y n,h are negatively correlated (see Figure 1 ).
Our method of proof starts from the relation the singularity analysis of Flajolet and Odlyzko, 1990 ) and then by extending the saddle point method used in Hwang (1995) .
Width.
Our analytic approach is also useful in deriving a uniform estimate for
which turns out to be the crucial step for proving an asymptotic approximation to the expected width, defined to be W n := max k Y n,k .
Theorem 1.2.
The width W n satisfies
almost surely, and
The almost sure convergence is proved by modifying the martingale arguments used in Chau- that the sequence of random variables (Y n,k − E(Y n,k ))/ V(Y n,k ) converges to the same limit law as the total path length T n := k kX n,k when k ∼ log n and |k − log n| → ∞; see Section 3 for more details. BSTs were first introduced in the early 1960's by Windley (1960) , Booth and Colin (1960) , Hibbard (1962) , and are one of the simplest prototypical data structures; see Knuth (1997) , Mahmoud (1992) .
Random binary search trees. Assume that all n! permutations of n elements are equally likely. Given a random permutation, we call the BST constructed from the permutation a random BST. We distinguish between two types of nodes: internal nodes are nodes holding labels and external nodes are virtual nodes added so that all internal nodes are of outdegree two; see Figure 4 .
Denote by X n,k (I n,k ) the number of external (internal) nodes at level k in a random BST of n internal nodes, the root being at level zero. Distributional properties of both types of profile X n,k and I n,k are similar to those of Y n,k ; see FHN for details.
An interesting property here for the covariance of two level sizes is that while the limiting correlation coefficients of I n,k and I n,h exhibit a sharp sign-change at α = 2, the limiting correlation coefficients of X n,k and X n,h exhibit two sharp sign-changes at α = 1 and α = 2.
An intuitive interpretation will be given in Section 4.
Organization of the paper. We prove in the next section Theorem 1.1 on the asymptotic estimates of the correlation coefficients of two level sizes in random recursive trees. The width and related quantities are addressed in Section 3. Results for random BSTs are given in Section 4 without proof. We then conclude the paper with a brief comparative discussion of the methods of proof used to derive asymptotic estimates for the variances.
Correlation of two level sizes
We prove Theorem 1.1 in this section. Note that the
can also be applied to prove (1.4) in the case when α, β ∈ {0, 2}, we give here a uniform approach applicable to all cases.
Recurrence of Y n,k and E(Y n,k ). All our results are based on the recurrence relation satis- Let µ n,k := E(X n,k ). From (2.1), it follows that the mean satisfies Proof of (1.5). We now prove (1.5). By (2.1), we have the recurrence
for n ≥ 2. The last sum is equal to
The recurrence (2.3) is then either solved by considering nF n+1 −(n−1)F n and then iterating the resulting first-order difference equation or solved by considering the differential equation satisfied by n F n+1 z n . This proves (1.5).
An asymptotic expansion for the covariance. We now derive an asymptotic expansion for
First, by singularity analysis (see Flajolet and Odlyzko, 1990) , we have
the O-term holding uniformly for finite complex w. Thus, by (1.5) and (2.2),
uniformly for 1 ≤ k, h ≤ K log n, where
with f defined in (1.1).
If α + β = 0, we apply the saddle point method used in Hwang (1995) by first expanding f as follows
where f ℓ,r := f (ℓ+r) u ℓ v r (α n,k , β n,h )/(ℓ!r!); and then integrating term by term gives the formal expansion
where
The first few values of Ξ r are as follows.
Since Ξ r (n, k) equals (log n) −r times a polynomial in k of degree ⌊r/2⌋, the double sum on the right-hand side of (2.5) can be regrouped and gives an asymptotic expansion when
The error analysis is similar to those in Hwang (1995 Hwang ( , 1997 , and we obtain that (2.5) holds uniformly for 1 ≤ k, h ≤ 2 log n − ω n √ log n, ω n being any sequence tending
is handled similarly and is asymptotically negligible.
By the explicit forms of the Ξ ℓ 's, we obtain the expansion 6) which is sufficient for our use.
Special cases. Assume that 0 ≤ α, β < 2. If α, β ∈ {0, 1}, then
and we obtain
uniformly for 1 ≤ k, h ≤ 2 log n − ω n √ log n. This proves Theorem 1.4 when α, β ∈ {0, 1}.
It also implies that
If α = β = 1, then, by (2.6) and the following approximations
where k = log n + s n,k , h = log n + t n,h and the coefficients c j 's are defined in (
where p is given in (1.2). This also implies that
If α = 0 and β ∈ (0, 1), then, similarly as above, we have
The case when β = 1 and α = 1 is treated similarly.
A change of variables u → wv is useful for the remaining case when α = β = 0; then a similar analysis gives
Alternatively, we can use the exact expression (see van der Hofstad et al., 2002)
obtained from expanding the right-hand side of (1.5), and then proceed similarly as above (the two terms with indices j = k − 1, k suffice for obtaining (2.7)).
Proof of Corollary 1.3. When α, β ∈ (0, 2), α = 1, we have, by (1.4),
thus the sign-change follows. The case when α = 1 can also be checked similarly.
The proof of other corollaries to Theorem 1.1 is straightforward and omitted.
Profile and width
Profiles of trees are closely related to many other shape parameters. We discuss briefly in this section the connection between profile and width, starting from deriving an asymptotic estimate for the expected width, namely from the proof of (1.7). Then we consider the level polynomial M n (z) := k Y n,k z k , which will be seen to be a convenient tool for proving (1.6) and for bridging the limit properties of the profile and those of the total path length (and other weighted path lengths).
The expected width. Since the width is defined by W n = max k Y n,k , we have, by the estimate (2.2),
However, it is less clear how to obtain a tight upper bound. The arguments introduced in We start with a probabilistic lemma. 
Proof. We modify the proof of Theorem 12.3 in Billingsley (1968) . First, the assumption (3.1)
is exactly (12.50) from Billingsley (1968) with F (t) = t. It follows that for ε > 0 (and 1/ε is an integer; compare with (12.57) there)
Similarly, we obtain
Now, suppose that there exist s, t ∈ [0, 1] with |s − t| ≤ ε and |Z(s) − Z(t)| ≥ δ. Then there exists j < 1/ε with max(|s − jε|, |t − jε|) < ε and max(|Z(s) − Z(jε)|, |Z(t) − Z(jε)|) ≥ δ/2. Consequently
This proves (3.2) for all ε such that 1/ε is an integer. However, the general case also follows from the O-estimate.
Lemma 3.2. Let
Proof. We may apply the results in previous section for the covariance of Y n,k and Y n,h in some ranges, but they do not lead to a uniform estimate in terms of |k − h| 2 in the whole range when α = β = 1.
We give here a self-contained proof of (3.3). Assume, without loss of generality, that h ≥ k.
By (2.4), we have
It suffices to find upper bounds for the dominant term 
2 ) dx dy.
This, together with the uniform bound 
Similarly, by the inequality |e iw − 1 − iw| ≤ |w| 2 /2 for real w, we have
For the last integral J 4 , we use the expansion f e ix , e iy = c 2 i 2 xy + O (|xy||x + y|) , and obtain J 4 = J 5 + J 6 , where
iy dx dy, (by symmetry), so that
uniformly for k, h = log n + o(log n). This completes the proof of (3.3).
Lemma 3.3.
Uniformly for k, h = log n + o(log n),
and uniformly for k = log n + O(1) and h = log n + o((log n) 2/3 ),
Proof. Assume that |k − log n| ≤ |h − log n|. By Cauchy's integral formula
In the first case when k, h = log n + o(log n), we apply the the inequality |1 − e −i∆x | ≤ |∆x| and the same arguments as above, yielding
uniformly in k, h. This proves (3.4).
The approximation (3.5) follows from a straightforward application of the usual saddlepoint method.
An upper bound for the expected width. Let k 0 = ⌊log n⌋. Take
and L := (log n) 1/4 , where ξ n ∈ (0, 1/2) will be specified below. We use the following upper bound
n .
We show that, when taking expectation, the term Y n,k0 in W (1) n is dominant and all other terms are asymptotically of smaller order than E(Y n,k0 ).
We start from W
n . By (2.2),
see Hwang (1997) . If we choose ξ n := log log log n log log n ,
n , we have, by (3.4) for k, h = log n + O(LΛ) and by (2.2) for k, h outside this range,
We then apply Lemmas 3.1 and 3.2 to prove that
We first define Y n (t), −1 ≤ t ≤ 1, by
when t(log n) 1/2+ξn is an integer, and by linear interpolation otherwise. By Lemma 3.2, we
uniformly for s, t ∈ [−1, 1]. By Chebyshev inequality,
Take η n := Λ(log n) −1/2−ξn . It follows, by Lemma 3.1, that
and, consequently,
This and the definition of Y n (t) imply (3.6), which can be written as
Thus it remains to find an upper bound for W
n . By Cauchy-Schwarz inequality, we obtain
Here we used the estimates
= O(n/ √ log n); see Drmota and Hwang (2004) .
by Chebyshev inequality.
By Lemma 3.2, we have
This and (3.5) imply that
Collecting these estimates gives
which proves (1.7)
.
A possible refinement of the error term in (1.7). If we had the estimates
for k, h ∼ log n, then the error term O(log n) −1/4 log log n) in the approximation to the expected width would be improved to O((log n) −1/2+ε ) for some ε > 0, which is, up to (log n) ε , expected to be the right-order. A proof of these moment estimates would be to apply induction and the approach used in FHN, but the details would be very messy. We observe first that the normalized random function M n (z) := M n (z)/E(M n (z)) (where
Asymptotics
is a martingale. Roughly, this reflects the construction that the newcoming key has the same probability of being attached to any of the existing nodes. Also by
By the martingale convergence theorem (see Hall and Heyde, 1980), M n (α) converges almost surely to a limit M (α) for any finite α > 0. Then by the recursive definition (2.1) of Y n,k , we deduce, similar to contraction method (see FHN), that
Interestingly, this limit relation also extends to complex values of α.
Lemma 3.4.
For any compact set in {z ∈ C : |z − 1| < 1}, the martingale M n (z) converges almost surely, uniformly and in L 2 to its limit M (z) (which is also an analytic function).
The key step of the proof is to use an explicit expression for E(M n (z 1 )M n (z 2 )) (see (1.5)), and to use Kolmogorov's criterion, coupling with vector martingale theorems. Finally, one recovers Y n,k almost surely (and uniformly for 1 − ε ≤ k/ log n ≤ 1 + ε for some ε > 0) via Cauchy's integral formula
We omit all technical details. Note that the radius α n,k := k/ log n in the contour integration is a natural choice because it is the saddle point of the integrand E(M n (z))z
is almost surely an analytic function and M (1) = 1, it follows that
almost surely. This completes the proof of (1.6).
Total path length.
Corollary 3.1. Let T n denote the total path length in a random recursive tree of n nodes. Then
is a martingale and
almost surely and in L 2 .
Proof.
The result is already known; see Mahmoud (1991) and Dobrow and Fill (1999) . However, our approach also gives
almost surely and in L 2 . In particular, when m = 2, we have
Note that M (m)
n (1) is also a martingale for m ≥ 1.
Profile of random binary search trees
We give in this section the corresponding results for the profiles of random BSTs. The proofs are similar to those for random recursive trees and are thus omitted. Recall that X n,k and I n,k denote the number of external nodes and internal nodes, respectively, at level k in a random BST of n elements.
External nodes
It is known since Lynch (1965) that
see also Françon (1977) or Mahmoud (1992) .
This simplifies Lemma 4 in Chauvin et al. (2001).
From this lemma, we deduce, by singularity analysis (see Flajolet and Odlyzko, 1990) , that
Unlike the profile of recursive trees, the limiting correlation coefficients of ρ(X n,k , X n,h ) undergo two sharp sign-changes at 1 and 2; see Figures 5 and 6. Width. The same arguments as above lead to 
Internal nodes
For internal nodes, we have
see Brown and Shubert (1984) or Mahmoud (1992) .
From this lemma, it follows, again by singularity analysis, that
, φ being defined in (4.1). Note that ϕ(1, 1) = c 2 = 2 − π 2 /6. Thus ρ(I n,k , I n,h ) → 1 when (i) k, h ∼ α log n where α = 2 and (ii) k, h ∼ 2 log n and |k − 2 log n|, |h − 2 log n| → ∞. An intuitive interpretation of the sign-change. For internal nodes, the behavior and the corresponding intuitive interpretation of the limiting correlation coefficients are similar to those of Y n,k (of recursive trees). The double sign-change of the limit of ρ(X n,k , X n,h ) is roughly explained as follows. Observe first that
2 k Φ log n − k √ log n , if |k − log n| ≤ (log n) 2/3−ε , E(X n,k ) α n,k − 1 , if k ≥ log n + (log n) 2/3−ε , for any ε > 0, where Φ(x) is the standard normal distribution function; see FHN. This says roughly that levels up to (1 − ε) log n are full of internal nodes (since in this range E(X n,k ) = o(2 k )) with less room for external nodes; outside this range, the number of internal nodes at each level is asymptotically of the same order as that of external nodes. Thus if X n,k with, say α ∈ (1, 2) has more nodes, then this means that there are also more internal nodes at this and neighboring levels, which implies that there are fewer nodes available at levels ≤ (1 − ε) log n and levels ≥ (2+ε) log n, similar to the interpretation given in Introduction for recursive trees.
Conclusions
We discovered in this paper the sharp sign-change phenomena in the correlation coefficients of two level sizes in random recursive trees and random BSTs. Such sign-changes are consistent with the bimodality of the variance in the middle range (k ∼ log n for recursive trees and k ∼ 2 log n for BSTs).
We conclude this paper with a brief comparison of the different approaches we used for the variance (and covariance) of profiles. In Hwang and Drmota (2004), we introduced two approaches for V(X n,k ) and V(Y n,k ), one based on explicit integral representations in terms of Bessel functions and the other on explicit expressions in terms of Stirling numbers of the first kind. But extending the two approaches to V(I n,k ) is not easy. In FHN, we used an approach based on recurrence and asymptotic transfer, which applies well to all three profiles we discussed in this paper. But getting more terms in the asymptotic expansions by this approach is effortful. The approach we present in this paper is not only more general (applicable to covariance and to more profiles) but also useful in deriving asymptotic expansions if needed.
Note that by the L 2 -convergence of the normalized profiles (established by, say the contraction method), the leading estimates for the variance or covariance can also be derived by the fixedpoint equation of the limit laws. But this approach fails for the ranges when the limit laws are degenerate.
The major open question here is: what is the limit distribution (if it exists) of the width? Is it the same as the limit law of total path length (in both class of random trees considered in this paper)?
