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SOME EXAMPLES OF SINGULAR FLUID FLOWS
MARCO ROMITO
Abstract. We explain the construction of some solutions of the Stokes
system with a given set of singular points, in the sense of Caffarelli, Kohn
and Nirenberg [1]. By means of a partial regularity theorem (proved
elsewhere), it turns out that we are able to show the existence of a
suitable weak solution to the Navier-Stokes equations with a singular
set of positive one dimensional Hausdorff measure.
1. Introduction
There is a wide interest on the problem of regularity for the Navier-
Stokes equations. One of the most interesting achievement was gained by
Caffarelli, Kohn and Nirenberg in 1982. They showed that a (suitable) weak
solution u to the Navier-Stokes equations has a set of singular points of null
one-dimensional Hausdorff measure. In their definition, a regular point for
a solution is a space-time point (t, x) such that the solution is essentially
bounded in a small neighbourhood of (t, x). A singular point is then a space-
time point which is not regular. In the sequel, we will call singular set the
set of all singular points for a weak solution u.
A few years later Scheffer in [7], [8] and [9], found some examples of
solutions to the Navier-Stokes inequality (namely, vector fields that satisfy
only the local energy inequality, but not necessarily the equations) having
a nearly one dimensional singular set. Scheffer pointed out that the limit of
the Caffarelli, Kohn and Nirenberg theorem rested in the energy method, so
that a clever, complete use of the equations could give a better result.
We are indebted with some of Scheffer’s ideas. Since we deal with a
linear equation, our computations are simpler. Nevertheless we ends up
with a solution to the Navier-Stokes equations having a singular set whose
dimension is bigger than the one of the Scheffer’s example. This is not in
contrast to the Caffarelli, Kohn and Nirenberg theorem [1], since our body
force is less regular (see Remark 4.2).
In view of these considerations, throughout the paper we will call thin
a set having null one-dimensional Hausdorff measure, and fat a set having
positive, possibly infinite, one-dimensional Hausdorff measure. Moreover,
we will denote by S(u) the singular set of a vector field u.
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2. Main results
We will present two different construction of solutions to the Stokes equa-
tion
∂tz −△z +∇Q = f(2.1)
div z = 0
with a given fat singular set. The main idea underlying the first construction
is that the solution has a property of self-similarity, in a sense related to the
one given by Leray [4]: it is invariant under the scaling
z(t, x) −→ λz(λ2t, λx).
on a fixed countable set of time intervals. In other words, we start from
a solution to the Stokes equation in a small time interval. Afterwards, the
solution is extended in the next interval by the self-similarity property, and
so on. After a finite time the singular set of the solution contains a given
fractal set.
In the second example we complete the same construction on R2, then
we obtain an axially-symmetric solution on R3. The main interest of this
example is that it can be used to obtain a solution to the Navier-Stokes
equation with a fat singular set. For this purpose we use a partial regularity
result proved in [3]. The last part of the section is devoted to the explanation
of this result and of its application on our example.
2.1. Solutions to the Stokes system with a fat singular set. The first
construction we explain fails to be a solution with a fat singular set, if at
least we want to use it for the Navier-Stokes equations (see Remark 2.2).
Anyway this example has some interest: firstly there is a more general
expression of the body force (it is composed of a mean term and a fluctua-
tion). Moreover it should be possible to use this construction in the second
example below (see Proposition 2.3) to obtain in that case a even fatter sin-
gular set. Finally the second example exploits some of the idea of the first
one, so that the construction should be plainer. The following proposition
is proved in Section 3.
Proposition 2.1. Let α ∈ (0, 32), then there exist z0 : R3 → R3, f : R+ ×
R3 → R3 and g : R+ × R3 → R3 such that the solution z of the Stokes
equation (2.1) has the following properties
(i) z ∈ L∞(0,∞; [L2(R3)]3) ∩ L2(0,∞; [H1(R3)]3),
(ii) z has compact support in [0,∞) ×R3,
(iii) z(t) ∈ C∞(R3) for each t ≥ 0,
(iv) the singular set S(z) has at least Hausdorff dimension α.
Remark 2.2. Unfortunately, the solution given by the proposition above
does not satisfy the set of assumptions (B) below, so that it cannot be
used to obtain solutions to the Navier-Stokes equation with a fat singular
set (see Remark 3.3).
From now to the end of this section, we will consider for simplicity g ≡
0. In order to have a solution of the Stokes system with a fat singular
set satisfying the set of assumptions (B), we need to modify the previous
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construction. The idea is to complete the same construction we did for
the solution in Proposition 2.1 on a plane and then to consider an axially-
symmetric solution in the space. Note that the equation solved by the
2D-solution is different, since at the end we want the 3D-solution to solve
the Stokes equation. We obtain the following result, which will be proved
in Section 4.
Proposition 2.3. There exist z0 : R
3 → R3 and f : R+ ×R3 → R3 such
that for the solution z : R+ × R3 → R3 of the Stokes system (2.1) the
following properties hold
(i) z ∈ L∞(0,∞; (L2(R3))3) ∩ L2(0,∞; (H1(R3))3);
(ii) z has compact support in [0,∞) ×R3;
(iii) z(t) ∈ C∞(R3) for all t ≥ 0;
(iv) z satisfies the assumptions (B) below;
(v) H1(S(z)) > 0.
Remark 2.4. It should be possible to obtain a fatter singular set than the
one obtained in the previous proposition. The idea is to apply on the 2D
solution the same construction as the one given in Proposition 2.1, to obtain
an axially-symmetric solution with a singular set of dimension larger than
one. Indeed, the example contained in Proposition 2.1 has been given to
suggest this possibility. We have not tried to show this claim because of the
huge amount of annoying computations. Moreover our point is to show the
existence of suitable weak solutions to the Navier-Stokes equations with a
singular set fatter than the one in Caffarelli, Kohn and Nirenberg [1]. This
will be given in the next section.
2.2. A suitable weak solution of Navier-Stokes equation with a
fat singular set. We want to apply now the construction we have given
in the previous section to the theory of singularities for the Navier-Stokes
equations. In [3] the theory of singularities has been studied in the following
way. Consider the Navier-Stokes equations in a bounded open domain D ⊂
R3, with regular boundary,
∂tu− ν△u+ (u · ∇)u+∇P = f + ∂tg,
div u = 0,(2.2)
u(0) = u0,
u(t, ·) = 0 on ∂D,
where the term f represents the mean force and the term ∂tg represents the
fluctuations. The solution of the equation is split
u = v + z, P = pi +Q,
where (z,Q) is the solution of the Stokes problem
∂tz − ν△z +∇Q = f + ∂tg,
div z = 0,(2.3)
z(0) = 0,
z(t, ·) = 0 on ∂D,
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and (v, pi) solves the modified Navier-Stokes equations
∂tv − ν△v + ((v + z) · ∇) (v + z) +∇pi = 0,
div v = 0,(2.4)
v(0) = u0,
v(t, ·) = 0 on ∂D,
A different notion of suitable weak solution (introduced mostly to treat
the term ∂tg) can be given.
Definition 2.5. Let (z,Q) be the solution of the Stokes problem. A suitable
weak solution (u, P ) to the Navier-Stokes equations (2.2) is a pair
u ∈ L∞([0,∞); [L2(D)]3) ∩ L2loc([0,∞); [H10 (D)]3)
and
P ∈ L5/3loc ((0, T ) ×D)
such that the new variables v = u − z and pi = P −Q satisfy the modified
Navier-Stokes equations (2.4) in the sense of distributions over (0,∞) ×D
and moreover satisfy the local energy inequality∫
D
|v(t)|2ϕ+ 2
∫ t
0
∫
D
ϕ|∇v|2 ≤
≤
∫ t
0
∫
D
|v|2
(
∂ϕ
∂t
+△ϕ
)
+
∫ t
0
∫
D
(|v|2 + 2v · z) ((v + z) · ∇ϕ)(2.5)
+2
∫ t
0
∫
D
ϕz · ((v + z) · ∇) v +
∫ t
0
∫
D
2piv · ∇ϕ
for every smooth function ϕ : R×D → R, ϕ ≥ 0, with compact support in
(0, T ]×D.
Remark 2.6. For some comments on this definition and on the connection
with the suitable weak solutions, as defined by Caffarelli, Kohn and Niren-
berg [1], see [3] and [5].
The forcing terms f , g are taken in the following way
f ∈ Lploc((0,∞) ×D), p > 2,(A)
g ∈ C 12−ε([0,∞);H2β(D)), g(0) = 0, β > ε > 0.
The set of assumptions (A) implies (see the appendix in [3])
z ∈ L∞loc([0,∞);L2(D)) ∩ L2loc([0,∞);H10 (D)),
z ∈ L∞loc([0,∞);Lqloc(D)) for a q > 6,(B)
lim
r→0
1
r
∫∫
Qr(t,x)
|∇z|2 ds dy = 0 for all (t, x),
where Qr(t, x) = { (s, y) | t − r2 < s < t, |x − y| < r }. Finally, it is shown
(see Theorem 5.3 in [3]) the following result.
Theorem 2.7. Assume the set of assumptions (B) for z. Let v be the so-
lution of (2.4) relative to z and satisfying the local energy inequality (2.5).
Then
H1(S(v)) = 0
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In order to give the same conclusion of the previous theorem for the true
solution of Navier-Stokes u, we assume the following condition
f ∈ Lploc((0,∞) ×D), p >
5
2
,(C)
g ∈ C 12−ε([0,∞);H 12+2β(D)), g(0) = 0, β > ε > 0.
In fact the set of assumptions C implies that z ∈ L∞loc((0,∞) ×D).
The idea is now to exploit the gap between the set of assumptions (A)
and the set of assumptions C, in order to find a suitable weak solution of
Navier-Stokes equations having a singular set bigger than it is stated in [1].
Indeed, Proposition 2.3 above let us consider a vector field z having a
fat singular set and satisfying the set of assumptions (B). Consequently the
solution v of (2.4) has a thin singular set, so that
u = v + z
will have a fat singular set. The complete proof of the following theorem,
which extends the argument above, is given in Section 4
Theorem 2.8. There exist u0 : R
3 → R3, f : R+ ×R3 → R3, a bounded
regular domain D and a suitable weak solution u of the Navier-Stokes sys-
tem, in the sense of Definition 2.5, such that
H1(S(u)) > 0.
Remark 2.9. It should be interesting to find which are the minimal assump-
tions on the forcing terms (like (A) or (C)) which give a singular set for z
of null one-dimensional Hausdorff measure. For example it may be guessed,
with some heuristics, the critical summability for f . In [6] it is suggested a
way to show this. We know nothing about the term g.
3. A Stokes vector field with a fractal singular set
In this section we prove Proposition 2.1. First we point out that it is
possible to get rid of the divergence-free condition. In fact the following
construction can be performed separately on the three components of a given
divergence-free initial condition, giving a solution z and the body forces f ,
g that will be divergence-free vector fields. Consequently there is no loss of
generality in working with a real valued z.
For the sake of clarity, the construction is divided into three steps. In the
first step a solution which has a singular point is built, in the second step
the geometry of the fractal set is explained and finally in the third step the
arguments of the previous steps are glued together to obtain the singular
solution.
3.1. A solution with a singular point. Consider a function z0 ∈ C∞c (R3)
such that z0(0) = 1 and z0 ≥ 0. Fix two parameters σ ∈ (0, 1) and λ > 1.
Set for N ≥ 1,
σ0 = 0, σN =
N∑
k=1
σk and T =
∞∑
k=1
σk
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and IN = [σN−1, σN ]. Let f1, g1 be functions in I1 × R3 (without loss
of generality they can be taken smooth and with compact support), with
g1(0) = 0, such that the solution z1 of the Stokes equation is positive,
smooth, with compact support and
z1(0, x) = z0(x), z1(σ, x) = λz0(
x√
σ
)
‖z1(t)‖Lp(R3) ≤ C‖z0‖Lp(R3) for each p ≥ 2 and t ≥ 0.
Then for N ≥ 2, functions zN , fN and gN are defined inductively in IN×R3
as
zN (t, x) = λzN−1(
t− σ
σ
,
x√
σ
),
fN(t, x) =
λ
σ
fN−1(
t− σ
σ
,
x√
σ
),
gN (t, x) = gN−1(σN−1) + λ
[
gN−1(
t− σ
σ
,
x√
σ
)− gN−1(σN−2, x√
σ
)
]
.
Finally set
z(t, x) = zN (t, x), f(t, x) = fN (t, x) and g(t, x) = gN (t, x)
if t ∈ IN and z(t, x) = f(t, x) = g(t, x) = 0 if t ≥ T .
It is easy to verify that, if
λσ3/4 < 1,
then z ∈ L2(0,∞;L2(R3)) ∩ L2(0,∞;H1(R3)) and z solves the equation in
the sense of distributions. Finally it can be verified that
z(σN , 0) = zN (σN , 0) = λ
Nz0(0) = λ
N
and so the point (T, 0) is a singular point for z.
Remark 3.1. It is easy to see that f ∈ Lp(R+ ×R3) if
λpσ
5
2
−p < 1,
while g ∈ C 12−ε([0,∞);H2β(D)) if
λσ
1
4
−(β−ε) ≤ 1.
3.2. The geometrical construction. A classical construction of self sim-
ilar fractal sets will be used and it will give a generalised Cantor set (see for
example David, Semmes [2]). Fix two integers k and m ≤ k3 and consider
the unit cube Q in R3. The first step of the construction is to divide the
cube in k3 equal cubes and to choose m of them.
The second step is to perform the same operation on each of these m
cubes: take each of them, divide it in k3 parts and select m of these smaller
cubes in the same relative positions as in the first step. Now there are m2
cubes, the next step is to apply this transformation to each of them to obtain
m3 cubes and so on (see the figure which shows the first three iterations with
k = 5 and m = 8).
The fractal set Ck,m will be the only compact subset of R
3 which is
invariant under the following transformation. If Ck,m is re-scaled with a
factor k−1, m copies of the re-scaled set are made and each copy is put in
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the place of each of the cubes chosen, then Ck,m is obtained again. So it is
easy to calculate the Hausdorff dimension α of Ck,m, in fact
m
kα
= 1, that gives α =
logm
log k
(see for example David and Semmes [2]).
3.3. A fractal set of singularities. The construction of the fractal set and
the construction of the first step are mixed up together: there the starting
point was a solution in the first interval I1 that was z0 in the beginning and
a re-scaling of z0 at the end. Now the basic solution will be constructed as
a function which solves the equation, it is equal to z0 at time t = 0 and is
equal to m re-scaling of z0 placed in the points corresponding to point x = 0
in the construction of the fractal set. At each step the construction will be
iterated, following the outline of the procedure of the construction of the
fractal set.
More precisely, fix integers k and m as above and set σ = k−2 and σN
and T as in the previous paragraph. Consider the m points x1, x2, . . . , xm
vertices of the m chosen small cubes which are in the same position as x = 0
in the bigger cube and set
βi(x) = k(x− xi) = x− xi√
σ
i = 1, . . . ,m
and for each function u = u(t, x),
(Si(u)) (t, x) = u(
t− σ
σ
, βi(x)).
Fix i ∈ {1, . . . ,m} and define functions Zi, Fi and Gi, with Gi(0) = 0, in
such a way that Zi is the solution of the equation with forcing term Fi+∂tGi
and
Zi(0, x) =
1
m
z0(x) Zi(σ, x) =
λ
m
z0(βi(x)),
with Zi enjoying the same properties as the basic solution of the first part.
For each integer N ≥ 2 and for all i ∈ {1, . . . ,m} we define in IN ×R3
the following functions
ZN =
m∑
i=1
(ZN−1)i, FN =
m∑
i=1
(FN−1)i and GN =
m∑
i=1
(GN−1)i,
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where
(ZN−1)i =
λ
m
Si(ZN−1),
(FN−1)i =
λ
mσ
Si(FN−1),
(GN−1)i(t) =
1
m
GN−1(σN−1) +
λ
m
[Si(GN−1)(t)− Si(GN−1)(σN−1)] .
Finally define
z(t, x) = ZN (t, x) if t ∈ IN
and z(t, x) = 0 if t ≥ T . In a similar way f and g are defined.
With some calculations (that we do not complete, since are similar, but
easier, to the calculations of the next section), the following proposition can
be obtained.
Proposition 3.2. The following properties hold
(i) for each N ≥ 1, zN (σN−1) = zN−1(σN−1) and
zN−1(σN−1, x) =
m∑
i1,... ,iN−1=1
(
λ
m
)N−1
z0(βi1 ◦ . . . βiN (x)),
(ii) if λσ < 1, z is a solution in the sense of distributions of the equation
with body force f + ∂tg,
(iii) if λσ
3
4 < 1 then z ∈ L∞(0,∞;L2(R3)) ∩ L2(0,∞;H1(R3)).
Finally, the fractal set constructed in the previous paragraph is contained
in the singular set of z. Indeed, define subsets A0 = {0} ⊂ R3, A1 =
{x1, . . . , xN} and for arbitrary N
AN = {x ∈ R3 | there exist i1, . . . , iN such that βi1 ◦ . . . ◦ βiN (x) = 0 }.
Each point of the fractal set Ck,m is the limit of a sequence (yN )N∈N, with
yN ∈ AN , so it is sufficient to show that z(σN , x), with x ∈ AN , goes to
infinity as N goes to infinity. In fact let x ∈ AN and let j1, . . . , jN be such
that βj1 ◦ . . . ◦ βjN (x) = 0, then
z(σN , x) = zN (σN , x) =
m∑
i1,... ,iN=1
(
λ
m
)N
z0(βi1 ◦ . . . ◦ βiN (x))
≥
(
λ
m
)N
z0(βj1 ◦ . . . ◦ βjN (x)) =
(
λ
m
)N
,
since z0 is positive. In conclusion if λ > m, the claim is true.
The condition λσ3/4 < 1 implies that z is a solution of finite energy, and
this forces the Hausdorff dimension of the singular set to be any number less
than 32 since
dimHCk,m =
logm
log k
<
log λ
log k
= 2
log λ
− log σ < 2 ·
3
4
=
3
2
,
and λ can be arbitrarily close to m.
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Remark 3.3. Again, we can check that if λpσ
5
2
−p < 1 then f ∈ Lp((0,∞) ×
R3) and, if λσ
1
4
−(β−ε) ≤ 1 then g ∈ C 12−ε([0,∞);H2β(D)).
Moreover z ∈ L∞(0,∞;Lq(D)) if λqσ 32 < 1. Therefore, in view of as-
sumptions (B), we can give an estimate on the Hausdorff dimension of the
set Ck,m in dependence of q:
dimHCk,m <
3
q
,
so that if q > 6, the dimension is smaller than 12 .
4. The axially-symmetric construction
In this section we will prove Proposition 2.3 and Theorem 2.8. The first
lemma gives the axially-symmetric construction for the solution of equation
(4.1). The Proposition 2.3 will be proved once we use the lemma to obtain
a divergence-free vector field enjoying the same properties. In the second
part of the section, Theorem 2.8 is proved.
Lemma 4.1. There exist Z0 : R
3 → R and F : R+ ×R3 → R such that
for the solution Z : R+ ×R3 → R of the equation
∂tZ −△Z = F in R+ ×R3,(4.1)
Z(0) = Z0
the following properties hold
(i) Z ∈ L∞(0,∞;L2(R3)) ∩ L2(0,∞;H1(R3));
(ii) Z has compact support in [0,∞)×R3;
(iii) Z(t) ∈ C∞(R3) for all t ≥ 0;
(iv) Z satisfies the assumptions (B);
(v) H1(S(Z)) > 0.
Proof. We consider λ, σ, σN and IN as in the previous section, we assume
λqσ < 1 for a q > 6
and we suppose also that σ < 14 . Moreover we set
ρN =
N∑
k=1
(
√
σ)k and ρ∞ =
∞∑
N=1
(
√
σ)N .
Let z0 = z0(ρ, y) ∈ C∞c (R2) be a function such that
Supp z0 ⊂ (−1, 1)× (−M,M) z0(0, 0) = 1(4.2)
∂kz0
∂ρk
(t, 0, y) = 0, for k = 1, 2,
for someM > 0. Then there exist z1 : R+×R2 → R and f1 : R+×R2 → R
such that
∂z1
∂t
−△z1 − 1
ρ
∂z1
∂ρ
= f1 t ∈ I1, (ρ, y) ∈ R2.(4.3)
Moreover
z1(0, ρ, y) = z0(ρ, y) and z1(σ, ρ, y) = λz0(
ρ−√σ√
σ
,
y√
σ
)
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and ∫
R2
|z1(t)|q ≤ C(q) for all t ∈ I1 and each q ≥ 1.
If N ≥ 2 and t ∈ IN , we set for (ρ, y) ∈ R2,
zN (t, ρ, y) = λzN−1(
t− σ
σ
,
ρ−√σ√
σ
,
y√
σ
)(4.4)
and
fN (t, ρ, y) =
λ
σ
fN−1(
t− σ
σ
,
ρ−√σ√
σ
,
y√
σ
)
Finally we set
Z(t, x) =
{
zN (t,
√
x21 + x
2
2, x3) if t ∈ IN ,
0 if t ≥ T,
and
F (t, x) =
{
fN(t,
√
x21 + x
2
2, x3) if t ∈ IN ,
0 if t ≥ T,
First, we observe that (σN , ρN , 0)→ (T, ρ∞, 0) and
zN (σN , ρN , 0) = . . . = λ
Nz0(0, 0) = λ
N ,
so that
{ (t, x) ∈ R+ ×R3 | t = T, x21 + x22 = ρ2∞, x3 = 0 } ⊂ S(Z)
and property (v) holds true.
Then we prove property (ii). By assumptions (4.2) we can deduce that
Supp z1(t) ⊂ (−1, 1)× (−M,M), so that, using (4.4), for t ∈ IN ,
Supp zN (t) ⊂ (ρN−1, ρN + σN/2)× (−σ
N−1
2 M,σ
N−1
2 M),(4.5)
and property (ii) holds true.
Property (iii) is obvious. We prove property (i). First we show that
Z ∈ L2(0,∞;H1(R3)). Note that, if t ∈ IN ,
|∇Z(t, x)| = |∇zN (t,
√
x21 + x
2
2, x3)|
and, using (4.2), this is true for all x ∈ R3. Then by the change of variable
x1 = ρ cos θ, x2 = ρ sin θ and x3 = y,
∫ +∞
0
∫
R3
|∇Z(t, x)|2 dx dt = 2pi
∞∑
N=1
∫
IN
∫
R
∫ ∞
0
ρ|∇zN (t, ρ, y)|2 dρ dy dt
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and, by formula (4.4) and iterating a change of variables N − 1 times,∫
IN
∫
R
∫ ∞
0
ρ|∇zN (t, ρ, y)|2 dρ dy dt =
= λ2σ
∫
IN−1
∫
R
∫ ∞
−1
(ρ1 +
√
σρ)|∇zN−1(t, ρ, y)|2 dρ dy dt = . . . =
= (λ2σ)N−1
∫
I1
∫
R
∫ ∞
− ρN−1
σ
N−1
2
(ρN−1 + σ
N−1
2 ρ)|∇z1(t, ρ, y)|2 dρ dy dt
≤ (λ2σ)N−1(1 + ρ∞)
∫
I1
∫
R2
|∇z1(t, ρ, y)|2 dρ dy dt,
where the last bound comes from formula (4.5).
In the same way, it is possible to show that Z ∈ L∞(0,∞;Lq(R3)).
In order to show property (iv), it is sufficient to show that
lim
N→∞
1
rN
∫∫
QrN
|∇Z|2 = 0
for rN =
√
TσN and a cylinder QrN centred in a point (T, x
0) (for the other
points the property is obvious). In fact, by similar computations as in the
proof of property (i), we obtain∫ T
σN
∫
BrN
|∇Z|2 dx dt = 2pi
∞∑
k=N+1
∫
IN+1
∫ x03+rN
x0
3
−rN
∫ rN
0
ρ|∇zN+1|2 dρ dy dt
and so, by N changes of variables and using (4.5),∫
IN+1
∫ x0
3
+rN
x0
3
−rN
∫ rN
0
ρ|∇zN+1|2 dρ dy dt ≤ C(λ2σ)N ,
where C is a constant independent of N . Finally, if r ∈ (
√
TσN+1,
√
TσN ),
1
r
∫ T
T−r2
∫
Br(x0)
|∇Z|2 ≤ 1
rN+1
∫ T
T−r2
N
∫
BrN (x
0)
|∇Z|2 ≤ C(λ2√σ)N → 0.
In order to conclude the proof of the proposition, we have only to show
that Z is a solution in the sense of distributions of equation (4.1). Let
φ ∈ C∞c (R+ ×R3), we have to show that∫ ∞
0
∫
R3
(Z
∂φ
∂t
+ Z△φ+ φF ) dx dt +
∫
R3
Z(0)φ(0) dx = 0.
Since Z solves equation (4.3), it follows that∫ ∞
0
∫
R3
(Z
∂φ
∂t
+ Z△φ+ φF ) dx dt =
∞∑
N=1
[∫
R3
Z(t)φ(t) dx
]t=σN
t=σN−1
= lim
N→∞
∫
R3
Z(σN )φ(σN ) dx.
This limit is equal to zero since, by the usual formula (4.4) plus N − 1
changes of variables plus formula (4.5) argument, it follows that∫
R3
Z(σN )φ(σN ) dx ≤ . . . ≤ C‖φ‖L∞(λσ)N ,
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where the constant C does not depend on N .
4.1. The proof of Proposition 2.3. So far, we have considered real valued
solutions of the equation. In order to pass to divergence-free vector fields,
we consider the functions Z, F obtained in the previous lemma. We ask
also that ∫
R
Z(0, x1, x2, ξ) dξ = 0 for all (x1, x2) ∈ R2(4.6)
(this reduces to a similar assumption on the function z0 of the previous
lemma). We define
z(t, x) = (Z(t, x), Z(t, x), z3(t, x)) and f(t, x) = (F (t, x), F (t, x), f3(t, x))
where z3 is defined as
z3(t, x) = −
∫ x3
−∞
[
∂Z
∂x1
(t, x1, x2, ξ) +
∂Z
∂x2
(t, x1, x2, ξ)
]
dξ,
in such a way that z is divergence free. The function f3 will be defined later.
Consequently the proposition is proved if we show that properties (i)-(iv)
of Lemma 4.1 hold for z3. Without loss of generality, we consider
z3(t, x) = −
∫ x3
−∞
∂Z
∂x1
(t, x1, x2, ξ) dξ.
Property (ii) follows from assumption (4.6), while (iii) is obvious. We
prove property (i). We start by proving that z3 ∈ L∞(0,∞;H1(R3)). By
direct computation
∂z3
∂x1
= −
∫ x3
−∞
∂2Z
∂x1
2 dξ,
∂z3
∂x2
= −
∫ x3
−∞
∂2Z
∂x1∂x2
dξ,
∂z3
∂x3
= − ∂Z
∂x1
.
Obviously the third term is in L2, so we consider only the first derivative
(the second can be treated in the same way). Again a direct computation
gives
∂z3
∂x1
= −
∫ x3
−∞
x22
(x21 + x
2
2)
3/2
∂zN
∂ρ
(t,
√
x21 + x
2
2, ξ) dξ
−
∫ x3
−∞
x21
x21 + x
2
2
∂2zN
∂ρ2
(t,
√
x21 + x
2
2, ξ) dξ,
for t ∈ IN . Note that this formula holds true also when x1 = x2 = 0, by
virtue of (4.2). For the sake of simplicity, we examine only the second term.
We proceed as in the proof of Lemma 4.1: we divide the integral in time in
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an infinite sum and we estimate each term.∫
IN
∫
R3
∣∣∣∣
∫ x3
−∞
x21
x21 + x
2
2
∂2zN
∂ρ2
(t,
√
x21 + x
2
2, ξ) dξ,
∣∣∣∣
2
dx
=
∫
IN
∫
R
∫ ∞
0
∫ 2pi
0
ρ
∣∣∣∣
∫ y
−∞
cos2 θ
∂2zN
∂ρ2
(t, ρ, ξ) dξ,
∣∣∣∣
2
= . . . =
= Cλ2σ
∫
IN−1
∫
R
∫ +∞
−1
(
√
σρ+
√
σ)
∣∣∣∣
∫ y
−∞
∂2zN−1
∂ρ2
(t, ρ, ξ) dξ,
∣∣∣∣
2
= . . . =
= C(λ2σ)N−1
∫
I1
∫
R
∫ +∞
− ρN−1
σ
N−1
2
(σ
N−1
2 ρ+ ρN−1)
∣∣∣∣
∫ y
−∞
∂2z1
∂ρ2
(t, ρ, ξ) dξ,
∣∣∣∣
2
≤ C(λ2σ)N−1,
where C does not depend on N . In the same way it is possible to prove that
z3 ∈ L∞(0,∞;Lq(R3)).
Moreover a modification of the previous computation can be used to show
that also property (iv) holds: it is sufficient to proceed as in the proof of
the previous lemma.
Finally we show that z3 solves equation (4.1). We set
f3(t, x) = −
∫ x3
−∞
(
∂F
∂x1
+
∂F
∂x2
)
(t, x1, x2, ξ) dξ.
It is easy to see then that in each interval IN , z3 solves the equation
∂z3
∂t
−△z3 = f3.
Consequently it is sufficient, as in the proof of the previous lemma, to show
that for each test function φ,
lim
N→∞
∫
R3
z3(σN )φ(σN ) = 0,
and this can be done in the same way as before. The proof of the proposition
is completed.
Remark 4.2. It is easy to see that f 6∈ L2((0,∞) ×R3). In fact,
∫ ∞
0
∫
R3
|f1(t, x)|p dx dt =
∞∑
N=1
∫
IN
∫
R3
|f1(t, x)|p dx dt
and ∫
IN
∫
R3
|f1(t, x)|p dx dt = . . . = C(λpσ2−p)N ,
so that p < 2. More precisely
p ≤ 2q
1 + q
.
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4.2. The proof of Theorem 2.8. Now we can conclude the proof of The-
orem 2.8. From the previous proposition we have a vector field z solution of
the Stokes system, with initial condition z(0) ∈ C∞c . Let z be the solution of
the Stokes system with initial condition −z(0) and a suitable regular body
force in such a way that z has compact support in space. We set ζ = z+ z.
The vector field z is regular, so that
S(ζ) = S(z).
Finally, ζ is a solution of the Stokes system with zero initial condition, so that
if v is the solution of the modified Navier-Stokes equation (2.4) associated
to ζ in a suitable regular bounded domain which contains the support of ζ
(the existence of such solution is stated in [5]), the vector field
u = v + ζ
is a suitable weak solution of Navier-Stokes equation and
H1(S(u)) > 0.
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