Abstract. We study the spectrum of one dimensional integral operators in bounded real intervals of length 2L, for value of L large. The integral operators are obtained by linearizing a non local evolution equation for a non conserved order parameter describing the phases of a fluid. We prove a PerronFrobenius theorem showing that there is an isolated, simple minimal eigenvalue strictly positive for L finite, going to zero exponentially fast in L. We lower bound, uniformly on L, the spectral gap by applying a generalization of the Cheeger's inequality. These results are useful for deriving spectral properties for non local Cahn-Hilliard type of equations in problems of interface dynamics, see [16] .
Introduction
We study the spectrum of an integral operator acting on L 2 functions defined in intervals [−L, L] ⊂ R, for value of L large. This problem arises when analyzing layered equilibria and front dynamics for the conservative, nonlocal, quasilinear evolution equation typified by ∂ t m(t, x) = ∇ · ∇m(t, x) − β(1 − m(t, x)
2 )(J ⋆ ∇m)(t, x) , (1.1)
where β > 1,
The two phases ±m β are thermodynamically stable while m = 0 is unstable. These statements, established in the context of the theory of Equilibrium Statistical Mechanics, see [15] , are reflected by the corresponding stability properties of the space homogeneous solution of (1.1), see [12] . Equations (1.1) has also stationary solutions connecting the two coexisting phases: they are all identical modulo translations and reflection, see [12] , to the "istanton"m(·) which is C ∞ (R), strictly increasing, antisymmetric function which identically verifiesm (x) = tanh β(J ⋆m)(x),
x ∈ R. and it can be interpreted as a diffuse interface. The first results on these stationary patterns were obtained when analyzing the non conservative equation
∂ t m(t, x) = −m(t, x) + tanh β(J ⋆ m)(t, x).
(1.4) Equation (1.4) has been derived from the Glauber (non conservative) dynamic of an Ising spin system interacting via a Kac potential, see [6] . Since both the equations (1.1) and (1.4) have been derived from the same Ising spin systems, the first by a conservative dynamic the latter by a non conservative one, both have as equilibrium solutions the homogeneous solution ±m β and the stationary patterns connecting the two homogeneous phases. Stability properties ofm has been derived either for the conservative evolution (1.1), see [2] , [3] and [4] either for the nonconservative evolution (1.4), see [8] . We recall only previous results which are used in this paper. As proved in [8] the interface described by the istanton is "stable" for equation (1.4) and any initial datum "close to the instanton" is attracted and eventually converges exponentially to some translate of the instanton. Linearizing the evolution equation (1.4) atm one obtains the integral operator
which is selfadjoint when v ∈ L 2 (R, 1 β(1−m 2 ) dx). The spectrum of this operator has been studied in [7] . It has been proved that the spectrum of L is positive, the lower bound of the spectrum is 0 which is an eigenvalue of multiplicity one and the corresponding eigenvalue ism ′ (·), i.e
The remaining part of the spectrum is strictly bigger then some positive number. In this paper we consider operators of the type of the operator L defined in (1. 
have the same spectrum. Assume that v is smooth, taking into account that J is symmetric and therefore the first moment is null, we have that
So the problem we are dealing with is in the same spirit of the problem dealt by De Mottoni and Schatzman, see [10, subsection 5.4] . They studied the spectrum of −∆v
with Neuman boundary conditions. We denoted by W (θ) the corresponding of f ′′ (m) in [10] . This was a basic result to obtain higher dimension spectral results for the CahnHilliard equations, see for example [5] and [1] . In this paper we establish results for the spectrum of one dimensional integral operator in the finite interval [−L, L]. The main difficulty is to show that the spectral gap of our integral operator is bounded uniformly on L. This is achieved by applying a generalization of Cheeger's inequality, proven in [13] and lower bounding in our context the Cheeger's constant.
Notations and Results

Let
We are actually interested when L is large.
2.1. The interaction. Let J(x), |x| ≤ 1 be a symmetric, translational invariant probability kernel, i.e J(x)dx = 1. We assume that J ∈ C 1 (R), i.e it is continuous differentiable. To define the interaction between x and y in R we set, by an abuse of notation, J(x, y) = J(y − x). For a function v defined on T L we set
The suffix b is to reminds the reader that the integral is on the bounded interval
There are other ways to derive from J an integral kernel acting only on functions on the bounded interval T L . One is the following
where 2L − y is the image of y under reflection on the right boundary {L} and −2L − y is the image of y under reflection on the left boundary {−L}. By the assumption on J, J neum (x, y) = J neum (y, x) and J neum (x, y)dy = 1 for all x ∈ T L . The choice to define by boundary reflections the interaction (2.2) has the advantage to keep J neum a symmetric probability kernel. This definition first appeared in the paper [9, Section 2] and it was called there "Neuman" interaction. In [9] the authors studied spectral properties of operators closely related to the operator L, see (1.5), defined on the space of the continuous symmetric functions on R, C sym (R). We will consider in this paper operators with the integral kernel (2.1) acting on Hilbert spaces. We could denote (2.1) the Dirichelet interaction kernel. Our results can be, with minor modifications, immediately extended to the case when the integral kernel is J neum .
2.2. The istanton. We call istanton the antisymmetric solutionm of (1.2) with conditions at infinity given in (1.3). The functionm ∈ C ∞ (R), it is strictly increasing, and there exist a > 0, α 0 > α > 0 and c > 0 so that
A proof of these estimates and related results can be found in Chapter 8, Section 8.2 of the book [17] .
2.3. The Operator. For β > 1 set p(x) = β(1 −m 2 (x)) wherem is the istanton. By the properties of m we have that lim
and
and for v ∈ H and w ∈ H
To stress the dependence of H on L we will add, when needed, a suffix L, writing H L . We denote by
2.4. Results. The following results for the operator L 0 hold for any fixed value of L large enough.
The operator L 0 is a bounded, quasi compact, selfadjoint operator on H. There exist c > 0 independent on L so that
where D > 0 independent on L is given in (3.63). 10) where C > 0 is a constant independent on L.
Proof of the results
To prove Theorem 2.1 we introduce the following auxiliary operators. Denote by A the linear integral operator acting on functions g ∈ H
We denote by B the operator acting on L 2 (R,
The operator B has been studied in [7] and we will use that, recall (1.6),
We have the following result.
The operator A is a compact, selfadjoint operator on H, positivity improving. Further, there exist ν 0 > 0 and v 0 ∈ H, v 0 strictly positive even function, so that
The eigenvalue ν 0 has multiplicity one and any other point of the spectrum is strictly inside the ball of
Proof. It is immediate to see that Av, w = v, Aw .
The compactness can be shown by proving that any bounded set of H is mapped by A in a relatively compact set. Namely since
where c(β, J) > 0 depends only on β and J. Therefore the functions A[B M ] = {w ∈ H : w = Av, v ∈ B M } are equicontinuous. Since they are also uniformly bounded by c(β) J 2 M , where c(β) > 0, we can use the Ascoli theorem to conclude that for every sequence {v n } ∈ B M , the sequence {Av n } has a convergent subsequence (the limit might not be in
and therefore in H. To show the positivity improving we take
. Repeating the same argument for z ∈ (z * − 1, z * + 1) we obtain that v(z) = 0 for z ∈ T L . In this way we obtain a contradiction. Therefore the positivity improving property is proven. From the hypothesis on J, it is easy to verify that for any given L ≥ 1 there exists an integer n L such that for n ≥ n L , there is ζ > 0 so that for any x and y in T L TL×nTL
The proof of (3.5) follows immediately from [9, Lemma 3.3] . So given L ≥ 1 and n ≥ n L , where n L is chosen so that (3.5) holds, denote for x and y in T L
Then one can apply the classical Perron Frobenius Theorem to the kernel K(·, ·). As a consequence we have that the maximum eigenvalue of the spectrum of A, which we denote ν 0 , has multiplicity one and any other point of the spectrum of A is strictly smaller than ν 0 . Further the eigenfunction associated to ν 0 does not change sign. So we assume that it is positive and we denote it v 0 . Next we show that v 0 is even. Denote by w(x) = v 0 (−x). Since J and p(·) are even functions we have that
We then deduce that the function w is an eigenfunction associated to ν 0 . Since ν 0 ha multiplicity one we must have that w(x) = v 0 (x). Therefore v 0 is even. Next we show that Proof. Consider the following trial function
By the variational formula for eigenvalue we have that
where B is the operator defined in (3.2). By (3.3) and (2.6) we have that 1
Further, sincem ′ is even a we have
We obtain
is strictly positive and exponentially decreasing, see (2. 3), where we denoted by c a positive constant independent on L. Inserting (3.12) in (3.11) we obtain the lower bound (3.8).
Remark 3.3. It is easy to verify that if A is defined replacing J⋆ b with the integral kernel J neum we will have ν 0 ≥ 1 + ce −2αL .
Remark 3.4. Since A is a bounded operator one can easily upper bound the eigenvalue ν 0 . Taking into account that v 0 = 1 and Av 0 2 ≤ β 2 we have that
In Lemma 3.7, given below, we will prove a more accurate upper bound, i.e ν 0 < 1.
Next we show that the eigenfunctions associated to the principal eigenvalue ν 0 and to certain eigenvalues ν of A close to ν 0 decay exponentially fast when x large enough. The proof of this result is based on proving that there exists a point r 0 ∈ (0, L) so that p(r0) ν < 1. When ν ≥ 1 it is enough to find r 0 so that p(r 0 ) < 1. By (2.4), for L large enough, such r 0 always exists. But, the lower bound on ν 0 proven in Lemma 3.2 tell us that ν 0 might be smaller than one, although exponentially close to 1. To threat this case we introduce a cut -off ǫ 0 , which depends on β. We will consider only ν ≥ 1 − 
where α(ǫ 0 ) is given in (3.18).
Proof. Choose r 0 = r 0 (ǫ 0 ) > 0 such that
This is possible since 1
. By assumption we have
Note that for |x| ≥ r 0 , by (3.14) and since
Take x = r 0 + n where n is any integer so that r 0 + 2n ≤ L. We have that
Iterate n times (3.16). The support of the n fold convolution (J) n is the interval [r 0 , r 0 + 2n]. Since p(x) is decreasing we obtain that
where
) there exists r 0 = r 0 (ǫ 0 ) and L 1 = L 1 (ǫ 0 ) > 0 so that the following holds. Take L ≥ L 1 and let v 0 be the strictly positive normalized eigenfunction of A on H L corresponding to ν 0 , see Theorem 3.1. We have that
where α(ǫ 0 ) is given in (3.18),
where γ = γ(ǫ 0 ) > 1 is defined in (3.28). There exists r 1 > 0 and ζ 1 > 0 independent of L so that
) and, as in Lemma 3.5, let r 0 = r 0 (ǫ 0 ) be so that 
J(x, y)dy
ν0 p(r 0 ) < 1, see (3.23) and (3.24).The (3.25) says that v 0 cannot achieve a local maximum, when x ≥ r 0 . This implies that v 0 is strictly decreasing when x ≥ r 0 . Suppose, by contradiction, that v 0 increases when x ≥ r 0 . By (3.19), v 0 must decreases at some x 0 ≥ r 0 . Then v 0 would have a local maximum at x 0 . By (3.25) this is impossible. Since v 0 is a symmetric function, it is strictly increasing for x < −r 0 . Next we show (3.21). By (3.5) there are n and ζ > 0 so that for any x, y, x ′ in T L , such that |x − y| ≤ 1 and |x
Then, taking into account that ν 0 ≤ β, see Remark 3.4, we have
On the other hand
Therefore, by (3.24), for n large enough there exists γ = γ(ǫ 0 ) > 1 so that
We would like to show that there exists an interval independent on L so that for x in such an interval , v 0 (x) ≥ ζ > 0 with ζ > 0 independent on L. This is shown exploiting that v 0 is exponentially decreasing for |x| ≥ r 0 , see (3.19). Since v 0 2 = 1 we must have that there exists r 1 > 0, independent on L, so that
Then there exists ζ 1 > 0 independent on L so that v 0 (x) ≥ ζ 1 > 0 for x ∈ [−r 1 , r 1 ]. Namely, suppose that this is false. Then there will be x 0 ∈ [−r 1 , r 1 ] such that v 0 (x 0 ) = 0. Since A is positivity improving v 0 (x) = 0 for all x ∈ [−r 1 , r 1 ]. This is impossible since (3.29).
Lemma 3.7. We have that for any L large enough
p(x) dx) with the trial function h introduced in (3.9) we have
since v 0 is an even positive function. Since (3.22) andm ′ is strictly positive and exponential decaying
where C is a positive constant independent on L. We then have
dividing by v 0 , h we get (3.30).
Theorem 3.1 shows that for any fixed L the operator A has a spectral gap, which might depend on L. We want to prove that the spectral gap can be upper bounded uniformly with respect to L. We achieve this following close the paper of Gregory Lawler and Alan Sokal, [13] . We apply a generalization of the Cheeger's inequality for positive recurrent continuous time jump processes and estimated the Cheeger's constant in our context. Denote by
and consider the operator
The constant function 1 is an eigenfunction of Q with eigenvalue 1.
, and
Therefore the spectrum of A is equal to the spectrum of Q.
Denote by B = I − Q where I is the identity operator on L 2 (T L , π(x)dx). We have the following obvious result.
Lemma 3.8. The spectrum of B is equal to the spectrum of I − A, where I is the identity operator on
Next we show that the spectrum of B restricted to functions orthogonal in L 2 (T L , π(x)dx) to the constant functions, so that f (x)π(x)dx = 0, is strictly positive. The gap is bounded by a constant independent on L. To short notation we denote for functions f and
Denote by
We will show that there exists a constant D independent on L so that ν 1 ≥ D > 0. We obtain this by applying [13, Theorem 2.1] and estimating the Cheeger's constant. First notice that the linear bounded
i.e as the generator of a continuous time markovian jump process with transition rate kernel Q(·, ·) and invariant probability π. Define, see [13] , the Cheeger's constant as
where S denotes the π− measurable sets of T L and
Taking into account that (1I A , 1I A c ) = 0 we can write (3.38) as the following:
the constant M appearing in [13] in our case is simply M = 1. Next, we recall [13, Theorem 2.1], which in the present context reads:
whose marginals can be estimated in term of the invariant measure, see (3.40) and (3.41). Then
where k is defined in (3.37), (3.38) and κ is a positive constant
where the infimum is taken over all distributions D of i.i.d. real-valued random variable (X, Y ) with variance 1.
It can be proved that κ ≥ 1, see [13, Proposition 2.2] . The interesting and deeper part of the previous theorem is the lower bound of ν 1 . It states that if there does not exists a set A for which the flow from A to A c is unduly small then the Markov chain must have rapid convergence to equilibrium, or more precisely that B restricted to function orthogonal to the constant must have spectrum strictly positive. To estimate from below the Cheeger's constant it is convenient to make the following definitions. Definition 1. A family S 0 ⊂ S is said to be dense if for all A ∈ S and all ǫ > 0 there exists A 0 ∈ S 0 such that π(A∆A 0 ) ≤ ǫ 1 .
Definition 2. We say that the sets A and A 0 are separated (for the operator B) if
, defined in (3.37) and (3.38) is bounded below by a positive constant D, given in (3.63), depending on β and on the interaction J, but independent on L so that
) and take L 1 (β) so that Lemma 3.6 holds. For any L ≥ L 1 (β) we estimate the Cheeger's constant see (3.37) for the operator B. We need to evaluate the minimum over all measurable sets A of T L . This would be rather difficult. By [13, Lemma 4 .1] we can restrict to consider only subsets A ⊂ S 0 , S 0 being a family of measurable sets dense in S. Therefore we can restrict to consider countable unions of intervals. From the definition (3.39) it is enough to consider countable union of intervals A = ∪ i∈I A i , pairwise separated of non zero π− measure, such that A c also has non zero π− measure. Namely, by (3.39),
The inequality is strict when {A i , i ∈ I} are not pairwise separated, see Definition 2. Further if {A i , i ∈ I} are pairwise separated of non zero π− measure then, if A = ∪ i∈I A i and π(A c ) = 0 from point (b) of Lemma 4.3 of [13] we have that there exists i 0 ∈ I so that
So it is enough to consider single intervals A, such that π(A) < • Assume |A| ≤ 
J(x, y)dy J(x, y)dy From (3.50) and (3.51) we get that The thesis follows.
Proof of Theorem 2.1 For β > 1, fix any ǫ 0 = ǫ 0 (β), ǫ 0 ∈ (0,
) and take L 1 (β) so that Lemma 3.6 and Theorem 3.10 hold. Recall that L 0 = I −A, where I is the identity operator and A is the operator defined in (3.1). By Theorem 3.1 we have immediately that L 0 is a bounded, selfadjoint, quasi compact operator. The smallest eigenvalue of L 0 is µ The (2.10) follows by (3.64), (3.65) and (3.67).
