We use variational methods to study the existence and multiplicity of solutions for the following quasi-linear partial di erential equation:
where and are two positive parameters and is a smooth bounded domain in R n . We shall assume throughout that 0 s p < n.
The starting point of the variational approach to these problems is the following SobolevHardy Inequality which is essentially due to Ca arelli-Kohn- Nirenberg 8] . Assume that 1 < p < n and that q p (s) Another relevant parameter will be the rst \eigenvalue" of the p-Laplacian ? p de ned Here are the main results of this paper.
Theorem 1.1 (Hardy-Sobolev subcritical singular and non-singular terms) Suppose 1 < p q < p (s) and r < p . Assume one of the following conditions hold:
(1) (High order singular term) p < q, p r, > 0 and > 0.
(2) (Low order singular term) p = q, p < r, > 0 and s;p > > 0.
Then (P ; ) has in nitely many solutions. Moreover, (P ; ) has an everywhere positive solution with least energy and another one that is sign-changing. Theorem 1.2 (Hardy-critical singular term) Suppose 1 < p = q = p (s) (i.e., s = p).
1. (Subcritical non-singular term) If r < p , then (P ; ) has in nitely many solutions {at least one of them being positive{ for any > 0 and any 0 < < p . 2. (Critical non-singular term) If r = p and is star-shaped, then (P ; ) has no nontrivial solution for any > 0; > 0. Theorem 1.3 (Hardy-Sobolev critical singular term) Suppose 1 p < q = p (s) (i.e., s < p). 2. (Low order non-singular term) Assume p = r < p and 0 < < 1 , > 0. If n p 2 , then (P ; ) has a positive solution.
If n > p 3 ? p 2 + p, then (P ; ) has also a sign-changing solution.
3. (Soboelev-critical non-singular term) Assume r = p and is star-shaped, then (P ; ) has no non-trivial solution for any > 0 and any > 0.
Theorem 1.4 (Sobolev-critical non-singular term and subcritical singular term) Suppose 1 < p q < p (s) and r = p . + 1) , then (P ; ) has also a sign-changing solution.
The following tables summarize our results.
A Pohozaev-type Identity
In this section, we start by identifying the constraints to the problem of existence of solutions for (P ; ). Here is the main result Theorem 2.1 If is a star-shaped domain in R n , then problem (P ; ) has no solution in the doubly critical case: That is, for r = p and q = p (s) = n?s n?p p, the problem (P ; ) has no non-trivial solution.
Assume is a star-shaped domain, then if we let v denote the outwards normal to @ , then hx; vi > 0 on @ . We assume we have the necessary regularity in the following operations, otherwise, we can use an approximation argument as in . So if r = np n?p = p and q = n?s n?p p, the problem has no non-trivial solution.
3 The Extremal Functions in the Hardy-Sobolev Inequalities
In this section, we summarize the needed results concerning the Hardy-Sobolev inequalities. We rst recall the Hardy inequality.
Lemma 3.1 ( 13] ) Assume that 1 < p < n and u 2 H 1;p (R n ), then Proof: These are standard applications of the Hardy-Sobolev embedding theorem and the result of Brezis-Lieb. We just give the proofs of (5) and (6) . Without loss of generality, we may assume that q n < p (s). For (5) Calculus Lemma For every 1 q 3, there exists a constant C (depending on q) such that for ; 2 R we have j j + j q ? j j q ? j j q ? q (j j q?2 + j j q?2 ) j ( Cj jj j q?1 if j j j j; Cj j q?1 j j if j j j j:
For q 3, there exists a constant C ( depending on q ) such that for ; 2 R we have j j + j q ? j j q ? j j q ? q (j j q?2 + j j q?2 ) j C(j j q?2 2 + 2 j j q?2 ):
>From this inequality, we can actually deduce the following more convenient result for any q 1 .
j j + j q ? j j q ? j j q ? q (j j q?2 + j j q?2 ) j 2C(j j q?1 + j j q?1 ):
Now, back to the proof of (6) . let w n = u n ? u, then w n ! 0 weakly in H hjru n j p?2 ru n ? jruj p?2 ru; r k (u n ? u)i e dx Ck: Let e n (x) = hjru n j p?2 ru n ? jruj p?2 ru; r k (u n ? u)i e , then e n (x) 0 by Lemma 3.1, and is uniformly bounded in L 1 ( ). Take 0 < < 1 and split into S k n = fx 2 j ju n ? uj kg; G k n = fx 2 j ju n ? uj > kg: and let k ! 0, we get that e n ! 0 strongly in L 1 . By Lemma 4.1, we have that ru n ! ru in L q for 1 < q < p. By passing to a subsequence, we have ru n ! ru a:e:
Thus (1) We shall need the following weakened version of the Palais-Smale condition.
De nition 5.2 Say that a C 1 -functional E on Banach space X veri es the Palais-Smale condition at level c and around the set M (in short (PS) M;c ), if for any sequence (u n ) n satisfying lim n E(u n ) = c, lim n kE 0 (u n )k = 0 and lim n dist(u n ; M) = 0 has a convergent subsequence.
14 The following theorem of Ghoussoub 17] will be frequently used in the sequel. A rst dual set:
De ne the Mountain Pass class to be F 1 = f 2 C( 0; 1]; H 1;p 0 ( )); (0) = 0; (1) 6 = 0 and E( (1)) 0g which is clearly homotopy-stable with boundary B = fE 0g. Let M 1 = fu 2 H 1;p 0 ( ); u 6 = 0; hE 0 (u); ui = 0g:
The following Nehari-type duality property is by now standard.
Theorem 5.2 Assume p q p (s) and either one of the following cases:
(1) p = r, p < q and 0 < < 1 ; > 0.
(2) p < r p , p = q and 0 < < s;p ; > 0. (3) p < r p , p < q and > 0, > 0. To prove the intersection property, x 2 F 1 joining 0 to , where 6 = 0 and E ; ( ) 0. Note that since < s;q , we have that hE 0 ; ( (t)); (t)i > 0 for t close to 0 (same proof as for the closedness of M 1 ). On the other hand, since 6 = 0, we have that hE 0 ; ( ); i < pE ; ( ) Lemma 5.1 ( 25] We use the lemma to prove the following as long as we are in either one of the following cases:
(1) p = r, p < q and 0 < < 1 ; 0 < . (2) p < r, p = q and 0 < < s;p ; 0 < . (3) p < r, p < q and 0 < , 0 < . Proof: In the 3 cases, we get from Theorem 5.2 (and its proof) that M 1 is closed and that for any u 6 = 0, there exists a unique t(u) > 0 such that t(u)u 2 M 1 . Clearly, t(u) = t(juj) = t(?u) and E ; (t(u)u) = max t 0 E ; (tu):
The uniqueness of t(u) and its properties give that the map u ! t(u) is continuous on where 0 s p < n, in the presence of a subcritical singular term (1 < p q < p (s)) and a subcritical non-singular term (1 < p r < p ). Proof: Now that under these conditions the functional E ; satis es (P S) c for any c. It is now enough to apply Theorem 5.1 to F 1 and its dual set M 1 (resp., to F 2 and its dual set M 2 ) to get a solution u 1 (resp. u 2 ) which minimize the energy functional on M 1 (resp. M 2 ).
To obtain other solutions, we need the following result of Rabinowitz ( 17] 7 The Solutions in the case of a Hardy-critical singular term Theorem 7.1 (Hardy-critical singular term) Suppose 1 < p = q = p (s) (i.e., s = p).
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(1) If p < r < p (high order non-singular term), then (P ; ) has in nitely many solutions {at least one of them being positive{ for any > 0 and any 0 < < p . (2) If r = p (critical non-singular term) and is star-shaped, then (P ; ) has no nontrivial solution for any > 0; > 0.
Proof: If r < p , then by Theorem 4.1.2, The functional E ; satis es (P S) c for any c as long as < p . Since p < r, the proof is the same as in Theorem 6.1. (2) (2) shows that in this case,Ẽ has (P S) c for any c and therefore a standard application of LjusternikSchnirelman theory applied to the genus Z 2 will yield the result. (1) p = r < p and n p 2 , 0 < < 1 and > 0. On the other hand, Theorem 4.1. (2) Choose " small enough so that by (1) and (6) Case (3): p = r, 0 < < 1 and n p 2 .
We still use the function g(t). Since 
Assume any one of the following conditions:
(1) p = r < p , n > p 3 ? p 2 + p, > 0 and 0 < < 1 .
(2) p < r < p , > 0 and large enough. The proof of the lemma is now complete.
Proof of Theorem 9.1: In order to get the second solution, we shall consider the second solutions u 2;q of the problems corresponding to q < p (s) and we will nd a limit as q ! p (s).
The location of u 2;q on the dual sets M q 2 will be crucial for the compactness.
Since c 2;q is bounded uniformly in q, there is K > 0, such that kru 2;q k p K whenever 0 < jq ? p (s)j < 0 : For x 2 , de ne (u 2;q ) + (x) = maxfu 2;q (x); 0g and (u 2;q ) ? (x) = maxf?u 2;q (x); 0g. Since u 2;q 2 M q 2 , we have that both (u 2;q ) + and (u 2;q ) ? (x) 6 = 0 and belonging to H 1;p 0 ( ). In addition, kr(u 2;q ) k K whenever 0 < jq ? p (s)j < 0 : Thus, we can nd q n such that q n ! p (s) as n ! +1; u + ; u ? 2 H 1;p 0 and (u 2;qn ) * u weakly in H 1;p 0 as n ! +1: We claim that u + 6 = 0 and u ? 6 = 0. To shorten notation, set u n = (u 2;qn ) ; c 1;n = c 1;qn ; E n = E ;qn and ? n = M qn 1 : Since u n is the solution of the corresponding sub-critical problem, we have that u n 2 ? n . In particular, E n (u n ) c 1;n : Proof: For the rst conclusion, the proof is exactly the same as in the last section. For the second one, we can assume that the rst solution u 1 is smooth and ru 1 
