In this paper 1 I present a novel polynomial regression method called Finite
Introduction
In this paper I present a novel polynomial regression method for a uniformly sampled sequence of noisy data points that I call the method of Finite Difference Regression. I show how the statistical t-test 2 can be combined with the method of finite differences to provide a more sensitive and objective measure of the order of the best fitting polynomial and produce unbiased and consistent estimates of its coefficients. 675-730) one assumes that the order of the fitting polynomial is 1 and then proceeds to find the coefficients of the best fitting line as those that minimize the sum of the squares of its deviations from the noisy samples. The same method can be extended to polynomial regression. On the other hand, when the model order is unknown, the order of the best fitting polynomial must be determined before finding the coefficients of the polynomial terms. In classical regression methods this order is determined from the R 2 value of its fit. More on these two different aspects of polynomial regression are provided below.
1) Determining the order of the best fitting polynomial (Model order unknown)
In classical regression, the goodness of the order of the fitting polynomial is given by the R 2 value of the best fitting polynomial-the greater the R 2 value the better the fit. However, this means that one can go on fitting with higher degree polynomials and thereby increasing R 2 values. Given the insensitivity of these R 2 values (see for example Section 2.4) it is indeed hard to find a stopping criterion. To get around this problem, heuristic methods like AIC, BIC, etc. (see [3] for example) that penalize too many fitting parameters have been proposed. In contrast, in the method of Finite Difference Regression described below, the order of the best fitting polynomial is determined by using a t-test, namely determining the index of a finite difference row (or column) that has a high probability (beyond a certain significance level) of being zero. The sensitivity of this method is high compared to classical regression methods as I shall demonstrate in Section 2.5.
2) Determining the coefficients of the best fitting polynomial (Model order known/determined)
In classical polynomial regression, the polynomial coefficients of the fit that minimizes the sum of squares of the residual errors are found by a computation that is equivalent to inverting a square matrix. In contrast in the method I describe below, I once again employ the finite differences I used to find the order, to iteratively determine the polynomial coefficients. In Section 2.7, I show that the results of this method are remarkable-not only are the coefficients unbiased Before describing the Finite Difference Regression method in Section 2, I
briefly recapitulate the general method of finite differences whose formulation can be traced all the way back to Sir Isaac Newton (see [4] ). The finite differences method (see [5] ) is used for curve fitting with polynomial models. On its 2 nd row, Table 1 shows the y-value outputs for the sequence of regularly spaced -value inputs at points 1, 2, ,10  shown on the 1 st row. A plot of this data is shown in Figure 1 . The problem is to determine the order of the polynomial that can generate these outputs and to find its coefficients.
The remaining rows in Table 1 show the successive differences of the y-values.
The fact that the 3 rd difference row in Table 1 is composed of all zeros implies that a quadratic polynomial best describes this data. In fact this data was generated by the quadratic polynomial:
I assume throughout this paper that the data are sampled at regular intervals.
Without loss of generality these intervals can be assumed to be of unit length.
Then the following general observations can be made:
difference row is all zero, then the data is best described by an m th order polynomial: 3) The lower order terms can be found successively by back substituting and subtracting the highest term. In this method, the data y in Table 1 is replaced by y′ where m m y y a x ′ = − , and then reapplying the method of finite differences on the y′ data. Using this approach for the data in Table 1 , one obtains the next term as follows: Figure 1 . Graph of data in Table 1 . 
Again, the final term can be found by replacing y′ in Table 2 by y′′ where
The computation in Table 3 yields 3 as the constant term for the polynomial fit.
Hence, by successive applications of the finite difference method in this manner, the best fit polynomial to the data in Table 1 is found to be
The Method of Finite Difference Regression
In this section I describe the Finite Difference Regression method, compare the results obtained from this method to those from classical regression, and show unbiasedness and consistency properties of the Finite Difference Regression coefficients.
The intuitive idea behind the method of Finite Difference Regression is simple.
Suppose one were to add normally distributed noise with mean 0 independently to each of the y-values for example in Table 1 to make them noisy, then unlike the non-noisy situation, one cannot expect all entries in a difference row to be all 
Statistical Independence and Its Relation to the Degrees of Freedom
While it is true that successive differences will produce normally distributed samples, not all the samples so produced are statistically independent of one another. For example as shown in Figure 2 , the noisy data samples 1 2 3 4 , , , y y y y generate the next difference sequence 1 2 3 , , y y y ′ ′ ′-not all of these values are in- y y ′ ′′  and so on. This method would retain all the properties of finite differences, in particular the highly probable zero mean row; plus it would have the added benefit of not having any dependent samples. If this method were implemented, and a t-test invoked at every level of the binary tree, then the number of samples in the test would be halved at each level, and consequently the degrees of freedom would be affected. In other words, if k denotes the number of samples 3 at a particular level of the tree, then in the next level one would get k/2 samples. Then according to the theory of t-tests, the degrees of freedom for the first level would be 1 k − , in the next level it would be 2 1 k − , and so on. However, discarding good data will have negative consequences for coefficient estimation (see Section 2.6). While some of the data at every level of a successive finite difference table (Table 1 for example) are not independent, they could still be used for t-tests. The only thing to remember is 3 Assume that K and k are powers of 2 for the purposes of this discussion. that at every stage the number of independent samples is halved and therefore the degrees of freedom is one less than this number. Figure 4 . Finally, columns 5 through 9 represent successive finite differences from 1 st to 5 th , computed in the same way as in Table 1 . The last 6 rows of Table   9 highlighted in yellow show the statistical computations associated with the method. These are described below in Section 2.3.
An Example of Order Finding

The Statistical Computations
The last 6 rows of Table A1 use the one-sample t-test for a population mean as described in [2] pp. 547-548. Note that the Null Hypothesis is 0 : 0 
Conclusions from the t-Test
One of the assumptions of the t-test is that the sample size n is large. Typically, 30 n ≥ is required. This assumption is violated in some of the columns of Table   A1 . However the table is merely for illustrative purposes. Even so, it shows the power of the method to correctly ascertain the order of the best fitting polynomial because one can hardly fail to notice the precipitous drop in P-value in the 3 rd difference column (titled Diff 3). The plot in Figure 5 showing the P-values of the 5 difference columns graphically displays this drop. The insignificant P-value in the 3 rd difference column implies that with high probability the order of the best fitting polynomial should be 2 m = , i.e. a quadratic polynomial is the best fit polynomial to the data in Table A1 .
Comparison to Classical Regression
In classical polynomial regression, Table 4 . Also, unlike classical regression which requires R 2 values to be fitted with every polynomial the Finite Difference Regression is a one-shot test that gives a clear estimate of the order of the best fitting polynomial by testing the significance of the probabilities (P-values). The first successive difference column whose P-value is less than the significance level (a belief threshold for the viable model) comes out to be the best fitting polynomial model.
Unlike classical regression, however, this method requires a large sample size n, preferably one that is a power of 2. Also, because the degrees of freedom get halved at each successive difference and the degrees of freedom have to remain positive, the highest order polynomial that can be fit by this method is of the order 2 log n . This is generally acceptable because the order of the best fitting polynomials should by definition be small constants. Other classical model order selection heuristics like AIC or BIC (see [3] ) would also heavily penalize high order models.
Determining the Coefficients
Once the order of the best fitting polynomial has been found using the t-test in combination with finite differences, I will evaluate the coefficients of the best fitting polynomial using the method of successive finite differences as detailed In the non-noisy situation described in Section 1, the matter was simple: there was a difference row of all zeros and therefore the previous difference row was a constant that could be used to determine the coefficient of the highest degree. In the noisy case, the issue is complicated because there is no such row that consists of all zeros and therefore the previous difference row is not a constant. However, the intuitive idea behind the method of Finite Difference Regression (see the 2 nd paragraph of Section 2), led me to assume that the sample mean x would be an excellent choice for the previous difference row constant, since it is the unique number that minimizes the sum of squares of the residuals. From Table A1 , the all zero column is the 3 rd difference column, and therefore 4.29 x = (the sample mean of the 2 nd difference column in Table A1 ) corresponds to the constant difference. Thus as described in Section 1, the highest term should be 
Unbiasedness and Consistency of the Coefficient Estimates
In this section I prove that the coefficients estimated by the Finite Difference
Regression method as detailed in Section 2.6 are unbiased and consistent. The properties of unbiasedness and consistency are very important for estimators (see [6] p. 393). The unbiasedness property shows that there is no systematic offset between the estimate and the actual value of a parameter. It is proved by showing that the mean of the difference between the estimate and the actual value is zero. The consistency property shows that the estimates get better with more observations. It is proved by showing that a non-zero difference between the estimate and the actual value becomes highly improbable with a large number of observations. The analysis focuses on the estimate of the leading coefficient i.e. that associated with highest degree because the asymptotic properties of the polynomial fit will be most sensitive to that value.
Consider the following table that shows the symbolic formulas for the successive differences for the n observations 1 2 , , , n y y y  :
For subsequent ease of notation, I introduce a change of variables Table 7 one gets: Table 6 . Changing 
In case of noisy observations, let each re-indexed observation z now be corrupted by a sequence of additive zero-mean independent identically distributed random variables 
where [ ]  denotes the expectation operator. (See for example [7] pp. 220-223.)
This addition of random variables makes the z's also random variables denoted now as Z , and so ( ) Table 7 is the random variable k R where: Table 7 as:
Then, substituting back into Equation (3): ( )
Result 1:
( ) m
A n Is an Unbiased Estimate of m a
Taking the expectation operator [ ]  on both sides of Equation (6):
The last step in Equation (7) follows from the fact that the random variables i N are all zero-mean. Then, taking the expectation operator on both sides of Equation (5), and using the result from Equation (7): 
Summing up these ( ) n m − equations column by column:
where for ( ) ( )
Squaring both sides of Equation (10), and then taking expectations:
In Equation (11) I have invoked the zero-mean, independent nature of the N's to cause the "sum of cross-terms" term SCT to vanish.
Define a new sequence of ( ) 
where, the final step in Equation (13) follows from Equation (11).
Using definition (12), Equation (9) can be rewritten as:
Then as
, squaring both sides of Equation (14), and then taking expectations: 
Finally, by squaring both sides of Equation (5), and then taking expectations I obtain the following inequality from inequality (15): 
where, the last step in (16) is a rewriting of the binomial coefficient 2m m
terms of factorials and subsequent simplification.
It can be seen that the factor ( )( ) ( ) Table 8 . Table 8 shows that:
For the Finite Difference Regression method, n a n n
Taking limits on both sides of inequality (18), However, as
Then invoking Chebyshev's inequality (see [7] p. 233, [9] p. 151) yields: 
A Note on the Asymptotic Properties of the Fit
Inequality (16) and the values in Table 8 show that the higher the degree m of the polynomial, the lower is the variance of the estimate of its leading coefficient.
This excellent property implies that the asymptotic properties of the fit (that are most sensitive to this leading coefficient) are stable, in the sense that the value of the asymptote becomes less varying with increasing degrees of the fitting polynomial.
Conclusions and Further Work
In this paper I have presented a novel polynomial regression method for uniformly sampled data points called the method of Finite Difference Regression. 2) The classical regression methods work on non-uniformly sampled data sets.
Extending this method to non-uniformly sampled data should be possible.
3) Automatically finding a good t-test significance level i.e. the precipitously low P-value that sets the order of the best fitting polynomial (as described in Section 2.4) remains an open problem. For this, heuristics in the spirit of AIC or BIC methods (see [3] ) in the classical case may perhaps be required. Open Journal of Statistics
Appendix 1
To show that for any sequence of ( ) 
