We develop an efficient general-purpose noreference (NR) image quality assessment (IQA) model that based on a hypothesis that an effective combination of image features can be used to develop NR-IQA approaches having competitive performance with the state-of-the-art. First, we design a collection of features, then evaluate the usefulness of each feature on different kinds of distortions using different features evaluation techniques. Therefore, we came up with a set of optimal features for each learning model in the framework. Our experimental results show that our approach outperforms state-of-the-art blind image quality prediction models.
INTRODUCTION
The last decade has witnessed great advances in digital images. Massive numbers of digital images are being captured by mobile digital cameras due to the increasing popularity of mobile imaging devices. These images are subjected to many processing stages during storing, transmitting, or sharing over a network connection. Unfortunately, these processing stages could potentially add visual degradation to original image. These degradations reduce the perceived visual quality which leads to an unsatisfactory experience for human viewers. Therefore, Image Quality Assessment (IQA) has become a topic of high interest and intense research over the last decade. The aim of IQA is to automatically assess image quality in agreement with human judgments. IQA algorithms are divided into the following categories based on the availability of the reference image: Full Reference (FR-IQA), Reduced Reference (RR-IQA), and No Reference (NR-IQA), where FR-IQA has full access to the reference image and NR-IQA has no information about the reference image and RR-IQA provides a solution in between.
This paper mainly focuses on the most challenging category of IQA -general-purpose No-Reference IQA (NR-IQA), where the goal is to assess the quality of images without information about the reference images and without prior knowledge about the types of distortions in the tested image. We have studied this problem based on a hypothesis that an effective combination of image features can be used to develop NR-IQA approaches having competitive performance with the state-of-the-art.
A two-stages framework, is proposed by Moorthy and Bovik [1] , which first classifies the distortion using a classification model then predict the quality value using regression models. In this paper, we improve the regression portion by using different set of features for each distortion instead of using same features for all distortions. We started with features collection that describe different types of distortions in a distorted image. Then, train a model for each distortion type based on these features by trying different regression methods. After that, the best performing regression methods are used to reduce the number of features by investigating different attribute evaluators. Finally, we end up with optimal set of features and a trained model for each distortion type to predict the final quality values. Figure  1 shows the structure of the proposed approach with the number of features that resulted from our evaluation process for each model. This paper is organized as follows. Section II presents the flowchart of the framework structure. Section III presents the databases that are used in this work. Section IV briefly describes each feature collection and the related work. Section V describes the features evolution techniques. Section VI presents the results of features reduction. Experimental results are presented in Section VII. Finally, the conclusion is described in Section VIII.
II. THE FRAMEWORK STRUCTURE
The proposed approach is based on Moorthy and Bovik's framework [1] , which has two steps; classification and regression. For classification, the tested image is classified into one of five distortion types in LIVE database. However, it does not conduct a hard decision in classification, but instead it calculates the probability that the image belong to each distortion type. These probabilities are used as weight values to indicate the amount of each distortion in the image. In this work, we use our classification model that is proposed in [2] [3] . In the regression stage, the final quality score based on five trained models; one model for each distortion type. Each model predicts a quality value that is multiplied by the associated weight value in classification stage to get quality score for each distortion. Therefore, the final quality score will be the summation of all these scores (Equation 1).
The features that used in these models are resulted from a validation process that has been done in this research to select the optimal features for each model in the framework. Figure  1 shows the structure of the proposed framework.
III. DATABASES
In this research, we have used four image quality databases, which are publically available. These databases are summarized as follows: [8] : The database contains 25 reference images that were used to generate 3000 distorted images. These distorted images contain 24 type of distortions, and each distortion has five levels of distortions. (4) LIVE Multiply Distorted Image Quality Database [9] : each image in this database contains two type of distortions in the same image. The database has two groups: image storage where images are first blurred and then compressed by a JPEG encoder, and image storage where images are first blurred and then corrupted by white Gaussian noise. Each group contains 225 images.
IV. THE COLLECTION OF FEATURES AND RELATED WORK
We design a collection of features which describe a set of distortions that the image is subjected to. We focus here on the same set of distortions in LIVE database: JPEG, JPEG2000 (JP2K), white noise (WN), Gaussian Blur (Blur) and Fast fading (FF). 197 features are collected from state of the art. These features are summarized as follows:
A. BIQI:
In [1] Moorthy and Bovik presented the BIQI algorithm which estimates quality based on a wavelet transform using the Daubechies 9/7 wavelet basis [10] . The transform is performed over three scales and three orientations. The subband coefficient of the transform is parametrized using a generalized Gaussian distribution GGD. There are three parameters in the distribution: mean, variance and shapeparameter. Two parameters only are used: variance and shapeparameter because the mean in the wavelet bases is zero. Therefore, three scales, three orientations, and two parameters generate 18 features for the image (3 x 3x 2). After extracting the features, the tested image is classified by multiclass SVM classifier to one of five classes that represent five different distortions (Jpeg, peg2000,white noise, fast feading error, and blur). This classifier is not only giving an absolute classification, but also giving the amount of each distortion present in the image. To compute the quality score, support vector regression (SVR) is utilized to learn a mapping from the feature space to subjective quality.
B. SSEQ:
In [11] , Liu et al. presented the SSEQ algorithm which estimates quality based on image entropy since the type and the amount of the distortion affect the local entropy of images. The features are computed from the spatial entropy and the spectral entropy. The spatial entropy is the probability distribution of the local pixel values, on the other hand, spectral entropy is the probability distribution of the local DCT coefficient values. To extract the features, the mean and the skew of the histogram for both entropies are used to describe the distortion. Moreover, the features are extracted from different scale: low, middle and high. As a result, we have 12 features are obtained using this method (2 entropy x 2 for mean and skew x 3 scales). For the machine learning part, they have used the two stage framework that was proposed in previous algorithm [1] ; SVM for classification and SVR for repression.
C. Curvelet:
In [12] , Liu et al. proposed an algorithm based on curvelet transform [13] [14] . The curvelet coefficient is the convolution of the curvelet with an image. Each curvelet has a scale, angle, and location. If a curvelet is aligned on a curve in the image, the curvelet coefficient will be large and vice versa. There are 12 features are extracted using this method. The first four features are extracted by using four parameters in an asymmetric generalized Gaussian distribution model that is used in fitting the histogram of the curvelet coefficient. These parameters are amplitude, mean, and two standard deviations. Two more features are extracted from the orientation energy distribution. The mean kurtosis is one feature, and the second one is the coefficient of variation of the non-cardinal orientation energies which is the standard deviation over the sample mean of the non-cardinal orientation energies. Furthermore, six features are extracted from the scalar energy distribution by calculating energy differences across six scales. The resulted features are used for machine learning stage by using the two steps framework in [1] .
D. BLIINDS-II:
In 
E. BRISQUE:
In [17] , Mittal et al. proposed the BRISQUE algorithm based on a spatial natural scene statistics model. In this model, the mapping to a different co-ordinate domain is not required, such as wavelet and DCT. Therefore, the computational complexity of extracting these features is very low. The model computes locally normalized luminances, then uses its parameters as a resulted features. The shape and the variance of fitting the generalized Gaussian distribution (GGD) to mean subtracted contrast normalized MSCN coefficients are the first two features. Then, the fitting of asymmetric generalized Gaussian distribution to the pairwise products of neighboring MSCN coefficient along four orientations generates more 16 features. Four features are extracted for each orientation; shape, two variance, and mean. As a result, we have 18 features obtained using this method. These feature are used in a regression module to learn a mapping from feature space to quality scores.
F. DIIVINE:
In [18] , Moorthy and Bovik presented DIIVINE algorithm. The features here are extracted by decomposing the distorted image first using a wavelet decomposition that uses a steerable pyramid over two scales and six orientations (0,30,60,90,120,150). They found that an increased degree of orientation improves the performance. the subband coefficients across these orientations and scales are then used to extract a set of statistical features. There are in total 88 features used in this method. Then, the quality is estimated by using same two steps framework in [1] .
G. Deblurring:
In [19] , Liu et al. designed a framework that used to measure the performance of deblurring algorithms. They made a collection of features, then select an optimal subset of these features based on a validation test. In our research, these optimal features are added to our feature collection. The selected features are: Sparsity priors [20] , Gradients of small magnitudes, MetricQ [21] , Saturation, Auto-correlation, Cumulative Probability of Blur Detection [22] , and Normalized Sparsity Measure [23] .
V. FEATURES SELECTION TECHNIQUES
Feature selection is the process of selecting a subset of features in order to enhance generalization. Moreover, feature selection removes redundant and irrelevant features. Since we have large features collection, we have used 17 features selection techniques to generate an optimal subset of features to construct each model. We have done a validation experiment to test the performance of these techniques using LIVE database. The best performing techniques are given below:
A.
ClassifierSubsetEval:
Evaluate subset of features by estimating the merit using classifiers [24] [25].
B. CfsSubsetEval:
This technique select a subset of features which have high correlation with the class and have low correlation between each other [24] .
C.
WrapperSubsetEval:
This method generates subsets of features by using a learning scheme. Then, each subset is validated using cross validation to select the best set which has the highest accuracy rate [26] .
D. ConsistencySubsetEval:
It is based on the level of consistency in the class values. It uses Random or Exhaustive search method to look for the smallest subset with consistency equal to consistency of the full set of attributes since the consistency of any subset can not be lower than consistency of the full set of attributes [27] .
VI. OPTIMAL FEATURES SELECTION
Before evaluating the features, we have investigated the performance of different regression methods to come up with the best performing one using our feature collection. Table 1 shows the best performing regression methods. The LIVE database is used here with 10 folds cross validation. The best performing regression method is Linear Regression. This regression got Correlation coefficient of 0.8977. For each distortion type, we have investigated different attributes evaluators to select the optimal subset of features for each one in order to reduce the overfitting. These evaluators select the optimal subset of features. Table 3 shows each model's features in more details. By comparing the correlation coefficient in Table 1 and Table 2 , we can see the results are improved even though we have reduced features. Blur FF J2K JPEG WN f23: left variance paremeter which is computed by fitting AGGD to horizontal pairwise products for the second scale.
Blur FF
Divine f8: variance of the 8 th subband coefficient which is computed by fitting a generalized Gaussian to the subband coefficient.
Blur J2K WN f13,,f14,,f15,,f21: shape paremeter of the 1 st, 2 nd , 3 rd , and 9 th , respectively ,subband coefficient which is computed by fitting a generalized Gaussian to the subband coefficient.
Blur (21) FF (13) J2K (14, 15) JPEG (21) WN (13, 14) f50,f63,f69: these are computed from spatial correlation across different subbands by fitting a polynomial to a correlation function.
Blur(63,69), FF(50) J2K(63) JPEG(50) f82: it is across orientation feature which is extracted by computing windowed structural correlation between all possible pairs of subbands at the coarsest scale. 

VII. EXPERIMENTS AND RESULTS
In this section, we empirically evaluate our model and present an evaluation of generalizing across many distortion types. We perform evaluation on four databases; LIVE ,TID20113, VCL@FER, and LIVE-MultiDistortions datasets. The total of images in these databases is 4804. The first experiment is conducted to validate how the objective assessment of our model corresponds to human evaluation. LIVE database is used in this experiment to train and test the proposed model. We use cross validation method with 10-folds and multiple runs. Table 4 shows the resulted Spearman correlation between the predicted scores values and the subjective scores. The second experiment is conducted to verify the extensibility and generalization of the proposed method. We train metrics on one database and test them on the other databases. Four methods are employed to compare: BIQI [1] , BRISQUE [17] , SSEQ [11] , BLIINDS-II [15] .
To make a fair comparison, we train our method on the LIVE database as well and test all the methods on TID20113, and VCL@FER databases to prove whether the proposed method is applicable for various images and distortions without extra training. First, we test the trained methods on the VCL@FER database where all the types of distortion are existing in the training database. It is observed that most of the test methods show relatively good performance across the database as shown in Table 5 . In average, our method outperforms most of them, and close to the best one (SSEQ). It outperforms the others for two types of distortions, while SSEQ outperforms for only one distortion. This demonstrates that the proposed method is robust against different image databases. Second, we test the trained models on TID2013 database where many distortion types do not appear in the training dataset. In many cases, the majority fails. This is because the training data set does not contain these kinds of distortion. However, the proposed metric is the best performing method. It outperforms the others for eight distortion types, while the second best performing one outperforms for only five distortion types as shown in Figure 2 and Table 6 . Furthermore, the proposed mothed gets the best correlation score in average for all images in the database. This result proves that our metric has better generalization capability, because the features evaluator that is used here to get the features in our model increases the generalization capability and decreases the overfitting. The third experiment is conducted to verify the capability of the proposed method to assess images contain mixtures of multiple distortions. All the tested metrics are trained on LIVE database and tested on LIVE Multiply Distorted Image Quality Database which contains two groups of images and each group contain a mixture of two type of distortions. Table 7 shows the Spearman correlation between the predicted scores and the human judgment for the five tested metrics. The obtained results show clearly that our metric gives better results and yields a significant improvement of the correlation coefficients. 
VIII. CONCLUSION
A blind image quality assessment approach is proposed here using sets of optimal features that are resulted from our features evaluation process. The proposed metric is based on BIQI framework [1] . But instead of using same features in all regression models, we use an optimal set of feature for each distortion model. Different evaluation techniques are used to evaluate the usefulness of each feature. Moreover, we have investigated different classification and regression methods to be used in the learning models. The obtained results show that our metric gives better results and yields a significant improvement of the correlation coefficients with human judgments.
