In this paper, an analytical model is proposed to compute the optimal number of clusters that minimizes the energy consumption of multi-hop wireless sensor networks. In the proposed analytical model, the average hop count between a general node (GN) and its nearest clusterhead (CH) is obtained assuming a uniform distribution. How the position of the sink impacts the optimal number of clusters is also discussed. A numerical simulation is carried out to validate the proposed model in various network environments. key words: wireless sensor network, optimization, multi-hop clustering, the number of clusters
Introduction
In wireless sensor networks (WSNs), clustering architecture has been widely employed for energy-efficient data aggregation. To support data aggregation, adjacent nodes are combined into a group called clusters. Each cluster has a coordinator, referred to as a clusterhead (CH), and several general nodes (GNs). The CH of each cluster aggregates the raw data from GNs and reports the processed data to the sink that provides the interface to user either directly or via a multi-hop path through other intermediate nodes. Such communication with CHs significantly reduces the energy consumption of individual GNs since all GNs have only to communicate with their corresponding CHs over relatively short distances [1] .
As the number of clusters increases, the energy consumption for aggregating the data in each cluster becomes smaller while the one for reporting the data becomes larger. The position of the sink also has an effect on the energy consumption for reporting the data. Therefore, it is important to choose the proper number of clusters and take the position of the sink into account for efficient energy consumption.
Several analytical models of the energy consumption have been proposed to compute the optimal number of clusters. From these models, the optimal numbers of CHs were derived under the assumption that all nodes are within a single hop range and all clusters have the same number of nodes [2] , [3] . More general models for the multi-hop clustering were proposed under the assumption that the nodes are uniformly distributed in the given region [4] , [5] . However, the closed form of the optimal number of clusters was not derived in [4] and, though derived in [5] , was obtained for the simple cluster region with the circle shape of the same size as in [2] . It was assumed in [2] and [5] that CHs are assumed to be located in the center of the circle-shaped cluster. Although the average distance or the average hop count between GNs and its CH is obtained easily from the circle-shaped clusters, energy consumption for aggregating data is computed very roughly and thus, unpractical since each cluster has an arbitrary-shaped region and the different number of nodes in reality. In addition, how the position of the sink has an effect on the energy consumption was not considered in previous work.
In this paper, a new analytical model is proposed to compute the optimal number of clusters in the multi-hop clustering. In the proposed model, the energy consumption for aggregating the data is computed by considering the average hop count between GNs and its nearest CH for the entire network without the assumption of the specific shape and the same area of the cluster region as in [2] and [5] . Furthermore, how the position of the sink has an effect on the optimal number of clusters is shown by considering the different positions of the sink.
Optimal Number of Clusters
For simplicity, four assumptions employed in [4] and [5] are made in this paper. First, N + k static nodes are distributed uniformly in an L×L field, where k is the number of CHs and N is the number of GNs. Second, the communication environment is contention-free and error-free. Third, all GNs have the same radio range denoted by R and have one data unit of the same size at each aggregation time. Fourth, the intermediate GNs on the route to a CH just forward the received data. Meanwhile, a CH processes the received multiple data from GNs and generates the data to be reported to the sink.
k CHs aggregate the raw data from N GNs and process the data locally. Then, CHs report the aggregated data to the sink. Since these two steps, i.e., aggregating and reporting the data are the main operations in the network, the overall energy consumption can be approximated as the addition of the aggregation energy E agg and reporting energy E rep .
The aggregation energy E agg can be computed using the average hop count between GNs and a CH.
Let us denote by P i the probability that the hop count between a GN and its nearest CH is more than i-hops. In terms of k, P i can be represented as
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where q i is the portion of the region that a GN can reach within and including the i-hops. Note that q i is given as
By using P i , the average hop count between GNs and its nearest CH, denoted by α, can be written as
where m is the maximum hop count between a CH and GNs. Since (1−q i ) is always positive, m should satisfy the following constraint
where x indicates the largest integer less than or equal to x. Note that 1 − P 1 is the probability that at least one CH exists within the range R, called to be the hop count of 1.
is the probability that the nearest CH is just i hops apart from a GN, called to be the hop count of i. Let us define the zone i to be the ring-shape area between the ranges of (i − 1)R and iR from the origin of a GN as shown in Fig. 1 (a). If P 2 and P 3 indicate the probabilities that all CHs placed out of the zone 2 and the zone 3, respectively. P 2 − P 3 represents the probability that at least one CH exists in the zone 3. By using Eq. (3), the energy consumption with respect to the aggregation of data can be written as
where E T and E R are the units of the transmission energy and the reception energy, respectively. The reporting energy E rep can be computed using the average hop count between CHs and the sink. Since the position of the sink has an effect on the reporting energy, let us consider three representative cases where the sink is located at the center, the corner and the outside of the field(OOF). Three cases are indexed by 1, 2 and 3, as depicted in Fig. 1(b) . It is noted that in case 3 we have only to add one hop to the average hop count of case 2.
For simplicity, let us approximate the field to a circle with the same area which has the radius denoted by L j , for three cases (1 ≤ j ≤ 3). In case 1, the field is approximated to the full circle, and in the other cases it is to the part of a circle as depicted in Fig. 1(b) . If M j is defined as the maximum hop count between the sink and a CH in case j, then, L j and M j can be written as
where x indicates the smallest integer not less than x. Then, the average hop count between the CHs and the sink in the case j, denoted by β j , can be computed as
where l is the expected hop count between a CH and the sink. It is noted that the expression in the bracket of Eq. (7) is the ratio of the zone area which can be regarded as the probability that the expected hop count is equal to l as depicted in Fig. 1(a) . In terms of β j , the energy consumption of k CHs for reporting the data can be written as
By summing the aggregation energy E agg in Eq. (5) and the reporting energy E rep in Eq. (8), the overall energy consumption E total can be written as
If k increases, both the expected area of a cluster and the value α decrease, which means that E agg becomes smaller. Meanwhile, as k becomes large, E rep increases since the number of CHs reporting to the sink increases. We can see that there is a trade-off between E agg and E rep . The optimal number of clusters k opt will be computed as
Due to the complexity of αIt is difficult to obtain k opt from Eq. (9) explicitly. In order to make the optimization problem tractable, an approximation approach is taken. Rearranging Eq. (3), we have
Since q i in Eq. (2) is a quadratic function with respect to i, 1 − q i decreases rapidly as i increases. Furthermore, P i takes k-th power of 1−q i so that P i is much reduced as i increases, or P i P (i+1) . It follows that α can be approximated as
Since the second order differential of P i with respect to k is positive, E total in Eq. (9) is a convex function of k and has the unique k opt . By applying the approximation Eq. (12) into Eq. (9) and setting the differential with respect to k to zero, k opt can be computed as
If k opt is not an integer, k opt or k opt can be chosen for the next best solution.
Simulation
In this section, we compare the results with NS-2 simulation. Since the error-free and contention-free environment is commonly assumed, we employ the time division multiple access (TDMA) scheme while aggregating the data from GNs in each cluster. For simulation, all nodes are randomly distributed in the field with the uniform probability and they know the positions of their neighboring nodes, CHs and the sink. Within a cluster, a neighboring GN that is the closest one to the corresponding CH is chosen as an intermediate GN.
In a similar way, a neighboring CH that is the closest one to the sink is chosen as an intermediate CH. If there is no neighboring CH, a GN within its cluster can be chosen as an intermediate node to the sink. We use UDP/CBR traffics and average out simulation results from thousand trials. The parameters for simulation are given as follows: Figure 2 shows the relation between the number of clusters and the energy consumption when N and L are given as 100 and 200, respectively. It is shown that k opt varies with the position of the sink. If the sink is close to the field, k opt is large because of the additional cost with respect to E rep due to a new CH is small. Note that E agg is not dependent on whether the sink is close to the field or not. Since β j is minimized in case 1, the minimum energy consumption and the corresponding k opt are achieved in case 1.
In Fig. 2 , E total computed from the model is lower than that from the simulation when k is small and higher when k is large. Specifically, E agg from the model is lower than that from the simulation and E rep from the model is higher. Note that E agg and E rep are dominant for a small k and a large k, respectively. These errors are caused by assumptions made in the model. Since the boundary effect is neglected in computing q i , we have a larger q i than that from the simulation. Therefore, α obtained from the model is also smaller than that from the simulation and thus E agg is also smaller. Besides, the width of the outermost zone between the range L j /R and L j /R is assumed to be R in computing β j . Therefore, β j from the model is larger than that from the simulation, and thus E rep is also larger. Table 1 shows the optimal number of clusters k opt corresponding to four kinds of N and L. k opt has three values according to the position of the sink. It is shown that k opt obtained from the model is close to that obtained from the simulation. Note that the values of the first row in the simulation field is obtained from Fig. 2 . By changing the network environment, other rows can be filled out from the simulation. Table 2 compares k opt of the proposed model and that of the previous model in [5] under the assumption that the sink is placed on the center of the field. It is shown that the previous model does not match the simulation results. Other previous models in [2] , [3] can not be applied to the multi-hop environment.
Conclusion
In this paper, an analytical model was proposed to obtain the number of clusters that is optimal with respect to energy consumption in WSNs. In the proposed model, the specific shape and the area of the cluster region are not assumed and the energy consumption was computed by considering the average hop count between general nodes(GNs) and its nearest clusterhead(CH) for the entire network. Different positions of the sink and its effect on the optimal number of clusters were also considered. Simulation is carried out to validate the proposed model in various network environments. The proposed model and the optimal number of CHs could be an effective guideline for the design of the clustered networks.
