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Abstract—Radar sensors are gradually becoming a wide-
spread equipment for road vehicles, playing a crucial role in
autonomous driving and road safety. The broad adoption of
radar sensors increases the chance of interference among sensors
from different vehicles, generating corrupted range profiles and
range-Doppler maps. In order to extract distance and velocity
of multiple targets from range-Doppler maps, the interference
affecting each range profile needs to be mitigated. In this paper,
we propose a fully convolutional neural network for automotive
radar interference mitigation. In order to train our network in
a real-world scenario, we introduce a new data set of realistic
automotive radar signals with multiple targets and multiple
interferers. To our knowledge, this is the first work to mitigate
interference from multiple sources. Furthermore, we introduce
a new training regime that eliminates noisy weights, showing
superior results compared to the widely-used dropout. While
some previous works successfully estimated the magnitude of
automotive radar signals, we are the first to propose a deep
learning model that can accurately estimate the phase. For
instance, our novel approach reduces the phase estimation error
with respect to the commonly-adopted zeroing technique by
half, from 12.55 degrees to 6.58 degrees. Considering the lack
of databases for automotive radar interference mitigation, we
release as open source our large-scale data set that closely repli-
cates the real-world automotive scenario for multiple interference
cases, allowing others to objectively compare their future work
in this domain. Our data set is available for download at:
http://github.com/ristea/arim-v2.
Index Terms—autonomous driving, automotive radar, inter-
ference mitigation, denoising, convolutional neural networks,
multiple interference sources, phase estimation.
I. INTRODUCTION
AUTONOMOUS driving and road safety are very im-portant topics in order to reduce the number of traffic
accidents and the number of deaths on the road. One of
the solutions proposed by automotive companies to build
autonomous and safer vehicles is based on scanning the sur-
rounding environment using radar sensors. The most common
radar senors used in the automotive industry are frequency
modulated continuous wave (FMCW) / chirp sequence (CS)
radars, which transmit sequences of linear chirp signals. The
signals transmitted and received by such sensors provide the
means to estimate the distance and the velocity of nearby
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Fig. 1: Range profile magnitude of an FMCW radar sensor.
The clean profile is shown in blue, while the profile with
interference is shown in red. Because of interference, the
noise floor has risen with over 30 dB and the targets become
undetectable. Best viewed in color.
targets (e.g., vehicles, pedestrians or other obstacles). For
instance, automotive radar sensors have even been used to
detect very small objects (e.g., road debris [1]). However, the
growing adoption of radar sensors [2] increases the probability
of interference among sensors from different vehicles, gener-
ating corrupted and unusable signals. Indeed, radio frequency
interference can raise the noise floor by a large margin, to the
point where potential targets are completely hidden by noise,
thus reducing the sensitivity of target detection methods [3].
In Figure 1, we present a range profile of a radar signal with
and without interference, in which some of the targets visible
in the clean range profile are absorbed by the risen noise floor
caused by multiple interference sources. In order to be able to
detect such targets, the radar interference has to be mitigated.
To address this problem, researchers have proposed various
techniques ranging from conventional approaches [4], [5], [6],
[7], [8], [9] to deep learning methods [10], [11], [12], [13].
In this paper, we extend our prior work [13] by designing
a novel fully convolutional network (FCN) [14] that (i) can
recover the phase along with the magnitude of radar beat
signals and (ii) can cope with multiple non-coherent radio-
frequency (RF) interference sources. Our network takes as
input the real part, the imaginary part and the magnitude of the
Short-Time Fourier Transform (STFT) of the beat signal with
interference, providing as output the real part, the imaginary
part and the magnitude of the range profile, respectively.
Although our network does not directly estimate the phase,
it can be trivially computed from the real and the imaginary
parts. To our knowledge, we are the first to propose a deep
learning model that can accurately estimate the phase, this
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being a well-known problem, which is often left as future
work in related articles [15]. While previous deep learning
approaches studied radar interference mitigation with a single
interference source [10], [11], [12], [13], we aim to address
the task under multiple interference sources. To achieve this
goal, we generate a large-scale data set that closely replicates
the real-world automotive scenario for multiple interference
sources, considering up to three interference sources during
training and up to six interference sources during inference.
We compare our approach with two state-of-the-art methods,
one based on zeroing [4], [9] and one based on fully convo-
lutional networks [13], reporting superior results for various
evaluation metrics. In this paper, we also introduce a new
training regime designed to improve the signal-to-noise ratio
contained in the weights of a neural network model. We
compare our novel regime to the widely-adopted dropout [16],
showing that the former approach helps the neural model to
reach a better convergence point. Furthermore, we release our
novel data set as open source, allowing other researchers and
engineers to objectively compare their future work on radar
interference mitigation. Our data set is available for download
at: http://github.com/ristea/arim-v2. Along with the data set,
we also release the code to reproduce our results.
In summary, our contribution is fourfold:
• We propose a deep learning model able to mitigate non-
coherent RF interference from multiple sources.
• We design a fully convolutional network architecture
that outputs clean range profiles, estimating both the
magnitude and, indirectly, the phase.
• We introduce a new training regime, termed Weight Noise
Reduction Training (WeNoRT), that reduces the amount
of noise stored in the neural network weights.
• We introduce a radar interference data set with a wide
and realistic range of signal parameter variations as well
as multiple interference sources.
We organize the rest of this paper as follows. We present
related work on radar interference mitigation in Section II. We
describe our method based on fully convolutional networks in
Section III. We present our data set composed of generated
range profiles in Section IV and we provide a comprehensive
set of experimental results in Section V. Finally, we draw our
conclusions in Section VI.
II. RELATED WORK
A. Conventional methods
State-of-the-art interference mitigation methods are usually
classified according to the domain in which the interference
is mitigated [4], [5], [6], [7], [8], [9]: polarization, time,
frequency, code and space. Polarization-based methods as-
sume the use of cross-polarized antennas between the two
interfering radars and the mitigation margin is around 20
dB, but ground reflections or other surrounding targets can
severely reduce this margin. Time domain methods include
the following approaches: using low transmit duty cycles
(to reduce the probability of hitting other receivers), using
short receive windows (to reduce the probability of being
hit by an interferer), or employing a variable pause between
transmitted chirps or a variable chirp slope (to avoid periodic
interference). Frequency domain methods involve a division
of the authorized operating bandwidth into several sub-bands,
such that nearby systems operate in different sub-bands. Radio
frequency interference (RFI) mitigation in the coding domain
implies the modulation of radar wave forms with a device-
specific code (to minimize cross-talk between radars, the codes
of different devices should be orthogonal), whereas in the case
of space domain techniques, the antenna radiation pattern is
adaptively configured to avoid interfering signals.
A particular class of methods are the strategic RFI mitiga-
tion techniques [4], which require additional hardware and/or
software, yet rely on some of the basic techniques. The
classical strategic approaches are: “communicate and avoid”
(requires inter-vehicle communication to avoid simultaneous
transmission), “detect and avoid” (e.g., detects the interference
in a sub-band and changes the operating sub-band of the
radar), “detect and repair” (after detection, the measurement
with interference is reconstructed), “detect and omit” (after
detection, the measurements affected by interference are re-
moved) and “listen before talk” (the radar transmits only when
no other transmitting device is detected).
Currently, mitigation of a single FMCW interferer on an
FMCW victim radar is quite well understood [17], ongoing
research in the field being focused on other scenarios that
involve multiple interference sources due to the increasing
number of vehicles equipped with radars and the increase in
the number of radar systems per vehicle.
Different from all these methods, which rely on algorithms
handcrafted by researchers, we propose an approach based on
end-to-end learning from data. In order to obtain our approach,
we extended the data set and the method proposed in our
previous work [13] in order to learn deep neural networks for
RFI under multiple interference sources.
B. Deep learning methods
Deep learning techniques have been applied in a vast
diversity of tasks with remarkable results [18], [19], [20]. One
such task is image denoising, where deep learning achieved
state-of-the-art results [21], outperforming classical filtering
approaches (i.e., median or bilateral filtering). By transforming
an arbitrary signal with STFT, we obtain an image-like repre-
sentation that can eliminate the gap between the task of signal
denoising and that of image denoising. Indeed, the interference
becomes a noise pattern that is overlapped over the signal’s
STFT, opening up the possibility to employ novel ways for
interference mitigation, previously applied only on images. In
this context, we propose to apply fully convolutional networks,
a deep learning technique, to transform a noisy STFT image
into a clean range profile of an FMCW radar sensor.
To our knowledge, there are only a handful of related
works [10], [11], [12], [13], [15], [22] that employ deep
learning models for radar interference mitigation. The existing
deep RFI mitigation approaches consider only scenarios with
one source of interference. Complex scenarios with multiple
sources of interference, which are very likely to happen in
daily driving, were never considered. Hence, we are the first
to address this challenge using deep learning.
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In [10], the authors proposed a convolutional neural network
(CNN) to address RFI, aiming to reduce the noise floor while
preserving the signal components of detected targets. Their
CNN architecture can be trained using either range processed
data or range-Doppler (RD) spectra as inputs. The authors re-
ported promising results, but they still had concerns regarding
the generalization capacity on real data. Another approach that
relies on CNNs is proposed in [15]. The authors employed an
auto-encoder based on the U-Net architecture [23], performing
interference mitigation as a denoising task directly on the
range-Doppler map. They surpassed classical approaches, but
their method fails to fully preserve the phase information.
Similarly, in [11], the network architecture is build upon
CNNs, but residual connections, inspired from the ResNet
model [24], were added. A different interference mitigation
method is proposed in [12], which is based on applying a
recurrent neural network model with Gated Recurrent Units
(GRU) [25] on the time domain signal. The authors reported
better performance and lower processing times compared to
previous signal processing methods. Similarly, Mun et al. [22]
proposed an approach that is also based on GRU, but they add
a novel attention block. This approach attains better results
than classical methods and the authors empirically prove that
the attention block brings a performance boost. Nevertheless,
the algorithm is not tested on real data or on a large test
collection, so there are concerns regarding its generalization
capacity. More recently, we proposed two novel FCN models
in [13], which are able to transform an STFT affected by
interference into the corresponding clean range profile. The
models have the capacity to generalize on real data, but they
are not designed to estimate the phase of beat signals. In the
current work, we extended our preliminary work presented
in [13] by designing a method able (i) to recover the phase
of beat signals and (ii) to cope with multiple interference
sources. In addition, we introduce a new training regime,
WeNoRT, which is aimed at improving the signal-to-noise ratio
of the neural network weights.
III. METHOD
A. Radar Signal Model
In FMCW radar solutions, the transmitted signal sTX(t)
is a chirp sequence, whose frequency usually follows a saw-
tooth pattern. The receive antenna collects the reflected signal
sRX(t), which is further mixed with the transmitted signal and
low-pass filtered, resulting in the beat signal sb(t), which is
analytically computed as:
sb(t) = sTX(t) · s∗RX(t), (1)
where s∗RX(t) represents the complex conjugate of sRX(t).
In the presence of mutual interferences, the receiving antenna
collects a mix from two signals, the reflected signal and
the interference signal. Consequently, the received signal is
defined as follows:
sRX(t) =
Nt∑
j=0
Aj · sTX(t− τj) +
Nint∑
k=0
sRFI,k(t), (2)
where Aj = Aj · ejφ is the complex amplitude, τj is the
propagation delay of target j, Nt is the number of targets, and
Nint is the number of interferers. An uncorrelated interfering
signal sRFI,k(t) (with a different modulation rate than the
one of the transmitted chirp) translates, after mixing with the
transmitted signal, into a chirp signal whose bandwidth is lim-
ited by the anti-aliasing filter [17]. Therefore, the uncorrelated
interferences appear as highly non-stationary components on
the spectrogram, which are spread across multiple frequency
bins.
B. Data Preprocessing
FCNs attain state-of-the-art results in computer vision,
the convolutional operation being specifically designed for
images [20], [26], [27], [28]. To be able to apply FCNs to
our task, we first need to transform the time domain signals
into images [29]. One of the most common approaches to
obtain an image-like representation of a time domain signal
is by computing the discrete STFT, as shown in the following
equation:
STFT{x[n]}(m, k) =
∞∑
n=−∞
x[n] ·w[n−mR]e−j 2piNx kn, (3)
where x[n] is the discrete input signal, w[n] is a window
function, Nx is the STFT length and R is the hop/step size
[30]. There are a multitude of window functions proposed in
literature, such as hann, blackman and others. We chose to
perform the STFT with hamming window. Additionally, we
scale the STFT in order to have the input data approximately
within the range of [−1, 1].
Our goal is to obtain clean range profiles from the STFT of
the beat signal affected by noise and uncorrelated interference.
We design our FCN to provide the clean range profiles as
output (during training, the FCN has to learn to reproduce the
ground-truth clean range profiles). For this reason, we perform
a Fast Fourier Transform (FFT) of our time domain labels
(to obtain the ground-truth clean range profiles) and train our
networks to map the STFT input to the FFT output (computed
in Nx points, as the number of STFT frequency bins).
C. Neural Network Model
Our goal is to create a neural network that can mitigate RFI
and is able to map a noisy STFT input to the clean FFT output
for any given signal, in terms of both magnitude and phase.
Therefore, we propose a novel FCN architecture that can meet
the above requirement.
The novelty of our neural architecture is mainly related to
the input and output structures, each consisting of a repre-
sentation composed of three different channels. The first and
the third channels of the input are the real and the imaginary
part of the STFT, while the channel in the middle is the
magnitude of the STFT. In terms of information theory, the
second channel is redundant information, which could be
mathematically determined from the real and the imaginary
parts. The motivation behind adding the magnitude of the
STFT as input is given by our preliminary FCN models [13],
which successfully used it to predict the magnitude of the
FFT. Furthermore, the magnitude of an STFT has the most
meaningful visual information and can be seen as an attention
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Fig. 2: The architecture of our FCN model. The input STFT is processed through a series of four conv blocks (composed of
conv and pooling layers) until the vertical dimension is reduced to 1, while preserving the horizontal dimension. The output
is a beat signal spectrum without the interference removed by the FCN. Best viewed in color.
map [31], [32], which, in our case, is not computed by the
network, but offered as an input channel. The output follows
a similar design in terms of the number of channels, the
only difference being its spatial dimension, as described next.
Although our network does not directly compute the phase,
it can be computed from the real and the imaginary parts,
just as the magnitude. We hereby note that we tried various
architectures to explicitly output the phase of the FFT, but we
never obtained convergence. However, it appears that modeling
the phase indirectly is achievable.
Our neural model is designed to process an input tensor
of size 154 × 2048 × 3 and give an output tensor of size
1×2048×3. The network progressively reduces the dimension
on the vertical axis (154), which corresponds to the number of
time bins in which the STFT is computed, to the size 1, while
keeping the dimensions on the other axes constant (the number
of FFT points, Nx, and the number of channels, respectively).
Our architecture, illustrated in Figure 2, consists of 10 con-
volutional (conv) layers organized into 4 convolution blocks.
Each of the first 2 blocks are composed of 3 conv layers,
followed by a max-pooling layer. The third block is formed
of 2 conv layers and a max-pooling layer, while the last block
has the same number of convolutions as the third, but without
any pooling layer. Additionally, each conv layer is followed
by leaky Rectified Linear Units (ReLU) [33], except for the
last 2 layers. The number of convolutional filters (kernels)
is independently established for each block. The number of
kernels starts from 32 in the first block, growing by 32 with
each subsequent block, ending up at 128 in the last one.
Exceptionally, the very last conv layer has only 3 kernels in
order to fit the number of output channels. We also reduce
the kernel size from 13× 13 in the first block to 9× 9 in the
second block and 5× 5 in the third block. Regarding the last
conv block, we set the kernel size to 5 × 5 in the first conv
layer and to 1×1 in the last conv layer, respectively. The conv
filters are always applied at stride 1, a circular padding being
added to preserve the horizontal dimension of the activation
maps. The pooling filters are always of size 2×1, reducing the
size of the activation maps by half on the vertical axis only.
Zero padding for the max-pooling layers is added only when
we need to make sure that the input activation maps have an
even size.
D. Loss Function
The procedure of learning a neural network model f is
cast as an optimization problem, which is typically solved
using a gradient-based algorithm that navigates the space of
possible sets of weights W the model may use in order to
attain a convergence point. Typically, a neural network model
is trained using the stochastic gradient descent optimization
algorithm, the weights being updated using back-propagation
[34]. In the context of an optimization problem, the function
used to evaluate a candidate solution (i.e., a set of weights) is
referred to as the objective function, or the loss function.
In our case, we employ a custom loss function based on
the mean squared error (MSE), in order to properly train the
model and achieve optimal results. Our main goal is to recover
the targets, which are typically at the upper extremity of the
amplitude interval. To make sure that our model gives proper
attention to such extreme values, we favor MSE instead of the
mean absolute error (MAE). Furthermore, our loss function
is designed to adjust the importance of the FFT magnitude
in relation to its real and imaginary parts, because estimating
the real and the imaginary parts of a complex number is more
difficult to achieve compared to estimating its magnitude [15].
We therefore introduce the hyperparameter λ ∈ R+ to control
this importance. Our loss function is formally defined below:
L(y, yˆ) = Labs(y, yˆ) + λ · (Lreal(y, yˆ) + Limag(y, yˆ)), (4)
where y is the true label, yˆ = f(x,W ) is the label predicted
by the model f for the input x associated with label y, and
the loss function L{abs,real,imag} is the MSE applied to the
corresponding parts of y and yˆ, respectively. As explained
earlier, the factor λ adjusts the importance of the magnitude
with respect to the real and the imaginary parts. We stress
out that the label y is actually the FFT of the clean range
profile, being composed of the magnitude, the real part and
the imaginary part, respectively.
E. Weight Noise Reduction Training
Convolutional neural networks have shown major perfor-
mance improvements in a broad range of domains [20], [27],
[28], once the training on powerful graphical processing units
was made possible by the technological advancements in paral-
lel processing, gaining orders of magnitude in terms of training
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Algorithm 1 Weight Noise Reduction Training
Input: f - a neural network, X - a training set, r ∈ [0, 1] -
ratio of noise reduction.
Initialization: W (0) ∼ N (0,Σ)
Output: W (t)
Stage 1: Conventional training regime
1: while not converge do
2: W (t+1) = W (t) − η(t)∇f(W (t), x(t))
3: t = t+ 1
Stage 2: Noise-constrained training regime
4: S = sort(||W (t−1)||)
5: k = br/|S|c
6:  = Sk
7: for w ∈W (t) do
8: if w <  then
9: Mw = 0
10: else
11: Mw = 1
12: while not converge do
13: W (t+1) = W (t) − η(t)∇f(W (t), x(t))
14: W (t+1) = W (t+1) ·M
15: t = t+ 1
time [27]. This also allowed researchers to explore deeper and
deeper models [35], [36], [37], requiring appropriate changes
to avoid vanishing and exploding gradients after a certain
point, for example by introducing residual blocks [37]. The
main benefit of CNNs is that they can capture high-order
relationships between input and output, thus being able to
generalize better and take more complex decisions. However,
a downside of such large models is that they are also likely
to capture noise from training data, easily falling into the
pitfall of overfitting. The noise learned by a CNN through its
weights is not representative for the generic data distribution,
inherently leading to high variance and poor performance.
Nonetheless, simply reducing the model’s capacity would not
be a proper solution, because it will lead to the other extreme,
underfitting. This problem may occur when the high-order
relationships between input and output cannot be captured by
a model with reduced capacity. Since it is already proven that
CNNs attain better results as the models grow deeper [27],
[35], [36], [37], the main focus in this area of research is
to find ways to avoid overfitting for models with higher
capacity. One such example is dropout [16]. Moreover, a
well-known fact is that noise reduction is a hot topic in
the field of signal processing, therefore, a lot of approaches
have been proposed by researchers [38]. Both classic signal
processing algorithms [39], [40], [41] and machine learning
methods [42], [43], [44] have been developed in order to
mitigate the noise from signals. The noise problem is even
more relevant when we refer to denoising solutions based on
deep learning, because models have a large capacity and tend
to also replicate the noise from label signals, preventing the
network from achieving a global optimum.
To solve this problem, we propose a novel training regime,
called Weight Noise Reduction Training (WeNoRT). It starts
with a conventional training phase, followed by a noise-
constrained training phase with the aim of pruning the inner
network noise, thus improving its signal-to-noise ratio. The
network architecture is perfectly consistent, assuming no fur-
ther modifications at testing time. The steps required by our
training regime are formally described in Algorithm 1. The
training starts with the random initialization of the weights W
from a normal distribution, as usual.
In the first stage, we apply the standard training procedure
based on gradient descent, until we reach an optimal conver-
gence point. During this stage, the weights W are updated
in the negative direction of the gradient ∇f , the update step
being controlled through the learning rate η. After the first
training stage, we observed that our neural networks contains
many weights that are close to zero. When put together, these
very small weights can affect the model, acting as some kind
of noise learned from the training data. In the next phase,
we compute a binary mask M with the aim of clipping
the less important weights to zero. In step 4, the weights
are first sorted by their magnitude in ascending order. The
index of the largest “noisy” weight to be used as threshold
is computed in step 5, based on the ratio of noise reduction
r given as input. The actual value of the threshold weight
is stored into the parameter . In steps 7 to 11, we build
the mask M , assigning 0 for every weight lower than 
and 1 for every other weight. After obtaining the mask M ,
we can further proceed by training the model using gradient
descent. After each weight update, our training algorithm
introduces step 14, which removes the weights close to zero.
We note that the mask M can also be recomputed at every
iteration, but we did not observe any significant improvement
in terms of convergence during our preliminary experiments.
To save computational time during training, we decided to
compute the mask M only at the beginning. Last, we note
that, although Algorithm 1 is based on the standard stochastic
gradient descent, the weight update steps are independent
of our training regime. Hence, the WeNoRT regime can be
applied on top of any modern optimization algorithm for
neural networks, e.g. Adam [45].
1) Relation to dropout: Being designed as a method to
prevent overfitting, we note that WeNoRT can be seen as
a competitor to dropout [16]. Dropout is a regularization
technique that drops out a certain percentage of neural units
randomly, at each iteration. WeNoRT works in a similar way,
but instead of dropping units randomly, it choose the units
that have the weights closer to zero. We expect such units
to contain noise rather than useful information. We therefore
believe that WeNoRT is able to preserve (or even improve)
the signal-to-noise ratio inside the neural network. Another
difference from dropout is that our training regime is divided
into two stages. In the first stage, we allow the network to
converge to an optimal point, using only early stopping to
prevent overfitting. WeNoRT is applied only in the second
stage, enabling convergence to a more generic solution. We
compare dropout and WeNoRT experimentally, showing that
the latter training regime provides superior results.
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TABLE I: Minimum and maximum values for each parameter
in our joint uniform distribution used for generating the
samples in our database.
Parameter Minimum Maximum Step
Interference sources 1 3 1
SNR [dB] 5 40 5
SIR [dB] -5 40 -
Relative interference signal slope 0 1.5 -
Number of targets 1 4 -
Target amplitude 0.01 1 -
Target distance [m] 2 95 -
Target phase [rad] −pi pi -
TABLE II: Fixed parameters for simulating a realistic radar
sensor.
Parameter Description Value
B Bandwidth 1.6 GHz
Tr Time of chirp 25.6 µs
fs Sampling frequency 40 MHz
f0 Radar central frequency 78 GHz
IV. DATA SET
One of the key factors in the training process of deep models
is the data set. It was empirically showed many times before,
e.g. [27], [37], that a large database, e.g. ImageNet [46], is
essential for deep models in order to attain state-of-the-art
results. Therefore, we extend the automotive radar interference
mitigation (ARIM) data set proposed in [13] in order to cover
complex real-world automotive scenarios that include multiple
sources of interference. To the best of our knowledge, there
are no other public databases for the interference mitigation
task with multiple sources of interference.
In this paper, we introduce a novel and complex large-scale
database, called ARIM-v2, consisting of 144,000 synthetically
generated samples, replicating realistic automotive scenarios.
We generated each sample using randomly selected values
from the set of realistic parameters enumerated in Table I.
The number of interference sources and the signal-to-noise
ratio (SNR) values are selected using a fixed step between
the minimum and the maximum values. The other parameters
from Table I are interpreted as random variables that follow an
uniform distribution between the minimum and the maximum
values. The amplitude of each target is proportional with
the power expected from that particular target. Moreover, we
added a random phase to each target to obtain more realistic
radar signals.
Real data acquisition involves capturing signals with radar
sensors that have specific parameters. Even if we consider a
particular application, the deployed radar sensor could have
distinct values of parameters, which may lead to differences
between captured data. For this reason, in our data generation
procedure, we considered a set of parameters (i.e., bandwidth,
sweep time, sampling frequency and central frequency) that
can be adjusted for a specific radar sensor. In this way, our
database could be adapted and used in various circumstances.
Without loss of generality, we developed the database by
setting the acquisition parameters to typical values used in
automotive radar sensors. The exact values used for these
parameters are listed in Table II.
One of the greatest advantages regarding synthetically gen-
erated data is that we can control the entire process with the
purpose of obtaining more complete and relevant information,
which may help to develop a better solution. In our case,
we have access to the signal with interference as well as
access to the clean signal. Hence, we can properly evaluate
any interference mitigation algorithm. For example, the clean
signals can be used as ground-truth labels when training a
machine learning model. Moreover, access to the clean signals
provides the means to conduct an objective assessment of
the performance, by comparing the output predicted by the
model with the corresponding ground-truth (expected) output.
In ARIM-v2, a data sample is composed of:
• a time domain signal without interference;
• a time domain signal with interference;
• a label vector with complex amplitude values in target
locations;
• a label vector with the following information: number of
sources of interference, SNR, SIR and interference slopes.
We randomly split our data samples into a training set
of 120,000 samples and a test set of 24,000 samples. The
generated data set will allow future works on RFI mitigation to
objectively compare newly developed methods with the state
of the art, provided that our data set is freely available for
download at: http://github.com/ristea/arim-v2.
V. EXPERIMENTS
Since both ARIM and ARIM-v2 databases consist of mul-
tiple radar signals (with and without interference) referring to
different range profiles, in our experiments, the interference
mitigation is performed individually, on each range profile.
We consider as label the FFT applied on signals without
interference for both amplitude and phase of targets.
A. Performance Measures
Usually, the goal in radar signal processing is to maximize
the detection performance. Therefore, a rather intuitive mea-
sure is the area under the Receiver Operating Characteristics
(ROC) curve, known as AUC for short, which describes the
ability to disentangle targets from noise at various thresholds.
When computing the AUC, the target detection threshold slides
iteratively from the lowest value to the largest value in the
range profile, modifying the probability of false alarms. An-
other performance indicator is the mean absolute error (MAE)
in decibels (dB) between the range profile amplitude of targets
computed from label signals and the amplitude of targets from
predicted signals. However, in radar signal processing not only
the target’s amplitude is important, but also its phase, because
the latter is necessary to estimate other essential parameters
(e.g., target velocity) or to perform beamforming. Thus, we
also report the MAE in degrees between the range profile
phase of targets computed from label signals and the phase
of targets from predicted signals.
In summary, we employ the AUC, the amplitude MAE,
the phase MAE and the mean SNR improvement (∆SNR),
which is computed for the target with the highest amplitude as
the difference between the SNR before and after interference
mitigation.
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TABLE III: Results on the ARIM-v2 test set obtained by our
FCN under different training regimes: conventional, dropout
and WeNoRT. Regarding conventional training, we considered
a network with half capacity (HC) along with the full network.
For WeNoRT, we report results for all considered reduction
ratios. For the reported metrics, we use ↑ to denote that higher
values are better and ↓ to denote that lower values are better,
respectively. Best scores are highlighted in bold.
MAE↓ MAE↓
Training Method ∆SNR ↑ AUC↑ Amplitude Phase
(dB) (degrees)
Conventional 15.28 0.959 1.40 7.44
Conventional + HC 12.44 0.953 1.48 9.88
Dropout [16] 14.42 0.958 1.68 8.90
WeNoRT (r = 0.15) 15.32 0.960 1.33 6.96
WeNoRT (r = 0.3) 15.36 0.961 1.27 6.58
WeNoRT (r = 0.45) 15.42 0.960 1.37 7.12
B. Hyperparameter Tuning
Hyperparameter tuning is performed on ARIM-v2, em-
ploying the same hyperparameters on ARIM without further
tuning. In order to minimize the chance of overfitting in
hyperparameter space, we split the ARIM-v2 training set into
training and validation, keeping 20% (24,000 samples) for
validation, the rest (120,000 samples) being used for training.
Regarding the WeNoRT regime, we trained our model for 100
epochs in the conventional training regime, followed by 20
epochs in the noise-constrained training regime. The ratio of
noise reduction r was validated considering values in the set
{0.15, 0.3, 0.45}, the best performance gains being obtained
for r = 0.3. We compared WeNoRT with conventional training
for 120 epochs and dropout for 120 epochs, respectively. The
dropout rate was validated in the range [0.1, 0.5], the best rate
being 0.25. In all cases, we used mini-batches of 16 samples
using the Adam optimizer [45] with a learning rate of 5 ·10−5
and a weight decay of 10−5. Regarding the parameter λ in the
loss function, we tried out several values ranging from 1 to
20, the best solution being achieved for λ = 10.
C. Results of WeNoRT versus Competing Methods
In order to prove that our training regime, WeNoRT, attains
better performance due to its inner network noise reduction
principle, we present the results obtained on the ARIM-
v2 test set in comparison with a set of competing training
regimes. We consider as competing methods the conventional
training regime applied on a network with full capacity, the
conventional regime applied on a network with half capacity,
and the regime known as dropout [16]. The corresponding
results are presented in Table III.
We first observe that dropout offers the lowest results in
terms of all performance metrics, even compared to the con-
ventional training regime. The poor results attained by dropout
actually motivated us to seek an alternative training regime,
this being the main driver behind our proposal, WeNoRT.
In order to establish the optimal noise reduction ratio r
for WeNoRT, we performed several validation experiments.
However, we observed that our training regime produces
better results than conventional training, irrespective of the
considered reduction ratio. We therefore present test results
using three different reduction ratios in Table III. Although
WeNoRT is generally better than dropout and conventional
training, it seems that the best results are achieved for the
ratio r = 0.3. Even if the noise reduction ratio of 0.45 gives
better results in terms of ∆SNR, the other performance metrics
are in favor of the ratio r = 0.3.
Since WeNoRT replaces a certain percentage of weights
with zero, it can be argued that our training regime can
be equivalent to simply reducing the model’s capacity. We
therefore present results using conventional training, while
considering a model having 50% of the original FCN capacity.
As shown in Table III, reducing the network’s capacity is
a sub-optimal solution. In terms of ∆SNR, the difference
between our best WeNoRT variant and conventional training
with half capacity is 2.92 dB in favor of our approach.
Additionally, an important difference could be observed for
the MAE computed on the phase of targets, where the score
of our best WeNoRT solution is 6.58 degrees, while the score
of the model with half capacity is 3.30 degrees higher. We
thus conclude that WeNoRT is not equivalent to reducing the
network’s capacity, as it attains superior results.
D. Results on ARIM
On the ARIM data set, which contains one interference
source per data sample, we compared our FCN (considering
both conventional and WeNoRT regimes) with an oracle based
on true labels, the zeroing approach and the FCN models
proposed in our earlier work [13]. The results are presented in
Table IV. A major drawback of our FCN models proposed
in [13] is their inability to estimate the phase of signals,
which is a mandatory quality, the phase being necessary in
subsequent radar signal processing blocks. Even if our method
attains a poor performance in terms of ∆SNR compared with
the Deep FCN, we outperform all methods regarding the other
performance measures. On the test set, our FCN model trained
under the WeNoRT regime surpasses the Deep FCN with 0.20
dB in terms of target amplitude MAE, as well as the zeroing
baseline, with 1.49 degrees in terms of target phase MAE. In
addition, we observe that the WeNoRT regime leads to slightly
better results, sustaining the idea that noisy weights may alter
the overall performance of the neural model.
In addition to the quantitative results presented so far, we
illustrate a series of qualitative results on the ARIM test
set in Figure 3, comparing our approach against the zeroing
method. The handpicked examples are vertically corespondent
and they demonstrate that in certain conditions, for example
when wide-length interference affects the signal, classical
approaches, such as zeroing, fail to mitigate the interference
and provide unsatisfying results. In Figure 3, we observe that
our model successfully produces signals that are very similar
with the labels, while the zeroing method cannot perform the
interference mitigation. All parameters are identical except for
the parameter k (the ratio between signal and interference
slopes), which quantifies the length of interference with respect
to the length of signal. More exactly, the closer k is to 1,
the longer the interference is, i.e. k = 1 refers to a coherent
interference.
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TABLE IV: Validation and test results on the ARIM data set (containing only one source of interference per range profile)
attained by our model (trained with both conventional and WeNoRT regimes) versus an oracle based on true labels, zeroing
and earlier FCN models [13]. The best results (excluding the oracle) are highlighted in bold. The symbol ↑ means higher
values are better and ↓ means lower values are better.
Validation set Test set
Method ∆SNR ↑ AUC↑ MAE Amplitude↓ MAE Phase↓ ∆SNR ↑ AUC↑ MAE Amplitude↓ MAE Phase↓
(dB) (degrees) (dB) (degrees)
Oracle (true labels) 12.92 0.978 0 0 13.08 0.978 0 0
Zeroing 5.27 0.951 1.26 6.80 5.44 0.951 1.27 6.79
Shallow FCN [13] 10.34 0.965 2.20 - 10.49 0.965 2.21 -
Deep FCN [13] 12.90 0.972 1.21 - 13.06 0.972 1.22 -
FCN (ours) 11.28 0.973 1.06 5.33 11.65 0.974 1.06 5.39
FCN + WeNoRT (ours) 11.31 0.973 1.02 5.15 11.67 0.974 1.02 5.30
TABLE V: Validation and test results on the ARIM-v2 data set (containing up to three sources of interference per range profile)
attained by our model (trained with both conventional and WeNoRT regimes) versus an oracle based on true labels and the
zeroing baseline. The best results (excluding the oracle) are highlighted in bold. The symbol ↑ means higher values are better
and ↓ means lower values are better.
Validation set Test set
Method ∆SNR ↑ AUC↑ MAE Amplitude↓ MAE Phase↓ ∆SNR ↑ AUC↑ MAE Amplitude↓ MAE Phase↓
(dB) (degrees) (dB) (degrees)
Oracle (true labels) 16.87 0.971 0 0 17.15 0.970 0 0
Zeroing 8.64 0.930 2.11 12.63 8.94 0.929 2.13 12.55
FCN (ours) 15.02 0.961 1.39 7.32 15.28 0.959 1.40 7.44
FCN + WeNoRT (ours) 15.09 0.963 1.25 6.41 15.36 0.961 1.27 6.58
(a) SNR=20dB, SIR=10dB, k=0.5. (b) SNR=20dB, SIR=10dB, k=0.7. (c) SNR=20dB, SIR=10dB, k=0.9.
(d) The same parameters as above. (e) The same parameters as above. (f) The same parameters as above.
Fig. 3: Qualitative results provided by our FCN+WeNoRT model in comparison with the zeroing method. Examples are selected
from the ARIM test set, each having one source of interference. Both plots on each column illustrate the same reference signal,
with and without interference. On the top row, the interference is mitigated by zeroing, while on the bottom row, the interference
is mitigated by our FCN+WeNoRT model. The parameter k refers to the ratio between signal and interference slopes. Best
viewed in color.
E. Results on ARIM-v2
On the ARIM-v2 data set, which contains up to three
interference sources per data sample, we compared our FCN
(considering both conventional and WeNoRT regimes) with
the zeroing baseline and an oracle based on ground-truth
labels. The results reported in Table V show that our approach
provides superior results for all metrics, attaining performance
levels quite close to the oracle. The differences between zero-
ing and our FCN on the ARIM data set become undoubtedly
higher on the ARIM-v2 data set, because ARIM-v2 simulates
a more difficult automotive scenario, in which a conventional
method such as zeroing seems to fail to mitigate multiple
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(a) Nint = 2, SIRmin = 0.5dB. (b) Nint = 3, SIRmin = 3dB. (c) Nint = 3, SIRmin = 5dB.
(d) The same parameters as above. (e) The same parameters as above. (f) The same parameters as above.
Fig. 4: Qualitative results provided by our FCN+WeNoRT model in comparison with the zeroing method. Examples are selected
from the ARIM-v2 test set, each having multiple sources of interference. Both plots on each column illustrate the same reference
signal, with and without interference. On the top row, the interference is mitigated by zeroing, while on the bottom row, the
interference is mitigated by our FCN+WeNoRT model. The Nint parameter refers to the number of interference sources and
SIRmin refers to the minimum value of SIR for every interference source. Best viewed in color.
sources of interference. Our FCN model attains almost half the
error reached by zeroing, in terms of target phase MAE. Fur-
thermore, our model estimates the amplitudes of targets with
0.86 dB better than zeroing on the test set. Another remarkable
difference can be seen for the mean SNR improvement, where
our network obtained a score of 15.36 dB, which is better than
zeroing by 6.42 dB. In addition, we note that the WeNoRT
regime leads to consistent improvements for all metrics, which
seems to be considerably more important on ARIM-v2 than
on ARIM.
In addition to the quantitative results presented so far,
we illustrate a series of qualitative results on the ARIM-v2
test data set in Figure 4, comparing our approach against
the zeroing method. Due to the fact that data samples are
synthetically generated, we are able to compare the algorithms
with the ground-truth signal without interference, allowing us
to determine which method provides the desired result after
interference mitigation. The plots depicted in Figure 4 are
vertically corespondent, meaning that, in the top plot on a
column, the interference is mitigated by zeroing, while in the
bottom plot, the same interference is mitigated by our FCN
model. We handpicked three examples with multiple sources
of interference, a type of incident that may occur in a real-life
automotive scenario. We observe that, in this particular case,
when there are multiple sources of interference, the zeroing
approach fails to mitigate the interference and the targets can
be barley observed because of the raised noise floor. Our model
successfully mitigates the interference, providing an output
very similar to the label. Although our model shows similar
performance to baseline approaches when signals are affected
by an interference with narrow length, in a difficult scenario,
with multiple sources of interference or with wide-length
interference, our approach clearly outperforms approaches
such as zeroing, as it results from the plots presented in
Figure 3 and Figure 4.
In order to provide a more detailed picture of our quan-
titative results, in Figure 5, we illustrate how our approach
compares to zeroing in terms of three performance metrics
(AUC, amplitude RMSE and phase RMSE) considering one,
two and three sources of interference, from top to bottom,
respectively. We observe that the differences between our
FCN models and zeroing grows along with the number of
interference sources, in favor of our approach, considering
all performance measures. We notice an important difference
when we consider the RMSE on the phase of targets. The
zeroing algorithm exhibits poor performance because, when
there are multiple sources of interference, a substantial part of
the signal is covered by interference. Therefore, we observe a
substantial difference between our FCN models and zeroing.
F. Generalization to Real Data
The major concern regarding training a neural network on
synthetically generated samples is the model’s capacity to
generalize on real data. Therefore, we evaluate the general-
ization capacity of our FCN on real data, by testing it on
real samples collected with two different radar sensors. In
Figure 6, we present qualitative results on nine real samples
with interference, comparing our method against zeroing.
The first six plots, depicted in Figures 6a to 6f, are generated
with real data provided by FAU [15]. We note that the targets
are different among the presented signals, showcasing various
scenarios. Moreover, the central frequency of the interference
source is not always the same, having three distinct values:
76.25 GHz, 76.5 GHz and 76.75 GHz. Looking at the results,
it is clear that our network can provide more accurate estima-
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(d) (e) (f)
(g) (h) (i)
Fig. 5: Results provided by our model trained with both conventional and WeNoRT regimes against the zeroing baseline.
Figures (a), (b) and (c) show results for one source of interference, figures (d), (e) and (f) show results for two sources of
interference and figures (g), (h) and (i) show results attained for three sources of interference. Three different performance
measures are presented: AUC, RMSE for the amplitude and RMSE for the phase. Best viewed in color.
tions of the amplitude of targets, being able to mitigate the
interference and to reduce the noise floor.
The last three plots, depicted in Figures 6g to 6i, are made
on data provided by the NXP company, which were captured
with the NXP TEF810X 77 GHz radar transceiver in various
real-world scenarios. Even if the interference is more visible
in these examples, our approach successfully mitigates the
interference, providing better results in terms of amplitude of
targets compared to the zeroing algorithm.
We highlight that the real data samples are collected with
different radar sensors and have distinct central frequencies.
Nevertheless, our model is able to mitigate the interference
and surpass the baseline method without any adjustment or
fine-tuning. This demonstrates that our model has a good
generalization capacity, being applicable to a wide range of
radar sensors, without requiring any additional effort.
TABLE VI: Results provided by our FCN model (trained with
both conventional and WeNoRT regimes), on a generated test
data set of radar signals with four, five and six interference
sources, versus an oracle based on true labels and the zeroing
baseline. The best results (excluding the oracle) are highlighted
in bold. The symbol ↑ means higher values are better and ↓
means lower values are better.
MAE↓ MAE↓
Method ∆SNR ↑ AUC↑ Amplitude Phase
(dB) (degrees)
Oracle (true labels) 20.34 0.970 0 0
Zeroing 7.09 0.864 4.07 24.08
FCN (ours) 14.76 0.939 2.71 12.20
FCN + WeNoRT (ours) 15.13 0.942 2.55 11.27
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(a) f0 = 76.25GHz. (b) f0 = 76.50GHz. (c) f0 = 76.50GHz.
(d) f0 = 76.75GHz. (e) f0 = 76.75GHz. (f) f0 = 76.25GHz.
(g) f0 = 77GHz. (h) f0 = 77GHz. (i) f0 = 77GHz.
Fig. 6: Qualitative results provided by our FCN+WeNoRT model in comparison with the zeroing method. The real signals
with interference are acquired with two different automotive radar sensors. Data acquisition was made as follows: (a)-(f) with
radar sensor from FAU and (g)-(i) with NXP TEF810X 77 GHz radar transceiver, respectively. The parameter f0 refers to the
interference central frequency. Best viewed in color.
G. Generalization to More Interference Sources
In real automotive scenarios, a wide range of incidents
may cause the radar sensor to fail during driving. A plausible
situation could be that, in a specific moment, more interference
sources affect the radar antenna. Therefore, we investigate
the generalization capacity of our model to mitigate RFI
from more sources than it was trained for. In this scope,
we synthetically generated a test data set of 2,400 samples
with four, five and six interference sources. We consider our
FCN models trained on ARIM-v2 with both conventional and
WeNoRT regimes, resulting in an out-of-distribution evalu-
ation setting. The results attained by our FCN models are
compared with the oracle and the zeroing method. As shown
in Table VI, our approach clearly outperforms the zeroing
algorithm, being the closest method to the oracle. In terms of
target phase MAE, our FCN combined with WeNoRT attains
results with 12.81 degrees better than zeroing. Moreover, the
∆SNR is almost double for both FCN models compared to
the zeroing baseline. Regarding the AUC, a measure which is
very important in radar applications because it describes the
ability to disentangle targets from noise, our best model has
an improvement of 7.8% compared to zeroing. In addition,
we notice that the WeNoRT regime attains better performance
compared to the conventional training regime, even when we
test the generalization capacity on out-of-distribution data.
This further supports our claim that the WeNoRT regime can
act as a regularization method.
VI. CONCLUSION
In this paper, we proposed a novel fully convolutional
network capable of estimating both the magnitude and the
phase of automotive radar signals affected by multiple sources
of interference. We also introduced a large-scale database
of radar signals simulated in realistic and complex settings.
We compared our FCN model with some baseline methods
in a series of comprehensive experiments, showing that the
proposed FCN provides superior results. We also released our
novel data set to allow objective comparison in future work. To
our knowledge, we are the first to establish a benchmark data
set for automotive radar interference mitigation with multiple
sources of interference. In future work, we aim to modify
our deep FCN in order to perform real-time processing on
embedded devices. At the moment, real-time processing is
only possible on power-hungry GPUs.
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