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a b s t r a c t
We propose an approach to identifying the solutions of the steady incompressible
Navier–Stokes equations for large Reynolds numbers. These cannot be obtained as initial-
value problems for the unsteady system because of the instability of the latter. Our
approach consists of replacing the original steady-state problem for the Navier–Stokes
equations by a boundary-value problem for the Euler–Lagrange equations forminimization
of the quadratic functional of the original equations. This technique is called Method of
Variational Imbedding (MVI) and in this case it leads to a system of higher-order partial
differential equations, which is solved by means of an operator-splitting method. As a
featuring examplewe consider the classical flow around a circular cylinderwhich is known
to lose stability as early as for Re = 40. We find a stationary solution with recirculation
zone for Reynolds numbers as large as Re = 200. Thus, new information about the possible
hybrid flow regimes is obtained.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Navier–Stokes equations describe the flows of viscous incompressible liquid very adequately. They exhibit rich
phenomenology. Especially challenging are the flowswith very small viscosity (large Reynolds number)when the stationary
regimes governed by Navier–Stokes equations lose stability and cannot any longer be accessed as initial-value problems.
In high Reynolds-number regimes, the steady solution still exists alongside with the transients, but cannot be computed
numerically by means of an approximation of the standard initial-boundary-value problem. An important fundamental
question arises—which is the limiting solution of the Navier–Stokes equations when Re→∞.
The case of vanishing viscosity can be approached from the view point of the inviscid incompressible hydrodynamics or
the so-called ideal fluids. However, the inviscid Euler equations do not possess a unique solution. One of the possible ideal
flows is the potential flow, but for it D’Alembert paradox holds in the sense that the flow does not exert resistance on a
body moving inside the liquid. Another candidate for the limiting inviscid flow is the Helmholtz–Kirchhoff separated flow,
in which the existence of a stagnation zone behind the body is stipulated, and the potential flow is matched to it at a prior
unknown line called the separation line.
To illustrate the point of the present work, we consider the classical flow around a circular cylinder because of the early
instability and intriguing transition to turbulence. The flow becomes unstable as early as Re = 40 and the stationary regime
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is then replaced by an unsteady laminar flow called Kármán vortex street, for 40 < Re < 100. The experiments show
that with the further increase of the Reynolds number, the flow ends up in the turbulent regime around Re = 180. The
appearance of three-dimensional instabilities near Re = 200 was also confirmed by direct numerical simulations [15]. In
spite of the many numerical calculations of the flow past a circular cylinder, accurate steady-state solutions for very large
Reynolds numbers have been obtained only in [12,13]. In his works, Fornberg reached high values of Reynolds number using
a smoothing technique, which means that the problem is still not rigorously solved and is open to different approaches.
Recently, a different approach was proposed in which the possible stationary solution is computed using the so-called
open-loop control [20]. The authors assume that important mechanisms remain similar in the controlled wake flows at
higher values of the Reynolds number and simulate the infinite wake flow at Reynolds number Re = 150. This is another
confirmation that the stationary flow does exist even beyond the critical Reynolds number for which this flow becomes
unstable. Having a quantitatively correct picture of the stationary flow in the wake is of primary importance for testing the
Föpple method of point vortices (see, e.g., [19]).
Although some agreement between theoretical, numerical, and experimental results is observed, there is a need for
furtherwork in this classical problem. To answer someof the above questions,we present here a newapproach to identifying
the steady-state solutions of Navier–Stokes equations for the flow around a circular cylinder.
2. Problem formulation
Consider the two-dimensional steady flow past a circular cylinder. The governing equations and the boundary conditions
are presented in dimensionless form and polar coordinates (r, ϕ). The Navier–Stokes equations read
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where ur = u(r, ϕ) and uϕ = v(r, ϕ) are the velocity components, and p = p(r, ϕ) is the pressure. The operator
D ≡ ∂
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∂
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− 1
r2
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r2
∂2
∂ϕ2
,
is the so-called Stokesian. As usually, the Reynolds number (Re = U∞d/ν) is based on the cylinder diameter d = 2a, velocity
at infinity U∞, and on the kinematic coefficient of viscosity ν. In terms of dimensionless variables, the cylinder surface is
represented by r = 1 and the velocity at infinity is U∞ = 1.
The boundary conditions reflect the non-slipping condition at the cylinder surface
ur(1, ϕ) = uϕ(1, ϕ) = 0, (4)
and the asymptotic matching condition with the uniform outer flow at infinity
ur(r, ϕ)→ cosϕ, uϕ(r, ϕ)→− sinϕ when r →∞. (5)
Numerically, one has to pose the asymptotic condition at a certain large enough value of the radial coordinate, say, r∞. Then
the dimensionless boundary conditions read
ur(r∞, ϕ) = cosϕ, uϕ(r∞, ϕ) = − sinϕ. (6)
Due to the flow symmetry with respect to the lines ϕ = 0, pi , the computational domain may be reduced to D =
{(r, ϕ), 1 ≤ r ≤ r∞, 0 ≤ ϕ ≤ pi} and additional boundary conditions on the lines ϕ = 0 and ϕ = pi are added to
acknowledge the mentioned symmetry, namely
uϕ = ∂ur
∂ϕ
= 0 at ϕ = 0 and ϕ = pi. (7)
Generally speaking, one can also expect stationary flows that are not symmetric with respect to the horizontal axis which
can be the result of a bifurcation. However, investigation of the possible bifurcation requires special approach and goes
beyond the scope of the present work.
3. Method of variational imbedding
For tackling inverse and incorrect problems, the Method of Variational Imbedding (MVI) was proposed first in [3,4]. The
idea of MVI is to replace the direct solution of the stiff (unstable, incorrect, etc.) boundary- or initial-value problem with
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the problem of minimization of a quadratic functional of the original equations. The necessary conditions for minimization
of such a functional (called hereafter imbedding functional) yield an apparently more complicated Euler–Lagrange system,
among whose solutions belongs, in particular, the solution of the original incorrect problem.
The advantage, however, is that the imbedding system is much more tractable, in a sense that it has different behavior
with the iterations. The original problem for the Navier–Stokes equations is well known to be unstable in the sense that
the solution undergoes a bifurcation during which unsteady transients appear. For smaller Re this is the Karman vortex
chain, but for larger Re the flow can develop into a full-fledged turbulent regime. If one makes use of an iterative process for
solving the Euler–Lagrange system, onewill arrive to someartificial time-like variable, but the ‘temporal’ behavior of the new
system with respect to this artificial time is completely different. The bifurcation and the appearance of ‘unsteady’ regimes
are postponed to much higher Reynolds number due to the fact that the fourth-order diffusion operators are smoothing the
time evolution in a much stronger fashion than the second-order operators in the original Navier–Stokes equations.
Thus, if one solves the Euler–Lagrange equations, one actually embeds the solution of the original system into the set
of solutions of some other system through a variational procedure, which explains the coinage ‘Method of Variational
Imbedding’.
Consider the imbedding functional of the governing equations (1)–(3)
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Functional J from (8) is non-negative, which means that its global minimum is equal to zero. At the same time it is zero at
any solution of Navier–Stokes equations. This hints at the way we can solve the problem. We can find a local minimum of
the functional J and to check afterwards whether the value of this minimum is zero. If so, we are sure that the functions for
which the functional has a local minimum that is equal to zero, are a solution of the original Navier–Stokes equations.
There are various approaches for finding a local minimum of the functional J. Following the idea of MVI, we solve
the Euler–Lagrange equations, which are the necessary conditions of the minimization of the functional. In this case, the
Euler–Lagrange equations have the following form
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where F = r(Ω2 + Φ2 + Ξ 2).
After some simplification, the Euler–Lagrange equations for the velocity components and pressure take the form:
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– Finally, the condition for minimization of the functional J(ur , uϕ, p)with respect to p is
∂
∂r
(rΩ)+ 1
r
∂
∂ϕ
(rΦ) = 0. (14)
The latter equation, after acknowledging the continuity Eq. (3) and(
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becomes the well-known Poisson equation for pressure
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The manipulations, which transform Eq. (14) into Eq. (16), are straightforward and are omitted in this text.
The imbedding system (12), (13) and (16) is of a higher orderwhen compared to the original system. Therefore, it requires
additional boundary conditions. They can be derived from the natural conditions for minimization of the functional (8),
which are nothing else but Φ = Ω = Ξ = 0. From the continuity equationΞ = 0, we have ∂ur/∂r = 0 at the boundaries
r = 1 and r = r∞. Respectively, the symmetry condition at the lines of symmetry ϕ = 0, pi is ∂p/∂ϕ = 0, which is
equivalent to the condition on the function uϕ(r, ϕ).
Thus, we arrive at the following boundary conditions for the imbedding system of equations
Φ = 0, Ω = 0, uϕ = 0, ur = 0, ∂ur
∂r
= 0, at r = 1, (17a)
Φ = 0, Ω = 0, uϕ = − sinϕ, ur = cosϕ, ∂ur
∂r
= 0, at r →∞, (17b)
Φ = 0, Ω = 0, uϕ = 0, ∂ur
∂ϕ
= 0, ∂p
∂ϕ
= 0 at ϕ = 0, pi. (17c)
Eqs. (12) and (13) are of the fourth orderwith respect to the functions ur and uϕ , while the equation for pressure (16) is of the
second order. The three Euler–Lagrange equations are of elliptic type. It is clear that if we find a solution of the imbedding
system for whichΩ , Φ , and Ξ are equal to zero, then ur , uϕ , and p form the solution of the original problem. Although the
new system looks more complicated on comparing to the original one, it is a correctly posed boundary-value problem for
the set of unknown functions.
4. Interpretation of the MVI system and splitting procedure
Possible approaches to the above described problemare to solve the imbedding systemof three Eqs. (12), (13) and (16) for
the functions ur , uϕ , and p or the imbedding system of five Eqs. (9), (10), (12), (13) and (16) for the functions ur , uϕ ,Ω ,Φ , and
p. The former approach was implemented in [6]. Here we follow the latter because the condition numbers of the matrices
that represent the difference scheme for the eighth-order equations aremuch larger than the numbers of thematrices of the
difference approximations of the fourth-order problem. Thus, using the fourth-order equations gives significant advantage
in the sense of the computational time needed.
To cope with the nonlinearity, we construct an iterative algorithm based on the method of false transients and a
generalized operator splitting in vector form. The present approach enables us to implement the boundary conditions
implicitly provided that we do not split the pressure equation from the velocity equations. In this work, we solve the
imbedding system of five equations in a way which allows us only to impose boundary conditions for the velocity
components and to get implicitly the boundary values of the pressure function. Preserving the implicit nature of the system
is of a crucial importance because of the implicit nature of the boundary conditions, which involves the continuity equation
but does not require any explicit condition on the pressure function. To this end we introduce the following vectors
θ = Column[Φ, uϕ,Ω, ur , p], F = Column[FΦ, F uϕ , FΩ , F ur , F p], (18)
where
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Upon adding derivativeswith respect to an artificial time s, we render the system of five equations to the following vector
parabolic system
∂θ
∂s
= Lθ + F , (19)
for the vector θ. Upon convergence of the artificial-time process (the false transient [16]) the steady solution is found. The
two-dimensional matrix operator L can be represented as a sum of two one-dimensional operators namely L = L1 + L2.
For L1 and L2, we have the following representations
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The nonlinear convective operators are treated explicitly here, whichmeans that they are taken from the previous iteration,
while the linear operators are implemented implicitly. The advantages and disadvantages of the implicit approximation of
the nonlinear terms are discussed in [14]. We have found that the explicit approximation of nonlinear terms helps to avoid
artificial eigen-value problems when inverting the implicit operators.
Eqs. (9) and (10) containΩ andΦ , respectively. Hence, these equations are conjugatedwith Eqs. (12) and (13).We devise
a splitting procedure that takes into account the coupling between the equations.
The iterative procedure is based on the operator splitting and the novel element here is that we perform the splitting in
the vector form of the system. Following [7], we generalize the second Douglas scheme [10], sometimes called the scheme
of stabilizing correction (see also [26]) in the form
(I − σL1)θn+ 12 = (I + σL2)θn + σ F θn , (21a)
(I − σL2)θn+1 = θn+ 12 − σL2θn, (21b)
where σ is the increment of the artificial time, and L1 and L2 are the above defined one-dimensional operators. The
superscript n stands for the ‘old’ time stage, n + 12 for the intermediate (‘half-time’) stage and (n + 1) for the ‘new’ stage.
The scheme of stabilizing correction approximates the backward Euler scheme in the full-time step, and, therefore, for linear
systems it is unconditionally stable. For the nonlinear problem under consideration it retains a strong stability and allows us
to choose rather large time increments σ . In addition, this splitting scheme has the desirable property that, if the numerical
solution converges, its steady-state solutions are independent on the time increment. Upon convergence, the approximation
error of the stationary equations does not involve the artificial-time step increment.
The approximation with respect to the artificial time can be evaluated after excluding the half-time step variable θn+
1
2 .
We multiply Eq. (21b) by the operator (I − σL1) and add it to Eq. (21a) to obtain
(I − σL1)(I − σL2)θn+1 = (I + σL2)θn + σF θn − σ(I − σL1)L2θn, (22)
from which follows[
I − σ(L1 + L2)+ σ 2L1L2
]
θn+1 = (I + σ 2L1L2) θn + σF θn (23)
or
(I + σ 2L1L2)(θn+1 − θn) = σ(L1 + L2)θn+1 + σF θn . (24)
Dividing both sides of Eq. (24) by σ gives the following approximating scheme
(I + σ 2L1L2)θ
n+1 − θn
σ
= (L1 + L2)θn+1 + F θn . (25)
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Fig. 1. Grid-points distribution.
The scheme (25) approximates the non-splitting scheme
θn+1 − θn
σ
= (L1 + L2)θn+1 + F θn , (26)
of Eq. (19) with the order ofO(σ 2). Upon convergence (θn+1−θn ≈ 0), both schemes approach the same stationary solution.
Hence, the splitting scheme Eq. (21) possesses a full approximation with respect to the artificial time. Both Eqs. (25) and
(26) ‘converge’ to the equation
(L1 + L2)θ + F = 0 (27)
regardless of the magnitude of σ provided that the process stabilizes with respect to the artificial time. Moreover, the
operator (I + σ 2L1L2) improves the stability of the scheme (25). The operator L1L2 is positive definite (for the standard
case of trivial boundary conditions for all of the unknown functions). This has an ameliorating impact on the stability of the
splitting scheme in the sense that the false transient decays for any σ .
5. Difference scheme
The flow field exhibits a mixture of different scales for high Reynolds numbers. There is a thin boundary layer close to
the body, which separates and extends downstream. Neither Cartesian nor polar co-ordinate systems are adequate enough
for describing the topology of the flow when the separation takes place. These problems aggravate with the increase of the
Reynolds number.
The usual polar co-ordinate system, dense enough to resolve the wake far out, will be very wasteful in other directions.
We use both uniform and non-uniform grids in order to evaluate better the approximation properties of the algorithm. The
special non-uniform grid
ri = exp
[
(i− 1) R− 1
Nr − 1
]
, hi ≡ ri+1 − ri, ϕj = 1
pi
[
(j− 1) pi
Nϕ − 1
]2
, gj ≡ φj+1 − φj
takes into account the a priori information of the regions of large gradients of the flow. Here, i = 1, . . . ,Nr , j = 1, . . . ,Nϕ ,
where Nr stands for the number of points in the r-direction and Nϕ in the ϕ-direction. Respectively, hi and gj are the variable
spacing in those two directions. The coordinates of each grid-point are determined by the parameters Nr , Nϕ , and r∞ (or
R). The parameters R and r∞ are related through r∞ = rNr = exp(R − 1). The grid-lines in r-direction are denser near the
cylinder and sparser far from the body. The grid in ϕ-direction is chosen to be denser in the wake behind the body. It is
presented in Fig. 1.
The staggering of the different variables on the grid is shown in Fig. 2. The points labeled by ‘•’, are those where the
functions uϕ and Φ are calculated. The pressure is calculated at the grid-points, labeled by ‘?’, and functions ur and Ω
are calculated at the points labeled by ‘◦’. The grid is staggered for p in direction ϕ, which ensures the second order of
approximation of the pressure boundary condition on the lines of symmetry ϕ = 0 and ϕ = pi . For the same reason the
grid for ur andΩ is staggered in both directions. The staggering ensures the second order of approximation of the pressure
boundary condition on the lines of symmetry ϕ = 0 and ϕ = pi .
Finally, it should be pointed out thatweuse central differences on the regular grid,while the first and secondderivative on
the non-uniform grid are approximated by the respective well known expressions. For the radial variable these expressions
read
∂ f
∂r
∣∣∣∣
ij
≈ hi−1
hi(hi + hi−1) fi+1,j +
hi − hi−1
hihi−1
fi,j − hihi−1(hi + hi−1) fi−1,j + O(|h1 − h2| + h
2
1 + h22) (28a)
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Fig. 2. Staggering pattern of the polar grid.
∂2f
∂r2
∣∣∣∣
ij
≈ 2
hi + hi−1
(
fi+1,j − fi, j
hi
− fi,j − fi−1,j
hi−1
)
+ O(|h1 − h2| + h21 + h22). (28b)
Similar expressions hold for theφ-derivativeswith hi replaced by gj. The said approximation can be obtained if the functions
belong to C6, i.e. they possess continuous derivatives up to order six.
6. Algorithm
At each half-time step, we have to solve a different system of grid equations for the functions ur , uϕ , Ω , Φ , and p, or
approximately 10NrNϕ number of equations in total. For each half-time step, a simultaneous system for the five unknowns
would have an eleven-diagonal matrix. To reduce the computational time, the equations for the five functions can be split
into groups depending on the conjugation between the equations.
The idea consists in treating the system for the two half-time steps as conjugated (see [21]). On the first half-time step
(inverting operators that contain derivatives with respect to r) we solve the equations for the ‘vector’ {Φ, uϕ}. Analogically,
the equations for the ‘vector’ {Ω, ur , p} are solved simultaneously. Since the pressure function at the boundary is defined
implicitly by the over-posed data on velocity components stemming from the incompressibility constraint, the pressure is
coupled in the first half-time step with the component ur for which we have two boundary conditions. On the second half-
time step (derivatives with respect to ϕ) the respective vectors are {p, uϕ,Φ} and {ur ,Ω}. The arguments for selecting the
‘pairs’ and ‘triplets’ of equations are clear: Φ enters the equation for uϕ , whileΩ enters the equation for ur . The staggering
of the grid facilitates the implicit treatment of the derivative ∂p
∂r from the equation for ur . For the same reason the derivative
∂p
∂ϕ
is included in the operator that is inverted on the second half-time step although in this case there exists an explicit
boundary condition for pressure.
The resulting systems are either five- or seven-diagonal and can be treated by the specializedGaussian-elimination solver
employing pivoting that is described in [5].
The initial conditions for the iterations are chosen as{
Φ0|i,j = 0, u0ϕ |i,j =
ri − 1
r∞ − 1 cosϕj, Ω|i,j = 0, u
0
r |i,j =
ri − 1
r∞ − 1 sinϕ
0
j , p
0|i,j = 0, for Re ≤ 4,
The solution for the closest smaller Re available for R > 4.
The general consequence of the algorithm is as follows:
(i) Choose the value of Reynolds number and set an initial condition. Set the counter of time steps at n = 0;
(ii) On the first half-time step, a seven-diagonal system for the vector {Ωn+ 12 , un+ 12r , pn+ 12 } and a five-diagonal system for
the vector {Φn+ 12 , un+ 12ϕ } are solved for each ϕ = ϕj.
(iii) On the second half-time step, a seven-diagonal system for the vector {Φn+1, un+1ϕ , pn+1}, and a five-diagonal system for
the vector {Ωn+1, un+1r } are solved for each r = ri.
(iv) The iterations are terminated when the following criterion is satisfied
max
i,j
|θn+1 − θn|
σ
≤ ε ' 10−6,
otherwise the index is stepped up n := n+ 1, and the algorithm returns to (ii).
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Table 1
Results for Cp , Cf , CD and p(1, pi)− p(1, 0), obtained on uniform grid with different hϕ and hr and fixed Re = 4, r∞ = 16
Grid Cp Cf CD p(1, pi)− p(1, 0)
51× 26 2.9732 2.3695 5.3427 1.9533
101× 51 2.9652 2.5203 5.4855 1.9420
201× 101 2.9623 2.5812 5.5435 1.9384
The number of iterations varied widely with Re and with the grid resolution. For Re = 10 on the roughest mesh, the
number of iterations needed for convergence was of the order of 1200, while for Re = 120 and on the finest mesh, the
number of iterations was of the order of 16000.
For a small Reynolds number (Re = 10) we solved the direct Stokes problem by the same kind of iterative procedure, and
discovered that for different grids involved the solution can be obtained using 300–800 iterations. Naturally, it turns out to
be ‘‘cheaper’’ to solve the original problem, when it is possible. However for Re > 20, the stationary solution was obtained
only by means of the MVI.
7. Scheme validations
The accuracy of the difference scheme developed here and the algorithm is verified through mandatory tests involving
different increments of the artificial time σ and mesh parameters: Nϕ , Nr , and r∞. The tolerance in the criterion of
convergence is chosen to be ε ≤ σ × 10−4 for the five functions. This is actually a very demanding condition because
of the presence of the artificial-time increment. Yet it is a must to secure the convergence of the iterations in order to avoid
numerical artifacts in a situation where the solution of the direct problem is unstable.
First we show that the results are independent of the value of the artificial-time increment, σ . We computed the solution
for Re = 40 on the non-uniform grid using three different artificial-time steps: σ = 0.1, 0.01, 0.001 and have found that
after the stationary regime is reached, the results for the three different time steps do not differ more than 10−6, which is
of the order of the criterion of convergence of the iterations.
The next important test is the verification of the spatial approximation of the scheme. We have conducted a number of
calculations with different values of mesh parameters in order to confirm the practical convergence and the approximation
of the difference scheme. In these tests, the mesh is uniform in both directions with spacings hr and hϕ . The uniform grid is
adequate only for Re ≤ 40, but it is sufficient for the sake of this particular test.
For the comparisons we choose some important characteristics of the flow. The first such characteristic is the coefficient
of viscous resistance
Cf = − 4Re
∫ pi
0
∂uϕ
∂r
∣∣∣∣
r=1
sinϕ dϕ. (29)
The values of normal derivative can be approximated with the order of accuracy by the following finite difference
∂uϕ
∂r
∣∣∣∣
r=1
≡ ω1j ≈ − 2h1 + h2h1(h1 + h2)uϕ |1,j +
h1 + h2
h1h2
uϕ |2,j − h1h2(h1 + h2)uϕ |3,j + O(|h1 − h2|), (30)
where h1 = r2 − r1 and h2 = r3 − r2 are the grid spacing between the three points next to the rigid wall. The second
important characteristic is the pressure coefficient
Cp = −2
∫ pi
0
p(1, ϕ) cosϕ dϕ, (31)
where p(1, ϕ) is the non-dimensionless pressure on the cylinder surface. The integrals in (29) and (31) are evaluated by the
trapezoidal rule. The total drag coefficient is the sum of the above two, namely CD = Cf + Cp.
We choose r∞ = 16 and Re = 4 and run computations on three different grids. Table 1 presents the result for the
above described functionals of the flow, as well as the pressure difference between the leading and rear stagnation points.
The convergence rate calculated for CD is 1.65025 which means that in practice, the uniform grid does not live up to the
theoretically expected second rate of convergence.
We present computed values for some parameters such as the drag coefficient, the position of the separation point
ϕsep from the rear stagnation point, and the difference between the pressure at the front- and rear stagnation points.
Since we solve the problem in primitive variables, we also observe the values uϕ(ri, pi/2) and ur(rˆ, ϕj) with fixed r = rˆ ,
where rˆ = 1.16. The reason to choose this value for rˆ is because the function ur changes most rapidly near the boundary.
Calculations are conducted using uniform grids 51× 26, 101× 51, and 201× 101, and fixed r∞ = 16 and Re = 4. Results
for the velocity components are shown in Fig. 3(a) and (b).
As we can see from the graphs, the size of the spacings is of importance for the flow characteristics. Even for the small
value Re = 4 the grid 51 × 26 is rather coarse for an adequate approximation of the solution. As it has already been
mentioned, fine grids are needed near the body and in the wake region. On the other hand, the finer uniform grids are
unnecessary wasteful in areas of the domain, where the changes are negligible.
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(a) uϕ(r, pi2 ). (b) ur (rˆ, ϕ).
Fig. 3. Velocity profiles for grids with different sizes in two cross-sections.
Table 2
Dependence of results on r∞ for a Re = 20, hr = 0.07 and hϕ = pi/100
r∞ ϕsep L W Cp Cf pdiff max |ω(1, ϕj)|
4.5 0.636 (36.45◦) 1.81 0.581 2.5105 1.4345 1.8219 6.61
8 0.717 (41.06◦) 2.35 0.689 1.7368 1.0701 1.3945 5.15
15 0.744 (42.63◦) 2.68 0.728 1.4208 0.9098 1.0706 4.45
22 0.749 (42.94◦) 2.78 0.749 1.3308 0.8621 1.0056 4.24
Table 3
CFlow characteristics computed with different Nϕ , Nr for Re = 100 and r∞ = 53
Nr = 126 Nϕ = 126
Nϕ ϕsep CD p(1, pi)− p(1, 0) Nr ϕsep CD p(1, pi)− p(1, 0)
100 1.013 0.89820 0.56900 126 1.031 0.89289 0.59805
125 1.031 0.89289 0.59805 161 1.049 0.94539 0.63609
195 1.031 0.89081 0.59805 199 1.065 0.96055 0.64400
Next, we address the dependence of results on r∞. Clearly, the boundary conditions at infinity should be posed as close
to the body as possible in order to save computational resources. On the other hand, the boundary condition has to be
at a sufficiently large distance from the end of the separation bubble. We examine the dependence of solution on r∞ for
Re = 20 when a separation is known to exist. Table 2 presents some of the flow characteristics computed with different r∞:
separation angle ϕsep; bubble length L; bubble widthW ; pressure drag coefficient Cp; friction drag coefficient Cf ; difference
pdiff = p(1, pi) − p(1, 0); maximum of the vorticity over the cylinder max |ω(1, ϕj)|). The results unequivocally converge
with the increase of r∞. As it is seen from the table, for this particular Reynolds number, an ‘actual infinity’ r∞ ≥ 20 is
already a sufficiently large value and a further increase of r∞ brings only insignificant variations of the flow characteristics.
Most of the difficulties, connected with the size of the spacings, can be overcome using a proper non-uniform grid. We
use the non-uniform grid described in Section 5.
Finally, we address the validation of the non-uniform grid. We conduct numerical experiments with Re = 50 and
Re = 100. These values of Reynolds number exceed considerably the threshold of stability and the separation bubble is
significant. We select the case Re = 100, r∞ = 53, and conduct two different sets of numerical experiments. In the first
set we fix Nr = 126 and vary Nϕ . The dependence of results on Nϕ is not very strong, provided that we have a non-uniform
grid in ϕ-direction. The differences between the results for the selected flow characteristics as obtained with Nϕ = 125 and
Nϕ = 195, are insignificant (see the left part of Table 3.)
The second set of experiments is related to the role of the number of grid lines in the radial direction, Nr (see the right
part of Table 3.) One can see that the results are more susceptible to the radial grid size. For instance, the differences in the
flow characteristics, as computed with Nr = 126 and Nr = 161 grid lines, are considerable and are up to 5%–6%. Increasing
Nr to 199 results into another 1.6% which means that the finer grid is sufficiently adequate.
Our extended experiments with r∞ confirm the suggested in the literature relation r∞ ∝ Re (see, e.g., [9,11,17]). In
order to ensure adequate values of r∞ and, at the same time, to keep the necessary grid density in r-direction, we should
use a large enough number of Nr . Therefore, it is necessary to compromise between problem requirements and computer
resources and, for this reason we choose Nϕ = 150, Nr = 251, and r∞ = 88, for the representative computations.
Finally, it should be pointed out that our numerical results for Re = 20 on the non-uniform grid differ less than 10% from
those on the uniform grid 201 × 101 with r∞ = 22. The reason for the relatively high discrepancies is the large spacings
near the surface of the uniform grid, in particular in the r-direction, where hr = 0.07. This test outlines the applicability of
the uniform grid on the one side, but also validates the results on the two different grids, because of the good agreement.
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Fig. 4. Streamlines for the flow around circular cylinder. Positive contour values: {0.4, 0.3, 0.2, 0.1, 0.05}. Negative contours (inside the recirculation zone):
{−0.1,−0.05, 0}.
The results of this section suffice to claim that the scheme and algorithm proposed here comprise a robust and reliable
tool for investigating the separated flow behind a circular cylinder.
8. Results for the flow around circular cylinder
Our algorithm yields stable computations for Reynolds numbers as high as Re = 200, much higher than the threshold of
instability, which is believed to be around Re = 40. We computed the flow for 2 ≤ Re ≤ 200. The tests have shown that for
Re ≤ 100 the mesh with Nϕ = 150, Nr = 251, r∞ ≈ 88 is good to describe the flow. According to our results and number of
literature sources, there is no separation and recirculation behind the cylinder for Re ≤ 6. Streamlines and vorticity isolines
of the flow for Reynolds numbers 10, 20, 40, 50, 100 and 200 are shown in Figs. 4 and 5.
As seen in Fig. 4, the separation of the flow occurs as early as for Re = 10, and a recirculation zone (‘separation bubble’)
forms behind the body. The separation bubble becomes longer and wider with the increase of the Reynolds number. Fig. 5
shows that for small Re the overall vorticity is negative, but with the increase of Re, small positive vorticity appears next to
the body surface in the recirculation zone. In general, the vorticity profile in the region around the separation line is steeper
for large Re, while inside the separation bubble it is somewhat flatter. The latter is in good qualitative agreement with the
ideal separation model where, the vorticity in the stagnation zone is strictly equal to zero and is a delta function on the
separation line. This supports the main conjecture of the present work that the limiting flow for vanishing viscosity (large
Reynolds number) is a separated inviscid flow.
We will now present the most important flow characteristics as functions of Reynolds number. This reveals additional
information about the tendencies in the limiting case of large Reynolds numbers. In Fig. 6 we show the most representative
characteristics of a separated flow: the drag coefficient CD (in the left panel) and the length L of the separation bubble (in the
right panel), and compare them to the known results from the literature. The values of CD, L, and pdiff = p(1, pi) − p(1, 0)
(not shown in the graphs) are in a good agreement with those in [11,9,24] for Re ≤ 100 and in a reasonable agreement with
those in [11] for Re = 200. It is seen that L depends linearly on Reynolds number. According to Smith [23] the bubble end
satisfies the relation L ∝ 0.17Re and this line is depicted as a solid line in the right panel of Fig. 6. Apparently, the grid we
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Fig. 5. Vorticity isolines for flow around circular cylinder. Contours:: {0.1, 0,−0.2,−0.4,−0.6,−1,−3, . . .}.
Fig. 6. Characteristics of the wake as functions of Reynolds number: drag coefficient CD (left panel) and bubble length L (right panel).
use for Re = 200 is insufficiently dense and, therefore, the differences between our results and [13] are more appreciable
for this, largest, Reynolds number.
We do not present a special graph about the width,W , of the separation bubble. We mention that our result complies
reasonably well with the estimate W ∝ √Re of Fornberg [12] for this range of Reynolds number. For the time being we
were not successful in obtaining results for larger Reynolds numbers (say Re ≥ 300) for which Peregrine [18] and Smith [22,
23] predicted theoretically that the dependence isW ∝ Re. Using smoothing techniques, Fornberg [12] did obtain results
that seem to comply with the predicted linear law forW . Now, with the present technique giving results up to Re = 200,
our plan is to utilize more computational resources and to obtain the separated flow for larger Reynolds numbers in order
to be able to contribute to the understanding of the phenomenology of the flow.
Another important characteristic is the separation angle. With the increase of the Reynolds number, it moves from the
rear-end stagnation point forwards. Without overloading the presentation we can mention here that our computations are
in very good quantitative agreement with the respective data from [9,11] in the interval Re ∈ [0, 200]. Fig. 7 presents the
216 C.I. Christov et al. / Journal of Computational and Applied Mathematics 226 (2009) 205–217
Fig. 7. The Separation line for different Reynolds numbers (dashed lines) and comparison with the ideal separation (solid line).
separation line obtained here for different Reynolds numbers. What is most important is that the shape of the separation
line actually approaches the shape of the separation line in Helmholtz–Kirchhoff’s model of separated inviscid flow. This
model, as implemented in [2], predicts that for Re→ ∞, the separation point may move forward to an angle of 125◦. The
actual Brodetsky line (made available to us courtesy of Dr. Todorov [25]) is presented as a solid line in Fig. 7.
It is quite clear that the separation line of the steady viscous solution tends to the ideal separation line for large Reynolds
numbers. Yet, it is not clear whether the viscous line will actually reach the ideal line. A simple extrapolation shows
that the separation angle will not reach Brodetsky’s value of 125◦. This might be connected to the fact that, in fact, two
separated Helmholtz–Kirchhoff flows may exist (see [8]): one of them separating before the ‘equator’ of the cylinder, and
the other, after the ‘equator’. Brodetsky’s solution corresponds to the former case. After relaxing the requirements of the
Brillouin–Villat condition (see, e.g., [1, Section 6]), the separation angle for the pre-‘equatorial’ separation is found in [8] to
be ϕ = 1.815(104◦). An interesting observation in [8] is that the ideal separation line from [8] departs from the cylinder
closer to the point where the viscous separation line detaches then the Brodetsky solution. Yet it meanders farther from the
viscous separation for larger r (resembling more the Peregrine–Smith scheme for the separation bubble.) Thus, although a
perfect quantitative agreement is not yet reached, the results obtained here, alongwith the ideal solutions for the separation,
suggest that a kind of a separated Helmholtz flow is very likely to be the limiting solution of the Navier–Stokes equations at
Re→∞.
9. Conclusion
The steady flow around circular cylinder is treated numerically by the so-calledMethod of Variational Imbedding (MVI) in
which a solution is sought for the Euler–Lagrange equations forminimization of a square functional of the original equations.
Although of higher order, the new b.v.p. is more tractable because if treated by an iterative algorithm, it is not subject to the
same instability conditions as the original one. This allows obtaining the solution even for high Reynolds number when the
original initial-boundary-value problem is unstable.
A specially devised operator-splitting difference scheme is used for the iterative solution of the imbedding problemwhich
preserves the coupling between the velocity components and the pressure function. The scheme is implemented both on
regular and on non-uniform grids. The performance of the scheme and the algorithm are thoroughly validated via numerical
experiments with different grid parameters. The results of the present work show that it is possible to find mathematically
the steady solution evenwhen it is physically unstable. It is very important for understanding the fundamental mechanisms
of viscous flowswith very small viscosity. The solution obtained here contributes to understanding the limiting inviscid flow
which is compatiblewith the solution of the Navier–Stokes equationswhen viscosity approaches zero. The results presented
suggest that this is the Helmholtz–Kirchhoff separated ideal flow.
For Re > 40, the steady flow is known to lose stability, but the MVI procedure of the present work allowed stable
computation up to Re = 200. Different flow characteristics (such as drag coefficient, length of the wake, pressure difference
between the leading and rear-end cylinder points) are computed and compared with the existing data from the literature.
Especially important is the comparison of the separation line with the inviscid-separation which shows that, indeed, the
Helmholtz–Kirchhoff separated inviscid flow is the best suited candidate for the limiting regime for the viscous flow for
vanishing viscosity.
Acknowledgment
The work of R. Marinova was partially supported by a grant from MITACS.
References
[1] G. Birkhoff, E.H. Zarantonello, Jets, Wakes, and Cavities, Academic Press, New York, 1957.
[2] S. Brodetsky, A proposal concerning laminar wakes behind bluff bodies at large Reynolds number, Proc. R. Soc. A 102 (1923) 542.
[3] C.I. Christov, A method for identification of homoclinic trajectories, in: Proc. 14th Spring Conf. Union of Bulg. Mathematicians, 1985, pp. 571–577.
[4] C.I. Christov, The method of variational imbedding for parabolic incorrect problems of coefficient identification, Comp. Rend. Acad. Bulg. Sci. 40 (2)
(1987) 21–24.
[5] C.I. Christov, Gaussian elimination with pivoting for multidiagonal systems, University of Reading, Internal report 4, 1994.
C.I. Christov et al. / Journal of Computational and Applied Mathematics 226 (2009) 205–217 217
[6] C.I. Christov, R.S. Marinova, Numerical investigation of high-Re stationary viscous flow around circular cylinder as inverse problem, Bulg. J.
Meteorology Hydrology 5 (3–4) (1994) 105–118.
[7] C.I. Christov, R.S. Marinova, Implicit vectorial operator splitting for incompressible Navier–Stokes equations in primitive variables, J. Comp. Techn. 6
(4) (2001) 92–119.
[8] C.I. Christov, M.D. Todorov, An inviscid model of flow separation around blunt bodies, Compt. Rend. Acad. Bulg. Sci. 40 (7) (1987) 43–46.
[9] S.C.R. Dennis, Chang Gau–Zu, Numerical solutions for steady flow past a circular cylinder at Reynolds numbers up to 100, J. Fluid Mech. 42 (3) (1970)
471–489.
[10] J. Douglas, H.H. Rachford, On the numerical solution of heat conduction problems in two and three space variables. Trans. Amer. Math. Soc. 82 (1956)
421–439.
[11] B. Fornberg, A numerical study of steady viscous flow past a circular cylinder, J. Fluid Mech. 98 (1980) 819–835.
[12] B. Fornberg, Steady flow past a circular cylinder up to Reynolds number 600, J. Comput. Phys. 61 (1985) 297–320.
[13] B. Fornberg, Steady incompressible flow past a row of circular cylinders, J. Fluid Mech. 225 (1991) 655–671.
[14] R.S. Marinova, C.I. Christov, T.T. Marinov, A fully coupled solver for incompressible Navier–Stokes equations using coordinate operator splitting, Int.
J. Comput. Fluid Dyn. 17 (5) (2003) 371–385.
[15] G.E. Karniadakis, G.S. Triantafyllou, Three-dimensional dynamics and transition to turbulence in the wake of bluff objects, J. Fluid Mech. 238 (1992)
1–30.
[16] G.D. Mallison, G. de Vahl Davis, The method of false transients for the solution of coupled elliptic equations, J. Comput. Phys. 12 (1973) 435–461.
[17] V.A. Patel, Symmetry of the flow around a circular cylinder, J. Comput. Phys. 71 (1987) 65–99.
[18] D.H. Peregrine, A note on steady high-Reynolds-number flow about a circular cylinder, J. Fluid Mech. 157 (1985) 493–500.
[19] B. Protas, Linear feedback stabilization of laminar vortex shedding based on a point vortex model, Phys. Fluids 16 (2004) 4473–4448.
[20] B. Protas, J.-E. Wesfreid, Drag force in the open-loop control of the cylinder wake in the laminar regime, Phys. Fluids 14 (2002) 810–286.
[21] Sh. Smagulov, C.I. Christov, Iterationless numerical implementation of the boundary conditions in the vorticity-stream function formulation of
Navier–Stokes equations, Inst. of Theor. and Applied Mech., Novosibirsk, USSR, Preprint No 20, 1980, 21 p (in Russian).
[22] F.T. Smith, Laminar flow of an incompressible fluid past a bluff body: The separation, reattachment, eddy properties and drag, J. Fluid Mech. 92 (1979)
171–205.
[23] F.T. Smith, A structure for laminar flow past a bluff body at high Reynolds number, J. Fluid Mech. 155 (1985) 175–191.
[24] H. Takami, H.B. Keller, Steady two-dimensional viscous flow of an incompressible fluid past a circular cylinder, Phys. Fluids (Suppl. II) (1969) 51.
[25] M.D. Todorov, Privite communication to the authors about the numerical implementation of Brodetsky’s solution.
[26] N.N. Yanenko, Method of Fractional Steps, Gordon and Breach, London, 1971.
