Une méthode de réduction exacte pour la segmentation par graph cuts by Lermé, Nicolas et al.
Une me´thode de re´duction exacte pour la segmentation
par graph cuts
Nicolas Lerme´, Francois Malgouyres, Lucas Le´tocart, Jean-Marie Rocchisani
To cite this version:
Nicolas Lerme´, Francois Malgouyres, Lucas Le´tocart, Jean-Marie Rocchisani. Une me´thode de
re´duction exacte pour la segmentation par graph cuts. ORASIS - Congre`s des jeunes chercheurs
en vision par ordinateur, Jun 2011, Praz-sur-Arly, France. 2011. <inria-00596724>
HAL Id: inria-00596724
https://hal.inria.fr/inria-00596724
Submitted on 29 May 2011
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Une méthode de réduction exacte pour la segmentation par graph cuts
N. Lermé1,2 F. Malgouyres1 L. Létocart2 J-M. Rocchisani3,4
(1) LAGA UMR CNRS 7539, (2) LIPN UMR CNRS 7030, (3) SMBH
Université Paris 13 –Avenue J.B. Clément
93430 Villetaneuse - France
(4) Hôpital Avicenne, 93009 Bobigny - France
{nicolas.lerme,lucas.letocart}@lipn.univ-paris13.fr
malgouy@math.univ-paris13.fr
jean-marie.rocchisani@univ-paris13.fr
11 avril 2011
Résumé
Les graph cuts sont désormais un standard au sein de
la communauté de la vision par ordinateur. Néanmoins,
leur grande consommation mémoire reste un problème
majeur : les graphes sous-jacents contiennent des mil-
liards de noeuds et davantage d’arcs. Excepté quelques
méthodes [14, 10, 5] exactes, les heuristiques présentes
dans la littérature ne permettent d’obtenir qu’une solution
approchée [12, 8]. Dans un premier temps, nous présen-
tons une nouvelle stratégie pour réduire exactement ces
graphes : le graphe est construit en ajoutant les noeuds
qui satisfont localement une condition donnée et corres-
pond à une bande étroite autour des contours de l’objet à
segmenter. Les expériences présentées pour segmenter des
images en niveaux de gris et en couleur mettent en évi-
dence une faible consommation mémoire tout en garantis-
sant une faible distance sur les segmentations. Nous pré-
sentons aussi une application de cette méthode pour seg-
menter des tumeurs dans des images scanner.
Mots-clés : graph cuts, réduction, segmentation, tumeurs.
Abstract
From now on, graph cuts are a standard in the computer vi-
sion community. However, their huge memory consumption
remains a challenging problem since underlying graphs
contains billions of nodes and even more edges. Except
some exact methods [14, 10, 5], the heuristics in the li-
terature can only obtain an approached solution [12, 8].
First, we present a new strategy for reducing exactly these
graphs : the graph is built by adding nodes which satisfy lo-
cally a given condition and corresponds in a narrow band
around the segmented object edges. The experiments pre-
sented for segmenting gray-levels and color images high-
light low memory usage and show a low distance between
segmentations. We also present an application of this me-
thod for segmenting lung tumors in CT images.
Keywords : graph cuts, reduction, segmentation, tumors.
1 Introduction
L’approche par minimisation d’énergie et l’optimisation
discrète sont devenues des domaines importants en vision
par ordinateur. Cela est notamment dû à la capacité de pou-
voir calculer efficacement le Maximum a Posteriori (MAP)
de Champs de Markov aléatoires (CMA) issus de nom-
breux problèmes à l’aide de méthodes comme les graph
cuts. Initialement introduits par Greig et al. pour la restau-
ration d’images binaires [6], les graph cuts ont connu un
nouvel essor avec l’arrivée d’un algorithme de flot maxi-
mum rapide [2].
Parallèlement, les avancées technologiques dans le do-
maine de l’acquisition des images ont augmenté de manière
importante à la fois le volume et la diversité des données à
traiter. À titre d’exemple, les derniers appareils photo grand
public sont maintenant dotés de capteurs à 20 millions de
pixels. De manière similaire, les systèmes d’acquisition
médicaux actuels sont capables d’acquérir des volumes de
données 3D contenant plusieurs milliards de voxels.
Dans le contexte de la segmentation d’images, les mé-
thodes d’optimisation globale telles que les graph cuts sont
incapables de résoudre de tels volumes de données à cause
des besoins mémoire requis. Pour pallier ce problème, cer-
tains auteurs ont proposé des méthodes exactes [14, 10, 5]
pour réduire ces graphes. Dans [5], les auteurs présentent
un algorithme de flot maximum parallèle avec une accélé-
ration quasi linéaire en fonction du nombre de processeurs.
Cependant, l’algorithme de flot maximum reste moins ef-
ficace sur des graphes de petite taille. Dans [10], les au-
teurs font évoluer une bande autour de l’objet qui s’agrandi
lorsque la coupe minimum rentre en contact avec le bord
de la bande. Ce processus est itéré jusqu’à ce que la bande
ne soit plus déformée. L’algorithme converge rapidement
mais aucune borne sur la taille de la bande est donnée. Bien
que les bandes générées soient relativement minces pour le
problème considéré, rien ne garanti qu’elles le soient aussi
dans le cas de la segmentation. Dans [14], l’approche uti-
lisée est différente : le problème est cette fois-ci décom-
posé en sous-problèmes résolus indépendemment en paral-
lèle ou en distribué. L’optimalité sur la solution est garantie
par décomposition duale, ou plus précisément, les solutions
des sous-problèmes sont contraintes à être égales sur une
bande de chevauchement commune.
Par ailleurs, des heuristiques basées par exemple sur des
schémas multi-résolution [13, 8] ont été proposées. Le
principe est de construire un graphe dans une bande étroite
contrainte par la segmentation issue d’une image sous-
échantillonnée. L’algorithme réduit considérablement le
temps de calcul et la consommation mémoire mais ne par-
vient généralement pas à conserver les détails. Bien que ré-
duit dans [13], cet inconvénient reste vrai pour des images
peu contrastées. L’approche est raffinée dans [8] en intro-
duisant une mesure de confiance sur chaque pixel. L’ap-
proche permet d’obtenir des bandes assez fines tout en
étant très proche de la solution optimale. Cependant, au-
cune expérience n’est présentée pour de grandes images.
Une autre approche s’appuie sur les graphes d’adja-
cence [12, 4]. Le principe est de pré-segmenter l’image à
partir d’un outil de segmentation bas niveau (par exemple,
ligne de partage des eaux [12] ou mean shift [4]), de
construire un graphe d’adjacence où chaque noeud corres-
pond à une région et de calculer un flot maximum dans ce
graphe. Là encore, le temps de calcul ainsi que la consom-
mation mémoire sont grandement diminués. Néanmoins,
les résultats dépendent de la sensibilité au bruit de l’outil
de segmentation bas niveau. De plus, les résultats se dé-
gradent rapidement à mesure que la taille des régions de la
pré-segmentation augmente.
Dans cet article, nous décrivons une nouvelle stratégie de
réduction. Le graphe est progressivement construit en ajou-
tant les noeuds qui satisfont localement une condition don-
née. À l’instar de [13, 8], les noeuds sont situés dans une
bande étroite autour des contours de l’objet à segmen-
ter. Empiriquement, les solutions obtenues après réduction
sont identiques à celles obtenues sans réduction. Grâce à
un algorithme rapide, la complexité initiale de la condi-
tion est calculée en temps constant, hors bords de l’image.
Les expériences montrent que le temps requis par notre al-
gorithme est parfois compensé par le temps qui serait né-
cessaire à l’allocation du graphe ainsi qu’au calcul du flot
maximum sur le graphe réduit.
Le reste de cet article est organisé comme suit. En sec-
tion 2, nous rappelons le cadre général des graph cuts.
Après avoir introduit quelques définitions, nous détaillons
notre stratégie de réduction en section 3 et présentons des
expériences pour segmenter des images multidimension-
nelles en niveaux de gris et couleur. Nous concluons en
montrant une application de cette méthode pour la segmen-
tation de tumeurs pulmonaires en section 4.
2 Principe des graph cuts
Soit I : P ⊂ Zd 7→ Rm (d > 0,m > 0) une image où
chaque point p ∈ P correspond à un pixel de valeur Ip.
Habituellement, P correspond à un carré lorsque d = 2,
un cube lorsque d = 3 et à un cube doté d’un intervalle de
temps lorsque d = 4. On définit une segmentation binaire
comme une application u affectant à chaque pixel p ∈ P
la valeur 0 (fond) ou 1 (objet) et l’on écrit u ∈ {0, 1}P . Le
problème de segmentation peut alors être résolu efficace-
ment en minimisant un CMA de la forme [1] :
E(u) = β ·
∑
p∈P
Ep(up) +
∑
(p,q)∈N
Ep,q(up, uq), (1)
parmi u ∈ {0, 1}P et pour β ∈ R+. Le système de
voisinage N contient toutes les paires de points voisins
(p, q) ∈ N . Par la suite, nous utiliserons les voisinages
suivants :
N0 = {(p, q) | p, q ∈ P
2,
∑d
i=1 |qi − pi| = 1} ou,
N1 = {(p, q) | p, q ∈ P
2, |qi − pi| ≤ 1 ∀1 ≤ i ≤ d}.
où pi désigne la ième coordonnée du point p et |.| désigne
la valeur absolue. Par la suite, les termes « connexité 0 »
et « connexité 1 » indiqueront respectivement l’utilisation
d’un voisinage de type N0 et N1. Dans (1), le terme de
région Ep(.) favorise l’appartenance de chaque pixel au
fond ou à l’objet. Ce terme est calculé en fonction de I
ainsi que des graines objet O ⊂ P et fond B ⊂ P . Le
terme de frontière Ep,q(.) pénalise les pixels voisins p et
q ayant des étiquettes différentes et favorise dans la seg-
mentation les contours liés à un fort gradient. Notons que
cette détection peut être améliorée en incluant d’autres ca-
ractéristiques telles que des informations sur la texture ou
la direction du gradient.
Selon [9], lorsque les termes Ep,q(.) sont sous-modulaires,
le minimiseur de (1) peut être obtenu en calculant une
coupe minimum / flot maximum dans un graphe orienté et
pondéré G = (V, E , c) où V = P ∪ {s, t}, E ⊂ V × V dé-
signe l’ensemble des arcs et où chaque arc est muni d’une
capacité c : E 7→ R+. Les noeuds s et t correspondent
respectivement aux terminaux « objet » et « fond ». L’en-
semble des arcs E est divisé en deux ensembles disjoints En
et Et correspondant respectivement aux n-links (arcs reliant
deux noeuds de P) et aux t-links (arcs reliant un noeud à
s ou t). Lorsque la coupe minimum est calculée, on fixe
up = 1 si un noeud p est connecté à s et up = 0 si p est
connecté à t.
3 Réduction
3.1 Définitions et notations
Comme nous l’avons évoqué précédemment, la consom-
mation mémoire des graph cuts pour la segmentation
d’images haute-résolution peut avoir un coût prohibitif. À
titre d’exemple, l’algorithme de flot maximum de Boykov
et Kolmogorov v2.2 alloue 24|P|+ 14|En| octets [2]. Pour
une quantité fixée de RAM fixée à 2 Go, on observe que
la taille maximum d’une image décroît rapidement à me-
sure que la dimension d croît (voir Tableau 1). Néanmoins,
❅
❅❅
Connexité 0 Connexité 1
2D 6426 4459
3D 319 219
4D 68 45
TAB. 1: Taille maximum d’une image carrée pour que le
graphe associé puisse tenir en mémoire en fonction de d et
de la connexité, pour une quantité de mémoire fixée.
comme observé dans [11], certains noeuds dans un graphe
sont inutiles du point de vue du flot maximum. En effet, la
plupart de ces noeuds ne sont traversés par aucun flot. Par-
tant de ce constat, on souhaiterait donc pouvoir extraire le
plus petit sous-graphe G′ = (V ′, E ′, c) à partir de G, tout en
gardant une solution u′ identique (ou très proche) de u. En
d’autres termes, on souhaite maximiser le taux de réduction
ρ = 1 − |V||V′| sous la contrainte u ≃ u
′. Cela correspond à
un problème d’optimisation que nous n’essayerons pas de
résoudre puisque la méthode pour déterminer G′ doit rester
rapide.
Avant de détailler notre stratégie pour construire G′, nous
avons besoin d’introduire quelques définitions. En accord
avec [9], on considère (sans perte de généralités) qu’un
noeud n’est connecté qu’à au plus un terminal dans G :
(s, p) ∈ Et ⇒ (p, t) 6∈ Et, p ∈ P.
On contracte la notation des capacités sur les t-links
connectés à un noeud p ∈ P :
c(p) = c(s, p)− c(p, t).
Considérons maintenant une fenêtre carrée B de taille
(2r + 1) (r > 0) centrée à l’origine. On désigne par B˜p
la translation de B à une position p ∈ P :
B˜p = {b + p | b ∈ B}.
Pour un ensemble Z ⊂ P , on désigne aussi par Z˜B la dila-
tation de Z par l’élément structurant B :
Z˜B = {p + b | p ∈ Z, b ∈ B} =
⋃
p∈Z
B˜p.
L’idée pour construire G′ est alors la suivante : supprimer
les noeuds d’un ensemble Z ⊂ P dont tous les noeuds sont
reliés à s (respectivement à t) tel que la quantité maximale
de flot qui peut entrer (respectivement sortir) de Z˜B \Z par
les t-links est plus grande que la quantité de flot qui peut
sortir (respectivement entrer) de Z˜B par les n-links (voir
Figure 1). La construction d’un tel ensemble Z est réalisée
en testant chaque noeud p ∈ P . Par conséquent, les noeuds
se trouvent localisés autour des contours de l’objet à seg-
menter. En prenant pour hypothèse que les capacités sur
les n-links sont inférieures ou égales à un (ce qui reste vrai
pour la plupart des modèles d’énergie en segmentation),
nous proposons d’utiliser la condition suivante (légèrement
plus restrictive) pour tester chaque pixel p ∈ Z :{
∀q ∈ B˜p, c(q) ≥ +δ ou
∀q ∈ B˜p, c(q) ≤ −δ,
(2)
où δ = P (B)(2r+1)2−1 et P(B) définissant le périmètre de B :
P (B) = max(|{(p, q) : p ∈ B, q 6∈ B et (p, q) ∈ N}|,
|{(p, q) : p ∈ B, q 6∈ B et (p, q) ∈ N}|).
FIG. 1: Principe de la réduction : les zones et flèches rouges
(resp. vertes) indiquent le flot qui peut rentrer (resp. sortir)
de Z˜B . Les noeuds de Z sont supprimés puisque chaque
noeud p ∈ P vérifie la condition (2). Les noeuds restants
sont typiquement localisés dans la bande étroite Z˜B \ Z.
Clairement, pour un noeud p ∈ P satisfaisant (2), p est
seulement relié à s (respectivement à t) et le flot qui peut
rentrer (respectivement sortir) à travers les t-links dans
B˜p \ {p} suffit à saturer les n-links sortant (respectivement
entrant) de B˜p. Le noeud p devient inutile et peut alors être
supprimé de G. La condition (2) permet d’exhiber un algo-
rithme simple pour construire G′ en évaluant (2) de manière
incrémentale pour atteindre une complexité O(|P|) (hors
bords de l’image), indépendante du rayon de la fenêtre.
Les expériences présentées dans [11] confirment la dépen-
dance intuitive entre taux de réduction et les paramètres
du modèle. Par exemple, puisque les capacités contractées
sont multipliées par β qui est présent dans (1), il est facile
de voir que la condition (2) est satisfaite plus difficilement
lorsque β décroît (forte régularisation). Ainsi, l’algorithme
a besoin d’un rayon de fenêtre plus grand pour faire dé-
croître δ et génère alors des bandes plus larges. Inverse-
ment, lorsque β augmente, le graphe réduit est constitué de
bandes plus étroites. Enfin, nous avons à la fois des élé-
ments théoriques (à venir dans un prochain article) et em-
piriques (voir section 3.2) indiquant que cette réduction est
exacte. En particulier, les propriétés de la fonction d’éner-
gie (1) sont conservées.
3.2 Expériences
Dans cette section, nous comparons les performances des
graph cuts et de notre algorithme en terme de temps d’exé-
cution et d’utilisation mémoire pour segmenter des images
à l’aide d’un modèle Boykov/Jolly [1] en connexité 1 (voir
Tableau 2 et Figure 2). Les temps d’exécution sont mesu-
rés sur une moyenne de dix lancements et incluent le temps
de construction du graphe, le calcul de la coupe minimum
et la construction de la solution. La machine utilisée pour
ces expériences est un Athlon Dual Core 6000+ cadencé à
3 GHz avec 2 Go de RAM. Pour le moment, les distribu-
tions de probabilités sont estimées à l’aide d’histogrammes
normalisées à partir des ensembles O et B.
Avec un taux de réduction moyen du nombre de noeuds de
79.42%, les résultats présentés dans le Tableau 2 sont en-
courageants. Dans le cas de l’image « cellules-souris », le
taux de réduction est plus faible car les données sont très
bruitées. Cela implique donc une valeur de β plus faible
pour limiter l’attache aux données dans (1). Pour toutes les
images, il est important de noter que la différence de flot
maximum sur le graphe non réduit et le graphe réduit est
toujours égale à zéro. Il en est de même pour la différence
concernant le nombre de pixels appartenant à la partie objet
dans la segmentation. Le Tableau 2 montre également que
le rayon optimal qui maximise le taux de réduction est tou-
jours égal à un pour des images contrastées comme c’est le
cas ici.
Excepté pour une instance, les graph cuts standards sont in-
capables de segmenter les volumes 2D+t et 3D. Notre ap-
proche permet de les segmenter et ce, en moins d’une mi-
nute. Pour certaines images, notre méthode est même par-
fois plus rapide mais devient moins compétitive en couleur.
En effet, bien que la condition (2) soit calculée en O(1), le
temps passé sur les bords croît progressivement avec r. Cet
effet est accentué lorsque le nombre de canaux augmente.
4 GCSSLP : application de la réduc-
tion à la segmentation de tumeurs
Durant ces dix dernières années, mesurer précisément la
taille des tumeurs pulmonaires est devenu un enjeu consi-
dérable pour estimer au mieux leur réponse aux traitements
thérapeutiques chez les patients [19]. Les critères RECIST
communément admis [17] consistent à mesurer des dia-
mètres et présentent une grande variabilité [15]. Aussi des
mesures du volume des nodules et tumeurs ont elles propo-
sée [16, 3].
Dans ce contexte, nous souhaitons segmenter des tumeurs
pulmonaires de forme irrégulière, directement en contact
avec les tissus sains. Le problème est rendu difficile par
l’absence d’interface tumeur/tissus sains qui ne permet pas
de s’appuyer sur les niveaux de gris de l’image. Segmenter
de manière semi-interactive ces tumeurs se révèle être la
seule solution. Récemment, Ye et al. ont proposé une mé-
thode efficace basée sur les graph cuts pour segmenter des
nodules [18]. Néanmoins, le problème considéré est plus
simple que le nôtre et utilisent un a priori sur la forme.
Dans ce cadre, nous proposons une nouvelle méthode pour
segmenter de manière semi-interactive des tumeurs pulmo-
naires par graph cuts. L’originalité de ce travail consiste à
la fois en (a) la réduction des graphes pour segmenter de
larges volumes de données (voir section 3) et (b) l’intro-
duction d’un modèle d’énergie avec un a priori sur l’em-
placement des graines objet : GCSSLP (Graph Cuts-Based
Segmentation With Seeds Location Prior). Après avoir dé-
crit ce modèle, nous présentons quelques expériences que
nous comparons avec les vérités terrain fournies par un ex-
pert.
4.1 Formulation énergétique
Pour obtenir des segmentations de qualité, le modèle de
Boykov/Jolly requiert que l’objet et le fond soient de cou-
leur différente. Ce comportement n’est pas suffisant dans
notre cas car les tumeurs et les tissus sains apparaissent
dans la même gamme d’intensités. Pour pallier ce pro-
blème, nous proposons d’incorporer un a priori sur la posi-
tion des graines objet dans (1). Le terme de frontière reste
identique à celui proposé dans [1] :
Ep,q(up, uq) = Bp,q · |up − uq|,
avec
Bp,q =
1
de(p, q)
· exp
(
−
‖Ip − Iq‖
2
2σ2
)
,
où de(.) représente la distance euclidienne entre deux
points p et q, I est l’image originale et σ > 0 un paramètre
pénalisant fortement les discontinuités entre pixels voisins
d’intensités similaires lorsque |Ip − Iq| < σ. Le terme de
région est définit dans le Tableau 3. Les ensembles O et
B correspondent aux graines saisies par l’utilisateur, σa est
un paramètre et d(p,O) est une fonction de distance définie
entre un point p ∈ P et O :
d(p,O) = min {dist(p, q) | q ∈ O}.
Le paramètre σa permet de contrôler le degré de propaga-
tion des graines et définit une zone d’influence Aσa . Au
delà de cette zone, les noeuds sont uniquement reliés à t
avec une capacité très grande. Cela permet à la fois d’as-
surer qu’un pixel appartienne bien au fond et que le noeud
associé n’appartienne pas à G′. Dans nos expériences, nous
fixons σa = 10. La différence majeure entre l’énergie pro-
posée et celle décrite dans [1] réside dans le choix de la
fonction dist(.). Nous avons choisi pour dist(.) une dis-
tance géodésique [7] dans le graphe G muni des valuations
suivantes :√
|Ip − Iq|2 + de(p, q) si (p, q) ∈ N .
Ce choix permet de prendre en compte les zones à fort gra-
dient et d’éviter d’inclure des zones qui seraient trop éloi-
gnées des graines de l’objet. L’algorithme procède comme
suit : la carte de distance est calculée à partir de O puis
seuillée de manière à déterminer la zone d’influence Aσa .
Le graphe réduit est ensuite créé à partir du sous-volume
englobant Aσa . La coupe minimum est ensuite calculée
dans ce sous-volume pour obtenir la segmentation désirée.
4.2 Validation
Nous présentons maintenant quelques expériences pour
segmenter des tumeurs issues d’images scanner. Les tu-
meurs et les structures avoisinantes peuvent présenter un
❅
❅❅
Nom de l’image Taille
Graph cuts standards Réduction
ρ∗ (%) r∗
Temps Mémoire Temps Mémoire
2D
étoile-mer-c 481 ×321 0.22 27.59 0.27 8.31 76.76 1
livre 3012 ×2048 9.19 1105.92 8.94 94.68 91.45 1
symbole-viking 660 ×740 0.71 87.41 0.70 4.01 94.62 1
2D+t
interview-c 320 ×240 ×203 PM 8079.36 38.27 950.25 88.74 1
avion-c 492 ×276 ×180 PM 12677.12 55.95 1198.08 90.28 1
discours-c 370 ×276 ×190 PM 10065.92 49.85 1423.36 85.23 1
cellule-fluo-c 478 ×396 ×121 PM 11868.16 61.68 1546.24 85.94 1
3D
ct-thorax 245 ×245 ×151 PM 4689.92 22.95 950.25 81.54 1
cellules-souris 230 ×230 ×57 10.90 1546.24 16.04 1423.36 20.88 1
cerveau+bruit-3% 181 ×217 ×181 PM 3676.16 19.30 950.25 78.81 1
TAB. 2: Comparaison temps de calcul (s) / mémoire (Mo) entre notre méthode et les graph cuts standards pour la segmentation
d’images avec un modèle de Boykov/Jolly en connexité 1. Les images dont le nom est suffixé par « c » sont en couleur tandis
que les autres sont en niveaux de gris. Le message PM ( « Problème Mémoire ») indique que le graphe n’a pas pu être alloué.
r∗ correspond au rayon de la fenêtre pour lequel ρ est maximum (ici noté ρ∗).
FIG. 2: Résultats obtenus pour les images décrites dans le Tableau 2 avec un modèle Boykov/Jolly en connexité 1. Les
segmentations (ligne 2 et 4) ainsi que les graines (lignes 1 et 3) sont superposées par transparence aux images originales.
p ∈ Aσa p 6∈ Aσa
Ep(up = 0) −log
[
Pr(I(p) | p ∈ O)× exp
(
−
(
d(p,O)
σa
)2)]
+∞
Ep(up = 1) −log
[
Pr(I(p) | p ∈ B)
]
0
TAB. 3: Définition du terme de région pour le modèle GCSSLP.
FIG. 3: Contexte global des tumeurs pulmonaires T1 (gauche), T8 (milieu) et T9 (droite). Les vérités terrain sont superposées
aux images originales en rouge clair.
contraste très différent dans les images, impliquant diffé-
rentes valeurs de σ. À titre d’exemple, lorsque la valeur
moyenne du gradient autour de la tumeur est faible, on a
besoin d’une valeur de σ faible. Les arcs autour de la tu-
meur sont plus susceptibles d’appartenir à la coupe mini-
mum puisqu’ils deviennent moins coûteux à « couper ».
Une attention particulière doit être donc portée sur la va-
leur de σ. Dans les expériences présentées, on fixe σ = 0.2
pour toutes les images excepté pour T8 où σ = 2 et T7 où
σ = 0.05. L’ajustement automatique de ce paramètre est
laissé comme perspective de travail.
Dans un premier temps, nous comparons les segmentations
obtenues avec les vérités terrain fournies par un expert. Le
Tableau 4 montrent les différences entre les deux segmen-
tations selon plusieurs mesures d’évaluation 1. Pour toutes
les images, nous obtenons un coefficient de Dice qui reste
supérieur à 70%. Les graines sont posées manuellement.
Notre méthode est aussi évaluée qualitativement. La Fi-
gure 5 montre les segmentations obtenues pour des coupes
uniformément réparties sur l’axe z pour les tumeurs T1,
T8 et T9 (voir Figure 3). Afin d’illustrer la propagation des
graines, les graines de la Figure 4 correspondent également
à des coupes uniformément réparties sur z mais pour dif-
férentes hauteurs. La propagation évite ainsi de marquer
chaque image successive du volume et permet donc un gain
supplémentaire par rapport à l’existant. Comparé à la vérité
terrain, la tumeur T1 est très proche tandis que les segmen-
tations obtenues pour les tumeurs T8 et T9 diffèrent légère-
ment. Cette situation illustre bien la difficulté à segmenter
de tels objet.
Les performances entre notre méthode et les graph cuts
standards sont aussi comparées dans le Tableau 5 pour seg-
menter les tumeurs en utilisant les mêmes graines et les
mêmes paramètres que précédemment. Les temps d’exé-
cution sont mesurés de la même manière qu’en section 3.
La proportion de graines objet par rapport au volume de la
tumeur de la vérité terrain est indiqué. Cela fournit une me-
sure objective de la quantité d’interaction requise pour pla-
cer les graines. Les résultats montrent que notre méthode
utilise de 7 à 500 fois moins de mémoire que les graph cuts
standards tout en obtenant la même segmentation. Notons
qu’une faible quantité de graines est nécessaire à la seg-
mentation.
1Une vue détaillée de ces mesures est disponible à l’adresse suivante :
http://lts08.bigr.nl/about.php
Généralement, le temps d’exécution dépend à la fois de la
taille de la tumeur et de la capacité de l’utilisateur à po-
sitionner correctement les graines. La précision du résul-
tat dépend directement de l’emplacement des graines mais
peut être corrigé rapidement. Le calcul de la carte de dis-
tance, la réduction du graphe et le calcul de la coupe mi-
nimum prennent quelques secondes. La méthode proposée
démontre donc sa capacité à segmenter précisément des tu-
meurs pulmonaires de manière interactive.
5 Conclusion
Dans cet article, nous avons présenté une nouvelle méthode
pour réduire exactement des graphes dans le contexte de la
segmentation d’images. Les expériences montrent des ré-
sultats prometteurs avec un taux de réduction moyen entre
66 et 79%, selon le modèle d’énergie utilisé. Actuellement,
nous avons montré que la réduction est exacte mais pour
une condition légèrement plus forte que celle mentionnée.
La preuve sera détaillée dans un prochain article. Une me-
sure précise de l’impact de la méthode d’estimation des
distributions dans le cas d’un modèle de Boykov-Jolly est
en cours de réalisation. À terme, nous souhaitons investi-
guer des idées similaires dans un contexte multi-étiquettes.
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