Majority of the currently available webpages are dynamic in nature and are changing frequently. New content gets added to webpages and existing content gets updated or deleted. Hence, people find it useful to be alert for changes in webpages which contain information valuable to them. In the current context, keeping track of these webpages and getting alerts about different changes have become significantly challenging. Change Detection and Notification (CDN) systems were introduced to automate this monitoring process and notify users when changes occur in webpages. This survey classifies and analyzes different aspects of CDN systems and different techniques used for each aspect. Furthermore, the survey highlights current challenges and areas of improvement present within the field of research.
INTRODUCTION
The World Wide Web (Web in simpler terms) is being evolved in a rapid pace and keeping track of changes is becoming more challenging. Many websites are being created and updated on a daily basis with the advancement of tools and web technologies. Hence, websites at present have become more dynamic in nature and their content keep changing continuously. Many users are interested in keeping track of the changes occurring in websites such as news websites, booking websites, wiki pages and blogs. Majority of the users keep track of these websites and get the latest updates using bookmarks in web browsers or register to "Really Simple Syndication (RSS) feeds", originally known as "RDF Site Summary" [RDF Site Summary (RSS) 1.0 2000].
Web syndication technologies (e.g.: RSS, Atom) emerged as a popular means of delivering frequently updated web content on time [Hmedeh et al. 2011] . Users can subscribe to RSS or Atom feeds and get the latest updates. However, when considered from a perspective of webpage change detection, RSS feeds have many potential issues. For example, graphics may not appear in certain RSS feeds and only the update is provided. Sometimes it is difficult to identify the source of an RSS feed item, as certain RSS feeds do not display the actual Uniform Resource Locator (URL) or name of the webpage from which the update originated. This may cause confusions among users as they cannot identify the webpage to which the update belongs to. Users are not able to compare the new content with the previous content if required. A study carried out to characterize web syndication behaviour and content [Hmedeh et al. 2011] shows that the utilization of fields specified in the XML specification of RSS is less, which can result in missing information, errors and uncategorized feeds. Furthermore, services such as "Google Reader" have been discontinued due to the declining popularity of RSS feeds [Official Google Blog 2013] .
In the current context, managing and using bookmarked websites and RSS feeds have become a significant challenge and people are continuously seeking better and convenient methods. "Change Detection and Notification (CDN) systems" [Meegahapola et al. 2017a ] make it easy for users to get notified about changes which have occurred in webpages, without having to refresh the webpage continuously. These systems are now automated by many CDN systems. "Google Alerts" [Google Alerts 2003] , "Follow That Page" [Follow That Page 2008] and "Visualping" [VisualPing.io 2017] are some of the most popular CDN services which are used by many users to get updates about content changes that occur in webpages.
Change Detection & Notification Systems
"Change Detection & Notification (CDN) systems" [Meegahapola et al. 2017b] automatically detect changes made to pages in the web and notifies about the change/s to interested parties. The significant difference between search engines and CDN systems is that search engines are developed for searching webpages whereas CDN systems are developed for monitoring changes that occur in webpages. In theory, most of the search engines also have an underlying change detection mechanism to determine which sites to crawl and keep their search results up-to-date [Googlebot 2013 ]. The use of CDN systems allows to reduce the browsing time and facilitates users with the ability to check for changes in webpages [Yadav et al. 2007 ].
CDN systems emerged in the WWW with the introduction of "Mind-it" (currently discontinued) [netmind mindit 2018] , the first CDN tool which was developed by NetMind in 1996. Since then, several services were introduced such as "ChangeDetection" (introduced in 1999, now known as "Visualping" [VisualPing.io 2013]), "ChangeDetect" [ChangeDetect.com 2002] (introduced in 2002), "Google Alerts" [Google Alerts 2003 ] (introduced in 2003 , "Follow That Page" [Follow That Page 2008] and "Wachete" [Wachete.com 2014] . CDN systems have evolved throughout the past few decades, with improvements in detection rates, efficient crawling mechanisms and user-friendly notification techniques.
CDN systems available at present have become easier to use and are more flexible to incorporate user requirements. Majority of the currently available CDN systems provide various monitoring options including the following [Wachete.com 2014] [VisualPing.io 2013].
(1) Multiple webpage monitoring: multiple parts of a webpage, an entire webpage, multiple webpages or an entire website.
(2) Content to monitor: text, images, links, documents (PDF, DOC, DOCX).
(3) Threshold of changes: percentage of changes occurring in a given webpage.
(4) Frequency of monitoring: hourly, daily, weekly, monthly or on demand monitoring. (5) Frequency of notification: twice a day, once a day, once a week or as changes occur.
Categories of Change Detection and Notification
Based on the architecture involved, change detection can be segregated into two main sub domains. The first branch is "server-side change detection" and the other is "clientside change detection" [Meegahapola et al. 2017a ]. Server-side change detection systems use servers which poll webpages, track changes and notify them to users. The client-side change detection systems make the client-side infrastructure poll the webpages and track changes on their own.
CDN systems obtain webpage versions by crawling them and save the data to version repositories. This data is saved in an unstructured manner, mostly in the format of documents with tags, in order to allow easy storage and retrieval. Then changes are detected by comparing a previously saved version with the latest version of a particular webpage using similarity computations. Majority of the change detection mechanisms convert the data of a saved version in to a "XML-like" format where an element represents an "open-close HTML tag". Certain CDN systems allow the user to define a threshold of change, and the user gets notified about the changes, only if the change exceeds this threshold.
Majority of the CDN systems operate on predefined monitoring schedules, which are specified by the user or determined by the system itself. Detected changes are visualized using many methods. A common means of visualizing text changes is by showing the newly added content in green color and the deleted text in red color (often with a strikethrough formatting) [Wachete.com 2014] .
Another prominent factor discussed on CDN systems is their crawling schedules. Most of the currently available CDN systems crawl webpages under predefine schedules [Meegahapola et al. 2017c ]. However, webpages can update at different time schedules (certain webpages may be frequently updated, whereas some webpages may get updated rarely), thus how often they change can vary from page to page. Hence, CDN systems require mechanisms for estimating the change frequency to create efficient checking schedules for webpages. This will reduce the number of page checks, where no changes were detected and maximize the probability of achieving optimum resource utilization.
Survey Motivation
According to our studies, a limited number of surveys have been carried out regarding webpage CDN techniques. Additionally, it is challenging to find a comprehensive evaluation of existing CDN systems with their different aspects. Work done in [Oita and Senellart 2011] has reviewed major approaches used for the change detection process in webpages. The authors have reviewed temporal aspects of webpages, types of webpage changes, models used to represent webpages to facilitate change detection and various similarity metrics that are used for detecting changes. Work carried out in [Shobhna et al. 2013 ] presents a few CDN systems with the different types of change detection algorithms in a summarized manner. However, still there is a requirement to explore and improve by comprehensively considering the various aspects of CDN such as the architecture, monitoring frequency, estimation of change frequency, change notification methods and change visualization mechanisms.
Several CDN systems have been developed and are available for public use [Meegahapola et al. 2017b ]. However, we discovered that still there are issues related to these systems and limited evaluations have been carried out. Hence, the first objective of this survey would be to deliver a comprehensive overview of the different characteristics of CDN systems. The second objective is to study existing CDN systems and evaluate their features and various performance aspects. Our final objective is to evaluate the different CDN aspects and highlight the areas which require improvement, that can shed light on the relevant research areas and possibly, pave the way for new scientific research fields. The organization and the aspects discussed in this survey are summarized in Figure  1 . Section 2 discusses about the dynamic nature of webpages and the experiments that have been done to understand the changing behavior of webpages. Section 3 presents different architectural approaches, which have been introduced to develop CDN systems. Further, various traditional architectures and several architectures which have been customized to improve efficiency of the CDN mechanisms are presented. Section 4 confers about the techniques used for detecting changes in webpages. It includes different crawling techniques, change detection techniques, scheduling algorithms and methods to detect the frequency of webpage changes. Section 5 presents different notification techniques to notify users when changes have been detected in webpages of their interest, whereas Section 6 describes how these changes are visualized to the user. Section 7 compares and evaluates the different features of publicly available CDN systems. Finally, Section 8 concludes the survey paper with further improvements which can be incorporated into existing CDN systems and presents the identified future research directions for CDN systems.
DYNAMICS OF WEB-BASED CONTENT
World Wide Web (WWW) keeps on growing larger and more diverse every day as new content is being added with the advancement of web content creation tools. The most common units of information on the Web are pages, documents, and resources [Sebesta 2011 ]. These units can include textual as well as non-textual information such as audio files, video files and images. They can undergo various changes since the time they were added to the Web. Hence, it is crucial to understand the frequency of change occurring and the dynamic nature of webpages in order to provide efficient solutions to detect these changes.
What are Webpages?
Webpages are individual files that consist of text, graphics and other features such as links to scripts and style sheets [Smith 2009 ]. Those are implemented using "Hyper Text Markup Language (HTML)" or a comparable markup language. WWW is considered as a collection of such webpages. Webpages are linked together to form websites. Once a webpage is requested on a web browser, the web browser obtains the relevant content, coordinates the resources and presents the webpage. The web browser uses "Hypertext Transfer Protocol (HTTP)" to send such requests to retrieve webpages. Webpages fall in to two broad categories namely (1) static and (2) dynamic.
Static
Webpages. These kinds of webpages have content that does not change after the developer has saved the webpage to the web server [Keogh 2005 ]. The web page remains the same until the developer replaces it with an updated static web page in the server. Static web pages are not tailored to each visitor. They appear the same to all the users who view it. Figure 2 depicts how a static web page is displayed once the user requests it. Static webpages can be created easily as existing web development tools allow us to drag and drop HTML elements as required. Similarly, it is easy to host because only a web server is required to host, without requiring any additional software. Furthermore, static webpages have the advantages of fast loading and improved performance for end users. However, if dynamic functionalities such as personalized features are required, they have to be added separately.
Dynamic
Webpages. Dynamic webpages are pages that do not exist until it is generated by a program in response to a request from a client, while guaranteeing that the content is up-to-date [Keogh 2005 ]. Their content changes in response to different contexts or conditions. As the information obtained from the client is used to generate the webpage to be shown, it can be tailored according to the client. Figure 3 illustrates the process of generating and displaying a dynamic webpage when a request is made. Dynamic webpages pave the way for more functionality and better usability, which is not available via static webpages. They allow the creation of web applications, which can be stored on a central server and can be authorized to access from any place via a web browser. Details related to the user and context can be retrieved from external databases to tailor the webpage. Moreover, it reduces the cost and burden for updating the entire webpage whenever changes occur frequently [Sproul 2008 ]. However, dynamic webpages may face security risks as corporate applications and databases can be exposed to unintended parties. Furthermore, additional software should be installed and maintained, which is required to generate tailored websites to clients.
"Common Gateway Interface (CGI)" [Keogh 2005 ] is the software, which runs in the server that is invoked when a client requests to retrieve a webpage. It is responsible for generating webpages dynamically. PHP, ASP.NET and JSP are some of the common languages that are often used to create webpages and they use the CGI to generate dynamic webpages. Majority of the webpages available at present are dynamic in nature. Dynamic webpages have become popular as many services are available at present where anyone, even a person with a limited programming knowledge, can create a website with a few webpages via a control panel, update pages as required and deploy them instantly.
Models of Webpage Change
Content found in webpages may get outdated or may be no longer required. Hence, timely maintenance should be done to ensure that the webpages are up-to-date. Three key events: creations, updates and deletions, are considered to cause webpages to change. [Levene and Poulovassilis 2004] 
Creations.
Once a webpage is created, it cannot be seen publicly on the Web until it is linked by an existing webpage. Hence, adding a new webpage causes at least an update of an existing one; adding a new link to the newly created webpage. However, at present search engines (e.g.: Google) provide facilities to add URLs of newly created webpages, so that they can be indexed and made available to the public [Submit URL -Google 2018].
Updates.
Updates can be made to existing content of webpages. Updates can be of two types. The first type is a minor change, where the content of the webpage is almost the same to its previous version, but slight modifications may have been done, such as at the sentence or paragraph level. The second type is a major change, where all the content of the webpage is drastically different to its previous version references.
Deletions.
A page is considered to be deleted if there are no links available to traverse to that particular page or if the page itself is removed from the Web. However, there may be instances where the webpage has been deleted but still the link to that webpage exists. Furthermore, content can be deleted from a webpage as well.
Detecting the Dynamic Nature of Webpages
Identifying the amount of change and changing patterns of webpages has been of great interest to researchers. Many studies have been done to understand the changing nature of webpages. The content of webpages and their change frequencies have been highly focused areas in this research scope. The available literature demonstrates the ever-changing nature of webpages and the various aspects that were reasons for those changes. Different factors have been considered regarding the dynamic behavior of web content. have conducted an experiment with 720,000 webpages from a number of 270 websites to study how web pages evolve over time. They have crawled these web pages every day for 4 months. Based on the results, the researchers have found that more than 20% of the webpages had shown changes whenever they visited them and 40% of the .com webpages had changed every day. Over 50% of the .com and .edu webpages had not change at all during the experiment's time frame. A massive scale experiment which extended the study done by Cho and Garcia-Molina, was performed in [Fetterly et al. 2003 ]. They have studied how frequently webpages change and the quantity of change occurred, using approximately 150 million webpages over 11 weeks of time period. According to their findings, approximately 65% of the pages had zero change over the considered time period. Further, it shows the relationships in-between certain top level domain types (e.g.: .org, .gov, .com) and their respective frequencies of changing. It was revealed that .org and .gov domains are less likely to change than .gov domains and pages which include spams would change more frequently.
Work done in [Koehler 2002 ] presents a study on webpages carried out over four years to understand the changing aspects of webpages as they age. The findings show that a webpage has a "half-life" of about 2-years. The half-life is the "time period required for half of a defined web literature to disappear" [Koehler 2004 ]. In Kohler's continued work [Koehler 2004] , it is concluded that once a website has sufficiently aged, the webpages tend to stabilize. Moreover, [Ntoulas et al. 2004 ] explored 150 websites by taking weekly snapshots for a period of one year. Even though webpages changed, they changed slightly, and the changes did not follow the similarity measure of "bagof-words" vector similarity. The authors have stated that the degree of change could be considered a good factor in forecasting changes which could happen in the future.
Another interesting work has been carried out in [Olston and Pandey 2008] . The authors have crawled 10,000 web URLs from Yahoo crawled collection and 10,000 web URLs from the Open Directory listing. A webpage is modeled as a collection of regions where content inside one region has no dependency over other and each region has one of the three behaviors; "Static behaviour" where the page content remains unchanged, "Scroll behaviour" where the content is added to the page periodically and "Churn behaviour" where the page content is overwritten. According to the results, from the dynamic content on webpages from the Open Directory listing, about a third has showed a scroll behavior. [Adar et al. 2009 ] have crawled and analyzed approximately 55,000 webpages, which are revisited by users, to characterize the various changes occurring in them. The authors have tracked the frequency and amount of change that has occurred in the webpages individually. 34% of the webpages had not shown any changes whereas the remaining pages had displayed at least one change for every 123 hours. This study has shown that popular webpages change more frequently considered to less popular webpages. Webpages falling under categories such as sports, news and personal pages change most frequently and webpages with government and educational domain addresses has no frequent changes. However, with the currently growing popularity of educational and government websites, they have become more dynamic in nature and their content gets updated frequently.
Furthermore, the work carried out in [Elsas and Dumais 2010] describes the temporal aspects of changing web documents. The authors describe news websites to consist of highly changing webpages. Whenever new stories are available, or the old stories are updated, the news websites would change. These changes occur in different amounts and at different frequencies. In order to observe how documents are changed, the authors created a set of approximately 2,000,000 HTML pages and crawled them in weekly basis for 10 weeks. Over the sampled time period, over 62% of pages had no virtual difference. They have also pointed out that highly relevant documents are both more likely to change and contain a higher amount of change than general documents. As the final outcome, the authors have proposed a ranked retrieval model for dynamic documents based on temporal aspect of content which lets differential weighting of content. Work done in [Saad and and Gancarski 2012] has monitored over 100 webpages from the France Televisions (FranceTV) archive, which depicts the evolution of changes within the French Web. Each page was crawled every hour and over 3000 versions were obtained daily. The results have shown that the pages at the root level of the archive, such as homepages changed significantly, whereas pages in the deepest levels did not change.
ARCHITECTURAL ASPECTS
Several case studies and researches have proposed different architectures for change detection systems. The two main architectures that are being used widely within current CDN systems are the server-based architecture and client-based architecture [Meegahapola et al. 2017a ]. Each of these architectures have their own advantages and disadvantages.
Server-based Architecture
The server-based architecture, as depicted in Figure 4 consists of a main server, which polls webpages periodically to track changes and sends alerts about these changes to the subscribed users by email-notifications. If an enormous number of webpages exists, the computational load for the server will increase as the server must identify changes in each of the webpages added by users. This can also lead to reduced detection frequencies. The process of scaling such tools with a server-based architecture becomes expensive and makes the system less efficient. Due to these issues, the frequency in which changes are detected in webpages will not be sufficient and the server might fail to observe some changes occurred in frequently changing webpages. 
Client-based Architecture
The client-based architecture involves clients who wish to track changes to webpages and these machines poll webpages in iterations to identify changes. Users having extra computational resources can detect frequent changes occurring in webpages, and the other users might be unable to do so. The client-based architecture has been implemented in the form of browser plugins and hence may get bottlenecks due to network connectivity and machine performance. Figure 5 illustrates the clientbased architecture for a CDN system. 
Customized Architectures
Several customized architectures can be found in which researchers have tried to improve the efficiency from an architectural perspective.
A design to crawl webpages in parallel using several machines and integrate the problems with crawling has been proposed in [Yadav et al. 2007] . They have designed a new architecture to build a parallel crawler. The proposed architecture consists of two main components. They are the "Multi-threaded Server (MT-Server)" and the "client crawlers." "MT-Server" is the principal component that manages a collection of client machine connections, which downloads and crawls webpages. It has a special methodology to distribute URLs among the clients when their "priority index" is determined. The client crawlers are considered as the different machines which interact with the server. The client count that can be supported may vary according to the available resources and their implementation. Furthermore, there exists no communication between clients and the clients interact only with the server. However, scaling the system can result in high costs as the server node count has to grow.
Work carried out in [Prieto et al. 2015] presents a system with a collaborative architecture to detect changes in distributed systems. The authors have proposed a "Web Change Detection (WCD) system". The four major components of this system's architecture are the "web client", "web server", "WCD agent" and "WCD server". "Web client" is a general browser of the web, which loads the webpages. "Web server" is a general-server that caches the webpages that were monitored. "WCD agent" is an application operating in the browser that sends information about modifications that have occurred in webpages to the "WCD server". "WCD server" stores and sends the "WCD agents" to clients and stores the data about monitored webpages. In order to detect the near duplicates, "PageRank" [30] values have been considered along with the "shash tool" [Shash Tool 2015] . High change detection rates and a low cost of maintenance have been produced by this tool. However, in times of excessive usage, if the system gets many requests, it may fail to process them in real-time. Figure 6 illustrates the architecture of the "WCD system", including its main components. An "approach for distributed aggregation, faster scalable content classification and change detection in web content" has been proposed in [Nadaraj 2016 ]. The authors have presented an algorithm to determine webpage changes and a method to identify what field has been altered with the help of a data structure named "bloom filters" [Bloom 1970 ]. Web crawlers are being used to collect details about pages and URLs. It uses Bloom filters to identify the duplicate URLs in a webpage. Hash keys for every visited URL are saved in the bloom filter. Bloom filter entries will be validated when new URLs are discovered. This prevents the crawling mechanism from repeating in loops. The system creates a hash key for the content that has been crawled and checks the presence of the hash within the bloom lookup. If present, the content is same as the existing content; otherwise the content has been updated. If the hash key for the URL is not found, then the URL is added to the bloom filter lookup file and a hash for the crawled content is created and inserted. This method increases the efficiency of the crawling process as it distributes the workload. Furthermore, the strong association of crawlers to working machines will be minimized and the crawlers will be able to function without any restrictions in distributed networks.
A hybrid architecture for CDN is proposed in [Meegahapola et al. 2017b ] [Meegahapola et al. 2017a ]. This architecture is a hybrid of server-based and clientbased architectures. It has two independent crawling schedules for the server and for the clients. The server will crawl all the webpages it has registered, and the clients will crawl the webpages which they want to track. The change detection process occurs independently in the server and clients. If the server detects a change, it will be notified to the clients who are interested. If a change is detected by a client, then it will directly report back to the server and the server will notify the clients who are interested. According to this architecture considered, the time elapsed in between two consecutive server poll actions is divided among the available clients which in turn speeds up the detection process. Table I presents a summary of the various architectures that are being used by commercially available CDN systems and that have been proposed by researchers. 
DETECTING CHANGES OF WEBPAGES Web Crawlers and Crawling Techniques
"A web crawler (also known as a spider) is a software or a programmed script that browses the WWW in a systematic, automated manner" [Kausar et al. 2013 ] and systematically downloads numerous webpages starting from a seed [Boldi et al. 2014 ].
Web crawlers date back to the 1990s, where they were introduced when the WWW was invented. The "World Wide Web Worm" [McBryan 1994 ] and "MOMspider" [Fielding 1994 ] were among the early web crawlers. Moreover, commercial search engines developed their own web crawlers as well such as "Google crawler" ], "AltaVista" [Silverstein et al. 1999 ], etc. Later on, web crawlers which could efficiently download millions of webpages were built. We can consider the Internet to be a "directed graph" where each node represents a webpage and the edges represent hyperlinks connecting these webpages [Kausar et al. 2013 ]. Web crawlers traverse over this graph like structure of the Internet, go to webpages and download their content for indexing purposes. It is crucial to identify which crawling technique should be used according to the purpose of the application.
Web crawling can be considered as the main process behind web caching, search engines and web information retrieval. A web crawler begins crawling from a seed URL and visit pages. Then it downloads the page and retrieves the URLs in it. The discovered URLs will be kept in a queue and this process repeats as the crawler travels from page to page. Figure 7 shows an overview of the web crawling process. Many crawling techniques are being used by web crawlers at present [Kausar et al. 2013 ] such as (1) "General Purpose Crawling", (2) "Focused Crawling" and (3) "Distributed Crawling" [Kausar et al. 2013 ]. 4.1.1. General Purpose Crawling. In the general-purpose crawling technique, the web crawlers collect all the possible webpages from a set of URLs and their links to a central location. It can fetch numerous pages from many different locations. However, this technique can slow down the crawling process and reduce the network bandwidth as all the pages are being fetched.
Focused Crawling.
Focused crawling is used to collect pages and documents that belong to a specific topic. This can reduce the workload and network traffic during download as the required pages are only downloaded. It crawls only the relevant regions of the Web. This method saves hardware and network resources significantly.
Initially, focused crawling was introduced in [Chakrabartia et al. 1999] as "a new approach to topic-specific web resource discovery". The focused crawler has three major components. They are as follows.
(1) "Classifier decides whether to expand links on the webpages crawled".
(2) "Distiller determines visit priorities of crawled pages".
(3) "Crawler consists of dynamically reconfigurable priority controls which is controlled by the classifier and distiller" [Chakrabartia et al. 1999 ].
The integration of main components of the focused crawler is depicted in Figure 8 . Fig. 8 . Component integration of the focused crawler [Chakrabartia et al. 1999 ]. [Diligenti et al. 2000 ] has highlighted the importance of assigning credits to different documents across crawling paths that produce larger sets of topically relevant pages. The authors have proposed a focused crawling algorithm with a model that captures link hierarchies containing relevant pages. Later on, [Menczer et al. 2001] discussed different ways to compare topic-driven crawling techniques, whereas "a general framework to evaluate topical crawlers" was presented by [Srinivasan et al. 2005 ]. [Pant and Menczer 2003 ] introduced a topical crawling technique to gather documents related to business intelligence, which can support organizations to identify competitors, partners or acquisitions. The authors have tested four crawlers; Breadth-First, Naive Best-First, DOM and Hub-Seeking. The results of precision and recall on a given topic show that the Hub-Seeking crawler outperforms other crawlers.
A popular technique to design focused crawlers is the utilization of the "link structure" of the documents. [Li et al. 2005] has proposed a focused crawling technique using a decision tree created by anchor texts found in hyperlinks. The work done in [Jamali et al. 2006 ] has presented a novel "hybrid focused crawler", which utilizes the "link structure" and similarity of the content in webpages to a particular topic.
[ Mali and Meshram 2011] has proposed another approach for a web crawler with focused crawling features. Three layers are present in this architecture; "page relevance computation", "determination of page change" and "updating the URL repository" [Mali and Meshram 2011] . During the crawling mechanism, all the pages are not downloaded, instead it extracts the URLs and the words of interest. Frequency of related words and the number of forward and backward links to and from the webpage collaboratively decides the importance of that webpage being parsed. Certain parameters such as topic vectors and relevance scores are used to check the importance of the page. If the relevance level exceeds a predefined threshold, it is downloaded for extraction. Otherwise the page will be discarded.
Work done in [Bhatt et al. 2015] has studied focused web crawlers with their advantages and disadvantages. Additionally, the authors have suggested methods to further improve the efficiency of web crawlers. With the advancement in optimization algorithms, researchers have turned their focus on optimizing web crawlers. Optimizations allow web crawlers to select more suitable web pages to be fetched. Focused crawlers have been optimized to increase the efficiency and performance of the crawler using search algorithms such as "Breadth-First Search" [Bhatt et al. 2015] , "Fish-Search" [De Bra and Calvi 1997] , "Shark-Search" [Hersovici et al. 1998 ] and evolutionary algorithms such as "Genetic algorithms" [Yohanes et al. 2011 ] [Zheng 2011] and "Ant algorithms" [Zheng 2011 ].
Distributed
Crawling. This method uses multiple processes to crawl webpages and download their content. Web crawlers are distributed over different systems, allowing them to operate independently. Distributed crawling techniques were introduced due to the inherent problems faced by centralized crawling solutions, such as reduced throughput of the crawl and link congestion [Kc et al. 2008] . Figure 9 denotes the general arrangement of components in a distributed crawling system. The crawlers are distributed across different systems and they crawl webpages in different parts of the Web. The Web can be partitioned using different graph partitioning algorithms and each crawler is provided with a seed URL to start the crawling process [Ahmadi-Abkenari and Selamat 2012]. All the crawled content is then aggregated and sent to the main server. This content can be processed within the main server or they can be sent to other services for different purposes such as indexing and version comparison within CDN systems. [Boldi et al. 2004] . In order to address this concern, crawlers can be designed as reliable failure detectors [Chandra and Toueg 1996] , in which timeouts can be used to detect crashed agents. "UbiCrawler" [Boldi et al. 2004 ] is an example of a web crawler with a reliable failure detector. It is a scalable distributed web crawler, which consists of several agents that are responsible to crawl their own share of the Web. Based on the experience with "UbiCrawler", the authors have built "BUbiNG" [Boldi et al. 2014] , which is an open source fully distributed web crawler which is fast, scalable and can run on commodity hardware. It consists of a number of fetching threads which download webpages and parsing threads that parse content.
Another aspect which has drawn the attention of researchers is the efficient partitioning mechanisms of the Web space. Work done in [Exposto et al. 2008 ] has presented a multi-objective approach for partitioning the Web space by modeling the Web hosts and IP hosts as graphs. These graphs are partitioned, and a new graph is created with the weights calculated using the original weights and the edge-cuts. Results show that efficient partitioning techniques have improved download times, exchange times and relocation times.
[ Kc et al. 2008] has introduced "LiDi Crawl (Lightweight Distributed Crawler)", which is a centralized distributed crawling application with limited resources. It consists of a central node and several individual crawling components. The distributed crawling nature results in the reduced dependence on expensive resources. [Kumar et al. 2011 ] has proposed a scalable, fully-distributed web crawler, without a central node. It consists of multiple agents, where each agent is coordinated so that they crawl their own region in the Web. An agent runs several threads, where each thread is made responsible to visit a single host. The main objective of having multiple agents is to break down the task of crawling into separate parts and allow specialized modules to carry them out efficiently. [Anjum et al. 2012] states that web crawlers should be aware of webpage modifications and has discussed techniques to retrieve information on such modifications. However, the authors have found that presence of multiple JavaScript and CSS files can reduce the efficiency of certain techniques.
Efficiently crawling of "Rich Internet Applications (RIA)" is an open problem as RIAs consist of many characteristics such as, the use of JavaScript and browser plugins, which makes the crawling process complex. "Model-Based Crawling" [Benjamin et al. 2011 ] was introduced to determine an optimal crawling strategy for RIA. An extension of this model is presented in [Dincturk et al. 2012] , which uses a statistical approach in determining a crawling strategy. The recent work carried out in [Mirtaheri et al. 2013 ], intends to lower the time taken to crawl RIAs by introducing "Dist-RIA crawler" [Mirtaheri et al. 2013] , which is a distributed crawler to crawl RIAs in parallel. One of the most popular high-performance distributed crawlers found at present is the "Googlebot" [Googlebot 2013]. Googlebot is the web crawler used by Google to fetch webpages for indexing. It is designed to be distributed on several machines so that the crawler can scale as the Web grows. Furthermore, crawlers run on servers that are located close to the websites, where they are getting indexed in the network, in order to reduce the bandwidth usage.
"Multi-Threaded Crawler for Change Detection of Web (MTCCDW)" has been introduced in [Meegahapola et al. 2017d ] to optimize the change detection process of webpages. Many threads were used to carry out the tasks of (1) "retrieving current versions of webpages", (2) "retrieving old versions from a version repository" and (3) "comparison of the two versions to detect the changes" [Meegahapola et al. 2017d ]. Two thread-safe queues were used in between these three tasks in order to optimize them. The authors have determined the optimum number of threads to be used in each of these tasks, to ensure that the CDN system works optimally without idling. This multithreading-based algorithm differs from standard process optimization tasks because of the I/O operations which are involved in fetching a webpage from the Web. Hence this algorithm provides a more significant improvement in processing times over doing I/O operations and processing in a central processing unit.
Scheduling Algorithms
Among the important research problems observed in the web information retrieval domain, the scheduling process of visiting webpages along hierarchies of links has become significant. Frequency of change may differ in different webpages as they get updated at different time schedules. Certain webpages such as wiki pages may get updated rarely whereas news websites and blogs may get updated more frequently. To crawl these webpages more efficiently, dynamic mechanisms are required to detect the change frequency and create checking schedules accordingly. Users will be notified immediately after changes have occurred to webpages that they are interested in. This will ensure computational resources are used in an optimal manner.
Various solutions have been proposed to determine optimal webpage crawling schedules based on different statistical frameworks. Work done in [Coffman et al. 1998 ] has described about crawler scheduling policies by assuming independent Poisson page-change processes. Studies carried out in have addressed the problem of determining the optimal number of crawls per page by using a staleness metric and Poisson process. Work done in [Wolf et al. 2002] has proposed a technique to detect optimal crawl frequencies and theoretical optimal times to crawl webpages based on probability, resource allocation theory and network flow theory.
Various scheduling strategies for web crawling have been studied and compared in ]. The authors have collected data from 3.5 million webpages. A web graph has been created using the collected data and different scheduling policies have been simulated. The scheduling process consists of two parts: "ordering the queue of websites (long-term scheduling)" and "ordering the queues of individual webpages (short-term scheduling)" ]. The following "long-term scheduling" strategies have been considered for the study: "optimal", "depth", "length", "batch" and "partial" ]. However, the strategies which have been considered cannot determine the temporal aspects such as how frequently webpages are undergoing changes and prioritize the crawls accordingly.
Evolutionary programming techniques such as genetic programming [Santos et al. 2013] can be used to solve this shortcoming by facilitating schedulers to rank webpages according to how likely they are being modified.
Work carried out in [Radinsky et al. 2013] , have highlighted the importance of an algorithm to predict changing web content, where it is useful in designing an optimum crawling strategy that will re-crawl pages when it is necessary. The authors have proposed an algorithmic framework for predicting webpage changes. The authors have claimed that the use of page content and related pages has significantly improved prediction accuracy. However, it can be computationally expensive to identify related pages within a general web crawling process.
"Scheduling algorithms for domain specific web crawling" have been compared in [Filipowski 2014 ]. Focus has been made on "scheduling algorithms" that identify the order of URLs to be crawled. Four algorithms, "depth first search", "breadth first search", "best first search" and "best n-first search" [Filipowski 2014 ] have been compared. These have been evaluated based on a metric which involves the number of relevant links found. According to the experiments carried out, best first search has shown the best performance whereas best n-first algorithm has performed significantly worse. However, algorithms may get affected as webpages are crawled even though nothing has changed, where computational resources are used inefficiently.
Change Detection Techniques/Algorithms
Changes occurring in webpages can be divided into five categories as given in [Oita and Senellart 2011] . They are (1) A major concern of change detection in webpages is the ability in identifying relevant and irrelevant changes. The research carried out in [Borgolte et al. 2014 ] has focused to ignore irrelevant changes such as change of advertisements and try to detect important changes to webpages using different methods. The "Delta framework" introduced in this research, consists of 4 precise steps. In the initial step, it retrieves the currently available version of a website and normalizes the "DOM-tree" [Borgolte et al. 2014] . Then in the next step, similarities are measured in comparison to the "base version" of the website. Similar changes are clustered to lower the analysis engine submissions. The final step is the "analysis of identified and novel modifications with a potential computationally costly analysis engine" [Borgolte et al. 2014 ]. Compared to many other researches which focus on detecting changes that has been done to a website, the Delta framework focuses more on detecting significant changes occurring in a website.
Changes occurring within information collections can be difficult to track due to the vast amount of data being available. Unexpected changes within the collection can make the content unorganized and outdated, which can cause burdens such as removal of outdated resources and replacement for lost resources. [Jayarathna and Poursardar 2016] has presented a study which focuses on a categorization and classification framework to manage and curate distributed collections of web-based resources. The selected pages were categorized with their relationships between the anchor text to identify the relevant information of the target page. They have proposed a digital collection manager that addresses webpages with textual content only. It has been shown that due to unexpected changes, documents in these collections can get problematic. Further research is necessary to detect changes occurring to other resources in digital collections, such as audio files, video files and documents.
Various change detection approaches have been proposed across the available literature to detect the different changes occurring in webpages. Elaborated below are a few popular algorithms that were considered in this survey. More algorithms can be found in Section 7 where they have been compared.
One of the common approaches that have been used for change detection in hierarchically structured documents such as webpages is the use of tree-structured data with diff algorithms [Cobena et al. 2002] . Many variations of these diff algorithms have been presented in the available literature [Wang et al. 2003 ] [Borgolte et al. 2014 ]. The basic idea on top of which all of these algorithms are built on is the process of modeling the hierarchically structured documents in the form of a tree with nodes and compare the two trees to identify changes that have occurred. Similarly, two trees can be developed; one with nodes from the parsed content of a previous version and the other from the with nodes from the parsed content of the currently available version. The two trees could be compared to identify which nodes have changed so that the changes can be determined.
Fuzzy Tree Difference Algorithm.
Delta framework proposed in [Borgolte et al. 2014] involves tree difference algorithms. Firstly, the modifications that have occurred in a website are extracted using fuzzy tree difference algorithms. Secondly, a machine learning algorithm is used to cluster similar modifications. The authors have employed a tree difference algorithm in which they have generalized to remove irrelevant modifications during early phases of the analysis.
BULD Diff Algorithm.
The BULD Diff algorithm [Cobena et al. 2002] has been used in computing the differences among the given 2 xml-documents. It matches nodes in the two XML documents and constructs a delta that represents the changes between the two compared documents. BULD stands for "Bottom-Up, Lazy-Down" propagation [Cobena et al. 2002] , which has been derived from its matchings that are propagated "bottom-up" and "lazily down". This algorithm can run in linear time. First, the algorithm matches the largest identical parts of both the XML documents. Then the algorithm tries to match subtrees and the parents of the matched subtrees. This process is repeated till no more matches are made. Then the remaining unmatched nodes can be identified as insertions or deletions.
X-Diff Algorithm.
The research carried out in [Wang et al. 2003 ] has investigated how XML documents change and to find a method to perform change detection of XML documents. The authors have pointed out the fact that XML is becoming important as it is at present the de-facto standard in publishing web applications & data transfer/transportation. "Internet Query Systems", "Search Engines", and "Continuous Query Systems" heavily rely on efficiently detecting webpage changes in XMLdocuments because of the frequent rate at which webpages change in present days. The authors have described about an algorithm named "X-Diff", which is an algorithmic model used to compute the difference in-between 2 versions of a XMLdocument. Unordered trees, structural information of XML-documents, and high performance are among the main features of "X-diff" algorithm. The authors have tested the "X-Diff" algorithm for its accuracy and efficiency of change detection by considering three main nodes in the DOM tree namely "element nodes", "text nodes" & "attribute nodes". Going beyond what has currently being done the authors have compared the ordered tree model of change detection and unordered tree model which they have used. The paper has also discussed the characteristics of XML domain and established few key concepts such as "node signature" and "XHash". 4.3.4. Other Tree Difference Algorithm. The research carried out in [Jain and Khandagale 2014] , has focused on detecting changes in a specific location in a website or any document. This method involves tree comparison techniques. A majority of the existing techniques/systems check for changes in the whole webpage without allowing the user to select specific areas to monitor. When considering frequent changes, the cost of communication (or the information exchanging) will cause inefficiencies by disturbing the focus to a given context. Hence, the authors have proposed a tree comparison mechanism to overcome these difficulties. They have considered the management of zone changes (particular place in a webpage) and it is quite achievable using a tree mechanism because once a webpage is converted into XML format, it can be converted into a tree according to the HTML tags and attributes. When it has to localize the detection mechanism, focus is given only to a particular node and the detection process will continue to their child nodes. However, the authors do not mention about the depth of the tree that they are going to examine, which can be inefficient with large trees. [Yadav and Sharma 2007] describes a methodology to build a model to efficiently monitor webpage changes. The authors have suggested an algorithm which efficiently identifies and extracts the changes on various versions of a particular webpage and evaluates the significance/importance of the change. This algorithmic model has 3 main sections. Initially, a document-tree is created for the webpage and then it encodes the tree and finally it matches the current version with the previous version of the encoded tree. The algorithm searches for two change types occurring in web content. They are namely, "structural changes" and "content changes". Tree models can be of two types: the 1 st type is the "ordered tree model" where "leftto-right order" between nodes is crucial and this order directly contributes to the result of change detection; the 2 nd type is "unordered tree model" where only the ancestor relationships are significant. Different studies have been carried out using these two tree models. Level Order Traversal [Yadav et al. 2007 ] is a form of breadth first search that uses an ordered tree model. First, it constructs a document tree by taking in a HTML file and parses the elements. Then, the "opening tags" are identified as tree nodes and the tree is constructed for the webpage as illustrated in Figure 10 , while maintaining "parent-child" relationships and "left-to-right order" in between "siblings". Then the algorithm traverses through the tree to detect changes and identify at which level of the tree the changes have occurred. However, some researches [Wang et al. 2003 ] have argued that the unordered tree model can generate more accurate results.
Johnson's Algorithm.
According to the authors, the Johnson's algorithm [Johnson 1997 ] was originally proposed as a method to "find the shortest paths between all the pairs of vertices in a sparse weighted directed graph". The same algorithm has been introduced in [Johnson and Tanimoto 1999] to detect changes to content. The authors have tested a prototype to manage and deliver the latest tutorial content on the web to students. The system was designed to anticipate changes to documents. Difference between documents stored are evaluated and updated accordingly. This algorithm has been used in a tool named as Walden's Path Manager [Francisco-Revilla et al. 2001] . It computes the distance between two documents based on paragraphs, headings and keywords. Each signature difference is calculated, and the sum is taken as the total distance. It categorizes the change type and it is easy to identify which type of content is mostly changed in a webpage. However, it does not consider the changes that occur to links. Furthermore, the results produced by this algorithm can prove to be hard for a normal user to understand without the assistance of a computing device. 4.3.6. Proportional Algorithm. The Proportional algorithm [Francisco-Revilla et al. 2001 ] is a "signature-based approach" that gives a much simple calculation of the distance. It computes a distance which is normalized and symmetric using each individual signature (paragraphs, headings, keywords and links). The proportional change of each signature is used with regards to the total number of changes. The measured distance has properties such as normalized properties and symmetric properties. These properties help the user of the algorithm significantly by providing a listing or visualization of various webpage changes. Having this kind of a listing and visualization makes it possible for the user to easily analyze changes of the webpage without necessarily reading and reviewing all the pages in the path. However, there is a slight performance tradeoff when compared to Johnson's Algorithm as changes to each signature are computed individually. Table III summarizes the change detection algorithms discussed and compares the methodology/functions, advantages, disadvantages and associated research work. Group a sequence of terms in a given document. Encode this group by a 64-bit Rabin fingerprint, referred as a "shingle". Use Jaccard coefficient between the shingle vectors to measure similarity between the two documents being considered.
Fast detection due to the speed of the algorithm.
If the content considered in the document is small, it will not be able to generate enough shingles.
Detecting duplicate web documents using clickthrough data [Radlinski et al. 2011] Johnson's algorithm [Johnson 1997] Computes the distance between two documents based on paragraphs, headings and keywords. Each signature difference is calculated, and the sum is taken as the total distance. Categorize the change type and it is easy to identify which type of content is changed mostly in a webpage.
Does not include links when determining changes.
Walden's Paths Path Manager [Francisco-Revill et al. 2001] Proportional algorithm [Francisco-Revill et al. 2001] Computes the distance which is normalized and symmetric using each individual signature. Proportional change of each signature is used with regards to the total number of changes.
Allows the user to evaluate changes efficiently in the page without analyzing all the related pages in a given path.
There is a slight performance tradeoff when compared to Johnson's Algorithm.
Walden's Paths Path
Manager [Francisco-Revill et al. 2001] Cosine algorithm [Dalal et al. 2004] Compute a cosine value between two vectors of the page considered and all the pages for the similar topic except the page considered. Then measure the change in cosine value.
Provides a more meaningful cutoff to identify the level of change.
The context-based algorithm gives a mid-level outcome as it tends to generate false positives and false negatives.
Managing distributed collections [Dalal et al. 2004] Fuzzy Tree Difference Algorithm [Borgolte et al. 2014] A "tree difference algorithm" which is generalized into a fuzzynotion.
Can eliminate trivial changes momentarily.
Have to define a suitable (fuzzy) hash function.
Delta framework [Borgolte et al. 2014] BULD Diff Algorithm [Cobena et al. 2002] Match subtrees of two XML documents till no more matches can be made. Unmatched subtrees are considered to be insertions or deletions.
Difference can compute in linear time.
Reduce performance proportionally to the tree-depth.
Detecting
Changes in XML Documents [Cobena et al. 2002] CX-DIFF [Jacob et al. 2003] Identifies user specific changes on XML documents. Objects of interest are extracted, filtered for unique insertions and deletions, and the common order subsequence is computed.
Gives notifications to users on time.
Optimized space utilization, and efficient way of monitoring types.
Can lead to overloading of the servers due to the highly expensive computational cost.
WebVigil [Jacob et al. 2004] X-Diff [Wang et al. 2003] Compares 2 XML-documents depending on their equivalent trees. It generates a "minimumcost edit script" including a series of fundamental "edit operations" that transform a given tree to the other at a minimum cost.
Provide more accurate change results as it maintains an unordered representation of the document where ancestor associations do a notable value addition for the result.
May require a large amount of statistical information for the detection process. [Yadav et al. 2007] This is a breadth first traversal algorithm and considers the changes in the document tree to detect the changes.
Simple. Low cost of computation. Helps to reduce network traffic due to the usage of HTTP metadata.
May not give sufficient information to the user.
Change Detection in
Webpages [Yadav et al. 2007] According to Table III , it can be observed that there are many change detection algorithms based on the difference calculation and traversal techniques. Different algorithms detect different changes such as changes occurring to text, visual representation and XML structure. Majority of the algorithms perform at fairly good speeds and provide faster detection rates along with efficient resource utilization and low computational costs. Algorithms such as level order traversal have a low overhead, which will in return reduce the network traffic in communication. Algorithms such as Cosine algorithm and the Fuzzy Tree Difference algorithm provide different levels of changes so that the threshold can be decided upon the specific usage of the algorithms. Algorithms such as Johnson's algorithm can be used to categorize the change types so that it is easy to identify which type of content is mostly changed in a webpage.
However, there are certain shortcomings in each of these algorithms. If the content being compared is very small the shingling algorithm will not be able to generate sufficient shingles. The Johnson's algorithm does not identify changes occurring in links. Algorithms such as CX-DIFF and Vi-DIFF consist of highly expensive computations and can even lead to overloading of the servers. Level order traversal algorithms do not provide sufficient information to the user about changes occurring.
Frequency of Webpage Changes
Since the 1970s, several studies have been carried out based on statistics, to estimate the change frequency [Misra and Sorenson 1975] [Canavos 1972 ]. Nevertheless, majority of these studies have been done under the assumption that the history of changes is available for the webpage, which might not be true always in the area of change detection of webpages. When analyzing CDN systems, it is visible that the complete change histories will not be available for a webpage being tracked. In several related studies [Fetterly et al. 2003 ] [Grimes and O'Brien 2008] [Olston and Pandey 2008] , the "Poisson model" has been introduced as a model which can be used to estimate rate of change of a webpage (also known as change frequency). Most of the work which has been carried out are with an assumption: "changes arrive as a Poisson process, and that the average rate of change can be estimated under this model."
According to [Olston and Najork 2010] , the "binary freshness model" can be used to measure the freshness in a webpage. This model which is also known as obsolescence, is a function that is of the form f(p, t) {0, 1}
(1)
where f(p, t) denotes "the freshness" of a particular webpage p over a t time period. It compares the live copy of a specific webpage p with a cached version of the webpage across a time period t to check if they are identical (or near-identical). Under this model, if f(p, t) equals to one, then the webpage p can be called "fresh" over the time t, whereas otherwise it is coined as a "stale" webpage which has gone through some change. This is a simple, but an effective model which provides readers with a very good understanding about webpage changes. The first most study regarding "freshness maximization problem" was in [Coffman and Weber 1998] , where the authors proposed a Poisson model for webpage changes. A set of random and independent events which occur in a fixed-rate can be modelled using the Poisson Process. A webpage can undergo changes which cause the cached copy of the web crawler go "stale". If λ(p) is the rate parameter of a Poisson distribution where p is the webpage, that specific distribution can be used to denote the occurrence of changes in that specific webpage. This also suggests that the changes happen independently and randomly with a mean rate of λ(p) changes/unit of time.
However, this "binary freshness model" lacks the ability to determine whether one page is fresher than the other since the model outputs a binary value; fresh or stale. Hence [Cho and Garcia-Molina 2003a] has introduced a non-binary freshness model known as the "temporal freshness metric" which is, f(p, t) ∝ age(p, t)
(2) in which age(p, t) represents the age of a page denoted by p up to time t and age (p, t) ∈ {0, a} with a as the time duration the copies differed. If a cached-copy of webpage p is indistinguishable from its live-copy, then age(p, t) = 0.The intuition of this is methodology is that "the more time a cached page stays unsynchronized with its livecopy, the more their content tends to drift away".
Work done in [Cho and Garcia-Molina 2003b] has proposed several frequency estimators for different online applications which require frequency estimation with different accuracy levels. The authors have proposed frequency estimators for scenarios, where the existence of a change is known, and last date of change is known. Furthermore, the authors have proposed a model to categorize elements in to different classes based on their change frequencies. These aspects can be modeled in CDN systems to categorize webpages once their change frequencies have been estimated.
In [Grimes et al. 2008] , the authors have stated that for every one of the webpages, the hourly update rate, can be represented by a Poisson distribution together with λ = 1/Δ where λ is a parameter and Δ is the mean time between changes. The authors have also described a mechanism to identify webpage changes and a model for the computation of the rate of change of a given website.
Work carried out in [Meegahapola et al. 2017c ] has proposed a methodology to prepredict the update frequency in webpages (rate at which changes happen) and reschedule the crawling schedule, making the process of crawling webpages more efficient in search engines and web crawlers used for change detection. The authors have introduced a change frequency detection system named as "Change Frequency Estimator Module (CFEM)". It includes two processes. Whenever a fresh webpage is added, that webpage will be crawled to detect a suitable change frequency and it will be recorded in the system. Then these values are sent to a machine learning model [Meegahapola et al. 2018] which will predict the time interval between two crawls for a particular webpage. The machine learning model used to predict a time interval between two crawls for a particular webpage was implemented based on a modified random forest classifier model in H2O.ai machine learning API [Cook 2016] [Distributed Random Forest (DRF) -H2O 3.12.0.1 documentation 2017]. For the implementation, the authors have used the time intervals (known as loop-time values) These loop time values are a time interval (in hours) and when the change values together with change frequencies for a webpage is sent to the machine learning model, it would output a loop-time value corresponding to that particular webpage. This value is an estimation of the average time taken by the webpage between 2 changes or in other terms, the refresh rate. It has also been observed by the authors that frequently changing websites obtained lower loop times in comparison to webpages which do not change often. [Meegahapola et al. 2017c] 
CHANGE NOTIFICATION
CDN systems provide facilities to notify users about information changes or occurrence of events in a particular webpage of interest. From our studies, we have determined three main characteristics that should be considered when designing a change notification system. They are (1) when to notify, (2) how to notify and (3) what to notify.
When to notify changes is an important aspect to decide on when developing a change notification system. Users may want to get notifications as soon as they occur, or some may want to get periodic notifications as they may not want to have a clutter of notifications. The way notifications are sent decides on how useful the notification system will be. The system should be able to send the notifications to the user in a way that the user will not be overwhelmed with the notifications. The content to be notified may depend on the user as they may have different information needs. Hence, it is wise to allow the user to customize the content.
The change notification process of CDN systems available at present consist of a wide range of notification methods. A few of the popular methods are emails, web interfaces, SMS alerts, popup alerts, and browser plugin notification [Distill.io 2013] .
Web Interfaces
WebCQ [Liu et al. 2000 ] is a CDN system which is among the earliest to become popular back in the beginning of the 2000s. The notification system of WebCQ runs on the server-side and hence, it uses periodic notification so that it can run efficiently with a large user base and webpage entries. The interval to send notifications is defined by the user when registering a webpage to track. WebCQ allows users to view changes on a web interface, where they can query to find reports detailing the changes or reports with a summary of changes. Furthermore, the system also sends periodic email alerts containing details about the changes. Alerts contain a summary of the changes that have occurred and a report with detailed information regarding the changes that are present in each webpage that user has entered to track. Throughout the past two decades, CDN systems have evolved, by utilizing modern front-end development frameworks, to provide more appealing and user-friendly interfaces with improved user experience. These interfaces have been able to convey the useful information to the user in a more efficient and readable manner. Recently introduced change detection systems such as Visualping [VisualPing.io 2013] and ChangeTower [ChangeTower.com 2017] provide more advanced features for notifying changes within the web interfaces. Majority of the systems provide a dashboard for the user with summaries of recent changes that have occurred to the webpages they are tracking. 
Browser Plugins/Extensions
Distill Web Monitor [Distill. io 2013] is a CDN system, which comes as a browser plugin. Figure 14 illustrates the browser plugin of Distill Web Monitor. It allows users to view changes highlighted on the webpage itself. Furthermore, this system provides various notification options for users including, emails, browser notifications, SMS, sounds, and popup alerts. 
Emails
Email notifications have become popular in all the online services as a means to convey new updates, and news to the users. Similarly, most of the CDN systems provide the facility to get notified via emails, once changes occur in monitored webpages. Users of ChangeTower [ChangeTower.com 2017] get email alerts as shown in Figure 15 , once changes have occurred to a page being tracked. The email contains a link which when clicked by the user, will be redirected to a page with further information regarding the relevant change.
SMS Alerts
Certain CDN systems provide the facility to get notifications via Short Message Service (SMS). The system requests the user to enter a mobile phone number to which the user wants to have the notifications delivered to. Google Alerts [Google Alerts 2003] and Distill Web Monitor [Distill.io 2013] are two popular services that provide this facility for their users. SMS alerts are very useful for users who wish to get notifications about webpage updates while travelling and when they do not have access to the Internet to log in to the online system. However, the SMS alert feature may require the user to upgrade to their paid versions. 
HTML Differencing
One popular means of visualizing textual content is by graphically annotating the differences in the HTML content. This was firstly introduced as the HtmlDiff tool [Douglis and Ball 1996] , which marks up the HTML text to indicate how it has changed from a previous version. This tool was introduced in the "AT&T Internet Difference Engine" (AIDE) [Douglis et al. 1998 ] which was developed to detect and visualize changes to webpages. Most of the currently available CDN tools use the HtmlDiff technique or its variants that highlight the changes in different colors. The most commonly used color convention is that deleted text is highlighted in red color with a strike through formatting, whereas newly added text is highlighted in green color. Text which has not changed are not highlighted. This method of change visualization is more straightforward as the changes have already been highlighted and are shown to the user. Figure 16 , shows the text change visualization used in Wachete [Wachete.com 2014] service.
Visual Comparison
Another interactive method of visualizing changes is by showing the current version and previous version of a webpage side by side on an interface allowing a user to observe the changes for himself. Visualping [VisualPing.io 2013] provides this facility for its users, as shown in Figure 17 . The two versions are shown side-by-side and the cursor can be moved horizontally to slide the visible window to view and compare a particular area in the webpage in the two versions. This method is more interactive as the user is involved in identifying the changes which cannot be seen at once. However, certain users may find this method too tedious and time consuming as the user himself has to find the changes by making comparisons between the 2 versions of a given webpage. 
Change Logs
Versionista [Versionista.com 2007] is a CDN tool, where the user can view the modifications in the form of a log. Figure 18 , illustrates a sample change log from Versionista. However, some users may find this format hard to read and understand as the changes are not visible immediately. io 2017] offers a limited number of webpages which can be checked under the trial version. If a user wants to track more webpages than the given limit, then the user has to upgrade to the paid version. Majority of the systems use server-side change detection approaches, whereas a few systems use client-side change detection approaches. According to studies, most of the commercial systems available at present use server-side change detection due to the easy implementation in a central location, where users can call the functionality as a service via a web interface. There are a few tools such as "Visualping" [VisualPing.io 2013] and "Follow that Page" [Follow That Page 2008] , where they use a both serverside and client-side change detection approaches. However, tools such as "Distill" [Distill. io 2013] use client-side change detection via browser plugins.
It is evident that all the systems support fixed interval checks. This can cause issues because the user has no knowledge on how often a particular webpage will get changed and the user may fail to observe important updates by selecting arbitrary checking intervals. Hence, dynamic scheduling mechanisms should be addressed to enhance the efficiency of the change detection system.
Most systems support a wide range of fixed interval checks such as twice a day, daily, weekly and monthly. More frequent checks such as hourly checks, 3 hourly checks and 6 hourly checks are provided in the paid versions of many CDN systems. However, the browser plugin of Distill supports checks varying from every 5 seconds up to 29 days. Such high checking frequencies are possible as the Distill system runs on the client, where the client may have ample resources. However, server-based systems may not support such high checking frequencies as the server can get overloaded with the growing user base and the number of pages to be tracked.
When considering the notification methods, it can be seen that all the tools provide email alerts. Emails have become popular due to its simplicity, easy implementation and extensive use among the clients. A few systems provide browser plugin alerts and SMS alerts. However, with the development of mobile devices, certain services such as Watchete and Visualping have provided mobile applications that can be installed on smartphones. This has allowed the user to get updates and manage monitors via his/her smartphone. Some systems such as "ChangeDetect" [ChangeDetect.com 2002] and PageScreen provide free trials for users to try out their features for a limited time. After the trial period has passed the users must upgrade to continue to get the services. "Trackly" [Trackly.io 2016] is still in beta and all its plans are free. However, they plan on setting prices in the future. "ChangeMon" [ChangeMon.com 2015] is completely free and does not require the user to sign up for an account. 
Fixed interval checks

Email Browser plugin
SMS alerts
Google Alerts X X X -X X -X c Distill Web-Monitor X X -X X X X X a Visualping X X X X X X X -Follow That Page X X X X X X X -
This feature is available in the paid version only.
b
Only a number of limited webpages can be tracked with the free version. c SMS alerts provided by third party applications.
CONCLUSION
The history of CDN systems dates back to the 1990s, when they were introduced to automate the detection process of webpage changes and notify interested users. Since then, various CDN systems and techniques have been introduced to improve the efficiency of the CDN process.
This paper presented a survey on CDN systems for webpages and various related techniques. We have reviewed and compared different techniques in the literature involving various aspects of CDN systems. Among them, techniques used in web crawler scheduling, change detection and change frequency were identified as significant research areas, where many researches have been done. The most common change detection algorithms are based on difference calculation between tree structures of documents. The process of identifying the frequency of changes occurring in webpages plays a significant role in optimizing crawler schedules to retrieve updated content. Moreover, we have compared different change notification and change visualization techniques which are being used by CDN systems that are publicly available at present. Most of the systems show notifications on a web interface and use email notifications as their main method of notifying the user, whereas some systems provide the facility to get notifications via SMS alerts or browser plugin notifications. Additionally, a majority of applications use HTML differencing techniques for change visualization between two variants of a webpage, whereas some systems provide a visual separation among versions, which allows the user to identify the changes by observing the two versions.
Finally, we have compared different features of 12 popular CDN systems that are publicly available at present. According to the comparison results, it is evident that most of the systems support checks at fixed intervals, but not checks at random intervals. These systems can be improved by introducing intelligent crawling schedules to optimize the crawling process by crawling the webpages at their estimated change frequency.
Throughout this survey, we have identified three important directions of research. The first research direction focuses on improving the architecture of CDN systems, where computing resources and temporal resources can be utilized efficiently, while overcoming the limitations of traditional server-based and client-based architectures. The second research direction focuses on improving change detection algorithms to track webpage changes quickly with high accuracy. The final research direction focuses on identifying the change frequency of webpages and designing optimized crawler schedules, so that computing resources can be used efficiently by deploying crawlers when required.
