Abstract. In this paper we consider a model describing the motion of a class of micropolar fluids with shear-dependent viscosities in a smooth domain Ω ⊂ R 2 . Under the conditions that the external force and vortex viscosity µ r are small in a suitable sense, we proved the existence and uniqueness of regularized solutions for the problem by using the iterative method.
Introduction and main result
The objective of the present work is to study the existence and uniqueness of strong solutions of a system associated to the steady equations for the motion of incompressible micropolar fluids with shear dependent viscosities in a bounded domain Ω ⊂ R 2 having a smooth boundary. More precisely, we will study the following system
in Ω,
(u · ∇)w − µ 1 ∆w − µ 2 ∇ div w + µ r w = µ r rot u + g, in Ω,
together with the boundary conditions u| ∂Ω = 0, w| ∂Ω = 0, (1.2) where Du = 1 2 (∇u + ∇u T ), p ∈ (1, 2) . The vector-valued functions u = (u 1 , u 2 , u 3 ), w = (w 1 , w 2 , w 3 ) and the scalar function η denote respectively, the velocity, the angular velocity of rotation of particles and the pressure of the fluid. The vector-valued functions f and g denote u| ∂Ω = 0, w ∈ W 1,2 0 (Ω) and it satisfies the following integral identity for ∀ϕ ∈ V q (Ω) and ∀ψ ∈ C ∞ 0 (Ω) The validity of the reverse implication is obvious.In the sequel we shall refer to (u, w) or (u, η, w) as solution of system (1.1)-(1.2) without distinction.
Our aim is to prove the following theorems.
Theorem 1.3.
Assume that p ∈ (1, 2), q > 2,and let γ 0 = 1 − 2 q . Let Ω be a domain of class C 2 , and let be f ∈ L q (Ω), g ∈ L 2 (Ω). If f q ≤ δ 1 , g 2 ≤ δ 2 , µ r < δ 3 where δ 1 , δ 2 , δ 3 are positive constants small in a suitable sense (see 
The present work is organized as follows: in Section 2 we state preliminaries results that will be used later in the paper. Section 3 is dedicated to give the proof of Theorem 1.3. More precisely, in Section 3.1 we construct approximate solutions to the original nonlinear problem by iterate scheme, then derive the uniform estimate for such approximate solutions. The results are used in Section 3.2 to prove the convergence of the solutions. The existence and uniqueness results are proved in Section 3.3 and Section 3.4 respectively. Finally, in Section 4, we prove the regularity result (Theorem 1.4).
Preliminary lemmas
In this section, we recall the following useful results.
Lemma 2.1 ([22]
). For any q ≥ 1, there exists a constant c 1 such that
Hence the two quantities above are equivalent norms in V q (Ω).
where L q = L q /R.
Lemma 2.3 ([5]
). For any given real numbers ξ, η ≥ 0 and 1 < p < 2 the following inequality holds true:
Lemma 2.4 ([8]). For an arbitrary tensor D, define S(D
Then there exist a constant C such that, for any pair of tensors D 1 and D 2 ,
3 The proof of Theorem 1.3
As already stated, in order to prove Theorem 1.3 we use the method of successive approximations.
Approximating linear problems
We construct approximate solutions, inductively, as follows:
(i) first define u −1 = w −1 = 0, and (ii) assuming that (u m−1 , w m−1 ) was defined for m ≥ 1, let u m , w m be the unique solution to
the following boundary problems:
The following result holds true.
Proposition 3.1. Assume that p ∈ (1, 2), q > 2 and let γ 0 = 1 − 2 q . Let Ω be a domain of class C 2 , and let be f ∈ L q (Ω), g ∈ L 2 (Ω). Then, for any m ∈ N there exists a weak solution (u m , η m , w m ) of problem (3.1) such that
Moreover, if f and g satisfy the assumptioñ
where µ r is properly small satisfying (3.13), then
Proof. Setting I m = u m C 1,γ 0 + η m C 0,γ 0 + w m 2,2 . Let be m = 0, first of all, we consider the following boundary-value problem
where g ∈ L 2 (Ω). According to the theory of elliptic equation, we can find a solution w 0 ∈ W 2,2 (Ω) and get
Then we consider the following boundary-value problem
where f ∈ L 2 (Ω). We can find a solution (u 0 , η 0 ) ∈ C 1,γ 0 (Ω) × C 0,γ 0 (Ω) (see [6, Theorem 3.2] ) and (3.6) where c > 1. By writing the definition of weak solution of (3.5) 1 with the test function ϕ replaced by u 0 we get
By Lemma 2.1 and the Hölder inequality, we have
which obviously implies u 0 1,2 ≤ c 2 1 f q . So we can get from (3.4) and (3.6) that
is a solution of (3.1). Firstly, we consider the following boundary-value problem
where g ∈ L 2 (Ω). Since the assumption implies that
According to the theory of elliptic equation, we can find a solution w m+1 ∈ W 2,2 (Ω) and
Secondly, we consider the boundary-value problem
where f ∈ L q (Ω). Since the assumption implies that (3.10) where the exponent r is a real number greater than 2. By writing the definition of weak solution of (3.9) 1 with the test function ϕ replaced by u m+1 we get
Since 1 < p < 2, by Lemma 2.1 and the Hölder inequality, there follows
which implies
Combining (3.8), (3.10) and (3.11), we obtain
(3.12)
We shall prove the boundedness of the sequence {I m } by a fixed point argument. Setting, for any t ≥ 0
We look for a root of ψ(t). Let us observe that if 0 ≤ t ≤ 1, then
we note that if
then the function h(t) has two positive roots s 1 < s 2 , if and only if the discriminant ∆ > 0, namely
, and we have that
Since c > 1 and consequently 2[c(1
If we suppose that I m ≤ t 1 , by inequality (3.12) and the fact that ψ(t 1 ) = 0 we obtain
which proves our claim. Therefore
Convergence of approximate solutions
For any j ∈ N, set P j+1
Taking m = j and j + 1, respectively, in the weak formula of (3.1) 1 , then subtracting one from the other, we can get for ∀ϕ ∈ C ∞ 0 (Ω)
Next, by subtracting Ω (1 + |Du j |) p−2 Du j Dϕdx from both sides of the above equality, we could obtain
(3.14)
This identity, by a continuity argument, still holds with ϕ ∈ V(Ω), in which case the last term of (3.14) vanishes. Here, we recall that u j−1 = w j−1 = 0 for j = 0 and then
Similarly, by taking m = j and j + 1, respectively, in the weak formula of (3.1) 3 , then subtracting one from the other, we can get for ∀ψ ∈ H 1 0 (Ω) Proof. First, let us verify that the following estimates hold:
(a)
By the above arguments, setting j = 0 and testing with P 1 in (3.14), we get
by using the Hölder inequality, Lemma 2.3 and Lemma 2.1 we get
Nextly, setting j = 0 and testing with R 1 in (3.15), we get
by the Hölder inequality and Lemma 2.1 we get
and Combining (3.18) (3.19) and by using estimate (3.3), we obtain
We arrive at (a).
Let us pass to estimate (b). Assume that the hypothesis in (b) holds. As for (a), by setting j ≥ 1 and ϕ = P j+1 ∈ V(Ω) in (3.14), we get
Since p < 2, we get
then the Hölder inequality , Lemma 2.3 and Lemma 2.1 yield that
(3.20)
Then setting j ≥ 1 and testing with R j+1 in (3.15), we get
by using the Hölder inequality and Lemma 2.1 we get
and
Combining (3.20) and (3.21) and appealing to (3.3), we get
which gives (3.17) via the hypothesis in (b). Therefore, by induction, (3.17) holds for any given j ∈ N.
By the assumption (3.16), the series ∑ j ( DP j 2 + R j 1,2 ) converges. Since ∑ j DP j 2 and ∑ j R j 1,2 are positive series, both ∑ j DP j 2 and ∑ j R j 1,2 converge. Therefore, by the completeness of W 1,2 (Ω) there follows the convergence of the series ∑ j P j (x) and ∑ j R j (x) in the norm · 1,2 to a function P(x) ∈ W 1,2 (Ω) and R(x) ∈ W 1,2 (Ω) respectively. By (3.14) the following identity holds in the distributional sense
In order to get estimates on the L 2 -norm of Q j+1 , by Lemma 2.2 it is sufficient to estimate the W −1,2 -norm of the right-hand side of the previous equations. The first term can be estimated as follows
For the second one, we have
Finally, using Lemma 2.1
Combining all these above and taking into account estimates (3.17) and (3.3), straightforward calculations lead to
Hence, using again the bound (3.16), we can state that there exists a function Q(x) ∈ L 2 (Ω) to which the series ∑ j Q j (x) converges in the L 2 -norm.
Existence results
Set f q ≤ δ 1 , g 2 ≤ δ 2 , µ r < δ 3 , where δ 1 , δ 2 , δ 3 are small enough to meet the requirements of Proposition 3.1 and Proposition 3.2, where δ 3 = min{
}. Since the sequences {u m }, {η m }, {w m } constructed in Proposition 3.1 satisfy the following relations
and R(x) as in Proposition 3.2, the sequences {u m (x)}, {η m (x)} and {w m (x)} converge to the functions u(x), η(x) and w(x) respectively in the W 1,2 , L 2 and W 1,2 −norms. On the other hand, recalling Proposition 3.1, by Arzelà-Ascoli theorem, there exists a subsequence {u k m } converging in C 1,γ (Ω), hence in W 1,2 (Ω), to a functionũ. Since all the sequence {u m } converges to u in W 1,2 (Ω), then u =ũ. In the same way one can prove that η ∈ C 0,γ (Ω) and w ∈ W 2,2 (Ω). Since ∇ · u k m = 0, u k m | ∂Ω = 0 and w k m | ∂Ω = 0, for any m ∈ N, it follows that ∇ · u = 0, u| ∂Ω = 0 and w| ∂Ω = 0.
Let us prove that
Firstly, by using the Hölder inequality we get
and such quantities tend to zero as m goes to infinity, thanks to the W 1,2 convergence of u m , w m , the L 2 convergence of η m and the boundedness of the norms Du 2 , Dϕ ∞ , Dϕ 2 , ∇u m−1 2 , ϕ ∞ , u 2 , ϕ 2 . Observing that the right-hand side of (3.22) is equal to Ω f ϕdx, we have that
Similarly as above, we get
for any ψ ∈ C ∞ 0 (Ω). By Definition 1.1 and Remark 1.2, we know (u, η, w) is a solution of problem (1.1)-(1.2).
Finally, passing to the limit in the following estimate and by the lower semi-continuity of the norms, we get
Uniqueness results
Assume that (u 1 , w 1 ) and (u 2 , w 2 ) are two solutions of problem (1.1)-(1.2). Letū = u 1 − u 2 ,w = w 1 − w 2 . Using Definition 1.1, we bring (u 1 , w 1 ), (u 2 , w 2 ) into (1.3) and subtract one from the other, then test with ϕ =ū = u 1 − u 2 ∈ V q (Ω), we get
Using the Hölder inequality, we can write
Hence, recalling Lemma 2.4, we obtain
Using Hölder's and Sobolev's inequality, we have
So we get
Inserting (u 1 , w 1 ), (u 2 , w 2 ) into (1.4) and subtract one from the other, then test with
and 
So if 2c 0 f q + 2c 0 g 2 + µ r is sufficiently small, the uniqueness follows. Observing that the right-hand side of the previous identity belongs to L 2 (Ω), we obtain that ∇η ∈ L 2 (Ω).
