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Prefácio 
Desenvolver teorias para o grande vo lume de dados biológicos disponível na área de 
Biologia l\lolecular consti~ui-se num dos problemas mais desafiadores existen~es atu-
almente. Laboratórios com tecnologia cada vez mais sofisticada fornecem detalhes 
precisos das estruturas moleculares estudadas. Assim. a área de Biologia Computa-
ciOnal tem por objetivo o estudo e aplicação de técnicas e ferramentas compu~a.cionais 
aos problema~ de Biologia .Molecular. Dentre os problemas pcsquisados encontra-se 
o de evoluç~o molecular. onde sào estudados métodos de comparar genomas de orga-
nismos de f><;péc íes dtstintas. bac;eados em pro,·á,·eis eYentos que levaram a mutações. 
Estes métodos geram medidas de distância. Uma técnica de computar distância é 
c·om pard r bloíOs. formados por um ou mais genes, de gcnomas de dois organismos. 
E~1.a 1cs(-" -.,itna-sc na ~rC'n dr R earr anjo d e G en0111as. qtw \"Ísa resohe1 um pro-
blema co111bmatorial de encontrar uma série mínima dr <''·ento~ de reatt anjo que 
transforma um genoma em outro. De forma genérica. est..udos de e\·oluçào ba.s<'ados 
em rearranjo~ de genomas levam ao p roblema da d is t ância de rearranjo. que é 
computar o m'tmero mín imo c encontrai a mcnor seqüência <.le eventos de rearranjo 
uecessários para transformar um genom<'l em outro. 
Especificamente. nesta tese estudamos do1s e\·entos de rC'arranjo. re1•ersào c trans-
po.<nção. os problemas de distància relacionados a eles e os diâmetros (maJOr distitncia 
entre dois cromossomos quaisquer) para os problemas de distância investigados. Ini-
cialmenLe, apresentamos de forma cuidadosa uma equivalência entre os problemas 
d<" distância de reversão de cromossomos com sinais lineares e circulares, que im-
plica imediatamente num algoritmo polinomial para o problema da disLância de re-
,·ersào de cromossomos circulares com sinais, baseado num algoritmo polinomial para 
o problema equivalen~e de cromossomos lineares. Mostramos também o diàmet ro de 
reversão (a maior distância de reversão entre quaisquer dois cromossomos) de cro-
mossomos lineares e circulares. A prova do diâmetro linear foi baseada no cálculo de 
disLâncias de rPversão en~re determinadas permutações c a permutação identidade. 
Em seguida apresentamos um algoritmo de aproximação e um algoritmo exato para 
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o problema da distância de transposição de cromossomos lineares sem sinais, basea-
dos numa estrutura denominada diagrama de pontos-de-quebra. Embora este algo-
ritmo tenha uma razão teórica elevada (2. 25), quando comparado ao melhor algoritmo 
conhecido ( L5), mostrou urna razão bem melhor nos experimentos realizados, sug-
erindo que ele possa ser útil na prática. Mostramos também um limite inferior para o 
diâmetro de transposição (a maior distância de transposição entre quaisquer dois cro-
mossomos) de cromossomos lineares. Esta prova foi baseada no cálculo da distância 
de transposição entre urna permutação e sua inversa. 
Finalmente, apresentamos algoritmos de aproximação para o problema da distância 
de reversão e transposiçào de cromossomos lineares, sem e com sina.is, que embora 
simples, levaram a um resultado bastante mais complexo, que foi o de estabelecer 
um limite inferior para o diâmetro de reversão e transposição. Esta prova utilizou o 
cálculo da distância de reversão e transposiçã.o entre uma part icular permutação e a 
permutação identidade, cuja prova, por sua vez, foi baseada na análise de todas as 
possibiUdades de aplicar reversões e transposições (operações) na permutação inicial , 
nos doís primeiros passos, em qualquer seqüência de operações que transforma a 
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Pesquisas em Biologia Molecu lar estão basicamente voltadas para o entendimento 
da estrut uré1 e função de proteínas e ácidos nucleicos. Existem dois t ipos de ácidos 
nucleico~ em organismos vivo . o RN A - ácido ri bonucleico e o DN A - ácido desoxir-
ri bonucleico. 
O DN A c~· uma molécula rnuito grande (macromolécula) formad<~ por uma carleia 
dupla dé moléculas menores . Cada uma Jestas c<~deias (chamadas de fitas ) con:,iste 
df' uma espmha clorc;al com r'<:pPtrções dac; mesma~ nnidadcs básicas. (·ma unida de 
básica é composta por açúcar (desoxirr rbose) . fosfato P por uma d<~s qnauo bases: 
adPnina (. \), guanina (G). tifosiua (C) c timina (T ). As duas fitas do DNA. qu<" 
formam uma estrutura helícoiddl. encontram-se ligadas po1 causa do pareamcnlo da 
base A. com a base T, e da C com a G (Figura J .1 ). Os pares de bases ( pb) fornecem 
nrua unidade de comprimento para. o DNA . 
. \ est rutura química das ligações das bases impõe para cada urna das fitac: uma ori-
entação. que é ind icada denominando-se as ext remída.des de cada fita por 5' e :3' . As 
duas fitas são orientadas de forma. contrária. de modo que a extremidade .s' de uma 
corresponde à extremidade 3' da outra (Figura 1.2). 
Denota.-::;e o DN A por uma seqüência de letras, onde cada let ra representa uma base . 
. \ cadeia dupla é representada colocando uma fita acima da outra (Figura 1.2). 
Cada célula do organismo tem poucas cadeias de moléculas de D:.IA bastante longas. 
E~t.as moléculas podem ser lineares (quando as extremidades das fitas são livres) ou 
circulares (quando as duas extremidades encontram-se ligadas). Exjstem certos vírus 
constituído-. apenas por DI\ A circular [27] (Figura 1.3). 




figura 1.1: O esquema das ligações das bases e a estrutura espacial do DNA. (a) O 
parearnento das bases liga as duas fitas do D~A . (b) As duas fitas form am uma dupla 
hélice. 
5, TACTGAA 3' 
3' ATGACTT 5 , 
figura 1.2: O Dl\ A pode ser representado por uma seqí.iência. ele letras .. onde cada 
letra representa uma base. A orienLaçào de cada fita é indicada por 5' e 3' , e as duas 
fitas são orientadas de forma contrária. Obser ve ainda o parea.mento da.s bases. 
(a) <..\>) 
Figura. 1.:3: Exemplos das estruturas do DNA . (a) DNA represent ado corno molécula 
linear. (b) DNA formando círculo. 
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Figura 1 ..!: Esta figura mostra uma \·isào esquemática dos genes dentro dos cromos-
somos c doe; cromossomos denLro do genoma. 
formações necessárias para construir cada. proteína ou Rl\ A encontrado no organismo. 
garantindo assim a sobreúvência do indivíduo e a perpetuação da espécie. 
Cada uma das moléculas de DXA é chamada de um cromossomo. lm falo impor-
tante sobre um cromossomo é que a cada tipo d iferente de proteína num organ1smo 
usualmen1 <" wrresponde um e a.penas um trecho contíguo ao longo do cromossomo, 
r:h<~mado dr gen e. Comprimentos ele genes ,·ariam. mas no caso de seres humanos. 
um gene tem aproximadamente 10.000 pb. Ct>rtos mecanismos celu lares são capazes 
ele recon1JCC<'r no Di': A os pontos precisos onde um gene começa e onde> termina. 
Dt'nomina-"it> dP g e n o tna a um conjunto completo de CJOmossomos dentro cif' uma 
célula. A Figura 1.4 mosr,r(l o esquf'ma dos gcn<;>s dcn110 dos cromossomos e dos 
CJ omossomoo; dentro do genoma O ntímcro df' cromossomos num g('nornl'l ~ ranlc-
terbtico da espécie. Por exemplo. cada célula humana tem 46 cromossomos. sendo 
quf' o r.amanho do genoma é de aproximadamente :3 x 109 pb. enquanto a da bactéria 
/:..' ... chcnclnn roli tem apenas um cromossomo. sendo o tamanho cio genorna G x 106 
pb. 
:'\ Ciência Moderna mostrou () ll e todas as especJes de organismos v1vos nn Terra 
passaram por um lento processo de transformação atrt~.vés do tempo. ou seJa. so-
frc•ram evolução. Portanto. uma área bastante interessante em Biologia é modelar 
processos evolucioná rios das espécies existentes atualmente. Isto é feito normalmente 
construindo-se árvores, chamadas de á r v ores filogen éticas, cujas folhas representam 
C'Spécies atuais e cujos nós internos representam ancestrais hipotéticos. Uma carac-
terística importante destas árvores é a distância entre pares de nós , que fornece uma 
estimativa da distância evolucionária entre estes nós. Usar seqüências homólogas 
de genes para inferir distância evolucionária cont.inua a ter grande interesse para 
os pesquisadores de Biologia Molecular1 uma vez que proteínas e ácidos nucleicos 
t.a.mbém evoluem. Assim. novas técnicas de medir distâncias continuam a ser iuvesti-
gadas nesta área, visando a reconstruçâo das árvores filogenéticas. 
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Por outro lado, desenvolver teorias para o grande volume de dados disponível hoje 
na área de Biologia Molecular é um dos problemas mais desafiadores existentes atu-
almente. Laboratórios com tecnologia cada vez mais sofis~icada fornecem detalhes 
precisos das estruturas moleculares estudadas. Esses dados necessitam de técnicas 
eficientes de manipulação. para que possam ser ulilizados de forma mais efetiva pelos 
biólogos. 
!\est.e contexto, surge uma nova área. em Ciência da Computação. Biolog ia Mole-
cular C omputacional pode ser definida como a. área que tem por objetivo o estudo 
P apllcaçào de técnicas e ferramentas computacionais aos problemas de Biologia Mo-
lecular. Esta área vem moc:trando notável crescimento nos úl timos anos [28. 41]. 
Em Biologia ~lolecular Computacional. dentre os problemas pesquisados. encontra-
"e o de evolução molecular. Mais especificamente. estudam-se métodos para com-
pnrar genoma.s de organismos de espécies distintas. baseados em pro,·á..,·eis eventos 
quP IP\·aram a mutações. Estes métodos geram medidas de distânc1a, que podem 
::.er empregadas para reconstrução de án·ores filogenéticas, ou ainda para verificar 
o relacio11amenLo fu ncionaJ entre dois organjsmos. Assi m , neste trabalho, de forma 
genérica. \·isamos estudar formas de computar distância entre genomas de organismos 
de> e~pécie~ difere11tes. 
[m Biolog1a :\lol<'cular Computacional. para computar distánc1a entrP genomas. 
1 rctdicionalmente llllllza-<.e a técn1ca de a linham e n t o d e seq üências. De forma 
~c-neric;:, . alinhar duas seqüências f. encontrai uma correspondência entre ha~es si-
milnres. Para o alinhnmC'nto sã.o utilizadas mutações puntuais nos gC'11es tais como 
st lhsLit. uiçõe:::.. len tot,;õcs c inserções de bases. A distância é computada, associando 
cuc; tos a estas opf'raçõ0s. e procurando prla composição menos cara dentre as que 
tr("tnsforn1am uma seqüêncta na outra. 
Entretanto. exm.cm organismos (como os\ írus da herpes) para os quais o alinhamento 
de> :.eqüénctas produz uma similaridade tão ruim que não fornece nenhuma evidência 
não ambígua de que tenham tido uma origem evolucionária comum. Como resultado, 
os métodos clássicos de comparação de seqüéncias nã.o sâ.o muíto úteis para genoma.s 
com similaridade ruim. e utilizá-los pode levar até mesmo a contradições, pois genes 
diferentes podem originar árvores evolucionárias dife rentes . 
F:m vista disso, os pesquisadores tenLaram encontrar urna maneira diferente para 
computar distância. comparando porções maiores dos genornas. em lugar de comparar 
bases. Esta alternativa foi baseada em inúmeros trabalhos realizados em Biologia 
~1olecular . destacando-se os trabalhos pioneiros de Nadeau e Taylor (31] e de Palmer e 
Herbon [32]. que de cobriram genoma.s de duas espécies. quase idênticos em seqüências 
de genes, mas muito diferentes na ordem destes genes (F igura 1..5). Estes trabalhos 
--~- ----~ ~ -----;~ 
1 5 4 3 2 
__ __,.. -----;,..... - -----;,.. ~ 






Figura 1.5: Os genomas de dua.s espécies de plantas. onde cada número denota um 
bloco de um ou mais genes. e as setas 1ndicam as orientações relativas do~ blocos de 
uma espéc1e em relação à outra. 
provaram <'~<" forma convincente que rearranjo em porções grandes dos gcnomas é urn 
modo comum de evolução molecular. 
Todo o estudo realizado em rearranjo de genomas 'isa rcsoh·er um quebta-cabeça 
combmatonal para encontrar uma série mínima de rearranjos. ocorridos em porções 
grandes do genoma. que transforma um genoma no outro Asc:.1m. em B1ologir. i\ lolecu-
lar C'omputncion<1 l. estudos de evolução b;.lsel'\,dos em reananjos levam ao problema 
de distância de rearranjo. <]Ue. de fo1ma gcnénca. é c-ompntar o núrncro mínimo 
<' encontrar a menor ~cqüf.uc1a de eYenloc; de rearranjo neccssános para transformar 
um genoma em outro. 
A raú10 para cucontrar urn" serie mín ima d<' eventos de n'arranjo é just ificada pela 
hipótese da l'ar::nmôma, na qual assume-se que a Natureza sempre encont ra caminhos 
que ueces~ilam de um mínimo de mudanças. e portanto. se desejarmos mvestiga1 
como um organismo de uma espécie pode ter sido transformado num organismo de 
outta espécie (ou vice-Yersa). devemos tentar encontrar uma série mínima de e,·entos 
ele rearranjo que possivelmente tenham reahzado esta transformação. 
lT m enfoque computaciona l baseado em comparação da ordem de gene~ e m ,·ez ela 
comparação tradicional das bases dos genes foi íntroduz1do pioneiramente por Sankoff 
[:35. 37. 36, 38] . Kececioglu e Sankoff [25]. e PeYzner e Waterman (34} fazem uma 
reYisâo de problemas combinatoríais motivados por rearranJO de genomas. 
Existem duas técnicas em Biologia Molecular para obter dados sobre a ordem dos 
genes num genoma: mapeam ento físico e seqüen ciamento. Yla.peamento físico 
fornece a ordem e a d1stância. relativa dos genes. Seqüenciamento, além da ordem. 
fornece as orientações relat.ivas dos genes. O seqüenciamento de genomas inteiros 
está se tornando cada vez rnats comum, estando hoje disponíveis cerca de 25 geno-
1.1. Modelos computacionais 6 
mas completos de microorganismos, além de inúmeros genomas completos de vírus e 
organelas. No Brasil há. dois projetos em andamento para seqüenciar totalmente geno-
mas de bactérias. Contudo, para genomas muito grandes como os de plantas. ainda. 
grande parte elos dados expenmentais baseia-se em mapeamento físico, e portanto 
não contem as orientações dos genes. :\otamos ainda que a disponibilidade destes 
dados gera novos problemas de comparação de genomas em diferenLes áreas. como 
em DNA mitocondrial de plantas [32], DN A mitocondrial de animais [38], virologia 
[ 1 íL ou genética de Drosophila [4:3]. 
.\la Seção 1.1 serão apresentados modelos cornpuLaciouais que formalizam determina-
dos eventos de rearranjo. Na Seção 1.2 apontamos possíveis direções de pesquisa. na 
área de Rearranjo de Gcnomas. e fazemos comentários específicos em cada um dos 
problemas relacionados. Fmalmente. na Seção 1.3 apresentamos os objet.ivos desta 
te e. 
1.1 Modelos con1putacionais 
['\firninaremos agora modelos para formalizar determinados f'\'f'ntos de r<"arranjo de 
gf'nomas. Os eYentos <1t1e serão modelados siio: reversão. que lem o 0feito de in· 
'C'J t ~r a ordem e a orientação dos genes na porçao do geooma que ~ofreu a mutação. 
transposição. qtte mon• uma porção de urna região para outra detti ro do genoma. 
transversão. qu(' rnO\'C' os blocos de genes de um local para outro dentro do genoma, 
mas re,·erte a ordem e a onentação dos genes, e translocação. que troca porções 
f'ltlre dois cromossomos diferentes dentro do gcnowa (Figura. l.6) . ~a fi gura. CC:Lda 
mím<"ro denota um bloco do cromossomo contendo um ou mais genes. f> a t-eta. denota 
o f<~ to de que e5tes blocos têm uma orienLaçà.o conhecida. O sPnt ido da set<~ está 
associado à.s oncntações relativas do" blocos de genes de uma espécte em relação à 
ouua. Dois blocos de genes em genomas diferentes têm o mesmo número se cont.êm 
exatamente os mesmos genes. 
Inicialmente, vamos modelar um cromossomo linear que, conforme visto na seção 
<Interior, é uma molécula. de DN A cujas pontas estão soltas. 
Um cromossomo linear, possuindo n blocos de genes . será modelado por uma per-
mutação r. = ( 7r 17r 2 ... 1rn), sendo cada 'ir,, 1 < i ~ n . um bloco de genes. e todos eles 
disrintos entre si. Se as orientações relativas dos blocos de genes não sào conhecidas, 
cada 'ir , é um número inteiro sem sinais (Figura l.í (a)). Se estas orieot.ações relati,·as 
são conhecidas, o cromossomo é modelado po1 uma permutação com sinais, idêntica 
ao caso anterior, exceto que cada 7it possui um sinal + ou - , indicando a orientação 
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(a) ...... ._ .._ ~ 




2 3 4 5 
(b) 4 3 2 7 8 5 6 9 
I t 
4 5 6 3 2 7 8 9 
~) 4 3 2 7 8 5 6 9 
L___j 
2 3 4 7 8 5 6 9 
{d) 
c = ( lj 3 9 ) c = 10 2jll 12 13 ) 
1 - - 2 
C = ( I 11 12 13 ) C = ( 10 2 3 9 ) 
I 2 
r1gurn 1.6: Exemplos doe; e,·entos de rearrnnjo que serão modelados. (a) Reve1'sâo 
Jn\·erte a ordem e a. 01 ientaçà.o dos blocos de genes do cromossomo indicados peJo 
traço. ( b) T1 ansposiçào mo\ c os blocos de genes do cromossomo indicados pelo traço 
para o local indicado pela seta. (c) Transvcr.~ào move os blocos de genes do cromos-
somo indicados pelo traço para. o local indicado pela seta, mas invertendo a ordem 
e orientação dos blocos de genes. ( d) Translocaçào troca os blocos de genes dos dois 
cromossomos indicados pela barra horizontal e pelo traço. 
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(a) 
(7 1 2 4 5 3 6 8} cloroplasto de Lobelia fervens 
(b) 
(-4 -6 +1 +7 - 2 -3 +5 +8} cromossomo X humano 
(c) 
( (1 3 9) (7 8 4 5 6 ) (10 2 11 12 13) ) 
outros genomas equi valentes: 
(7 8 4 5 6 ) (1 3 9 ) (10 2 11 12 13) 
(10 2 11 1 2 1 3 ) (7 8 4 5 6) (1 3 9) 
Figura 1. i: Exemplos de representação de cromossomos c genomas. cons iderando 
;q)('nas DI\ A lineat. (a) O cromossomo linear sem sinais. ( b) O cromossomo linear 
com !3Íuais. (c) Como o genoma é um conjunto de cromossomos, não há uma ordem 
entre este~ cromossomos. 
do bloco ( ftgura l.í ( b )) . Obsen·amos amda que o sinal ··+ ,. representa a set.a para 
a dii(~Ítcl da F'tgura 1.6 (a) . e o sinal .. _ .. denota a !lf'lct. para a esquerda. 
O genoma. tamh~rn ,·isto nr~ seção anterior. é um conj unlo de· cromossomos e sera 
rPpr(•sentado por um conJunto de permutações (Figurr~ J.i' (c)) . 
l:::s1 Ps dtferent<"s evcut.os de rearranjo le\·arn a diversos problemas combinatoriais . cuja 
c01n plf'xidadc ern alguns casos ainda n~o é conhecidn. A preseniare mos oito modelos: 
d~:fl l ânrl.(l df 1'(1'ersâo. rl?stância de fran.-:.posiçào, d?sfâncta de t.rn.n.r::1,ersào, dú:tâncw 
dr ll'f111 Siocaçao. rhslância dt· reversão r lmnsposiçiio, dt .~lánc'/0 de 1·evrT.<:âo . tran.-:-
posiçào t: Ira ns11ersâo, distância dt reve1·sào e tra.nslocaçào c d1slàncw de lmrzsposiçâo 
f I ta n.slocação. 
De forma genérica. os formalismos modelam event-os de rearranjo ocorrendo interna-
mente a um LÍnico cromossomo ( reversões, t.ransposições e t.ransversões) e ocorrendo 
entre diferentes cromossomos (translocaçõe~). Em cada uma das seções a seguir . ini-
cialmente caract.erizaremos cada evento de rearranjo e em seguida <>nuncJa:remos o 
problema n:·lacionado a cada um destes eventos. 
1.1 .1 Distância de reversao 
Rearranjos em DNA mitocondrial, de cloroplasto, viral e bacLerial sà.o basicamente 
constituídos pot reversões [18j . A formulação cornbinatorial do problema de d istância 
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de reversão é descrita em segtuda . 
. Já sabemos que uma reversão é um evento de rearranjo de genomas que transforma 
um cromossomo em outro, ''invertendo" a seqüência d(' blocos de genes de um deter-
roi nado trecho do cromossomo. 
Definimos uma reversão r do inten·alo [t.;]. denotado por r(~,j), at.uando numa 
permutação linear com sinais r.= {1r1 ..• 1f,_ 1 r.,~o,+l .. . iíJ-17rjiõJ+1 ... r.11 ) por 
o11de T.1,. indica a inversão do sinal de 1fk (Figura 1.8 (a)). 
O problema da distância de re\·ersào de cromossomos lineares. com orientações co-
nhecidas. é formalizado corno -;e segue. Dadas duas permutações lineares com sinais 
r. e 0', modelando dois cromossomos lineares com orient.ações relativas conhecidas, o 
problema da distância de reversão de 1r e O' é encontrar urna série de reversões 
r 1.r2 •• ••• rl. tais que r 11 · rQ-t · .. . · r2 ·1' 1 ·;r= O' e(! e mÍJlJmo. Chamamos g de 
distância de reversão de r. e 0'. denotada por dr(í.. a). 
Quando nào temos informações sobre a orientação dos bloros de genes. isto é. a 
permut.flçào r. nào contém sinais. a rev<'rs~o r· invertcril apPnas a orclcm dos blocos 
df' gene-: (f iguta l.S (b)). 
Podemo" '>upor que cr é t1 JWI mutação identidade 1 = (+I + 2 ... + n }. l' cou~idenu 
o problema t' qui,·alentP dP lranc:formar :-r Pm 1. O problema de ordenar ií por 
reversões f. Pncontrar t1 distância de re\ersâ.o. d,.( r:. L). 
Para permutaçóes sem sin ais. o enunciado do problema é inteiramente análogo, apenas 
lembrando qtte as reversões in\'(>ttem apenas a ordem ele r. , ... ;r.l . 
1.1.2 Distância de transposição 
Análises dos genomas do vírus Epstein-Barr EBV e do vírus sjmples da Herpes HSV-
1 revelaram que a evoluçà.o destes vírus envolvia um certo número de reversões e 
transposições de partes grandes dos genomas [4] . A formulação combinatorial para o 
problema de distância de transposição é descrita a seguir. 
Uma. trnnspot:~içâo é um evento de rearranjo de genomas que transform a um cromos-
somo em outro. '(cortando,, uma certa porção do cromossomo e "colando~' esta porção 
em um outro local no mesmo cromossomo. 
Formalmente, uma transpos1çào t(i,j. k) é definida por três mteiros z,j e k tais que 
1 ::; , < j ::; n + 1, 1 ::; k $ n + l. t> k rf. [1.jj, da seguinte forma. Ela '·corta" a 
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(a) 
(b) 
7t=( + l -5 +4 -3 +2) 
I 
1t = r(5,5) . 1!= (+ 1 -5 +4 -3 -2) 
2 I 
1t = r(3,3) . rc = (+I -5 -4 -3 -2) 
3 2 
1t = r(2,5) _ 7!=(+ 1 +2 +3 +4 +5) = l 
7t=(712 4 5368) 
I 
7t= r(2,7) . 7t = (7 6 3 54 2 8) 
2 I 
n = r( I , 7) . n: = ( I 2 4 5 3 6 7 8 ) 
3 2 
1t = r(3.5). 
4 
n = r(4,5) . 
7t = ( I 
3 




F1gur<l. 1.8: Exemplos de reversão atuando em permutação linear. O trecho sublin hado 
indica os elementos afetados pela reversão. (a) Reversão atuando em permutação com 
sinais. (b) Reversão atuando em permutação sem sinais. 
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7t = (8 5 
T 
1 
4 3 2 7 6 ) 
• 
1t = t ( 1.3.8) . 1t = ( I 4 3 2 7 8 5 6 ) 
~ 
2 I 
1t = t (3,7.9) . 1t = ( I 4 5 6 3 2 7 8) 
I ~ 
3 2 
n: =t (2,5.7). 1t =( I 3 2 4 56 7 8) 
L...._j 
4 3 
7t =t (2,3,4) .n: =( 12 3 4 5678)=\. 
11 
Figura 1.9: Exemplo de transpos1ção atuando em permul.ação linear. Conhecer as 
orientações dos blocos de genes não al tera a transposição. pois este evento envolve 
apenas mudanças de local no cromossomo. 
porção entre a.s posições 7 c j - 1, incluindo os extremos, e "col a.'' estes clcrrwntos 
ex<\tamente antes da posição k. Portanto. podemos escrc\·er 
'>~I < j <h·. C 
~<' k < 1 < j. Obsene que t( i.j, ~·) = l(j. k, z) quando i< j < k (Figura 1.9). 
O problema da dist ância de t ransposição de dois cromossomos lineares é formalizado 
como se segue. Dadas duas permutações r. e a, modelando dois cromossomos, o 
problema da distância de transposição de r. e a é encontrar uma série de Lrans-
po~i ções 11 , t 2 ... . , t6 t.a.is que ls · ts- 1 · . . . · t2 · t1 · rr = a e 8 é mínimo. Chamamos 8 
de distância de transposição de n e a, denotado por dt( 1!'. a). 
Tovamenl e, c;upondo que u seja a permutação identidade t = ( 1 2 . .. n ), o 
problema de ordenar 1l' por transposições é encontrar a distância de transposição, 
dt(í..t). 
Observamos que no caso de transposições, o conhecimento das orientações dos blocos 
de genes não altera as definições anteriores, pojs este evento de rearranjo envolve 
apenas mudanças de locais, não afetando portanto as orientações dos blocos de genes. 
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1.1.3 Distância de transversão 
Podemos conceber também um evento que ''corta" certos blocos de genes do cro-
mossomo e "cola" estes blocos de genes em um outro loca.! no mesmo cromossomo, 
mas com a ordem e as orientações dos genes invertidas. Chamaremos este evento de 
transversão. 
Definimos uma tra.nsversão t(i,j, k) por três inteiros i,j e k tais que 1 Si< J S n+l, 
1 ~ k S n + l , e k rf. [í~j], da seguinte forma. Ela ''corta" a porção entre as posições i 
e J - 1. incluindo os extremos, e "cola'' estes elementos exatament.e antes da posição 
/.: . invertendo a. ordem e a orientação dos genes. Portanto, podemos escrever 
se 1 < J < k . onde 7ft indica a inversão do sinal de 1r1, e 
':>C Á'< Z < j. 
O problema ela clistãncia de transversà.o ele dois cromossorr1os lineares é forma lizado 
como c;e segue. Dadas duas permutações rr e(]"~ rnodelanclo dois cromossomos: o pro-
blema da distância de transversão de" e a é encont rar uma série de transversões 
7,. I2 .. .. , t7 tais que I-; ·ls_ 1 · • •• • I2 ·I,· 7: = a e 5 é m ínimo. Chamamos 5 de distância 
de tran sversão de iT e (]" 1 denotado por dt(r.,(J") . 
.\o\'amente, assumindo que (]" seja. a. per.rnut.açào identidade " = ( 1 2 . .. n ), o 
problema de ordenar 7f por transversões é encontrar a distância de transversào, 
dr( ii, l) . 
Para permutações sem sinais, o enunciado do problema é inteiramente aná..logo, apenas 
lembrando que as reversões apenas invertem a ordem de Jri . .. r.3 _ 1 . 
1.1.4 Distância de translocação 
Tra.nslocaçôes podem ocorrer na formação dos cromossomos sexuais de um indivíduo 
ela espécie humana. podendo resultar em indivíduos normais ou não [39]. A for-
mulaçã.o combinatorial para o problema de rearranjo por tra.nslocaçôes é apresentada 
em seguida. 
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I1 =( 1t = ( 1139) 1t = (784 5 6) 
I - 2 
f= ( y = ( l 23456) Y=(789) 
I 2 
1t =( 10 21 11 12 13)) 
3 
y =( 10 11 12 13) ) 
3 
rt =Tr(7t, n ,2,3) · n =((I 111 12 13)(7 8 4 5 6)(10 12 3 9)) 
I 3 - -
2 I I I I I IT = Tr ( 1t , 1t ,2.2) • n = ( ( I 2 3 _9 )( 7 8 4 5 6 ) ( I O 11 I 2 13 ) ) 
1 3 ---
1 2 2 2 
n = Tr ( n . n ,2,4) • n = c c 1 2 3 4 5 6 )( 7 8 9 )( 1 o 11 12 1 3 ) ) = r 
I 2 
13 
figura 1.10: Exemplo de transformação de um genoma II num genoma alvo f, po1 
meio rle translocações recíprocas entre dois cromossomos dos genomas. 
De f01 ma simplificada. para definir este modelo vamos supor que oc: dois genornas 
contêm o mesrno número N de cromossomos, e que cada bloco de genes apar<'ce em 
cacl<1 genoma exatament.e uma vez. Temos entélo: 
(' 
Oc: g<'IIOrnas n (' r são ditos idêntico s (TI = r ) <;('e c:omC'nte se p pos~Í\'e] fazer uma 
correspondência ent re os cromossomo~ de n e r de modo que contenham os mesmos 
bloco-: de genes. 
Pan1 dois cromossomos rr = (rrlr.2 · ··r.m ) c 1 = h02· ·· in) denotamos uma 
translocaçào atuando em 1r e 1 corno Tr( r., 'f. z. j), l < i S m . 1 < j < n, onde 
os cones ocorrem em h entre 1it-l e rri e em; entre r;-1 e 1;- As porções [r., . 7im] 
de rr e [:;,In] de 1 sà.o trocadas, transformando r. e 1 em dois novos cromossomos: 
1.1 = (r. 1 •• • r.,_ 1;; • • • /nl e ; 1 = hi···"Yi- Jr., . . rrm). Será modelado apenas o tipo 
mais comum de translocação, a t ranslocação recíproca, onde cada uma das quatro 
porções [ hl. 7T,_ t]. [r.;. 1r m] . b1·1'j-1J e h i, 'T'n] é não-vazia. 
Para um genoma. II r uma transloca.ção T1· at.uanclo num par de cromossomos r. 
c cr de TI. denotamos o genoma resultante como T1'(7T, CJ, ~.j) · II . Se Tr for uma 
t ranslocação reciproca então o número de cromossomos em n e T r( r.. u. z, J) · TI é o 
mesmo (Figura 1.10). 
Dados os genomas fi c f, o p roblema da dist ância d e t ranslocação é encontrar 
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1t =( -4-6+1+7+2-3+5+8) 
I t 
I 
1t =t ( J,3,5)•TC =(+1 +7 -4-6 +2 -3 +5 +8) 
2 l 
7t =r (3 .6) • 1t = ( + 1 + 7 +3 -2 +6 +4 +5 +8 ) 
I t 
1? =t (2,4,6)·1!2 = (+1 -2 +6 +7 +3 +4 +5 +8) 
-c t 
4 3 
rc =t (3,5,8)•7t = ( +I -2 +3 +4 +5 +6 +7 +8) 
5 4 
1t =r (2,2) • rc = (+I +2 +3 +4 +5 +6 +7 +8) 
Figura. 1.11: Exemplo de transfor mação de um cromossomo em outro por meio de 
reversões e transposições. 
uma série de translocações Tr] . Tr2, .. . l T1· ~ tal que Tr, . . . Tr2 . Trl . n = r e T é 
mín.imo. Chamamos T ele distância de translocação entre n e r , dTr(II . [) . 
O bservamos que também no caso das translocaçõcs, o conhecimento daB orientações 
dos blocos de genes não altera as defin ições an teriores, pois a mutação envolve a.penas 
mudança.s de locais, não afetando as orientaçôes dos blocos de genes . 
1.1.5 Distância de r eversao e transposição 
Podemos estudar a transformação de um genoma em outro por reversoes e trans-
posições (Figura 1. 11). Utílizando as definições das seções anteriores, enunciamos 
dois problemas que modelam os eventos de reversão e transposição agindo em cro-
mossomos lineares. 
Dadas as permutações com sinais r. e ~f, o problema da distância de reversão 
e transposição é encontrar uma série de eventos e1 , . .• , euth sendo cada um destes 
eventos uma reversão ou transposição, tal que eus · ... · e1 · í'í = /' e gó é mínimo. 
Ch.a.mamos g8 de distância de reversão / transposição entre 1r e '"'!, d,.t( r.,;·). 
Novamente. supondo que CJ seja a perrnutaçào identidade t. = ( +1 +2 . . . +n ), o 
problema de ordenar rr por reversões e transposições é encontrar a distância de 
' / · - d() reversao1 transpos1çao, rt 1f, t . . 
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Para permutações sem sinais , o enunciado do problema é intei ramente análogo. lem-
brando que as reversões invertem apenas a ordem dos elementos, ficando as trans-
posições definidas exatamente da mesma forma. 
1.1.6 Distância de reversão, transposição e transversão 
Podemoc; estudar a transformação de um genoma em outro por reversões. trans-
posições e transversõcs. Utilizando as definições das seções anteriores, enunciamos 
dois problemas que modelam os eventos de reversão. transposição e transversào agindo 
em cromo~somos lineares. 
Dadas as permutações com sma.1s 1r (' /, o problem a da distância de reversão, 
transposição e transversão é encontrar uma série de eventos e1 , •. . . e eb'i· sendo 
cada um destes eventos uma reversão. uma transposição ou uma lransYersào, tal 
quf' te~~ · .. . · e1 · 7i = -y e gbb é mínimo. Chamamos gbb de distância d e re-
versãof tran sposiçãof t ransversão entre 1r e -y. drü(r.,-y). 
~o,·amente . ~upondo que u seja a permutação identidade t = ( +1 +2 . .. +n ). o 
problema de ordenar r. por reversões, t ransposições e transversões é encontrai 
a ciJsLància de reversno/tranc;posiçãoftrans,·ersão, drti(1r . l). 
Petrn permutações sem si nats. o enunCiado do problema é i ntciramcnlt' anJlogo, lrm-
IJrando apf'tlas que as r<'Yersórs (' trausvcrsões inw•rtem apena~ a ordem do~ elementos. 
ficando as transpo<;ÍÇÕ<'~ definidas exatamente da mesma forma. 
1.1. 7 Distância de reversao e translocação 
Co11lonne pesquisas em Biologia Molecular, homens e camundongos possuem muitas 
!>emelhanças na organi.taçã.o geral de seus genomas [11. 31]. O mapeamento físico 
comparativo homem-camundongo começou há cerca de vinte anos atrás e a tualmente 
f'>. istem mais de 1300 pares de genes homólogos mapeados entre estas espécies. Como 
resultado. os biólogos acreditam que genes relacionados enLre homens c camundongos 
não estão caoticamente distribuídos pelos genomas mas formam "'blocos conservados'~ 
(grupos stnlênicos). 
Dados fornecidos por mapeamento físico indicam que os genomas humanos e do ca-
mundongo combinam em aproximadamente 150 blocos de genes. mas encontram-se 
er11baralhados em humanos quando comparados aos do camundongo. Rearranjos dos 
blocos acomecem mui~o raramente (cerca de uma vez em um milhão de anos). Torna-
"e possível portanto reconstruir um cenáno de rearranjo para a evolução humana e a 
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do camundongo a partir de um ancestral comum. 
~adeau e Taylor [31] realizaram a primeira. tentativa computacional para analisar 
eventos de rearranjo em genomas de mamíferos, util izando exatamente cromossomos 
humanos e do camundongo. Estes pesquisadores estimaram que aproximadamente 
178±39 eventos de rearranjo aconteceram desde que a separação das linhagens levando 
aos homens e ao~ camundongos aconteceu há O milhões de anos atrás . Esta estimativa 
foi confirmada por Copeland e co-autores [li J) com base num mapa de ligação genética 
de resolução muito melhor quando comparado àquele disponível há dez anos atrás. De 
a.co rdo com estes trabalhos, sabe-se que t ransloca.ções e reversões sào eventos comuns 
de rearranjo em evolução de mamíferos. 
Em seguida é apresentada a formulação combinatorjal do problema que modela os 
t"\ entos de re,·ersão e t.ranslocaçào para cromos-.omos lineares. 
Dados dois genoma5 TI e r com o mesmo número de cromossomos. queremos obter a 
menor ::.eqüência de reversões e translocações que Lransforma 1J em 1'. 
Sejet um genoma 11 = (7r(l), . .. ,!.(N)) cons1st.indo de N cromossomos e seja o f..·-
<'simo cromossomo 7i(k) = (n(/.:) 1 .. . ir(k)nk), onde nk é o número de genes do k-ésimo 
cromossomo. Para simplificar a notaçào. consideraremos ir e o- corno rr( k) e r.(l) para 
k =f. I. Seja r.= (1.1 .• • r.,_ 17r, ... r.3 r.1_ 1 •• • r.n) 11111 cromos~omo com I :5 i :5 j ~ 11. 
l ·ma reversão r( •, 1. j) num cromossomo ;; rcarranja os blocos de genes de ii. 
IJfinsformando r. cm ( ~., .. . 1. 1 -1 ~.1 ••• ;;'",r.JT 1 ••• 1.n) · Sejam ii = (;rJ ···":-JT.1 • • • ;;n) e 
a = ( a 1 ... o-.~ _ 1 o-_. . . O"m l do1s cromossomos. l ·ma. translocação Td ii , o-. 1. J) . com 
I .:5 1 :5 n + 1. 1 :5 .1 ~ m + 1. troca b I ocos de genes utl rt os dois cromosso-
' no« r. f> rJ e os t r<1nsforma em dois cromossomos diferentes ( r. 1 .. . ir1 - 1 rJ1 . . . O"m ) e 
(o- 1 •• • o- 1_ 1 rr; . .. r.n ) com (i- l ) + (m- J + 1) e (J- 1) + (n - i+ i ) blocos de genes 
rP~pecti\arnent.e. Denotamos c. n como o genoma obtido de rr como resultado de um 
e\·ento de rearranjo e, onde e é uma reYersào ou uma tra.nslocaçào. 
Distinguimos entre r eversões internas que não envolvem os lim1tes dos cromossomos 
(isto é as re\·ersões r(", i, J) de um cromossomo com n genes com 1 < i < j < n) 
e reversões prefixadas envolvendo limites dos cromossomos (isto é. i = 1 ou J = 
11). ~o temos que uma transloca.çào Tr( r., u. n + l, 1) concatena os cromossomos r. e 
o-. resultando num cromossomo ir 1 •• • irno-1 • •• a m e num cromossomo va::io 0. Esta 
trans locaçào especial levando a uma redução no número de cromossomos nào-vazios 
é conhecida em Biologia iVIolecular como fusão. A translocaçào g( ir. 0, z.l ) para 
1 < 1 S n ··quebra·· um cromossomo ir em dois cromossomos (n1 .. . 1r,-1) e ( 1r; ... T.n )· 
Esta translocação levando a um aumento no número de cromossomos não-vazios f. 
chamada de fissão . lj ma translocaçào é r ecíproca ou interna se não é fusão nem 
flssào. Fusões e fissões são comuns em evolução de mamíferos. Por exemplo, a únjca 
1.1. Modelos computacionais 
n= c 1t =< -3 -2 - 1 +4 +s +6 +7 +11 > 1t =< +91 > 1t =<I +10 +8 > > 
I 2 3 
r= c y =c +1 +2 +3 +4 ) y =c +5 +6 +7 +8 ) y =c +9 + lO +11 ) ) 
I 2 3 
fusão: 
I 
0 =Tr (7t , Jt ,2, l ). D = ((-3 -2-1 +4j+5 +6 +7 +11 )( +9 +10 +8)) 
2 3 
fissão· 
2 I I 
I1 =Tr (n
1
,<!>,5.l) . IT = ((-3 -2 -1 +4)(+5 +6 +71+11)(+9 +101+8)) 
translocação rec iproca 
3 2 2 2 
0 = Tr (7t . Jt ,4,3). TI = ( ( -3 -2 -l +4 ) ( +5 +6 +7 +8 ) ( +9 +10 + 11 )) 
2 3 
reversao: 
4 3 3 
n =r (1t. J .3) n = ((+1 +2 +3 +4)(+5 +6 +7 +8) (+9 + 10 +li )) =r 
I 
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Figura J .U: Exemplo de transformação de um genoma em outro por meio de dife-
r<-'utes en>ntos de rNuTéU1jo. 
drfNença na organrznçiio geral dos gc:llOl11étS de ltorncos e dlimpanzés é a [w;áo <.los 
nomossmnoc; 12 e '13 elo chim panzé no nomossomo 2 do homem . 
. \ frgura 1.1 ~ ilustra quatro eventos de rearranJO transformando nm geno111a em 
Ol iLI O. 
Dados doi<: e;enomas n e r . o problema da distância de reversão e translocação é 
encontrat uma série de evento:- r 1•• • • Cr · c;endo cada um dcst.es eventos uma reYersào 
ou translocaçào, t.al que ef2T •••.• e2 • e l . TI = r (' (}T é míntmo. Chamamos (JT ele 
distância de reversão j translocação entre TI e f, drrr( D, f) . 
1.1.8 Distân cia de transposição e translocação 
Podemos esLudar a transformação de um genoma em outro por trans-pos1çoes e 
translocações. Util izando as definições das seções anteriores, podemos enunciar o 
problema que modela os eventos de t ransposição e translocaçâo para cromossomos 
lineares. 
Dados dois genornas TI e r com o mesmo número de cromossomos, queremos obter a 
menor seqüência de transposições e translocaçôes que transforma n em r . 
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Seja um genoma J1 = (1r(l), ... , rr(.N)) consistindo de N cromossomos e seja o k-
ésimo cromossomo 1T' (k) = (1r(k)I . .. r.(k)nkL onde n k é o número de genes do k-
ésimo cromossomo. Para sim plificar a notação. consideraremos n e a como 1r( k) 
e rr(l) para k f=/. Seja 1r = (1r1 .. r.i -l'lfi ... 1rj'lr1+l ... r.n) um cromossomo com 
1 ~ i ~ J ~ n. Uma transposição l(r., i,j. k). com 1 ~ z < j < k ~ n + 1. troca 
blocos de genes de 7i . transformando ;r em ( iTJ . . • r.,_ tT.) ... 1rk-J1rj . • . 71")-l 1rk . . • r. n) · 
Sejam ir = {'ir1 . . . ;r,_1n, ... ;;-n) e CJ = (CY 1 ••• CJ1 _,CJ3 • • • am.) dois cromossomos. Uma 
t rans locaçâo T1·(1f, a. Í.J ), com 1 :51 :5 n + 1, 1 :5 j :5 m + J, troca blocos de genes 
Pnlrr- os dois cromos5omos ?r e O' e os transforma em dois cromossomos diferentes 
( 1í"J ••• 1r;-1 a1 .. . Om} e ( 0'1 • . • a1- 1 i:' i ... T.,l) com ( ~- l) + ( m - j + 1) e (J- l) + ( n - i+ 1) 
blocos de gene~ respectJva.mente. Denotamos e · n como o genoma obtido de TI 
como resultado de um evento de rearranjo e. onde e é uma transposição ou uma 
t ranslocaçào. 
Dados dojs genomas TI e r. o problema da d istância d e transpos ição e 
t rans locação é enron1 rar uma série de eventos e1 , ... , es, . sendo cada um desles 
eventOS uma transposição OU transJocaçào. ta.) (JUe er>T · .. • · f-2 · e l · l1 = r f! hT é 
mínimo. Chamamos br rle distância de transpos içãof trans locação enLre rr e r. 
dtTr( TI, f). 
1.2 Direções de pesquisa 
,\s tabelas abaixo apresentam uma síntcst> do~ resul tados e algoritmo~ encontrados 
na literatura para. resolver alguns dos prohlemas enunciados na seção a.ntPrior. Pa.rrt 
cadél um destes problemas, indicamos pnmeiro a sua complexidade. e em seguida uma 
lil:itLJ dos trabalhos relacionados e comentários específicos. As posições da tabela que 
estão em negrito indicam que contribuições ao problema foram dadas nesta tese. 
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eventos sem sinais com sinais 
reversão NP-difícil (l) p (2) 
transposição complexidade em aberto, complexidade em aberto 
casos particulares e algorit- (4) 
mos de aproxima ção (3) 
Lransversão complexidade em aberlo complexidade em ab<"rto 
(15) (15) 
reversao e complexidade em aberto, a l- complexidade em aberto. 
transposição goritmo de a p rox imação aplicações e a lgor itmo 
(5) de aprox imação (6) 
reversão, transposição complexJdade em aberto complexidade em aberto 
e transversào ( 13) ( 7) 
Tabela 1.1: Genomas com um cromossomo linear 
eventos sem SIIlals c:om sinais 
reversão i\ P-dificil (8) p (9) 
t ransposiçào complexidade em aberto, çomplexidade em aberto 
casos particulares (10) ( 1 ) 
j ranq·ersâo complexidade em aberto romplexidade em aberto 
(l.j) (15) 
transposição e complexidade em aberto tomplexiclacle em aberto 
t E:'V<'r sáo ( 15) (15) 
re\ crsào. transposição complexidade em aberto complexidade em aberto 
e l ransversào , ( L.)) ( 15) 
Tu.bela 1.2: Genomas com um cromo~somo circula.r 
f'\'Pntos sem sinais com sJOats 
translocaçào complexidade em aberto, p (12) 
algoritmo de aproximaçà.o 
( l l ) 
reversão e translocaçào complexidade em aberto, p ( 11) 
algoritmo de aproximação 
(13) 
transposição e translocação complexidade em aberto complexidade em aberto 
( 15) (1 5) 
Tabela 1.3: Genomas muJti-cromossomais. onde cada cromossomo é linear 
1. ~ob o enfoque de teoria dos grupos, Even e Goldreich [12], e Jerrum [22] apre-
sentaram resultados considerando que reversões geram o grupo simétrico Sn. 
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Admitindo reversões com certas restrições, citamos os trabalhos de Gates e P a-
padimitriou [13]. e A igner e West [1] . Para reversões sem restrições, Kececioglu 
e Sankoff [25], Bafna e Pevzner [2], Hannenhalli e Pevzner [21] e Christie [9] de-
senvolveram algoritmos de aproximação para o problema. I\ececioglu e Sankoff 
[25] e Caprara, Lancia e l\g [7] desenvolveram algoritmos exatos branch-and-
bound para este problema. 
Caprara [6] apresentou a prova de que este problema é 1\P-difíci l. 
.:Vlétodos para rec:onstrução de árvores filogenéticas considerando evoluç.ào de 
organismos por r0versões foram propostos por Sanko:ff [35j, Bafna e Pevzner [3] , 
e Sankoff e co-autores [38] . 
2. Bafna e Pe\'Zner [2] apresentaram um algoritmo de aproximação para este pro-
blema. Han nenhalli e Pevzner [l9] apresentaram o prime1ro algoritmo poli-
nomial para o problema com complexidade de tempo 0( n 4 ) Baseados neste 
algoritmo. Berman e Ilannenhalli [5] apre enLaram um algoritmo com complex-
idade de tempo 0(n"1cv(n)), onde a(n) é a inversa da runçào de Ackerrnan. 
Kaplan e co-a.uiOres [13] propuseram um n.lgoritmo com a meuor romplexicl ade 
de tempo até este lllornento O(n2 ) . t.ambém com base na ~cor·ia desenvolvida 
por Hannenhalli e Penner [19]. e inclicttram a possibilJclade de c>XÍ<;tlr algoritmo 
mais eficieute para e<;te problema. 
Hanneuhalli P ro-autores [17] propu~erRm um método para rcconst ruçào de 
~lTOr~s filogenét1cas. utilizando a distância d~ re\·ersão complll adél pelo algo-
utmo de HauTH?J Jb all i e Pevzner [19]. 
·L :\igner e \Vest [1]. c .lcrrum [22) apresentarn,m variantes deste problema que po-
dem ser resoh·idas em tempo po)jnomia.l, respectivamente, transposiçào restrita 
à reinserçào do primeu·o elemento r( 1. 2. i). e transposição restnLa a elementos 
adjacentes r(1.1+ L 7-2). l\1eidanis, \Valter e Dias (30], e de forma independente 
Christie [10] . calcularam a distância de transposição entre uma permutação e 
sua mversa. 
Sem restringir a forma das transposJçoes, Bafna e Pevzner [4 ] e Christ1e [10] 
apresentaram algoritmos de aproximação para o problema. Nesta tese, apre-
sentamos um novo algoritmo de aproximação para o problema. 
A complexidade deste problema ainda é desconhecida. 
4. Para que o problema possa ser definido. os blocos de genes correspondentes nas 
duas permutações devem ter a mesma orientação. Se este for o caso. not.amos 
que os algoritmos desenvolvidos para o problema da distâncta de transposição 
de permutações sem sinais aplicam-se a este problema sem modificações. 
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5 :'-Jesta tese apresentamos um algoritmo de aprox1mação de razão 3 para este 
problema. 
6. HannenhaJlj e co-autores [L 7] propuseram um método para reconstrução de 
árvores filogenét icas para este problema. utilizando a distância de reversão com-
putada pelo algoritmo de Hannenhalli e Pevzner [19). e a distância de trans-
posição computada pelo algoritmo de Bafna e Pevzner [4]. 
i\esta tese, apresentamos um algoritmo de aproximação pa.ra este problema. 
noLando-se que parte deste trabalho já foi publicado [40]. 
7. Gu. Peng e Sudborough [14) apresentaram um algorttmo de aproximação para 
este problema. 
S. Para este problema, Wa.tterson e co-autores [42) propu~eram dois algoritmos: 
um de aproximação E' outro baseado num modelo estocástico, e Sankoff e co-
autores [37] apresenta.tam um modelo probabilístico. 
Bafna c Pe\·zner [3], em trabalho já citado no ítem anterior. propuseram 
um método para reconstruir árvores filogenética.s cons1derando também per-
mu taçõer; c1 rculares 
A JH ova de Ca.p rara lô]. de que ordenaçào ror revcrsóf's ele permutações I i 11 ea.res 
~Pn1 !'j na i~ é .\JP-clifícil. estcnde-~e t ;unbé1n para pcrn1utações circulares sem 
5111111!:.. 
9. h:ccccioglu e Sankoff [26] apresenLaram um algoritmo f'xato branch-ancl-bo'1nd 
par~ e~ tc problema. que levou a limites bastante prec1sos. 
NC'stn tese. mostramos que o problentn da distância d{' reversão de cromos<>omo 
com sinai::. lineares e ci rculares são equivalent.es. Portanto. utilizando um algo-
Iitmo polinomial para o problema linear, temos imediatamente um algoriLmo 
polmomial para o problema circular. Parte deste estudo já. foi publicado [29]. 
10. Jerrum [22) apresentou um algoritmo pol inomial para transposição restrita a 
elementos adjacentes. 
11. Para tentar obter uma solução aproximada para este problema. Hannenhalli [16] 
propôs uma maneira de utilizar o algontmo polinomial para resolver o problema 
da (llstânc1a de translocaçào de perrnuLações lineares com sinais apresentado 
nest.e mesmo artigo. A complexidade deste pro blema ainda não é conhecida.. 
12. Para f'Ste problema, llannenhalli [16] apresent.ou um algontmo polinomial com 
complex1dade de tempo O(n3 ). utilizando basicamente os conceitos desenvoh·i-
dos por Hannenhalli e Pevzner [19], para resolver o problema de ordenar por 
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reversões permutações lineares com sinais . Pode-se investigar se é possível en-
contrar algoritmo mais eficiente para este problema. 
13. Kececioglu e Ravi [24] apresentaram um algoritmo de aproximação para este 
problema, mas a sua complexidade ainda não é conhecida. 
14. Kececioglu e Ravi [24] apresentaram um algoritmo de aproximação para este 
problema. Hannenhalli e Pevzner [20] ap resentaram um algoritmo polinomial 
com complexidade de tempo O(n4 L que utiliza o algoritmo de ordenação por 
reversões de permutações li neares com sinais de Hannenhalli e Pevzner [1 9J. 
Pode-se investigar se é possível encontrar algoritmo mais eficiente para este 
problema. 
1.5. Não encontramos referências de t.ra.balhos desenvolvidos para este problema. 
Encontramos ainda na literatura trabalhos na área de rearranjo de genomas, que 
definem outras operações diferentes daquelas encontradas na área de Biologia Mo-
lecular. Citamos o artigo de Christie [8], que estuda o problema da. ordenação de 
permutações por urna. operação chamada por ele de "troca de blocos". que troca 
blocos nào necessariamente adjacentes de elementos da. permutação. 
1.3 Objetivos da tese 
Os objetivos gerais desta tese sào propor algoritmos para os problemas de distância 
relacionados ao<; eventos de reversão e transposição rt.gindo num único cromossomo. c 
computar os diâmetros (maior distância entre dois cromossomos quaisquer ) para os 
problemas de clistáncia investigados. 
Para estes problemas ele distância de rearranjo de genomas, nossa intençào é desen · 
volver algoritmos, que possam ter ut.ilidade para os biólogos moleculares. Calcular o 
diâmetro visa obter a informação de, dado um valor de distância. ent re dois genomas, 
quanto estes dois organismos estão '' próximos" em termos de evolução, no sentido de 
que quanto mais próximo o valor da distância estiver do valor do diâmetro menor o 
seu relacionamento em termos evolutivos. 
Para isto, inicialmente, no Capítulo 2 apresentamos estruturas e conceitos básicos que 
vêm sendo uti lizados na literatura que trata destes do.is eventos e que serào utiliza,dos 
nos outros capítulos. 
No Capítulo 3 mostramos uma equivalência entre os problemas de distância de re-
versão de permutações circulares e de permutações lineares . Como conseqüência 
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temos um algoritmo polinomial para o caso circular, bastando apenas fornecer de-
terminadas permutações de entrada para um algoritmo polinomial que resolve o pro-
blema linear. Além disto, mostramos o valor exato do diâmetro de reversão de per-
mutações lineares e circulares. 
:'\o Capítulo 4 apresentamos um algoritmo de aprox1maçào com razão 2.25 para o 
problema da distância de transposição de permutações lineares sem sinais. que embora 
tendo uma razão elevada em comparação ao melhor conhecido. que tem razão 1.5. 
é simples de implementar e mostrou uma razão bem mais baixa quando utilizado 
em experimentos, sugerindo que possa ser útil na prática. Ainda, mostramos um 
limite infenor para o diâmetro de transposição de permutações lineares sem sinais , 
calculando a d1stância de transposição entre uma permutação c sua inversa . 
.\o Capítulo .j mostramos algoritmos de aproximação para o problema da distância 
de reversao e transposição de permutações sem e com si ní'\,ÍS. Mostramos também um 
limite infenor para o diáme1 ro de reversão e transposiçào de penn 11 1.a.çõe!:> lineares 
çom c;Ínai;:;. por meio do cálcu lo da dist.ânc1a entre duas particulares permulaçÕC's. 
finalmente. uo Capítulo G apresentamoc: conclusões oeste trabalho e sugerimos 
po;.;sín·ic; linhas ele pesquisa. 
Capítulo 2 
Estruturas e conceitos básicos 
:\c..,, e capítulo. ,-,samos apresentar estrllluras e conceitos básicos que' êm sendo em-
pt r;;adoc_. cornument<' na literatura referente aos eventos de re,·ersão e t ranspostçào. e 
qut• ::-crao utilizado~ nos próximos capítulo~. 
lntcialmente. na Seção 2.1 ap1esentamos uma c"trutma dcnommada de gmfo de 
ponlo-.-dt-quf'bra, criada por 13afna e Pevzner (2]. para. "olucionar o problema da 
d j,t a neta cl<' re,·ersào. e ainda determinados re~ult a do-. ba"C'ado:-. nela Em ~eg,mda. 
llil ~t'Çit~> 2.1. aprC..,<•n1RtnO<.; Olllra estrutura. O fjrflj() d( ru-/o.:.. tarnh0m cnada por 
Bnlna e Pc'\1-JJ<"r [1]. c· ntili zada num algoritmo de npro\in1açilo p;-ua o problem(l 
dél di.:;l iul< ri\ de' t1 ansposrçào de permut.açi10 "'elll ~inai~. rtlc'·nt de• 0111 ros re!'ultado~ 
IJct"rMio.., llt'"'ttt csnul ura . 
2.1 O grafo de pontos-de-quebra 
O grafo dr ponlos-d(.-quebra é uma estrutura criada por Bafna e Pev7n<'r (2]. e utili:tada 
pot eles em algontmos de aproxjmaçào para o~ problemas de dJstância de r<'ver~ão 
de permutações sem<' com s1nais. Esta mesma e:;tmtura foi usada num algoritmo 
polmomial para o problema da distância de re,·ersào de permutações com "inais, 
pt oposto por Hanncnhalli e Pcnner [19]. 
O grafo d e pontos-de-quebra de duas permutações com smais contendo n blocos 
d(• gene.:;;;-= (1i1 ••• í.nl e a= (a1 ... an)· denotado por G(r.,a). é wnstruído como 
'W ~egue. 
Cada um dos números inteiros com sinajs rri é representado por dois rótulos, -rr, e 
Tiõ,, nesta ordem~ se r., tem sinal +. e Tr., e -rr,, nesta ordem. se 1r, tem sinal 
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• • • • • • • • • • • • 
o -3 +3 +2 -2 +I -1 -4 +4 +5 -5 6 
o -3 +3 +2 -2 + I -1 -4 +4 +5 -5 6 
o -3 +3 +2 -2 + I -I -4 +4 +5 -5 6 
Figura 2 .1. Exemplo ela construção de um grafo de pontos-de-quebra para. duas per-
muta.çõescomsinaisr. = (+:3 -2 - 1 +4 - 5)ecr= (+l +2 +3 +4 +5) . !\ote 
que as arestas pretas estão em negrito e as arestas cinzas estão desenhadas com traço 
normal . 
Cada. um destes ró~ulos é um vértice do grafo. Além disso , adicionamos a r. ma.rs 
dois elementos, 7ro = O e r. n + l = n + 1, e acrescentamos ao grafo mais dois vértices. 
correspondentes a estes dois e lementos, um à esquerda da seqüência (rotulado por O) 
f> o outro à. direita (rotulado por n + 1) . Depois disso , criamos arestas pretas unindo 
dois rótulos <"le elementos adjacentes em 7i, e arestas cinzas unindo dois rótulos de 
elementos adjacentes em 17 (Figura 2.1 ). Intuitivamente, as arestas pretas representam 
a situação de uma permutação em relação à outra tal como ela está , e que as arestas 
cinzas indicam a situação desejada. 
Explicamos agora o motivo do nome desta estrutura.. Primeiro, dadas duas per-
mutações 7i e cr. um ponto-de-quebra de r. com relação a cr indica um ponto em 7i 
que deverá ser necessariamente "quebrado'' por urna reversão para que r. possa ser 
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o • +3 • -2 -1 • +4 • -5 • 6 
Figura 2.2: Exemplo de pontos-de-quebra da permutação 1r = ( +3 - 2 - 1 + 4 - .5) 
com relação à a= (+ 1 +2 +3 + 4 + 5). O diagrama G(1r,a) foi mostrado na figura 
anterior. Podemos verificar que os ciclos de tamanho maior do que 2 em G( ií. a) 
indicam os pontos-de-quebra de 1r com relação a a, e que o ciclo de tamanho 2 indica 
que não há pontos-de-quebra nos locrus correspondentes de rr relativamente à a. 
transformada C'm a. Em termos do grafo de pontos-de-quebra G( 1r, a ). a existência ele 
um ciclo de tamanho maior do que 2 indica pont.o:::-de-quebra. em r. com relaçà.o a. a . 
O ciclo de tamanho 2. formado por exatamente uma a resta preta e urna cinza. é uma 
indicação de que este não é um ponto-de-quebra em r. com relação a a (Figura 2.2). 
I\este ponto notamos que há diferentes definições de ponto-de-quebra, que depen-
df'm da per·mutaçào ter ou nà.o sinais, e dos d iferentes tipos de evento de rea.rranjo. 
Então. para facilitar a leitura. f>nunciamos estas definiçõe5 nos capítulos em que sã.o 
utilizadas. 
O grafo de pontos-de-quebra é formado por uma coleção de ciclos. Cada um destes 
c1clos tem um número p;n· cl f' arestas, sendo metade dela~ arestas pretas c metade 
<: t re:;t.n~ cinzas Denotamos por c(r.,cr) o mímero tota l ck' ciclos em G(r.,a). Na 
Figura 2.1 tc>mos c(rr.a) =.L 
\'ote qne c( a. a) = n + 1. de tal forma que os cKlos são formados por exatamente' dua!> 
arestas paral<'la~ entre o mesmo par de rótulos. Como o grafo t.em J.n + ~ rótulos. 
t ererno::. n + 1 ciclos neste caso. Além disso, 1r =a é a única permutaçào para él qual 
c( ir . a) = n + I. Portanto. podemos visualizar o processo de computar a d istância de 
reYersào entre duas permutações lineares com sinais corno o processo de tran':'formar 
os c( T.". a) ctclos de G{ r.. a) em n + 1 ciclos. isto é. devemos criar ( n + 1) - c(;;- . a) 
etc! os dt" tamanho 2, da forma mais rápida possível. 
Neste ponto. devemos investigar como uma reversão aplicada em ;r afeta os ciclos em 
G'( r., cr ). Observemos primeiro que uma reversão é caractc:>rizada por dois pontos que 
"cortam" a permutação. o~ quais correspondem cada um a uma aresta preta. no grafo. 
O resultado seguinte mostra como um grafo de pontos-de-quebra é afetado por uma 
reversão. A Figura 2.:) mostra exemplos. 
Lema 2 .1.1 Dadas duas permutações rr e a , e G( ir, a), temos que, para qualq11er 
1·eversão r· 
c( r · ;r, a ) = c( r., a) + x , 
onde x = -LO ou 1. 
2.1 . O grafo de pontos-de-quebra 27 
(a) 
L:7U L:7U o o 
o -1 +I -2 +2 +3 -3 -4 +4 +5 -5 6 
(b) 
L:7U 
o -3 +3 -1 +I -2 +2 -4 +4 +5 -5 6 
(c) 
o -3 +3 +2 -2 +l - 1 +4 -4 +5 -5 6 
figura 2.3: Exemplo de como uma. reversão afeta os ciclos de G( 1r , 17 ), sendo r. = 
(+ :3 -2 -1 +4 - .5 ) e17= (+1 +2 +3 +4 +5). NotamosqueografoG(r.,17) 
est.á desenhado na primeira figura. (a ) A reversão r(l, 3) em 1r corresponde a apl icar 
a reversão no grafo na primeira e na quarta arestas pretas. A reversão aumenta o 
número de ciclos de l. ( b) A reversão r(2, 3) em r; correspondc a aplicar a reversão 
no grafo na segunda f' quarta arestas pretas . Esta reversão não modifica o número d<> 
C'ic los no grafo. (c) A reversão r-(4, 4) em íT COITesponde a aplicar a reversào no grafo 
nrt quarta e na quinta arestas pretas. A reversào diminui o mímero de ciclos de 1. 
A conseqüência do resultado anterior é que qualquer reversão pode criar no má.ximo 
um ciclo. Estudando formas para criar ciclos no grafo de pontos-de-quebra, Hannen-
halli e Pevzner [19] descobriram dois parâmetros que permitiram calcular exatamente 
a. di::-tâncía de reversão de permutações com sinais, e desenvolver um algoritmo polino-
mial para este problema. Passamos agora a explicar estes dois parâmetros, o número 
de obstáculos no grafo de pontos-de-quebra e um parâmetro que indica se o grafo é 
ou não uma fortale za. 
Para cada um dos ciclos de um grafo de pontos-de-quebra, podemos verificar se existe 
pelo menos uma reversão que pode ser aplicada no ciclo aumentando o número de 
ciclos de 1. Assim, definimos um ciclo c como sendo ruim quando, para qualquer 
reversão r ag.indo em duas arestas pretas de c, não aumentamos o número de ciclos, 
isto é, c( 1r, 17) = c( r · n, 17), para toda r aplicada em c. Caso contrário, definimos o 
ciclo como sendo bom. 
Além disso, djzemos que dois ciclos se entrelaçam quando existem duas a.resta.s 
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0 + 2 -2 + 3 -3 - I + 1 -4 +4 -7 + 7 -6 +6 -5 + 5 8 
Figura. 2.4: Exemplos de c1clos e componentes em G(7í,cr), para 1r = ( - 2 -3 + 1 + 
4 + 7 + 6 + .5) e cr = ( +l + 2 + 3 + 4 + 5 + 6 + 7). Como os dois primeiros 
ciclos sào entrelaçados. eles formam uma componente, e de forma análoga. ternos uma 
segunda componente contendo os dois úHimos ciclos. Note que todos os ciclos são 
ruins .. exceto o segundo, e portanto temos a pnmeira componente boa ( cont.ém um 
ciclo bom) e a segunda ruim (formada apenas por ciclos ruins). 
A B D c F E 
figura :05: Exemplo de um grafo de pontos-de-quebra que não contém ciclos bons. 
Portanto. todas as componentes sào ruius. (a) A componente B separa as compo-
nentes A e D. (b) As componentes A. De F são obstáruloc;. enquanto que B, C e 
E sào não-obstáculos. (c) O obstáculo A protege o nào-obsLáculo B . D protege C e 
F protegP E. Portanr.o. A. () <' F são ~upn-nbstácu lo~ . ( d) Como est,c g rafo possui 
111Ímero ímpar (três) obst<.kulos e t.odos ele.., são supet-obsl.áculos, entào este grafo é 
uma fortaleza. 
c·mza' . uma de cada t1clo. que 'Se cruzam. 
I im conjunto de ciclos ent relaçados é denominado de urna compon ente dr G'( 1r, cr). 
Chamamos urna componente de ruim quando t.odo::. os ciclos que a formam são 
ruins. e de componente boa quando pelo menos um dos ciclos que a formam é bom 
(Figura 2.4 ). 
Cma componente ruim pode ainda ser classificada em obstáculo ou não-obstáculo, 
conceitos qn<' passamos a explica r agora . 
L" ma componente A está contida numa outra componente B quando existe uma 
aresta cinza de um ciclo de B que contém mte1ramente a componente A. Cma com-
ponente B separa duas componentes A e D se uma das duas está contida em B e a 
outra. nào está (Figura 2.5 (a)) . 
Dizemos ainda que uma componente ruim que nà.o sepa.ra quaisquer duas out.ras com-
ponent<:'s ruins é um obstáculo . Se uma componente ruim separa outras componentes 
então é chamada de não-obstáculo (Figura 2 .. 5 (b}) . 
!\os nossos estudos, utilizaremos especificamente um t ipo de obstáculo, que e uma 
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o -2 +2 -1 +1 -4 +4 -3 +3 5 
Figura 2.6: Exemplo de um grafo de pontos-de-quebra que contém um único ciclo 
ruim, que forma. uma componente ruim, que é um obstáculo, mas não é uma fortaleza. 
componente ruim composta por único ciclo .ruim, que não se entrelaça. nem contém 
qualquer outro ciclo (Figura 2.6) . Como pode ser observado nos exemplos a.nteriores, 
estes não são os únicos ti pos de obstáculos existentes num grafo de pontos-de-quebra, 
mas isto será suficiente para nossos objetivos. O número de obstáculos em um grafo 
G( íT, O') será denotado por h( 1r, O' ). 
Dizemos que um obstáculo A protege um não-obstácu lo B quando a remoção de A 
torna B um obstáculo. Um obs táculo A é chamado de um super-obstáculo se e le 
protege um não-obstáculo B (Figura 2.5 (c)) . 
li 111 grafo G( ii, a) é denominado de fortaleza se contém um numero ímpar de 
obqtáculo~ e todos eles são super-obstáculos (Figura 2 .. 5 (d )). 
Quando o grafo é uma fortaleza , necessita-se de uma reversão extra para calcular a 
dist ~ ncia de reversão. Portcmto, Hannenhalli e Pevzncr [19] definiram um parâmetro, 
df'uot.ado por f (, . a), cujo valor pode .;:er igual a. 1 ou O apenas. dependendo do grafo 
ck pontos-de-quebra ser, ou Dão, uma fortaleza, respectivamente. Para os nossos 
e;:;tudos. basta saber que numa. fortaleza existe pelo menos um ciclo que não pertence 
<1 um obstáculo. Por exemplo, podemos observar que o grafo da Figura 2.6 não é uma 
fortaleza .. pois é formado por apenas um ciclo que pertence a um obstáculo. 
ULilizando como parâmetros o número de ciclos , o número de obstáculos e a indicação 
do grafo ser ou nào uma fortaleza, Hannenhalli e Pevzner [1 9] apresentaram uma 
fórmula para computar a distância de reversão entre duas permutações com sinais 1r 
e O': 
(2.1) 
Podemos destacar os importantes trabalhos de Bafna. e Pevzner, Hannenhalli e 
Pevzner e Kaplan , Shamir e Tarjan [2, 19, 23], ou o texto introdutório de Setubal e 
Meidanis [28J para urna explicação mais detalhada destes parâmetros. 
Estes resultados serão utilizados no Capítulo 3. 
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1t=(85 1 43276) 
cr= ( 12 345678) 
+0 -8 +8 -5 +5 -1 +1 -4 +4 -3 +3 -2 +2 -7 +7 -6 +6 -9 
Figura 2. 7: O gr·afo de ciclos para duas permutações, r. e u, como mostradas na 
figura. As ares tas preta.s estão representadas em negrito e as arestas cinza estão 
representadas por lmhas uormaís. 
2.2 O grafo de ciclos 
1· ma ft>n amenta poderosa para estudar a distância de transposição i- o grafo de ciclo.s 
tle dua.., permutações. propo..,to por BaJnn c Pc\'Zner :lJ. e miltzado em algontmos 
d<~ ap t vxima.çct<J J)(l.ra. este problema. Etttbora es~f's é1ttlores n à.o t> t('uham d<'·~críto 
de--ta forma . podemos construí-lo de forma inteiramcnt e análoga ao grafo d<" poutos-
de-quc·bra descrit.o na seção anl Pnor. Basta notar que. dadas dua::. perrnutaçocs sem 
-,inai::; "f' a. podemos lotnar todos os clem<>nlos de r. como sendo positi\·os. e portanto 
cada rr, ,·ai ser <Lssociado aos rót 11 los -7r1 e +rr1. 
O guüo de ciclos tem exatamente n + 1 aresLas pretas e o mesmo número de arestas 
clllza~. Também como no caso das re\·ersÕe5. a idéia é que as aresta" pretas indiquem 
a sit uaçào como ela está agom. e as arestas cinzas mdiquem a situação desejada. 
Quando as arestas pretas tornam-se iguais à cinzas em todos os rótulos, temos rr = O' 
e dt(r.. u) = O. Ent.ào. nosso objetivo é aplicar transposições de tal forma que as 
arestas pretas tornem-se iguais à::; cinzas. A Figura 2. i mostra o grafo correspondente 
a um par de permutações. 
Bafna e PeYzner [4] apresentaram vários resultados interessantes baseados nesta es-
trutura. que passamos a apresentar. 
PrimP.iro, como no caso das reversões, o grafo é composto por um cerco numero de 
ciclos, onde em cada ciclo alternam-se arestas pretas c <'li'Cstas cinzas. O comprimento 
de um ciclo foi definido pelo número de arest.as pretas que pertencem ao ciclo (que é 
o mesmo número de arestas cinzas). Um resultado importante segue. 
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Lema 2.2.1 A sorna dos comprimentos de todos os ciclos em qualquer grafo de ciclos 
é sempre n + l. 
Além disso1 uma transposição pode afetar o número de ciclos de uma forma muito 
especifica, como mostra o seguinte lema. Denote por c( 1r, a) o número de ciclos no 
grafo de ciclos de 1r e a. 
Lema 2 .2 .2 Para quaisque1' permuta.çôes 1r e a~ e o grafo de ciclos correspondente; 
tem os que o para qualquer transposiçào to 
c( t · 1r , a) = c( íT, cr) + x, 
onde x = - 2,0 ou 2. 
Crna transposição é chamada. de - 2-movimento, de O-movimento ou de 2-movimento, 
se :r for -2, O ou 2 respectivamente, no lema anterior. Como c( cr, a) = n + 1; o máximo 
possível. seria interessante termos tantos 2-movimentos quanto possível. 
De· fato, um resultado mais específico pode ser verificado quanto ao efeito de uma 
transposição no grafo de ciclos. Denotemos por Cimp~r( 1r. O' ) o número de ciclos ele 
paridade ímpar no grafo de ciclos de 1. e a. 
Lema 2.2.3 Pam q1wi.:,quer pennulnções r. e cr e q~wlq·uer lronsposzçiio t temos 
Cimpa.r (i · I. . O') = Cimp!tr ( I., CJ) + .r . 
oudt .r = - :2 , O ou 2. 
Deste lema temos o seguinte limite inferior para a distância: 
Teoren1a 2.2.4 Pam quaisq'uer· permutações 7r e a temos 
d( ~ ) > ( n + 1) - C1m.pa.r ( 7f' . O') 
{,'O' ' - 2 
Ba.fna e Pevzner [4] mostraram ainda. uma forma de representar um ciclo pelas suas 
arestas pretas. Primeiro, as arestas pretas do grafo de ciclos são numeradas associando 
um rótulo i à aresta preta ( 1r i, 71'1 _ 1 ) , com l ~ i ~ n + l , e assim a.s arestas pretas serão 
rotuladas de l até n + l. Consideremos agora um ciclo c de tamanho k . Denotaremos 
c entre colchetes, tomando uma das arestas pretas como a primeira. do ciclo, e as 
outras arestas pretas na ordem em que elas aparecem, seguindo as arestas cinzas de 
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c. [z 1 •••• , 1k]· Um nclo c pode ser representado de k formas diferentes, dependendo 
da escolha da primeira aresta. Vamos escolher uma representante canônica de 
um ciclo c. t.omando corno aresta preta inicial z 1 a aresta mais à diretta de c em 
:::-. tsto é. i 1 = maxt 5t$~ lt. f\o grafo de ciclos da Figura 2.7 temos três ciclos. com 
representantes canônicas c1 = [9. 7. 5. 2), c2 = [8. 1. 3) <' c3 = [6. 4}. 
L::.colhemos agora três arestas pretas x, y, .z pert.encendo ao mesmo ciclo c no grafo 
de ciclos. O ciclo c força uma ordem em x, y, z. e temos três possíveis representações 
desta ordem. Escolheremos como representante canôn ica de uma tripla (x, y . z) 
aquela começando na aresta preta mais à direita, isto r, na aresta preta rotulada 
po1 max(x,y,.:). Uma t r ip la na ordem canônici'L é não-onentada se .1· > y > z e 
nrunladn se y < ::: <.r .\Jo grafo de cicloc; da Figurn 2.i temo:; a" segUintes triplas 
nao-oricntadas: (9. í. :)). (9. I. 2) e (7. 5. 2): C' a tripla onentada ( . I. :I). 
Otzcmo~ ainda que um rido é orientado se ele admite um 2-mo\'imenlo. e nao-
orientado ~e não existem 2-moYimentos po::>sí,·eis agindo nele. ~o grafo de ciclos da 
f'iglll a :!.. 7 temos c1 <' r3 nào-onE?ntados P c2 ot ieutado. 
FiualmE?nle. o Lema 2.2.2 sugere que qualquer algoritmo qu<' visa com puLar a rlistància 
de ltan-,po::.içào dev<> ulthzar o máximo de 2-mo,·tmcntos po5sÍvel Segumdo esta 1déia, 
lhtfllél (' p,...,·znet [4] tno">ltaram uma forma d<' tHitllCIH<Il c( ;;-.a ) d<' pC'Io lll<'no" :2 em 
dot .... mo\·im<'utos con!'~c:\11 i\'O'>. que passamo<; agot êl a df•scre\·er. 
I nt<ltrau-.posiçào /(i.j./.1 age num ciclo r SC' a<..ltês <trPst as prc~ta"> 1, j <'I. JWtlencem 
a r·. O LC'ma :2.2.2 foi tttihudo na prO\ a do ~<'gnintE? t'l'sult ado. 
Lema 2.2.5 Sr uma 11·nn~Spo.<.içâo t agf' mun. Nclo c tria mais dn que um '11ooo ciclo 
110 gmfo de. ('lf'{o.,, rntào I ,: UI/I '2-mommento . .Sr 11m a lmnsp0$1.< ao I agr nn arPstas 
pu tcnccntts a Cf(.:/os difc1·en/e.' então l {um O-mo1•mnnlo. 
Tomando a rPprescntaçào canônica para ciclos. para /.· > 1. um ciclo c= [1 1 ..... ik] 
é nrio-o,·ieniado se 1 1 , •••• 11; for uma seqüênCia dcci<·srente. e onenfado em caso 
contrário. 
Lema 2.2.6 Se c for um ciclo orientado enlãn c:nc.lt m '2-movmL(n/os agmdo em c. 
Se c j'o1 um c1clo não-or1enfado então não e.ct~lem '2-mol•lmenlo" ogmdo em c. 
Prova: Tome um ciclo orientado c= (i1 •. •• • tk}. e .3 ~ v ~ /.; um índice tal que 
1, .;;- 11._ 1 • L" ma transposição l(tv-l· t~, . tt) agindo em c cria um 1-etclo (na aresta preta 
(:71,. iT, .- 2 )). Então. pelo Lema 2.2.5. t é um 2-mo\'im('nto. o 
O-. Lemas 2.2.5 <> 2.2.6 implicam o seguinte teotema. 













i r s 
2 
F igura 2.8: Um 0-movimen~o cria ndo um ciclo orientado. 
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Teoren1a 2.2. 7 Para du.as per~m.utações rr e a existe um 2-mouimenlo ou um 0-
mortmento seguzdo por um 2-movimento. 
P rova: Se G(11 . a) !<'m um ciclo orientado ent.ào pelo Lema :2.2.6. é possível um 
2-mOYlmento. 
Ca.so contrário. tomtH um ciclo não-orientado c = [i1 , .. . . 1k], <' sPja r a pos1çao do 
(>lemeJJ to maxima,l de> rr com relação a CJ no interva lo h 1 i1 - 1] . Seja s a. posição 
de :o, + 1 em T:' com relação o rJ . e noLe que ~ rf. h· i1]. Se ~ > 11. a L1 ansposição 
!(1 - 1. ~- i 2) age em arestas de dois ciclos d1fercntes. e portanro pelo Lema 1.2.5. i é 
11111 0-mo,·imento (f1gura 1. ") . !\las agora os do1s ciclos criados po1 l ~ào um l-ciclo 
ro1 11 posto rei<~ a1 esta preta ( .... r) e um .{·-ciclo onent.ado. com .{· ~ :3 llm argumenta 
f\ncilogo pode :-e1 u~ado ctuando .~ < r2 ).este raso use a transpos1çào ! ( ..... '2· 1· + l ). 
o 
J:>,Les resu ltados serão utilizados nos Capítulos 4 e .5. 
Capítulo 3 
Distância de reversão de 
• • cromossomos com sinais 
l\f'stf' cap.ítulo estudamos o problema da distância de reversão de pernntLações com 
sina is. ~a seção :3. 1 mostramos uma equivalência entre os problemas da. distÂncia de 
rrv<>rsiiO de permutações com :sinais. JitH''élr<'s <' circulares. Embora est <1 analogia seja 
tc\ZOa\·elmente simples. nào consta da literat.ura dt"~ átt-'n . pelo menos tta que conhecc-
lllO' Com ba-.e nesta equinllÊ'ncia. mostramos que um algoritmo polmomial para o 
c<~so ctrcular pode utilrzar quaLquer algoritmo polinomral para computar " dtstància 
de rP,·ersào de permutações com sinais . bastando para isto fornecer determinadas 
pc•rmutações como e ntrada para o algoritmo escolhido. l\a seção :3.2 calculamos o 
cli~metro de rcvcrsào de rH'rmutações corn sinais, lineares e circulare~. :'\a seção :3.:3, 
nucialmenle apresentamos alguus resu ltados relu.çionando a d1stâ.ncia <Jc reversão de 
pt"rmur.ações com sinais lwea.res e circulares, de me:;mu Lamanho. Em s<'gu ida , justifi-
('amos nm procedimento comum em an1gos onde há cálculos de distânciél dE> reversão 
de cromossomos lineares, que é o de fixar a pnon uma das pontas das moléculas 
de D~A comum aos dois cromossomos. Finalmen~e. na ~eçâo 3.'1. apr<"sentamos um 
l:>umano do capítulo, além de algumas questões que surgiram a partir destes estudos. 
3 .1 Uma equivalência entre os problemas circular 
e linear 
l 111 cromossomo circular. conforme v1sto no Capítulo 1, é uma molécula de Dt\" A 
circular. A Figura 3.1 moslra exemplos de cromossomos circulares com sinais de duas 
esj)écies de plantas, onde cada número representa um bloco de genes) e a seLa. indica 
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(a) 
(b ) 
: 1 ~ :~ 








Figura :3.1: Exemplos de cromossomos circulares de duas e~pécies de plantas. (a) As 
setas indicam as orientações dos blocos de genes de uma espécie em relação à outra. 
(b ) Diferentes representações do mesmo cromossomo circular. (c) As duas formas de 
\·isualizar os blocos ele genes de um cromossomo circular, onde urna é obtida da outra 
por reflexão relativa ao eixo mostrado na figura. Esta.s duas formas são consideradas 
equivalentes. 
a orientaçà.o de um bloco de genes de uma espécie em relação à outra.. 
~um cromossomo circular. uma reversão é definida fixando dois pontos de corte neste 
cromossomo. e revertendo a ordem dos genes em uma das regiões delimitadas por 
estes dois pontos (Figura 3.2). 
De forma genérica, o problema da distância de rever-são de cromossomos circulares 
com sinais é formulado da seguinte forma. Dados dois cromossomos circulares com 
sinais A e B, devemos encontrar a menor série de reversões que transforma A em B. 
A Figura :3.:3 mostra. um exemplo de um cromossomo circular transformado em outro 
com o menor número de reversões possível. 
:Jesta seção, apresentamos urna equivalência ent re reversões circulares agindo em 
cromossomos circulares com sinais e reversões lineares agindo em cromossomos line-
ares com sinais. Para isto: inicialmente formalizamos um cromossomo circular por 
uma classe de equivalência, definimos reversões circulares agindo neste cromossomo 
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figura 3.:l: Existem duas possibilidades pa1 a aplicar uma revcrsâo num cromossomo 
circular. dados os dois pontos de corte. 
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3 ~ _.· .. Js ~ ... 3 ~ . Js 
.. ·~ ··. 
. ~ . 4 4 
B. oleracea t (repolho) 
~~ 2 I ~ :~ 




Figura :3.:3: Exemplo de uma série rninirna de reversões que transforma B. oleracea 
(repolho) em B. campestris (nabo). 
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circular, e definimos precisamente o problema. Utilizando estas definiçõe'5. caracteri-
zamos um isomorfismo entre re,·ersões circulares agindo em cromossomos circulares 
e reversões lineares atuando em cromossomos lineares. Este isomorfismo permitju 
computar a. distância de reversão de cromossomos circu lares por meio do cá.lcuio da 
distância de reversão de cromossomos lineares com um bloco de genes a menos. Como 
conseqüência, obtivemos um algoritmo polinomial para o problema da distância de 
re\'ersào de cromossomos circulares com sinais. 
3.1.1 Uma formalização para o problema circular 
.\esta seção inicialmellie apresentamos formalismos para cromossomos circulares com 
sinais e re\'ersões circulares. e enunciamos o problema da distância de reversão ele 
cromoc;somos circulares com sinais. 
C romossomos Circulares 
.\prcsc-fll amo:-. agora uma rormalização de um cromo~c;omo circular com sinais por 
11111<1 (las,(~ de equi,·alencict. 
l ntuill\élliWilh·", um uomossomo circular f. 11m arranjo r·irrular de blococ; d<' ~enes 
('Olll >:>lllaic; (Figura :3 .1 ). {'m bloco de genes de um cromos ... omo será modf'lâdo pot um 
intetro rom '-Ínal. O sinal .. + .. mdica uma seta na dneçao dos pometro.;; do relóg10 
11a figur(l :3 .L, e o stnal .. _ .. mdica uma seta na d1rf'çào contrárié:l aos ponteiro~ 
do relógio. Drtdo um bloco tn1cial de geues, podemos representar um cromossomo 
circular por uma permutação como se segue. Seguimos étO longo do cromo~somo, na 
direçiio elo" ponteiros do relógio. começando no bloco inicial. e e':>creYenclo oo; mleiros 
çom «1nais correspondente!' aos blocos encontrados. Então, (7i 1 ii'2 . . . r.-n ) denotará o 
cromossomo r1rcular. com 11 blocos de genes, onde cada 1r, tem o sinal .. + .. ou .. _·· , 
e r.1 e o bloco micial de g('nes. Como um exemplo. o cromossomo clf' H. oleraan. da 
F1gura 3 l(a) pode ser representado pela permutação (+l - 5 + 4 - 3 + 2), se 
ec;colhermos + I como o bloco inicial de genes. 
Podemos escolher cada um dos blocos de genes como sendo o primeiro. e emâo pode-
mos rer várias permutações diferentes representando o m esmo cromossomo. l\o en-
1 anto. todas as permutações são consideradas equi valentes (Figura :3.4). Além disso, 
duas perrnuLaçôes onde urna. é obtida a part ir da outra por reflexão são considera.-
d~ equin1lentes, isto é. (7TJ7i2 •• 7i,_} e (T.nT.n-1 ... ~2T.1 ). onde 'F.r com 1 ~ j ~ n . 
é o elemento r.1 com o sinal invertido, são permutações consideradas equivalentes 
(figura :$.5 ). 
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( + 1 -5 +4 -3 + 2) ( + 2 + 1 -5 +4 -3) (-3 + 2 + 1 -5 +4) ( +4 -3 + 2 +I -5) (-5 +4 -3 + 2 + 1 ) 
r ·igura. :3.4 : :'-Jum cromossomo circular podemos escolher cada um dos blocos de genes 
como sendo o primeiro. Entào, todas estas permutaçôes são consideradas equivalentes. 
e representam o cromossomo circular de B. oleracea relativamente a. B. campestrzs. 
rnostrados na Figura :3.1 (a). 
~ lj? Jt ~ ~~ 
3~ Js s\ J3 
~ ~ 
4 4 
(+1 -5 +4 -3 +2) (-2 + 3 -4 + 5 -1 ) 
figura 3.5: Num cromossomo circular duas permutações onde uma é obtida da outra 
por re:Aexào são consideradas equivalentes. O cromossomo circular representado é o 
de B. oleracea relativamente a B. Ctlmpest1·is. mostrados na Figura 3.1 (a). 
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Desta forma. uma permutação de tamanho n. modelando um cromossomo c1rcular 
com n bloco" d~ genes. é uma repr~.sentante de uma cla5"e de equi\·alenc1a. no conjunto 
de todil~ as permutações de tamanho n. Abai-xo defin mos as operações de rotação e 
de l'f.flc:rrw. que formalizar~o as duas possibilidades dt'snitas acima. A partir destas 
operações podemos definir uma relação de equivalência c-nt r<' duas permutações. e 
também a cla~se de equi,·alência que representara o cromos-.omo circular. 
Chamaremo::> de S11 o conjunto de todas as possí,·eis permutações com sinais. onde 
c·ada permutação tem Lamanho n. Observemos que ISnl = 211 71!. Tomemos agora 
7r = (1l'J7il· .. i'l'n), LtlTi a permutação ern s·,l· Definiremos dois tipos de opeiações 
ctgiudo em rr como se segue: 
• Holaçõc' Denota remo.., por rot( h 1 a rotação hasica que ITIO\ c clernefllo;:, da 
[)('l'mlll acào h uma po~içào para a esquPrda: 
Definimo:, ror' pdra caua ;;- E Z da forma U'ual rot' é a tom posição de rot 1 
\ 'C'le" para 1 > o e rol - é a 10\'ersa de rol . Alem uisc;o. rotl) é a H.lenudade. 
Trmo" "" "'~"guint<'" r<'laço<'s importantPs: 
rol '' - rot 0 . ou lllais geuericameute. rot' 
I.J c L. 
n>l ' 10t ' = rot 1 +.r para todo t.J ':: Z 
,\-. oprré\ÇÕ<'s rot ' 'lno chamadas ele rolaçÕ(;~ 
rot J ~t" 1 = J ( nwcl 11 ) par a todo 
• flcfluôr.,. Dc11ot.arenw" po1 refi( 7i) a reflexão CJIW in vede a ordem de t.odos os 
e)Pnwnto" de uma permutação r. e também os SPU" 'iJnai .... Então. 
Defluinw!:- refP para <:ada " E Z da forma usual: H'fl' é a compos1çào de reft z 
n?ze~ para 1 > O e refi'- 1 e a inversa de 1efl' ~ot.arnos também que refi-' = refli. 
Alem disso. refl0 é a tdentidade. Temo" as seguintes relaçõe" imponantes: 
refl 1 = reft0 • ou mais genericamente. refi' = refi se 1 = J (mod 2) para todo 
t.J E Z. 
ten'r<'fiJ = refi'+J para todo i,J E Z. 
Podcmoc:; aplicar rol e tefl a uma permutação. usando as definições acima. 
Então. 
rot r<'il (r.)= rot(ref1(7l')) = rot (T.,?.\-1 ... T.21fl) = 
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'Temos a seguinte relação: 
rot refi = refi rot -l . (3.] ) 
Genericamente; as operações refi roP são chamadas de reflexões. Cada reflexão 
é igual à sua própria inversa. 
Definiremos em seguida urna relação ele equivalência entre dua.s permutações r. e 0'. 
Definição 3.1.1 Dadas duas perrrwtações r. e 0' , defin imos 
se t .-::o·mente se existem i , j E Z tais que O'= rot're_fi/n. 
1\ relação acim.a é de equivalência. A prova do resultado é s imples. A Equação :3.1 
pode ser usada nesta prova . 
Desta relação ele equivalencia, podemos definir a cla.sse de equivalência da permutaçà.o 
1. . denotada por[ ~. ] . que representa um cromo~sorno circular com sinais. como se segue 
Esta formal ização é interessante do ponto de vista biológico, porque ela. na.o fixa 
qualquer elemento da permutação, e então cada um dos blocos de genes pode se r o 
primeiro. bastando aplicar rotação. Além d isso. duas permutações onde uma é obLicla 
da outra por reflexão podem ser prod uzidas ap licando o operador refi . 
Reversões Circulares 
Denominaremos reversão agindo num cromossomo circular por reversão circular. 
Conforme notamos anteriormente, existem duas possibilidades para uma reversão agir 
num cromossomo circular , dados os dois pontos onde os cortes ocorreram (Figura 3.2) . 
Modelamos agora como uma. reversão ci rcular agirá numa classe de equivalência A 
que representa um cromossomo circular. 
Primeiro, escolhemos uma permutação 1r = (1r1 ... 7f, _ 17r, . .. r.1 1f1+J . . . 7Tn ) na classe 
A . Em seguida, vamos supor que os dois cortes da reversão circular tenham ocorrido 
em 1r entre i 8 L i e j , j ffi L onde l ~ i ~ j :; n . Aqui 8 e ffi são as operações usuais 
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Je '\Ubtraçào e adtção, respecti,·amente, exceto que t.omamos o resultado módulo n e 
( .. srolhcmos n no lugar de O como representante' da classP dos mültiplos de 11. \'amos 
!-oU por que estcc:; cortes sejam dtstintos. e então i i= (j ... 1 ). 
Além disc;o pod<>mos !:>empre escolher z e j taic:; que 1 ~ J Se z > j de,·emos escolher 
oulros índices t' e j' que indiquem os mesmos pontos de corte e tais que' 11 ~ ;'. ~las 
para tsto. basta tomar 11 = j + 1 e l = 1 S 1. o que é sempre posível. f>OJS por hipótese 
l:f:(j~l). 
Tf'rlto::. cut.ào o scguin~c lema. 
Len1a 3.1.2 Dndn. um.a prrmulaçiio "= ( r. 1 ••. r.,_ Ir., . T.'1 11";+t •• r.,) de uma classe 
dt tqun·a/êncw ,1 qur modela um cromossomo c11·ctdru , f dou. ponlo.c; dr c·orlt em ;;-
wdtcndo~ por mlttros 1 c. j. rom l ~ 1 ~ J ~ 11 c i~ (J --?1). lat" que estes cortes 
OCOr1'fm rnfrc 18 l.1. C J.J : 1. as permutaçÕes rcsuflnn/f,, da~ r/ua~ poc;.c:Íl'flS formas 
rh ttt•trler ;;- com t~te~ dots cortes pertencem à mt~mn clas<:.t ch (qua·alêncw. 
Prova: 
Df'notaremo~ por P c Q a~ duas possín~is forma!- de IC\CriCI o cromo:-.,omo rircula1 
mod<>lado po1 . 1 (Figura:{ (i). Tomando-..<' apl1rando n re,·cr<..ilo crrcular P em 7. 
( om 1 <" J ua~ condiçoe ... do l<?ma. temo~ 
P ·( ::J . . . /.,_1;;-, ... ~J :lJ~l···;;n) = (;-;, ... ;:_J~J ... ;f,r..J+I···~n ) 
,\plicamlo a rever~ao cin ular Q em;;-, com 1 c J nas cond1çÕes do lema. t.<'rnos 
·t-'(·ft(- - = =- -))-(== = - . -= =) 1 O 1 C " 1 . . • ,. r- J '' 1 · · · '' , " ; - I · · · " n - • • 1 1• r • · • " J T 1 " ' · · · " J ~. t- I · • .. 1• 2 
Entà.o. tomando 
t<'mos que o-2 = rot- 1(refl(uJ)). tmplicando em o-1 "'a2 • ou c;eja. o-1 e a 2 pertencem à 
me1-ma classe de eqmvalência. Temos assim que !P · ;;-} = !ud = !o-2] = IQ · ;;-]. 
o 
Oerluimos agora re\'C'rc;ào circular. 
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J'iQ,ura .3.6: Q c; doi:, cromoc;somos circulares result~nt.es elas d 1r a.s fo1 mas de aplicar 
rC'V<'!'c;ào circular são r<"presE>n1 ados por duas pernwtações que pertencem à mesma 
cla'>:-.f' de equivalência.. ~ole que a seta. nntes da reversà.o circu lar. i ndtca o primeiro 
bloco ela permutação ec;colhtda da c lasse de equivalência que reprcscnt.a o cromos-
:,omo circular. .-\ porção do cromossomo sofrendo a reversão circular pode incluir ou 
uào a seta. As permutações resultantes das duas reversões circulares sào mostradas. 
Podemos verificar que aplicar reflexão e rotação numa. das permutações resultantes 
da re,·ersào permite obter a outra permutação. ~1ostrarnos também as permutações 
resultantes de cada ope1açào aplicada.. (a) Neste caso, a reversão não indui a seta. 
(h) :\leste caso. a reversão mclui a seta. 
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Definição 3.1.3 Dada uma classe de equivalência A modelando um c1·omossomo cir-
cular. dcfimmos uma rever são circular P agmdo em A, denotada por P ·A. como 
sendo [ P · rr], r. E A. onde P inverte o mesmo bloco de rlementos, qualqtter que seja 
r. E A . 
Agora podemos enunciar o problema de encontrar o menor número de reversões cir-
culares agindo em cromossomos circulares com sinais. 
Dadas duas classes de equivalência A e B, representando dois cromossomos circulares 
com sinais, o problema da distância de reversão d e cromossomos circulares 
com s inais f> encontrar nmé1 série de reversões circulares P1, P2 .... P,, tais que P0 • 
Pg-1 · ... · P2 • P1 · A = B c (!é minimo. Chamamos g dr distância d e r eversao 
ci rcular de A e B, denotada por d~(A. D). 
3.1.2 Um isomorfismo entre os proble mas circular e linear 
Como dito no início desta :o.f'çào. definiremos H'Yersâo circular em termos de re-
\Prsào linear. o que perm1tirá estabelecer um isomorfismo entre re\'ersõc:;; circulares 
atuando em cromossomos circulares e reversÕ('S lineare-c; agindo em cromosRomos li-
llf'éll'f'i. D<'~ i. <"' iso1norfismo deduzimos inlC'dia.Lamentf' um algori tmo p<jlinomi al para 
o prohlemél <l<t dísiãJlCla de r<',·f'rsào de cromoc;somos c ircu l<ues co111 simtis, l)étscado 
num algorll rno poJmomial quC' c;oluciona o problema f'(tlll'·alentP para crornos<-omo<; 
line<ue:-,. 
l'rna reverséio linear 7'(1,J). com 1::; z::; J::; n, como descrito no Capítulo l. age n<~ 
JWrmu l.açà.o rr = (r. 1 . . . r.,_ 1r.; .. . 1.1 1rJ+ 1 •• • 1T11 ). detarnan!Jo n, da seguinte forma: 
A definiçào de reversão circular P agindo numa classe de equivalência A induz imedi-
atamente à uti lização da r('versâo linear. Uma prime11·a intuição seria escolher em A 
um a permutação 1r. escolher os pontos de corte i e J, e uti lizar estes mesmos índices 
numa reversão linear atuando em r. . assim: 
P · .4 = [P · 1.j = [r(i. ;) ·r.] 
Entretanto esta definição não funciona corretamente, porque a mesma reversão linear 
aplicada a diferemes permutações 1r dent ro de uma cla.ssf' de equivalência A leva a 
classes de equi,:alência distintas. Para resolver este problema, não será. permit ida 
uma escolha aleatóna de uma permutação em A na qual as reversões circular e linear 
atuarão. 
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Definimos uma representante canonzca de A, denotada por can(A), com as carac-
terísticas de ter o bloco 1 fixado como sendo o primeiro elemento da permutaçào, e 
tendo a, orientação + (Figura 3.7) . Note que cada classe de equivalência tem uma 
única representante canônica. 
[7!] = {(+1 -5 +4 -3 +2) (-5 +4 - 3 +2 +l) (+4 - 3 +2 +l -5) 
(-3 +2 +1 -5 +4) (+2 +1 -5 +4 -3) 
(- 2 +3 -4 +5 -1) (+3 -4 +5-1 -2) (-4 +5 -1 -2 +3) 
(+5-1 -2 +3 -4) (-I - 2 +3 -4 +5)} 
can (ln]) = (+I -5 +4 - 3 +2) 
Figura :3.7: Exemplo de uma classe de equi valência A = [?r] e da sua representante 
canônica can( A) . 
Definimos agora reversão circular em termos de revcrsào linear. ambas atuando apenas 
na representante canônica. 
Definição 3 .1 .4 LJada-o:: uma classt de equivaléneia A m odelando vrn cromO-"'.'JOOIO 
nrcular f ~ema ·reversão linea·r r( i, J) c.:o m 1 ::; i ::; j ::; n. exceto (i, j) = ( L n) . 
definimos uma reversão circular P atuando em A por 
P ·A= [P · can(A)] = [r(i,j) · can(A)] 
O próximo teorema mostra que, além da reversão circular P poder ser definida por 
uma. reversão linear r(i,j) atuando apenas na representante canônica, os índices i e 
J podem ser escolhidos no intervalo ele 2 até n . 
Teorema 3.1.5 Dada uma classe de eq1úvalêncw A modelando um cromossomo cir-
c1da1·, para qualquer 1·eversão cú·cular P atuando em A, existem inteiros ~ e j com 
2 ~ i ::; j ~ n tais que 
P ·A= [P · can(A)] = [r(i,j) · can(A)] 
Prova: 
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Tomemos JnJCtalmente a representante canônica de A. can(A). 
Ex1stem duas possíveis formas de uma reversão circular agir em can(A), mas ambas 
produzem permutações que pertencem à mesma classe de equivalência (Lema 3.1.2) . 
Como podrmos escolher qualquer uma das duas formas tomaremos a forma que não 
inclui ~r 1 = +1. Desta forma P · can(A) produzirá uma permutação qut> é t..ambém 
nma representante canônica. Em outras palavras, a representante canõnica da classe 
de equi,·aléncia A. que modela o cromossomo circular anie.'i da reversão é transformada 
uuma outra representante canônica da classe de equivalencia que modela o cromos-
somo circuli'i.r obtido após a reversão. NestE:> caso. a. rPversào circular age em can(A) 
exatamente da. mesma for111a que agiria a rcv('rsã.o linear r(i.j). com i~ 2. Então. 
r( l. j) · ( + 1 r.2 ... ii 1 • •• Tr1 ... 'ií n) = ( + 1 112 ... 7f1 ... 1ft ... Ton ) • 
com 2 ~ ' ~ J :=:; n . Este resultado decorre da definição de reversão linenr. Como a 
permutação da di reita é canônica temos 
r(t.J) · can(A) = ran(P · ,i). 
dC' ()!lde 1 ~'li lOS 
[r(z.;l · om(:\ ), = lcan(P ·A)]= [P· cnn( . \)] = P · A. 
o 
:\ lostraremos agora que exisle nm isomorfismo entre revcrsõc:-- nrculares i'l.gindo em 
cromo~somoo:- circulares f' rP\Crsóes lineares agindo em cromossomos lineares. Para 
i--to. inicialmente definiremos duas bijeções. Tomemos Sn romo !>endo o conjunto de 
1 odas as permutações lineares com sinais de n elementos. Seja Rn o conjunto de todas 
a.s reversõe.:; li neares agindo em permutações lineares com n elementos. Sejam S~ o 
conjunto de todas as classf's de equivalência das permut.ações lineares com smais de 
comprimento n e R~ o conjunto de todas as reversões circulares agindo nestas classes 
de equi,·aléncia. Definimos 
de ta.! forma que 
~,?(A)= t.omar can(A), remover + 1, subtrair 1 dos valores absolutos 
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dos outros elementos, conservando o sinal 
Definimos também 
O : R~ ----+ Rn- 1 
de ta l form a que 
O(P) = r·(i -l,j - 1), 
onde P · A= [P · can(A)] = [r(?.,j) · can(A)], com 2 ::::; i::::; j:::; n . 
E nu nciamos agora o resultado. 
Teorema 3.1.6 Dadas duas bijeções ..p e e como definidas acima; então temos 
<p(P · A)=()( P) · <,o( A ) 
Prova: 
Inicia lmente temos 
.p(P ·A) = tomar can(P · .4), remover + 1, subtrair 1 dos valores absolutos 
do::, outros elementos, conservando o sinal 
SPj<~ (Teorema :}.l. .S ) P · A = [T(i.j) · can( A )], com 2 ::5 i ::::; j ::::; n. e A = [rr j, 
oudf' r. = can (A), isto é. 7í = ( rr 1 r.2 . . . rr n) corn rr 1 = + l. lvlas (Definição :3 .1.4) 
can(P ·A)= can( [T(í . _j) · can(A)]) = can([r (i,j) · rr] ) = 1·(i.j) · rr , com 2 <i:::; j S n. 
Então 
r..p(P · A)= tomar r(i,j) · r., remover + 1, subtrair 1 dos valores absolutos 
dos outros elementos, conservando o sinal 
Por outro lado, como can( A ) = rr, então temos 
<p( A) = tornar 1r. remover + I , subtrair 1 dos valores absolutos 
dos outros elementos, conservando o sinal 
e 
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O(P) = r·(1- l,J- 1) 
Então o resultado segue porque B(P) =r( i- l.j - 1) age em tp(A) exatamente no~ 
mesmos elementos que r(i.J) atua em 7i .• \ lém disso, ..p(P ·A) gera uma permutação 
idêmira a fJ( P) agindo em ~(A). 
J\ote que J.c;·~J = JSn-11 = 2r'-1 (u -l )! e IR~I = JRn-1 1 = (n -l)n/2. 
Do Teorema :3.1.6 decorre imediatamente o próximo resultado. 
o 
Corolário 3 .1. 7 Dadas dua.s classes de equwalêncza A l /3 modeLando dois cromo.<;-
·"omoB citC'1dan.s. e a b1jeçao t.p definida acima. 
Do Corolário :Ll./ podPmos deduzir um algoritmo para o pLOblc·ma da dt~l;;ncia de 
n'' I" r.., à o d<' < 1 omoc;somo-:; ti rculares com si na i~. Basicameme. f' I e consiste f'lll execul a r 
qHalquet algoritmo que r('soh·e o problema equi\·a lente dP cromos5omos linr'arc=- mm 
:-.iuai:,. \.oJnatH.Io como emnt<.la cJuas permutações, obt idac; a.plicando a bijeçào.;; nas 
duas cla<>ses de equiva lência quC' representn.m o~ cromossomos circulares. 
Tomemos as duas permutaçoe!' de entrada a e d. onde o t-> J ~ào as permutações das 
duas classes que representam os cromossomos circulares. As representantes canonicas 
<;à.O obt idas pesquisando as duas permmações n e f3 para encontrar a. posiçáo k do 
bloco 1 Se ele tiver sinal + apenas aplicamos rotk-l, e se e le tiver s inal - apl icamos 
rot~,:-n seguido de refi. 
Em particulaL se utilizarmos o algoritmo de 1-\aplan. Shamir e Tarjan [23J. a complex-
idade do algoritmo é 0( n2 ) (encontrar as representantes canônicas e aplicar ...p custam 
O(n) e o aJgoritrno de Kaplan, Sharnir e Tarjan [23] tem complexidade 0(n 2 )). onde 
n é o número de blocos de genes elos cromossomos circu la res. 
As rever~ões circulares são obtidas aplicando a inversa de O l"m cada passo do algoritmo 
para cromossomos lineares. Este passo não afeta a complexidade do algoritmo acima 
po1s custa 0( I). 
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3.2 O diâmetro de reversao 
O d iâm etro de reversão circu lar, denotado por D;(n), das classes de equivalência 
em S~, com respeito à dist ância de reversão circular , é a máxima distância de reversão 
entre duas classes de equivalência. das permutações de comprimento n. Analogamente, 
o diâ m e t r o d e r eversão linear, denotado por Dr(n), das per mutações de n elemen-
tos do conjunto Sr., com respeito à distância de reversão linear, é a distância máxima 
entre duas permutações. 
~esta seção. mostramos que o diâmetro c.le reversão para cromossomos com sma.1s, 
lineMe!3 e circulares, são respectivamente n + 1 e n (exceto em poucos casos) . Isto 
corrige um resultado de Kececioglu e Sankoff [26] que estabelece que n- 2 ~ D,.(n) ~ 
n - 1. 
P rim.eiro. vamos provar o res ulta<"lo sobre o diâmetro de reversão linear. Dr(n) = n+ L 
exceto em dois casos. Para isto. inicialmente computamos a. distância de reversão 
entre cert,as permutações e a permutação identidade, para. cada n . Estas d istâncias 
serão uti lizctdas corno Limite inferior para Dr (n). Estes resulLados estão enunciados 
nos lemas seguimPs . 
. \!esta seção, \.odos os elementos das permutações têm sinais positivos(''+") . portanto. 
para não sobrecarregar rt notação, omi tiremos estes sinais. Além disto. nos grafos d<' 
ponto5-de-quebra. os dois rótulos - ;r, e + r.; , associados rt. cada elemento r. , , ta.mbém 
sPriw d enotado" apenas por r.1 • 
Lema 3.2. 1 Da-das as permutações 
r.r; = ( :2 1 4 :3 6 5 ... (n- 4) (n - .)) (n - 2) (n- 3) n (n - 1)) 
O'n = t n = ( l 2 ~3 4 . .. ( n - 1) n), 
Prova: Primeiro, construímos o grafo de pontos-de-quebra G( r.n , Ln) para ;r n corn 
relação a t,n , com n nas condições do lema . Este grafo é formado por exatamente um 
ciclo, de tamanho n + 1, envolvendo todos os rótulos . Conforme visto na Seção 2.1, 
este é um ciclo ruim e portanto um obstá.culo (Figura 3.8) . 
Neste C<lSO, usando a Fórmula 2.1 de Hannenhalli e Pevzner, também enunciada na 
Seção 2.1 , e do grafo de pontos-de-quebra G(rrn . O'n), temos 
d( ír n, O' n) = ( n + 1) - 1 + 1 + O = n + 1 
.3.2 O diámetro de reversão .so 
(a) (2 I 4 3 .. n-4 n-" n-2 n-3 n n-1 ) 
o 2 3 n-4 n-5 n-2 n-1 n n-1 n+l 
tb) (~ I) 
(2 I 4 3) 
fi!!,ura :L: (a) O grafo de pontos-de-quebra para i7n c a.., = tn, n par. 11 ~ 2. (b) 
Exemplos p<ll"a 11 = 2 e 1 com relação a tn 
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(a) (2 I 3 5 4 6 .. . n-5 n-3 n-4 n-2 n n-1) 
o 2 3 5 4 6 . .. n-5 n-3 n-4 n-2 n n-1 n+ 1 
(b) (2 l 3 5 4) 
m 
O 2 I 3 5 4 6 
Figura 3.9: (a) O grafo ele pontos-de-quebra para 11'71 e O"n = '-n · n 1mpa.r , n > :), 
(n + l) mod 3 = O. (b) Exemplo para n = .5 com relação a 1-5 • 
o 
f\os lemas scguini.es calculamos distâ.ncias ele reversão entre diversas permu ta(;óes e 
0 permutação iJenticla.de. para n ímpar. 
Lema 3.2.2 Dada8 a.s permutações 
T. r. = (2 1 :3 .54 6 S 7 9 .. . (n - 6) (n- 7) (n- .5) (n - 3) (n- 4) (n.- 2) n (n - 1 ) ) 
f 
(}" n = bn = ( 1 2 3 4 . . . ( n - 1 ) n ) . 
pa?'Cl n ànpaT) n ~ 5, c (n + 1) mod 3 =O, então d( 1rn , O'n) = n + 1. 
Prova: O grafo de pontos-de-quebra para 1t'n com relação a O'n , com n na.s condiçôes 
da. hipótese, é formado por exatamente (n + 1)/ 3 ciclos de tamanho 3, com n 2: 
;)_ construídos um ao lado elo outro. Estes são ciclos ruins e portanto obstáculos 
(Figura 3.9 ). 
l\este caso, usando a. Fórmula 2 .1, e do grafo de pontos-de-quebra C(?rn 1 in )· temos 
d( 7r n, tn ) = ( n + 1) - ( n. + 1) j:3 + ( n + 1) / 3 + O = n + 1 
o 
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(a) (2 1 3 ... n-1 2 n- 10 n-1 1 n-9 n-7 n-8 n-5 n-6 n-4 n-2 n-3 n n-1 ) 
~---~~~ 
O 2 I 3 n-12 n-11 n-9 n-7 n-8 n-5 n-6 n-4 n-2 n-3 n n-1 n+ 1 
n-10 
(b) (2 I 4 3 5 7 6 9 8) 
o 2 4 3 5 7 6 9 8 lO 
Figura .3 10: (a) O grafo de pontos-de-quebra para íi 11 e an 'n· 11 Hnpal'. n 2::: 9. 
(11 + l J mod :3 = l. (b ) Exemplo para 11 = 9 rom relação a t 9 . 
L ema 3.2.3 Dada.~ as permutações 
h r. = ( 2 1 .3 1 1 G . . . ( 11 - 1.5) ( n - l :~) ( n - l..t ) ( 11 - 12) ( n - I O) l n - I I ) 
(n- 9) (u- 7) (n- 8) (11- -5) (n - ()) (n- 4) (11 - 2) (n- :1) n (n- I)) 
On=Ln= ( l2:3~ .. (n- l) n), 
pam 11 ímpar. n 2 9. (n + 1) mod :3 = 1, enlào d(r.n,CTn ) = n + 1. 
Prova: O grafo Je pontos-de-quebra para r.n com respeito a tn . com n nM condições 
da h1pótese. é formado por exatamente (n - 9)/3 ciclos de Lamanho 3, e dois ciclos 
dE' tamanho 5, com n ~ 9, construídos um ao lado do outro. Estes sã.o ciclos ruins e 
port.anto obstácuJos (Figura :3.10). 
:\este caso. usando a Fórmula 2.1, e do grafo de pontos-de-quebra G(r.n. tn ). temos 
d(íin, ln) = (n + 1)- ((n - 9) / 3 + 2) + {( n- 9)/ 3 + 2) +O= n + 1 
o 
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(a)(2 I 3 54 6 .. . n- 10 n-8 n-9 n-7 n-5 n-6 n-4 n-2 n-3 n n-1) 
~ -.~~~ 
O 2 1 3 . . . n-10 n-8 n-9 n-7 n-5 n-6 n-4 n-2 n-3 n n-1 n+l 
(b) 
(2 I 3 5 4 7 6) 
o 2 3 5 4 7 6 8 
Figma. :3 .11: (a) O grafo de pontos-de-quebra para ií11 e O"n t,1 , 11 írnpa,r, n > 7, ( '' + J ) mod :3 = 2. (h) Exemplo pa.ra n = 7 com relação a. lí· 
Lema 3 .2.4 Dada.:; a.s pe1·mutações 
"n = (2 L :3 5 46 .. . (n - ll) (n - 12) (n- 10) (n-8) (n-9 ) (11-7) (n- .)) (n-6) 
(n- 4) (n - 2j (n - :3) n (n - ] )) 
O" n = l.n = (1 2 3 4 . . . ( n - 1 ) n), 
pam n hnpa7'. n 2: 7. (n + 1 ) mod :3 = 2, então d(r.,., cr11 ) = n + 1. 
Prova: O grafo de pontos-de-quebra para r. n com respeito a "n · com n nas condições 
da hipótese. é formado por exatamente (n - 4) / 3 ciclos de tamanho 3, e um ciclo de 
tamanho 5, com n 2: 5, construídos um ao lado do outro. Estes são ciclos ruins e 
portanto obstáculos (Figura 3.11 ). 
Neste ca.so, usando a Fórmula 2.1, e do grafo de pontos-de-quebra G(r.n, l,n), então 
temos 
d (r. n . 1-n) = ( n + 1 ) - ( ( n - 4) / 3 + 1 ) + ( ( n - 4) / 3 + 1 ) + O = n + 1 
.3.2. O diâmetro de reversão 
Crilizando os lemas anteriores. provamos agora o diâmetro de reversão linear. 
Teorema 3 . 2.5 O d-iâmetro de reversão de cromossouws lmeares com ;,inats é 
Dr(n) = 111ax {d (r., o-)}= { n 
"\; .!>, 71 + 1 
'>E5n 
Prova : 




Para n par, n 2: 2. o Lemn :3.2.1 apresent.a uma família de permutações 1r n. com n 
nestas cond1ções. tais qur clr( ;;-ti · tn) = r1 + l. Portanto. no caso de n par, temos 
Dr(n ) :?:n+l. 
Analisemos agora o caso em que n é ímpar. 
Qnanclo n = 1 temos ap<'na~ duas permut.ações. e a distància entre elas é exatamente 
1. c portanto Dr(l) = 1. 
Quando n = :3 temos, decorrente de um teorema de I~ccl'cioglu e Sankoff [2GJ. um 
algoritmo guloso que ordena qualquer permutação r. com pelo menos 11m c!C'mento 
nega.ti ,.o en1 uo máximo 11 - 1 passos. Então, apenas a., permutações co.rn Lodos 
os elf'mentos pos1tivos são candidatos a possu1r distància de reversão igual e1 11 + l. 
('.,ando cst<' fato e conslJIIindo os grafos de pontos-de-qu<'hl<l para todas a~ possÍ\eis 
p<"rmutaçóe" rom toJo~ o.;; s<>us elern<'nlos positivos para 11 = :3. concluímo" que 
d r( h·3., 3 J :::; :1 . Por Olllro lctdo. 1.3 = (:11. 1) f' 13 = (1 2 :l) t.êm dr(ii'l.l ,3 ) = :1, e 
portanto D1 ( .n = :3 . 
Quando n ~ .~. vamos rollsiderar os pos~ívcis vaLores de (11 + 1) mod :}. Temos trés 
• (11 + 1) mod :3 = 0: Do Lema 3.2.2, temos uma família de permutações lín. com 
n ncst.a.s condições, para as quais dr( rr n 1 l·n) = n + l. 
• (n+ 1) mod :3 = 1: Do Lema :3.2.3. temos umafamíliade permut.ações r.,.. com 
n uestas condições. para as quais dr(r.n . t,.) = 11- l. Kotamos que a restrição 
n 2: 9 do Lema 3.2.3 não elimina nenhum n para o qual (n + 1) (mod 3) = 1. 
poic; n = 9 é o primeiro número ímpar satisfazendo esta condição. 
• ( 11 + l) mod 3 = 2: Do Lema 3.2..1, temos uma família de permutações i!' n, com n 
ne.,t.a~condiçôes.paraasquaisd,..(7rn,1n) =n...l...l. 1\otamosquearestnçãon 2:7 
do Lema 3.2.4 também nào elimina nenhum n para o qual (n+l) (mod 3) = 2, 
pois n = 7 é o primeiro oúmero ímpar satisfazendo esta condição. 
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Portanto, quando n ~ .s, mostramos que Dr(n) ~ n + 1. 
Então, Dr( 1) = ] e Dr(3 ) = 3, enquanto que para n = 2 e para todo n ~ 4, temos 
um limite inferior de n + 1 para Dr(n ). 
Para completar a prova, vamos mostrar que Dr( n) < n + 21 para todo n. 
Da Fórmula 2.1 temos que 
para todo n. 
Prime.iro, observamos que h(rrn,,tn ):::; c(r.n. ln), pela de:finiçào de h(r.n,Ln) . Por tan to, 
se h(r.n.l-n) = c(r.n, l,.,), então temos d(rrn , L,) :=:; (n + 1) + i , isto é, d(7r11 , t.,) :::; 
n + 2. íVfas se f(7í.,_,tn) = 1, então necessariamente h(r.n ,tn) < c(r.n,tn), e portanto 
ri ( r. n . '·n ) < n + 2. 
Isto prova o caso linea.r. 
o 
Das bijeções definidas na seçào anterior. temos o próximo resultado . 
Lema 3 .2 .6 O diâmetro dt reve1·são do8. r·rornos.<>omos á1·culan'.-; é 
Deste lem<1, decorre o próximo teorema .. que mostra o diâmet.ro de reversão circular 
da., classes de equivalência, em s;. 
Teore 1na 3 .2. 7 O diâmetro de 1·eversào de cromossomos czrculares com sz.nais ClT-
C'u.lares é 
D~(n) = max 
A E S~ 
B E S~ 
{d~(A, B)} = { 
n - 1 
n 
se n = 1. n = 2 ou n = 4 
caso contrário 
3 .3 Distâncias de reversão de cromossomos c ir-
c ulares e lineares 
~a Seção 3.1 mostramos que existe uma dist.ância preservando a correspondência en-
tre cromossomos circulares e cromossomos lineares de tamanho urna unidade menor. 
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~esta seção estudamos como se relacionam cromossomos circulares e lineares do 
mesmo tamanho. 
~'lostraremos no Teorema :3.:3.4 quf' d~([1r], [u]) S dr(7r . e7), para quaisquer 1r eu. Antes 
de provar este resultado, precisamos de três lemas técnico~. 
Lema 3.3.1 Dadas duas permutações lineares u e ". ta1s quf a = op( 1r) onde op = 
rot 011 refi. então para toda rever.<>ào r existe uma reversão r' tal que r ·r. ,...._r' · u. 
Prova: 
Seja 1r = ( 1r 1 ••• 1r n) . 
Temos cl uas poss1 bilidades para op. 
• op = rot: Tomemos a= rot (rr) = (7r2"3·· · "nr.1 ) e 7' = r·(t,j) de ta l fornu1 que 
Ternos três casos. 
I . I = l , j = 71 : 
r( I. n ) · ii = ( T.n ... T.' 1 ) 
\estl' caso 1 = 'lI. 11) = refi. Tomar r' = refi I ambém. Obteremo~ 
r · r:= reA(7r )"' rr ,...,_a,....., rPfl(a) =r'· a 
'2. 1 = 1.1 < n.: !\este caso 
Então: 
refl(r(j,n - 1) ·a)= (T.lrri+l .. . r.nT.'1 .. . 1f3T.2) 
rotn-J+I (reO{r(j, n- 1) · cr)) = (1f; .. . 7f.Jif27i"J'r.J+ l . . . 7õn) 
r(l.j) · 1r = rotn-.7+ 1(refl.(7'(j,o - 1) ·a)) 
Então. tomando 1'1 = r(j. n - l) temos 
I 
r · 7i"' r ·a. 
3.3. Distàncias de reversão de cromossomos circulares e lineares 
:3. i> l,j ::=; n : Neste caso 
Então: 
r o t - 1 ( r (i - 1, j - l ) · a) = ( i< 1 r. 2 ir 3 . . . r. i- 11f 1 . . • 7F i . . . ir n) 
r(i,j) ·i< = rot- 1(r(z - l,J - 1) ·a) 
Portanto, tomando 1'1 = r( ·i- l,j - 1) temos 
I 
r· ir"' r ·a. 
• op = refl: Tomemos a = refl(i<) = (1fn ... 7fi) e r = r(i,j) de tal forma que 
Então: 
refi (r ( n + 1 - j . n + 1 - i ) · a ) = ( r.1 . • . r. i - 1 7:'.7 . . . 7f 1 r. 1 + 1 . . . "n ) 
r ( i, j ) · ;r = refi (r ( n + 1 - j . n + 1 - í ) · cr) 
Então. tomando r' = r-(n + 1- j, n + 1 - 1.), temos 
r · r. "' 7'1 · a. 
57 
o 
Lema 3 .3.2 Dadas duas pe1·mutações lineare.s 1r e a, tais que r."' a então para toda 
re11ersào r existe uma reversão r' tal que r · r. ,..., 1'1 • a . 
Prova: 
Tomemos a - opv(OPv-1(· . . (op1(1r)) .. . )), onde v > O, e opi = rot ou refi, para 
l ~ 1 ~v. 
Esta. prova sera feita por indução em v . 
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• r = 0: a penas tornamos r' = 1'. 
• v > 0: Tomemos 
CT' = OPv- 1 ( ••• op1 ( 7i ) ... ) 
Dada r. gostaríamos de obter r-' tal que 
r· · r. "' r·' · CJ 
pel fl hipóLese de indução. temos 
\Ia~. CJ "' CT1 (pois a' "' ;r), de tal forma que a = opL(q') e entào, 11sando o 
Lema :1.:3.1, existe uma. r' tal que 
11 I I r ·O",....,,. · r;-
Enr tio. 
I 
.,. · rr "" r · a 
o 
Lema 3.3.3 Dada uma permutação linear r. c umn rrrcrsrio llllutT· r . eu/tio r.ri."lc 
umn l't1'f1'8tl() tirc~tfm· P ou uma lmnsfonnaçào 1dentirlarlt P = I. In / qnf 
[r · r.] = P · f r.]. 
Prova: 
Seja. cr a representante ca.nônica de ['Ir]: 
rr ""cr = can([rr]) 
O Lema :3.:3 .2 nos d1z que dadas as permutações r. <' a tais que r. .._., a. então para 
toda r exJc;te uma r' tal que 
r· · rr "' r.l · a, 
e portanto 
l\ Ias r'= r(z.J) com 1 $i$ J ::; n . Entào temos dois casos: 
3.3. Distâncias de reversão de cromossom os circulares e lineares 
1. i = J E& l. Então, r' = refi e 
[r' · uJ = [reft(u)] = [uJ = [1r], 
e então exist<" a transformação ídentida.de P = I . 
2.. i =/:- j EB l. Pelo fato de a ser a representante canônica de [r.], a 
então temos (Definição :3 .1.4) 
[r(i , j) - a]= [T(i,j) · can.([?rJ)j = [P · can( [r.]) ] = P - [r.] 




.\leste ponto mostramos que existem menos reversões no caso çjrcular do que no caso 
linear. qua,ndo ambos os cromossomos tem o mesmo tamanho. 
Teo re tna 3 .3.4 Dadas quaisquer pennutações "h e cr com o mesmo tamanho: 
Prova: Tornemos f}= d,.(;., a). Então. 
r/! · 1·0 _ 1 • • • • - r 1 • r:= a 
[Te . r-ê- 1 . - - - . rl . r.] = [a J 
P:, · P~_ 1 • . • • · P; · [;.] = [a] (Lema :3.:3.3) 
onde P/ é uma. reversão circular ou a. transformação identidade. Eotào, 
o 
Observamos a inda que há casos em que dr ( 'll', a) e d;([r.], [u]) são diferentes . Por 
exemplo, consideremos as permutações ;r = (-2 + 3 + 1) e u = ( + 1 + 2 + 3). Temos 
d~([1r],[o-]) = 1 porque d~([r.],[o-]) = dr(can( [r.]),can( [a]) ) = 1, onde can( [r.]) = 
(+1 -2 + 3) . Mas dr(r., a) = 3. Para fazer esta computação, é suficiente c(<mstruir o 
grafo de pontos-de-quebra de 1r em relação a a , e usar a Fórmula 2.1 de Hannenhalli 
e Pevzner [19] . 
O teorema seguinte também resolve o problema da distância de reversão para cro-
mossomos circulares com sinais. 
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Teorema 3 .3 .5 Dados dots cromossomos ctrculares do mesmo tamanho represento-
do.:: pelas. c/a$ses de equú,alência A e B então 
d~(A, B) = dr(can(A),can(B) ) 
Prova: 
fnicialmeme mostraremos que 
d~(A,B) $ dr(can(A) .can(B)) 
Do '"l eorema :3.3.4 sabemos quf' d~([1r], [u]) 5 dr(7r, u) Em particular. tomando r. = 
crm( .i) e a= can(B) . temos Imediatamente o resultado. 
Em seguida. mostraremos que 
d;( A . 8) ~ dr( can(A) . can( B) ) 
Para resolver o problema déL distância de reversão de cromossomos circulares com 
<:inais . usamos re,·ersões circulares no mteryaJo [2. n]. q ue age sempre na per mutação 
q11e é representante canôn1ca. Consideremos então o cromossomo linear cem(. \ ). fni-
rialmentc. 1. 1 = + 1 já csté\ Oi-1 sua postçào corret.a . e isto nào é modificado durante o 
proe<:'">SO. C:-.tas mesmas rc,·ersões circula.rf'-, fotuecem urna . .,érie cle rever~t)es também 
pari'l o r<~so li nf'a r. 
Do Teo1ema :3.:; .. 5 podemos deduzir um outro algontmo para o problema rla dic;t ãncia 
df' reversão de cromossomos circu lares com sinais. Este algoritmo consiste em utilizar 
o algori1.mo que resolvf' o p roblema ela dist.âucia. de reversão de cromos~omos linea-
res com ~inaic;. fornecendo como C'ntrada as representantes canómcas da:; dasses de 
ccptiHdéncia das permutações que represent.am os cromosc:omos ctrculare::.. 
Em particular. se escolhermos o algoritmo de 1\.aplan. Shamü e 1arjan 123]. a com-
plexidade do algoritmo será 0(11 2 ): encontrar as repre::.entantes canõnicas custa O(n ), 
corTIO v1sto no final da Seçi\o 3.1.2. e o algoritmo de I\aplan . Shamir e Tarjan [2:3] 
tem complexidade O(n2 ). onde n é o número de blocos de genes dos cromossomos 
circulares. 
Dos resultados acima. pode ser demonstrado que o Corolário :3.1.7 e o Teorema :3.3.5 
sào eqmvalentes, no seguime sentido: 
Teorema 3 .3.6 Dadas duas classes de equivalêncta, A r B, modelando riois cromos-
,"-olnos Cttcular·es dr mesmo tamanho. e a bi;eção t.p dcfin tda anleno1·mentc. enrào 
dr(..p(:l),cp(B)) = dr(can(A),can(B)) 
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Além disso, do Teorema 3.3.5 e da fórmula de distância de reversão de cromossomos 
lineares de Hannenhalli e Pevzner [1 9], podemos deduzir uma fórmula para. a distâncja 
de reversão de cromossomos circulares. 
Lema 3.3. 7 Dadas duas clas.'>es de equzvalêncza A e B modelando dois cmmossomos 
CZ1'c-ulares com sinais de mesmo tamanho, lr::mos que 
d;(A . B ) = dr(can(A ), can(B)) = 
(n + 1) - c(can(A),can(B)) + h(c(l.n(A),can(B) ) + f(can(A) ,can(B) ) 
:\o r.e01·ema seguinte provamos que as representantes canônicas, das classes de 
eq uivaléncia modelando os cromossomos circulares, fornecem uma distância mínima. 
entre todas as permutações que pertencem às duas classes. 
Teorema 3.3.8 Dadas d·uas classes de equiva.lencia de perm1.ttações de mcsm,rJ 
lrzmanho quaisquer A e B, modelando cromossomos cirntla1·es . t.emos 
dr(can(A).can(B)) = ~i11{d,. (r.,o-)} . 
aEB 
Prova; 
Obsern:'mos inicialmente que d~(A.B) = dr(can(A),can(B)) (Teorema :3.:3.5) . Além 
d isso, temos e<lda va.lor dr( r. . 17) maior ou igual a d~([T;"J, [o-]) (Teorema :3 .:3 .4 ). 
o 
Uma questão surge aqui. Quais são as permutações. das duas cla,sses de equivalência 
modelando os cromossomos circulares, que levam a uma distância de reversão m ínima? 
Nossos resultados mostraram que as representantes canônicas das classes certa-
mente levam. Mas elas não são as únicas . Temos um exemplo de Palmer e co-
autores [3:3], onde as permutações nâ.o possuem as característi cas das nossas re-
presentantes canôni cas. mas levam a uma distância mínima. As permutações sào 
( - 8 - 7 - 6 - 5 - 4 - :3 - 2 - 1 - 11 - 10 - 9C - 9B - 9A) e 
( -4 + 3 - 2 + 8 + 7 - 1 - 5 - 6 - 11 + 10 + 9A - 9B + 9C) . 
Se denominarmos de representantes ótimas das duas classes de equivalência mode-
lando os cromossomos circulares , duas permutações, uma de cada classe) que levam a 
uma d istância de reversão mínima, seria interessante poder caracterizar este conjunto 
de representantes ótimas. 
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Passamos agora a mostrar resultados que explicam uma prática. muito (reqüente em 
artigos onde se estudam formas de calcular a distância de reversão de cromossomos 
ltncares, que passamos a descrever. 
Dado um cromossomo linear, há essencialmenl.e duas maneiras de escrevê-lo como uma 
pf'rmutaçào, sendo uma a reflexão da outra. Isto é devido ao fato de que moléculas 
d<' IJ:\A l1vres nào possuem uma extremidade distmgiiível em geral, de modo que a 
leitura pode ser feita começando em qualquer uma da!' pontas. Assim sendo. ao com-
pélrar dois cromossomos, deveriamos na reali dade considerar ambas as possibilidades 
para ca.dn um deles. Isto implicaria na necessidadf> de calcula r quat ro clist,àncias de 
reversão. e tomar o mínimo entre elas como SE>ndo a distância, isto é-, dadas duas 
permutações if e a modelando dois cromossomos lineares. 
drl7i. a) = min{clr(ii, a). dr(reft(r.-), a). dr(r.. refi( a)), dr(refl(rr). refi( a))} (3.2) 
( 'ontudo, em artigos. é comum a prática dr comparar dois cromossomos tomando 
an1bos com o mesmo bloco de genes numa. das exLremidades. se possível. ou. em termos 
d<' permutações, tomar as duas permutações contendo um dos e lementos extremos 
comuns. Os rE-sultados seguintes justificam ist.o mostrando que, 11eslP caso. <"Sta.s 
pcrmntações es1olhidas çondnlem ao mínimo entre as quatro possibilidacl<'!' e'\istentes. 
\(> teore-ma a sf'gnir ,fto t<'duzidas para duas as pos.;ibiliclades de çalcular a menor 
distânCia de reYersào. formulada na [quaçào :3.:2. <-iuc1 demonstração é <;tmples e sera 
omitid<1. 
Teore n1a 3.3.9 Dadas rlaa::- perrmdaçôcs 7r e a que modelam rlots C1'0n/O.'~-'Om.os li-
llt tu·e~ er~lrio 
dor( refi( r. ). a) = dr (r.. refi( a)) 
O teorema abaixo comprova. a correção do procedimento para calcular a distância 
de reversão, rtdo tado na prát ica, de escolher permutações que comecem ou terminem 
com a. mesma. seqüência. de genes e com a. mesma oriPntação. 
Te orema 3.3.10 Dadas duas permutações ;r= (r.1 . •. ii,d e a= (a 1 • •• a 11 ) tais que 
To"t =a, ou Íln = a n . então 
d,. (r.. a) ~ d,. ( 1i, ?'e fi( a)) 
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Então. considerando o Teorema 3.3.9, e se Ü\'ermos representantes com as carac-
terísticas do Teorema :1.3.10, temos que os resultados encontrados nos artigos calcu-
lando apenas dr (".a ) fornecem realmente a mínima distância de reversão entre as 
quatro possibilidade~ existentes. 
Por fim. notamos que o mesmo exemplo de Pa.lmer e co-autores (33], citado anterior-
mente, fornece um caso em que as duas permutações não têm 1r1 = a 1 nem r.71 = a n. 
mas le\·am à uma distância de reversão mínima. 
3.4 Sumário e questões 
\pc;tc capítulo. nosso objetivo foi o de mJcia.r um estudo sistem<hico da teoria do 
problema da distância de ren:'rsào de cromossomos ci rcula.rcs com sinais. Com esta 
fH"l:'ipectiYcL rontribuímo~ em certos ponlos. descritos em seguida. 
luicJaJrnente formalizamos um cromossomo circular por meio de uma classe dr 
~-' <llliva.lência. Isto é interessante pois esta classe inclui as diferentes formas de vi -
"lla iJ Z<:H um cromossomo circu lar com sina1s, obtidas por rota çÓPS e reflexões . Defini-
mos também reYPri'Õ<'s circulares usando definições conhecidas ele revE-rsões lineares. 
l ti!Jzando estas deflniçÕ<'s. mostramos que há um isomorfismo eJHJ<' re\<"rsões circu-
'clll o:: agindo em cromo -.omoc; c i r cu I are" e 1 eYersões lJ neares agindo em cromossomo~ 
'llJPares. E~te i~omorfismo permitiu resoh·cr o problema da distância de rew~rsào de 
• 1 omussomo..., circulare., com sinais utilizando algoritmos polmomiais que resoh ·em o 
l)tohlema ela di'>! ãnna de reversào de cromo<;somos lineares com sinais, rornecenclo 
como entrada determinadas permutações. escolhidas nas classes dl:' equivalênCia. quc-> 
modelam os cromossomos ci rculares. 
Sm ::.eg,uida . determinamo~ o diâmetro de reversà.o com sinais para cromossomos line-
i\les (D,.(n) = n -1 ) e circulares ( D ;(n) = u) . corrigindo um r<:>sultado de l'ececioglu 
,.. Sankoff [26] do diâmetro de reYersào linear D,.(n). 
Além disso . apresentamos alguns resultados relacionando cromossomos circulares e 
lineares do mesmo tarnanho. e justificamos a prática. comum nos artigos encontrados 
na literatura, de calcular apenas uma dis tância de reversão dr(7r,a), fixando a priori 
uma das pontas das moléculas de DNA, e não calculando a.s outras três possibilidades. 
obLidas invertendo Ol' genes dos cromossomos. Mostramos que quando uma das duas 
pontas dos dois cromossomos é idêntica, o que em termos do formalismo significa 
c:ons1derar permut.açõe<: com extremidade comum, hasta calcular apenas d,.(r..u). 
Pnra Lerminar este capitulo. colocamos questões que surgiram destes estudos. 
P1 imeiro. gostaríamos de investigar quais permutações das classes de equivalência 
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levam à distância de reversão mínima, isto é, gostarímos de saber como caracterizar 
o conjunto das representantes ótima$. Segundo, seria interessante do ponto de vista 
prático caracterizar precisamente em que condições temos dr(7í,CJ) :$ d,.(7í .reft(CJ)) . 
Neste trabalho, fornecemos condições suficientes para que isto ocorra. Contudo, um 
exemplo apresentado no texto não seguia este padrão, mas também levava a uma 
distância de reversão minima. 
Uma outra direção de pesquisa seria investigar o problema da distância de reversão 
ele cromossomos circulares visando descobrir um algoritmo polinomial que o resolva. 
Pelo isomorfismo apresentado solucionaríamos também o caso linear. O objetivo 
seria o de tentar desenvolver um algoritmo mais simples do que aquele propost,o por 
Hannenhalli e Pevzner [19]. ou ainda mais simples do que o algoritmo de 1\ap]an, 
Shcumr c Tarjan [23], que tem a menor complexidade conhecida (O( n 2 ), onde n é o 
tamanho das permutações), mas baseia-se em part.e em conceitos apresentados por 
Ham1enhalli e Pevzner. Um ponto de partida seria estudar diretamente a própria 
definição de reversão c1rcular. que referencia. os elementos de uma permutação da. 
classe de equivalência, e não os índices associados a estes elementos, como no caso da 
rPversào linear. 
Capítulo 4 
Distância de transposição de 
cromossomos lineares • • sem sinais 
.\c~te capitulo estudaremos o problema da distànc1a de tranc;poRição de d11a!:> per-
muté'l.çoes lineares sem sinais. 
Bafna c Penner ['*] estud;nam este problema. apresentando 'af!os algoritmos de 
aproximação. sendo de 1.5 o algorit mo de menor razão. e deixando di ,·ersac, questões 
em aberto. Entre estas quesLÕcs destacan10s a comple\Jdade elo problema. o d1ânwtro 
d<" t.ransposiçào e n distâucia ele- transposição entre uma perrnut.ação e sua in versa. 
GH\·rr. Heath e \ erga1 a ( 1.1] também estudaram est r proble111a e implementaram 
,-áJtos ctlgoritmos para computa 1 a chstància de transposição enl rc dois cromo<;-:.orno~ 
linenrr:-. ~em sinai s, ba~eados nos conce itos de subseqüências e execuções. 
:'\a p1 imeira seção deste ca plt ulo apresentamos um algoritmo de aprox imação de razão 
1.13 ~-' um algont.mo exato para o problema da distância de transposição. mostrando 
os resulLaclos ele experimentos realizados com ambos 0!:) algoritmos. Embora a razão 
des~e algoritmo seja elevada quando comparada com o melhor a lgoritmo conhecido 
(de ratão 1..5 citado acima). os experimentos mostraram que esta razão é menor. 
sugerindo que o algoritmo possa ter utilidade na prálica. 
Na segunda seção, apresentamos um lim ite inferior pa ra o diâmetro de transposição, 
mostrando que a distância de t ransposiçào entre uma rermutação e sua inve rsa (sem 
complementação) é ~ n/2 J T 1. onde n é o tamanho das permutações. i'lotamos que 
est.f' resultado foi encontrado independentemente por C'hristie (10]. Além disso, ap-
resentamos um algoritmo para computar uma série ótima de transposições para este 
caso particular. Bafna e Pcvzner [:3] mostraram um limite superior ~n para este 
diâmet.ro. 
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Finalmente, na última seção, apresentamos o sumano do capítulo e colocamos 
questões que surgiram a partir destes estudos. 
4.1 Um algoritmo de aproximação 
Inicialmente, na Seção 4.1.1 apresentamos a.lgurnas definições e resultados que serão 
nsados nas próximas seções. Na Seção 4.1.2 apresentamos um algoritmo de apro-
ximação com razão 2.25 para computar a distância de transposição entre duas per-
mutações, baseado numa estrutura denominada diagrama de pontos-de-q·1.tebra. Para 
verificar o desempenho deste a lgoritmo, ela.borarnos um algoritmo exato, também 
baseado no día.grama de pontos-de-quebra. Assim, na Seção 4.1.:3, apresentamos re-
su ltados de experimentos, que exibem um fator de aproximação rnelhor, sugerindo que 
de possa ser comparado aos melhores algoritmos conhecidos. Além disso, esta estru-
turR é mais fácil ele ser implementada do que o grafo de ciclos de Bafna e Pevzner [4]. 
4.1.1 Definições 
PodPmos verificar faci lmente que computar a distância de t ransposição entre duas 
pcrmut.ações é eCJu i valente ao problema da ordenação por transposições. que é 
encontrar a distância. de transpos ição entre uma permutação qualq11er e <1 permutação 
identtclacle 1. dt( ;:-, t ) . . \!esta seção esLudaremos portanto o problema da ordenação por 
transposiçôcs. 
Antes ele apresentar as próximas definições, estendemos a. permutação original ;:-. de 
n elementos. com ma.is dois elementos ?To = O e ?T nt1 = ( n + 1 L e chamaremos esta 
pcrrnutaçao estendida simplesmente de permutação. 
Dada uma. permutação 1r. escrevemos r.; -< r,J se e somente se ?T1 - 7f1 = l e ífi -/< -;rJ 
em caso contrário. Um ponto-de-quebra é um par de elementos adjacentes 71"1 , 71",+ 1, 
com O :S i :S n, tais que r.; f. r.,+l· O número de pontos-de-quebra. de rr em relação à 
identidade é denotado por b(7í, í). Quando aplicamos uma transposição t, a variação 
no número de pontos-de-quebra é denotado por 6b(1T', t) = b(t · r., t)- b(?T, t). Uma 
faixa é uma série m aximal de elementos consecutivos 7ri1fi+l ... 1rJ sem pontos-de-
quebra.. F inalmente, dadas duas faixas s 1 e s2 , escrevemos s 1 -< s2 se o último 
f>lemento rrz de s 1 e o primeiro elemento 7rm de s2 são tais que ?Tt -< 1fm. 
A observaçã.o de que podemos remover no máximo três pontos-de-quebra numa trans-
posição leva imediatamente ao próximo lema. 
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Teorema 4.1.1 Dada uma permu.taçâo TI, então 
Definimos agora. uma estrutura. denominada diagrama de pontos-de-quebra de 
uma permutação qualquer 7i com relação à permutação t-, denotada por D(1r,t-), da. 
seguinte forma: 
• definimos um conjunto de nós , V = { 1 ~ 2, .. . ; b( 7r, 1) L um para cada ponto-de-
quebra de 1r com relação a t, na ordem em que eles aparecem, onde l = st-l · s,, 
s; é uma faixa, com 1 :::; z ::; b( 7i, i), e o último elemento TIL de Si-I e o primeiro 
elemento rrm de s; são tai s que rt1 f< 71",., claramente, senão .s;_1 e Si seriam uma 
única. faixa. 
• definimos três tipos de arestas, ---+, =-e- ->,da seguinte forma: dados dois nós 
1 = .Sz-1 · St e J = SJ- 1 · Sj, 
i---. j q uando i< j, s~-l -< Sj e n + 1 r; 8r 
i:::? j quando 1. < .i . .Si-1 -< s. j e O tf. $t - 1· 
1.- -> J quando i< j e -"J-l -< s, . 
Por exemplo. dada a. permutação 1f = (O 53 1 4 2 6 ). temos os nós J = 0.5, 2 = .') .3, 
:_~ = :3 .1. .J = 1.4, 5 = 4.2 e 6 = '2 .6, e as arestas 1---+ 3. 1- ->5, 2:::;. 6, 2- ->6, :3---+ 4. 
:3:::;. L 4 --+ .5 e 4 :::;. fi (Figura. 4.1) . Observe que as arestas-. e=? coincidem, exceto 
quando saem do primeiro nó ou entram no último nó. Do primeiro nó a)Wna.s --+ pode 
sair . enquanto que somente ~ pode entrar no último nó. 
Denotaremos por T (t,j, k) uma transposição aplicada. aos vértices i, j e h: do diagrama 
de pontos-de-quebra.. fs to implica na necessidade de obter índices i', j' c k' tais que 
t(i',J', k') seja aplicada na. permutação nos pontos correspondentes a i, j e k. 
Podemos observar que. dado::; três nós i, j e k num diagrama, a transposição T(i,j, k) 
(Figura 4.2): 
• el imina t rês pontos-de-quebra, quando i--+ j 1 j =? k e i- ->k, 
• elimina dois pontos-de-quebra, quando i--+ j e j =? k mas i 1->k. ou i -. j e 
i- ->k, mas j =fo k, ou aiuda quando i - ->k e j:::;. k mas i ft J, 
• elimina um ponto-de-quebra, quando existe apenas uma das três arestas entre 
estes três nós, e não existe nenhuma das duas outras arestas. 













Figura -l.l : O diagrama de pontos-de-quebra D ('h . t) . para r.= (O.; 31 4 2 6 ). 
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• nao elimina nenhum ponto-de-quebra, quando nào existe nenhuma aresta entre 
quaisquer dots nós de 1. J e k. 
Dizemos que uma t ransposiçào t é uma :r-trans posição. ~c E { -:3 . -2, -I . O. l. 2. :.q. 
"f' ~ b( ;;-. I ) = .C. 
Lema 4.1.2 Dnda a pernwlnçâo 'h . .... t. , . =fi 0 em D(". t). então 1\'1 :2::3. 
Le1na 4.1.3 Dada rt pu·1mtlaçào rr. se 11'1 =·r~ -1 ent D ( rr. L), rntiw P:tl:dtnt pelo 
!Hf/10." qurdro r1n.~tas l ~ j . 1::::;. t· . J- -> 1 r: m- -> r . com 2 ::; t,J.I,m::; r - 1. 
t . .J.I. m não ''r·c~:::atlflm.eoiF dz.stintos. 
Do Lema -4.1.:3 obtemos o segUJnte resultado. 
Lema 4.1.4 Dadn. a pcrmulaçâo r. , se I\' I :2: 4 em D( rr, '), então sempre e:nste uma 
- J -imnsposiçào. 
Do Lema 4-.l..J temos um Jirnitesupenor para d, ( r. ,1) . 
Teorema 4 .1.5 Dada a penmdação 7f. en l ào 








I· ig11ra -L2: .-\~ várias formas de eliminar três. dois. um e nenhum pomo-de-quebra 
em D(rr,' ), rara urna perr.nutaçào rr. 
4. 1.2 Apresentação do algoritmo 
Obsen·amos inicialmente que. em termos do diagrama de pomo~-de-quebra. ordenar 
por transposições é transformaJ V num conjunto Yazio uti lizando o menor número de 
ltansposições possível. 
Então. dos Teoremas 4.1.1 e -!. 1.5. e do Lema .:1.1.:3. temos imediat ament.e um :3-
algoutmo de aproximação para o problema da ordenação por transposições. 
~Jas. nec;ta seção. apresentamos um algoritmo de aproximação de razão 2.25. baseado 
uo diagrama de pontos-de-quebra. 
Podemos ,·erificar que num diagrama com ll'l = 3 temos necessariamente uma -3-
transposiçâo, enquanto que num diagrama com I VI = 4 temos necessariamente uma 
-l-transposição. seguida por uma -3-transposiçào (f'igura 4.3). 
Podemos verificar ainda que quando 1111 = 5 temos uma única permutação, rr = 
(.J :3 2 l ), que gera um diagrama onde necessariamente temos duas - l-transposições, 
seguidas por uma - 3-transposição, isto é, dt(7r.t. ) = :3. Todas as outras permutações 
geram diagramas onde temos uma. -2-transposição seguida por uma -3-transposiçào, 
isto é. dt ("h . t) = 2. Estas distâncias foram computadas pelo programa descrito na 





Figura 4.3: Os diagramas de pontos-de-quebra para lVI = 3 e lVI = 4. Observe que. 
<·m cada urn destes casos. temos apenas urna forma gt=>ral de diagrama. 
~wçào -L 1 .. 3. 
O T<"'OrPma l.LlO e o Corolário -!.1.11 mosaam que. quando 11 ·1 > 6. podemos 
1 <'lllO\'et no lll Íunno quol ro pontos-de-quC'bra 1.:111 t r ê::. passos. 
\hs a ntes cle pro,·armo:, es tes dois resultados . mostraremos alguns lema.s técnicos. 
Kotamos neste ponLo que quando existe uma a.resLa.- ->entre doi s nós i= ..,,_ 1 · Si e 
/, = ·"' J.-- t · sk . certamente cx istP. um nó J = .s1 _ 1 • s1 entre i e k. senào .s, = sk-l· 
Le1na 4 .1. 6 Dada nma permutação r. la/que D( 1r. t) : 
• possu1 lVI = r :2: 6. 
• nrio contém -2-lranspostçào nem - :3-t?·n,nspos?.çào . 
• possui nós (O.a). (b.l), (r-l.c) e (d.r) e a-restas (O.a) ---4 (b.l) , (1·- l. c) =? (d.r) 
tazs que o nó (r- !.c) está no intervalo entre (O.a ) e (b.l ). 
c c:ristem nó (e.f) e aresta (O.a )- ->(e . .f) com (e.f) no intervalo entre (O.a ) e (r - l.c) 
tnlào é possível remocer pelo menos quatro nós em três passos. 
Prova: 
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g r;;v 
' ~ , 
' - - L-, T(i.j.k) 
I 
_______ ......... 
Figura 4.-1: .\ -l-transposição T(i.j. k) indicada na figura gera um novo diagrama 
contendo uma -2-transposição . 
.\"as condições do lema .. temos necessariamente um nó i= (g.h) entre (O.a) C' (e.f). 
TomAndo J = (r- l.c) e I:= (d.r) . aplicando a -l-lransposiçilo T(z,J. k) obtemos 
um dtagrarna com 1\ · = r- l (o nó (r- l.r) é eliminado) . onde temos uma -2-
tr<m<:posiçào. 1 = (O.a) . J = (h. l ) e k = (t .f) (F igura -4.4) . 
o 
Lema 4 .1. 7 Dada ·uma JJCI m utaçào 1i tal que D( rr. t ): 
• po-'sut 11·1 = r ~ 6. 
• não contém -2-transpos·içao nem -3-tmnsposzçâo, 
• possut nÓ[. (O.a) , (b. l ). (1·-l.c) e (d.r) e arestas (O .a) ----. (b.l). (1· - l.c):. (d.r ) 
tais que o nó (r - l.c) está no mler1Jalo entre (O.a) e (b.l ). 
e e.ristem: 
• nó (e .f) r aresta (O.a )- ->(e.f) com (e .f) no intervalo entre (r - l.c) e (b.l) 
• nó (g.h) e a1·esta (g.h) - ->(d.r) com (g .h) entn' (e.J) e (b.l). 
Pntào {possível remover pelo menos quatro nós em três passos. 








figura 4.5: As formas gerais dos diagramas de pontos-de-quebra com I VI ~ 6, para. 
as seis possibilidades da aresta (l .m )- ->(b.l), quando (g.h ) está no intervalo entre 
(c. .f) c (b.l). 
Prova: 
~as condições do lema. temos seis possibilidades para a aresta. (/.m)- ->( b.l): (l .m) 
t.>ntre (g. h) e (b. l ), (l.m ) entre (e . .f) e (g.h), (l .n1,) = (e .J), (l .m) entre (T - l.c) e 
(c.f), (l .rn) =(r -l.c) e finalmente (l.m) entre (O.a) e (r- l.c) ( Figura 4 .. C)): 
• (l .m) entre (g .h) e (b.l): temos necessariamente um nó (s .t) entre (l.m) e (b. J). 
Portanto. tomando 1 = (g .h), J = (s .t) e k = (d .rL a - .l -t ransposiçcl.o T(i.;, k) 
gera um diagrama com lVI = r - 1 (o nó (d.h) é eliminado). contendo uma 
- 2-transposiçào. i = ( O.a ), j = ( b.l ) e k = (l .m) (Figura 4.6). 
• (l .rn) entre (e.f) e (g.h) : tomando i = (r - l.c) , j = (g .h ) e /c = (d.r ), a 
O-transposição T(i,j, k ) gera um diagrama com lVI = r, contendo uma - 2-
transposiçào, i = (O.a ), J = (b.l ) e k = (l .m) . Esta - 2-transposição gera um 
diagrama com lVI = r - 2 nós (os nós (0.1) e (b.m) são eliminados), con-
tendo ainda uma outra - 2-transposíção, i = (d.c) ,j = (r - Lh ) e k = (g .r) 
(Figura 4.7). 
• (/ .m) = (e .f) : tomando i = (r - l.c). j = (g .h) e k = (d .r), a O-transposição 
T(i,j . k) gera um diagrama com lVI =r, contendo uma - :3-transposição, i = 
(O.a),j = (b.l) e k = (e . f) (Figura 4.8). 
• (l.m) entre (r- l.c) e (e .J): tomando i = (O.a), j = (g .h) e k = (d.r), a 
O-transposição T(t,j, k) gera um diagrama com lVI = r, contendo uma -2-
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Figura 4.6: A -l-transposição T(l.J.k ) indicada na. figura gera um novo diagrama 
contendo uma -2-Lransposição 
transposiç<io. i = (0 ./l).j = (b.l) c k = (d.rl). Esta -2-transposiçào gera um 
clic~.gram<1 corn j\; 1 =r- 2 (os nós (0.1) e (d.h) si'1o eli rnin<~dos) . contendo uma 
011tra -2-lrnnsposiçào. 1 = (b a).J = (/.m) e 1.- = (c.fl (Figma .:1.9). 
• (l .m ) = (1 - l.c) : tomando i = (O.a), J = (g.h) e~-= (d.1 ), a 0-tran!-~posiçào 
T(i . j . k) gera. um dii'lgrama corn lVI =r, contendo uma -2-transposição. i = 
(O.h).j = (b.l ) e k = !d.a). Esta -2-t.ransposiçào gera um diagrama com 
I\ ·1 = r- 2 (os nós (0.1 ) e (d.h) são eliminados ). contendo uma outra -2-
transposiçào, z = (b.a) .J = (T -l.c) e k = (g.r) (Figura .f 10). 
• (l.m) entre (O.a ) e (1·- l. c): tomando z = (O.a). j = (h.l) e k = (d.T). a 
-l-transposição T(i.;.J..·) gera um diagrama com 1\'1 =r- 1 (o nó (0.1) é 
eliminado), contendo uma - 2-t.ransposição, ·1 = (l.m).j = (1· -l.c) e/.:= (b.r) 
(Figura 4.] ] ). 
o 
Lema 4.1.8 Dada urna permutação rr tal que D (1r, t.) : 
• possui lVI =r > 6, 
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T(íj,k) 
... / 1-(i ,p~l- _ ..._- : : _ :: ~ - - - - - -
Figura ~ - 7: A primeira O-transposição indicada na figura. gera um diagrama contendo 
u.ma - :2-transposiçào. e esta t.ransposiçào gera um novo diagrama contendo uma out.ré'l 
- 2-t ransposiçào. 
Figura 4.8: A O-transposição T( i,j, k) indicada na figura gera um novo diagrama 
contendo uma -3-transposição. 
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Figura 1.9: :\ primeira O-transposição indicada na figura gera um diagrama cont.endo 
uma -2-transposição. e esLa transposição gera um novo diagrama contendo uma outra 
-2-transposiçào. 
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figura 4.10: A primeira O-transposição indicada na figura gera um diagrama contendo 





~- -- -- :~~~--- -- ----
Figura 4.11: A - l -transposição T(i,j , k) indicada na figura gera um novo diagrama 
contendo uma - 2-t ransposiçào. 







----- - , , 
.... _____ _ _ 
.... _______ _ 
Figura -!.12: As formas gerais dos diagramas de pontos-de-quebra com I VI ~ 6. parll 
as cinco possibilidades da aresta (g.h )- ->(d.r). 
• náo contém - 2-tmnspos·tçào nem - :3-lransposiçâo. 
• poRStÚ nós (O .a) . (b.l). (r-l.c) e (d.r) e an~ta.s (O.a) _. (b.J ). (r· -] .c.)==? (d.r·) 
lr11s que o nó (r- J.c) estó no interralo entre (O.a ) c (b.l ). 
f c.rtslcm no (c.f) t aresta (O .a l- ->(t:.f) com (c.f ) no inter-valo enll'c (r·- l.c) f 
(h . J J c nt ri o f pnss{vel tr m f)7'fT pelo menos quatm 11 ós em f ris paBsos. 
Prova: 
\a<; cond1<,Ms do lema.. tc>mos cinco possibili<.lades (JdTa (q.h)- ->(d.r): l g.h) = (r -
l.c). (g .ll) entre (T - l.c) e (t.f). (g .h ) = tc.f). (g.h l entre ( c.j) e (b.l ). e finalmente 
(g.h} C'tlLre (b. l ) e (d.r) (Ptgura ~.12): 
• (g.h) = (r - l.c): tomando i = (O.o.). J = (r - l.c) e k = (d.r). a -l-transposição 
f(?.J. Á') gera um diagrama com VI= r -1 (o nó (r - l.r) é eltmiuado). onde 
temos uma -2- transposiçào. 1. = (O.c) . J = (b .1 ) e 1.: = (d.a) (Figura 4.13). 
• (g.h) entre (r- l.c) e (e.J'}: tomando i = (O .a), j = (r· - l.c) e k = (d.1·). a 
-l-transposição T(i,J. k) gera um diagrama com líil =r- 1 (o nó (r- l. r) é 
eliminado). onde temos uma -2-transposiçào, i= (g.h), j = (e .f) e k = (d.a ) 
(Figura -!.14). 
• (g.h) = (e .f) : tomando i = (O .a), j = (b.l) e k = (d.r ), a -1-transposiçã() 
T (i,j,k) gera um diagrama com lVI =r -1 (o nó (0.1) é eliminado). Em 
seguida, tomando 1 = (d.a). j = (r - l.c) e ~- = (e.!), apliC'arnos a -1-
tran~posiçào (o nó (c .a ) é eliminado), geramos um diagrama onde temos uma 
-2-lransposiçâo, 1 = (d.c). J = (r - 1./) e k = (b.r) (Figura 4.15). 
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' 
- - - - ---
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Figura 4.13: A - l -transposição T(i,j,k) indicada na figura gera um novo diagrama 
contendo uma -2-transposição. 
G, 
--- -- -- -- --
---------
Figura 4.14: A -l-transposição T(i ,j, l.:) indicada na figura gera um novo diagrama 
contendo uma -2-transposiçào. 
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Figma -l.V)· .-\s duas -l-transposições indicadas na figura geram um d1agrarna con-
tendo uma -2-ttansposiçào. 
• (g./i) c•u 1re (e . .f) e (b.l): do Lema -Li 7. temos o re..,11ltado desejado. 
• (g h) c>ntre (b.l) e (d.r ): Ternos uece~sariamente um nó (/.m) entre (.q.h) e (r/ .1·) . 
Então, tomando z = (O.a ). J = ( b.l) e k = (l.m ). a -1-t.rausposi<_ào T(t. J, k) 
gera um d iagrama com 1\ I= r - l (o nó (0.1) C. c·limiuado), onde rcnl()s uma 
-1-Lra.llsposiçào. i= (g.h).J = (r- l.c) f' /,· = ld.r ) (Figura 4.16). 
o 
Lema 4.1.9 Dada uma permutação 1i tal que D(r.,t) : 
• possm lVI = ,. ~ 6. 
• não contém -2-tmnspol'liçào nem -3- f1·ansposzçào 
• possm nós (O.a), (b.l ), (r·-l.c) e (d.r ) ~arestas (O.o)-+ (b.l), (r -l.c) => (d.r-) 
tai.s que o nó (r- - J .c) tslâ no intervalo entre (O .a ) e (b.J ). 
e e~iste a a1·esta (O.a) - ->(b.l ) então é posst'vel1·emot•er pelo menos qual1'0 nós em 
t?·és passos. 








- - - - - -
Figura 4.16: A -1- transposição T( i, j, k) indicada. na figura. gera um novo diagrama. 
contendo uma - 2-transposiçã.o. 
Prova: 
\éls condições do lema. temos trés possibi lid<tdf's para (g.h)- ->(d.r): (g .h) = (T-l.c), 
(g .IJ) entre (r - l.c) E' (b .l) . e finalmente (g.h) entre (b. 1) e (d.1·) (Figura 4.17) : 
• (g.h ) = (1·- l. c) : tomando i = (O .a), j = (b.l) e lo:= (d.r), a -l-transposição 
T(i.j, k) gera um diagrama. com lVI =r - 1 (o nó (0.1) é eliminado), contendo 
uma -:3-t ransposíçâo, i= (d.a), j = (r - l. c) e k = (b.r) (Figura 4.18). 
' 
' ' 
' > ~ 
----'-.,- --- - - .... 
G, 
- ,; ._, I 
-- - / I 




-- - --- / 
--- - ... . ---
F igura 4.17: As formas gerais dos diagramas de pontos-de-quebra com I VI ~ 6, para 
as três possib ilidades da aresta (g .h)- -> (d.r), quando (e.f) = (b.l). 
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... / 
.... ... ,. " 
.... ... .... ..... T(i,j,k) ... .., ... .,... .... _""' _,.," 
-- - - --- ---- ---
' 
---- --
Figura. ·LlS: A -1 - transposi~âo T(i,J.I•) indicada na figura gera. um llO\"O diagrama 
ron1 cndo uma -.3-transposic,Jw. 
• \!J.h) ent1·e (r- l. c) <' (l1.l ): tomando 1 = (O.o) . .J = (1·- l.c) c k = (b.l) . 
n -1 -tranc::posiçào T(1.j.l.·) gera um diagrama rom lVI =I' - 1 (o JJÓ (b.a) é 
eliminado). conLendo uma -2-transposição. l = (O.c). j = (r - 1.1 ) e k = (d.r) 
(Figura -LI9). 
• (g .h) entre (b. l ) e (d.r): existe necessariamente' nm nó k = (/ .m ) enLr<' os nós 
(g .h ) e (d.r ). Então. tomando 1 = (O.a) e j = (b.l) . a - l-transposição T(t.j, k) 
gera um diagrama com IV! = r- 1 (o nó (0.1 ) é eliminado) . contendo uma 
-2-transposiçào, i = (g.h ). j = (r- J.c) e f., = ( d.r) (Figura 4.20). 
o 
Provamos agora que, se no diagrama de pontos-de-quebra existir unicamente a. possi-
bi licladc de aplicar - l-transposição. então podemos remover pelo menos quatro nós 
em t.rês passos. 
Teorema 4 .1.10 Dada uma permuta.çà.o rr. e D (1r. t), com lVI =r 2: 6, tais que não 
podemos aplicar -2-transposiçõts nem -3-transpobtÇÕes, enlào é possível remover 
pelo menos quatro nós em trés passos. 





Figura 4.19: A -l-transposição T(i,j, 1.~) indicada na figura gera um novo diagrama 
contendo uma -2-transposição. 
Prova: 
Sm todo diagrama de pontos-de-quebra com Wl 2:.: 4 sempre existe uma -1-
tran::.posiçào (Lema 4.1.4 ). 
Temos clua.c;; formas gerais de diagramas (Figura 4.:n). uma forma ondf' o nó (·r- l..c) 
está no inten·alo entre (O.a ) e (b.l ): c outra onde (T -l. c) está no intervalo entre (b.l ) 
e (d.1·) . 
. ~o primeiro caso. temos tres possibilidades para a aresta (O.a )- ->( t-.f) (Figura 4.22), 
• quando ( e . .f) está. entre (O.a) e (r- l.c) : temos o resultado do Lema 4.1.6. 
• quando (e . .f) está. entre (r -l.c) e (b.l): temos o resultado do Lema 4.1.8. 
• quando (e.f) = (b.1): temos o resultado do Lema 4.1.9. 
O outro caso geral, quando (r - l .c) está no intervalo entre os nós (b.l ) e (d.r· ), reduz-
se a.o caso anterior da seguinte forma. Tomemos no intervalo entre os nós (r· - l.c) e 
(d. r ) o mínimo rótulo m no nó (y .m) . Então m - 1 deve estar necessariamente num 
nó (rn- Lr) à esquerda de (r- l.c), e deve existir uma aresta (m- l. x) ~ (y.m). 
Notemos aqui que (y.m) i= (r - l. c) senão existiria -2-transposiçào T(z,j, k), com 
i = (m -l.x),j = (T -l.c) e k = (d .r) . Além disso, se existisse um outro nó (x -l.z) 
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---- .... 
Figura 4.20: A -l-transposição T(z,;, k) indicada na figura gera um novo d1agrama 
contendo uma -2-transposiçào. 
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F 1gura 1.21: As duac; LÍ.nicas forrnas gerRi'> cl<." diagramas de pontocc;-dc-quebré'l quando 
I'. 2 6. 
------- --
-- --- ------
figura 4.22: As formas gerais dos diagramas de pontos-de-quebra com I VI = 7' 2: 6. 
par a os três casos possíveis da aresta (O .a )- -> (e. f). quando (r -l.c) está. no intervalo 
entre (O.a ) e (b.l ). 
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à esquerda de (m- l.x), então o diagrama conteria a aresta (x -l.z) -+ (m -l.x), e 
portanto existiria uma -2-t ransposiçào T(i . j, k). com i= (x -1..:), j = (m- l.x) e 
f..·= (y.m). Portanto, o nó (x- l.z ) está necessa riamente à direi ta de (m- l.:1;), de 
tal forma que existe a aresta (m -l.x )- ->(x -1.z). Podemos aplicar exatamente os 
casos descritos no caso geral anterior. 
o 
O Lema 4.1.4 implica imediatamente no prÓ~<Imo resultado. 
C orolário 4. 1.11 Dada v mo permutação r.. st em D( 1r. 1) e:riste -3 -transposição ou 
-2-iransposiçào. entao pode-.<;e elzmtnar no mfntmo quatro pontos-de-quebra em trê.:: 
fJflSSOS. 
O Teorema 4.1.10 e o Corolário 4.1.11 fornecem um novo limite superior para o 
problema da ordenação por uansposições. 
Teorema 4.1. 12 Dada a permutação~<, então 
:3 
dt ( 7r, l) ~ 4 b( ;;-, I) 
l"ttlizando o Teorcnw ~ . l.JO c· o Corolário -1 .1.11. t<'!nJ05 o algoritmo ..-\pro:-:-2.25. 
tllostrado na F1gura !.23. 
EsLe algoritmo tem razão 2.2.5. conforme os Teoremas .:1.1.1 e 4.1.12. 
4. 1.3 Resultados e análise dos experimentos 
Para obscJ \ar na prátjca a razão de aproximação. o Algoritmo Aprox-:2.25 ~ um 
algoritmo exato (figura 4.24) foram codificados em linguagem C. Observamos que o 
algoritmo exato também foi baseado no diagrama de pontos-de-quebra. 
Foram realizados três t ipos ele experimentos. 
O primeiro foi executar os dois algori tmos com todas as permutações de tamanho 
n. para n variando de 2 até 6. Em todos os casos. as distâncias de transposição 
encontradas por ambos os algoritmos foram iguais, exceto em seis casos, onde a 
d istância. era 3, enquanto o va lor encon trado por Aprox foi 4, o que forn eceu uma 
razão de aproximação 1.34. 
O o;;egundo ti po de testes e nvolveu inversas de permutações, isto é, permutações da 
forma 
Tn = (n (n -1) (n - 2) .. . 2 1) 
.J.l. Cm algoritmo de aproximação 
A lgoritmo .lpro.r-2.25 
e ntrada: rr 
saida: tt. uma seqüência f 1 • t2 ... . . lu 
lal que 111 ••• • t2 · l 1 ·;r= t 
ll-0 
gerar D(;:. 1) 
enqua nto I "I =r O faça 
11 i- 11 - 1 
se e:o.Jste -:3-transposicao então 
1 .. ..-- -.3-transpo~lcao 
senao 
se ex1ste -2-transpo~lcao então 
f,, ,_ -2-lranspo,icao 
senao 
iu ~ - 1-transpo~icao (conforme l"eorcma •1. 1.10) 
:r+-1"·7T 
p,erélr D(-:r . t) 
retorne IL tJ.ll ... . . 14 
Figma ~.2:3. O aJgoritmo de aproximação de razão 2.25. 
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A lgoritmo exato 
entrada: r. 
sai da: u, uma seqüénc1a t ,, t2, ... , tu. 
1 aJ que lu · ... · t2 · i 1 · r; = t, onde u = d1 (r. . t) 
b U "C a( Ti. lc<>rrente) 
se r. = t então 
se I t corre?lte 1 < u então 
U = I L corrente I 
l melhor .__ tcorrente 
senao 
para todas as lrrUJs posições t que podem ser aplicada c; em r. faça 
se (li,;.,rr nt• I + b(l r.. L) j:3) < u então 
I mdJ.or ~ I 1st a-Yazia 
' ··m r-nt" - li sLa· \'<JZÍa 
11 - b( 7i. I) 
busra( r.. i c:orrente) 
retorne u, tmelhor 
busca(C-orr,n11 ·r. . concatena(l vrrentl.' · f)) 
87 
Figura 1.24: O algoritmo exato. Note que todos os parâmetros são passados por 
valor 
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n 7 9 10 11 12 13 14 15 16 17 
dt(r·n, Ln) 4 .s 5 6 6 7 7 8 8 9 9 
Aprox 5 6 6 6 6 9 9 10 11 12 12 
razão 1.3 1.2 1.2 1 l 1.3 1.3 1.3 1.4 1.4 J .4 
figura 4.25: Os resultados do algontmo Aprox para permutações mversas. 
figura ":1.:26: O diagramA. de pontos-de-quebra geral D(r.k,tl- onde r.k = (n (n-
I ) :3 2 1 6 5 l . .. ( 11- 5) (n-o) ( n- 7) ( n- 2) ( 11- :3) ( n- 4)), seu do n 2: .1 + :3?. 1 2: O. 
P/, = c( r.,,'). Notamos que todos os ciclos possuem a mesma estrutura. t&1n tamanho 
tt·ê"i t> não permitem -:~-ttfl.nsposiçõe'3 nem -2- transposiçóes. 
Sabe-c;e que dt(rn, ln) = l!fJ - 1 [:30. 10]. O algoritmo Aprox funcionou conforme 
mostrado na tabela da Figura -± .25. 
O terceiro tipo de experimentos foi aplicado numa part. icular família dt permutaçõPs: 
" 1 = ( .) 4 :3 2 1 ) . "3 = ( .... 7 :3 2 1 6 :5 4 ) , r. -1 = ( 1 I 1 O :3 2 1 6 5 4 9 8 7) . 
r.:; = { 14 1:3 3 2 l 6 5 4 9 7 12 11 10). ou de forma genérica r.k = (n (n -
l ) :3 2 1 6 .j 4 . . . ( n - 5) ( 11 - 6) ( n- 7) ( n - 2) ( n - 3 ) ( n-4)). sendo n = .5 + 3 i, i 2 O, e 
h· = c( 1Tb 1, ) em D( 7rk, 1) (Figura 4.26). Esta família é interessante porque suspeitamos 
que estas permutações produzam distâncias arbitrariamente maiores do que o limite 
inferior de Bafna e Pevzner [4] . que envolve os ciclos do grafo de cic los, conforme 
enunciado no Teorema 2.2.4 da Seção 2.2. 
Executamos ambos os algoritmos com as primeiras três permutações acima. como 
entrada, obtendo valores iguais para k = 2, 3, 4. Para 1r5 • executamos apenas o 
algoritmo de aproximação, obtendo distância de transposição igual a 7. O algoritmo 
exato não pôde ser executado porque o tempo necessário era muito grande. Um 
limite inferior para dt(;r5 .t1 I) é b(q~q4 ) = 4, mas ele não pode ser atingido porque 
se construirmos o diagrama de pontos-de-quebra correspondente. podemos observar 
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que não temos -3-transposições. Portanto. dt(7r5 , t.14 ) é no mínimo .5, e o fator de 
aproximação é no má.~imo 1.4. 
4.2 Um limite inferior para o diâmetro de trans-
posiçao 
• esta seçào. mostramos um limite inferior para o diâmetro de t ransp osição, com-
p utando a distância de transposição entre uma permutação rn = (n (n- 1) .. . 2 1) 
<>sua 1nversa tn = (l 2 ... (n -1) n). Na seção 4.2.1 mostramos que esta distância é 
dt(rn . tn) = l~J + 1 para t.odo n > 2. :\a seção 4.2.2 apresentamos um algoritmo que 
computa uma seqüência ótima de transposições para estas duas permutações . 
4.2.1 Distância de transposição ent re r n e ln 
Dadas as permutações 1'11 = (11 (n - 1) (11 - 2) . . . 2 J l e '11. = (I 2 ... (n -
I) 11) queremos computar a distância d(' t ransposição d1(r,..1,,) . para qualcp1er n. \o 
TeorenM L2.1L a.haixo provhmos que ddi,.,L11.) = liJ + l para todo ·n > :2, e que 
rl,(1· , . t,.) = 1 ~e n = 2. 
!\.a pro\·a de"Le teorema p rcc1samos de alguns resuhados auxiltares, qu<' passamos i! 
E'I1UrtC1rtl . 
O seguinte lema pode ser provado facilmente. Bafna e P evzner (4] menc ionam parte 
dcs t.e resul Lado no seu t retbalho. 
L e m a 4. 2. 1 SPJa c um ciclo f ( x . y . =) tu na tripla de c na representação canônica. 
Então lemos 
(x,y . z) é o1·icntada se e somente se t(y,:: ,:c) I vm 2-movim.enl.o 
(:r , y . .:) é nào-ortentada se e somente se t (y . ::,x) é um O-movimento 
Podemos verificar que, dada a. permu taçà.o 71'2 = ( 2 1 ), então d, ( r.2, t 2) = 1, bastando 
tomar a transposição t(l. 2. 3). 
Agora enunciamos e provamo~ um lema que estabelece um limite tnferior para 
d1(rn, t.n) quando n 2:: 3, e n ímpar. 
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Lema 4.2.2 Dadas as permutações rn = (n (n - 1) (n- 2) . . . 2 1) e 1.-n -
(1 2 .. . (n - 1) n) 1 temos para n 2': 3, n ímpar1 
Prova: Inicialmente, do trabalho de Ba.fna e Pevzner [4], dada rn = (n (n - 1) (n -
2) ... 2 1 ), n ~ 3, n ímpar, ternos Cimpa.r(rn, t n) =O ou 2. Aplicando o limite inferior 
dado pelo Teorema 2.2.4 para dt(r.,.., t,J temos 
(n + 1) - Ctmpa.r(rn,tn) n + 1 n - l 
_____ ....:....._......;..... _ ____:_ = -- ou -
2 2 2 
Observe que para obter o limite inferior, cada. transpos ição aplicada deve aumentar 
o HÚmero de ciclos ímpares. 
Temos portanto dois casos (Figura 4.27(a)) : 
• No caso de O ciclos Ímpares: 
n :- l = l ~J + l 2 '2 
Neste caso. o limi te inferior é exatamente igual ao valor desejado, e portanLo 
dt(tn,l n) 2': l~J + 1 (:f-igura 4 .27(b)). 
• f\ o caso de 2 ciclos ímpares: 
e a diferença é exatamente l. Mas aqui temos dois ciclos Ímpares não-orientados 
c1 = [ n + 1: n - 1, ... , 4, 2] 
e 
Cz = [ n, n - 2, . . . , 3, l] 
Ambos os ciclos são formados por seqüências estritamente decrescentes. Um 
caso particular é mostrado na Figura 4.27(c). Portanto qualquer tripla (x, y, z) 
é não-orientada., impl icando em que qualquer transposição t(x, y, z) é um O-
movimento (Lema 4.2.1). Assim o próximo movimento não pode aumentar 
Cimpar(7r, t), e portanto não podemos obter o limite inferior. 
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o n n- 1 3 2 n+l 
{b) 
o 2 4 
(C) 
o 5 4 3 2 6 
Figura ·1.27. O grafo de ciclo:. gerado por t'n e t·n· com n ~ ;3 . n 1mpt~r. (a) O grafo 
de ciclos para o caso geral. ( b) O grafo para n = 3. onde Ctmpar = O. t c) O grafo para 
11 = 5. ondf' C1mpar = 1. 
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(a) 
o n n-1 4 3 2 n+l 
(b) 
o 4 3 2 5 
F igura 4.28: O gra..fo de ciclos gerado por r ., e '·rt com n ~ 4, n par. (a) O grafo de 
ciclos para o caso geral. Note que Cimpar = 1. (b ) O grafo para. n = 4. 
Lnt.ào. quando n é ímpar temos dt(rn, tn) ~ l ~ J + l. 
o 
Ern seguida, enunciamos e provamos um teorema que estabelece um limite inferior 
para dt(rn. . t.n) quando n 2: 4, e n par. Antes de prová-lo, enunciamos a lguns lemas 
auxili ares. 
Letna 4.2.3 Dadas as per·mutaçôe.s rn = (n (n- 1) . . . 1) e t.n = (1 2 ... n) . com 
1l .2: 4 t n par) então no grafo de czclos correspondente de rn com relação a tn., os 
únicos l-movimentos possíve1s são aqueles obtidos de uma transposição t(i,j, k ) com 
i e k com a mesma paridade e j com paridade oposta a i e k. 
Prova: Inicialmente. observamos que o único ciclo do grafo de ciclos de rn com 
relação a t.n (Figura 4.28) é 
[ . . I ·1 - 1 - 3 1 - ') ?J n , ,n ,n . , .. . . ,n.,n ~ , . .. ,_ 
A ordem das arestas realidade neste ciclo é tal que todos os rótulos ímpares aparecem 
juntos. em ordem decrescente, e todos os rótulos pares aparecem juntos, também em 
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ordem decrescente. Do Lema 4.2.1 sabemos que todo 2-movirncnto corresponde a 
uma tripla orientada neste único ciclo. 
Podemos verificar que todas as triplas orientadas começando em uma aresta realidade 
Ímpar são 
( n + 1 - k. n - 1 . n - j), k par O ~ k ~ n: 
i ímpar k < 1 ~ n - 1 e j par O ~ J < 1 
Podemos escrever os intervalos de k. i e j de forma mais apropriada, como k par O~ 
k S n - 2, i ímpar k + 1 ~ i ~ n - 1 e j par k ~ j ~ z - l. 
Podemos verificar também que todas as triplas orientadas começando com uma aresta 
realidade par são 
(n + 1- k, n- i. n- j) 
com os intervalos k ímpar 1 ~ k ~ n - :3. i par k+ 1 ~ 1 ~ n-2 e j ímpar k ~ j ~ i -1 
Podemos reunir ambos os casos em um tínico. de tal forma que todas as triplas 
orientadas do grafo de ciclos são 
(n +l-k,n-i.n-J) 
ond€' A· P j Lêm a mesma paridade. i tem pandéide oposta a k e J e O ~ k ~ 11 - 2. 
k -;- 1 ~ z ~ 11 - 1 e /,- ~ J ~ 1 - 1. 
Portanto. 1 odos o~ 2-mo,-i m<"nlos são 
qt~-z.n-J.n+1-k)·(n(n-1)(n-2) . .. 21) 
Pélra computar esta Lransposiçào de maneira mais fácil. faremos algumas subst ituições 
no:, seus parâmetros. Tomemos 11 = n- i, J' = n- J e k' = n, l- k. Observe que k' 
<' / t.êm paridades diferentes. i' e j' também têm paridades diferentes. e i' e k' têm a 
mesma paridade. 
Então, se modificarmos k = n + 1 - k'. i = n - i' e J = n - j' nos intervalos acima 
t.<'remosO ~ n+l-k' ~ n-2. n+l - k'+l ~ n-1' ~ n-1 en+l-k' ~ n-;' ~ n-z'- l. 
Ag01 a devemos definir os intervalos de k', i' e /. Primeiro, tomando o produto 
do intervalo de lc' com -L e depois adicionando n + 1, obtemos o intervalo de k', 
n +] ~ k' ~ 3. Segundo, tomando o produto do intervalo de i' com -L e em seguida, 
adicionando n obtemos o intervalo de 1', k' - 2 ~ t' ~ 1. Finalmente tomando o 
produto do inter\'alo de j' com -1, e depois adicionando n, ternos o inten·alo de j', 
k'-1~/~z'+L 
Segue que todos os possíveis 2-movimentos são da forma t(i,j, k), onde k 't J mod 2 
e A· = i mod 2, com os intervalos 3 ~ k ~ n + 1, 1 ~ ' ~ k- 2 e z + 1 ~ j $ k- 1. 
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Se unirmos estes intervalos então obteremos 1 .5 i < j < k .5 n + 1) com i e j com 
paridades opostas e k com a mesma paridade de i . 
Portanto, os únicos 2-rnovirnentos possíveis são aqueles obtidos de transposições 
t( i, j, k) tais que i e k têm a. mesma paridade e j tem a paridade oposta a z e k. 
o 
Os lemas seguintes mostram que, nos grafos de ciclos gerados por rn = ( n ( n -
1) ... 1) com rela.çào a Ln = (1 2 . .. n) , a aplicação de transposições 2-movimentos 
gera novos grafos de ciclos que contêm apenas ciclos não-orientados. 
Lema 4.2.4 Dadas as permutações Tn = (n. (n - 1) . .. 1) e Ln = (1 2 .. . n), n ~ 4, 
n pa1·. então a tmnsposiçâo t(i,j, k) com 1 <i < j < k < n + 1, í e k com a mesma 
pa.ndade e j com a paridade oposta. a i e k, gem um grafo de ciclos contendo tr·ês 
c·tclos não-orientados. 
Prova: 
Primeiro, dadas rn , tn , n, z,j e k nas condições da. hipótese, a transposição t(i,j, k) é 
um 2-movimento (Lema 4.2.:3): 
t(i . j , l.:)·(n(n-l)(n-2) .. . 2 1) = 
(n(n - 1) . . . (n - i +2) (n - j+l) ... (n - k+2) 
(n-i+l) . .. (n-j+2) (n - k+ l ) .. . 1). 
As Figuras 4.29 e 4.30 mostram os grafos de ciclos gerados por transposições com 
estas características. 
Vamos considerar inicialmente o caso de ~ par (Figura 4.29) . 
Podemos verificar que este grafo de ciclos possui três ciclos: 
c1 = [n + l,n -l , .. . . k+1,i+(k-j)-l,i+(k-j)-3, ... ,i,i - 2, . .. 2] 
c2 = [n ,n- 2, ... ,k, k -2 . .... i + (k - j) + l,i - l,í- 3, ... ,1] 
C:3 = [ k - l, k - 3, .. . , i + ( k - j), .. . 1 i + 1] 
O ciclo c1 é form a.do por uma seqüência estritamente decrescente, pois k + 1 > z + ( k-
j) + 1 > i . Portanto, podemos verificar que c1 contém apenas triplas não-orientadas, 
implicando em que c1 seja um ciclo não-orientado. Usando o mesmo raciocínio para 
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O n n-1 n-1+2 





n-j o o • n-k+2 n-i ... n-J+3 n-k+ I 
n-1+l O·J+2 
3 2 7 6 5 
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o 2 n+l 
9 
Figura o.!.:2!J: O _grafo de ciclos gerado pela aplicaçao clr uma llanc;posiçào Htojol.:) a 
1 o <orn 11 pat ~ l. 1 e l pare~ P J ímpat. \ote qu<' o~ Trr-~ ctcloc; c;ào nào-otientadoc;. 
(il J O c r~c.o genérico. ( b , l" rn Ci'lso paniculat 
<h rwlo.., c2 c· < :1· couduímo.., (jlt~' este gt i1fo df' udo:-< é lormado por Lrêc:; cirloc. uào-
ottC'tJ 1 t~do:-.. 
Tf'mo.,. atnda d po . ,sibtlidacle ele i ser ímpat fngura 1..30)0 mas a analise ne"ite caso é 
tdi·nt.icél il. do Ull'O par. Os ciclo<. neste caso sào 
c 1 = In + 1. n - 1. .. . o 1.-. k - 2 ... . . i + ( ~- - j) + 1. 1 - I. 1 - :3 . . . o ~] 
c2 = [n, n- 2 .... , k + l.l + tk- J)- L .... i. i- 2 ..... 1) 
<'3 = Í h' - 1. k - 0Jo . o o . Í -i- (f.: -))o l + ( k - j) - 2 ..... I T l] 
Porém. em ambos os casos geramos um grafo d<' ncloc; contendo Lrês c1clos não-
OI ientados. 
o 
Lema 4.2 .5 Dadas as permutações r11 = (n (n - 1) ... 1) c l,. = (1 2 o • • n). n ~ 4, 
11 pm· então a transposição l(l.Jo k ) com 1 < j < I; < n + 1. ~- ímpar e J por gera 
11111 grafo de ciclos contendo três. ciclos nào-orzentados. 
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O n n-1 . n-1+2 n-j . . . n-k+2 n-1 ... n-J+3 n-k+ I . .. 2 n+ I 
( b) t(3.6,9) • 1t 
lO 
o 10 9 
n-J+ I n-1+! n-j +2 
5 4 3 8 7 6 2 11 
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l,.igura 1.:30: O grafo ele c1clos gerado pela ap i1 Cé1Çào de uma transposiçào t.(Lj. k) a 
1 , 1 • çom n par 2: ..J. . 1 e/,· ímpares e J par Note que os tres ciclos s~o não-orientados. 
( n) O caso genérico. { b) hn caso particular. 
P rova: 
Df• fot ma análoga à pro\ a do lema an1 enor. dadas r11 • Ln . n . j c k nas CO Jttlições da 
hipÓtese. a transpoSIÇão t(l.j./.:) é um 2-mo\'imento (Lema 4.:L1): 
I ( l . J. /,·) · ( n ( n - 1 ) ( n - 2) . . . 2 1 ) = 
((11- J + 1) . . . (n- J.· + '1.) n (n - l) .. . (n - j + :? ) 
(n- k + J) .. . 2 1). 
Os ciclos que compõem o grafo de ciclos são: 
c1 = [ n + 1. n - 1, . .. , k, k - 2, ... , k - j + 2] 
c2 = [ n, n - 2, ... , k + 1, k - j . k - j - 2, . . . , 1 J 
C3 = [ /,· - 1, k - :3 , .... k - j + 1. /,~ - j - 1, . .. . 2] 
PodPmos verificar que os trés ctclos são nào-oncntados . 
. \ F1gura 4 .31 mostra o grafo de ciclos gerado por este 2-movimenlo. 
o 
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O n·J+ I n·J n-k+2 
n·"+3 
(b ) t(l,4.7) • 1t 
8 
o 5 
n n-j+2 n·k+ I 
8 7 6 
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... 2 n+l 
2 9 
Figura -1.:31: O grafo de ciclos gerado pela aplicação de Lransposições t(l,; . k ). com/,; 
ímpar e J par. 1\ote que os três ciclos sào não-orientados. (a ) O grafo de ciclos geral 
gerado por t(l ,J,k). (b) Gm caso particular. 
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Lema 4 .2.6 Dadas as permutações rn = (n (n- l) ... l) e Ln = ( 1 2 ... n), n 2:: 4, 
11 par Pnlào a transpOSIÇão t(1,j. n + 1) rtJm 1 < 1 < j < n + 1. 1 {mpar c j par gera 
um grnfo de ciclo~ contendo três cwlos nào-oru.ntados. 
Prova: 
~o,·anJente. dadas t,,. 'n. n. i e j nas cond1ções da hipótese, a transposição l(i . j. n + 1) 
~ um 2-movimento (Lema 4.2.:3) : 
t(i.J. n + l) · (n (n - 1) (n- 2) ... 2 1) = 
(n (n-1) . .. (n-l+2J(n-J+l) 21 
(n-i+l) . . . (n-j+ 2) ). 
Q .... l re-, cJclos que compõem o grafo de c1clos siio: 
C1 = !11 + L. n- L ... , 1 + ( n - J) + 2. 1 - l.1 - :3, .... 21 
c.:1 = [n.n-2. .... t+(n -j)+ l.1 +(n-j) -l. .... t +I] 
c1 =[t+(n-;).l+(n-jl-2 . . . .. z.i-'1. . . . . IJ 
J>odc•mo-; ,·enf1car qtt( O'i três odos sào ucio-oricnttldos. 
\ F tgnr<1 ~ .:~2 nto'>t. ra. o grafo de ciclos gerado po1 este 2-movi meuto. 
o 
Le m a 4 .2.7 Dada~ as permutações rn = (n (n- I) ... l) <. Ln = (1 2 ... n ). n 2:: 4. 
11 par. t-ntão a tran:;postçào t(l.j. n+ 1) com 1 < j < n + 1 c J par gera um grafo de 
l rc/oc. contr:udo /ri., etc/o;;. uào-onentado ... 
P rova: 
De novo, dadas 7'n· Lyt, n e j nas condições da hipótese. a transposição i( 1. J. n + 1) é 
• m 2-mo,·imento (Lema -1.2.3 ): 
t( 1. j, n + 1) · ( n ( n - 1) ( n - 2) ... 2 1) = 
((n-j+l) .. . 211t(11- l ) ... (n-J+2)). 
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o n 
( b ) l(3.6,9)e TC 
8 
o 8 
n-i+2 n-j+ I 
7 3 
2 n-i+ I n-1 ... n-J+2 n+l 
2 6 5 9 
gg 
F'1gura -L32: O grafo de crclo5 gerado por transposições t(i,J, n + 1 ). i impa.r e j par. 
l\ote que os três ciclos são nào-orientados, conforme descrito no texto. (a) O grafo 
de' ciclos geral geréldo por t(i.J.n + 1). (b) Um caso particular. 
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(a) 
O n-j+l n-j 
o 





n n-1 ... n-j+3 n-j+2 n+l 
2 8 7 6 9 
100 
Figura 4 .:3:3: O grafo de ciclos gerado por aplicação de transposições t(l, .i, n + 1), com 
.J par. Os três ciclos são nào-orientados. conforme descrito no texto . (a ) O grafo de 
ciclos geral gerado por t ( l ,j, n + !. ). (b ) Üm caso particular. 
Os três cic los que compõem o grafo de ciclos são: 
c1 = [n + 1, n- L . . . , 11 + :3 - j] 
- [ - ·) ·) - . - . ')] c2 - n . n _, ... ,11 + _ ; , n J .. . . ,_ 
c3 = [n + l - J. n - j - 1, ... . 1 J 
De novo, podemos verificar que os t rês ciclos são não-orientados . 
A Figura 4.:33 mostra o grafo de ciclos gerado por este 2-movimento. 
o 
Lema 4.2.8 Dadas as pe1·mutaçôes rn = (n (n - 1) .. . 1) e tn = (1 2 . . . n) . 
n 2' 4. n z'ar, então as transposições t(i,j, k): com i e k com a mesma paridade e j 
com paridade oposta a i e k são as únicas tr-ansposições '2. -movímentos possÚJeis, e 
rpwndo aplicadas a rn geram grafos d~ ciclos contendo tr·ês ciclos não-orienta dos. 
Prova: Dadas as permutações rn e tn, nas condições do lema, as únicas transposições 
2-movimentos possíveis são aquelas geradas por triplas oríent.adas. O Lema 4.2.3 
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mostra que os únicos 2-movimentos possíveis neste caso são aqueles onde i e k têm a 
mesma paridade e J tem paridade oposta a ~ e k . 
Ex1stem exatamente quatro casos que podem ocorrer com i, j e k nestas condições 
que são: 
l. 1 < i < J < k < n + 1: o Lema 4.2.4 mostra que o grafo de ciclos gerado pela 
transpos1ção t(LJ, k). com t,j e k nas condições do lema, produz um grafo de 
ciclos contendo três ciclos. todos não-orient.ados 
1.. 1 = i < j < k < n + l: o Lema 4.2.5 mostra que o grafo de ciclos gerado pela 
tramposiçào l(z.J,k). com J e k nas condições do lema. produz um grafo de 
ciclos contendo Lrês ciclos. todos não-orientados. 
:~. 1 < 1 < j < k = n -L 1: o Lema 4.2.6 mostra que o grafo de ciclos gerado 
pela transposição t(1.J. k), com l e j nas concliçôes do lema. produz um grafo 
de ciclos contendo t rês ciclos . todos não-orientados. 
l. l = 1 < j < k = n + I: o Lema -1..2. 7 mostra que o grafo de ciclos gerado pela 
transposição t(i,J, k), com J nas condições do lema, produz um grafo de ciclos 
cmrt.endo três ciclos. todos nào-orientados. 
T<'tnos então o resultado. 
o 
Pto\·amos agora o teorema que• est.abeleC'e um hnute inferior para d1(1n.tn)· quando 
11 2: I par. 
Teorema 4 .2.9 Dadas a.s pcrmutaçõe;, rn = (TI (n - 1) (n - 2) 
(J '2 .. (u-l)n) 1 temospar-an;:::-1-, npar. 
dt( r n, Ln) 2: l ~ J + 1 
2 1 ) ( ''rl 
Prova: Novamente, do trabalho de Bafna e Pevzner [4], dada. r ., = (n (n- 1) (n-
2) . . 2 1 ). n ~ 4. n par. temos C11npar(7r. t.) = l. Aplicando o limite inferior dado 
pelo Teorema 2.2.4 para dt(1'n.tn) temos 
(n + 1)- C1mpqr(t.,, l,t) 
2 
Neste caso (Figura 4.28(a)): 
(n+l)-1 n 
2 2 
n lnJ lnJ -= - < - +1 2 2 2 
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c n diferença é de exatamente l. Neste caso, temos que provar que existe neces-
sarinmen te uma transposição que não incrementará Cunpar( Tfi, tn) <.lu r ante qnalquer 
seqüência ótima de transposições que transforma rr em L. 
.\primeira transposição é um O-movimento ou um 2-movimento. :.Tão podemos aplicar 
um -2-mo\·imento porque o primeiro grafo de ciclos é formado por apenas um ciclo. 
Se aplicamos um O-movimento. o único ciclo ímpar do grafo de cidos é transformado 
•"m um outro ciclo ímpar, não incrementando C1mpa.r· 
CnLào. 1 emos que mvestiga.r o que a.contece se aplicarmos um 2-movimento. O 
Lema 4.2.8 mostra. que as ún icas transposições que são 2-movimentos geram grafos 
de ciclos que contêm n penas ciclos não-orientados. 
l~lo implica no resultado da seguinle forma. Temos duas possibilidades. Se o grafo de 
ciclos resultante tem um ciclo ímpar e dois ciclos pares. a pnmeira transposição não 
;wmentou Ctmpa,. Por outro lado, se obtiYermos três ciclos ímpares, a segunda trans-
posição da série não pode aumentar C1mpar, pois todos os ciclos são não-orientado::.. 
implicando em Lermos no mínimo ma.is um O-movimento. 
O Lema 4.2.2 e o Teore>rna 4 .2.9 implicam imediatamente no resultado abúxo. 
Teoren1a 4 .2 .10 /)nda.~ a.;; pumutaçóc~ r,. = (11 (11 - 1) (n- 2) ... 2 I ) F I n 
( I '1. .• . tn - I) n) lunfl.:; par·alodo n 2::3 . 
o 
Fmalmente. o teorema abaixo mostra a dJstância dP transposição entre uma per-
mutação e sua im·ersa. 
Teo rema 4.2.11 Dadas a.~ permulaçõe.c; rn - (n (n - 1) (n- 2) ... 2 1) e Ln 
(I 2 . . . (n -1 ) n). lemos paran 2::2 
se n = 2 
se n 2::: 3 
P rova: Conforme afirmação anterior. sabemos que dt(rn, tn) = 1 quando n = 2. 
Do Teorema 4.2.10 1 lemos que dt(rn 1 tn) 2::: l~J +L 
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Algoritmo DistTransp 
entrada: r, = (n (n -1 ) ... 2 l ).n > 2 
saída: 6, t1 . f2 . ... , l6 . onde Õ = dt(rn, t) 
il"J +-- t 1 ( 1, r~ 1 . n) . r. 
6 +--l 
7ro +-- r. 
se n for par então 
6- õ + l 
r.2 +-- l6(~, I+ L, n + 1) · r.1 
k +-- 1 
lJ- 1 
se n for impar então 
k+--0 
p +-- 0 
enquanto k < l~J faça 
Ó+--Ó+l 
iT.~ +-- l.sn~J- k.liJ- k + 2. n- I- k + p) ·1r6-J 
k..-k+l 
retorne 6.t 1. t2·· .. • t6 
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Figura -l.:3-!: li m algonlmo para computar a distância de I ranspo::.içâo entre' umil 
pNmut ação e c;ua im·erc;a 
l·mlinme superior é dado pelo algoritmo apresentado na próxima seção. que computa 
d,(rn.lr,)em l.!JJ +l passos. Portanto,d1(rn, tn):::; l~j+J ,paratodon > :2 . i'\otamos 
que Bafna e P PYzner [I] mostratam este mesmo limiLc <;uperior. para todo n ~ l. 
o 
4.2.2 Um algoritmo para computar d1(rn .. t-11 ) 
Apresentamos nesta seção um algoritmo para computar a distância de t ransposiçào 
entre uma permut.açào e sua inversa. Observamos que este algoritmo executa sem 
uti lizar o grafo de ciclos. Em seu lugar, ele usa uma determinada série de transposições 
que funcionam no caso particular destas duas permutações. A Figura 4.34 mostra o 
algoritmo, e a Figura 4.35 mostra exemplos de execuções para n = 6 e n = I. 
Os quatro passos iniciais criam , a partir da permutaçâ.o inicial , uma nova permutação 
com duas subseqüências decrescentes na s ua extremidade esquerda, e uma seqüência 
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{a) 6 5 4 3 2 I (b) 7 6 5 4 3 2 I 
L t I t 
4 3 2 6 5 I 4 J 2 7 6 5 I 
T t L t 
4 3 6 5 2 4 3 6 5 2 7 
L t L t 
4 5 I 2 3 6 4 5 I 2 3 6 7 
L t L t 
I 2 3 4 5 6 I 2 3 4 5 6 7 
Figura -t-.:35: Duas execuções do algoritmo. (a) Exemplo com n = 6. (h) Exemplo 
< om 11 = 7. 
rrc-.r0nte . na sua ext..rem1da.de direita . Se n for par Lemos 
- !2. 22. . . n ·) ·) ;r2 - ( ( 2 T 1) 2 . .. . 3 ) ( n ( n - 1) . . . ( 2 + ~) ) ( i - ) 
Oh~C"r\"f'ffiOS que as ciua<:: 5ubseqüências decresceutes têm r~l-1 elementos cada uma. 
\l<1rcamos as subseqüéucia~ com parênt.eses. 
~e 11 for ímpar leremos 
n,-1 '>·) (n+J )( ;;-t = ( ( --) . . . ·J - 1 l n ( ll - J ) . . . -- + 1 ) I ) ~ ~ 
Analogamente. nesLe caso as duas primeiras subseqüências La.mblfom t.erã.o í1"1 - I 
f•]Pmentos cada uma. 
O comando df' repE>tiçào no quinto passo move o tílt.imo elemento da pnmeira sub-
seqüência e o primeiro elemento da segunda subseqüência para a extremidade direita 
da permutação. onde duas outras subseqüências são incrementadas à medida que o 
algoritmo executa. Genericament.e. se n for prtr entà.o teremos. após k- 1 iterações 
do comando, 
n n n 7r~.;+l = (( 2+1) 2 .. . (k+2)) ((n - k+l) ... ("2+2)) (1 2 ... (k+l)) ((n-k+2) .. . n}. 
Se 11 for ímpar teremos. após k iterações. 
;;-~·+J = ((n + 1 ) .. . (k+2)) ((n-k) ... (n + 1 +1)) (1 2 . . . (i.-+1)) ((n-k+1) . . . n). 
2 2 
Portanto. o algoritmo corretameme transforma a permutação na sua inversa, usando 
lra.nsposições. Além disso, o algoritmo executa em l~J + 1 passos. para n > 2 . 
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4.3 Sumário e questões 
Neste capítulo. inicialmente apresentamos um algori tmo de aproximação de raz ao 
2.25 e um algoritmo exato, a.mbos baseados numa estruLura. denominada de diagrama 
de ponLos-de-quebra. Embora a razão seja elevada. quando comparado à melhor 
conhecida. experimentos demonstraram que esta razão é bastante menor quando ex-
ecutamos o algoritmo. sugerindo que ele possa ser útll na prática. 
Algumas questões surgiram deste estudo. Prime.iro, rea li zar mais testf's com o al-
goritmo de tl.p roximaçào, usando permutações significativamente maiorcs1 permitiri a. 
avaliar a o;ua utilidade dcti\·a. Segundo, pesqujsar se a razão do algoritmo pode 
ser diminuída. e ,·erificar a possibilidade de decidir quando d,(~.. 1-) = bt;l apenas 
Pstudando o diagrama. possivelmente forneceria parâmetros que poderiam ser empre-
gados numtl prova de complexidade para o problema da distância de transposição. 
11m outro ponto in teressante seria investigar se exisLe urna permutaçã.o alcançando a 
razão 2.15. Por fim, o algoritmo de aproximação de Bafna e Pevzner [4] poderia ser 
implementaJo. permitmdo comparar estes dois algoritmos. 
Em seguida. Jemonst,ramos que a distância de transposição entre uma permutação e 
sna inversa (sem complementação) é l~J + 1 para todo 11 > 2, onde n é o tamanho 
d<1 permutêlçilo. Além disso. apresentamos um aJgorit.mo que encont r il urna série 
ót imi'l de tnmsposições (Jtt<: ordP.nam n pcrmut.<=~çào. para o u\so estudado. Portanto. 
tf'mos um linute infenor para o di~metro de transpos1çào. l ~J ..!.. 1 ~ D,(n ). Uafna e 
Pe\·znc>I [-+j demonstraram que D1(nl S ~~~ Conjecturamo~ que o limite iuferior seja 
df' faLo o \·a lor do diâmeLro de• transposição. 
Outras questõe::, interessantes ainda não resolvidas são a complexidade do problemrt 
e um Yalor exato para o diâmetro de transposição. 
Capítulo 5 
Distância de reversao e 
transposição de cromossomos 
lineares 
\tnalml'ntr. a aná!J-,e de genomas evoluindo por dl\er-.o:-- C\"CntO'- mutaCJonais re-
Pl(''-Pnl(llll um grande dec;afío Hannenhall! e co-autorec.; [li] analrc:;aram genomas 
r , c,luindo por difcrcntc·s e\·l'nto.;.,. particularmentc r<'\ crsoes e tran.,.poc;içóes. llannen-
ltéllli c• Pf'Yt.Hcr [20] apresentaram um <tlgontmo de' t<'mpo polinorni,d para comparar 
dn1:- !!.<'110I1li'IS <'Voluindo por rC\'Crsões. t1 ansloc<\ÇÕes. fu:.ocs <' fi-.sot"!->. Gu. Peng r 
~udboroug!t [J -!] mo~t raram t~lgoritmoc:; de aprox11naçao pata compu! ar a cli .. tãncia 
('1\Llf' doi~ genomas, permillndo tres eventos, revNsõcs, t ransposiçof's e t ransvcrsões . 
:\(•'>t<" capítulo contribuímos para a análise de re,·cr:;oes e trausposiçõc>s agmdo em um 
C" J"OlllOS'-OtnO. 
I1Jicralmenle, ua Seção 5.1 apresentamos defi nições que serão utibzaclas nas seções pos-
teriores . .\a Seção .5.2 estendemos a análise de tranc;posições agindo em permuLações 
-.em ~inai .. para Lransposições atuando em permutações com sinais. obtendo assim ai-
goritmos de aproximação para computar a distância de reversão e transposição para 
ambas as permutações. com e sem sinais. Em seguida. na Seção 5.3 apresentamos um 
limite inferior para o diâmetro de re\"ersão e t ransposição de permutações com sinais. 
P01 fim. a Seção 5.4 traz um sumáno e questões relativas a estes estudos. 
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ftgura 5.1: Os pontos-de-quebra e as faixas de uma permutação r. 
( O .:; 1 2 4 7 6 3 9 n 10 ) com relação a l = ( O l 2 3 4 5 6 7 8 9 10 ). As 
faixas são as seqüências entre dois pontos-de-quebra consecutivos. 
5.1 Definições 
.\esta seção. primeiro enunciamos o problema <.le ordenar permuta.çócs li ncares porre-
\·ersoes e transposições. e em seguida recordamos certos conceitos. que serão utilizados 
nas próximas seções. 
:\o problema d<1 dtstància de 1eversào e transposição de permutações lineares. sem 
perda ue generalidade. podemos fixar a como sendo a permutação identidade t. . isto 
c ~ . 1 = ( 1 . . . 11) no ri'l~o sem si nais. e l = ( +1 . .. + n) no caso com sinais . Portanto. 
o problema esf.udado neste capitulo pode ser cn 11 nciado da seguinte forrna. Dada a 
p('ITllut.í\çào r.. queremos romp11tar urna série de 1eversões e transposições que tran~­
lo rmam ::-em 1. isto é. queremos encontrar c1 , c2 .... , e11 • onde cada c, é uma reversão 
ou uma transposição. tais que e,, t .u-l · ... · e2 · e1 ·" = t e lt seja mínimo. Chamamos 
a dt· distân cia d e rever são e t ranspos ição e o denotamos por dr 1( 1i. t ) . 
\o que "t" segue. uma operação c pode ser uma rrYersào ou uma tra.nspos1çào. 
E-,tendemos a permutação íf adicionando 1icJ = O e To" n +l = 11 + 1 no Ci'lSO sem sinais . 
\)11 " o = +0 e ""+ ' = +(11 + 1) no caso com sinais. /\. pe rmutaçào estendida será 
( lc·notada por r. . 
l "m ponto-de-quebra de uma permutação r. é um par x = (r.., . "•+J) Lal que nem .r 
nem :r = ( 1f:~ 1 . 'F.,) são da forma (J . J + 1) para algum J tal que O~ J ::::; n . Então. 
para encontrar t a partir de 1i. devemos ter pelo menos uma operação "separando" 
rr, de ::-;-r- 1. Como anteriormente) pontos-de-quebra serão indicados por um ponto ( • ) 
emre :r1 e 1i1+1 (F igura 5.1 ). Denotamos por b(r., t) o número de pomos-de-quebra de 
" com relação a L. 
Pontos-de-quebra dividem um a perm utaçã.o em faixas. Quando a permutação alvo é 
a identidade~ t, faixas são sempre seqüênc.ias de inteiros consecutivos (Figura 5.1 ). No 
ca!>o sem sinais, uma faixa pode ser crescente ou decrescente como uma seqüência de 
inteiros. e será chamada respectivamente de fazxa cre.5cente ou de faixa decrescente. 
No caso com smais. todas a.'l faixas são crescentes. mas serão separadas em faixas 
po.sttivas ou negativas, de acordo com o sinal dos seus elementos (todos os elementos 
numa faixa têm o mesmo sinal). 
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~o Capítulo 2 mostramos o gmfo de pontos-de-quebm para permutações com sinais, 
denotado por G(1r, t). Este diagrama é composto por um certo número de ciclos onde, 
em cada ciclo, as a restas pretas e cinzas são a lternadas. O comprimento de um ciclo f. 
o número de arestas preLas que compõem este ciclo. que é o mesmo que o número de 
arest.as cinzas. Chamamos de k-ciclo um c1clo d<" comprimento k. Observamos que, 
no caso de permutações com sinais, a decomposição de G(1r, ') em ciclos é única. e 
denotamos pot c(r. . t) o número de ciclos em G(r..t). 
Corno descrito no Capitulo 2. ciclos em C( r.,~) são denotados entre colchetes. pelos 
rótulos assoc iados às arestas pretas, onde o p rimeiro rótu lo é o de maior valor. Além 
~ 
disso. associaremos a. cada rótulo i pertencente a um ciclo c uma orientação i ou 
-~ . definida em relação à orientação do maior rótulo r de c. que será convencionada 
como sendo +r. 
5.2 Algoritmos de aproximação 
AprC'sentamos agora algoritmos de aprox imação para computar a. distâncJa d<> reversão 
f' transposição cnl!e duas permutações. ~ l ostramoc:: um :3-algoritmo de aproximação 
para o caso sem ~ina.is e um 2-algontmo de aproxime~çào para o caso com s1nais. 
lmctarf'rnos com o caso sen1 s inais. Not.élrnos q ue a unicn. pennul.a\cio que nao contém 
ponto~-dc-quf'brn com relação a 1 é exatamente L. e então a -;eqüénóa d<> rcvcrsõe" 
e transposiçoes transformando t. em 1 df'\·e reduz1r o mímero de ponto~-dc-quebra 
df' h{ r.. 1) para O. Obse1 ,.<1m os ainda que as re\·ersões podem reduzir no rnciximo 
doic; poutos-de-qnebra. e q11E' as transpos ições podem reduztr no máximo t rê" pontos-
de-quebra. esta observação implica imediatamente num limil.e inferior, conforme 
mostt ado no próximo teoremél. 
Teorema 5.2.1 Dadas duas permuta.ções sem smais 1r e 1 temos 
b( 1í . L) 
3 ~ drt {To, L) • 
T eorema 5.2.2 Dadas duas permutações sem sina·ts dzstintas 1r e L existe uma 
operação redu::indo pelo menos um ponto-de-quebra. 
Prova: A idéia intuitiva é aumentar a primeira faixa em cada operação. 
A primeira faixa à esquerda é sempre crescente. Tomando o elemento máximo nesta 
primeira faixa, basta encontrar o seu sucessor. que está necessariamente à sua direita. 
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Algor it mo DistRTl 
en t rada: permutações distin tas sem sinais 1r e t 
saida: 1L, e1, e2 ; ... , eu, ondeei = T ou t 
u+-0 
rro ~ r. 
e nquant o existirem pontos-de-quebra em r.u com relação a t faça 
Na faixa mais a esquerda. de 11" u com relaçã.o a t, 
tome o maior elemento, S 1 
encontre Sj ~ 8t + 1 a direita de Si 
s e s.J estiver mais a direita. na faixa e 
a faixa tiver mais do que um elemento então 
tl t-1L+l 
senão 
et, t- reversão de .st+ 1 a s.i 
incluindo ambas as extremidades 
i/ s1 : primeiro elemento na faixa 
1lt--u+l 
tu +- transposição movendo a faixa contendo .s_7 
colocando-a a d ireita de Si 
retorne u., e1• c2 .. . .• ell 
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Figura 5.2: Um 3-algoritmo ele aprox 1maça.o para computar drr(rr . t) . pa.ra pcr-
rnuta.ções sem smais. 
Se o sucessor est iver no início da faixa, ou for o tÍnico elemento da. faixa, aplicamos 
Hma. transposição. Se estiver no fi nal, apl icamos uma reversão. o 
A apl icação repetida do Teorema 5.2.2 fornece um 3-algoritmo de aproximação 
para computar a distãncia de reversão e transposição de permutações sem sinais 
(figura 5.2). 
Sua. complexidade de tempo é O(n2 ), onde n é o tamanho da permuta.çã.o. O algoritmo 
leva tempo O( n) para encontrar a operação e aplicá-la. 
Agora tomemos o caso com sinais. Note que o grafo de pontos-de-quebra G(t, t) 
é o único tendo n. + 1 ciclos. Então, a seqüência de reversões e transposições trans-
formando rr em t. deve aument ar o número de ciclos de c( 1r, 1.,) para n + 1. Para 
duas permutações r. e a, e uma operação e tal que a = e · rr , denotemos por 
.~c(r., a) = c( a , t.) - c(1r, L.) a variação no mímero de ciclos devido a urna operação 
e. 
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Teorema 5. 2.3 Dada uma pe1·mutação r. e uma opemçào e, 
~c(r.,e·7r) E {-2.-1,0,1.2} 
Prova: . 'otemos inicialmente que e pode ser uma reversão ou uma transposição. 
Cada reversão age em duas a.restas pretas pertencendo a no máximo dois ciclos. 
criando ou destruindo no máximo um ciclo. Hannenllalli e Pevzner [19] mostraram 
que. para uma reversão. ~c( r.. e· ;;-) E { -1, O, 1}. 
Cada transposiçào age em três arestas pretas pertencendo a no máximo três ciclos. 
l3afna e PcYzner [4] mostraram que para o caso sem sinais ~c(r..e · n) E {-2.0.1}. 
Quando consideramos os sinais. este torna-se um caso particular. e corresponde a 
um grafo de pontos-de-quebra gerado por uma permutação composta apenas por 
faixas positivas. Então, no caso com sinais, temob também .6.c(r.,e ·r.)= -J ou +1 
(Figura .5.3). O 
O seguinte Leorema segue imediatamente do Teorema 5.2.:L 
Teorema 5.2.4 Dadas duas permutações com sinais 7f r 1 tnlào lemos 
( n + 1 ) - c( 7i, 1 ) 1 ) ------ - < (rt ( T..l 2 -
Para .TE { -:2. -J. O, 1, 2} . clehnirnos um :1:-movimento de r. com rela.çào a. c· ii corno 
11ma operação e tal que ~c( ;r. c. «) = r. 
Como afirmamos acima. no ca~o de dua::. permutações com sinais "e L, onde rr contém 
apntas faixa~ positivas com relação a 1. o grafo de pontos-de-quebrí'l. G(n.t) gerado 
é exatamente o g1·afo de ciclos de Bafna e Pe\·zner (4]. descrito no Capítulo 2. Por-
t.nnto. utilizaremos os resultados de Bafna e Pevzner [-1] baseados no grafo de ciclos. 
f> Lambém clc·scritos no CapiLulo 2, para mostrar uma forma de obter um aumento no 
mímero de c1clos de pelo menos 2 em dois mov1mentos consecutivos, aplicando uma 
reversão ou uma uansposiçào numa permutação com sinais. 
Teorema 5.2.5 Dadas duas permutações com sinais 1r e l, existe um l-movimento. 
ou um 2-movzmento ou um O-movimento segutdo por um 2-movimento. 
Prova: Temos dois casos. 
• ex1stem faixas negativas em 7i com relação a. t: notamos que a. faixa ma1s à 
esquerda é uma faixa positiva, e que as faixas negativas de r. com relação a t 
geram quatro formas gerais de ciclos em G( r., l) (Figura 5.4). 
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F1gura 5.:3: Todos os casos poss]Yeis de uma transposição agindo numa permutação 
com sinais onde apenas os ciclos afetados são mostrados. Em cada caso, urna trans-
posição transforma as arestas pretas ( b, a ), ( d, c) e (f. e) nas arestas ( d, a) , ( b, e) e (f. c) . 
A.c; linhas pontilhadas denotam um caminho que pode ser formado por uma ou mais 
nrestas cinzas/ pretas. Como a inversa de uma t ransposiçào é uma t ransposição, todas 
é1.S transformações são inversíveis. Note que existe apenas um padrão correspondendo 
a um 2-mo,·imento ( -2-movimento). e apenas três padrões c01-respondendo a um 
l -movimento (-l-movimento). 
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F1.gura .j. I· .\ s quatro possÍ\·eis formas gerais 
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CiciO<. nos qua1s se pode aplicar 
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:'Jo caso (a) desta figura aplicamos uma reversão da aresta preta (s,+1 , +s;) até 
a aresta preta (.s1+h -sj ), ambas pertencendo ao mesmo ciclo c, para obter 
um outro grafo de pontos-de-quebra com dois ciclos diferentes. c', um J -ciclo 
com po~to pela aresta preta (- si, +s1 ), e c", um k-ciclo k 2:: 1 contendo a aresta. 
prela (s1+1 - 3i+d· Esta reversão não altera os comprimentos e rót.ulos dos outros 
ciclos e portanto temo~ um l-movimento. Os outros casos sà.o inteiramente 
análogos. 
Ponanto, aplicamos uma reversão que aumentou de l o ntímero de 1-ctclos .. isto 
é. obtivemos um l-movi t11ento. 
• existem apenas faixa posi ti \·as em ii com relação a c temos um gt afo de pontoc:;-
de-qu<"hra no qual não podemos aplicar reversões aumentando o número de 
1-ctclos. De acordo com resultados de Hannenballi e Pevzner [19) este é um 
grafo formado unicamente por obstáculos. Mas, como dissemos anteriormente, 
nestP caso podemos visualizar esta permutação como sendo nma permutação 
sem sma1s. e o grafo de pontos-de-quebra gerado é exatamente o grafo de ciclos 
descnto no trabalho de Bafna e Pevzuer l-:1] . Aplicétrnos emà.o o Teorema 2.2.7 
de Bafna e Pevzner [~ ] , qur garante a ex1sténcia de um :2-movJmento. ou de um 
O-movimento segutrl.o por um 2-movimcnto. 
o 
Do Teorema .).2.5 podemo" deduzir um ltm1te supenor para distância de te\'ersão e 
tt anspos tçào. 
Teorema 5.2.6 Dada-" d11a8 pe1·mulações com sinais ;-; c. t lemo::. 
Dada uma permutação ii a. ser transformada em i. a idéia intuitivét do algoritmo é, 
enquanto existirem faixas negativas com relação a t ap licamos reversões, conforme 
descrito no Teorema 5.2.5. Se não pudermos aplicar re\'ersões deste tipo, e esta 
seqüência de reversões não tiver transformado r. em t, então o grafo de pontos-de-
quebra foi gerado por uma permutação contendo apena.s faixas positi\'as com relação 
a t. Nest,e caso, usamos o Teorema. 2.2. 7 de Bafna e Pevzner [4] para descobrir a 
.<.eqüência de transposições a ser aplicada. Observamos que estas transposições sem-
pre geram grafos de pontos-de-quebra construídos a partir de permutações contendo 
somente faixas positi\·as com relação a t . A Figura 5.5 mostra um exemplo deste 
processo. 
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Q Q 
... o .r ~r -2 
Q Q Q 
.() .J +I ·1 +J -5 +5 -6 +6 -., 
Q Q Q Q Q 
+0 -I +I ·2 +2 .J +31;., -9 +9 1 -8 +8 -4 +-t 
-" +5 ·6 +6 ·7 +7 -lO 
I 
Q Q Q Q o 
+0 -I +I -2 +2 -J +5 -6 +6 ., +9 -1 0 
Q QQQQQQQ Q Q 
+0 ·1 +I -2 +2 -3 +3 -4 +4 -5 +5 -6 +6 -7 +i -8 +8 -9 +9 -10 
rigura .). '}. O processo de transformar " em t usando reversões f! transposições. 
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Na. Figura .5.6 mostramos um 2-algontmo de aproximação para este problema. de-
nominado Dz.st RT2. A correção deste algoritmo é garant ida pelos Teoremas 2.2. 7 c 
- •) ,-
.) .- . .:>. 
Descrevemos agora como encontrar uma reversão cn ando um l-ciclo. Primeiro asso-
ciamos a cada inteiro i da aresta preta (7ri, r. 1_l) , com 1 ~i ::; n+ L um rótulo 1 para 
r.,_ 1 e F para 1r,. Depois . temos apenas que encontrar uma aresta cinza incidindo 
em duas arestas pretas ambas rotuladas por l ou ambas rotuladas por F. Isto le,·a 
no máximo O(n). A construção de C( r., t) e a computação de c{1r, t.) cada uma leva 
O(n) (conforme Berman e Hannenhalli [5)) . Portanto a complexidade do algoritmo é 
0(n 2 ) . onde n é o tamanho das permutações. 
l5to ~5tabelec<> um :2-algoritmo de aproximação para computar a dtstância de reversão 
f' transposição de permutações com sinais, com complexidade de tempo O(n.2 ), onde 
11 P o tamanho das permutações. 
5 .3 Um limite inferior para o diâmetro de re-
versão e transposição 
I)~ fo rma gené1 ica. uma soluçào para o problema <l a. distánria é encontra.r caminhos 
mínitt tos num grafo orientado G. no qual nrn vérti ce rorrcsponde a uma permutação 
;-. <' C'Xt<;tp uma <~rec:la ( iõ.<7 ) quando <>:-.Ír:.tc um cvcuto (re,ersào ou rransposiçào) <. 
talquea=e·iõ. 
O obj<"Livo é encoutrar caminhos orientados mín imos de 7í a.té l . onde o comprimento 
Je um caminho é exatamente o número de arestas neste caminho. l\lais ainda. pode-
mo<> a.:;sociar pesos à.c: aresta!> de um caminho de forma a nos auxiliar a investigar o 
problema. Assim. a seguir definiremos peso de uma aresta e peso de um caminho, 
neste grafo. 
Definição 5 .3.1 Dadas as permutaçõe ~ rr e u . de comprimento n, e t ... . e um evento 
c: (r·e?•e1·são ou transpoS'lçào) ta1.s que (r.,u) é uma a1·esta de G , então em G definimos 
peso d e uma a resta como sendo 
p(7r .. <7 ) = 2 + c(7í . t-11 ) - c(u. t,J . 
Obser vamos que p(1r, a) ~ O (Teorema 5.2.3). O peso de uma aresta p(7r.<7) pode 
também ser escrito como 2 - .6.c( r., <7 ), tomando e como o evento que transforma r. 
em u Como 2 é o maior valor que .6.c(1r,u) pode assumir, e sabendo que os maiores 
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Algoritmo DistRT2 
entrada: permutações distintas ;r e t 
saida: u. e1 • e2 ••••. c". onde e1 =r ou l 
1/ cria o grafo de pontos-de-rf!lebra ele rr e 1 
v+-0 
r.u ..._ rr 
cria (;( iro. t) 
rompula c(•o. t) 
/1 cria l-ciclos enquanto h ou ver possi bi /idade 
enquanto c( 1. u. 1) < n + 1 e existe urna 1 eversào r 
aumentando o numero d<> l-ciclos 
(conforme Teorema 5.2 .. j) faça 
u.-u+l 
~ f1 +--- (, • Í. I -} 
cria G'(-:-u.l) 
c-omputa c(rr,,.l) 
/1 .. r -:- n;io foi t nw::;[onnado em 1. o gntfo de pontu .. dt• (fllt>l>ra geradn 
r u·w a mesma forma geral descri r a na teona dC' H.1fna (" Pe\·zncr 
enquanto c( ~o,,, t) < 11 + 1 faça 
chame uma rotina que i mplementa a teoria d<' Bafna c Pc\·zner 
para encontrar a. transpo5içào l a ser ap licada 
(conforme Teorema 2.2.7) 
li +- /1 + 1 
c" ...-- t 
;ru ~Cu· it~-1 
cria G'(ir.,. t) 
c-ompu La t(1iu. t) 
retorne u.et,€2· .. . c,, 
116 
Figura 5.6: l"m 2-algoritmo de aproximação para computar drr(rr.t). para per-
mutações com sinais. 
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valores de .6.c( rr, a) nos aproximam de Ín, então podemos pensar no peso como um a 
meuida de "gasto, em cada evento aplicado. 
D efinição 5 .3.2 Dadas as permutações de compnmento n, rr0 , r.1 . ... , Trk, tms que 
' r.,_ 1• rr.). com l :S i :S k, é uma aresta do gmfo orzentado G. então em G. tomando 
fJ cnminho c de r. a '->t· c= 110 r.1r.2 .•• íik-I"k· definimos peso de u m caminho como 
. .;cndo 
~· 
p(c) = L P(r.~- J ,iTI.)· 
l= l 
Ob~enamos que p(c) ~O para qualquer caminho. Podemos agora relacionar o compri-
mento de um caminho com o peso do mesmo caminho, com importantes conseqüências 
para a distância. Denot.amos lei como o comprimento de um caminho c. 
P rova: Seja Jl(c) = 2:~= 1 p(r.1 _ 1 . r.,) . A prO\·a será por indução em 1.:. 
Quando k = J. pela Definição 5.:3.1 c por lei = I. temos, 
. \!>sumindo que o r~sultado seja verdadeiro para todos os valores < k. 
k k-J 
p(c) = I:"(il.-J, r.~)= p(7rk-l· 7rk) +L: 'P(lfi- l ·" ) = 
1= 1 
p(r.k-1· r.k) + {2(k - 1)- c(~oo.tn)- c(r.k-l· ln)} = 
2 + c(r.k-1· ln)- c(r.k. Ln) + 2(k- L)+ c( no. Ln) - c(íik-I·ltt) = 
21.:- c(11'k, t 11 ) +c( tro, tn) = 2lcl- c(11'ko tn) + c(11'o, tn) 
(J rn importante corolário segue. 
o 
Corolário 5.3.4 Paro qualquer pe1-mutação "· de rornprimenio n . c tn. e qualquer 
fammho mínimo c de rr a t., lemos 
p( c) - c( 7r, Ln) + ( n + l) dr I (ir, Ln) = :.......:........;_ _ __:__;___.:__..:.___~ 
2 
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A prova é imediata do teorema anterior, tomando 1r0 = 1r e 7rk = '·n. 
Tomando Sn como o conjunto de todas as permutações com sinais de tamanho n. 
definimos 
como sendo o diâmetro de reversão e transposição deste conjunt.o. 
1\ec;ta seção mostramos um limite inferior para computar Drt(n), baseado nas 
distáncias de reversões e Lransposiçôes de permutações específicas com relação a iden-
tidade, para cada. inteiro n. 
Estas permutações são 
1r n = ( -1 -2. . . - ( n - 1) -n) 
e 
'r. = ( -rl +2 ... +(n - 1) +n) 
Cfllcularemos a. distância de reversão e transposição entre elas. para cada n, o que 
forn<'ccrá um limite inferior para o diâmetro Dr1(n ). 
Com<'çaremos mostrando um limite superior para dr1('T.n . l·nJ · para todo 11:::: .3. 
Teorema 5.3.5 Tomando r.11 = ( -1 -2 . . . -(11- 1) -n ) t Ln = ( +1 +2 
+(n - 1) +n ). para lodo u :2:: :3. então /f>mos 
Prova: 
ImciaJmente, aplicamos uma. reversão r(] . n) em rr", obtendo 1r = r(l, n) · 7rn = ( +n 
+(n- 1) ... +2 +1 ) .  um<t permutação com smais posit1vos apenas. 
Em seguida. usamos o Teorema 4.2.11, provado no Capít.ulo 4. obtido de formam-
dependent.e por Christie [10], que determina a distâ.nc1a de transposição d,(rr, tn) = 
L~ J + 1. para n > 2. 
O número total de operações é então l~J +2, que é um limite superior para dr1(J.n . l·n), 
com 11 2:: 3. 
o 
Nossa estratégia para mostrar que este limite superior é também um limite inferior é 
prm·ar que todo cammho c de r.n até tn saL1sfaz p(c) 2:: 3. Então, p<:>lo Corolário 5.3.-1 
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(a) 
o + 1 -1 +2 -2 +3 -3 +(n-1) -(n-1) +n -n (n+ 1) 
(b) 
o + 1 -1 +2 -2 +3 -3 +4 -4 +5 -5 6 
(c) 
O +I -l +2 -2 +3 -3 +4 -4 +5 -5 +6 -6 7 
F igura 5. 7: Os grafos de pontos-de-quebra gerados por 1r n = ( - 1 -2 . . . - ( n. - l) 
-n ) com relação a t 11 = ( + 1 + 2 .. . + (n- 1) +n ) para todo n. (a ) O 
grafo de pontos-de-quebra geral. (b) C m caso parti cu lar para n = 5. (c) () rn caso 
particular para n = 6. 
(' pelo Teorema 5.:3 . .5, t<'-'remos o resultado desejado, conforme enunciado no Teo-
rema 5.3.2.3. 
,\ forma genérica. do grafo de pontos-de-quebra gerado por estas duas permutações é 
dada na Figura -5. 7. O lema. abaixo mostra qu.e este grafo contém um único c iclo. 
Lema 5.3.6 
Sejam 7r71 = ( -1 -2 ... -(n -1) - n) e tn = ( + 1 +2 . . . +(n -1) +n). Entào . 
em. G(7rn,in), c(r.n,l.n ) = 1 para todo n. 
Precisamos ele resultados auxiliares para provar o teorema que estabelece o limite 
inferior. Um deles é uma condição suficiente para que um grafo de pontos-de-quebra 
nào admita 2-movimentos . Podemos observar que o formato dos cic los em G (1rn, t..n) 
t~ (Lema 5.3.6): 
- ~ t- ........ ---4 ---t 
c = [n + 1, n - 1, . .. , 2 , 1 , 3, . . . , n ] 
quando n é ímpar, e 
- ~ - t- ---4 --t c=[n+l,n-1, . .. , 3, l, 2, . .. ,n ] 
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Figura 5.8: A forma genérica de um ciclo no qual podemos aplicar uma t ransposição 
criando dois ciclos. 
quando n é par. Observe quE> a não ser pela paridade de n estas duas sequencias 
• • •• A • !------- .- - --+ --+ --+ 
sao formadas por duas subsequenctas, ...,, = 11 + 1, n - 1. .. . . 1 e s 2 = 1 , 3 , ... , n , 
t ai c; que .c:1 é decrescente e s 2 é crescente. Chamaremos de bimonótonos os ciclos 
formados por duas subseqüências, a primeira decrescente e form ada por rótulos com 
orientação ;-- e a segunda cre::.cente e formada por rótulos com orientaçào --+ . Estes 
ciclos nào admitem 2-movimentos como mostram os resultados seguintes. 
~o lema a seguir , mostramos a forma genérica de um grafo de pontos-de-quebra que 
admite urna transposição :2-mo,·imento (Figura 5.8). Este lema decorre imediat.ament.e 
do fe01·ema .).2.3. 
Lema 5.3. 7 Dada.c: duas pennulaçôts com smms r. e u e G( rr . u). podF-.<:e obtu 
11111 2-monmcnto .... f t :;omcntt ~f t:nslircw ansta.-. preta.:; i = (b.o ) j = (c!. c ) e/,= 
(f. r). ne.sta o·rdem. l'ertenccnles a um 1Í'111.ro czclo faÍ-" f]1tt o aphcaçào da fran.sposzçào 
l(t.j.l.:) n~ulla em 11·is novo.s Clclos. urn ronlendo n arcsl n preta (n. d) . out ro (Ontcndo 
(b. e ). r o lercui'O rontendo (c.J). 
Podf>ntO':> ca.Ja<..l.(•rizar rna1s pJ ccisamenLc os 2-mo,·imentos gerados por um<l. t rans-
po~içAo. por meio da ord<"rn elos rótulos em um cic lo. juntamente com a oricnt.açào 
de cada rótulo. 
Len1a 5 .3.8 Dadas duas per-mutações com sinais, 1r dt comprimento n, e Ln, t-ntão 
G( rr. tn) admttc 2-movtmenlo se. e somenl e se exisl em três 1·ótulo.s de arestas pretas 
1. J e k tais que i < j < k. os tds pertencem a um mesmo ciclo e a ordem em que 
eles aparecem 110 ciclo é ~-,z,j (ou 1,J,k ou j,k,i ) , com a orientação+--. ou k,j. i 
(on .i· i ,~· ou i , k, J ) , com a or1entação --+ . 
Prova: O Lema 5.:3. 7 mostra que ex1ste uma única form a geral de ciclo no qual 
se pode obtet um 2-movimenlo. Nesta forma (Figura .5 .8). podemos venflcar que. 
tomando os ttês .rótulos de arestas pretas (pertencenLes ao mesmo ciclo) z, j e k tais 
+-
que i < J < k, e associando ao rótulo k a orientação k , forçamos as orientações de 1 
f- f-
e J como sendo respectivameme 1 e J , Implicando em que os trés rótulos apareçam 
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(a) n: = ( +2 +I -3 -4 -5-6) 
O -2 +2 -I +I +3 -3 +4 -4 +5 -5 +6 -6 7 
~~~~~~~ 
c= [ 7. 5. 3. 1. 2. 4. 6 1 
(b) 1t = (-3-4 -5 - 1 -2-6) 
O +3 -3 +4 -4 +5 -5 +I -I +2 -2 +6 -6 7 
~~~~~~~ 
c = r 1. 3. 1. 5. 2. 4. 6 1 
Fig tt ra .5 .9: Exemplos dt> t.ransposições aplicadas numa permutaçito r. com relação a t n · 
Observe que para uma Lra nsposiçáo ser 2-moviment.o , as orienLaçôes do.:; rótulos devem 
sf'r exatamente aquel a~ descri Las no Lema .5.3.8. (a) As transposições :2-rnovimentos 
silo /(1.2.3) · ií. 1(1.1.5) ·r. e t( 1.2.7) · "· (b) A transposição t(:2. -L5 ) ·r. não é 
:.!-mo,·imento. 
no rido na ordem ~'.I.) (ou t.j. k ou J. k. l ). e [odos com a mesma orientação de k . 
_... 
.\tlé\logamenle. se assoridl'mos a k a orientação k. as 01ientaçõe~ (]c- 1 t· J ficam sendo 
7 (' ) . implicando na ordem k,J , i (on j, 1, k ou i . k,j), e i, j e ~·com a rnesma 
Ol'léntaçào de k . 
·\ prova no outro sentido é imediata. Aplicamos t(z.j, k) em ir, com I .J e k seguindo 
í\S condições do lema. e obtemos o resultado desejado. 
A F1gura 5.9 mostra exemplos. 
o 
Teorema 5.3.9 Se.7a 1r uma permutação para a qttal todos os ciclos no grafo de ciclos 
Q( 1i, 1-) são bzmonótono~ . Então; p( ir, e · ;r) 2:: I para qualquer evento e. 
Prova: Claramente, p( 11', e ·h' ) =O é equivalente a dizer que e é um 2-movimento. l im 
2-movimento deve ser uma transposição. c agindo em três arestas pretas do mesmo 
ciclo. 
Entretanto. pela bimonotonicidade dos ciclos de 1r, não podemos escolher três rótulos 
seguindo as condições do Lema 5.3.8, considerando apenas uma das subseqüências. 
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Uma outra forma de tomar os rótulos seria escolhê-los de ambas as subseqüências. 
\las então os rótu los não teriam a mesma orientação. e port.anto também nest.f> caso 
nào teríamos as condições do Lema 5.3.8. o 
:\e<>te ponto, provamos certos lemas que serão utilizados na prova do Teorema .5 .3.24. 
Os Lemas 5.3.14 e 5 .3.15 mostram que quando a primeira operação aplicada em nn 
é uma reversão r l-movimento então não teremos 2-movimentos no grafo de pontos-
de-quebra gerado por r · ;. n e tn. 
\ 'a.mos mostrar agora gua.is são as reversões l -movimentos e O-movimentos que podem 
ser aplicadas em G( 7r r~ · tn) · 
Lema 5.3.10 Dada.~ as pe1·mutações 11'71 = ( - 1 - 2 . .. -(n- I) - n ) e ln = ( 
+I +2 .. . + (n- 1) +n ). com n ímpar·. n ~ :3. e G(r.n, tn), rz 1'eversào r·(i . j). 
com 1 ~ 1 ~ 1 ~ n e (j - i) pm·. conslliui-se. num 1-,novimc;nlo. 
Prova: Inicialmente. G(;r, . tn), com n ímpar, é composto por um único c1clo de 
t<~manho n, I (Figura .5.7). 
Queremos pro,·ar que <1 apli caç~o de T'( i. j) . com J ::; i ::; j ::; n e (J -i) par con:-~t i tu i -se 
num l-mO\ imento. Assim, 
1.11 =( -l -2 . . . -(?-1)-i-(1 +1 ) ... -(j-1 ) - J-(J+ l ) . .. -(n- I J - n) 
r(t,j) · i.n= 
( - 1-2 .. . - (i- l ) + j+(J -1) .. . - (i+l)+i - (j+ l ) ... -(n -1)-n) 
com 1 :=:; 1 $ j :=:; n e (j -i) par. 
\ estas condJções, devemos te r 1 e j com a mesma paridade. 
Ko caso de t e .i ímpares . temos o grafo de pontos-dC'-quebra mostrado na Figura .5.1 O, 
formado por dois ciclos. c1 e c2 Considerando os rót ulos associados às arestas pretas 
do grafo de pontos-de-quebra, esta operação corresponde a reverter as arestas pretas 
entre i e j + l. inclumdo ambas. O c1 -ciclo tem z + T arestas, e o c2-ciclo tem 
n-1 + 1 + 1;' arestas . sendo c1 e c2 ambos pares ou ambos ímpares. Kestas condições. 
o ciclo c 1 é 
- ~ ~ t-----tj ~ ~ ,_ +- -+ -+ ~ 
C) - [) , ) - -· ••• • 1. + -· 1 .l- - , ..• 3. 1 . 2, 4, .... i - lJ 
e o ciclo c2 é 
f--- f--- .-- i:'- +-----:- +--~ -----t ---t 
c2 = [ n + 1 . n - 1 . ... , J -r 1, J - 1. J - :3, ... . 1 + 1 . J + 2, J + 4 . . . . , n ] 
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O +I -I +2 -2 
J 
+(l-I ) ·J +j +(j-1) 
-(i-1 ) -(j-1 ) 
-(j+ I ) 
+(j+l ) 
.. +n -n n+l 
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Figura 5.10: O grafo de pontos-de-quehrll gerado peJa apl.ir;.1çào de uma reversão 
1'(1,J) com 1 :51. :5 J :5 n e j- 1 par, em 7in. n ~ :3, ímpar. Corn est.as condições. z e 
.1 devem ter a mesma paridade. O grafo genérico para o caso de 1 e j ímpares. 
r( 1 1) • lt 'i 
ffi 
o -I TI +::! -2 T) -3 +4 ·4 t-5 -5 ó 
r(I.J) • Tts 
o -J +) -2 +2 -I +I +4 -4 +5 -5 6 
O +I -I +2 -2 -5 +5 -4 +4 -3 +3 6 
c 1 = ll I 
c2 =I 6. 4 2. 3. 5 1 
c 1 = [3. I I 
c2 = I 6. 4. 2. 5 1 
c I = [ 5. 3. I. 2 ] 
c2 = [ 6. 4 J 
Figura 5.11: Exemplos de grafos de pontos-de-quebra gerados pela ap li cação de urna 
rC\ersào r (z,J), com l :5 i< j :5 n, j- i par e Z.J ímpares. em rrn. n ~ 3, ímpar. As 
reversões estão descritas na figura. 
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O +I - 1 +2 -2 
I 
+(i- 1) -j +) +(j-1) 
-(1-1) -(j -1 ) 
-(1+1) -1 +i -(J+ I ) 
.. +n -n n+l 
+(1-1 ) +(j+l) 
124 
Figura -5.12: O grafo ele pontos-de-quebra gerado pela aplicação df' urna reversão 
rú. j) com 1 :::; i :::; j :::; n e j -i ímpar. em r. n , n ~ 3. ímpar. Com estas condições. l 
f' J devem ter paridades opostas. O grafo genérico para o caso de l ímpar e j par. 
Portanto. esta reversão é um l -movimento. A Figura 5.1 J mostra a lguns exemplos. 
O caso de 1 c j pare::; é inteiramente análogo. 
o 
Lema5.3.11 Dadas n.s per·mulações~o11 =( - 1 -:2 . .. -(n - 1) -n )et, = ( 
+1 +2 .. . +(n- 1) +n ). com 11 ímpar. ·n 2: :3. e U( 7rn·'-n) , a re'!Je?'sâo r( l ,j ) 
com 1:::; 1 S j.::; 11 1 (j - i) ímpa r con81tlui-sc num. 0-movtmenlo. 
Prova: ~ovamcn1e, G(r.,. t,), com n ímpar, é (ornpo~to por um un1co ciclo de 
tamanho n + 1 (figu1a 5.7). 
Q11<'1'E'1110' pro\·ar que a aplica<.;ão de l(I,J) com l < 1 < J < 11 <" (j - i) unpat 
< onst iLui-s<' num 0-mo,·irnento. De no,·o. 
r(I ,J) · /.11 = 
( -1 - 2 .. - (1- 1) +.i +(J - 1) ... -('i+ l ) +i - (.i+ 1) ... -(11 - 1) -n) 
com 1 .::; 1 5: .1 5: n e (j - i) ímpar 
1\este caso. ternos i.j com paridades opostas. 
No caso ele 1 ímpar e J par. temos o grafo de ponto::.-de-quebra mostrado na 
Figura 5.12. formado por um único cicio de tamanho n + 1. Temos o (n + 1 )-ciclo: 
~ ~ +--- -- -+ ---t -- +---
c=[n+ l. n -l. .. . . j+ 2,1+l,l -r3 . .. . , j . z-l.i -:3 , .... 2 
---t -:-+ ~ ~ -:---t -;----+ ~ ---t 1 , 3 . .. . , 1 .1+ :... , .. .. J -l ,J+l.y+3 . . .. , n]. 
Portanto, esta reversão é um 0-moVJmento. A Figura 5.13 mostra alguns exemplos. 
O caso de i par e J ímpar é inteiramente análogo. 
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r( 1.2) • 7t S 
c= ( 6. 4. 2. I. 3. 51 
o -2 +2 -I +I +3 -3 +4 -4 +5 -5 6 
r(3.4) . 7t 5 
c = ( 6. 4. 2. I. 3. 5 I 
o +I - I +2 -2 -4 +4 -3 +3 +5 -5 6 
c = r 6. 2. 4. 1. 3. s 1 
O -4 +4 -3 +3 -2 +2 -I +I +5 -5 6 
Figura -5.1:3: Ex<>mplos de grafos de pontol'-de-quebra gerados peJa aplicação de uma 
1·eversà.o r( i,;) com 1 :::;; i ~ j ~ n, .7-1 ímpar, i ímpar e j par, em r.,, n ~ :3, ímpar. 
A.s reversões estão descri tas na figura. 
Lema 5.3.12 Dada<; n.-:: permulaçôes iín = ( -1 -2 ... - ( n -1 ) -n ) c t n = ( +I 
-·) .. + (n - I ) +n ) . r.om n par. n ~ -1, e G'(11.., . l 11 }. a rec(l sào 7' (L j) com 
1 ~ 1 :S: .i :::;; n t (j - 1) ptn consiifuH>f n111o I -mommenlo. 
P rova: O grafo de pontos-de-quebra G( ~on, 1 11 ). wm n par. é composw por um lÍnico 
r iclo de tamanho n +I (Figura. -5.7) . 
Quet·emos provar que a aplicação de r(i,J) com l ~ 1 ~.i~ n e (1-j) p<H constttui-se 
num I -movimento. A!:.':iÍm. 
r·( i.j ) · r.n = 
( -] -2 . . . - (i -l ) +j+(j - 1) . . . - (t+l ) +1 - (J+l ) 
com I ~ i ~ J ~ n e (J - i) = O ou (j - i ) par. 
Nestas condições. temos i e j com a mesma paridade . 
- (n- 1) -n) 
.t\o caso de i.J ímpares, temos o grafo de pontos-de-quebra mostrado na Figura 5.14, 
formado por dois ciclos, c1 e c2 . Considerando os rótulos associados às a.rest.as pretas 
do grafo de pontos-de-quebra. esta operação corresponde a reverter as arestas pretas 
<"ntre z e j + 1. incluindo ambas. O c1-ciclo tem i + Z? arestas, e o c2 -ciclo tem 
11 - j + 1 + 9 arestas. !>endo c1 e c2 de paridades opostas. Neste caso, o ciclo c1 é 
.- .....___ ~ .-~ .- .- ---t ~ --+ 
c1 = [ J ,j- 2, ... _i+ 2. 1 , i- 2, . .. , 3 , 1 , 2 . 4 , ... . 1- 1] 
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O +I -1 +2 -2 ·(Í+I) ·I +1 .. +n -n n+l 
·(i-1) +{i-1) +(J+I) 
Figura 5.14: O grafo de pontos-de-quebra geréldo pela apl1cação de uma reversão 
r(i.j) com 1 ~ 1 ~ j ~ n e (j- 1) par, em r.n, n 2::4. par Com ec::tas condições. 1 e 
J dPvcm ter a me~ma paridade. O grafo genérico para o cac::o de 1 e j ímpares. 
rO 3) • n 6 
~ 
() +I -I +2 -2 -3 +3 +4 -4 +5 -5 +6 ·Ó 7 
r(3.5) e n 6 
li +I ·I +2 -2 -5 +5 -4 +4 -3 +3 ... 6 -6 -; 
(I -5 +5 -4 ~ -1 +3 ·2 +2 -I +I +6 -6 7 
c 1=[.3.1.2) 
c2 = [ 7. 5. 4. 6 ] 
c 1 =I 5 3. I. 2 I 
c,=[7 4 6] 
~I= r:'\ 3 I I 
c2= r 7. 2,4. 6] 
Figura 5. 15: Exemplos ele grafo~ de pontos-de-queiJta. g<'rado::- pela a.pJicaçào de uma 
r('\'f'rsao r(1.j) com I ~ 1 ~ J ~ n e (j- i) par. 1 e j ímp<ll'<'s. e nt 7!'n, n 2:: I. par. .A~ 
t f'\"f'rSÕ<>!' <'SI iw dec::cn ta!- na figura . 
.....__ - - - -- ------+ .___.. .-+ ____, 
(.'2 = In + 1. 1/ - l. .... j + 2. i+ 1. i -L 3 ..... j - 1. J + 1.) T :3 .. o. o n) 
Pottanlo. e<:-ta re\·erc;ào é um l-movimento. A Figura 5.15 moc;tra alguns exemplos. 
O ca~o de 1. J pares é tnteiramcnte análogo. 
o 
Lema 5.3.13 Dada~ a~ permutações r. r..= ( -I -2 ... -(11- I) -n ) r Ln = ( 
-:- 1 +2 ... +(n-l) +n ).comnpar.n~4.é·G(1r,t-l,,) areve1·sàor(1.J)com 
I ~ 1 ~ J ~ 11 c (J -i) {mpm· constziut-se num 0-movirnwlo 
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O + I -1 +2 -2 +C•-t) -J +J +U-1> -(i+ I) -I +I -(j+ I) · +n -n n+l 
-(i -1 ) -(j-1) +(i+l ) +(j+l) 
Figura 5.16: O grafo de pontos-de-quebra gerado pela aplicação de uma reversão 
r( L J) com 1 < l ~ j ~ n c J - i ímpar. em r.n 7 n ~ 4. par. Com estas condições, i e 
j devem ter paridades opostas. O grafo genérico para o caso de i ímpar e J par. 
P rova: O grafo de pontos-de-quebra G'( 1r n-tn) - com n par. é composto por 11m único 
nrlo cle tamanho n + 1 (Figura 5.7). 
QnPrPmos provar que a ap!Jcaçà.o de r(1,j) com J < 1 < J < n e (J -i) 1mpar 
con stilui-se num O-movimento. De novo. 
( -l - 2 . . . -(1. - l) +.1 +(; - 1) . .. -(z+l) +i - (;+1) ... - (n-l) - n) 
corn l ~ i ::; J ::; n c (J - 1) ímpar 
'-~:~ll' caso. temos 1. j com poridades opostas. :'\o caso de 1 íutpar c .1 pa1. temos o 
g,rrllo de pontos-de-quebra tttostrado na Figura 5.Hi . formado por um Ún1co ciclo de 
I t-1])1;jJlbo 11 + 1. f\pc:te çac:o. temos o ('11 + l )-ciclo: 
~---- --~ - t- i-.._, _ _ . 
c = [n + 1, n - l. . . .. j + J, j - 1. . .. , ; . i - 2 . ... , :3 . I . 2 . -1 . .... i - l. 
~ ~ +-- ------:) -;----"' --+] J -J -- · · ·--~ + l,J-r -- )+4 . . . . 11 
Port.anto. esta re\ ersào é um 0-mO\·imento. A Figura 5.17 mostra alguns exemplos. 
O caso de z par e j ímpar é inteiramente análogo. 
o 
o~ lemas segu1ntes mostram que em G(1rn~ tn) a aplicação de qualquer reversão l-
movimento gera grafos que não admitem 2-movimentos. 
Lema 5.3.14 Dadas tas permutações 7rn c "n · com n Ímpar . n ~ 3. e a reversão r(i,j ) 
com 1 ~i~ j ~ n e (j- i) par. r(i,J) · 7T'n produz um grafo de pontos-de-quebra que 
nrio contém 2-movimentos. 
Prova: 
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r( 1.2) • 1t 6 
c=! 7. 5. 3. 1. 2. 4. 6 1 
o -2 +2 -1 +I +3 -3 +4 -4 +5 -5 +6 -6 7 
r(3.6) • 1t 6 
c= [ 7. 5. 3. 1. 2. 6. 4 1 
o +I ·I +2 -2 -6 +6 -5 +5 -4 +4 -3 +3 7 
c= [ 9. 7. 5. 3. I. 2. 6. 4 8 J 
O -t i · I +2 -2 -6 +6 -5 +5 -4 +4 -3 +3 +7 -7 +8 -8 9 
figura 5 .1 7. Exemplos de grafos de pontos-de-quebra gerados pela aplicação de urna 
reYersào 7'(?.J) com l ~ l ~ j $ n e J- i ímpar, i ímpí\r e j par, em "n· n ~ 4. par . 
.-\s rc\·ersões cslào descritas na figura. 
Do Lemr~ :).:3 10. qnando c1pl ic<1 mos r(i.j) uas condições ela hipó tese em ifn, 11 ímpar. 
11:;::: :3. e par..t 1 e j ímpares. Lemos os seguinte~ ciclos em (,'(r(i .J) · h r . t ): 
--- ...,__. __ ~- -~ -----, 
- [ . •) •) . •) ·) 1 ·) J . 1] C.t - ) .) - -· ••• • l - - · I . I- -· .... ·). . - . • .... . 1-
t-- t-- +----~ ~ t-----:-~ ____. -t 
C:l = [ 11 + 1. 71 - 1 .. .. . .J + 1,) - I,) - ;J . . ... 1 + 1, J + 2. J + -l' . . . . 7? ] 
Podemos observar que c1 c c2 são birnonótonos e portanto. pelo Teorema .).3.9. não 
existem 2-movtrnentos possíveis. 
O caso de i c J pares é análogo. 
Assim. nào Lemos 2-movirnentos possíveis no grafo de pontos-de-quebra gerado por 
uma reversão. nas condições deste lema, aplicada em irn· n ímpar. n 2: 3. O 
A proYa para o caso em que n é par é inteiramente análoga. bastando utilizar o 
Lema 5.3.12. 
Lem a 5 .3.15 Dadas as per-mutações iTn e '1\· com n par, 11 ~-L e a 1'eve1·são r(i.J ) 
com 1 :::; 1 :::; J $ n e (J - i) pa1· . r ( i . j) · h'~ produz um grafo de pontos-de-quebra que 
uào co·nlém '2-rno?;imenios. 
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Os Lemac; 5.:3.20 e 5.:3.21 mostram que quando a primeira operação aplicada a ir11 é 
uma transposição t l-movimento então não temos 2-movimentos possíveis no grafo 
de pontos-de-quebra gerado por t · ir11 e tn· 
Vamos mostrar agora quais são as transposições 1 -monmentos e 0-movtmentos que 
podem ser aplicadas em G(r.n.tn) . 
Lem a 5.3.16 Dadas a..- permutações r.n = ( -1 -2 ... -(n- 1) -n ) e In = ( 
+ l ..J.. ~ .. . +(n-1) +n ). comn ímpa7'. n ~ :3. e G(7rtt ,i,). a lmnsposzçào 
l( 1 • .1. /..: ). wm 1 :::; ., < J < k :::; n + 1, e (j - i) F ( k - J) ambos ímpm'es, constitui-.<; e 
n1lln 1-,,m,imenlo . 
Prova: De uovo, G(7rn . '-nl · com n ímpar. é composto por urn tínico ciclo de taman ho 
n ..1... 1 ( F1gura .s. 7). 
Queremos provar que a aplicação de t(i.j. ~· ) com 1 :::; 1 < J < k :5 n + 1 e (j - z) e 
( 1.· - j) ambos ímpares constitui-se num l-mo' imcnto. Assim. temos 
( -1-2 ... - (1 - l) - Í - (1+1) .. . -(j- J) 
- j - (_1 + 1) . .. - ( k - 1) - J. - ( k + 1) . . . -11 ) 
( -1 - 2 ... - (1-l ) -j -(J + J} . .• -(~ - 1) 
-i-( t +l) .. . - (J-l)-1.· -(/.·+1) ... - 71) 
coml:::; 1 < J < k ~ n + 1 e (j - 1) e (k - ;)ambos ímpares . 
:'\estP caso. 1 e k de\'ern r.er a mesma paridade e J deve t.e r a paridade oposta a 2 e J..:. 
:\o caso de 1 e k ambos ímpares e j par. temos o grafo de pontos-de-quebra mostrado 
na Figura 5.18. formado por dois ciclos. Neste caso, Lemos os ciclos: 
~ ._ +-- ,......-- +----
c , = [k - 1. k- :3 , ... . j , j- 2 .... , i.+ 1) 
e 
+----- .-..- ~ ~ ~ t-----
c2 = [ n + 1 , n - 1, . . . , k + 1. i + ( k - 1 - J ) , 1. + ( /;- - J - 3), .. . , 1 + 2, z . i - 2, 
-+------+ ___. -- -
. .. ' :3 . 1 l 2 ' -! •... ' t - 1. i + ( k - j + 1 ) ' i + ( k - j + :3 ) , . . . ' k , k + 2, .. . ; 11 ) 
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i-J 
+(1-1) +j-j +ú+l ) 
-(1-1) -(j+l) .. ·1 +n-n n+l o +1-1+2-2 . 
Figura. 5.18: O grafo de pontos-de-quebra gerado pela aplicação de uma transposição 
t(i,j. k) com 1 $ z < j < k ~ n + 1 e j -i e k- j ambos ímpares, em irn, n > 3. 
impar. Com estas condições, 1. e k devPm ter a mesma pandade e J deve ter pandade 
oposta ate k. O grafo genético para o caso de i e k ímpares e J par. 
1(3.4, 7) • 7t 
7 
c I= [6.4) 
c 2= [8.5.3.1.2.7) 
() +I -1 +2 -2 +4 .J +5 -5 +6 -6 +3 -3 +7 -7 8 
L( I .4.5) • 7t 
-; 
c ,= 14.21 
c 2= 18.6.1.3.5. 7] 
o +4 -4 +I -I +:! -2 +3 -3 +5 -5 +6 -6 +7 -7 8 




o +4 -4 +5 -5 +6 -6 +I -I +2 -2 +3 -3 +7 -7 8 
figura .5.19: Exemplos de grafos de pontos-de-quebra gerados pela aplicação de uma 
transposição t(t,J, k) com l $i< J < k $ n + 1 e j - 1 e k- j ambos impa.res , em 
1fn, n ~ 3, ímpar. As transposições estão descritas na figura. 
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Portanto, esta transposição é um l -movimento. A Figura 5.19 mostra alguns exem-
plos. 
O caso para 1 e A· ambos pares e j ímpar é int.eiramente a.nálogo. 
o 
Le ma 5 .3.17 Dadas as permutações 11'11 = ( - I -2 . .. -(n- 1) - n ) e t 11 = ( 
+J +2 . .. +(n -1 ) +n ), com, n ímpa1·. n ~ 3. e G(7r11 ,t11 ), a transposição 
t( 1'. j,k), com 1 $i< j < k:::; n + 1, e (.7 - 1) ou (k- .7) par. constitui-se num 
0-moiJimf'nlo. 
P rova: O grafo de pomos-de-quebra G( 71'71 , In)· com n ímpar. é composto por um 
1Ínico ciclo df' tamanho n + 1 (Figura 5 .7 ). 
Queremos provar que a aphcaçào de t(1,j. k) com L $i< j < k::; n + 1 e (j - i) ou 
( /.· - J) par constitui-se num O-movimento. \fovamente. 
i(l.J . k) · T.n = 
( -I -2 ... - (i -1 ) -.i -(J + l) ... -(A -1) 
_, -u + 1) .. . -u- 1) -k - ( 1.: + 11 ... -11) 
con 1 l :5 i < j < k ::=; o+ l e (j - i} ou (k - 1) pa1. 
\c-e;\ f' raso. J dew' tf'r pandade igual a pelo menos um dos outros dois. 
\o caso de j ímpar, i ímpar e k par. ternos o grafo ele ponLos-dc>-quebra mostrado na 
F'igura .5.20, formado por um único ciclo. Neste caso, Lemos o rir lo: 
-- ,....- ~ ~ '--- 1--- -- --(' = [11 + 1. n - 1, .... k + :2. k , k- ~ .... ,i + 1, k - I, k·- J . .... 1 + ( k - j) + 1, 
t--- ~ --. --+ ~ ----+ . -- -- --+ ?- ! , .. . . 2,1 . 3 . .. . , z ,z + 2 ... . ,1+(k-;-l),k+l.k+:3, .. . . n] 
Portaut.o. est.a transpos1çào é um 0-moviment.o. A Figura 5.21 mostra alguns exem-
plos. 
()c: outros casos sào inteiramente análogos. 
o 
I~ema 5.3.18 Dadas as pennutações "n = ( - 1 -2 . .. - (n - 1) -n ) e In= ( 
+I +2 ... +(n - 1) +n ), com n par, n ~ 4 , e G(1r 11 • L,1 ), a tmnsposiçào 
t(i,J, k). com 1 :::; i < j < k ~ n + l, t. (J- i) e (k- j) ambos ímpares, constitui-se 
num l-movime-nto. 
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+(i-1) +j-j +(j+l) 
-(i-1) -(J+I } -i +n-n n+l o +1-1+2-2 
Figura !5.:20: O grafo de pontos-de-quebra gerado pela apl icação de uma transposição 
I ( 1 . J· q com 1 ::=; i < j < k S. n + l e J - i ou k - j par. em 1. n · n ~ :3. ímpar. Com 
estas condições, J deve ter paridade igual a um dos ou tros dois. O grafo genérico para 
o caso de j ímpar. ?. ímpar E' /,; par . 
l( 1 .3.6) • 7t 
7 c = [ 8. ó 4 , 2. 5. I. 3. 7 J 
o +3 -3 +4 -4 +5 -5 + I -1 +2 -2 +6 -6 +7 -7 8 
l( 1.5.6) • 7t 
7 c : [ 8. 6. 4, 2. 5. 3. I. 7 j 
o +5 -5 + 1 -1 +2 -2 +3 -3 +4 -4 +6 -6 +7 -7 8 
Figura .5.21: Exem pios de grafos de pontos-de-quebra gerados pela aplicaçào de uma 
transposição t(i . j,k) com 1 ::=; 1 < j < k::; n + l e j - i ou 1.: - j par. em ?rn . n ~ 3. 
ímpar . .As transposições estão descritas na figura. 
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o + 1·1 +2-2 +(J·I) +J·J +(j+ l ) 
·(1-1) -(j+l ) -i +n-n n+l 
figura 5.22: O grafo de poniol'-de-quebra gerado pela aplicação de uma transposição 
I(Lj, /..:)com 1:::; t < j < k:::; n + 1 e j- z e k- j ambo::, Ímpares. em rrn, n ~ 4 par. 
Com esLas condições. l. e k devem ter a mesma paridade e k deve ter paridade oposta 
a i e /,·. O grafo de pontos-de-quebra. para o caso de i e k ímpares e j par. 
Prova: De novo. temos G(-;-n· t.n)· com n ímpar. composto por um único ciclo de 
tamanho n + 1 (Figura .1. 7). 
Queremos r>rovar que a etplica.çào de t(l,j. k) com 1 $ t < j < /,· $ n + I e (j- z) e 
( k- j) ambo~ ímpares cousLiLui -se num J -movimento. Assim, 
1(1.). k). ;'i,., = 
( -1-2 . . - (i -1) -) - (J +l ) . .. -(k -1 ) 
- í - ( 1 + 1 ) . . . - (j - I ) - k - ( k + l ) .. . -11) 
com 1$1 < j < 1.· $n + 1 e (j - 1) e(/,· -j) ambos ímpares . 
.\e::,te c:aso. temos 1 e I. com a mesma p<Hidade e J com a paridade oposta a 1 e k. 
\o caso de i e/, ambos ímpares e .J par) temos o grafo de pontos-de-quebra. mostrado 
11a Figura .5 .11. formado 1>01' dois ciclos. 1'\e~n t> caso. temos os ciclos: 
+-- f----- ---r ------l. ----; 
c 1 = [k- 1. k- :3 .. ... j .J- 2 .... . l + 1] 
e 
f----- +-- f----- ....- -
c2 = [n + 1, n- L ... , k + 2, k, k - 2, .... 1 +(I.:- J +i), 
t---:- ,..- - - __, ~ . 
l- l. . . . :2. 1 . 3 ..... l . l + 2, ... 'i+ (k- j - 1). 
~~ 
k + 1. k + :3 ..... n J 
Portamo. esta transposição é um l-movimento. A Figura 5.23 mostra alguns exem-
plos. 
O caso para i, k ambos pares e j ímpar é inteiramente análogo. 
o 
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0 +4 -4 + I -1 +2 ·2 +3 -3 +5 -5 +6 -6 +7 -7 +8 -8 9 




O +4 -4 t5 -5 +6 -6 ti -1 +2 -2 +3 -3 +7 -7 t8 -8 9 
tf3.4 7) • 1t 
8 
c-,= [6.41 
c 2= [9. 7.2.1.3.5.81 
o +l -1 +2 -2 +4 -4 +5 -5 +6 -6 +3 -3 •7 -7 +8 -8 9 
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Figura .5.2:j: E:-:emplos de grafo'> de pontos-de-quebra gerados pela aplicação de uma 
transpmnçào l(i . J . k) com 1 s; 1 < J < k 5 n + l e j- i c k- J ambos ímpares.' e k 
ímpares r J par. em r.", n ~ 4, par. As transposições estão descritas na figura. 
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i I 
O 1• 1 2_2 +(i· l) +j·j +U+ I ) + + ... ·(1- l ) -(j+l ) 
-i +n-n n+ l 
Figura 5.2~: O grafo de pontos-de-quebra gerado pela aplicação de uma transposição 
lh.J.k) com 1 ~ z < J < k ~ n+ 1 ej -1 ou k-; par, em 1Tn, n ~ 4, par. Com estas 
condJções. j deve ter pandade igual a um dos outros dois. O grafo ge1Jéri co para o 
caso de .J ím pnr. i impar e k par. 
Lema 5.3. 19 Dada.s as petmufaçõe.s r.n = ( -1 -2 ... - (n - 1) -n ) e '-n = ( 
+l ..L2 . . . + (n - 1) +n ). com 11 par. n ~ ·1, e G'(7r11 .t71 ). a lransposzçào 
f( ?, J.k) . com 1::; 1 < j < A·~ n+ l. f (J - 1) O~l (k-j) par·; consfitw-se num 
0-rnovzmenlo . 
Prova: De novo. temos G(1rn . t 11 ) . com n par. composr.o por um único ciclo de 
~amauho 11 + l (Figura -5.7 ). 
Queremoc; provar que a ap licação de t(i,j. 1.·) com 1 ::; 1 < j < /,- ::; n + I c (J - i) ou 
i J. - j) par const1tui -se num 0-movimeu to. Assim . 
l ( 1. j . k ) · 1111 = 
( -1 -2 ... - (i - 1) -j -(.J + 1) .. . -(k- 1) 
-1 -(t+l) . .. -(j-1) -/.; - (Ã· + 1) ... - n) 
~'Om l :S 1 < j < k ::; 11 + 1 e (j - ·i) ou ( k - J ) par. 
.\Pr,t e caso. j de\·e l<>r paridtlde igual a um dos outros dots . 
.\o caso de J ímpar, i ímpa1 e k par, temos o grafo de ponLos-de-quebra mostrado na 
Figura .5 .:24, formado por um único ciclo. Neste caso. temos o ciclo: 
+--- t--- +- r- t----:: +-- +--
c= [n + 1. n- 1. ... , k + 1,1 + (k - j- 1 ), 1 + (k - J- 3), .. . , i . l- 2 ... .. 3 , l . 
-+ ~ .--lo ~ 
2 . 4 . . . , i- L l + (k - J + 1 ). t + (k- j + 3 ), .... k - L 
-t ------4 ~ ~ 
i + 1 , z + :3 ..... i + ( k - j ), i + ( k - j + 2) . ... l k l k + 2, . .. ' ?r] 
Portauto. esla Lransposiçào é um O-mO\ ime!llo. A Figura 5.25 mostra alguns exem-
plos. 
Os outros casos são inteiramente análogos 
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c= [ 7. 5. I. 3. 2. 4. 61 
O +3 -3 +I -1 +::! -2 +4 -4 +5 -5 +6 -6 7 
t( 1.3,5) • n 
ó c = l 7. 5. 3. I. 4. :!. 6 J 
O +3 -3 +4 -4 +I -1 +2 -:! +5 -5 +6 -6 7 
I( 1,2_4) • 1t 
6 c = [ 7. S. 2. 3. I. 4 6 I 
o +2 -2 +3 -3 ..-1 -1 +4 -4 +5 -5 +6 -6 7 
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Figura. .5.25: Exemplos de grafos de pontos-de-quebra gerados pela aplicação de uma 
transposição l(i .J,I.:) com 1 ~i< j < k ~ n + 1 e j - t ou 1.: - j par. em 1l'n, n ~ 4, 
par. As transposições estão descritas na figura. 
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o 
O lemas seguintes mostram que ern G( rrn, ln.) a ap licação de q 11 alquer transposição 
l-mov1mento gera grafos de pontos-de-quebra que não admitem 2-movimentos. 
Lem a 5 .3 .20 Dadas a~ permutações 7!"11 e Ln, com n ímpar, n ~ :3, c a transposição 
l(t.j. ~-) com 1 ~ i< j < k ::; n + 1 e (j- i) e (k - j) ambos /mpares , l(i,j. k) · ifn 
produ:: um grafo de pontos-de-quebra que não contém 2-movimenlos. 
Prova : Do Lema 5.:3.16, sabemos que a ap licação de t(i . j,l.:) nas condições Ja 
ltipótese em íTn , n ímpar. n ~ 3. constitui-se num l-movimento. e os ciclos. pa.ra i, I. 
•mpi'lres e j par. são: 
1--- .....___ .....- -- -
c1 = [ k - 1. k - :3 . . . . . J . j - 2 . .... ? + 1] 
,_ +--- +---
Cz = [ i1 + 1. n - 1, . . . , k + 1 . i + ( k - l - 1). 
• • • o t----:5 +-:-~ ~ .-
l + (J. - J - :)) ... .. 1 + -· l , I - - , .... :3 , } . 
~ - --· _ __. 
2 o t o • o o o i - l. i - ( k - j + 1)' l - ( 1.· - j ..!.. :3) . o • • • k . k + 1' . o o • 11] 
Podrmos obserTa.t que c1 ~~uma c;eqüêr1 Cia <"~trit<tmcntc decresc<"nl<" <" Cz. f. biruonótono. 
C' pon a1110. pelo Teorcmõ .).3.9. nào ex1stem 2-moviment.os possíveis. 
O ca:so para. z,J.· pnres f> J ímpar é a.ná.logo. 
A:-~im . nào temos 2-mov·imentos possíveis no grafo de pontos-de-quebra gerado por 
11111a transposição. nas condições deste lema.. aplicada em ;;-"'1 · n ímpar. n 2: :3. O 
,\ proYa para o caso em que n é par é inteiramente análoga. bastancio utilizar o 
Lema .).3.1 ". 
Le ma 5 .3. 21 Dad(ls a.s permutações rr n e i,1 • com n par: n ~ 4. e n transposição 
t (t ,j, k) com 1 ::; 1. < j < k ::; n + l e (j -i) e (k- j) ambos ímpnns. t(i,j, k) · 'ifn 
p1·odu::: um grafo de pontos-de-quebra qut nào contém 2-m ovzmentos. 
Os lemas seguintes t.ambém serão utilizados na prova do Teorema 5.3.24. 
O próximo lema mostra quais são as únicas operações que geram uma permutação 
contendo apenas faixas positivas. nos dois primeiros passos. A Figura 5.26 mostra 
exemplos. 
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r( l.j) • 1t = ( +j +(j-1 ) +2 +I -(J+ I) -(j+2) ... -(n-1 ) -n ) 
n 
o -1 +J -U-1> -2 +2 -I +I +(l+l) +(j+2) 
+(j-l ) -(j+l ) -(J+2) 
I <=j < n 
r(t+l.n) • r( I ,J) • rr0 = (+J +(j-1) ... +2 +I +n +(n-1) . +(1+2) +U+l)) 
O -J +j -(J- I ) 
+U-I) 
-2 +2 -I +I -n +n -(n-1) 
+(n- 1) 
+(n-1 ) +n-nn+l 
-(n- I ) 
-(J+2) -U+ I ) n+ I 
+U+2) +CJ+I ) 
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Figura .j .:26: Os grafos de pontos-de-quebra gerados por reversões. nas condições do 
Lema .').3.22. 
Lema 5.3.22 Dcula.s as j)fllnulaçõe~ Tln t ln. n ~ :3. UIIW pFrmulaçào ;r2 ronlendo 
fi/)C na.:- fauas po$lli7•a.s é gerndo no.5 rfoi::. primeiros f1W;:-.o." se e .~omenle w · 11ma dn.:; 
fJUtd l'o (·on.rf/(;õe.~ ocorre: 
I. r.'2 = r( 1 + l. 11) • r( l. t) · r.,1 • l ~ 1 < n 
J ii 2 = r( 1. i) · 7'( I + 1. 11) · T.n . 1 ~ 1 < 71 
.i . ;;-2 = t(1.j. k) · r(J.1i) · r.'"'.l S"; 1 < J < J.· S"; 11 + 1 
4- 1í2 =r(l.n) · t(i . j,k)·r.11 . 1 ~z<j <k~n+l. 
O lema abaixo baseia-se nos fatos de que, quando uma permutação t-em faixas negati-
\·as com relação a uma outra permutação, devemos necessariamente aplicar reversões 
para tornar estas fatxas positivas, e de que uma reversão pode criar no máximo 1 
ciclo. 
Lema 5.3.23 Dadas as permutações r., de comprzmento n, t: Ln. la1s que " contém 
alguma faixa ne.r;atwa com relação a "" . então qualquer· caminho c de rr a Ln satisfa:: 
p(c) ~ l. 
Vamos proYai agora o principal Leorema desta seção. 
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Teorema 5.3.24 Seja c= o-0o-1o-2 ... o-k- JO"k qualquer cammho de 11"11 = O"o até tn = 
11J.;,. Então temos para n ~ 1: 
Prova: 
.\ primeira afirmação é verdadeira porque o peso p(O"o. o- 1) é sempre maior ou igual a 
ZC'rO. e é zero apenas se o evento é um 2-movimento. Entretanto. uo = T.n tem apenas 
um ciclo. e e:ste CJclo é bimonótono. A afirmação segue do Teorema 5 .. 3.9. 
P;nn ::~ segunda afirmação. obserYamos que p( o-0ul) = 1 exatamente quando a 
OJWraçào c que age em O"o = 1r n é 1-mo\·iment.o. Ambos os eventos. reversões <:> 
t.ransposições. podem se1 l-mov1mentos. A flfirmaçào segue dos Lemas .) .:1 .14, 5.3. 1.5. 
).:L~O e .5.:3.21. 
\'amos agora rtnalisar é:l terceira ahrmaçào. Di\·idiremo!' a prova em dois casos. Exis-
'C'm elementos negativos em r;2 ou todos os clcmenLos de a2 5ào postti\·os. 
'-11· t""XÍ..,tem demenlo5 negati\·os em CTJ.. emão do Lema . .5.:3.:23 temo que qualquer 
t anlilllto c = 112rr3a 4 a:-1 ak '>al isfaz 7d c) .2: l 
\ nmoc; H·rihcar o Ci'lSO em que a 2 tem Lodos os f"i<'mcntos post1n.os. DcJ Lema '5.:3 .22. 
1 emos que ex1sLem apenas quatro formas de obf.er uma permutaçi\o co.rn todos os 
<'if'nlentos positi,·os. em dois passos. Neste l<'ma, os primeiros dois casos sào os mesmos 
pois 1(l.i) e r(i + l.n) comu tam. De fato. podemos mostrar que todoc; os casos 
pockm ser reduzidos ao Caso .3. Para 1sto basta obsen·ar que toda t-ransposição pode 
ser e::.cnta como o produto de três reversões: 
t(i,J,k) = r(i,k - 1) · r(i.J- 1) · r(j.k -1) 
1st o pode ser faci lmente verificado a part.ir das definições . Se substituirmos 1 - 1 e 
/,· = 11 + l nesta equaçâ.o. obtemos: 
l ( 1. j, n + l ) = r ( 1 , n ) · r-( 1. j - 1 ) · r (j, n) 
mostrando que os casos 1 e 2 são ainda casos particulares do Caso iJ (basta lembrar 
que r(l,n) 2 = !).Por outro lado. 
7' ( L n ) · l (i . j ),;) · 7' ( 1. n ) = t ( lc', j'. i 1) 
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onde i'= n + 1- i. j' = n + :2 - j e k' = n + 2- k. o que mostra que o Caso 1 pode 
~er redu:ztdo ao Caso 3. 
\'amos portanto nos concentrar no Caso 3. O bsen·e que ne::,te caso a 1 é a permutação 
(+n + (n -1) ... + 2 + 1). Uma conseqüencia do trabalho de \-1eidams. \Valter 
e Diac; [:30] c de Christie [10] . que computa a distância de transposição desta per-
mutaçao é tal que p( a 1 a 2 ••• t,1 ) 2 2 para qualquer caminho constituído somente por 
transposições. Então. se p(a2a3 .. . tn) = O. isto iria $ignincar urn caminho usando 
apen~ I ranspostções. e então concluiríamos que p( a1 Uz) = 2 e que p( u0 u 1) = O. 
umn cont.rad içào pois no primeiro passo r(l, n) foi uma rcvcrsao. Segue portanto que 
p(aza'l . - in)~ L 
o 
O 1eorema .).:j 2-l garante que p(c) ~ :3 para qualqut•r raminbo c de ii11 até lr.. Cli-
lizando t'I'>IC r.no na fót mula do Corolário 5.:3...1 concluímos que 
o qu<" Ílllplica que dr1(;;-,,.t r. ) ~ l~J +2 pois dr1(-;:-n.l n ) é> um ntímero ÍlltC'Íro. 
O I <'OI <'tll<t .,eguinte dc-c01 rf' tmediararnente dcc;te result aclo r do 1eorema 5.:3.;"). 
Teot·ema 5. 3.25 Tomando -:-, = ( -1 -:!. ... -( 11 - I ) -11 J L l n = ( ,I 
+:2 ... +(11- I) +n ). pata lodo 11. então temo.~ 
Prova: Parti 11 = L é óbv1o que drt(11n.tn) =I poic; T.'n =f 1,.. e uma re,·ersâo 
transforma rr em ln· Para n = 2 uma série mímma de OJ.>eraçõe" transrormando r.,1 
em l,. consiste de duas operações. Para n ~ ;j o resultado ~cgu<' doe; Teorema" .).:3 .. 5 
C' do rf'sultado drt(7inln) 2: l~J + 2. O 
:\este ponto. obc;ervamos que um algoritmo para obter uma !lequencJa mínima de 
operações para transformar iin = ( - 1 - 2 ... -(n- I) -n ) na Identidade tn é. 
inicialmente aplique a re\'ersào r( L n) em rr'l para obter r(l, n)·rrn = ( +n +ln- 1) 
---:2 ..:..] ). e depois use o Algoritmo DistTl-an~p. de~crito na Seçào -L2.2. para 
obt.er as lranspoc;ições para computar dr1(r( 1. n) ·r. n• In) . 
Então t<'mos um limite inferior para o diâmetro 
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Bafna e Pevzner [4] estabeleceram um limite superior para Drr(n), 
Finalmente. podemos venficar que DTr(n) = l~J..!... 2 para n = 3.4,5.6. 
5.4 Sumário e questões 
.\I este capítulo inicialmente apresentamos algoritmos de aproximação para computar 
a disLância de reversão e transposição. Para o caso de perrnut.ações sem sinais 
mostramos um algoritmo basPado na noçào de pont.os-de-quebra. e para o caso com 
sinais, o algoritmo proposto foi baseado nos ciclos do grafo de pontos-de-quebra. Para 
o caso com siuais nosso a lgoritmo usa um tipo específico de reversão enquanto for 
possível, e em seguida usa parte dos resultados ele Bafna c Pevzner [-1] para encontrai 
as transposições a serem aphcadas. 
Ü!' limites inferiores u.;;ados para estimar a razão de aproximação destes algoritmos 
fm <UlJ simplc:::, mas levaram anm re:::ultado mais profundo. que é o cálculo da distância 
f'\<Hél pn.ra r1 pf'rmutilçào ( - J - 2 .. . -(n - l) -n ) com re la.ç;)o il permutação 
iclf>ntidade. Esla pro\·a é bascadét no número de ciclos que podem ser criados nos graros 
p,erados por qualquer c;cqiiê-ncia de operê!<.Ões t,ransfortn(lnc.Jo r; n em In Claramente 
f"'>te re,ult ado estabelece um limite inferior para o diâmetro. que conjecturamos ser 
1 ambém o lirmte superior 
l 'm tópico f! ser estudado futura.rnentP é <omo a inclusào de nm terceiro evento. C:l 
lrans,·er::,ào. aret.aria os algoritmos e o cálculo do diâmetro. Apenas para lembrar. este 
eu:-nto transfere um bloco c.Je genes de um local para outro dentro do cromossomo. 
mas com os genes invert,idos. Este evento é natural se considerado sob o ponto de 
vista biológico. 
Uma outra linha de pesquisa é considerar d iferentes pesos para transposições e re-
n:-rsões. Com pesos iguais, como feito neste trabalho, o caminho mínimo é formado 
predominantemente por t.ransposições. Seria interessante usar pesos sugeridos por 
observações feit.as na prática pelos biólogos . 
Capítulo 6 
Conclusões 
DPntre os di\'ersos e,·entos de tearranjo de genomas já descobertos em Biologia .\1lole-
rulflr, particularmente, nesta LE>se, estudamos os eventos de reveTsào e de lranspo.<;içào 
agmdo JJUTl1 único cromossomo. 
:-ro primeiro capítulo. apresentamos formalismos para di\'ersos e"·entos de rearranjo 
ele genornas. e para os problemas relacionados a E-les. Em seguida, por meio de uma. 
1 a hela. descrevemol:> o estado destes problema<> com relação à complexidade e aos 
lltclhoH'!:> algoritmos conhecidos. 
Oos problemas apresentado-. no Capítulo 1. ma is especificarncnte, estudamos três: 
u problema da distância de te,·ersào de cromos.,omos citculares com sinaic;;. o pro-
blema da dt:,t ãnc1a de transposição de cromossomos lmearcs o;;em sinais e finalmente o 
problem<1 d<' distáncia de reversão e transposição de cromos~omos lineares com sinais . 
.\lostramos inicialmente que o~ problemas da distância de reversão de cromo,.~omos 
rum sinai&. circulares e lineares, eram equivalemes. Como conseqüência propuse-
mos um algoritmo polinomia.J para resolvê-lo, baseado num algoritmo polinomial 
que resolve o mesmo problema para cromossomo" lineares. Em seguida. calculamos 
o diâmetro de reversão de cromossomos com stnais. lineares e circulares. Depois. 
n10stramos relações entre as distâncias de reversão de cromossomos circulares e line-
ares . do mesmo tamanho. 
Para. o problema da distância de transposiçà.o de cromossomos lineares sem sinais, 
apresentamos uma estrutura denominada de diagrama de pontos-de-quebra. e um 
algoritmo de aproximação baseado neste diagrama. Apesar da razão 2.25. superior 
à do melhor algori~mo conhecido de razão 1.5, proposto por Bafna e Pevzner [4}, 
apresentou um desempenho bastante melhor quando utilizado na prática, conforme 




Por último, para o problema da distância de reversão e transposição agindo em cro-
mossomos lineares com sinais , apresentamos um algori tmo de aproximação de razão 
2. que embora sendo um resultado simples, levou a um resultado mais complexo, um 
limite inferior para o diâmetro de reversão e transposição. 
Cma razão prática para estudar o diâmetro, para cada um dos eventos estudados, 
é que este valor fornece um referencial para valores de distância encontrados pelos 
algoritmos, no seguinte sentido. Quanto mais próxima a distância estiver do diâmetro, 
menor a chance dos dois organismos estarem relacionados em termos de evolução 
genética. 
Extensões e aprimoramentos dos nossos resultados foram propostos diretamente nos 
sumários dos capítulos. 
De uma. forma geral, como pudemos verificar nos nossos estudos, a área de rearra.njo 
de genomas não possui uma teoria estabelecjda e uniforme. Nesta área, as estruturas 
e n.lgoritrnos propostos sã.o completamente independentes urnas das outras, inclusive 
na notação. e as estratégias de soluções vêm de diferentes áreas como Teoria da Com-
putação. Estatística e l\1latemát.ica. Neste contexto. julgamos que seria interessante 
in vestigar a possibilidade de forrnalizaçã.o elos e,·entos e dos problemas relac ionados a 
um tínico P.V~nto ou múlt iplos Pvent.os de uma forma mais padronizada. Assim. pas-
satllOS agora a sugerir novas direções de pesquisa que possivelmente propiciem novos 
e siguificat ivos avanços no sentido ele uma padronização. 
llma direção seria. utilizar Álgebra. Mais particularmente, sugerimos ':Grupos ele 
Weyl '' , que possui fonnalismos para gerar um grupo de permutações, sem e com sinais, 
utilizando como operador um tipo específico ele reversão. Sugerimos ainda Álgebra 
Linear, considerando que uma seqüência de permutações que fornece uma distância. 
mínima poderia ser encontrada se fosse possível obter uma base para o espaço vetorial 
de todas as permutações, considerando como operação um determinado evento de 
rearran.Jo. 
Outra direção de pesquisa seria estudar grafos de permutações, dentro da área de 
Teoria dos Grafos. Existe um grande ferramenta.! teórico já disponível na literatura . 
Por último, estudar problemas de distância entre dois cromossomos que evoluem 
por múltiplos eventos de rearranjo de genomas representa um desafio considerável 
atualmente. Um outro problema importante hoje é pesquisar as complexidades dos 
diversos problemas de distància de eventos de rearranjo de genomas, formados por 
um ou mais cromossomos. 
Apêndice A 
Glossário de definições e notações 
Cste apêndice apre~enta definições e notações utilizadas nesta tese. para facditar a 
leitura do texto. 
Obsen·amos que as definições estão separados por assunto. c após a definição há. uma 
referência para a página do texto na qual o termo é referenciado pela primeira vez. 
Eventos de rearranjo 
reversão inverte a ordem e a orientaçc'io de um bloco O<' genes num cromo::.somo 
(pág. 6) . 
transposição mov<' 11m bloco de genes d<' um local para o outro dentro do cromos-
somo (pág. 6). 
tran sversão mo\·e um bloco de genes de um local para o outro dentro do cromos-
somo, mas inverte a ordclll e a orientação dos genes mo,·idos ( pág. 6) . 
translocação troca blocos de genes de dois cromossomos diferentes (pág. 6 ). 
G rafo de pontos-de-quebra 
ciclo bom ciclo c no qual podemos aplicar pelo menos uma reversão que quebra c, 
isto é, conseguimos aumentar o número de ciclos do grafo de pontos-de-quebra 
de 1 ( pág. 27). 
c iclo ruim ciclo c no qual a apiJcação de qualquer reversão não quebra c, isto é, não 
conseguimos aumentar o número de ciclos do grafo de pontos-de-quebra de 1 
( , ·)-) pag. -1 . 
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cicJos entrelaçados CJclos que possem arestas cinzas que se cruzam (pág. 27). 
componente conjunto de ciclos entrelaçados (pág. 28). 
obstáculo componente composta apenas por ciclos ruins, que não separam quaisquer 
duas outras componentes ( pág. 28). 
su per-obstáculo obstáculo, cuja remoção transforma uma outra componente. que 
não é um obstáculo, num obstáculo (pág. 29). 
fortaleza grafo de pontos-de-quebra qLte contém um numero ímpar de obstáculos, 
e todos eles são super-obstáculos. !\uma fortaleza, existe pelo menos um ciclo 
que não pertence a um obstáculo (pág. 29) . 
Cromossomos circulares 
r·otação operação que move os elementos de uma permutação uma posição à esquerda 
( pág. 40) . 
reflexão operação que in\·erte a ordem e os StllilJS de todos os elementos de uma 
permutação ( pág. 40). 
reversão circular in\"erte o mesmo bloco de elementos. qualquer que seJa a per-
mutação escolhida da classe de equiYõlência que representa o cromossomo cJr-
cular (pág. -+4). 
r epresentante canônica urna particular permutação de uma classe de eq ui va lência., 
tendo como pnmetro elemento o bloço J. com onentação + ( png. J.S ). 
Ponto-de-quebra 
em permutação com s inais/ reversão par de elementos adjacentes :r = ( 7Tj . ii 1+1 ) 
tal que nem x nem x = (1ft+l> 1fi) são da forma (j,j + 1) para algum j, O ::; j ::; n 
(pág. 1 07). 
em permutação sem sinais/ transposição par de elementos adjacentes rr, , 1rt+t , 
O ::; i ::; n tal que rrt+l - >.; # l (pág. 66). 
faixa todos os element.os de uma permut.açào que estão entre dois pontos-de-quebra 
consecutivos (pág. 66). 
Em seguida relacionamos as notações utili zadas nesta tese. 
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r(~,j) · 1r reversão apJicada à permutação 1r . 
t(z,j, /.: ) ·r. transposição aplicada à permutação r.. 
t(~,j, k) ·r. transversão aplicada à permutação rr . 
1 r ( ií.O",l.J). n translocaçào aplicada às permutações 1í e O" do genoma n. 
g = dr( ;r.a) número mínimo de reversões que transformam r. em a . 
b = d1(7í:O') número mínimo de transposições que transformam r. em u. 
b = dt( r.. o- ) número mínimo de trans\.ersões que transformam rr em o-. 
T = drr( IT. f ) número mínimo de transJocaçôes que tra.nsformam n em r. 
gó = dr1(r.. a ) número mínimo de reversões e transposições que transformam r. em o-. 
gbb = drtT( 11. a) número mínimo de re,·ersões. transpostçôes e trans\·ersões que trans-
formam rr em 0'. 
e• = drTr(IT. f) número mínimo de revcrsõec; P translocações que transformam li em 
r. 
bT = d:J ,.( n. r ) número míntmo de t.ransposiçõe:::. e translocações qu<" tl'éutsformam TI 
('trl r. 
( ;( ;;- .o-) grafo de ponto&- de-quebra de :.. com relação a u. 
c( r. . o-) número de ciclos de C:( rr. CT). 
h(:. . o- ) número de obstáculos de C(;r.u) . 
.f( r..u ) indica se o grafo G('-,u ) é ou não uma fortaleza. 
rot ( íT) rotação aplicada à permutação 7r. 
refi (r. ) reflexão apljcada à permutação r.. 
con(A) representante canônica de uma classe de equivl'l.lência A. 
Sn conjunto de todas as permutações lineares com smais de n elementos. 
s~ conjunto de t.odas as classes de equivalência das permutações lineares com sinais 
de n elementos. 
Rn conjunto d<' t.odas as reversões lineares agindo nas permutações de Sn. 
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R~ conjunto de todas as reversões circulares agindo nas classes de equivalência de 
c.,• c 
. n · 
r.,• r.i ponto-de-quebra entre 1r.; e 7rj. 
rr -< rr,~ indica que 'lrj- 1ri = 1. 
D ( ". L) diagrama de pontos-de-quebra de ;r com relação a L. 




E"t e apêndice traz um resumo dos artigos referenciados na bibliografia. sendo ressalta-
dos certog pontos importantes para a área de reanan.io de genomas. 
[I) 
.\C'~I<' arugo. Aigncr f' \\'est f'~tuclaram o prohlr·ma df' ordenar urna permutação. 
con:-iJc1 ando como operação " reinsE>rçào do primE"iro <'lt, lnento na pennuLaçáo. O 
cl1iimet.ro llPSLe l aso é n - 1. onde n é o m1mero ele elementos d<1 permutação. 
[2] 
){f>sl<" trabalho é estudado o problema de ordenação por 1cversões de permutações 
lineMes lnicialmente. é introduzida 11ma estrutura. chamada de grafo de ponlo::--df-
qucbm de uma pcrmutaçà.o in1cial em relação a uma permufaçao alvo, que pNmitiu 
est.a belecer um Jimit.e inferior mais preciso para a distância de reversão considerando 
um novo parâmetro, baseado numa decomposição de ciclos alternantcs de máxima 
cardinalidade deste grafo. Em seguida. com base nesta construção, foi apresentada 
uma pro\·a da conjectura de Gollan. a saber, existem apenas duas permutações cuja 
dist.~ oc1a df' reversão é n -1, onde n é o número de elementos da permutação. Depois, 
mostraram que a distância de reversão esperada entre duas permutações randômicas 
aproxima-se muito do diâmetro de reversão, indicando que a distância de reversão 
fornece uma boa separação entre seqüências de genes relacionados e não-relacionados. 
Par~ o problema de ordenaçào por reversões de permutações lineares com sinais. 
apresentaram um algoritmo com razão de aproximação 1.5, baseado no fato de qtw 
a. decomposição em ciclos do grafo de pontos-de-quebra e única para permutações 
com sma1s. Finalmente, utilizaram o algoritmo anterior e estruturas especiais obtidas 
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a part1r do grafo de pontos-de-quebra para desenvolver um algoritmo com razão de 
aprox1mação 1. 75 para o problema de ordenação por reversões de permutações sem 
sinais. 
[:3] 
I\este trabalho. Bafna c Pevzner mostram os resultados obtidos de um programa 
que constrói um cenário pa1a rearranjo de genornas (para D.\A linear e circular). 
As aplicações foram feitas em organelas de plantas e no cromossomo X humano e de 
camundongos. O programa implementa um algoritmo de aproximação para ordenação 
por reversões, apresentado em trabalho anterior destes mesmos autores [2]. 
[4] 
\est.e trabalho, Baina e Pc,·zner apresentaram dois algoritmos de aproximação, com 
razões 1.7.5 e 1.5, resped1Vamente, para o problema de ordenação por transposição de 
nma permutação linear sem sinais. Os limites inferiores foram encontrados a partir 
df' definições de ciclos alterndntes de uma estrutura denominada de 9rnfo de ciclo~. 
gerada a partir da permutação inicial com relação à permutação identidade. Oc: limites 
<;uperiorcs foram encontrados rom base em definições de ciclos que se entrelaçam 
neste grafo de ciclos. Por fim. considC'rando estes algoritmos. encontra tam um hmite 
-;uperior de 1n para o diálllct,ro de Lranspos içào. 
[:i] 
:\e~te trabalho foi apresemada uma implemf'nraçào do algori1 mo poliHom1al para or-
denação por re\ ersões de permutações lineares com sinai<> de Hannenhal11 <" Pevzner 
[10]. reduzindo a complexidade de tempo de execução deste algoritmo de O(n-1) p<1,ra 
U(u 2o(n)). onde o(n) é a inversa da função de Ack<"mti:Hl. Para rC'duzi r a com-
plexidadf-'. foram modificados dois procediment.os: as componentes conexas do grafo 
de entrelaçamento são computadas em tempo O{na(n) ) por meio da ec:trutura de 
dados floresta de conjuntos disjuntos: as reversões que não cnam componentes não-
oriemadas são encontradas em tempo O(n 2 a(n)) considerando certas propriedades 
específica~ do grafo de entrelaçamento. 
[6] 
\'este artigo. é apresentada a prova de que o problema de ordenação por reversões 
de uma permutação linear sem sinais é NP-difícil. A prova é feita em dois passos. 
Primeiro, Caprara moatra uma transformação polinomial do problema de particwnar 
o conjunto de arestas de um grafo eule1·iar1o num mí.mero máximo de ciclos no pro-
blema de encontrar um número máxzmo de ctclos alternantes a·resta-disjuntos num 
grafo bz-colorido nas arestas. Caprara mostra neste mesmo artigo que o primeiro 
problema é- NP-completo utilizando resultados publicados em trabalhos anteriores . e 
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define o grafo bi-colorido de forma tal que o grafo possui todas as propriedades de um 
grafo de pontos-de-quebra. ~o segundo passo, é feita uma transformação polinomial 
deste último problema no de ordenar urna permutação sem sinaz:; por rf'versões. 
[71 
~este arítgo, Caprara, Lancia e Kg propõem. para o problema da ordenação por 
reversões, um algoritmo exato branch-and-bound. 1'\este algoritmo, a estimativa do 
lm1ite inferior é baseada em resultados ant.eriorcs de Bafna e Pe,·zner [2] . e ainda em 
Programação Lmear, na qual utilizaram uma técnica específica chamada "geração 
de colunas". Para obter o limite superior os autores usaram certas heurísticas. O 
algorümo mostrou-se muito eficiente na prática, permitindo resolver problemas de 
tamanho significativo, quando comparado ao algoritmo de 1\ececioglu e Sankoff [25]. 
o outro algorit.mo exato conhecido para solucionar o mesmo problema. Por último. 
mostram rec;ultados dos experimentos realizados. 
Christie e"t uda o problema da ordenação de permutações por uma operação chamada 
··troca d<> blocos··. que troca de lugar dot5 blococ; de elc-nwnt.os não neccssanamente 
ad i<tccntes na pcrmut ação. onde os blococ; podem 1 er qualquer tamanho. Ele descren• 
um algoritmo polinomial. bas1 ante simples. para o prohl<'ma. e computa o diâmetro 
(maror di'ilancra entre duas permutações quatsquet ). 
[!IJ 
\c-st<' arugo. Chn;;;t 1<" apresenta. para o problema da ordrnaçao por re,·ersõe". um 
;~lgoritmo de aproximação de razào 1..3, menor do que í-1 razão mats baixa conhecida 
antr·riormen\t'. de 1.75, de BafJJa e Pevzrter [2]. 
(lU I 
~<'sia tese, l'hristie estuda os eventos de reversão, l.rausposição e troca de blocos. 
Para o problema da ordenação por reversões, entre outroc, resultado~, ele apresenta 
um algontmo de aproximação de razão l.5. Dep01s. propõe um algoritmo polinomial 
para o problema da ordenação por troca de blocos. Para o problema da ordenação 
por transposições. ele descreve um novo algoritmo de aproximação de razão 1.5. e 
apresenta resultados de experimentos reahzados executando este algoritmo. ;\o último 
capítulo. Christie define problemas de distância de reversão e transposição em strings, 
mostra alguns resultados para estes problemas, e pmva que o problema da distância 




Copeland e co-autores apresentam mapas de ligação genética de alta-resolução para 
o camundongo) utilizando avanços tecnológicos recentes . Eles apontam diversas 
aplicações para mapas deste tipo. Citaremos apenas o mapeamento comparativo 
(que é mostrado no artigo) entre os cromossomos humanos e do camundongo. Fize-
ram ainda uma estimati,·a de que aproximadamente 150 e\·entos de rcarranjo ocor-
reram desde a divergência entre estas duas linhagens há 80 milhões de anos atrás. 
c-onfirmando ouLras pesquisas feita<> anteriormeme Pm Biologia Molecular. 
[12] 
Even e Goldreich provaram que dado um conjunto de geradores de Ltm grupo ele 
permutações e nma permutã.çào alvo. determinar uma seqüência de geradores com 
tamanho mínimo que gera a permutação alvo é NP-completo. 
(1-3] 
~esLe 1 rabalho, GaLes e Papadimitriou esLUdaram o problema de ordenar por rcvasào 
rlf p1'f.fi.:r:o$ uma pcrmu taçào linear sem sinms: reversões da form<t r[ I. 1]. Foi provado 
que o diâmetro de reversão por prefixos é ::; ~n + ~ e ~ i~ n para n suficientemente 
grnnde. Considerando a bipótese de que cada inteiro da permutação é re-vertido um 
número par de vezes. eles mostraram que ~n- 1 $ diâmetro de reversao por prefixos 
s "111 + :3. 
r 1 q 
Cu. Peng e Sudborough estudaram o problema da cli!)Lância de re\ er ào. t ré1nsposiçâo 
<"' tran')versào, aplf'~ent.anclo dois algoritmos de aproximação: o primeiro de tazào :!.. 
c1nc pode não ser polinoJmal em casos específicos, e o segundo, que possui tempo 
polinomial. tem razão 2( 1 + t), onde k > :3 é qur1 I quer inteiro fixudo. 
[I 'lj 
:\este trabalho. Guyer, Hcath e Vergara estudaram o problema da ordenação por 
1 ransposições. Apresentaram certas heurísticas e formularam algoritmos correspon-
dentes à estas heurísticas. baseadas nos conceitos de faixas crescentes e subseqüências. 
Implementaram amda algoritmos branch-and-bound para determind.r exatamente as 
distâncias de transposição de permutações de tamanho pequeno. Por fim, descreveram 
e analisaram resultados experimentais baseados nos algoritmos implementados. 
[16] 
Este artigo traz um algoritmo polinomial para o problema da distância de translocação 
de perrnutaçôes lineares com sinais: com complexidade de tempo O(n3 ) . Este al-
goritmo baseou-se num teorema da dualidade com seis parâmetros, que incluem o 
11úmero de genes e o de cromossomos, além de determinadas características assoei-
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adas a uma estrutura denominada de grafo de ciclos, gerada a partir do genoma inicial 
com respeito ao genoma alvo. É interessante notar que o grafo de ciclos baseta-se no 
grafo de pontos-de-quebra para permutações com sinais, de Hannenhalli e Pevzner 
[19], e que este algoritmo trata genomas com o mesmo número de genes e de cromos-
somos. e admite apenas translocações recíprocas. 
[l í ] 
HannenhaJU e co-autores apresentaram neste trabalho um método para reconstrução 
de árvores filogenéticas utilizando distância de revPrsâo e distância de reversão e 
transposição. O método foi aplicado na análise da evolução do vírus da herpes, pois 
os genomas destes \'Írus já foram quase que totalmente seqüenciados. 
[k] 
Este artigo traz descrições ele problemas combinatoriais motivados por rcar ranjos de 
genomas. apresenta um levantamento de algoritmos desenvolvidos para comparação 
de genomas evoluindo por eventos de rea rranjo (alguns deles bastante detalhada-
mente). e ctt.a aplicações já desenvolvida~ pa.ra estes algoritmos para ana lisar rear-
ranJOS em víru::. da herpes. organelas de plantas e cromossomos de mamíferos. 
[19] 
[!'lt> a.rt igu i raz um algoritmo poiJDomia.l pa.ra o problema da ordcnaç<1o por re\·ersõf's 
ele permutaçõe lmeares LOlll sinais. com complexidade de tempo O(n 4 ) . Este algo-
i it.mo bascou-~P num tPorema da dualidade com quatro p<&râmetros. que incluem os 
pontos-de-qll<-'hra ela p<"rmutaçào inicial com relação à permutação identidade>. e certas 
c-a racterbti cas associadas a uma estrutura denominada de grafo de pontos-dc-q11.ebra 
geradn. a partir da permut.ação inicial com re lação à perrnuta.çào identidade. \'otamo"-
quc este foi o primeiro algoritmo pol inomial para este problema. 
f20] 
Est.e artigo traz um algoritmo polinomial para o problema da distância de reversões e 
traDsloca.ções de permutações lineares com sinais. com complexidade de tempo O(n 4 ). 
Este algoritmo trata genomas com diferentes números ele genes e de cromossomos. 
e a.dmite lranslocações internas. fusões e fissões. Est.e algontmo foi desenvolvido 
com base num teorema da dualjdade com sete parâmetros, que refletem certas car-
acLerístt cas de uma estrutura. que é basicament.e um grafo de pontos-de-quebra com 
determ inadas propriedades, gerada a partir do genoma inicial com relação ao genoma 
ah:o. Genericamente, o algoritmo pode ser vísualizado em dois passos. No primeiro 
passo. o algorit.mo encontra uma concatenação ótzma dos cromossomos de um genoma 
em relação ao outro. gerando um grafo de pontos-de-quebra. No segundo passo. é 
utilizado o algontmo polinom1al de Hannenhalli e Pevzner [19], para ordenar por 
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reversões permutações lineares com sinais, de tal forma que as reversões efetuadas 
por este algoritmo simulam reversões, translocações , fusões e fissões do problema. da 
distância de reversões e translocações. 
[21] 
\este trabalho. Hannenhalli e Pevzner estudam o problema de ordenação por re-
versões de permutações lineares sem sinais. Inicialmente, é apresentado um algoritmo 
rolinomial para o problema, com complc>xidade de tempo de O( n 4 ), para permutações 
com O( log n) faixas unitárias. onde n é o tamanho da perm utação. Provam <:Lin da. 
dnas conjecturas de 1\:cccc ioglu e Sankoff [25], para toda permutação existe uma or-
denação ótima por re\·ersões que não corta faixas longas, e para toda permutação 
existe> uma ordenação ótima que não aumenta o número de pontos-de-quebra. Final-
mente. aplicam este algonlmo para analisar rcarranjos em milho e algas verdes. 
[:22] 
E~te artigo mostra que o problema dados um gntJJO de permutaçõe~ des('nto como 
um con_11mto rle gemdo1·es, f:' ~Lma permutaçâ.o alvo q·u.e é membro do gnq1o. encontrar 
r1 menor .seqüincia rir gerado1·es cujo composição é a permutação alvo é Pespaço-
complct.o. Apresenta ainda casos particulares deste problema que podt='m ser com-
putados em tempo polinomial. dos quats ciLamos todas as transpo~1çõec; adjacentes 
(a ... pNmu lações ( 1. :l). (2. :~) . .. . . ( n- l. n) do conjunto { 1. 2 . . .. . n}) e todas a~ trans-
posições adjacentes CJclicamente (o mesmo conjunto de geradores do primeiro caso e 
,, t.ra n~posiçào ( 1. n)). 
f:.nJ 
Nf'::.t.e trabalho, l(aplan e co-autores aprE'sent;n-am um algoritmo polinomial com com-
plt=>'<idade de tempo O(n 2 ) para o problema de ordenação por reversões de permutações 
lu1eares com si11ais, baseado no algoritmo polinomial de Hannenhalli e Pevzner [19]. 
Basicamente, eles utilizam uma estrutura chamada de grafo de sobreposições para 
computar as componentes conexas do grafo de pontos-de-quebra em vez do grafo de 
entrelaçamento. sendo que a computação das componentes conexas é feita uma única. 
\ ez utilizando o algoritmo de Berman e Hannenhalli [.1]; tratam as componentes orien-
tadas e não-orientadas do grafo de sobreposições separadamente; e simpli ncarn tanto 
a pesquisa para encontrar uma reversão que não cria componentes não-orientadas 
quanto a atualjzação do grafo de sobreposições. 
[.24] 
Este artigo apresenta inicialmente um algorit.mo com razão de aproximação 2 para 
o problema da distância de trauslocaçào de permutações lineares. com complexidade 
de tempo de O(n2 ), onde n é o tamanho da permutação. Além disso, traz dois 
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algoritmos de aproximação para o problema da distância de reversões e translocações 
para permutações lineares: um com razão de aproximação 2 para permutações sem 
sinais e o outro com raáo de aproximação 1.5 para permutações com sinais, ambos 
com complexidade de Lempo O(n2 ) . 
[25] 
Kececioglu e Sankoff apresemam dois algoritmos para o problema de ordenação por 
reversões de permutações linea.res sem sinais. O primeiro é um algoritmo com razão 
de aproximação 2 e complexidade de tempo O(n2 ), que tenta em cada passo tirar 
o máximo número de pontos-de-quebra (utiliza uma estratégia gu losa). O segundo 
é um algoritmo exato branch-and-bound que busca uma solução ótima. em tempo 
O(mL(n.n)). onde m é o tan1anho da ár\'ore de busca c L(n.n) é o tempo para 
re~olver um problema de programação linettr com n variá\ eis e n restriçõe~. 
f26] 
[-\ececioglu e Sankoff apresentam neste artigo um algontrno branch-and-bound para 
o problema da distância de reversão para permutações circulares com sinais. O al-
goritmo. qur usa procC'dimenros muito simples para encontrar os limites mferiores 
(O(n)) e- superiores (O(n 2 )), mostrou limites extremamente precisos para a disLância 
de reversão. e111 uma, série de experimentos. Os autores re latam que não c.ncot1Lrara.m 
motiYos para que estes limiLcs fossem Là.o próximos. 
E!:>te li\To llitZ um estudo bastaute aprofundado de Genética. apreseutanoo inúmeros 
exemplos e ilustra.çõe~. que auxiliam mu1to no ent<"ndimento do texto. D<''HTC'Ve de-
talha.damentt' o Ol\A (como o DNA é traduzido em proteínas, formas de replicação 
e manutenção); J.escre"e a organização do genoma dos eucariot.os, nâo só C'm termos 
dos seus genes, mas também discute a estrutura dos cromossomos: mostra ainda es-
tudos sobre a expressão elos genes nos eucariotos e funções do RN A Particularmente. 
apresenta um capítulo sobre pedaços do genoma que têm a capacidade de "mover-
se·', os transposons, que podem causar mutações, e portanto implicar na evolução 
deste genoma. Mutações afetando porções grandes do genoma. os eventos de rear-
ranjo. podem ocorrer por inserções. duplicações, remoções. inversões ou transposições. 
modificando apenas um cromossomo. ou por translocaçõcs. modificando cromossomos 
diferentes. 
[28] 
Neste livro é feita uma ampla cobertura dos problemas estudados atualmente em 
Biologia Molecular Computacional. Para cada problema, Meidanis e Setubal ap-
resentam conceitos e formalismos empregados para solucioná- los . exemplos, além de 
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indicar vasta bibliografia relacionada ao assunto. Em particular, dedicam um capítulo 
para. o problema de rearranjo de genomas. 
[29] 
.\le1danis. \Valter e Dias estudam o problema da distância de reversão de cromossomos 
circulares com sinais. isto é, cromossomos circulares em que são conhecidas a ordem e 
a orientação dos genes. Inicialmente. apresentam uma formalização para o problema. 
onde o cromossomo circular é representado por uma classe de equivaência. Depois. 
definem revesâo circular agindo num cromossomo circular por meio de reversão linear 
agindo numa parLiculat permutação da classe de equivalência que rPpresenta o cro-
mo~~omo circular. Como conseqüência, eles obtêm um algoritmo polinomial para o 
problema órcular, utilizando o algoritmo polinomial de Ka.plan. Shamir e Tarjan [23] 
que resoh·e o problema linear. .Justificam. t.ambém . uma prática comum. em arti-
goc; onde se calculam distrincias de reversão. de escolher uma particular permutação 
para representar o cromossomo. Fmalmente, calculam o diâmetro de reversão (major 
Ji..,Lància entre dois cromossomos quaisquer). linear e circular. 
[:30] 
.\ feidanis. \Valter e Dias computam a distânciõ df' transposição enLre uma permutaçào 
c' :-.ua inversa (sem complementação) . ClaramE>nte. esta distância é um ]imite infP-
tior para o problema da ordenação pot tlanposições. FínalmentC'. apresentam um 
cdgontmo polinomial que funciona pard este ca~o particular. 
[.n ] 
l\adeau e Taylor P::-Ludaram mapas dt:> ltga,çào genét ica de homens<.> camundongos. 
fazendo urna estimat,iva de que aproximadamente 1 7< ± 39 eventos de rc(lrranjo ocor-
lf'ram desde a separação destas duas linhagens há 80 milhões de anos atrás. Esta {oi 
uma tentatiYa pioneira no esLudo de rearranjos de geoomas em mamíferos. 
E~te art1go mostra estudos de Palmer e Herbon em DNA milocondrial ue plantas 
(gêneros Brass~ca e Rophanus) . Eles descobriram que os genes eram quase idênticos 
em seqüência (99% a 99.9%) mas muito diferentes em ordem, descobrindo enLào um 
novo padrão de mudança evolucionária nos genomas mitocondriais de espécies do 
gênero Brass2ca. Este foi um trabalho pioneiro em rearranjo de genomas ocorrendo 
em DN A mitocondrial de plantas. 
Palmer, Osorio e Thompson apresentam resultados de experimentos realizados em 
D~As de cloroplastos de legumes. como tabaco, espinafre e ervilha. Eles constatam 
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que os genomas dos organismos das diferentes espécies estudadas evoluíram um a par-
t ir do outro por re\·ersôes. confirmando trabalhos anteriores, em Biologia Molecular. 
nos quais foi descoberto que mutações ocorrendo em porções grandes dos genomas 
(em particu lar, reversões) constituem um modo comum de evolução molecular. 
[34} 
\"este trabalho são discutidos resultados encontrados na literatura. e descritos proble-
mas combinatoriais ainda não-solucionados até aquele momento (vários deles ainda 
não foram hoje), na área de Biologia Molecular Computacional. Particularmente, 
uma seçào é dedicada aos problemas de rcarranjo de genomas. 
(:35] 
Sankoff introduz uma teoria de invariames (com respeito a medidas de tempo) associ-
ados aof: ramos de árvores filogenéticas. Esta Leoria permiLe estudar o relacionamento 
evolutivo entre espécies, considerando evrntos de rearranjo ocorridos nos seus geno· 
mas. 
)6] 
\"e<::te artigo. Sankoff define medidas de crrtos eventos dC' rearranjo de gcnomas com 
111n único cromossomo (re\·ersao. remoção c transposiçiw). Estas medid<1s ~ào uti-
lizadas nt1 clefiniçào de distáncw d€ edição de"' rearranjos entre dois genomas, isto f.. o 
ntirnero míuimo de eventos Je rearranjo necessários pm a converter um no out.ro. A 
computação da distáncia de echçào é feita por um programa chamado DER .\~GC. e o 
arttgo comenta de forma genéri ca alguns procedimento!. reali7ados por este programa. 
Por fim. 1claLa resulLados obtidos pela execução do programa em dados de geuomas 
mitocondriais de organismos de vários g0neros . 
[:rt] 
Sankoff e co-autores apresentam modelos probabilísticos para embaralhamento de 
genes em genomas (particularmente por transposições), aplicando os modelos para 
descobrir relacionamentos entre genomas de bactérias. O ONA pode ser li near ou 
circular, mas os modelos os tratam uniformemente como sendo circulares . 
[38] 
Sankoff e co-autores apresentam um método para reconstruir árvores filogenéticas 
para genomas mitocondriais. Inicialmente, eles descrevem a ronstruçào de uma base 
de dados para armazenar a seqüência dos genes. Em seguida, propõem uma medida 
de rearranjo baseada num conjunto mínima! de eventos de rca.rranjo (reversões, t.rans-
posições, inserções, e remoções) necessários para transformar um genoma em outro. 
Descrevem então de forma genérica as técnicas empregadas para o desenvolvimento 
157 
do programa, que utiliza os dados da base e calcula a distância de rearranjo. Final-
mente, apresentam os resultados obtidos a partir deste programa: as distâncias entre 
16 genoma.s mitocondriais de organismos de diferentes gêneros e a reconstrução de 
uma árvore filogenética baseada nestas distâncias. 
Este li\To traz uma introdução à citogenética humana. Apresenta com detalhes a es-
trutura e comportamento de cromossomos humanos. Descreve também o processo da 
reprodução, além de diversos t ipos de mutações que podem ocorrer nos cromossomos, 
crn diferentes etapas cla vida celu lar (em part.icular, ci tamos lranslocações). Como 
certos mecanismos são encontrados de forma similar em outros orgamsmos eucariotos, 
oc; autores mostram tnúmcros exemplos de fenômenos ocorrendo em outras espécies, 
diferentes da espéc1e humana. 
(40] 
\\,alter, Dias e l\leidauis apresentam inicialmente algoritmos de aproximação para o 
problema ela distância. de reversão e t ransposição de cromossomos lineares. Para o 
('aso com sinais. o algoritmo de aproximação de razà.o 3 utiliza o conceito de ponto-de-
CJll<'bra. Para o caso com sinais. o algoritmo de razão 2 utiLza prorriedades do grafo 
d<" pontos-de-quebra d<" Dafna e Pevzner f2J para aplicar re\·ersÕe!:-. e o a lgoritmo de 
aproximação de Bafna e P(>\'Zner [4] para aplicar transposições. Em seguida mostram 
I!TTI limite inferior para o diâmetro de reversão e transposição. por meio do cálculo da 
dJ,t âtJcÍa de reversão e li ansposição entre as permutações rr = (-]-2 ... - ( n -1) -n) 
c•" identidade t = (+ l +2 ... + (n- J) + n). 
[ ll} 
E~tc P o primeiro li\'J·o na área de Biologia CompuLa.cional. )leste livro, \Vaterman 
de'>creve problemas estudados nas di\·ersas áreas de Biologia Computacional, apresen-
tando formalismos empregados para solucioná-los e exemplos. É enfat.Jzada a análise 
estatística para diversos problemas nest.a área. 
Este artigo apresenta uma. algoritmo bastante simples para ordenar por reversões per-
mutações circulares sem sina,is1 estabelecendo um limite inferior (número de pontos-
dc-quebra/2). e um limite superior (n- 2) para a distância de reversão. Apresenta 
também um algoritmo estocástico para o mesmo problema. 
l-!.3] 
;\leste artigo. Whiting e co-amores relatam os resultados obtidos por experimentos 
realizados em Drosoph?!a mclanogaster e Drosophila virilis, que basicamente indicam 
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que os genes destas duas espécies são quase idênticos em seqüências , mas bastante 
diferentes em ordem . Esta pesquisa confirma proposições, feitas em trabalhos ante-
riores, de que espécies do gênero Drosophila evoluíram provavelmente pm meio de 
reversões (com maior freqüência) e fusões (com menor freqüência). 
Apêndice C 
Glossário de termos de Biologia 
Molecular 
Este apéndire aprC'senta aJguns lermos empregados em Biologia :V1olccular, utilizados 
nesta tese. 
bactéria organismo ronstituído por uma única rélnla rom um unJco rrornossomo. 
limitada pot nma m<"n1brana que a protege do arnbicll!C' externo 
cloroplasto organcla celular de planta.;. que tem como função realizar a fotossintese 
eucariotos nestes organismo<; as células contêm 11m n1Ír!e.o que guarda o material 
genrt ico. envoh·ido por urn ctloplasma, qu<" por Sllfl vez é envolvtdo po1 uma 
membrana que marca os limites Ja célula. O citopl<tsma contém outras dl\-isõe~. 
tarnbem envolndas por membrana~. a.s oryanela::; ctlularus. 
genes homólogos genes que têm origem evolucionária comum. 
mitocôndria organela celular de organismos 1 com a capacidade de sintetizar todos 
os seus ácidos nucleicos e algumas das suas proteínas, P. tem a função de produzir 
energ1a. 
procariotos organismos muito simples constituídos por células que não possuem o 
núcleo celular. ou seja. as células são formadas por uma única divisão. 
proteínas moléculas compostas por uma cadeia. de moléculas mais s1mples, 
chamadas aminoácidos. responsáveis por funções VItais na v1da de um organ-
ismo, como as enzimas, que catalisam reações químicas. 
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RNA molécula constituída de forma similar ao DNA, com certas diferenças: o açúcar 
é a ribose (e não desoxi rribose como no DNA ); a base T (limina) não é encon-
trada. sendo substituída pela base U ( uracil) que é pareada com a base A 
(adenina); a estrut.ura espacial varia (não é dupla hélice como no DI\A): exis-
tem diferentes tipos de RNA, que realizam diferentes funções (o DN A realiza 
basicamentC' urna função. a de codificar a informação genética) . 
vírus constituído por D); A ou R~ A encapsulado por uma estrutura simétrica com-
posta por proteínas . Vírus são diferentes de bactér1as pois não apresentam 
reações químicas (met.abolismo), mas podem tnterferir de forma mortal no 
metabolismo do organismo infetado por ele. 
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