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Abstract
We study the high-frequency limit of the Helmholtz equation with variable refraction index
and a source term concentrated near a p-dimensional afﬁne subspace. Under some conditions,
we ﬁrst derive uniform estimates in Besov spaces for the solutions. Then, we prove that the
semi-classical measure associated with these solutions satisﬁes the stationary Liouville equation
with an explicit source term and has certain radiation property at inﬁnity.
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1. Introduction
In this work, we are interested in the high-frequency limit of the Helmholtz equation
with a source supported near a smooth submanifold  ⊂ Rd :
i


u + u + n
2(x)
2
u = S(x), x ∈ Rd , (1.1)
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where n(x) is the refraction index,  is a small parameter, and  is a positive
regularizing parameter with  → 0 as  → 0, and the source term S is of
the form
S(x) = −−q
∫

ei(y)/A(y)S
(
x − y

)
d(y). (1.2)
Here  is a p-dimensional submanifold of Rd and q a normalizing index. In this work,
we assume that  = Rp × {0} ⊂ Rd with 1p < d, A and S are smooth functions,
with A being of compact support and S rapidly decaying at inﬁnity. When  is not ﬂat,
there may be some additional difﬁculties related to the geometry of  in the uniform
estimate of u, since then we cannot reformulate (1.1) to the form of (3.2). We shall
use in some steps microlocalization in terms of the phase  and calculus of pseudo-
differential operators. Thus, we assume that (y) and n(x) are real smooth functions
satisfying that
|y(y)|C〈y〉1−||, ∀ ∈ Np, y ∈ Rp, (1.3)
and there exists some 0 > 0 such that
|xn2(x)|C〈x〉−||−0 , ∀ ∈ Nd ,  = 0, x ∈ Rd . (1.4)
The conditions needed in each result are less restrictive and will be stated separately.
The solution u to (1.1) determines the ﬁeld of a light source in an inhomogeneous
medium with refraction index n(x), wave length  and the source emits waves with
amplitude A and phase , oscillating with the same wave length  as u, so as to create
resonant effects between the highly oscillating functions u and the source itself.
According to the relation between the size of |∇| and n, the authors of [5] in-
troduced three regimes: propagative regime if |∇(y)| < n(y), ∀y ∈ ; characteristic
regime if |∇(y)| = n(y), ∀y ∈ ; and resonant regime if |∇(y)| > n(y), ∀y ∈ .
They determined the normalizing index q and formally derived the associated Liouville
equation in each regime. In particular, in the propagative regime where q = 3+d+p2 ,
they rigourously proved in [5] for constant refraction index the existence of a semi-
classical measure (equally called Wigner measure), f, associated with the solutions of
(1.1) and determined its Liouville equation which is of the form
+f (x, ) +  · ∇xf + 12 ∇xn2(x) · ∇f = Q(x, ). (1.5)
Eq. (1.5) describes the propagation of energy in the medium with refraction index n(x)
as in geometric optics, and in this picture f (x, ) can be seen as the energy density
carried by rays located at the position x with velocity . One may see [2,5,12] for more
physical explanations. Actually by Theorem 5.1 of this work, under the assumption of
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some non-trapping property of the classical trajectories, the solution to (1.5) is given
by
f (x, ) =
∫ ∞
0
e−sQ(X−s(x, ),−s(x, )) ds, (1.6)
in a weak sense, where (Xs(x, ),s(x, )) is the solution to the Hamiltonian system
associated to (||2 − n2(x))/2⎧⎪⎨⎪⎩
d
ds
Xs(x, ) = s(x, ), X0(x, ) = x,
d
ds
s(x, ) = 1
2
∇xn2(Xs(x, )), 0(x, ) = 
(1.7)
with initial data (x, ) satisfying ||2 − n2(x) = 0.
When  is one point, this problem is studied in [2] by making use of Morrey–
Campanato-type estimate [15]. The source term in Liouville equation (1.5) was only
conjectured there and this conjecture is proved by Castella [4]. When  is a p-
dimensional afﬁne subspace with p1, Morrey–Campanato-type estimate of Perthame
and Vega [15] cannot be used as the source term does not decay fast enough in 
direction. In this case, the authors of [5] treated the case of a constant refraction index
n(x) = n0. As commented by these authors in [5], the restriction on the refraction
index is not just a technicality, it is linked to the difﬁculties in establishing uniform a
priori estimates and in ﬁnding a reasonable “radiation condition at inﬁnity”.
While the steps of the present work are the same as in [5], there are two major
differences. The ﬁrst one is that when the refraction index is variable, the explicit
calculation by Fourier transform used in [5] to obtain a priori estimates does not work.
Although Eq. (1.1) looks like a semi-classical Schrödinger equation associated with
2x −n(x)2, in order to take into account the concentration effect of the source term,
one has to work with the operator x − n(x)2. In terms of these new variables, the
source term S in (1.1) behaves asymptotically like
S(x) ∼ −− d−p+32 Cei(x1)/S(0, x2), (x1, x2) ∈ Rp × Rd−p,  → 0,
which has no decay in x1 variables. As the limiting absorption principle always requires
appropriate weight in full variables, the ﬁrst difﬁculty in the present work is to overcome
the lack of decay in -direction. In order to do so, we are going to use the Mourre
method and microlocal-resolvent estimates depending on a parameter to prove uniform
a priori bound on u and wz1 deﬁned below. Note that the role of microlocal-resolvent
estimates is to distinguish different directions of oscillation and to compensate the lack
of decay in some directions. The second difference is related to the determination of
the source term in the limiting Liouville equation. We study as in [5]
wz1(y) = 
(d−p−1)
2 u(z1 + y1, y2)e−
i(z1)
 , z1 ∈ , (1.8)
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which satisﬁes the equation
(−y − n(z1 + y1, y2)2 − i)wz1(y) = W z1 (1.9)
with
W z1(y) =
∫
Rp
ei
(z1+Z1)−(z1)
 A(z1 + Z1)S(y1 − Z1, y2) dZ1. (1.10)
To determine explicitly the source term in the Liouville equation, one need to prove
that wz1 converges weakly to the outgoing solution of the limiting equation
(−y − n(z1, 0)2 − i0)wz1(y) = Wz1 , (1.11)
where Wz1 is the pointwise limit of W z1 . This is highly non-trivial for variable refraction
index. In fact, even in the case of point source with variable refraction index (i.e.,  is
reduced to one point {0}), this result was conjectured in [2] and is recently proved by
Castella in [4] under an assumption on the dimension of self-intersections of classical
Hamiltonian ﬂow. When speciﬁed to the case of point source, our approach here gives
an alternative proof of the conjecture of Benamou et al. [2] but without the additional
assumption in [4].
In this work, we use two sets of assumptions: (A.1)–(A.3) to obtain the uniform
estimate for u in B∗1
2
(Rd), and (1.3), (1.4) and (A.4)–(A.6) to prove the weak con-
vergence of wz1 to wz1 . (A.2) can be regarded as a combination of (A.4) and (A.5)
with z1 = 0 while (A.6) for some 	0 > 0 uniformly in all z1 and y implies (A.4). We
present them separately because some intermediate results hold under less restrictive
conditions. In particular, the existence of the semi-classical measure is proved for gen-
eralized N-body-type refraction index. We need the conditions (A.5) and (A.6) for each
z1 in the passage of limit from (1.9) to (1.11). In the ﬁnal step, we mainly use the
condition (A.5) with z1 = 0 to prove Theorem 5.1. Remark that (2.16), (A.5) (and also
implicitly, (A.2)) are some kind of virial conditions, which are stronger than the general
non-trapping condition (see (2.3)). These conditions allow us to use A = (x ·D+D·x)/2
as conjugate operator in the Mourre method. Note that this operator is invariant under
the change of scales and natural in the study of concentration phenomenon. Under the
general non-trapping condition, one can still construct a family of conjugate operators
[6]. But the lack of uniform control in  in this general case prevents us from proving
Theorem 3.3 which plays an important role in this work. In the case where  is just
one point x = 0, if the three estimates of Theorem 3.3 are true for z1 = 0, one can
easily pass to the limit from (1.9) to (1.11) for z1 = 0 without any other assumption
on the classical ﬂow associated with 2 −n(x)2. Finally, let us indicate that even when
 is just one point, the existence of a semi-classical measure is only proved under the
virial condition. See [2] and Remark 2.7. An interesting open question is to give a nec-
essary and sufﬁcient condition on the classical ﬂow of 2−n(x)2 such that the solution
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{u} of (1.1) is bounded in L2loc(Rd), which implies the existence of a semi-classical
measure associated with {u} (see [3,8]).
The outline of the paper is the following: we ﬁrst present some semi-classical re-
solvent estimates in Besov spaces in §2 and make a remark on parameter-dependent
Morrey–Campanato-type estimate. The result of §2 is not directly used in this paper,
however, in §3, we repeatedly use the same ideas and some microlocal resolvent es-
timates to achieve some a priori estimates for the Helmholtz equation. We study in
§4 the weak limit of wz1 . Finally, we determine in §5 the Liouville equation satisﬁed
by the semi-classical measure, calculate its source term and prove a weak outgoing
radiation property at inﬁnity.
As conventions in this work, we will denote the L2(Rd) norm of a function and the
operator norm by ‖ · ‖, C a positive constant which may be different in each line, and
〈x〉 = (1 + |x|2) 12 .
2. Semi-classical resolvent estimates in Besov spaces
We want to show that the Mourre method can be used to obtain uniform estimates in
Besov spaces for resolvent of operators depending on a small parameter. This idea goes
back to Mourre [13,14] and was used in [10,22] for operators without small parameter. It
is well-known that it can be used to prove semi-classical resolvent estimates in weighted
L2 spaces [6]. In this section, we shall prove semi-classical resolvent estimates in Besov
spaces following the method of Mourre [14] and checking the dependence on the small
parameter.
Eq. (1.1) can be rewritten as a semi-classical Schrödinger equation
(P (h) − (E + i
))uh = Sh(x), (2.1)
where h = , uh = u, Sh = −2S, 
 = , and
P(h) = −h2+ V (x), V (x) = E − n2(x), E > 0.
We want to give an estimate uniform in h, 
 ∈]0, 1] for the resolvent
R(z, h) = (P (h) − z)−1, z = E + i
,
in Besov spaces. When the refraction index n(x) satisﬁes n(x) = n0 + O(〈x〉−), as
|x| → ∞, one has V (x) = O(〈x〉−). P(h) is a two-body Schrödinger operator. If
n(x) = n1(x1) + n2(x2) with x = (x1, x2) ∈ Rd1 × Rd2 , d1 + d2 = d, such that
nj (xj ) = n0,j + O(〈xj 〉−) with E = n20,1 + n20,2 > 0, then P(h) is a three-body
Schrödinger operator. In the subsequence, we shall prove results for generalized N-
body Schrödinger operators, hoping that they may be useful to study the Helmholtz
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equation with refraction index of the form
n(x) =
M∑
j=1
nj (xj ), nj (xj ) = nj,0 + o(1), |xj | → ∞, (2.2)
where nj,00 with E = ∑j n2j,0 > 0, and xj ∈ Rdj ⊆ Rd . Indeed, Theorem 4.1 for
the limiting semi-classical measure is valid in such case.
To prove semi-classical resolvent estimates for two-body Schrödinger operators, it is
well-known (see [16,18]) that the non-trapping condition on the classical Hamiltonian
system is both necessary and sufﬁcient. Recall that the energy E > 0 is called non-
trapping for the classical Hamiltonian p(x, ) = ||2 + V (x) if
lim|t |→∞ |x(t; y, )| = ∞, ∀(y, ) ∈ p
−1(E). (2.3)
Here, (x(t; y, ), (t; y, )) is the solution of the classical Hamilton system associated
with p(x, )
{
x
t = p(x, ), x(0; y, ) = y,

t = −xp(x, ), (0; y, ) = .
Under the condition (2.3), it is well-known that for any s > 12
‖〈x〉−sR(z, h)〈x〉−s‖Csh−1, ∀h, 
 ∈]0, 1].
We shall prove semi-classical resolvent estimates in Besov space for generalized N-body
Schrödinger operators.
Let us recall some notation for generalized N-body Schrödinger operators. Let X
be a d-dimensional Euclidean space equipped with a quadratic form q(·). To simplify
notation, we assume that q(·) is the canonical form on X = Rd . Let A denote the set
of all cluster decompositions of an N-body system labeled by {1, 2, . . . , N}, which are
all possible partitions of the set {1, 2, . . . , N}. To each a ∈ A, it is assigned a subspace
Xa of X with Xamin = X for some amin ∈ A and ∩a∈AXa = {0}. Let A be partially
ordered by
a ⊂ b iff Xb ⊂ Xa.
Assume also that for a, b ∈ A, the union of a and b, a ∪ b, belongs to A, and is
deﬁned so that
Xa ∩ Xb = Xa∪b.
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For the deﬁnition of a ∪ b in physical N-body Schrödinger operators, we refer to [20].
For each a, we denote Xa the orthogonal complement of Xa in X. We write the
corresponding orthogonal decomposition of coordinates x as
x = xa + xa.
With these notation, the N -body Schrödinger operators we are interested in are of the
form
P(h) = −h2+
∑
a∈A
Va(x
a), (2.4)
where h > 0 is a small parameter,  is the Laplacian on (X, q(·)). We assume that Va
satisﬁes
|yVa(y)|Cr(y)〈y〉−||, y ∈ Xa, ∀ ∈ Nda . (2.5)
Here r(y) → 0 as y → ∞.
For each a ∈ A, we denote #a the number of clusters in a, Pa(h) the cluster
Hamiltonian
Pa(h) = −h2a +
∑
b⊆a
Vb(x
b),
where a is the Laplacian in xa-variables. Put
Ia(x) =
∑
b ⊆a
Vb(x
b), Pa(h) = Pa(h) − h2a,
where a is the Laplacian in xa-variables. Then one has: P(h) = Pa(h)+Ia(x) for any
cluster decomposition a. Let pa denote the semi-classical symbol of Pa(h). Assume
that
∀a, pa is non-trapping at the energy E. (2.6)
Under the assumptions (2.5) and (2.6), one can construct a conjugate operator, F, of
P(h) at E which is a self-adjoint semi-classical pseudo-differential operator satisfying
i(P (h))[P(h), F ](P (h))c0h(P (h))2, h ∈]0, 1], (2.7)
where c0 > 0 is independent of h and  is a smooth real function on R supported
sufﬁciently near E. See [19]. The non-trapping condition (2.6) is both necessary and
sufﬁcient for the following semi-classical resolvent estimate (2.8) [19].
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Theorem 2.1. Assume the conditions (2.5) and (2.7). The following estimates hold:
(i) For any l ∈ N∗, s > l − 12 , there exists C > 0 such that
‖〈F 〉−s(R(E ± i
, h))l〈F 〉−s‖Ch−l (2.8)
uniformly in 0 < 
 < 1.
(ii) Let c± ∈ R and let ± denote the characteristic functions of ] − ∞, c−[ and
]c+,+∞[, respectively. For any l ∈ N∗, r0, s > l − 12 , there exists C > 0 such that
‖〈F 〉s−l∓(F )(R(E ± i
, h))l〈F 〉−s‖Ch−l (2.9)
and
‖〈F 〉r∓(F )(R(E ± i
, h))l±(F )〈F 〉r‖Ch−l , (2.10)
uniformly in 0 < 
 < 1. Here C is some constant only depending on c0, l, s and r.
Remark 2.2. (a) The statement of (2.9) is slightly different from (1.6) of
Theorem 1.1 in [19] which gives the smoothness of boundary values of the resolvent.
Eq. (2.9) follows from an easy argument used, for example, in [20].
(b) When the conjugate operator F depends on an additional parameters, the Mourre
method [13] allows to obtain uniform estimates on the resolvent as long as (2.7) holds
uniformly w.r.t. these parameters. This idea was already exploited by Mourre in the
proof of Theorem 1.2 in [14].
In the following, we shall use Mourre’s idea to deduce from Theorem 2.1 the semi-
classical resolvent estimates in Besov spaces.
Let l2,∞ denote the space of measurable functions g(t) on R such that
‖g‖2,∞ =
{∑
k∈Z
|g|2k
} 1
2
,
where |g|k = ess sup{|g(t)|; k t < k + 1}, k ∈ Z.
Corollary 2.3. Let f1, f2 ∈ l2,∞.
‖f1(F )R(E ± i
, h)f2(F )‖Ch−1‖f1‖2,∞‖f2‖2,∞ (2.11)
uniformly in 0 < 
 < 1.
Proof. We follow the Mourre’s argument used in the proof of (III) of Theorem 1.2 in
[14] in checking the h-dependence. See also [10,22] when h = 1. Let n (±, resp.)
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denote the characteristic function of [n, n+1[, n ∈ Z, ([0,+∞[, ]−∞, 0[, resp.). Then
for u, v ∈ L2,
| (f1(F )R(E ± i
, h)f2(F )u, v) |

∑
n,m∈Z
|f1|n|f2|m‖n(F )v‖ ‖m(F )u‖ ‖n(F )R(E ± i
)m(F )‖
‖u‖ ‖v‖ ‖f1‖2,∞‖f2‖2,∞ sup
n,m∈Z
‖n(F )R(E ± i
, h)m(F )‖.
It remains to prove
sup
n,m
‖n(F )R(E ± i
, h)m(F )‖Ch−1 (2.12)
uniformly in 
 ∈]0, 1]. Note that F − n is still a conjugate operator of P(h) satisfying
(2.7) with the same lower bound. The functional-analytic proof of (2.8) by Mourre’s
method gives that
‖n(F )R(E ± i
, h)n(F )‖Ch−1
uniformly in n and 
. Decompose n(F )R(E + i
, h)m(F ) as
n(F )R(E + i
, h)m(F )
= n(F ){−(F − m)R(E + i
, h) + +(F − m)R(E − i
, h)
+2i
+(F − m)R(E − i
, h)R(E + i
, h)}m(F ).
The ﬁrst two terms can be bounded by Ch−1 according to (2.9) with l = 1. For the
third term, remark that
2
‖n(F )R(E − i
, h)R(E + i
, h)m(F )‖
4‖n(F )R(E + i
, h)n(F )‖
1
2 ‖m(F )R(E + i
, h)m(F )‖
1
2
Ch−1
uniformly in n,m and 
. (2.12) is proved. 
Let Fj , j ∈ N, denote the spectral projector of F onto the set j , where j = { ∈
R; 2j−1 || < 2j } for j1 and 0 = { ∈ R; || < 1}. Introduce the abstract Besov
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spaces, BFs , deﬁned in terms of the conjugate operator F
BFs =
{
u ∈ L2;
∞∑
k=0
2ks‖Fku‖ < ∞
}
, s0.
Its dual space (BFs )∗ w.r.t. the L2-product is a Banach space with the norm
‖u‖(BFs )∗ = sup
j∈N
2−js‖Fju‖.
When F is replaced by |x|, one recovers the usual Besov spaces Bs and B∗s .
Corollary 2.4. Let s 12 . One has
‖R(E ± i
, h)‖L(BFs ,(BFs )∗)Ch−1 (2.13)
uniformly in 0 < 
 < 1.
Proof. Let f ∈ C∞0 (X). By Corollary 2.3, one has
2−js‖FjR(E ± i
)f ‖

∞∑
k=0
2−js‖FjR(E ± i
)Fk‖‖Fkf ‖
Ch−1
∞∑
k=0
2−j (s−
1
2 )2k/2‖Fkf ‖Ch−1‖f ‖BFs
uniformly in h, 
 and j. This proves (2.13). 
The semi-classical resolvent estimate in the usual Besov spaces can be easily deduced
from Corollary 2.4.
Theorem 2.5. Let s 12 . Under the assumptions (2.5) and (2.6), one has
‖R(E ± i
, h)‖L(Bs ,B∗s )Ch−1 (2.14)
uniformly in 0 < 
 < 1.
Proof. Let  ∈ C∞0 (R) with (t) = 1 for t near E. (1 − (P (h))2)R(E ± i
, h) is
uniformly bounded in L(L2, L2), therefore also in L(Bs, B∗s ). Let F be a semi-classical
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pseudo-differential operator with Weyl symbol x ·  + r(x, ), where r is a bounded
symbol (cf. [19]). We can show that for s0,
‖〈F 〉s(P (h))〈x〉−s‖C (2.15)
uniformly in h. An argument of interpolation (cf. [1]) gives then
‖(P (h))‖L(Bs ,BFs )C
uniformly in h. By duality, the same is true for (P (h)) as operator from (BFs )∗ to
B∗s . It follows that
‖(P (h))2R(E ± i
, h)‖L(Bs ,B∗s )Ch−1,
which completes the proof of (2.14). 
The regularity on potentials is only needed to make use of theory of pseudo-
differential operators. If we make the assumption
2E − 2V (x) − x∇V (x)c0 > 0, ∀x, (2.16)
which is stronger than (2.6), the condition (2.5) can be considerably weakened.
See [13].
Remark on Morrey–Campanato estimate. In [15], the authors mentioned that it is
interesting in itself to study Morrey–Campanato estimates for Schödinger operators. We
indicate here how this kind of estimates can be deduced from Besov space estimates.
Denote the Morrey–Companato norm
|||u|||2 = sup
R>0
1
R
∫
|x|<R
|u|2 dx
and N(f ) the dual norm
N(f ) =
∑
j∈Z
(
2j+1
∫
C(j)
|f |2 dx
) 1
2
,
where C(j) = {x ∈ Rd; 2j  |x|2j+1}. When h > 0 is ﬁxed, assume that Va(y),
y · ∇yVa(y) are relatively compact perturbation of −y and (y · ∇y)2Va(y) is relatively
form-bounded w.r.t. −y . Then for E outside the thresholds and eigenvalues of P =
−+∑a∈A Va(xa), one has for d3
|||(P − (E ± i
))−1u|||CN(u) (2.17)
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uniformly in 
. Indeed, for such E, the Mourre estimate holds and it follows that
(P − (E ± i
))−1 is bounded in L(B 1
2
, B∗1
2
). Eq. (2.17) then follows by noticing that
‖(− + 1)−1/2f ‖B 1
2
CN(f ) if d3 (see more details below). In the semi-classical
case, the same argument gives rise to an additional loss on the power of h−1 due to
the singularity of |x|− 12 at the origin. The following parameter-dependent result may
be useful to the study of high-frequency limit of Helmholtz equation.
Proposition 2.6. Let P = − + V(x) be a Schrödinger operator with potential de-
pending on a small parameter  ∈]0, 1]. Assume that V(x) and (x ·∇x)jV(x), j = 1, 2,
are uniformly bounded in  and x ∈ Rd with d3. Let E > 0. Assume further that
there exist c0 > 0, 	 > 0 such that
(P)i[P, F0](P)c0(P)2 (2.18)
for some  ∈ C∞0 (]E − 	, E + 	[;R+) with (s) = 1 for s ∈ [E − 	/2, E + 	/2], andfor all  ∈]0, 1]. Here F0 = (x · Dx + Dx · x)/2. Then one has
|||(P − (E ± i
))−1u|||CN(u) (2.19)
for all u ∈ L2loc with N(u) < ∞, uniformly in , 
.
Remark 2.7. (a) Eq. (2.19) is proved in [15] for V = E − n2(x) under the condition
2
∑
j∈Z
sup
2j<|x|2j+1
(x · ∇xn2(x))−
n2(x)
< 1. (2.20)
(b) For V(x) = V (x), if V satisﬁes (2.16), (2.18) is true. Note that the condition
(2.16) is satisﬁed if n2 = E − V veriﬁes
1
2
∑
j∈Z
sup
2j<|x|2j+1
(x · ∇xn2(x))−
n2(x)
< 1.
and n2(x)n20 > 0. Thus, Proposition 2.6 may be regarded as an alternative approach
to prove the Morrey–Campanato estimate of Perthame and Vega [15].
Proof. By the Mourre method in Besov spaces, under the condition (2.18), one can
show that
||(P − (E ± i
))−1v||B∗1
2
C‖v‖B 1
2
, ∀v ∈ B 1
2
(2.21)
uniformly in , 
.
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Recall the Hardy inequality for d3
‖|x|−1f ‖2
L2(Rd )
 4
(d − 2)2 ‖∇f ‖
2
L2(Rd )
, f ∈ C∞0 (Rd).
It follows that |x|−1(1−)−1/2 and (1−)−1/2|x|−1 are bounded as operators on L2.
By a complex interpolation, we obtain that for any 0s1,
|x|−s(1 − )−s/2 and (1 − )−s/2|x|−s ∈ L(L2). (2.22)
Let 1 be a cut-off on Rd with 1(x) = 1 for |x|1, and 0 for |x|2. Set 2 = 1−1.
On supp 2, B 12 (resp., B
∗
1
2
) norm is equivalent with N(·) (resp., |||·|||). Since (−+1)− 12
is bounded from B 1
2
to B 1
2
and from B∗1
2
to B∗1
2
, splitting u as u = 1u + 2u and
applying (2.22) to 1u with appropriate 12s1, one has
‖(−+ 1)− 12 u‖B 1
2
 CN(u), (2.23)
|||(−+ 1)− 12 u|||  C‖u‖B∗1
2
. (2.24)
Let  be the same cut-off function as that in Proposition 2.6. Then for all u ∈ C∞0 (Rd),
one has
|||(1 − (P)2)(P − (E ± i
))−1u|||C‖(−+ 1)− 12 u‖
uniformly in , 
. By (2.23),
|||(1 − (P)2)(P − (E ± i
))−1u|||C′N(u).
On the other hand, by (2.21), (2.23), (2.24) and the argument used above, one has
|||(P)2(P − (E ± i
))−1u|||  C‖(P − (E ± i
))−1(P)u‖B∗1
2
 C1‖(P)u‖B 1
2
C2N(u)
for all u ∈ C∞0 , uniformly in , 
. Combining the above two estimates, we obtain
the desired estimate for u ∈ C∞0 . An argument of density completes the proof of
Proposition 2.6. 
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3. A priori estimates for the Helmholtz equation
In [5], the authors divided the Helmholtz equation with a source, which concentrates
near a p-dimensional submanifold , into three regimes: resonant regime, propagative
regime and characteristic regime, according to the relations between |∇(y)| and n(y)
for y ∈ . In the following, we study the Helmholtz equation (1.1) for  = Rp ⊂ Rd
in the propagative regime where
q = 3 + d + p
2
and |∇(x1)|2 < n2(x1, 0), ∀x1 ∈ Rp. (3.1)
The resonant regime is easier, while the characteristic regime is the most difﬁcult case,
it is not yet rigourously studied even for constant refraction index.
Now let us give an a priori estimate for the solutions to (1.1). With the notation of
Section 2, one has
u = −2R(E + i
)S, 
 = 
() ≡ .
Due to the particular form of S, the result of Section 2 cannot be directly applied here.
However, we shall show how the idea of the proof allows to give a uniform estimate
on u. For x ∈ Rd , set x = (x1, x2) ∈ Rp × Rd−p. Eq. (2.1) can be rewritten as
((D1 + ∇1(x1))2 − 2 + V (x1, x2) − (E + i
))w =  12 T(x), 
 = 
(), (3.2)
where ∇j = ∇xj , Dj = −i∇j , j is Laplacian in xj , j = 1, 2,
w = (d−p)/2e−i(x1)/u(x1, x2)
and
T(x) =
∫
Rp
ei(x1,y1,)A(x1 − y1)S(y1, x2) dy1 (3.3)
with
(x1, y1, ) =
∫ 1
0
y1 · ∇1(x1 − y1) d.
With the above formulation, to use the Mourre approach to get a uniform estimate
on the solutions of (1.1), we need the following assumptions:
(A.1) V (x) and (x · ∇)jV (x), j = 1, 2, are bounded on Rd .
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(A.2)
E − |∇1(x1)|2 − V (x) − x · ∇V (x)	0 > 0, ∀x ∈ Rd (3.4)
for some 	0 > 0. When n(x) is a constant, this condition is the same as the assumption
(H3) of Castella et al. [5], which is characteristic of the uniform propagative regime.
We need also the following assumption on the smallness of the second derivatives of 
(A.3)
|(2)(x1) · x1|0 (3.5)
for some 0 > 0 with 20‖∇1‖∞ + 20 < 	0. Here 2 denotes the Hessian of .
Eq. (3.5) is satisﬁed when the phase  is linear (x1) = v · x1, v ∈ Rp, or when
(x1) = a|x1|(1 − (|x1|)) + (|x1|), where a ∈ R is arbitrary,  > 0 is small
enough and  ∈ C∞0 with (|x1|) = 1 for |x1| small. In the second case, one can use
(2|x1|) · x1 = 0, x1 = 0, to verify the condition (3.5) for  > 0 small. Remark that
the propagative regime assumption implies that |∇1(x1)| is bounded.
Theorem 3.1. Under the above assumptions, one has for s > 12
‖u‖B∗1
2
C‖A‖H 1,s (Rp)‖〈x1〉〈x〉sS‖L1(Rpx1 ;H 1(Rd−px2 )) (3.6)
uniformly in  ∈]0, 1]. Here H 1,s(Rd) is the weighted Sobolev space of order 1:
H 1,s(Rd; dx) = H 1(Rd; 〈x〉2s dx).
Proof. Let Q() = (D1 + ∇1(x1))2 −2 + V (x1, x2) and F0 = (x ·Dx +Dx · x)/2.
Let q(x, ) = (1 + ∇1(x1))2 + 22 + V (x). The Poisson bracket between q and x · 
can be estimated as
{q(x, ), x · } = 22 + 21 · ∇1− x · ∇V − 2x1 · 2(x1) · (∇1+ 1)
= q(x, ) + 2 − |∇1|2 − V − x · ∇V − 2x1 · 2(x1) · (∇1+ 1)
 q(x, ) − E + 	0 − 20 sup |∇1(x1)| − 20
 q(x, ) − E + 	′0, 	′0 > 0. (3.7)
In the third inequality of the above formula, we used
2 − 2x1 · 2(x1) · 12 − 21 − sup |x1 · 2(x1)|2 − 20.
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Using the estimate (3.7), we obtain for  > 0 small enough
i[Q(), F0]Q() − E + 	′′0,
where 	′′0 > 0. It follows that for  ∈ C∞0 (]E − 	′′0/2, E + 	′′0/2[) with (t) = 1 in a
neighborhood of E
i(Q())[Q(), F0](Q())c0(Q())2, c0 > 0 (3.8)
uniformly in . Repeating the argument for the proof of Corollary 2.4, we obtain
‖(Q() − E ∓ i
)−1‖L(BF0s ,(BF0s )∗)C, s
1
2 (3.9)
uniformly in  and 
, where BF01
2
is the abstract Besov space deﬁned in Section 2 with
F there replaced by F0. Since 〈F0〉2(−21 − 2 + 1)−1〈(−1x1, x2)〉−2 is uniformly
bounded on L2, we can show as before that (Q()) is uniformly bounded as operator
from B 1
2
() to BF01
2
, and by the duality, from (BF01
2
)∗ to B 1
2
()∗, where Bs() is the
Besov space constructed with the Euclidean norm |x| replaced by the scaled one |x| =
(−2|x1|2 + |x2|2) 12 in the decomposition of Rd . It follows that
‖w‖B 1
2
()∗C
1
2 ‖T‖
B
F0
1
2
. (3.10)
For 0 <  < 1, one has
‖w‖B 1
2
()∗ = sup
R>1
1
R
1
2
(∫
|x|<R
|u(x1, x2)|2d−p dx
) 1
2
=  12 sup
R>1
1
(R)
1
2
(∫
|x|<R
|u(x)|2 dx
) 1
2
  12 sup
R′>1
1
R′ 12
(∫
|x|<R′
|u(x)|2 dx
) 1
2 =  12 ‖u‖B∗1
2
.
It follows that
‖u‖B∗1
2
C‖T‖
B
F0
1
2
. (3.11)
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On the other hand, using Minkowski’s inequality, we ﬁnd
‖T‖ 
{∫
Rd
(∫
Rp
|A(x1 − y1)S(y1, x2)| dy1
)2
dx1 dx2
} 1
2

∫
Rp
{∫
Rd
|A(x1 − y1)S(y1, x2)|2 dx1 dx2
} 1
2
dy1
= ‖A‖L2(Rp)‖S‖L1(Rpx1 ;L2(Rd−px2 )).
Since |1x1(x1, y1, )| = O(|y1|) for |1|1, we obtain by the same argument that for||1,
‖〈x〉sxT‖  C()‖A‖H 1,s (Rp)‖〈x1〉〈x〉sS‖L1(Rpx1 ;H 1(Rd−px2 ))
for any 0s1. Since ‖T‖
B
F0
1
2
‖〈F0〉sT‖Cs‖T‖H 1,s for any 12 < s1, ‖u‖B∗1
2
is uniformly controlled by the right-hand side of (3.6) for any s > 12 . 
Remark 3.2. (a) For constant refraction index n(x) = n0, it is proved in [5] that
‖u‖B∗p+1
2
C
uniformly in .
(b) The conditions (A.2) and (A.3) ensure the validity of (3.7), which implies that
the classical Hamiltonian q(x, ) is non-trapping at E. By the results of Wang [18,19],
a non-trapping condition for q is necessary to obtain a uniform resolvent estimate for
Q() in L(B 1
2
, B∗1
2
). Since the right-hand side T has a particular structure, one may
hope to improve these conditions. Under the conditions (A.1) and (A.5) below with
z1 = 0, we can show that u is uniformly bounded in (BF01
2
)∗. However, this uniform
estimate seems too weak to construct a limiting semi-classical measure, due to the
“loss of half derivative” in (BF01
2
)∗.
Theorem 3.1 allows us to show that {u} admits a subsequence {uk } such that the
Wigner transform of uk is uniformly bounded in the dual space of some Banach space,
X, for any  > 1 which will be deﬁned in Section 4. Therefore, the corresponding
limiting semi-classical measure exists. Following the idea of Castella et al. [5], to
compute the limiting source term in the Liouville equation, we need an a priori estimate
for
wz1(y) = 
(d−p−1)
2 u(z1 + y1, y2)e−
i(z1)
 , (3.12)
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where z1 ∈ Rp is a parameter. Set
Vz1(y) = V (z1 + y1, y2), Az1(y1) = A(z1 + y1), z1(y1) = (z1 + y1)
for y = (y1, y2) ∈ Rp × Rd−p. Then from (1.1), wz1(y) satisﬁes
(−y + Vz1(y) − E − i
)wz1(y) = W z1(y), (3.13)
where W z1 is deﬁned in (1.10). To show that wz1(y) is uniformly bounded in an ap-
propriate space, we need the uniform propagative regime assumption (see also [5]): for
some 	0 > 0
(A.4)
E − |∇(y1)|2 − V (y)	0 (3.14)
and a reinforced non-trapping condition: for any z1 ∈ Rd there exists 	1 = 	1(z1) > 0
such that
(A.5)
E − Vz1(y) − 12 (y · ∇y)Vz1(y)	1 (3.15)
for all y. In the following, the estimates may depend on z1, but they are locally uniform
for z1 ∈ Rp. For a symbol b on R2d , we denote b(y,D) the pseudo-differential operator
deﬁned by
b(y,D)u(y) = 1
(2)d
∫
Rd×Rd
ei(y−x)·b(y, )u(x) dx d, u ∈ S(Rd).
The following parameter-dependent microlocal resolvent estimates play an important
role in this work. See also [18,20].
Theorem 3.3. Let P = − + Vz1(y) and R() = (P − )−1.
(a) Under the conditions (A.1) and (A.5), one has
‖R(E ± i
)‖L(B 1
2
,B∗1
2
)C (3.16)
uniformly in  and 
.
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(b) Let b±(y, ) be bounded symbols on R2d with
supp b± ⊂ {y; |y|R} ∪ {(y, ),±y ·  > −(1 − )|y|||}
for some R > 0 and 2 >  > 0. Under the conditions (1.3), (1.4) for 0 > 0 and
(A.5), one has for any s > 12 ,
‖〈y〉−sR(E ± i
)b±(y,D)〈y〉s−1‖C (3.17)
uniformly in  and 
.
(c) Under the assumptions of (b), suppose further that b±(y, ) are bounded symbols
satisfying
supp b± ⊂ {y; |y|R} ∪ {(y, ),±y ·  > ±±|y|||}
for −1 < − < + < 1. Then, for any s, s′0,
‖〈y〉sb∓(y,D)R(E ± i
)b±(y,D)〈y〉s′ ‖C (3.18)
uniformly in  and 
.
Proof. (a) Under the condition (3.15), one can show that F0 = (y · Dy + Dy · y)/2 is
a conjugate operator of P at the energy E: there exist c0 > 0 and  > 0 such that for
any  ∈ C∞0 (]E − , E + [; R+), one has
i(P)[P, F0](P)c0(P)2,
uniformly in . Then, the Mourre method depending on a parameter given in
Section 2 implies that
‖(P − E ∓ i
)−1‖L(BF0s ,(BF0s )∗)C, s
1
2 . (3.19)
Eq. (3.16) follows from the argument used in Theorem 2.5.
(b) and (c) Eqs. (3.17) and (3.18) can be proved by the method of outgoing and
incoming parametrices of Wang [18]. Note that P is unitarily equivalent with −2x +
Vz1(x). The parametrices needed for the representation of the resolvent R(E± i
) can
be obtained from those of Wang [18] by a unitary transformation. Note also that we
use here the uniform estimate (3.16) to replace the semi-classical resolvent estimate of
Robert and Tamura [16] in the form
‖〈x〉−s(−h2+ V (x) − E − i
)−1〈x〉−s‖Ch−1, s > 12
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used in [18], so that we can obtain a uniform upper-bound in (3.17) and (3.18). The
details are omitted here. 
Theorem 3.4. Under the assumptions (1.3), (1.4), (A.4) and (A.5), one has for s >
p/2 + 1,
‖wz1‖L2,−s C (3.20)
uniformly in , 
 > 0.
Proof. By change of variables, the right-hand side of (3.13) can be estimated by
|W z1(y1, y2)|‖A‖L∞
∫
Rp
|S(X1, y2)| dX1. (3.21)
Take 	 > 0 small enough, 1 ∈ C∞0 (R) with 011, supp 1 ⊂]E − 	, E + 	[ and
1(t) = 1 for t near E. Set 2 = 1 − 1 and
wj = R(E + i
)j (P)(W z1), j = 1, 2.
Since 2 = 0 near E, one can check that R(E + i
)2(P) is uniformly (in 
 and
) continuous in any weighted L2-space on Rd . By a method of interpolation (see [9,
Theorem 14.1.1]), it is uniformly continuous in any Besov space. Therefore, w2 can
be estimated as
‖w2‖B∗p
2
(Rd )  C‖W z1‖B∗p
2
(Rd )
 C sup
R>1
1
R
p
2
(∫
|y2|R
∫
|y1|R
|W z1(y1, y2)|2 dy1 dy2
) 1
2
 C‖A‖L∞‖S‖L2(Rd−px2 ;L1(Rpx1 )). (3.22)
To study w1, we introduce a partition of unity 1(1) + 2(1) = 1, where j ∈
C∞, 0j (1)1, supp2 ⊂ {|1| < 2	} and 2 = 1 on {|1| < 	}. Then
w1 = R(E + i
)1(P)
(
1(z1, )W

z1 +2(z1, )W z1
)
w1,1 + w1,2, (3.23)
where j (z1, ) is a pseudo-differential operator so that for any g ∈ S(Rp),
j (z1, )g(x1) = 1
(2)p
∫ ∫
Rp×Rp
ei(x1−y1)1j (1 − ∇z1(y1))g(y1) dy1 d1.
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In the subsequence, we will derive the uniform estimate for w1. For clearness, we
divide the proof into the following two steps.
Step 1: The estimate of w1,1.
In this step, we show that the method of non-stationary phase can be applied to
estimate w1,1. Firstly for any positive number 0 <  < 1, we denote
v = 1(z1, )W z1(x1, y2)
=
∫ ∫
Rp×Rp
ei(x1−y1)11(1 − ∇z1(y1))
∫
Rp
ei
z1 ((y1−X1))−z1 (0)

×(1(X1) + 2(X1))Az1((y1 − X1))S(X1, y2) dX1 dy1 d1
 v1 + v2. (3.24)
Then for 1jp, we have
−ixj v1(x1, y2)
=
∫ ∫
Rp×Rp
ei(x1−y1)1
(−iyj1(1 − ∇z1(y1)) + j1(1 − ∇z1(y1)))
×
∫
Rp
ei
z1 ((y1−X1))−z1 (0)
 1(
X1)Az1((y1 − X1))S(X1, y2) dX1 dy1 d1
k1 + k2. (3.25)
Note that on the support of 1(·), |X1|C1−, then for  sufﬁciently small, we
have
|∇z1((y1 − X1)) − ∇z1(y1)|C() → 0 as  → 0,
on the support of 1(X1), while on the support of 1(· − ∇z1(y1)),
|1 − ∇z1(y1)|	,
therefore on the support of 1(1 − ∇z1(y1))1(X1), we obtain
|1 − ∇z1((y1 − X1))|
	
2
. (3.26)
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We now denote
1(y1, 1) = −y11 +
z1((y1 − X1)) − z1(0)

,
B1(Dy1) =
(∇z1((y1 − X1)) − 1) · Dy1
|∇z1((y1 − X1)) − 1|2
with D = 1
i
. Observing that
B1(Dy1)e
i1(y1,1) = ei1(y1,1),
then by (3.26) and integration by parts, we obtain
k1 =
∫ ∫
Rp×Rp
eix111(
X1)S(X1, y2)
∫
Rp
ei1(y1,1)(tB1(Dy1))
N
(
yi1(1
−∇z1(y1))Az1((y1 − X1))
)
dy1 d1 dX1
=
∫ ∫
Rp×Rp
ei(x1−y1)1
∫
Rp
ei
z1 ((y1−X1))−z1 (0)

×1(X1)S(X1, y2)gN dX1 dy1 d1, (3.27)
where
gN = (tB1(Dy1))N
(
yi1(1 − ∇z1(y1))Az1((y1 − X1))
)
and tB1(Dy1) is the transposed operator of B1(Dy1). Note that gN = O(N−1).
On the other hand, denote
2(x1, y1, 1)= (x1 − y1)1 +
z1((y1 − X1)) − z1(0)

,
B2(D1 ,Dy1)=
(x1 − y1) · D1 + (∇z1((y1 − X1)) − 1) · Dy1
|x1 − y1|2 + |∇z1((y1 − X1)) − 1|2
.
Observing that
B2(D1 ,Dy1)e
i2(x1,y1,1) = ei2(x1,y1,1),
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again by (3.26) and integration by parts, we arrive at
k1 =
∫
Rp
1(
X1)S(X1, y2)
∫ ∫
Rp×Rp
ei2(x1,y1,1)
×(tB2(D1 ,Dy1))MgN dy1 d1 dX1. (3.28)
By a trivial calculation, we ﬁnd
|(tB2(D1 ,Dy1))MgN |

N−1|y1|C1(1 − ∇z1(y1))C2(z1 − y1)C3(z1 + (y1 − X1))(
1 + |x1 − y1|2 + |1 − ∇z1((y1 − X1))|2
)M
2
,
where Ci(·) are non-negative functions, and C1(·), C3(·) have compact support. There-
fore by summing up the above, we have
|k1|CN−1
∫ ∫
Rp×Rp
|S(X1, y2)||y1|C3(z1 + (y1 − X1))(
1 + |x1 − y1|2
)M
2
dX1 dy1. (3.29)
Exactly as the proof of (3.29), we can derive a similar estimate for k2. By summing
up (3.25), (3.29) and Minkowski inequality, we get
‖(|x1| + |y2|)v1‖
CN−1 ×
∥∥∥∥∥∥
(∫∫
Rp×Rd−p
〈y2〉2|S(X1, y2)|2|y1|2C23 (z1 + (y1 −X1))(
1+|x1 −y1|2
)M dx1dy2
) 1
2
∥∥∥∥∥∥
L1X1,y1
CN−1−p
∥∥∥∥∥
(∫
Rd−p
〈y2〉2|S(X1, y2)|2|Z1 − z1 + X1|2C23 (Z1) dy2
) 1
2
∥∥∥∥∥
L1X1,Z1
Cz1N−1−p. (3.30)
On the other hand, we can rewrite v2 in the following form:
N
∫ ∫
Rp×Rp
ei(x1−y1)11(1 − ∇z1(y1))
∫
Rp
ei
z1 ((y1−X1))−z1 (y1)

×˜2(X1)Az1((y1 − X1))XN1 S(X1, y2) dX1 dy1 d1, (3.31)
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where ˜2(X1) = X−N1 2(X1). Then exactly as the proof of (3.30), we can prove that
‖(|x1| + |y2|)v2‖Cz1N−1−p. (3.32)
Summing up (3.16), (3.24), (3.30) and (3.32) together, we ﬁnd
‖w1,1‖B∗1
2
(Rd )Cz1
N−1−p (3.33)
for any positive number  < 1.
Step 2: The estimate of w1,2.
Introduce another cut-off 1(y) ∈ C∞(Rd) such that 011 and
1(y) =
{
1, 〈y1〉M〈y2〉,
0, 〈y1〉2M〈y2〉.
Set 2(y) = 1 − 1(y). Put
w
j
1,2 = R(E + i
)1(P)2(z1, )
(
jW

z1
)
, (3.34)
where M > 1 is to be taken large enough later. Then, by the uniform resolvent estimate
in Besov space, and imbedding theorem from the weighted L2 space to Besov space,
for any s > 12 , we obtain
‖w11,2‖B∗1
2
(Rd )  C‖1W z1‖B 1
2
(Rd )
 C
(∫
Rd
〈y〉2s1(y)2(W z1(y1, y2))2 dy1 dy2
) 1
2
 C‖A‖L∞
(∫
Rd−p
〈y2〉2s+p
(∫
Rp
|S(X1, y2)| dX1
)2
dy2
) 1
2
.
(3.35)
Finally, for the piece w21,2, by functional calculus of pseudo-differential operators, we
note that 1(P)2(z1, )2 is a pseudo-differential operator whose symbol is supported
in supp
(
1(
2 + Vz1(y))2(1 − ∇z1(y1))2(y)
)
. In this set, one has
|1 − ∇z1(y1)|2	, |2 + Vz1(y) − E|2	,
〈y1〉
M〈y2〉 > 1.
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By the assumption (A.4),
E − |∇z1(y1)|2 − Vz1(y)	0 > 0
for any , z1 and y. It follows that for 0 < 	 << 	0, M >> 1,
22 
	0
2
,
√
	0
2
 ||C, (3.36)
|y · |  |y1|(|1| + |2|/M)(1 − 0)|y|||, 0 > 0 (3.37)
for (y, ) in the support of 1(2 + Vz1(y))2(1 − ∇z1(y1))2(y). We can thus
construct a pseudo-differential operator b0(y,D) with symbol b0(y, ) supported in
the region
{|y|R} ∪ {(y, ); |y · |(1 − 0/2)|y|||, ||c0 > 0} (3.38)
and equal to 1 in a neighborhood of the support of
1(
2 + Vz1(y))2(1 − ∇z1(y1))2(y),
such that the symbol of (1 − b0(y,D))1(P)2(z1, )2 is of the order
O(〈y〉−N) + O(N 〈(z1 + y1, y2)〉−N)
for N > 1 large enough. Since 〈y1〉−W z1(y) is uniformly bounded in L2 for  > p/2,
applying (b) of Theorem 3.3, we obtain that for s > p2 + 1 and s′ > 12 ,
‖w21,2‖L2,−s (Rd )
= ‖R(E + i
) (b0(y,D) + (1 − b0(y,D))) 1(P)2(z1, )(2W z1)‖L2,−s (Rd )
C{‖〈y1〉1−sW z1‖ + ‖〈y1〉−N+s
′
W z1‖ + N‖〈y1〉s
′ 〈(z1 + y1)〉−NW z1‖}, (3.39)
which together with (3.21) implies that
‖w21,2‖L2,−s (Rd )C′(1 + N−p/2−s
′ 〈z1〉N)‖A‖L∞‖S‖L2(Rd−px2 ;L1(Rdx1 )). (3.40)
By summing up (3.22), (3.33), (3.35) and (3.40), we complete the proof of the
Theorem. 
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4. The weak limit of wz1
Let u(x) be the unique solution to (1.1). For simplicity, we denote u(x + y2 ),
u(x − y2 ), u(x + y2 )u(x − y2 ) by U(x, y), U˜(x, y) and V(x, y), respectively. In
1932, Wigner [21] introduced the following transformation in quantum mechanics:
f(x, ) = 1
(2)d
∫
Rd
e−iyV(x, y) dy. (4.1)
Now let us derive the equation satisﬁed by f. Firstly, by (1.1), we have
i


U + xU + n
2(x + y2 )
2
U = S
(
x + y
2
)
.
Multiplying the above equation by U˜, we obtain
i


V + U˜xU + n
2(x + y2 )
2
V = S
(
x + y
2
)
U˜. (4.2)
A similar procedure yields the following equation:
−i 

V + Ux U˜ + n
2(x − y2 )
2
V = S(x − y2 )U. (4.3)
Then by subtracting (4.3) from (4.2), we ﬁnd
V + 2i
(
U˜xU − Ux U˜)
)
+ 1
2i
(
n2
(
x + y
2
)
− n2
(
x − y
2
))
V = 2i
(
S
(
x + y
2
)
U˜ − S
(
x − y
2
)
U
)
.
We take Fourier transform of the above equation with respect to y to get
f +  · ∇xf +[n2]f = Q, (4.4)
where [n2]f is a pseudo-differential operator deﬁned by
[n2]f = 12i(2)d
∫
R2d,y
e−iy(−)
(
n2
(
x + y
2
)
− n2
(
x − y
2
))
×f(x, ) d dy (4.5)
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and
Q = 2i Fy→
(
S
(
x + y
2
)
U˜ − S
(
x − y
2
)
U
)
. (4.6)
Note by (4.1) that although u(x) is a complex-valued function, f(x, ) is a real-
valued one, but it may change signs. However, when {u} is uniformly bounded
in L2loc(R
d), there exists a subsequence of {f} which converges to a non-negative
Radon measure, which is the so-called semi-classical measure, or Wigner measure. See
[3,8,11]. We should point out that H-measure or micro-local defect measure has a very
close relation with the semi-classical measure, one can, see [7,17] for more details.
If we replace the u in (4.1) by the solutions to the evolutive Schrödinger equation,
the limit equation to the correspondence of (4.4), the Wigner equation, was rigorously
justiﬁed in [11] when the Schrödinger equation is linear. The nonlinear case was open
since then. In [24], the authors proved that for 1-D Schrödinger–Poisson equation, the
limit equation to the corresponding Wigner equation is actually 1-D Vlasov–Poisson
equation, and the second author of the present work [23] proved a local result for the
multi-dimensional case.
To present precisely the limit of Wigner transform of u in our case, we ﬁrst recall
the test function space X (see [2,5,11]): the completion of the Schwartz space S(R2d)
under the norm:
‖‖X :=
∫
Rd
sup
x
{
〈x, y〉|(F→y)(x, y)|
}
dy,
where we denote 〈x, y〉 = (1 + |x|2 + |y|2) 12 and (F→y)(x, y) the partial Fourier
transform of (x, ) with respect to . The space X is a Banach space with dual X∗ .
Then an immediate consequence of Theorem 3.1 is
Theorem 4.1. Under the assumptions (A.1)–(A.3) in §3, for any  > 1, the family of
Wigner transforms f of u is bounded in X∗ , and {f} admits a subsequence converging∗-weakly to some non-negative, locally bounded Radon measure f such that
sup
R>1
1
R
∫
|x|R
∫
∈Rd
f (x, ) dx dC‖A‖2H 1,s (Rp)‖〈x1〉〈x〉sS‖2L1(Rpx1 ,H 1(Rd−p))
for any s > 12 .
Proof. The proof of this Theorem is the same as that of Theorem 3.1.1 in [2], but
with a correction to a small error there. For any 	 > 0, we have
‖〈x〉− 12−	u‖L2(Rd )C	‖u‖B∗1
2
. (4.7)
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For  ∈ S(R2d), applying (4.7) and Hölder inequality, we get
∣∣∣∣∫
R2d
f(x, )(x, ) dx d
∣∣∣∣ C2	‖u‖2B∗1
2
∫
Rd
sup
x∈Rd
〈|x| + |y|〉1+2	|F→y(x, y)| dy.
This bound and Theorem 3.1 imply that the family f is bounded in the space X∗1+2	
for any 	 > 0. From this and a similar argument in [8,11], we can extract a subsequence
from {f} which converges ∗-weakly to a non-negative Radon measure f satisfying∣∣∣∣∫
R2d
f (x, )(x, ) dx d
∣∣∣∣  C2	‖A‖2H 1,s (Rp)‖〈x1〉〈x〉sS‖2L1(Rpx1 ,H 1(Rd−p))
×
∫
Rd
sup
x∈Rd
〈|x| + |y|〉1+2	|F→y(x, y)| dy. (4.8)
Now setting (x, ) = 1
R1+2	 (|x|R)e−||
2 in (4.8) and then taking the limit  → 0,
we obtain
1
R1+2	
∫
|x|R
∫
Rd
f (x, ) dx d
C′	‖A‖2H 1,s (Rp)‖〈x1〉〈x〉sS‖2L1(Rpx1 ,H 1(Rd−p)), R > 1,
from which we conclude the proof of this Theorem. 
Note that the decay of n(x)2 − E at the inﬁnity is not needed in Theorem 4.1.
In particular, it holds for generalized N-body-type refraction index. As is well-known
from [11], the formal limit of [n2]f equals 12∇n2 · ∇f . To determine the limit of
source Q(x, ) in (4.4) as  → 0, similar to [2,5], it is useful to introduce the re-
scaled function wz1(y) (see (3.12)). As commented by the authors in [5], this function
measures the concentration of u on Rp close to the point (z1, 0), and it also carries
the relevant oscillations of u at this point.
Note that
−iwz1(y) − wz1(y) − n2z1(y)wz1(y) = W z1(y), (4.9)
where nz1(y) = n(z1 + y1, y2). One expects formally that wz1(y) converges toward the
solution wz1(y) to
−0iwz1(y) − wz1(y) − n2z1(0)wz1(y) = Wz1(y), (4.10)
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where
Wz1(y) = lim→0 W

z1(y) = Az1(0)
∫
Rp
e
i∇z1 (0)(y1−X1)S(X1, y2) dX1
and −0iwz1(y) means that wz1(y) should satisfy the radiation condition at inﬁnity
(see [2,5]). As pointed by the authors in [5], the deep difﬁculty in passing the limit
from (4.9) to (4.10) is one of the reasons why they restrict themselves to the constant
refraction index there.
To give a rigorous proof to the limit from (4.9) to (4.10), we introduce the following
intermediate equation:
−iwz1 − wz1(y) − n2z1(y)wz1(y) = Wz1(y). (4.11)
Now let us ﬁrst compare the difference between wz1 with w

z1 .
Lemma 4.2. Let wz1 , w

z1 be solutions to (4.9) and (4.11), respectively. Denote q1(y) =
wz1 −wz1 . Then under the assumptions (1.3), (1.4), (A.4) and (A.5), for any s > p2 +2,
there holds
‖q1‖L2,−s (Rd )C, (4.12)
where the constant C only depends on z1, A and , but is independent of .
Proof. From (4.9) and (4.11), we obtain
−iq1 − q1 − n2z1(y)q1 = V 1 + V 2 , (4.13)
where
V 1 (y)=
∫
Rp
ei
z1 ((y1−X1))−z1 (0)
 (Az1((y1 − X1)) − Az1(0))S(X1, y2) dX1,
V 2 (y)=Az1(0)
∫
Rp
(
ei
z1 ((y1−X1))−z1 (0)
 − ei∇z1 (0)·(y1−X1)
)
S(X1, y2) dX1.
It is trivial to note that
|V 1 (y)|‖∇A‖L∞S1(y), (4.14)
|V 2 (y)|‖A‖L∞‖∇2‖L∞S2(y), (4.15)
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where
Sj (y) =
∫
Rp
(|y1| + |X1|)j |S(X1, y2)| dX1
therefore for any s > p2 + 2, there holds
‖V i ‖L2,−s (Rd )  C‖A‖C1〈‖∇2‖L∞〉‖〈y〉−sS2(y)‖L2
 C‖A‖C1〈‖∇2‖L∞〉‖〈y1〉2S(y)‖L2(Rd−py2 ;L1(Rpy1 )). (4.16)
With the above information, we can follow step by step the proof of Theorem 3.4.
Using the same notation as that in the proof of Theorem 3.4, we now outline the proof
of (4.12). Firstly by the proof of (3.22), we obtain
‖2(P)q1‖L2,−s (Rd )C‖A‖C1〈‖∇2‖L∞〉‖〈y1〉2S(y)‖L2(Rd−py2 ;L1(Rpy1 )). (4.17)
Corresponding to the decomposition in (3.23), we decompose 1(P)q1 by the fol-
lowing:
R(E + i
)1(P) (1(z1, ) +2(z1, )) q1q1,1 + q1,2.
Exactly similar to the proof of (3.33), we can prove that
‖q1,1‖B∗1
2
(Rd )Cz1
N−1−p (4.18)
for any positive number  < 1.
Similarly to the decomposition in (3.34), we decompose q1,2 as
q
j
1,2 = R(E + i
)1(P)2(z1, )
(
j (V

1 + V 2 )
)
. (4.19)
Then by an argument used in the proof of (3.35) and (4.14), (4.15), we arrive at
‖q11,2‖B∗1
2
(Rd )C‖A‖C1〈‖∇2‖L∞〉‖〈y2〉
s+p
2 〈y1〉2S(y)‖L2(Rd−py2 ;L1(Rpy1 )) (4.20)
for any s > 5. Observe that the proof of (3.40) also yields
‖q21,2‖L2,−s (Rd )C
(
1 + N− p2 −s′ 〈z1〉N
)
, (4.21)
which completes the proof the lemma. 
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Next let us turn to comparing the solution of (4.11) with that of (4.10), which is the
key step in the limit from (4.9) to (4.10).
Lemma 4.3. Let wz1 , wz1 be solutions to (4.10) and (4.11), respectively, and q2(y) =
wz1 − wz1 . Assume that there hold (1.3), (1.4), (A.5) and
(A.6)
E − |∇z1(0)|2 − Vz1(y)	0. (4.22)
Then for any s > p2 + 2, there exists a subsequence of {q2}, which we still denote by{q2}, such that
q2 ⇀ 0 in L
2,−s(Rd) (4.23)
as  → 0.
Remark 4.4. Note that the 	0 in (4.22) can be a positive constant which depends on
z1 locally uniformly in Rp. In order to use the same notation as that in the proof of
Theorem 3.4, we still denote it by 	0 here.
Proof. Let
R(i
) = (−− n2z1(y) − i
)−1, R0(i
) = (−− n2z1(0) − i
)−1 (4.24)
with 
 = . Set n˜z1, = n2z1(y) − n2z1(0). Then we can rewrite q2 as
q2 =
(
R(i
)n˜z1,R0(i
)
)
Wz1 . (4.25)
Let 	 > 0, () ∈ C∞(Rd) such that () = 1 on { : | || − |nz1(0)| | > 	}, and with
supp (·) ⊂ { : | || − |nz1(0)| | > 	2 }. Then we can decompose q2 as
q2 =
{
R(i
)n˜z1,R0(i
)((D) + (1 − (D)))
}
Wz1
 q2,1 + q2,2. (4.26)
In the subsequence, for a clearer presentation, we divide the proof into three main
steps.
Step 1: We want to prove that
‖q2,1‖L2,−s (Rd ) → 0 for s >
p
2
+ 1. (4.27)
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Step 1.1: For simplicity, we denote H1 = n˜z1,R0(i
)(D)Wz1 . Then with the same
notation as that in the proof of Theorem 3.4, we decompose q2,1 as
q2,1 = R(i
)(1(P) + 2(P))H1A1 + A2. (4.28)
Note that R0(i
)(D)Wz1 is uniformly bounded in B∗p
2
, and that for any 	 > 0,
‖n˜z1,〈y〉−	‖L∞(Rd ) → 0
as  → 0, so that n˜z1,〈y〉−	 → 0 as operator on L2(Rd). Therefore for any s > p2 ,
the argument used in (3.22) yields
‖A2‖B∗s (Rd )  C‖H
1
‖B∗s (Rd )
 ‖n˜z1,〈y〉
p
2 −s‖L∞‖R0(i
)(D)Wz1‖B∗p
2
(Rd ) → 0 (4.29)
as  → 0. To prove that A1 → 0 as  → 0, we need to repeat the argument used in
the proof of Theorem 3.4. For completeness, we present the details here.
Step 1.2: Firstly corresponding to the decomposition in (3.23), we decompose A1
further as
A1 = R(i
)1(P)(1(z1, 0) +2(z1, 0))H1A1,1 + A1,2, (4.30)
where j (z1, 0), j = 1, 2, is the pseudo-differential operator deﬁned below (3.23) but
with  = 0.
To use the stationary phase method to estimate (4.30), we deﬁne the phase functions
3 and 4 as
3 = (1 − 1)y1 + (∇z1(0) − 1)Y1, 4 = x11 + (y2 − Y2)2 − ∇z1(0)X1.
Notice that pseudo-differential operator is deﬁned via oscillatory integral, we can rewrite
1(z1, 0)H1 as
1(z1, 0)H1 = −Az1(0) lim→0
∫
R2d
ei41(1 − ∇z1(0))S(X1, Y2)
×
⎛⎝∫
R3p
ei3
()n˜z1,e
− |Y1|22
i − ||2 + n2z1(0)
dy1 dY1 d1
⎞⎠ d1 d2 dX1 dY2,
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which together with the fact
∫
Rp
e
i(∇z1 (0)−1)Y1e−
|Y1|2
2 dY1 = − n2 e−
|∇z1 (0)−1|2
2 ,
leads to
1(z1, 0)H1 = −Az1(0)
∫
R2d
ei41(1 − ∇z1(0))
× (∇z1(0), 2)S(X1, Y2)
i − |∇z1(0)|2 − |2|2 + n2z1(0)
×
(∫
Rp
e
i(∇z1 (0)−1)y1 n˜z1, dy1
)
d1 d2 dX1 dY2. (4.31)
Since on the support of 1(1−∇z1(0)), |1−∇z1(0)|	, we deﬁne the differential
operator B3(Dy1) as
B3(Dy1) =
(∇z1(0) − 1) · Dy1
|∇z1(0) − 1|2
.
Note that
B3e
i(∇z1 (0)−1)y1 = ei(∇z1 (0)−1)y1 ,
we use integration by parts in the term
∫
Rp e
i(∇z1 (0)−1)y1 n˜z1, dy1 of (4.31) to get
1(z1, 0)H1 =
(
1(z1, 0)
(
(tB3)
N n˜z1,
)
R0(i
)(D)
)
Wz1 , (4.32)
where tB3 denotes the transposition of B3. But by (1.4), we have
|(tB3)N n˜z1,|
1
	N
|∇Ny1 n˜z1,|C	N 〈z1 + y〉−(N+0).
Hence,
‖(tB3)N(n˜z1,)(R0(i
)(D))Wz1‖B 1
2
(Rd )
‖〈y〉 p2 + 12+0(tB3)N n˜z1,〈y〉−
p
2 −0R0(i
)(D)Wz1‖
C	N‖〈y〉
p
2 + 12+0〈z1 + y1〉−(N+0)‖L∞(Rd )CN−
p
2 − 12−0, (4.33)
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uniformly for z1 in any compact subset of Rp. Then by (a) of Theorem 3.3, we arrive
at
‖A1,1‖B∗1
2
(Rd )C‖1(z1, 0)H1‖B 1
2
(Rd )C
N− p2 − 12−0, (4.34)
which tends to 0 when we take N > p2 + 12 .
Step 1.3: Corresponding to the decomposition in (3.34), we set
Aj1,2 = R(i
)1(P)2(z1, 0)(jH1 ), j = 1, 2, (4.35)
where j is the same cut-off function as that in (3.34). Since  is supported away from
||2 − n2z1(0) = 0, 〈x2〉MR0(i
)(D)〈x2〉−M is uniformly bounded on Besov spaces for
any M > 0 and therefore
‖〈x2〉MR0(i
)(D)Wz1‖B∗p
2
(Rd )‖〈y2〉M
∫
Rp
|S(X1, y2)| dX1‖. (4.36)
Then by the uniform resolvent estimate in Besov space, for any M > p2 + 12 , we obtain
‖A11,2‖B∗1
2
(Rd )  C‖1H1‖B 1
2
(Rd )
 C‖〈y〉 p2 + 12+0−M1(y)n˜z1,〈y〉−
p
2 −0〈y2〉MR0(i
)(D)Wz1‖
 C‖〈y〉 p2 + 12+0−Mn˜z1,‖L∞(Rd ) → 0 (4.37)
as  → 0.
Finally with (A.6), similar to the argument used in the proof of (3.39), for any
s >
p
2 + 1, we obtain
‖A21,2‖L2,−s (Rd )
= ‖R(i
)(b0(y,D) + (1 − b0(y,D)))1(P)2(z1, 0)(2H1 )‖L2,−s (Rd )
C
{
‖〈y〉1−sH1‖ + ‖〈y〉−NH1‖ + N‖〈y〉
1
2+0〈(z1 + y1, y2)〉−NH1‖
}
,
(4.38)
where b0(y,D) is the same pseudo-differential operator as that in (3.39). However as
s >
p
2 + 1, there holds
‖〈y〉1−sH1‖C‖〈y〉1−s+
p
2 +0n˜z1,‖L∞‖R0(i
)(D)Wz1‖B∗p
2
(Rd ),
150 X.P. Wang, P. Zhang / Journal of Functional Analysis 230 (2006) 116–168
which approaches 0 as  → 0. Similar argument can be used to prove that the other
two terms in (4.38) tend to 0 as  → 0. Therefore
‖A21,2‖L2,−s (Rd ) → 0 for s >
p
2
+ 1. (4.39)
Summing up Step 1.1 through Step 1.3, we conclude (4.27).
Step 2: Estimate of q2,2.
Firstly similar to the decomposition in (4.30), we split q2,2 further as
q2,2 = R(i
)n˜z1,R0(i
)(1 − (D))(1(z1, 0) +2(z1, 0))Wz1 . (4.40)
Note that formally
1(z1, 0)Wz1 =Az1(0)
∫
R2p
e
i(x11−∇z1 (0)X1)1(1 − ∇z1(0))S(X1, y2)
×
(∫
Rp
e
−i(1−∇z1 (0))y1 dy1
)
dX1 d1
and the Fourier transform of 1 equals 	(0), we obtain
1(z1, 0)Wz1 = 0. (4.41)
One can justify (4.41) rigorously via the argument used in the proof of (4.31).
Combining (4.40) with (4.41), we obtain
q2,2 = R(i
)n˜z1,R0(i
)(1 − (D))2(z1, 0)(1 + 2)Wz1
 B1 + B2, (4.42)
where j is again the same cut-off function as that in (3.34).
Notice that by the resolvent equation, we can also rewrite B1 as
B1 = (R(i
) − R0(i
))(1 − (D))2(z1, 0)(1Wz1).
Hence the proof of (3.34) implies that
‖B1‖B∗1
2
(Rd )C‖A‖L∞
(∫
Rd−p
〈y2〉p+1+0(
∫
Rp
|S(X1, y2)| dX1)2 dy2
) 1
2
. (4.43)
Note that on the support of (1 − ())2(1 − ∇z1(0))2(y), there holds (3.36) and(3.37). Then we can construct a pseudo-differential operator b0(y,D) with the prop-
erties listed below (3.37), and the symbol of (1 − (D))(1 − b0(y,D))2(z1, 0)2(y)
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is of the order O(〈y〉−N + N 〈y〉−N) for N large enough. With the operator b0(y,D),
we decompose B2 further as
B2 =R(i
)n˜z1,R0(i
)(1 − (D))(b0(y,D) + (1 − b0(y,D)))
×2(z1, 0)(2Wz1)B2,1 + B2,2. (4.44)
Then
‖B2,2‖B∗1
2
(Rd ) = ‖ (R(i
) − R0(i
)) (1 − (D))(1 − b0(y,D))
×2(z1, 0)(2Wz1)‖B∗1
2
(Rd )
 C‖(1 − (D))(1 − b0(y,D))2(z1, 0)(2Wz1)‖B 1
2
(Rd )
 C‖(〈y〉−N + N 〈y〉−N)〈y〉 12+0Wz1‖Cz1 . (4.45)
To estimate B2,1, we introduce a microlocal partition of unity in the form: 1 =
b+(x, )+b−(x, ) for (x, ) ∈ R2n with  in a neighborhood of supp(1− ) such that
supp b+ ⊂ {y; |y|R} ∪
{
(y, ), y ·  > −
(
1 − 0
8
)
|y|||
}
,
supp b− ⊂ {y; |y|R} ∪
{
(y, ), y ·  < −
(
1 − 0
4
)
|y|||
}
, (4.46)
where 0 is the same as that in (3.37). Then we decompose B2,1 further as
B2,1 = B+2,1 + B−2,1 with (4.47)
B±2,1 =R(i
)n˜z1,b±(y,D)(1 − (D))R0(i
)b0(y,D)2(z1, 0)(2Wz1)
b−(y,D) and b0(y,D) satisfy the conditions in (c) of Theorem 3.3. Therefore, by
(a) and (c) of Theorem 3.3, we obtain
‖B−2,1‖B∗1
2
(Rd )  C‖n˜z1,〈y〉−	‖L∞(Rd )‖〈y〉
1
2+	b−(y,D)R0(i
)b0(y,D)〈y〉 p2 +	‖
×‖〈y〉− p2 −	Wz1‖ → 0 (4.48)
as  → 0. Since the commutator [n˜z1,, b+(y,D)] is a pseudo-differential operator of
the order O() with symbol supported in supp b+, for any s > p2 + 	, we apply (b) of
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Theorem 3.3 to get
‖B+2,1‖L2,−(s+2)(Rd ) 
(
‖〈y〉−s−2R(i
)b+(y,D)〈y〉s+1‖‖〈y〉−	n˜z1,‖L∞(Rd )
+‖〈y〉−s−2R(i
)[b+(y,D), n˜z1,]〈y〉s+1‖
)
· ‖〈y〉−s−1+	
×(1 − (D))R0(i
)b0(y,D)2(z1, 0)〈y〉s−	‖‖〈y〉−s+	Wz1‖
 C(‖〈y〉−	n˜z1,‖L∞(Rd ) + )‖〈y〉−s+	Wz1‖ → 0 (4.49)
as  → 0.
By summing up (4.27), (4.42) to (4.49), we obtain the following decomposition for
q2:
q2 = r1 + r2 (4.50)
with
‖r1‖B∗1
2
(Rd )Cz1 , ‖r2‖L2,−s (Rd ) → 0 as  → 0
for s > p2 + 2. Eq. (4.50) implies that {q2} is uniformly bounded in L2,−s(Rd) for any
s >
p
2 + 2. Therefore, there exists q2 ∈ L2,−s(Rd) and a subsequence of {q2}, which
we still denote by {q2}, such that
q2 ⇀ q2 weakly in L
2,−s(Rd) as  → 0. (4.51)
Furthermore, (4.50) shows that for any ′ ∈ C∞0 (Rd),
|(q2,′)| sup

‖r1‖B∗1
2
‖′‖B 1
2
Cz1‖′‖B 1
2
which implies that q2 is in fact in B∗1
2
(Rd).
Step 3: The proof of (4.23).
It remains to prove that q2 = 0. We shall ﬁrst establish an appropriate representation
formula for (q2,) and then prove that (q2,) = 0, for any  ∈ C∞0 (Rd). This will
ﬁnish the proof of (4.23).
Firstly from (4.10) and (4.11), q2 satisﬁes the equation
iq

2 + q2 + n2z1(0)q2 = n˜z1,wz1(y). (4.52)
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Let (r) ∈ C∞0 (0,∞) be a cut-off function such that
(r) =
{
1, |r|2,
0, |r|3.
Then multiplying (4.52) by L(y) = ( |y|L ), we ﬁnd
iLq

2 + (Lq2) + n2z1(0)Lq2
= n˜z1,wz1(y)L − Lq2 + 2div(∇Lq2). (4.53)
For any test function  ∈ C∞0 (Rd), we take L sufﬁciently large such that supp ⊂
{y ∈ Rd : |y|L}. It follows that
(q2,) = (Lq2,)
= −(R0(i
)(n˜z1,wz1L),) − (R0(i
)(−Lq2 + 2 div(∇Lq2)),).
(4.54)
Furthermore, by (4.24), we have
(R0(i
)(n˜z1,w

z1L),) = (n˜z1,wz1L,R0(−i
)). (4.55)
Since  ∈ C∞0 (Rd), we have [1],
DR0(−i
) = R0(−i
)(D) → R0(−i0)(D) in B∗1
2
(Rd). (4.56)
Note that by (3.20) and (4.12), for any s > p2 + 2, there holds
‖wz1‖L2,−s (Rd )‖q1‖L2,−s (Rd ) + ‖wz1‖L2,−s (Rd )Cz1 . (4.57)
Combining (4.57) with (4.56), and taking  → 0 in (4.55), we obtain
(R0(i
)(n˜z1,w¯

z1L),) → 0 as  → 0. (4.58)
While by summing up (4.51) and (4.56), we arrive at
(R0(i
)(−Lq2 + 2 div(∇Lq2)),)
= −(Lq2, R0(−i
)) − 2(∇Lq2,∇(R0(−i
)))
→ −(Lq2, R0(−i0)) − 2(∇Lq2,∇(R0(−i0))) (4.59)
as  → 0.
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Summing up (4.58)–(4.59), and taking  → 0 in (4.54), we arrive at
(q2,) = (Lq2, R0(−i0)) + 2(∇Lq2,∇(R0(−i0))). (4.60)
In the derivation of (4.60), we used the fact that for each ﬁxed L, the multiplier
∇L = 1L∇()( .L ) is bounded from B∗1
2
(Rd) to B 1
2
(Rd) which is trivial because ∇L
is of compact support. This boundedness is uniform in L1. In fact, let k0 ∈ N such
that 2k0−1L < 2k0 . Then for v ∈ B∗1
2
(Rd),
1
L
‖(∇)
( .
L
)
v‖
B 1
2
(Rd ) 
C
L
∑
k0 jk0+1
2
j
2 ‖v‖L2(2j<|x|2j+1)
 C1 sup
1R2k0+2
1
R
1
2
‖v‖L2(B(0,R))C1‖v‖B∗1
2
(Rd )
uniformly in L. It is easy to see that the multiplier L is also uniformly bounded from
B∗1
2
(Rd) to B 1
2
(Rd). Since q2 ∈ B∗1
2
(Rd), we can take a sequence of q2,n ∈ C∞0 (Rd)
with q2,n → q2 in B∗1
2
(Rd). It follows from (4.60) that
|(q2,)|  C‖q2 − q2,n‖B∗1
2
(Rd )(‖R0(−i0)‖B 1
2
∗
(Rd )
+ ‖∇R0(−i0)‖B∗1
2
(Rd ))
+|(Lq2,n, R0(−i0))| + 2|(∇Lq2,n,∇(R0(−i0)))|, (4.61)
where C is independent of L and n. Since supp∇L and suppL are contained in
{x; |x|2L} and q2,n is of compact support, taking ﬁrst the limit L → ∞ and then
the limit n → ∞ in (4.61), we obtain (q2,) = 0. This completes the proof of the
Lemma. 
Note that the assumption (A.6) with some 	0 > 0 uniformly in y and z1 implies (A.4).
For simplicity, we assume that (A.6) is satisﬁed in this uniform version. Therefore,
combining Lemma 4.2 with Lemma 4.3, we conclude
Theorem 4.5. We assume that n(x) and (y) satisfy (1.3), (1.4), (A.5) and (A.6), and
that S(y) decays sufﬁciently fast at inﬁnity. Let wz1(y), wz1(y) be the solutions to (4.9)
and (4.10), respectively. Then for any s > p2 + 2, there is a subsequence of {wz1},
which we still denote it by {wz1}, such that
wz1 ⇀ wz1 weakly in L
2,−s(Rd) (4.62)
as  → 0.
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In [4], F. Castella proves the similar result as that of Theorem 4.5 for the source
term supported near one point by using a time-dependent approach. Theorem 4.5 is the
key step to calculate the source term Q in the Liouville equation
f +  · ∇xf + 12 ∇xn2(x) · ∇f = Q(x, ), (4.63)
which is satisﬁed by the semi-classical measure f given by Theorem 4.1.
5. The limit to the Liouville equation
In this section, we calculate the equation satisﬁed by the semi-classical measure f
given by Theorem 4.1 and prove its radiation property in a weak form.
Theorem 5.1. Let A and S be smooth enough functions with A of compact support and
S decaying sufﬁciently fast at inﬁnity, and for some N0 > d + 4, there holds
sup
x∈Rd
||x|N0∇n2(x)| < ∞. (5.1)
Then under the assumptions of Theorems 4.1 and 4.5, there holds
(i) Assume that lim→0  =  > 0. Then the semi-classical measure f (x, ) con-
structed in Theorem 4.1 satisﬁes the Liouville equation
f +  · ∇xf + 12 ∇xn2(x) · ∇f = Q(x, ) (5.2)
with
Q(x, )= 2pp+1|Sˆ()|2
∫
Rp
dz1	(x − (z1, 0))	(1 − ∇(z1))
×	(n(z1, 0)2 − ||2)|A(z1)|2. (5.3)
Moreover, the Sommerfeld radiation condition holds in the following weak form. Let
 = {(x, ) ∈ R2d; |2 − n2(x)| < 	}
for some 	 > 0 small enough. For any R ∈ D(), let
g(x, ) =
∫ ∞
0
e−sR(Xs(x, ),s(x, )) ds (5.4)
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with (Xs(x, ),s(x, )) deﬁned by (1.7) for (x, ) ∈ , so that g(x, ) solves the dual
equation to (5.2)
g −  · ∇xg − 12 ∇xn2(x) · ∇g = R. (5.5)
Then we have the following duality property:
∫
R2d
R(x, )f (x, ) dx d =
∫
R2d
g(x, )Q(x, ) dx d, ∀R ∈ D(). (5.6)
(ii) If  = 0, assume further that  for 0 <  < 1. Then (5.2) and (5.6) still hold
with  in (5.2) and (5.5) replaced by +0.
Remark 5.2. Note that  is invariant by the solutions to (1.7) and that (A.5) with
z1 = 0 implies that the classical ﬂow is non-trapping for initial data (x, ) ∈ . One
can show that g is a well-deﬁned smooth function on  and satisﬁes (5.5). In fact,
since R is of compact support, for (x, ) in supp g,
g(x, ) =
∫ s0+T1
s0
e−sR(Xs(x, ),s(x, )) ds,
where s00, which depends continuously on (x, ), is the time needed for the trajectory
issuing from (x, ) to enter into the support of R, and T1 the time needed for it to
leave suppR. The non-trapping condition ensures that T1 is ﬁnite and only depends
on suppR. See the details below. Since Q is a distribution with compact support, the
right-hand side of (5.6) makes sense. The relation (5.6) for all R ∈ D() shows that
f is deﬁned in sense of distribution on  by
f (x, ) =
∫ ∞
0
e−sQ(X−s(x, ),−s(x, )) ds. (5.7)
It can be checked that f is a weak solution of (5.2). This solution has the following
weak radiation property:
lim
t→−∞ f ◦ 
t = 0 in D′(), (5.8)
where t (x, ) = (Xt (x, ),t (x, )). In fact, for R ∈ D(),
∫
R2d
R(x, )f (t (x, )) dx d =
∫
R2d
∫ ∞
0
e−sR(s−t (x, )) dsQ(x, ) dx d. (5.9)
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Since suppQ is compact, the non-trapping condition implies that there exists T1 > 0
such that for all (x, ) ∈ suppQ, one has
|(x, )| > R1, ∀ > T1,
where R1 is taken large enough so that suppR ⊂ {|x| + || < R1}. This shows∫
R2d
∫ ∞
0
e−sR(s−t (x, )) dsQ(x, ) dx d = 0, t < −T1.
This proves the weak radiation property (5.8) of the limiting semi-classical measure f.
See [4] for another approach to the radiation properties of wz1 for point source case.
Proof of Theorem 5.1. As the proof of (5.2) is similar with and much easier than
that of (5.6), we only present the proof of (5.6) here. If  > 0, we can use (5.4) and
Lemma 5.3 directly to prove (5.6). The difﬁculty lies in the case when  = 0. Actually
the proof of the case with  = 0 will imply the Theorem for the case when  > 0.
For  = 0, motivated by Castella et al. [5], we will use an approximate argument to
the test function here. Let (Xs(x, ),s(x, )) be the solution to (1.7) for (x, ) ∈ ,
we deﬁne
g(x, ) =
∫ ∞
0
e−sR(Xs(x, ),s(x, )) ds, (5.10)
which solves the following approximate dual equation:
g −  · ∇xg − 12 ∇xn2 · ∇g = R(x, ). (5.11)
In the sequence, we will denote R(Xs(x, ),s(x, )) by Rs(x, ) for convenience.
Then by (4.4) and integration by parts, we have
(f, R) = −([n2]f, g) − (f, 12 ∇xn2 · ∇g) + (Q, g). (5.12)
Comparing (5.12) with (5.6), we achieve (5.6) provided that we have
([n2]f, g)→ − 12 (f, ∇xn2 · ∇g), (5.13)
(f, ∇xn2 · ∇g)→ (f, ∇xn2 · ∇g), (5.14)
(Q, g)→ (Q, g) (5.15)
as  → 0.
The proof of (5.13)–(5.15) follows the ideas of Benamou et al. [2] and Castella
et al. [5], and is, however technically much more involved here. The main difﬁculty
158 X.P. Wang, P. Zhang / Journal of Functional Analysis 230 (2006) 116–168
is the global control of g which we prove in Lemma 5.3 below, where the condition
(A.5) plays once more an important role. In the sequel, we will divide the proof into
two steps.
Step 1: The proof of (5.13) and (5.14).
Firstly by (4.5), we have
([n2]f, g)=
∫
R2dx,
f(x, )
1
(2)
d
2
×
∫
Rdy
eiy
n2(x + y2 ) − n2(x − y2 )
2i
ĝ(x, y) dy dx d, (5.16)
where ĝ(x, y) = F→y(g(x, )).
Denote
G(x, ) = 1
2i(2)
d
2
∫
Rdy
eiy
∫ 1
−1
∇n2
(
x + y
2
)
dyĝ(x, y) dy.
Then by Theorem 4.1, to prove (5.13), we only need to show that
G(x, ) → − 12 ∇n2(x) · ∇g(x, ) in X1+0. (5.17)
Here 1+ 0 means 1+  for any  > 0 and the constant C appeared below depends on
. In order to prove (5.17), we decompose the X1+0 norm of the difference as∫
Rdy
sup
x∈Rd
{
〈x, y〉1+0
∣∣∣∣12
∫ 1
−1
∇n2
(
x + y
2
)
dyĝ(x, y) − ∇n2(x)ygˆ(x, y)
∣∣∣∣} dy

∫
Rdy
sup
x∈Rd
{
〈x, y〉1+0
∣∣∣∣12
∫ 1
−1
(
∇n2
(
x + y
2
)
− ∇n2(x)
)
dyĝ(x, y)
∣∣∣∣} dy
+
∫
Rdy
sup
x∈Rd
{
〈x, y〉1+0|∇n2(x)y(ĝ(x, y) − gˆ(x, y))|
}
dy
= I + II. (5.18)
Let M,N be positive numbers, which will be chosen later. Then by (5.39), we can
estimate I by the following:
|I |  C
{∫
|y| −1+0
sup
x∈Rd
{
〈x, y〉1+0
∫ 1
−1
〈x〉N
∣∣∣∣∇n2 (x + y2
)
−∇n2(x)
∣∣∣ d|y| 〈x〉M−N〈y〉M
}
dy
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+
∫
|y| −1+0
sup
|x| |y|
{
〈x, y〉1+0
∫ 1
−1
〈x〉N
(∣∣∣∣∇n2 (x + y2
)∣∣∣∣
+|∇n2(x)|
)
d|y| 〈x〉
M−N
〈y〉M
}
dy
+
∫
|y| −1+0
sup
|x| |y|
{
〈x, y〉1+0‖∇n2‖L∞|y| 〈x〉
M ∧ −M
〈y〉M
}
dy
}
 I1 + I2 + I3, (5.19)
where a ∧ b = min{a, b}. Firstly, by the assumptions in the Theorem, we can choose
M,N so that M > d + 2, N0 > N > M + 1, then (5.1) implies
|I1|C sup
x∈Rd
(
〈x〉N |∇n(x + o(1))2 − ∇n2(x)|
)
→ 0 (5.20)
as  → 0. Secondly with M,N chosen as above, when |x||y|, |x + y2 | |x|2 , there
holds
|I2|C sup
x∈Rd
(
〈x〉N |∇n2(x)|
) ∫
|y| −1+0
1
〈y〉M−2−0 dy → 0. (5.21)
And ﬁnally
|I3|  ‖∇n2‖L∞
∫
|y| −1+0
〈y〉M ∧ −M
〈y〉M−2−0 dy
 ‖∇n2‖L∞M−2−d−0
(∫
Rd
〈z〉M ∧ −M
〈z〉M−2−0 dz
)
,
note by the assumptions that ,  < 1
∫
Rd
〈z〉M ∧ −M
〈z〉M−2−0 dz
−M
∫
Rd
1
〈z〉M−2−0 dz,
we arrive at
|I3|CM−2−d−0−M → 0 (5.22)
if we take M > 2+d1− . Then by summing up (5.19)–(5.22), we obtain
|I | → 0 as  → 0. (5.23)
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On the other hand, by a similar proof of (5.39), we get
〈y〉M |ĝ(x, y) − gˆ(x, y)|  C〈x〉M(1 − exp(−|x|))
 C〈x〉M+1, (5.24)
by taking N0 − 2 > M > d + 2 in (5.24), we obtain
|II|
∫
Rd
sup
x
(
〈x〉M+2+0|∇n2(x)|
)
〈y〉−M+2+0 dy → 0 (5.25)
as  → 0.
By summing up (5.18), (5.23) and (5.25), to prove (5.17), we still need to prove
that ∇n2(x)∇g(x, ) is in X1+0. In fact, by taking N0 − 1 > M > d + 2 and using
(5.39), we have
1
2
∫
Rdy
supx
{
〈x, y〉1+0|∇n2(x)||y|gˆ(x, y)|
}
dy
C supx {〈x〉M+1+0|∇n2(x)|}
∫
Rd
1
〈y〉M−2−0 dyC. (5.26)
which proves (5.13). Then by a similar but easier proof of (5.13), we can also prove
(5.14).
Step 2: The proof of (5.15).
With (5.40), let us modify the proof of (119) in [5] to prove (5.15). Firstly, by (121)
of Castella et al. [5], we obtain
〈Q, g〉 = −Im
(∫
R2d+p
A(z1)S(x + y)wz1(x)gˆ
(
z1 + 
(
x + y
2
)
, y
)
dx dy dz1
)
,
which can be decomposed as
〈Q, g〉
= −Im
(∫
R2d+p
A(z1)S(x + y)wz1(x)
(
gˆ
(
z1 + 
(
x + y
2
)
, y
)
−gˆ(z1, y)
)
dx dy dz1
)
−Im
(∫
R2d+p
A(z1)S(x + y)wz1(x)(gˆ(z1, y) − gˆ(z1, y)) dx dy dz1
)
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−Im
(∫
R2d+p
A(z1)S(x + y)wz1(x)gˆ(z1, y) dx dy dz1
)
V 1 + V 2 + V 3 . (5.27)
Next let us estimate the above terms separately. Firstly as A(z1) has compact, let
A0 > 0 large enough such that |z1|A0 for all z1 ∈ suppA. Then by (3.20), and
taking N > p2 + 1, we have
sup
|z1|A0
∣∣∣∣∫
Rd
S(x + y)wz1(x)gˆ(z1, y) dx
∣∣∣∣
 sup
|z1|A0
∫
Rd
〈x + y〉N |S(x + y)| |w

z1(x)|
〈x〉 p2 +1+0
〈x〉 p2 +1+0
〈x + y〉N |gˆ(z1, y)| dx
C‖S‖L2,N sup|z1|A0
x∈Rd
(
〈|x| + |y|〉 p2 +1+0
〈x〉N |gˆ(z1, y)|
)
, (5.28)
which together (5.39) implies that
sup
|z1|A0
∣∣∣∣∫
Rd
S(x + y)wz1(x)gˆ(z1, y) dx
∣∣∣∣  C〈y〉M− p2 −1−0 . (5.29)
As for any ﬁxed y, S(x+y) ∈ L2, p2 +2+0(Rd), by (4.62), (5.29) and Lebesgue dominated
convergence Theorem, we obtain
lim
→0 V

3 = −Im
(
lim
→0
∫
Rd+p
A(z1)(S(· + y), wz1(·))gˆ(z1, y) dy dz1
)
= −Im
(∫
Rd+p
A(z1)(S(· + y), wz1(·))gˆ(z1, y) dy dz1
)
= (Q, g),
(5.30)
where we denote (·, ·) the L2 inner product of the two functions, and in the next to
last step of the above, we used (34) of Castella et al. [5].
Exactly similarly to the proof of (5.28), we get
|V 2 |C
∫
Rd
sup
|z1|A0
x∈Rd
(
〈|x| + |y|〉 p2 +1+0
〈x〉N |ĝ(z1, y) − gˆ(z1, y)|
)
dy, (5.31)
which together with (5.24) implies that
|V 2 |C
∫
Rd
1
〈y〉M− p2 −1−0
dy → 0, (5.32)
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as  → 0. Finally the proof of (5.28) also yields
|V 1 |C
∫
Rd
sup
|z1|A0
x∈Rd
×
(
〈|x| + |y|〉 p2 +1+0
〈x〉N |ĝ
(
z1 + 
(
x + y
2
)
, y
)
− ĝ(z1, y)|
)
dy. (5.33)
As in the proof of (5.19) and (139) of Castella et al. [5], we naturally split the domain
as
D1 :=
{
(x, y) :
∣∣∣x + y2
∣∣∣ −1+0} , D2 := {(x, y) : ∣∣∣x + y2
∣∣∣ −1+0, |x| |y|4
}
,
D3 :=
{
(x, y) :
∣∣∣x + y2
∣∣∣ −1+0, |x| |y|4
}
. (5.34)
On the set D1, by (5.40), there holds
(5.33)D1C
∫
Rd
o(1)
〈y〉M− p2 −1−0
dy. (5.35)
Let 1D2(x, y) be the characteristic function on the set D2. Then by (5.39), we have
(5.33)D2  C
∫
Rd
sup
x∈Rd
(
〈|x| + |y|〉 p2 +1+0
〈x〉N
((|x| + |y|))M ∧ −M
|y|M 1D2(x, y)
)
dy
 C
∫
Rd
1
〈y〉M dy sup|x|C−1+0
(
〈x〉 p2 +1+0−N(〈x〉M ∧ −M )
)
 C(N−
p
2 −1−0)−M → 0 (5.36)
if we take N > p2 + 1 + M and M > d . The proof of (5.36) implies the following
estimate for (5.33) on the set D3
(5.33)D3  C
∫
|y|C−1+0
|y| p2 +1+0 〈y〉
M ∧ −M
〈y〉M dy
 CM−(1+)(
p
2 +1+d+0) → 0 (5.37)
if we take M large enough such that M > (1 + )(p2 + 1 + d). Therefore under the
assumptions in (ii) of the Theorem, by summing up (5.33)–(5.37), we arrive at
lim
→0 |V

1 | = 0. (5.38)
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Summing up (5.27), (5.30), (5.32) and (5.38) together, we achieve (5.15).
Combining step 1 with step 2, we obtain (5.6). 
To complete the proof Theorem 5.1, we still need the following technical lemma.
Lemma 5.3. Assume (1.4) with 0 > 0 and (A.5) with z1 = 0. Then for g deﬁned by
(5.4), there holds for any M > 0,
〈y〉M |̂g(x, y)|C〈x〉M exp(−|x|) (5.39)
and
〈y〉M |∇xĝ(x, y)|C〈x〉M exp(−|x|). (5.40)
where both the constants C in (5.39) and (5.40) are independent of 0.
Remark 5.4. Eq. (5.39) seemingly looks like (125) for constant refraction index in [5].
However the proof here is much more complicated than that there. To prove Lemma 5.3,
we need to study the properties of the ﬂow (Xs,s) globally in s, x, . Note that the
condition (A.5) implies, among others, that the sojourn time of the ﬂow in a ball of
radius R is always proportional to R for any R > 0 and in any part of the space. This
property may fail under the general non-trapping assumption (2.3) on Xs .
Proof. To estimate |y|M |̂g(x, y)| for M1, we need to estimate (∇Xs,∇s) for
1 ||M uniformly in (x, ) such that (Xs,s) ∈ suppR for some s0. Again for
a clearer presentation, we divide the proof into several steps.
Step 1: The estimate of (5.39) for M = 0.
As suppR ⊂  and is compact, let R0 > 0 be such that
|x| + || < R0, for (x, ) ∈ supp R. (5.41)
Notice that the classical trajectories of (1.7) leave  invariant. Therefore g(x, ) deﬁned
by (5.4) has compact support in the  variables, and
|s(x, )|R0 and ||s(x, )|2 − n2(Xs(x, ))| < 	. (5.42)
Then by (1.7) and (5.42), a direct computation shows that
d2
ds2
|Xs |2 = 2 d
ds
(Xs · s) = 2|s |2 + Xs · ∇n2(Xs)
= 2(|s |2 − n2(Xs)) + 2n2(Xs) + Xs · ∇n2(Xs)
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which together with the non-trapping condition (A.5) with z1 = 0 implies that
d2
ds2
|Xs |22	1 − 2	 	˜1 > 0 (5.43)
if 	 > 0 is small enough. Integrating the above inequality twice, we ﬁnd
|Xs |2 	˜1
2
s2 + |x|2 + 2sx ·  	˜1
2
s2 + |x|2 − 2s	2|x|, (5.44)
where we denote 	2 =
√
max |n|2 + 	, as |||2 − n2(x)|	 for (x, ) ∈ . Then if
(Xs,s) belongs to suppR, we can ﬁnd three positive constants c1, c2 and c3 such
that
c1|x| − c2sc3|x| + c2. (5.45)
On the other hand, for any (x, ) ∈ , we denote s0(x, ), in short by s0, the smallest
s0 such that (Xs,s) belongs to suppR, which satisﬁes (5.41). Then by (5.45), we
get
c1|x| − c2s0c3|x| + c2. (5.46)
While by (5.44), if |x|R0, we can ﬁnd some positive constant T1, such that
|Xs(x, )|2R0, ∀s > T1. (5.47)
Therefore, for s > T1 + s0, Rs(x, ) = Rs−s0(Xs0(x, ),s0(x, )) = 0, and the inte-
gration for s in (5.4) is in fact taken over [s0, s0 + T1], where T1 depends only on the
support of R. From (5.4) and (5.46), we obtain
|̂g(x, y)| = 1
(2)
d
2
∣∣∣∣∫||R0
∫ s0+T1
s0
e−iy exp(−s)Rs(x, ) ds d
∣∣∣∣
 C‖R‖L∞
∫ s0+T1
s0
exp(−s) dsC‖R‖L∞ exp(−|x|), (5.48)
which proves (5.39) for M = 0.
Eq. (5.45) shows that for (Xs,s) ∈ suppR, s, s0 and 〈x〉 are all equivalent. Let
(x, ) ∈  such that (Xs(x, ),s(x, )) belongs to suppR for some s > 0. Let s10
such that |Xs1 | + |s1 | < 2R0. s1 can be chosen locally independent of (x, ) when
(x, ) varies in a small neighborhood.
Step 2: The estimate of |(∇Xs,∇s)| for 0ss1.
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Firstly, taking ∇ to (1.7) and integrating the resulting equation over [0, s], we arrive
at ⎧⎪⎨⎪⎩
∇Xs =
∫ s
0
∇t dt,
∇s = 12
∫ s
0
∇2Xn2(Xt )∇Xt(x, ) ds + I.
(5.49)
Substituting the second formula of (5.49) to the ﬁrst one, we obtain
∇Xs = 12
∫ s
0
(s − t)∇2Xn2(Xt )∇Xt dt + sI. (5.50)
We claim that ∫ s
0
(s − t)|∇2Xn2(Xt )| dtC, 0ss1. (5.51)
Integrating twice (5.43) on [t, s1], one has
|Xt |2 	˜1
2
(s1 − t)2 + |Xs1 |2 + 2(s1 − t)Xs1 · s1 .
Since |(Xs1 ,s1)| < 2R0, we obtain for some c0 = c0(R0, 	˜1) > 0 such that
1 + |Xt |2c0(1 + |t − s1|2), 0 ts1, (5.52)
uniformly in (x, ) and s1. Therefore, by (1.4),∫ s
0
(s − t)|(∇2Xn2)(Xt )| dtC
∫ s
0
(s − t)
(1 + |s1 − t |2)1+
0
2
dtC′,
uniformly in 0ss1. C′ is independent of (x, ) and s1. This proves (5.51), which
together with (5.50) and Gronwall inequality implies that
|∇Xs |C〈s〉, ∀0ss1. (5.53)
Substituting (5.53) to the second formula of (5.49), we obtain by the same argument
that
|∇s |C
(∫ s
0
t
(1 + |Xt |2)1+ 02
dt + 1
)
C′〈s〉, (5.54)
for all 0ss1.
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Step 3: The estimate of |(∇Xs,∇s)| for || > 1.
We want to prove that
|(∇Xs,∇s)|C〈s〉|| (5.55)
for all 0ss1, || > 1. Eq. (5.55) for || = 1 is proved in Step 2. Assume now that
(5.55) is true for all 1 ||k − 1. We are going to prove it for || = k, k2.
Again by (1.7), for ||2, there holds
⎧⎪⎨⎪⎩
∇Xs(x, ) =
∫ s
0
∇t (x, ) dt,
∇s(x, ) =
1
2
∫ s
0
∇
(
∇Xn2(Xt (x, ))
)
dt.
(5.56)
Then by (5.50), we obtain
∇Xs =
∑
2 l k,
∑
i=|i |<||
C,1,...,l
∫ s
0
(s − t)∇ l+1X n2(Xt )∇1 Xt · · · ∇
l
 X
t dt
+
∫ s
0
(s − t)∇2Xn2(Xt )∇Xt dt. (5.57)
Here ∇ lXn2 denotes the tensor of derivatives of order l of n2(X). Let l+1 = l+1+02 .
By (1.4) with 0 > 0, (5.52) and the inductive assumption, we obtain∣∣∣∣∫ s
0
(s − t)∇ l+1X n2(Xt )∇1 Xt · · · ∇
l
 X
t dt
∣∣∣∣
C
∫ s
0
(s − t)〈t〉k
(1 + |Xt |2)l+1 dtC1〈s〉
k
∫ s
0
(s − t)
〈s1 − t〉l+1 dtC2〈s〉
k (5.58)
uniformly in 0ss1.
Then by summing up (5.51), (5.57), (5.58), and applying Gronwall inequality on
[0, s1], we obtain for || = k
|∇Xs |Ck〈s〉k (5.59)
for all 0ss1. And a similar proof of (5.59) also yields the same estimate for |∇s |
which proves (5.55) for || = k. By induction, (5.55) is proved for all . The same
method can be used to obtain global estimates on the x-derivatives of (Xs,s), but for
the proof of Lemma 5.3, we only need their derivatives in .
Step 4: The proof of (5.39) for the general case.
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For R ∈ C∞0 (), and for any (x, ) and s such that (Xs,s) ∈ suppR, one has|s − s1|T1 where T1 depends only on suppR. Then, (5.55) implies that
|Rs(x, )|C〈s〉|| (5.60)
uniformly (x, ) and s0. With (5.46) and (5.60), for any multi-index  with ||M ,
we obtain,
|yĝ(x, y)|
= 1
(2)
d
2
∣∣∣∣∫||R0
∫ ∞
0
e−iy exp(−s)DRs(x, ) ds d
∣∣∣∣
C
∫
||R0
∫ s0+T1
s0
exp(−s)〈s〉M ds d
C〈x〉M exp(−|x|), (5.61)
which together with (5.48) proves (5.39) for integer M case. With a simple interpolation
argument, we can prove (5.39) for general positive number M .
Eq. (5.40) can be proved in the same way. The details are omitted. 
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