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Abstract 
The purpose of this paper is to describe refinements to the recently developed GA-ACO method and to show its application to a 
real world engineering design problem. The GA-ACO method is a genetic algorithm with a new operator, called an ACO 
operator. ACO stands for Ant Colony Optimization. The ACO operator uses pheromone trails, a method from Ant Colony 
Optimization to influence the genetic algorithm. The GA-ACO method is used to optimize an engineering design. Engineers 
produce a preliminary design for a system using a CAD tool. The output of the CAD tool is then translated into a design graph. 
Many additional characteristics of the design can be represented by labels on the design graph. The GA-ACO method is then  
used to optimize these labels. This technique can be applied widely to many design optimization problems. The application 
considered in this paper concerns optimization of designs for efficient assembly.  It uses problems in engineering design 
encountered at Newport News Shipbuilding, the largest shipyard in the United States.  We present a comparison of variations of 
the GA-ACO method with a standard genetic algorithm for this type of problem. 
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1. Introduction 
This paper discusses the use of an augmented genetic algorithm for engineering design. The augmentation is 
based on ideas from Ant Colony Optimization.   
A general procedure for using genetic algorithms in engineering design is as follows.: Engineers produce a 
preliminary design for a system using a CAD tool. The output of the CAD tool is then translated into a design graph. 
In the design graph vertices represent parts, while edges between vertices represent connections between parts. 
Various characteristics of the design can be represented as labels on the vertices or edges or both, of the design 
graph. Labels for the design graph can be considered the chromosomes for a genetic algorithm in order to optimize 
various characteristics of the design.  
Genetic algorithms are a well-known technique which can be applied to solve optimization problems. They have 
been applied to engineering design [1,2,3] They are robust, can be applied to situations where the quality of a 
solution changes discontinuously as parameters change, are good for finding global as opposed to local 
optimizations, and can provide multiple, qualitatively different results that are close to optimal.  
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As we will show later, for certain types of design problems the addition of local information can improve a 
genetic algorithm. We use ideas from Ant Colony Optimization to guide a genetic algorithm through the addition of 
the ACO operator. The use of pheromones is the major innovation. We have demonstrated the usefulness of this 
operator for certain types of design problems. We expect, however, that this operator will be an aid in other types of 
engineering design.  
In the second section we describe the ACO operator. The third section of this paper briefly describes the basic 
graph representation for design decomposition problems. In the fourth section we describe test results on design 
decomposition problems using the ACO operator. Finally we evaluate the system and the usefulness of the ACO 
operator as an aid to genetic algorithms in general.  
2. The ACO operator  
2.1. ACO steps 
Ant colony optimization is a well known metaheuristic [4, 5] for solving problems which can be represented by 
finding good paths through graphs. It is based on an analogy with the behavior of ants and the use of chemical 
markers called pheromones to determine best or at least good paths.  
For details on this method the reader is referred to [6]. There are many possible variations. A simple model of 
this method has the following steps: 
1. Initialize pheromone values to small random values. 
2. For each ant, construct a path from start to destination by choosing the next node based on pheromone strength. 
3. Evaporate pheromone. 
4. Update pheromone by depositing an amount of pheromone on each ant’s path that is proportional to the quality 
of the path. 
5. Return the path with the largest amount of pheromone. 
 
2.2. Pheromone graph  
The first step in designing the ACO operator is to specify the pheromone graph on which it operates. Unlike a 
genetic algorithm, the solution to an Ant Colony Optimization problem is a path through a graph. We call this a 
pheromone graph since pheromone values will be deposited on vertices of this graph.  This set of vertices specifies 
the solution to the problem. We will refer to a pheromone graph as a P graph for short. 
A genetic algorithm, on the other hand, represents possible solutions to a problem, not by a graph, but by a 
genome which we will consider to be specified by bit strings of some fixed length. If the bit string has length n, the 
genome space, G, has n dimensions and there will be 2n different points in this space.  Each point represents a 
possible chromosome and therefore each corresponds to a solution to the problem.  
In order to construct the P graph, we partition the bit strings into specific sets of bits. This partition is fixed and is 
chosen by the user. Each set of bits specifies a subspace of G that we will refer to as a section. The bits of any given 
chromosome specify a point in each section. To construct the P graph we arrange these sections in a specific order 
and add two ideal points. These ideal points represent the start and finish points. The P graph has directed edges 
from the start point to each of the points in the first section. There are edges from each point in each section to each 
point in the next section until the final section. Each point in the final section has an edge from that point to the 
finish point.  This is the P graph. 
By construction, each chromosome is equivalent to a path through the P graph from the start point to the finish 
point. This means that the chromosome is analogous to an ant trail, not an ant. The trail consists of one point for 
each section plus the start and finish points. A difference between the ACO operator and most Ant Colony 
Optimization methods is that we will mark nodes with pheromone, not edges. 
2.3. Representing the P graph 
The P graph would be too large in most cases to specify explicitly; fortunately, this is not necessary. Since the 
only purpose of the two ideal points in the P graph is to provide specific start and finish points, we consider them as 
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implicit and do not represent them. Furthermore, since the existence of an edge is specified by a rule, the edges can 
be kept implicit also. Finally, most points are implicit. The only points that need to be explicitly represented are 
those that are occupied by a chromosome (ant path). These points are already represented by the section bits of the 
respective chromosomes. 
Since most of the P graph is implicit, the representation of the explicit part is easy. All that is needed is an 
ordered list of sections. Each section can be represented by a mask and a pheromone array. The mask determines 
which bits on a chromosome specify the point in the section that is on the chromosome’s “path” through the section. 
The array holds pheromone for each chromosome’s point in the section. Since we mark nodes with pheromone 
instead of edges the pheromone array’s size is just the number of chromosomes.  
 
2.4. Section fitness and pheromone values  
The pheromone value is partially based on the section fitness. The section fitness is calculated by the fitness 
function and represents a guess at the fitness contribution from this section of the chromosome. The expectation is 
that each section represents partial solutions that are useful building blocks for the total solution.  
Evaluating section fitness in the general case is usually not difficult for design problems. The evaluation function 
which evaluates the global fitness can usually evaluate the section fitness easily. If not, then a heuristic evaluation 
function can be used. In the worst case the section fitness could be made a constant. 
It should be pointed out that having good section fitness may be useful for finding a solution, but there is no 
guarantee. Good local solutions need not result in good global solutions. There are usually constraints on joining 
local solutions. In addition a poor local solution  in one section may allow much superior local solutions in other 
sections. This means that we do not want to use just section fitness for our pheromone value.  
For the pheromone value we choose to balance the advantages of local and global improvement. Therefore, the 
pheromone value for each point of a section that is occupied by a chromosome is taken to be a sum of the weighted 
total fitness and the section fitness. The total fitness is weighted by a fraction which is roughly the contribution of 
the section to the total fitness. This fraction is the ratio of the number of section bits divided by the total number of 
bits.  
Unlike standard ACO, pheromone values will not slowly evaporate, but will totally vanish from one generation to 
another. This avoids the difficulty of keeping track of points from previous generations that are not currently 
occupied by chromosomes. 
As a simple example, consider the problem of coloring the map of the United States. Only four colors are needed 
so the genome consists of  bit strings of 100 bits (2 per state). Adjacent states are required to have different colors. 
This means fitness can be considered to be the degree to which the map is successfully colored. This can be defined 
as a constant minus the number of states adjacent to a state with the same color.  
The sections are chosen to be collections of adjacent states. Local fitness is then the degree to which a section is 
successfully colored. Global fitness is the degree to which the entire map is successfully colored. 
2.5. The ACO operator 
In Ant Colony Optimization step 2 was: “For each ant, construct a path from start to destination by choosing the 
next node based on pheromone strength”. 
In a GA problem we don’t construct the chromosome through sequential choices. This means that we must 
represent step 2 as a deformation of the existing path toward a nearby path based on pheromone strength. The ACO 
operator performs these deformations. 
There are two parameters associated with the ACO operator. One parameter governs the frequency of 
deformations. The other gives the strength of deformations.  The frequency parameter specifies the average number 
of deformations to apply per chromosome of the population in a single generation. The strength parameter specifies 
the fraction of the genes to be modified per deformation.  
To prepare for a deformation we find two chromosomes with points that are close in some section, but not the 
same. In order to do this, a section and a chromosome are chosen randomly. A second chromosome is found by 
locating the chromosome which occupies the closest point in the same section. (Distance ties are broken arbitrarily). 
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The distance measure we use is the Hamming distance for the bits defining the section. The closest chromosome is 
therefore the one that has the most section bits the same, but is not identical.  
The deformation changes bits in the chromosome with the lower pheromone value to match those in the 
chromosome with higher value. The bits to change are chosen randomly. The number of bits to change is determined 
by the deformation strength parameter. 
If the chromosomes have equal pheromone values then the deformation is aborted and tried with a different pair 
of chromosomes. If there are fewer bits to change than would be indicated by the strength parameter then all are 
changed. 
In our genetic algorithm all candidates for the next generation are selected (perhaps redundantly) using 
tournament selection. The ACO operator, mutation, and crossover are performed on these chromosomes based on 
probability/strength parameters. The operators are performed in the order given. 
Earlier we gave five general ACO steps. Step one, initialize pheromone values, is taken care of by the 
initialization of the chromosome population and the first fitness evaluation. Step two, constructing a path, is 
replaced by using the ACO operator to deform existing paths. Step three, evaporating the pheromone, is done by not 
using any pheromone from previous generations. Step four, updating the pheromone is done by the fitness function 
each generation. Step five, returning the path with the best pheromone value is replaced by choosing the fittest 
chromosome. 
3. Design decomposition problems 
The type of problem we consider here consists of optimizing a design for assembly. This is a common problem 
which consists of dividing the design into systems and subsystems based on assembly constraints. In particular, we 
consider piping decomposition problems. 
Decomposing a piping design means breaking pipe runs at appropriate places and grouping the pipe runs and 
other parts into manufacturable assemblies and subassemblies. Process plants and ships have miles of piping which 
must be broken into tens of thousands of pieces and grouped into thousands of assemblies and subassemblies. 
Manufacturing and assembly operations have different costs and constraints, which depend on the size, shape, or 
weight of the unit involved, and whether the operation is performed in the shop or on ship. 
For a piping decomposition, the vertices of the design graph represent parts of the piping system. We distinguish 
between normal and virtual edges. The two types of edges have different types of labels.  
Normal edges represent fixed joints that already exist in the design. We label each normal edge with two 
connection bits. These bits indicate whether the joint is to be connected at the subassembly level in the shop, the 
assembly level in the shop, or on the ship.  
The other type of edge is a virtual edge. A virtual edge indicates a place where piping may be split and later 
rejoined. The label for a virtual edge contains the usual connection bits. It also contains location bits indicating 
where on the pipe the virtual joint is located. Finally, it contains an existence value indicating whether the virtual 
joint will actually exist. An existence value of 1 indicates the joint exists; a value of 0 indicates it does not. The 
existence value is subject to the mutation operation just as other parts of the chromosome are. 
Chromosomes for our genetic algorithm consist of these sets of bits that label the graph. The bits must always be 
interpreted with the aid of the underlying graph.  
Fitness for a piping decomposition problem is based on the cost of assembly. More costly decompositions are 
less fit. In addition, assemblies that violate certain constraints receive a severe penalty. The cost function is 
calculated by an assembly structure corresponding to a given chromosome. Prioritized lists of candidate 
manufacturing operations are scanned for each piping assembly. A manufacturing operation object marks on a 
bitmap the work it can accomplish and estimates the cost. Then if any work of a given type is left, the next operation 
of that type will be asked for an estimate. For example, a list of welding operations would contain an automatic 
welding object (shop), a semi-automatic welding object (shop), a manual welding object (shop) and a manual 
welding object (ship). The automatic welding object is first on the list since it is cheapest. It determines which welds 
it can perform and marks a bit map for welded joints. Then the next operation evaluates what is left. If every 
operation of a given type leaves work undone, then the operation is not feasible and the chromosome is given a 
prohibitive cost. This method for calculating costs corresponds closely to the physical process and is easy to change. 
For more details see [7]. 
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4. Tests 
The  type of  problems discussed in Section 3 are suitable for testing the algorithm. First, they are difficult. They 
usually take from three to seven hours to run. A partial reason for the time, however, is the cost of the evaluation 
function. It is quite expensive. Second, partial solutions exist. Since we are determining assemblies and 
subassemblies of bounded size we can have local optimizations within a given region with the possibility of using 
these local optimizations as part of the global solution. 
4.1. Test parameters 
The genetic algorithm was run in four different modes. In the first mode, called the S (simple) mode, the strength 
of the ACO operator was zero. This was just a simple genetic algorithm. The second mode was the L (local) mode. 
In this mode the pheromone value was just based on local (section) fitness. The third mode was the G (global) mode. 
The pheromone in this case was based on the global fitness with no section fitness. The fourth and final mode was 
the F (full) mode using both section and overall fitness in equal amounts.  
The genetic algorithm used tournament selection. Various parameters were tried until reasonable values were 
found to be: mutation probability = .001, crossover probability = .7, ACO frequency =.20, ACO strength = 0.15. 
If there was no trend of improving costs for 100 generations the algorithm was terminated. Success in finding a 
solution was defined as finding a solution before termination with a cost within a factor of 2 of what a human might 
produce. Since hard constraints were enforced by high costs, there was always technically a solution.  
The data on success and failure was highly dependent on the sample problems so we indicate representative 
values.  
In tests, the S mode solved the sample problems 38% of the time.  The L mode succeeded 76% of the time. The 
G mode succeeded 42% of the time and the F mode succeeded 94% of the time.  
In order to compare quality, we first chose only problems where all 4 methods solved the problem. This method 
of comparison was actually very conservative. It favored S mode since the S mode had the lowest percentage of 
success. We rated the quality of the solutions with the S mode (basic genetic algorithm) having quality one.  
The table below shows results from some typical runs. 
Table 1. Quality Relative to Simple Genetic Algorithm 
Run L Quality G Quality F Quality 
1 2.08 0.83 1.72 
2 1.68 1.57 1.7 
3 1.73 1.16 1.76 
4 1.9 0.9 2.13 
5 1.51 0.88 2.39 
 
The average quality of L/S was 1.78.  The average quality of G/S was 1.07. The average quality of F/S was 1.94. 
Since the L mode and the F mode solved the most problems. We present 5 typical runs where both solved the 
problems but the other two did not. We show F mode quality relative to L mode (L mode quality normalized to 1). 
Table 2. More Difficult Problems 
Run F/L Quality 
1 0.86 
2  0.99 
3  2.12 
4 1.11 
5 1.35 
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The average value of F/L was 1.29.  
 
5. Conclusions 
An important aspect of this study was to improve the ability to find a relatively good solution. Humans appear to 
use local information plus problem specific heuristics. The simple (S) genetic algorithm does not use local 
information and failed very frequently to be competitive with humans. We attribute this failure to the fact that 
solutions were fragile under mutation. Mutation was needed to explore this space; however, mutation would also 
immediately break down good partial solutions. It should be noted in this connection that although the ACO 
operator changes bits, it changes them in a conservative fashion. That is to say, it makes an inferior partial solution 
more similar to an existing one that was better.  
A simplification to the ACO operator is obtained by using it in the G mode. This means the pheromone values are 
simply the fitness. In some ways this is more in accord with usual Ant Colony Optimization. This method did not 
work much better than the standard genetic algorithm. G/S was 1.07.  Thus there is nothing magic about the ACO 
operator by itself. The key seems to be the ability to use local information. This is clearly shown by the fact that L/S 
was 1.78.  This method is reasonably competitive with humans.   
The full method was also better than just using the local fitness for pheromone values. It should be noted that 
when the local fitnesses of the chromosomes in a section become roughly similar, differences in the actual (total) 
fitness can become the determining factor. This can push the sections of a chromosome to change to accommodate 
global optimization. The data indicates that the harder the problem the more this becomes important.  
Obviously the use of the ACO operator makes the algorithm much slower and is also more complicated. Of 
course, it need not be used in a given situation. In which case, there is no penalty. It can be thought of as an 
additional weapon to be used on difficult problems. 
The next question is: When would the ACO operator be useful? It would be expected to work well on problems 
which were similar to those tested. There are two key features that are likely to be important for similar problems. 
The first is that the problem difficulty be high enough to be needed.  The second is that the problem should be 
decomposable into subproblems that aid in finding a global solution even if the global solution cannot be obtained 
by simply solving the subproblems. This should apply to any type of engineering decomposition for assembly as the 
same basic criteria used by evaluating the entire structure should be applicable to substructure. Indeed, many types 
of engineering design optimization probably have this property. We therefore expect the ACO operator to be useful 
in many circumstances. 
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