Image fusion integrates complex information about a target scene from multiple sensors into a single image. The fused image can further be utilized for human perception or different machine vision tasks. In the case of infrared and visible images, infrared images have the advantage of capturing thermal radiation intensity, whereas visible images are superior in gradient texture. In order to effectively fuse thermal intensity of infrared image and texture advantage of visible image, we propose a novel fusion method based on L0 decomposition and intensity mask. The proposed method first acquires base and detail layers of images (visible & infrared) using L0 decomposition. Next, an intensity mask is obtained using the basic global thresholding method on base layers of infrared image. The layers (base layers and detail layers) and visible images are divided images into three parts by the use of intensity mask, namely, mask-base layers, mask-detail layers, and texturebackground. The first and second parts effectively achieve intensity blending, whereas the third part achieves the fused image with a clear gradient texture. The proposed method shows superior performance when compared with five state-of-the-art methods (on publicly available databases).
Introduction
In the current era of information technology, humans are more inclined towards gathering information through images i.e., obtain, express, and transmit information. Images obtained by a single sensor cannot meet complex application requirements due to their physical limitations. In contrast, multiple sensor images provide more detailed complementary information about a particular target scene. Image fusion is one promising technique which integrates information contained in multi-sensor images into one fused image, offering complex information, which can be used for image analysis such as pattern recognition [1] , [2] , remote sensing [3] , [4] , medical imaging [5] , [6] , and military applications [7] , [8] .
Particularly, infrared (IR) imaging sensors capture thermal radiations emitted from objects, which are less affected by dark or adverse weather conditions. However, the acquired IR images usually lack sufficient background details about the scene [9] . In contrast, visible (VIS) images usually contain more detail and texture information, and also have higher spatial resolution than the corresponding IR images [10] . The fusion of IR and VIS images produces synthetic images that are more conducive to human observation or computer vision tasks. In the fusion framework of sparse representation, Zhang et al. [11] designed a dictionary learning method for joint sparse representation (JSR) in image fusion. The dictionary update process is obtained by performing singular value decomposition on JSR. Liu et al. designed a method for IR and VIS image fusion using saliency detection (JSRSD) in sparse domain to improve the background information and details of the image [12] . Furthermore, a signal decomposition model known as convolutional sparse representation (CSR) was introduced for image fusion to address the problem of detail preservation by improving image quality [13] . In addition, B.K.Shreyams Kumar [14] extracted detail images using cross bilateral filter (CBF) for image fusion to enhance detailed information in the fused image. Jiayi Ma et al. [15] proposed a novel fusion algorithm to enhance the texture and background in fused image using gradient transfer and total variation minimization. Furthermore, a target-enhanced multiscale transform (MST) decomposition model is designed to enhance the thermal target in infrared images and preserve the texture details in visible images [16] . In recent years, deep learning methods have also been applied to image fusion [17] . The application of CNN (convolutional neural network) and GAN (generative adversarial network) achieves better fusion performance on images of different modes [18] - [21] .
In summary, these methods extract the saliency information of the source image by transforming and reconstructing the whole image in different domains (sparse representation, pyramid decomposition and neural network decomposition), and fuse the superior information contained in the source image. Specifically, the advantage of infrared images is the intensity information, which is mainly reflected in the salient regions of infrared images. Whereas, the advantage of visible images is the texture information, which is mainly reflected in the background area of visible images. Therefore, determining the salient region of the infrared image and the texture background region of the visible image is important. Furthermore, the salient region and the texture background region will be processed separately to improve the fusion performance, which will avoid mutual interference between the salient region and the texture background region. However, in the above-mentioned fusion methods, the salient region and the texture background region adopt the same fusion strategy as a whole. This may cause interference between salient region and texture background region resulting in reduced performance of the fused image (e.g., reduced contrast and lost texture).Therefore, it is better to determine the intensity region and texture background region separately instead of processing the whole image, without completely transforming these two types of images during the fusion process. In order to avoid complex transformations, and efficiently process (infrared and visible) image information, we propose a new method called "Intensity mask fusion," which is based on acquiring mask from infrared intensity (contained in the infrared image). The salient region of infrared image and the background region of visible image are separated by the proposed method and fused using different fusion strategies. This method achieves effective fusion of infrared image intensity and visible image texture.
The rest of the paper is organized as follows. Section 2 introduces the method of making the intensity mask and fusion strategy of proposed algorithm. In Section 3, we carry out experiments by the use of proposed fusion method. Section 4 provides comparison of our method with several state-of-the-art approaches, followed by concluding remarks in Section 5.
Intensity Mask Fusion Strategy
In this section, we present the layout of our infrared and visible image fusion method. Fig. 1 is a fusion block diagram of the proposed method.
The block diagram of Fig. 1 is mainly divided into three steps. First, the images are decomposed into base layers and detail layers via L0 gradient minimization. Secondly, we design an intensity mask map from the base layers of IR image. We use the mask map to process the base layers, detail layers, and VIS source images, to get the mask-base layers, mask-detail layers, and texturebackground respectively. Third, the visual saliency map (VSM) strategy is used on mask-base layers to obtain the mask-base fusion. The mask-detail fusion is achieved by using maximum gradient approach on mask-detail layers. The fused image is obtained by combining the mask-base fusion, mask-detail fusion and texture-background. Next, the implementation process of the method is explained in detail.
Image Decomposition via L0 Gradient Minimization
The smoothing method via L0 gradient minimization preserve high-contrast edges by calculating the number of non-zero gradients, which is similar to the L0 normalization method. For an original image I, this method tries to seek a smooth version f that is structurally similar to I, as smooth as possible everywhere except those high contrast edges in I. This approach effectively determines the intensity area of an IR image. Specifically, for each pixel p in image f, the gradient is computed as [22] :
where f p is the gradient value at pixel p, and C(f) is the gradient measurement of image f. Eq. (1) counts the pixel p whose magnitude of gradient is not equal to zero and the resulting image f is obtained by:
where λ is the regularized coefficient. In order to solve this L0-norm regularized optimization problem, an approximation of pixel gradient given by Eq. (3) is used. The optimization objective function is improved by introducing auxiliary variables h p and v p for pixel p, given as:
where h p and v p corresponds ∂ x f p and ∂ y f p , C(h , v) = #{p | |h p | + |v p | = 0}, and α is the dynamic adapting factor to control the similarity between (h,v) and the corresponding gradient (∂ x f p , ∂ y f p ). After these approximations, Eq. (4) can be well solved with alternatively minimizing f and (h,v) using iterative method [22] :
where α 0 and k are fixed as 2λ and 2 respectively. Furthermore, Table 1 explains the detailed iterative method of Eq. (3). We express the smoothed result f as the function for original image I and parameter λ, and replace Eq. (5) with Eq. (3) for the rest of this paper:
Further, a multi-scale decomposition structure is obtained according to this smoothing method. The decomposition is set to be (n + 1) levels, including base layers and detail layers. The ith (i = 1, 2 . . . n) level of base layers is defined as:
where λ i denotes the regularized parameter for the ith level smoothing, b i is considered as the ith base layer, and the detail layers are defined as:
Compared to pyramid based multi-scale decomposition [23] , the proposed method does not perform image down-sampling or up-sampling to retain more information.
Image Processing Using a Mask
The threshold segmentation result bw i can be obtained from b i using the basic global thresholding [24] , and the mask map is defined as:
The mask map is considered to be an area where the IR intensity is dominant, and the IR image (base layers and detail layers) and the VIS image (base layers and detail layers) corresponding to this area are the focus of fusion. The base and detail layers corresponding to the mask map are defined as:
where mb i refers to mask-base layers and mdi refers to mask-details layers. "· * " is the matrix dot multiplication.
The area complementary to the mask map represents texture information. In the proposed strategy, the background texture of VIS image is transformed into fusion result. The texture-background is obtained as:
Fusion Strategy
In Section 2.2, the original IR and VIS images are divided into three parts: mask-base, mask-detail, and texture-background. In this section, the fusion strategy for mb i , md i and tb is introduced.
Visual Saliency Map for Mask-Base Fusion:
For the fusion of mask-base layers, a visual saliency map (VSM) is applied, which can figure out perceptually salient visual structures, regions or objects [10] . The algorithm defines pixel-level saliency based on a pixel's contrast to all other pixels. Let I p denote the intensity value of a pixel p in the image I. The saliency value V(p) of the pixel p is defined as
where N denotes the total number of pixels in I. If two pixels have the same intensity value, their saliency values are equal. Thus, Eq. (11) can be rewrite as follows:
where j denotes the pixel intensity, M j represents the number of pixels whose intensities are equal to j, and L is the number of gray levels. I j is the jth level of the image gray levels L. Then, V(p) is normalized to [0,1].
Let V 1 and V 2 denote the VSMs of the input IR and VIS images respectively. The fused mask-base is obtained as:
where the weight w is defined as
Maximum Gradient Fusion for Mask-Detail:
Generally, the method of detail layer fusion takes the maximum pixel value between the corresponding IR and VIS images. However, the details of an image are reflected by its pixel gradient. Therefore, the proposed fusion strategy considers the maximum gradient value of the pixel, and uses the corresponding pixel value for fusion result. The gradient of mask-detail layers for the ith level is given by:
where g and g' denote the gradient factors. g i is the gradient of the ith level. For the fusion of mask-detail layers (of IR and VIS images), the pixels with the largest gradient in two mask-detail layers are taken as the fusion result. Therefore, the fusion strategy can be defined as:
Image Reconstruction:
For fused mask-base layers and mask-detail layers, we take the maximum pixels from all levels to get the final mask-base and mask-detail, given by:
Finally, the fused image F can be reconstructed by combing the fused mask-base layers F mb , the fused mask-detail layers F md , and the texture-background tb as follows:
Fusion Method Experiment
In our experiments, we used 21 pairs (pair of IR and VIS image) of source images used in Ref. [17] . Sample pair images from the used dataset are shown in Fig. 2 .
In order to explain the working of our algorithm, the processing of 'Open-field' image is presented. The parameters for this image are set as: decomposition levels n = 5, the regularized factor λ in each decomposition level is [0.0001, 0.0003, 0.001, 0.003, 0.01], and the 'Sobel' factor is used as the gradient factors g.
The 'Open-field' image pair is decomposed into 5 levels using L0 smoothing, shown in Fig. 3 Specifically, the first and second rows in Fig. 3 are the base layers and detail layers of the VIS image respectively. The third and fourth rows in Fig. 3 represent the base layers and detail layers of the IR image respectively.
The basic global thresholding is used in base layers of IR image and the mask map obtained is shown in Fig. 4(b) . The obtained mask map is further used to process the base and detail layers of IR and VIS images to get mask-base and mask-detail layers. For mask-base layers fusion, the VSM strategy shown in Section 2 is used. The maximum gradient fusion method is applied for mask-detail layers. Fig. 4(c) and (d) show the fusion result according to fusion methods for Fig. 4 . Mask-based image processing.
TABLE 2
Qualitative Analysis for the Exiting Six Methods mask-base and mask-detail layers (described in Section 2). Whereas, Fig. 4(e) is the texturebackground, and Fig. 4(f) is the fused image reconstructed according to Eq. (18) . In addition, the points in red frames have higher contrast due to the little intensity of the background in infrared image shown in Fig. 4(a) . During L0 processing, these points are retained into mask map as the structure of the image (Fig. 4(b) ). Further, these points are applied in the mask fusion and displayed in the fused image ( Fig. 4(c) and (f)).
Comparison and Analysis
The proposed method is compared with five fusion algorithms, including JSR [11] , JSRSD [12] , CSR [13] , CBF [14] and GTF [15] . For quantitative analysis of different fusion methods, four quality metrics including standard deviation (SD), mutual information (MI) [25] , structural similarity index (SSIM) [26] and Qe [27] are used. MI value reflects how much information from the source images is transferred into the fused images, SSIM describes the structural similarity between the fused image and the source image, and Qe evaluates how much edge and salient information of the source images is transferred into the fused images.
The reconstruction results comparison between the proposed method and existing five fusion methods is shown in Fig. 5 . In image fusion, the six methods belong to pixel level. However, different image transformation cause difference time cost and visual. Therefore, integrating the existing six methods, qualitative analysis is summarized from the adopted transform, time cost and visual (see Table 2 ).
It can be seen from Fig. 5 that the proposed method achieves better fusion results compared to other methods. Furthermore, it can be seen that the proposed method reconstructs a bright target (of a person in our case) for the 'River', 'House', and 'Patrol' images. This high contrast reconstruction is because the VSM-based fusion rule for the base layer is able to effectively avoid losing the contrast in the fused image. Moreover, the background scenery in our fusion result contains less IR noise, and the details are clearer and more natural than those in the fusion results from other methods.
In particular, it can be seen from Fig. 5 (first column to the fourth column) that the other five methods enhance infrared intensity and spectral information, while producing more artifacts and noise in the background from infrared images, which degrades the quality of fused image. Instead, our approach maintains good background information and produces effective fusion result. In the fifth and sixth columns, the proposed method better preserves detailed information such as trees and provides a good fusion effect for human interpretation.
In Fig. 5 , some artifacts appeared in 'River' and 'House' based on proposed method. This is because the contrast of these areas in the original infrared image is low. Specifically, in the original infrared image of the 'River' and 'House', the area represented by human has the maximum intensity and highest contrast. In addition, the red frame area has larger intensity than the surrounding area, but lower intensity than the area where the person is located. However, the red frame area remains in the mask while making infrared intensity mask. Due to low contrast of the red frame areas, the fusion result during the fusion processing of mask-base layers didn't achieve the expected effect using visual saliency map, which cause the artifacts in the fused image. Table 3 shows the quantitative comparison of different methods for the above six source images and the best results are highlighted in bold. We can see that our method can outperform other fusion methods in terms of different metrics (SD, MI, SSIM, and Qe), except that the GTF method achieves the highest value of the metric SSIM, Qe, and SD on the 'River', 'House' and 'Patrol' source images, and the CBF method achieves the best performance in terms of the metric SSIM on the 'Patrol' source images. These values indicate that the fused images obtained by the proposed method are more natural and contain less artificial artifacts. From quantitative comparison in Table 3 , it can be seen that our fusion method has better performance than the existing five methods. Further we introduce the time of image fusion using different methods. From Table 3 , it can be seen that the proposed method shows a better real-time performance than the other methods. Computer hardware configuration: Windows 10 64bit, CPU (i5-7500 @ 3.40GHz), RAM-8G, MATLAB2017b.
A total of 21 pairs of images are fused by the proposed method and five existing methods. Fig. 6 depicts the plot graph of SSIM for all fused images. Fig. 6 reveals that the values of MS_SSIM produced by our method are generally higher than those of CBF, JSR, JSRSD, CSR and GTF. In summary, the proposed strategy has achieved the best results, except for the second pair, the eighth pair, the 17th pair and the 19th pair. The results show that the fused images obtained by the proposed method have the best structural similarity and information with the source images.
Conclusion
An effective IR and VIS fusion method called intensity mask fusion is proposed in this study. The method effectively combines the intensity of IR and the texture of VIS, and achieves excellent fusion effect. Experimental results show that compared to well-known five existing methods, the proposed method can effectively retain intensity and texture gradient information in the original image.
