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 i 
Abstract 
 
Dipoles are expected to often dramatically enhance the mutual collision rate of 
diffusing particles (above the effects of Brownian or turbulent motion). However, this 
spreading awareness of the possible influence of discrete dipoles on particles is still 
based largely on theory, and some qualitative experience of particle behaviour from 
microgravity experiments. Individual particle dipoles have not yet been definitely 
isolated in experiments, nor measured in practical situations. In this project, it was 
intended to measure, for the first time, distributions of dipole strength (as well as net 
charge and particle size) on particulates dispersed into air by typical industrial and 
pharmaceutical processing methods. 
 
The instruments designed to do this were built around a sampling head which allowed 
examination of a flow of dust dispersed into an air stream. During dispersal, the 
particles suffered tribocharging by mutual separation and collision on walls. 
Examination of the particles involved recording the path of particles as they moved 
through a non-uniform electric field around a central electrode, which was supplied 
with high voltage.  Particles were attracted towards the central electrode (of 0.5 mm 
diameter in this study) if they contained dipoles, independent of the polarity of the 
field or their net charge.  Particles to be examined were illuminated by a laser sheet as 
they moved past, and a high speed video captured their trajectories (over a field of 
view of around 5 mm).   
 
The equation of motion of a particle which involved the forces of both particle net 
charge and dipole strength was applied to the particle path to evaluate both these 
parameters. The particle trajectories were modelled, and checked against the observed 
experimental trajectories. The voltage applied to the probe varied from 4 kV to 18 kV 
but for most of the runs 6 kV voltage was used. The electric field around the probe tip 
was assumed to be same as that for a spherical electrode of the same size as the probe. 
The flow field axially towards and around the probe tip was calculated using the 
Stokes creeping flow equations around a sphere. The calculated electric and flow 
fields were checked against COMSOL Multiphysics models applied to actual 
geometries and flow regimes.  
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The rotation dynamics of the particles was also considered important in the technique, 
requiring possibly extra knowledge of the initial direction of the dipole. The flow was 
led through a lateral field between two plates in order to orient the direction of any 
dipoles in the direction of the lateral field. The expected orientation of dipoles coming 
out of the plates was used as an initial guess of their orientation for modelling the 
rotation of the dipoles when they entered the probe field. Misalignment after leaving 
the plate field and before entering the probe field was also considered, and was found 
to be important due to vortices characterised by smoke and particle studies.  However, 
the trajectory modelling revealed that the particles studied quickly rotated into 
alignment with the probe field, providing maximum attractive force to the probe, and 
so the values of net charge and dipole strength obtained did not depend on the initial 
orientation.   
 
Estimated errors of particle position and diameter used in all the calculation steps 
were judged to be well within a basic image error limit of ±1 pixel. Some particle 
trajectories showed unexplainable shapes which was traced to the influence of large 
mixing eddies around the gas/particle jet.  A check for corona discharge at the probe 
tip was made both at the beginning and at the end of the sampling experiments. No 
corona was detected initially (up to 18 kV), but a discharge could be observed at 
voltages close to 7 kV in the later checks. 
 
Particles of acrylic, glass bubbles, whole milk and fertiliser powder were sampled and 
net charges and dipole charges were estimated. The sampled particles overall had net 
charge and dipole charge in the range of 10-15 C to 10-12 C on individual particles with 
diameters 20 µm -130 µm. Dipoles were more evident (more easily measured) for 
glass bubbles but the presence of dipoles on other particle samples was found and 
could not be completely ruled out for many of them. The analysis procedure is 
presently time consuming but can be automated so it is recommended in the future 
that it should be automated. The work can be extended into industrial situations by 
sampling moving dust suspensions, e.g. fluid bed overflows and pneumatically 
conveyed outflows, useful in the dairy and fertilizer industries.  
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1. Introduction 
Powders and other particulate solids are widely used as raw materials, intermediates, 
or final products with the interparticle forces contributing to the properties of 
powders. The electrical charging of the particle surfaces during their handling in air 
leads to various phenomena. Accurate knowledge of both the particle charging 
process and the electrostatic forces allows the control of electrostatic phenomena, 
which is particularly important for fine powders since the electrostatic forces may 
often exceed gravity or inertial forces.  
 
Some of the applications and situations demanding this knowledge are listed by 
Mazumder et al. (2006) and include:  
(a) generation and deposition of unipolarly charged dry powder without the 
presence of ions or excessive ozone,  
(b) control of tribocharging processes for consistent and reliable charging,  
(c) thin film(< 25 µm) powder coating and powder coating on insulative surfaces,  
(d) fluidisation and dispersion of fine powders,  
(e) mitigation of Mars dust,  
(f) effect of particle charge on the lung deposition of inhaled medical aerosols, 
(g)  nanoparticle deposition and  
(h) plasma/corona discharge processes. 
 
An electric dipole consists of two charges of the same magnitude but opposite in 
polarity, separated by a small distance (Cross, 1987). If the charge is q and the 
separation is a, then the dipole moment is defined as qa. When a dipole is placed in a 
uniform electric field there is no net translational force on it, because the two charges 
experience equal and opposite forces, but there is a rotational force and the dipole will 
align in the direction of the electric field. If a dipole is placed in a non-uniform field it 
experiences a translational force as well as a couple.  
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1.1 Dipole Generation and Effects 
 
1.1.1 Tribocharging (Electric dipoles on dust particles) 
 
There are a number of mechanisms for charging particles. They are usually charged 
by ions arising from corona discharge or by contact with another material i.e. 
tribocharging. Tribocharging is the most frequently occurring phenomena for 
charging materials. It occurs through two mechanisms, contact charging and friction 
charging. In both cases the mechanical processes involved are sliding, rolling, impact, 
and separation of surfaces or deformation leading to charge distribution at stress 
points. When two insulating materials come into contact then on separation charges 
transfer from one to the other. The surfaces of both contacting surfaces acquire a net 
electric charge, with one becoming negative and other positive. The amount of 
triboelectric charge exchanged between two contacting surfaces depends upon their 
relative speed, the difference in work function, and on the pressure between the 
surfaces in contact (Hogue et al., 2006). As the pressure increases, the area or the 
number of contact points increases. The surface charge density achieved by this 
process can be very high. Most frictionally charged surfaces have both positively and 
negatively charged areas, but one polarity predominates, determining the net charge 
of the surface (Cross, 1987).  
 
Proposed Dipole Theory 
 
Generally particle electrostatic behaviour has been explained on the basis of net 
charge and induced dipoles. Abrahamson and Marshall (2002) proposed a dipole 
theory which supports the existence of “permanent electric dipoles” on dielectric 
particles. According to this theory on dispersion of a heap of particles the contacting 
surfaces separate and charge is transferred leaving some with only positive surface 
charge, some with negative  and the remainder with both on different parts of their 
surface (with or without net charge) leading to dipoles or perhaps even higher order 
polarity. Experimental observations by Marshall (2000) concluded that in a dust 
aggregating environment, dipole forces are expected to grow as the particles 
aggregate rather than cancel as tends to happen with systems dominated by net 
charge. As an extreme size example of this, Wang et al. (2005) explained the particle 
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aggregation rates necessary to allow planets to form on the basis of the 
Abrahamson/Marshall dipole theory. 
 
1.1.2 Electric Dipoles on Nanoparticles 
 
Nanoparticles are often produced by condensation of vaporised materials. For 
nanometer-sized particles tribocharging is not generally possible before aggregation. 
However extended nanoparticle chains as long as those of magnetic dipoles 
(Aleksandrov et. al 1982), e.g., chains of nanospheres from an electrical discharge 
(Abrahamson and Dinniss, 2000) have been observed in various studies. It is known 
that the oxidation process of metals creates local fixed charges of both signs, and 
hence permanent dipoles on nanoparticles are a logical outcome of this (Abrahamson 
and Marshall, 2002). If the material forming a nanoparticle is reactive to the gaseous 
environment, like silicon nanoparticles formed from silicon vapour condensed within 
air, an oxide layer is formed around the particles. Several surface charges are 
deposited at different places on each nanoparticle leading to the formation of both net 
charge and an electrical dipole on each particle (Abrahamson, 2008). Spectroscopic 
evidence indicates strong thermally stable electrical dipoles on <10 nm metal clusters 
wrapped in an oxidic coating (Schemeisser, 1999). 
 
1.1.3 Other Methods 
 
A particle will have a net dipole, if its core is very asymmetric or has some other 
asymmetric history. Water molecules have no net polarization due to perfect balance 
of molecular dipoles. But an icy particle with no initial net dipole can fragment on 
collision or simply depolarize on one side, creating a net dipole (Wang et al., 2005).  
 
1.1.4 Effects of Dipoles 
 
The dipole-dipole interaction causes faster aggregation and higher resistance to 
shattering of an aggregate (Marshall and Cuzzi, 2001). An aggregate formed of 
dipoles is expected to develop a larger dipole and hence provide a net long range 
attractive force (Marshall et al., 2005). This long range attractive force can affect 
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deposition of particles, e.g., pharmaceutical powders in respiratory tracts, their flow 
behaviour, e.g., in flow through pipes or fluidisation etc. 
 
1.2 Objectives 
 
The dipole strength on particles has been measured only once and that also in special 
circumstances (Hays and Wayman, 1989). There has been no direct measurement of 
dipoles on individual dust particles. This study was a first attempt to do this, and the 
new information is expected to open up new insights for the behaviour of solid 
particles, both in nature (e.g. cosmology) and in industry. 
 
The main objective of this study was to establish a technique for measurement of 
distributions of net charge and dipole strength for powders on dispersion in air. 
Equipment was designed to do this constituting a pulsing laser driven as a multi-flash, 
high-speed video camera and a high voltage AC supply. These three units were 
synchronised in order to image the trajectories of air suspended particles on a single 
frame or in some cases consecutive frames. The mostly spherical dielectric particles 
studied were subjected to a non-uniform electric field around a probe and then their 
recorded trajectories were followed for analysis. The image analysis software used for 
this purpose was Sigma scan Pro 5. 
 
 The second objective was to model the particle behaviour under electrostatic forces.  
The trajectories were modelled theoretically for position and orientation using the 
particle momentum conservation equations for both translational and rotational 
motion. The integrated positions from the translational momentum equation were 
fitted to the experimental trajectories by adjustment of net charge and dipole strength. 
The flow field and electric field were also modelled around the probe.  
 
A third objective was to understand the tribocharging of particles, and consequently 
the aggregation behaviour of many particle systems. 
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1.3 Importance of Non-Uniform Field  
 
In an inhomogeneous electric field set up between a small electrode and a surrounding 
larger one, monopoles can be attracted or repelled from the central electrode, but any 
dipoles are always attracted towards a higher field (in this case towards the inner 
electrode), once they have aligned themselves. In this study a simple wire probe 
immersed in the suspension flow to be studied was chosen as the most convenient 
way to generate a non-uniform field. Application of high voltage to this probe 
provided a nearly spherical field around and in front of the tip of the probe. It was 
expected that dipole forces will dominate over the monopole forces closer to the tip of 
the probe. The voltage was reversed in polarity frequently during a run, to allow a 
symmetrical treatment of both positive and negative particles while flows and 
velocities remain constant (reducing possible distribution bias), and also to provide 
additional checks on the trajectory analysis when a polarity switch occurred during a 
trajectory. One expects that the charge parameters of a particle will remain constant 
before and after such switches.  For most runs the direction of any dipoles was preset 
before particles moved close to the probe, by subjecting them to a constant transverse 
field via two plates.  Also this field removed some particles with higher net-charge, to 
allow easier analysis of the dipoles present.   
 
1.4 Programme and Outline of Thesis 
 
Chapter 2 presents a literature review on the measurement of particle charge and 
mechanisms of charging. It also includes a brief description of the analogy between 
magnetic and electric dipoles. This is followed by a review on dipoles in the context 
of geophysical applications and pharmaceuticals. Fluid dynamics involved in the 
process of measurements described in this thesis has been discussed at the end. 
 
Chapter 3 focuses on design of various parts of the experimental set up. It also 
includes the details of particle samples analysed. 
 
Chapter 4 and 5 describes in detail the forces assumed and equations involved in 
modelling the trajectories of particles. Chapter 5 presents the modelling of the flow 
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field and electric field close to the probe tip using the COMSOL Multiphysics 3.4 
software. 
 
Chapter 6 explains the problems encountered at the initial stage of the experiments 
during particle imaging etc. It also includes a stepwise procedure to measure net 
charge and dipole by fitting the theoretical model with experimental results.  
Lastly it presents the details of image processing and extraction of data. 
 
Finally Chapter 7 and 8 present the results and discussions. In Chapter 9 conclusions 
are drawn and recommendations given for further improvement of the technique. 
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2. Literature Survey 
 
2.1 Measurement of Particle Charge  
 
The presence of electric charge can be beneficial in various applications, as in dust 
control by electric precipitators, deposition of pharmaceutical powders, electrostatic 
coating, spraying, and xerography. It can also be hazardous since an excess charge 
buildup can cause problems such as causing segregation, unreliable flow, generating 
nuisance discharges and even causing dust explosions in applications such as gas-
solid fluidized bed reactors and pneumatic transport lines. The measurement of 
electric charge on a particle is necessary to better control its behaviour. In a review by 
Brown (1997) two general types of methods of measurement of particle charge have 
been proposed, the first type “static” methods and the second “dynamic” methods. 
The static method involves direct measurement of absolute charge expressed as a 
number of electrons or quantity of electric charge in excess, or deficit of neutrality. A 
Faraday cage can be used for such static measurements based on charge transfer or 
induction. The dynamic methods infer charge from measuring electrical mobility 
which is the ability of a particle to move in an electric field and is given by the ratio of 
particle velocity at steady state to the field in which it moves. In dynamic methods 
particles are subjected to (high) electric field and the velocity reached by them is 
therefore related to their electric mobility. Each of the methods has its own 
advantages and complications. 
 
The static charge is generally measured by transfer of charge to a capacitor and then 
measuring the voltage developed. The collection electrode may be a wire or can be 
coarse conducting grid on which particles leave charge by impact (Krupa and 
Jaworek, 1989). Apart from giving up its charge the particle can also be collected in a 
Faraday cup in which it induces an equal charge. The Faraday cup operation is based 
on Gauss’s Law, which states that ψ=Q , where ψ  is the electric flux. The flux from 
the charge on the particle produces an equal charge on the outside of the cup that can 
be measured by an electrometer as shown in Figure 2.1. The outside of the cup should 
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be shielded properly and insulation between the inner and outer containers of the cup 
must be extremely high.  
 
 
Figure 2.1: A Faraday cup (Cross, 1987). 
 
The static methods of charge measurement have drawbacks that only the mean charge 
is measured and only charges much higher than that of a single electron can be 
detected. Measurement of the dynamic response of a particle in an electric field has 
more flexibility (Brown, 1997). Small particles carrying small charges can be 
classified (or measured) with dynamic analysis.  
 
Millikan (1950) in his attempt to measure the charge on an electron used a one- 
dimensional equation of motion of a particle in a vertical electric field with gravity 
opposing the motion. This method has been used by different researchers by making 
various modifications for essentially measuring the charge of a single particle. Kunkel 
(1950) used electric field acting at right angles to gravity. The particle trajectories 
were recorded with a camera on photographic film using intermittent illumination to 
get trajectories as dotted lines. There was a problem of confining particles of interest 
to the focal plane of the system. The movement in a horizontal electric field of aerosol 
particles of size ranging from 4.5 - 40 nm was videotaped after enlarging them to 
about 1 µm in a visual square field of ~ 1 mm2, with 0.1 mm depth of focus (Kousaka 
et al., 1981, 1983). The particles used were zinc chloride and dioctyl-sebacate and 
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they were enlarged by condensation of dibutyl-phthalate or dioctyl-phthalate vapor on 
them. It was assumed that in the enlarging process none of the particles were newly 
charged. 
 
Rather than studying single particles at a time, devices have been developed in order 
to gather information about a population of particles yielding their size and charge 
distributions. Such devices are known as mobility analyzers and can work as either 
differential or cumulative analyzers. A number of such devices were reviewed by 
Knutson and Whitby (1975). A mobility analysis device can use any one of a number 
of geometries but the most common ones use parallel plates or concentric cylinders. It 
has been observed that neither the geometry of the device nor the form of flow field 
has a critical effect on the performance of mobility analyzers. Generally in a 
differential analyzer when the airflow and electric field are set, only particles within a 
limited range of electric mobility are selected for sampling. Emets et al. (1990) 
analyzed particles using an optical scattering particle counter for size-selecting. The 
electric field was periodically reversed so that particles with charges of either sign 
could be counted separately. The device allowed analysis of particles ranging from 
0.3 to 10 µm in diameter with charge ranging from unity to 105 elementary charges of 
both signs. 
 
In a cumulative mobility analyzer, an aerosol passing through the device is subjected 
to the electric field, with a fraction of particles being captured on the plates, the 
fraction depending on the field applied and electrical mobility of the particles (Brown, 
1997). Penny and Lynch (1957) passed an aerosol between parallel plates for 
measurement of particle mobility. A variable voltage was applied between the plates 
and a particle in the electric field experienced an electrostatic force proportional to the 
applied voltage. The collection efficiency on the plate was found to be linearly 
dependent on applied voltage over much of its range. Most of the cumulative mobility 
analyzers have been designed for submicron particle sizes and an increase in size will 
lead to very long collection electrodes due to lower electromobility of larger particles. 
Also if flow velocities are large the collecting electrodes need to be longer.    
 
A modification in the technique of collection based on electromobility of particles 
was suggested by Coury and Clift (1984), Coury et al. (1991). They designed an 
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electrostatic charge classifier as shown in figure 2.2. Dust laden air was introduced 
through a slit across the width of a rectangular channel in between two flows of 
filtered gas at the same velocity. The gas then passed between two parallel plates 
between which the deflecting potential was applied. Then it entered a section of 
parallel collecting plates where it was exposed to negative corona leading to 
deposition on the earthed collecting plates. 
 
 
 
Figure 2.2: Measurement of particle charge (Coury and Clift, 1984). 
 
The particles were classified by electromobility according to the plate on which they 
were deposited. This enabled shorter electrodes to be used and needed a single 
deflecting voltage instead of the range of different potentials used by Penny and 
Lynch (1957). Using this instrument, the measurement of charge distribution of gas-
borne particles up to 15 microns in diameter could be made with high flow rates (up 
to 0.35 L/s with velocity through the collecting plates up to 1.2 m/s).  
 
In both the static and dynamic methods the problems are (a) confining the particles to 
be analysed to the narrow focal plane of the system and (b) very long sampling times 
which involve tedious post-processing analysis. All methods originating from 
Millikan experiments are essentially single particle methods and considerable time 
needs to be spent studying each particle, hence only a small number of particles can 
be processed. Though the mobility analysis methods analyze populations of particles, 
error is introduced when there is a significant fraction of uncharged particles. Due to 
Wires for 
corona 
Collecting 
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Deflecting 
electrode 
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turbulent diffusion (Replates ~ 20,000) such particles would blur the discrimination. 
This can be misleading in mass and charge measurements because the assessment of 
these parameters is made on the basis of the fraction of particles collected on each of 
the collection plates. 
 
Laser Doppler Velocimetry (LDV) was used by Mazumder et al. (1991) in order to 
measure both charge as well as size of individual particles. The diameter of the 
particle was determined from the delay of the phase of particle oscillations relative to 
the phase of an oscillatory acoustic field. The charge was calculated from the velocity 
and direction of particle drift in a superimposed steady electric field. This method also 
involves considerable time (below 100 particles per second) and showed difficulties in 
processing particles having high charges. Kulon et al. (2003) described using the 
technique of Phase Doppler Anemometry (PDV) as a further extension of LDV. This 
has a relatively high data rate of analyzed particles, usually greater than 1000 particles 
per second. 
 
A “bipolar charge measurement” system was developed by Balachandran et al. (2003) 
which enabled measurement of both charge polarities of bipolar charged aerosols. The 
electric field acted perpendicular to the flow field. The setup shown in Figure 2.3 was 
an integrated bifurcator-precipitator with a front-end cylindrical arrangement 
consisting of two D shaped sections. Each section had three wire electrodes of 1mm 
diameter maintained at a constant high potential during the particle flow through the 
system. Depending on the applied voltage and its polarity the particles entering the 
field were attracted to the wires or deflected towards the outer cylinder where they 
were deposited. The amount of charge accumulated at the outer wall was measured 
with electrometer separately for each section. This system provides measurements for 
the particle size range between 1 and 10 µm and instead of net charge the 
measurement of bipolar charge fractions helps to better understand the electrostatic 
properties of the material. This could be useful for pharmaceutical powders where in 
inhalation therapy the particle charge can influence aerosol deposition in lungs 
(Balachandran et al., 2003). 
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Figure 2.3: The basic geometry of bifurcator-precipitator (Balachandran et al., 2003). 
 
Charge measurement in a fluidized bed is another common application. In fluidized 
bed reactors and transport lines insulator-insulator contact charging is often 
considered as the main cause of electrostatic charge generation and build up. 
Instruments using a Faraday cage cannot perform online monitoring of the specific 
charge distribution in a fluidised bed. Insertion of static probes leads to a disturbance 
in the flow, changing the local characteristics of the solids. Also deposition of 
particles on such a probe causes the electric potential to be lower than the true 
potential. Chen et al. (2003) used a suspended ball probe for measurement of the 
charge to mass ratio for gas-solids fluidized beds. A sensitive collision probe of 
diameter 3.2 mm was employed to explore induction and collision charge transfer by 
uniformly charged particles in the vicinity of a rising bubble, when the single bubble 
passed by the probe. The electric signals were recorded by an electrometer and 
interpreted to find net specific charge of fluidized particles. The experimental values 
were consistently lower than the maximum specific charge predicted using electric 
breakdown potential in air. This was attributed to low operating gas velocities used 
(Chen et al., 2003), limiting the buildup of charge intensities on particles and leakage 
of charges through walls of the bed.  Another possibility discussed was that fluidized 
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beds might be charged in a bipolar manner due to wide size distributions, with fine 
and large particles attaining charges of opposite polarity. Therefore the specific 
charge for particles of specific size ranges could be significantly higher then the net 
specific charge (Astbury and Harper, 1999).  
 
Charge measurements have also been made for a single particle impact on a target 
plane. Watanabe et al. (2006) have studied impact charge transfer for irregularly 
shaped pharmaceutical powders in the size range 500-600 µm on a stainless steel 
metal target using two Faraday cages. Due to the irregular shape of the particles the 
charge transfer greatly depended on the orientation of a particle just before impact and 
hence the contact area. It was observed that the impact charge increased with impact 
velocity. The equilibrium charge, defined as the initial charge on particle such that no 
net charge transfer occurs at impact, was independent of the impact velocity and 
impact angle. A need for recording the contact deformation with a high speed camera 
has been realized (Watanabe et al., 2006) in order to relate the mechanical properties 
to the charging behavior. 
 
2.2 Mechanism of Charging 
 
The charging of solids and liquids can take place in a number of ways. The major 
charging mechanisms can be categorised as (Cross, 1987): 
 
1. Tribocharging 
2. Corona charging 
3. Charging by the capture of small particles 
4. Induction charging 
5. Double-layer charging 
 
Most of the surfaces have both negatively and positively charged areas but one 
polarity predominates determining the net charge of the surface. When two insulating 
materials come in contact with each other or are rubbed together, the surfaces acquire 
a net electric charge. Each of the two surfaces is left with a net charge with one 
becoming negative and other positive. This contact or frictional charging, generally 
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known as tribocharging, is the most common surface charging mechanism.  For 
charging surfaces in a more defined way a corona discharge is commonly used. A 
corona discharge is produced by applying a high voltage between two differently 
sized electrodes to produce a non-uniform electric field. One of the electrodes has a 
small radius of curvature and an electrical discharge occurs in a limited region near 
this electrode. An avalanche of electrons and ions of a single polarity is created which 
can charge any immersed surface such as that of a particle to a controlled limit.  
 
 
Figure 2.4: Induction charging of rod in the electric field between sphere and plane 
(Cross, 1987). 
 
A particle may also become charged by the capture of smaller charged particles rather 
than ions (Cross, 1987). Materials which are electrically conducting can also be 
induction charged. A conductor becomes charged by contacting an earth provided an 
electric field is present (Figure 2.4). Another charging mechanism is double-layer 
charging. Liquids which are not perfectly pure contain some free ions. Under some 
circumstances these ions can be separated and the liquid acquires a net charge. Charge 
separation occurs on a microscopic scale at any interface with a liquid leading to the 
formation of a diffuse electrical layer. A double layer (Figure 2.5) is formed from two 
layers, the first of one polarity of charge held tightly to the interface and the other of 
opposite polarity attracted to the bound charge but held much more weakly.  
 
This study concerns particles charged mainly by tribocharging which is discussed in 
detail in the following section. 
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Figure 2.5: Schematic diagram of a solid-liquid interface (from Moore 1973) © John 
Wiley 1973.Reprinted by permission of John Wiley and Sons Inc. (Cross, 1987). 
 
2.2.1 Tribocharging 
 
Tribocharging can be studied under two different categories depending on whether 
there is a mere contact or rubbing between the two surfaces and these two are termed 
either contact charging or frictional charging.  Rather than a single contact generally 
charging occurs when two surfaces are rubbed together in air leading to frictional 
charging. The remainder of this section will introduce tribocharging in general, and 
will be followed by sections on contact charging and then frictional charging. 
 
To understand the charge movement between two materials the energy of the 
electrons and ions at their surfaces is considered and the way they move both within 
and between the materials. Materials can be arranged in a table according to the 
direction of positive charge which is transferred, with every material charging positive 
against material below it in the table. This is known as the triboelectric series. The 
subject has three main divisions: electrification of metals by metals; of insulators by 
metals; and of insulators by insulators.  
 
Metal-Metal Charging 
 
The charge acquired by a metal when contacted by another metal is determined by the 
condition that, for equilibrium, the Fermi levels of the two metals must coincide. In 
metals the outer electrons are assumed to form a sea of electrons free to move 
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throughout the crystal lattice. The energy required to move an electron from the top of 
the distribution (Fermi level), out of the metal to infinity, is called the work function. 
The metal with a larger work function than that of the other charges negatively. A 
contact potential difference is built up between the metals equal to the difference in 
the work functions φ  divided by the elementary charge 
 oABc e/)(V φφ −=                   (2.1) 
 
where oe =1.602 x 10
-19
 C. Typical metal work functions are 4 to 5 eV and thus the 
work function differences are 0 to 1 eV. During the separation process of the surfaces, 
the capacitance between them decreases and thus the potential difference increases if 
the charge remains fixed (Harper, 1967). For sufficiently short distances, the 
increasing potential difference drives a tunnelling current in the direction to maintain 
a constant contact potential difference. The tunnelling current decreases with 
increasing distance and is effectively stopped at a critical distance oz  that is of the 
order of nanometres (Lowell, 1976).  
 
Metal-Insulator Charging 
 
At the absolute zero of temperature both crystalline insulators and semiconductors 
have a full valence band and an empty conduction band with each having different 
band gaps. The delocalised nature of an electron and the band structure of the electron 
energies are a consequence of the periodicity of the crystal. However most of the 
insulators are amorphous. In a real amorphous material there is still effectively a 
forbidden energy gap but for temperature above zero there will be some electrons with 
energies within that gap localised at one position in the material (Mott, 1968). Hence 
there is no completely forbidden gap in the insulators. Localised energy levels exist 
due to impurities, defects in crystal structure, and the presence of a surface. The 
contact potential between a metal and an insulator depends upon the energy states 
within the insulator band gap and the Fermi energy of the metal. Since numerous 
experiments (Cross and references therein) have found the amount of transferred 
contact charge to vary linearly with the metal work function, it is customary to assign 
an effective work function to insulators. Triboelectric series of the insulators have 
been constructed in this way. 
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Ionic Conduction in Solid Insulators 
 
Ion conduction is observed in some crystalline insulators, in electrolytes, in many 
amorphous materials and in electrolytic layers on surfaces with adsorbed water. For 
ionic conduction in dielectric solids, ions will move by a thermally activated process. 
At a temperature T, the ion will have a probability P, of having enough energy to 
jump to an adjacent stable position, given by  
)Tk/Uexp(AP Be=                    (2.2) 
 
where Ue is the energy barrier which must be overcome, T is the absolute temperature 
and kB is the Boltzmann constant (Cross, 1987). 
 
 The electrification of insulators by metals and of insulators by insulators will be 
discussed in detail in the following sub-sections. 
 
2.2.1.1 Metal-Insulator Contact Charging 
 
The phenomenon of contact charging has a long history but is still little understood. 
Little progress has been made towards understanding contact charging of solids 
because of the lack of experimental reliability of the results. Experiments on contact 
charging have mostly been carried out in a vacuum to avoid charge loss by the air 
electrical breakdown when the surfaces separate. There are two main categories of 
present models of contact charging of insulators by metals. The first category includes 
those models that assume a thermodynamic equilibrium is achieved between the 
contacting surfaces. The second category of model assumes that equilibrium is not 
established during the time of contact and contact charging is due to electrons 
tunnelling into states at or near the surface of the insulator. The thermodynamic 
equilibrium model predicts a dependence of the contact charge density on the work 
function of the contacting metal. The non-equilibrium (tunnelling) model predicts 
contact charge density from surface states density or redistribution of electrons. Both 
these concepts and the progress made will be discussed in the following paragraphs. 
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The theory of metal-metal contact electrification is based on thermodynamic 
equilibrium. On contact between two metals electrons are exchanged between them so 
that they come into thermodynamic equilibrium. As the metals separate as explained 
earlier the electrons will tend to tunnel across the gap to maintain the thermodynamic 
equilibrium; that is to maintain the potential difference equal to the contact potential 
difference (Harper, 1967). Hence charge on the metals after separation will not be 
same as the charge when they are in atomic contact. The observed order of magnitude 
of the surface charge density σ  for different insulators after contact with a metal 
surface is in the range 10-5 – 10-3 C/m2 (Lowell, 1976).  
 
There are a few elaborate reviews on the topic by Harper (1967), Lowell (1980) and 
Cross (1987). Most of the earlier experiments (Davies,1967,1969; Arridge ,1967) on 
charge transfer between metal and insulator showed a simple linear relationship 
between the charge transferred and the metal work function but later some non linear 
relationships and scatter was reported (Lowell, 1976). If the contact charge on the 
insulator depends on the metal work function, the mechanism of transfer can be 
attributed to the electron transfer and the amount of energy transferred is governed by 
the energy difference between the metal Fermi level and some energy level in the 
insulator which is difficult to define (Davies, 1969; Lowell and Rose-Innes, 1980). 
From the experiment carried out by Davies (1969) for contact charging of Nylon 66 
by various metals it was observed that the insulator may charge positive or negative 
depending on the work function of the contacting metal. On this basis Lowell pointed 
out the possibility that the insulators contain empty states that can accept electrons 
from metal, as well as full ones that can donate electrons. The energy of both kinds of 
electron state must be close to Fermi energy of metals. For these states one possibility 
is that there are many same-energy electron states, but some of them are empty and 
some occupied. Alternatively the electron states may be distributed over a wide range 
of energy, with states below a certain energy being full and those above being empty.  
 
When an insulator is repeatedly touched by a metal on the same spot, the charge 
transferred to insulators increases on each contact (Harper, 1967; Fabish et al., 1976). 
There are various other explanations for increase in charge by repeatedly touching 
insulator at the same place with same metal like total time of contact, different contact 
area, viscoelastic behaviour of polymers, thermodynamic equilibrium etc., but none is 
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fully able to explain the process. If the area previously contacted receives more charge 
on a second contact then thermodynamic equilibrium cannot have been established 
between the metal and the insulator, at least in a single contact (Lowell and Rose- 
Innes, 1980). Lowell’s (1976) experimental results on polyethylene, PTFE and PET 
showed that multiple contacts were required to establish the previously observed 
linear relationship between charge transfer and work function. He proposed that the 
contact charge resides in the surface states or in the bulk states which are so close to 
surface that electrons may tunnel directly between them and the metal. This was the 
basis for the tunnelling model. During contact the electrons enter or leave only those 
states which were within 3 nm of the surface i.e. close enough to the interface. Bulk 
states were filled during multiple contacts in which charge was redistributed during, 
or after, each contact. He suggested that the successive contacts disturbed the 
microstructure of the polymer near the surface so that some of the filled traps moved 
away into the bulk and the empty states were brought closer. This mechanism could 
not work for hard insulators and hence would not account for charge accumulation in 
these materials.  
 
Homewood and Roseinnes (1982) conducted experiments with hard crystalline 
insulators (diamond and corundum) using a solid gold sphere of 2 mm diameter as a 
metal contactor. The time of contact was kept equal to 5 s and the time between 
contacts varied from 9.5s to 114 s. The rate of build-up of charge on repeated contacts 
was faster for longer times between contacts. The mechanism of charge accumulation 
was thought to be due to slight electrical conductivity. On first contact the charge 
transferred was held close to the region of contact by attraction to its image charge. 
Between the contacts due to its self repulsion, the charge leaked from the point of 
contact because of slight conductivity and was replaced on the next contact thereby 
increasing the total charge on the insulator.  
 
Generally all theories of electronic transfer assume a specific distribution of electron 
energy levels. Hays (1978) explained the linear relationship between the charge 
transferred and the work function on the basis of high density of the surface states. 
The bulk states close to the surface can communicate with a contacting metal either as 
electrons tunnel short distances into the insulator or to states associated with the 
surface. Fabish et al. (1976) investigated the distribution of electrons between the bulk 
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and the surface states in their study of the distribution of charge in polymers by 
measuring the surface potential. They concluded that low work function metals 
interacted mainly with the near bulk states whereas high work function metals filled 
mainly the surface states. The bulk states were filled to a depth of 4 µm below the 
surface while Lowell (1976) calculated the depth for an electron transfer from the 
surface to the bulk states for insulators only to be 2 nm. 
 
 In the tunnelling models the transferred contact charge cannot transfer beyond the 
tunnelling distance (penetration depth) below the surface of the insulator. Homewood 
(1984) found the depth of charge penetration for PMMA (polmethylmethacrylate) to 
be ~0.4 nm in support of the tunnelling model for charge transfer.  They calculated a 
characteristic depth to which charge must be distributed into the bulk of the insulator 
to achieve thermodynamic equilibrium to be about 300 nm. It was concluded that the 
two types of models (equilibrium or tunnelling) can be distinguished by measuring the 
distance to which contact charge penetrates into the insulator.  
 
Charge generation has also been studied by single impacts of particles with a target 
plane due to their simplicity leading to fundamental understanding. Matsuyama and 
Hideo (1995) studied contact electrification through impact charging generated by 
single collisions between spherical polymer particles (Teflon, Nylon, Polystyrene etc.) 
3.2 mm in diameter and metal plates. They observed that the surface charge densities 
were smaller than expected from the properties of contacting surfaces (assuming a 
typical solid state work function difference of 1eV leads to results orders of 
magnitude larger than observed)  but comparable to that by which the gaseous 
discharge in the atmosphere occurs (Pascoe’s Law). Later they tested metal particles 
and proposed (Matsuyama and Yamamoto, 2006a) a charge relaxation model. The 
model predicts that both the polymer and the metal particles lose all initial charge and 
lose the charge generated at contact due to impact with a metal target by charge 
relaxation during the separation process. This charge relaxes during contact as the 
contact was assumed to be sufficiently long to cause gaseous discharge in atmospheric 
conditions. 
 
Schein (1999) carried out “double blow-off” experiments with 10 micron toner 
particles in which the toner particles were blown onto a piece of metal and then blown 
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off. If the final particle charge on the particle was limited by air breakdown then it is 
determined by the particle’s potential curve being tangent to Paschen’s curve (Schein, 
1998). It was found that the charge to mass ratio was much less than the equilibrium 
charge that such particles should carry if it was limited by air breakdown. Also if air 
breakdown limits the final charge then it is uniquely determined by the particle 
diameter and dielectric constant. Even then toner charge is highly variable among 
different toner-carrier mixes and even within a mix. Hence Schein concluded that 
toner charging was not limited by the gaseous breakdown. Later Matsuyama et al. 
(2006b) have also questioned their own gas discharge relaxation model as it fails to 
explain the difference between approach and separation force in an atomic fore 
microscopy (AFM) experiment conducted previously (Matsuyama and Hideo, 1995). 
 
2.2.1.2 Insulator-Insulator Contact Charging 
 
The mechanism of insulator-insulator tribocharging is the least physically understood 
of the three basic types of contact charging. Many theories consider that the transfer 
of charge from one insulator to another is caused by the same basic mechanisms 
applied to metal-insulator charging. Davies (1975) suggested that the charge transfer 
in the insulators can be correlated with their “Fermi levels”, with electrons passing 
from the insulator with higher Fermi level to that with the lower.  
 
The surface states theory has been supported by many authors for insulator-insulator 
charging. According to the theory electron states localised at the surfaces exist within 
the large band gaps characteristic of the insulators. The surface charge density arising 
due to the contact charging is controlled by the number density of these states (Bailey, 
2001). The charge transfer between two materials in contact then occurs until the 
Fermi levels align as in metal-metal and metal-insulator contacts. With a lower 
number density of the states the charge transferred is limited to a lower value. There 
have been other theories (Fabish et al. 1976; Fabish and Duke,1977) stating that the 
transfer of charge between insulators is similar to that between metals in terms of 
electron exchange but the details of charge transfer are not clear. These studies do not 
consider the fact that upon physical contact insulators do not have free or nearly free 
electrons to exchange (Hogue et al., 2006).   
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In the triboelectric charging of insulators other charged entities such as ions or 
charged molecules with more freedom to move may play an important role (Bailey, 
2001, Hogue et al. 2006). Ion exchange has been considered responsible by many 
researchers for metal-insulator charging. Ions can exist on the surface of the insulators 
in vibrational energy states forming weak bonds with the surface due to 
intermolecular forces or in a thin surface water layer as solvated ions. Most surfaces 
in the air will be covered by a thin water layer ranging in thickness between a 
monolayer to a macroscopic thin film (Cross, 1987). The solid -aqueous interface then 
acts as a charged double layer with ions of one polarity preferentially attracted to the 
surface. Hence the net charge on the surface of a solid material would be largely 
balanced by an opposite charge of ions. 
 
Recently Hogue et al. (2006) studied the atmospheric air pressure dependence of 
surface charge density on triboelectrically charged insulators and found that it was 
unrelated to Paschen discharge or air breakdown. It was observed that the insulators 
discharged rapidly upon lowering the atmospheric pressure. Polymer samples were 
charged by a rubbing contact with wool or PTFE (polytetraflouroethylene) felt and 
lowering of atmospheric pressure resulted in the more rapid discharge. An ionic 
charge exchange mechanism was given as a possible explanation. Most of the surface 
charges were on volatiles and hence on lowering pressure they evaporating off the 
surface rapidly once their vapour pressure were reached. A residual surface charge 
(~20% of initial) was observed and explained to be a result of ions with lower vapour 
pressure than applied, or some minor electron exchange between the two surfaces. 
  
2.2.1.3 Frictional Electrification 
 
There have been different theories related to frictional electrification but none has 
been accepted universally (Harper, 1967). Kornfeld (1976) modelled the phenomenon 
of frictional electrification in insulators suggesting that solid insulators are not 
electrically neutral due to structural imperfections. Under atmospheric conditions, 
ions and other species from air adsorb on the surface of an insulator and compensate 
for its intrinsic electric field. Friction of one body against another mixes their surface 
layers and the compensation for the intrinsic field becomes disturbed leading to 
electrification of the bodies. Haenen (1979) in his experimental work related the 
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charge transferred, q, to the force of contact, F, for rubbing of metals with polymers 
by the equation  
αFq =                                  (2.3) 
 
α  was between 0.3 and 1 and was mainly a function of the metal and to a lesser 
degree, the polymer. An increase in charge with rubbing velocity has generally been 
observed (Montgomery, 1959). The moisture content of the polymer and temperature 
are also important as they experimentally affect the charge density and polarity (Coste 
and Pechery, 1981). 
 
Nakayama (1996) conducted scratching experiments with a diamond stylus on Al2O3 
and S3N4, glass, and on PTFE specimens with an aim to clarify the relationship 
between the tribocharging phenomenon and the frictional resistance in a system of an 
insulating solid sliding on an insulating solid. Surface potentials and friction 
coefficients were measured simultaneously during scratching and it was found that the 
surface potential caused by tribocharging correlates positively with the friction 
coefficient except for PTFE. In the case of PTFE it was difficult to find a correlation 
but it was observed that when the surface potential of PTFE was at a minimum, the 
friction coefficient was also locally minimized. PTFE is known to be chemically 
stable and relatively inactive with respect to adsorption of molecules. So the 
experimental results of PTFE suggested that the correlation between the surface 
potential and the friction coefficient is influenced by the interaction between the solid 
surface and ambient gas molecules. Holscher et al. (2008) reviewed the principles of 
atomic-scale frictional behaviour of nanoscale contacts in relative motion. They 
concluded that the influence of real-life omnipresent surface adsorbates needs to be 
considered in friction models. This was based on the theory by He et al. (1999) which 
suggested that realistic contacts almost always lead to adsorbed, but mobile molecules 
(e.g. small hydrocarbons or water molecules) that are trapped between the sliding 
surfaces. These molecules prevent direct interaction of the surface potentials of the 
sliding interfaces by acting as spacers. Due to their mobility they simultaneously lock 
at surface potential minima for both sliders thus making the friction coefficient 
independent of the details of the surface geometry, e.g., of the apparent contact area.  
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A friction apparatus was constructed by Ohara et al. (2001) to understand the 
frictional electrification due to reciprocating friction between flat materials such as 
polymer films or LB layers deposited on flat substrates. The Langmuir-Blodgett (LB) 
method was used to obtain a surface model in this case. The LB layers have molecules 
with both hydrophobic and hydrophilic groups. Several molecules each with a 
different specific polar group bonded to a common hydrocarbon chain can be chosen. 
The measurement of electrification of such layers deposited under various conditions 
helps in understanding the influence of the attached atomic groups and molecular 
assembly on frictional electrification. This helps to construct a frictional 
electrification series of atomic groups based on both the polarity and magnitude of 
measured electrification charge and can be used to design new antistatic polymeric 
materials.  
 
Frictional electrification is a complicated process and the work is still on to 
understand the charge transferred in various circumstances. 
 
2.3 Non-Uniform Charge Distribution on Insulators 
 
This section elaborates the review presented by Abrahamson and Marshall (2002) on 
non-uniformity of surface charge distribution and extends it further including some 
later studies. There have been various studies supporting surface non-uniformity of 
charge distribution in past years. Earlier work of Hull (1949) observed the distribution 
of static electricity on a larger surface like paper, separated from a metal surface. A 
special powder was used to demonstrate the distribution of positive and negative 
charges. It was evident that patches of positive and negative charges existed on the 
same sheet of paper with only a small (400 µm) neutral space between them. 
Kunkel (1950) in his classical study reported that the dispersion of dust into a cloud 
led to almost equal numbers of positive and negative particles. He found that the 
average charge distribution for fine quartz particles was independent of the conditions 
of dispersion. It was concluded that electrification occurs during the initial phase of 
dispersion at the instant of separation of the two surfaces.  
 
If different charges exist on different parts of the surface of the same particle, a dipole 
is indicated on that particle. The study carried out by Beisher and Winkel (1936) 
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found an indication of permanent dipoles on micron sized dye particles. The close-in 
approach of two dipoles was modelled. The dipole to dipole forces were predicted to 
affect both the rate of aggregation, and the self-aligning orientation. However, this 
work appears to have been regarded as a curiosity, and has not been more widely 
applied, probably because of the unusual properties of the materials it was applied to. 
These dye materials electrically polarised on cooling, an effect clearly shown on 5-
mm long crystals. The ~10 µm aerosol making up the chains was the product of 
condensation of vapour, clearly going through cooling.  
 
Electrostatic charging of particles involves applications in any office environment in 
form of the photocopiers and printers. The small size of particles (~ 2 µm -10 µm) 
used and the small distances involved, allow very intense electric fields to build up 
without the need of very high voltages. There has been lot of research work gone into 
adhesion of charged toner particles due to its critical importance in electro- 
photographic processes. The toner adhesion to the carrier, photoreceptor and paper 
strongly influence the image quality. In related toner studies (Hays, 1978; Lee and 
Ayala, 1985; Lee, 1986) electrostatic forces were found to account for the high 
magnitude of adhesion forces in comparison with van der Waals forces. It was 
suggested (Hays, 1978) that the electrostatic image forces can account for the 
observed toner-carrier adhesion if the toner particle is non-uniformly charged. The 
measured adhesion of a spherical charged toner particle was about four times larger 
than the calculated electrostatic image force based on a uniform distribution of (net) 
charge on the surface. 
 
In a similar work Hays and Wayman (1989) studied the adhesion of triboelectrically 
charged dielectric spheres using an electric field detachment method. They conducted 
an experiment on charged dielectric spheres of styrene divinylbenzene with a nominal 
diameter 99 µm. After repeatedly detaching the sphere with a potential applied 
between closely spaced electrodes (space about 1.4 times the particle diameter) 
magnitudes of dipole and even quadruple moments were estimated using a fitted set of 
multipoles, put into a model giving the induced voltage versus time. They observed 
non uniformity of the surface charge by monitoring the charge induced on the lower 
electrode. The oscillatory component in the induced charge signal was observed and 
successfully attributed to permanent dipole and quadruple moments of the toner 
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particle. It was concluded that the adhesion of the spheres was dominated by 
electrostatic forces due to a non- uniform surface charge distribution.  
 
Fowlkes and Robinson (1998) calculated electrostatic force on a dielectric sphere in 
contact with a grounded plane in an externally applied electric field (normal to the 
plane). They modified the simple expression for image force on a point charge to 
calculate the image force on the sphere by including a dielectrophoretic force 
(DEP).To model this force they represented the dielectric sphere and its image by a 
simple dipole. They further corrected the expression for DEP by the use of higher 
order multipoles. The solution set of multipoles and their images was found by 
simultaneously solving a set of three electrostatic equations. 
 
Takeuchi (2006) determined the adhesion force of acrylic spherical powder on an 
aluminium substrate. The particles had a known q/d (charge to diameter) value 
determined by means of classification based on particle motion in a constant electric 
field under gravity. It was observed that even for particles with the same net charge 
and size there was a spread of 3-4 orders of magnitude in the adhesion forces. Also for 
similar q/m (charge to mass), the adhesion force of irregularly shaped toner was larger 
than that of spherical toner. The possible reason for both of the observations was 
attributed to non-uniform charge distribution on the surface of the particles. 
 
In a contrary study Gady et al. (1999) measured toner to photoconductor adhesion as a 
function of an increase in the amount of silica additive on the surface of the toner. The 
force needed to remove the particles from a photoconductor was measured using an 
ultracentrifuge capable of spinning at 70,000 rpm. They observed an improvement in 
transfer efficiency with increase in silica concentration while dot integrity and 
resolution both degraded. They explained the contribution of van der Waals 
interactions and electrostatic forces to total particle adhesion forces on the basis of 
total particle removal force (for the toner particle calculated to be 970 nN at the 50% 
removal point). They predicted the contribution of electrostatic forces assuming non 
uniform charge distribution on each particle. It was argued that in such a case the 
charge density needed for the observed adhesion will result in electrical fields high 
enough to generate electrical discharges as the toner particle approached the 
photoconductor during development. Then they predicted the electrostatic force 
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contribution within the confines of the Paschen limit to be of the order of 30 nN 
which was far less than the measured force needed for detachment. Hence it was 
concluded that the adhesion force due to presence of localized charged patches was 
much smaller than the contributions due to van der Waals interactions (predicted to be 
943 nN by the Johnson-Kendall-Robert theory of adhesion, 1971). It was observed 
that electrostatic forces associated with the charge on the toner became more 
significant with increasing silica concentration and the two types of interactions 
became comparable when silica concentration reached 2%. In their calculation of 
electrostatic force there could be a doubt about electric charge draining from the 
surface of the insulators (apparently as in this charge may be below the surface). 
 
2.3.1 Existence of Patch Charges 
 
One possibility for patch charges to arise on a surface was suggested to derive from 
different values of the work function over different areas of a material surface 
(Harper, 1967). The in equivalent regions can be due to differing surface preparation, 
uneven distribution of adsorbates, crystallographic orientation, or variations in local 
geometry. This theory was supported by Pollock et al. (1995) who emphasized the 
significance of patch charge in interaction between small particles. An estimation of 
dipole attraction between two particles due to these patch charges was made for two 
unequal like-sign charge patches on opposite ends of each particle. Gady et al. (1997) 
used an atomic force microscope to study attractive and separation forces between a 
polystyrene particle and a graphite substrate. The data indicated that a localised 
charge, generated triboelectrically due to contact of the sphere and substrate, had a 
dominant contribution to the interaction force. 
 
In support of the theories explained in the previous section on adhesion of charged 
toner particles (based on non-uniform charge distribution), Jones (1995) presented a 
very simple patch charge model with the total particle charge divided into two 
fractions, one located in a patch on the surface directly adjacent to the planar substrate 
and the second located at the particle centre. He calculated the net electrostatic 
adhesion force on an isolated particle and showed its strong dependence on the patch 
charge fraction.  
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The explanation of electrostatic force due to patch charges was strongly supported by 
a later work of Sounilhac et al. (1999) who measured the force gradient between a 
tungsten tip and a flat oxide substrate using atomic force microscopy. Their patch 
charge model reproduced the experimental force versus separation distance well for 
reasonable patch charge densities, in contrast to the work by Gady et al. (1997). There 
also has been recent support for patch charges in the latest work of Matsuyama and 
Yamamoto (2006a) in their study of electrostatic forces between a partially charged 
dielectric particle and a conducting plane. 
 
Abrahamson and Marshall (2002) proposed a theory based on the concept of non-
uniform charge distribution. It states that patches of opposite permanent charge can 
occur on the same particle. They explained the formation of extended chains of 
particles in the gas phase based on patch electrical charges on each of the particles in 
the chain. They emphasized the existence of permanent electric dipoles which are 
composed of separated persistent charges of opposite sign on the same particle. 
Considering the dispersion of a heap of particles into a gas the surface of each pair of 
touching particles is left with patches of equal and opposite charge per contact on 
separation. In a given sample a few particles are left with net positive surface charge, 
a few with net negative and there are some with both positive and negative patches 
which result in dipoles or higher order multipoles. The study above leads to a 
conclusion that there is a strong need to establish a rigorous theory for the generation 
of patch charge on particles, leading to attractive electrostatic forces between them. 
Figure 2.6 demonstrates the generation of permanent dipoles on particles using the 
idea of fixed electrical patch charges on them, from separation of particles during 
dispersion. 
 
2.4 Magnetic Dipoles and the Analogy with Electric Dipoles 
 
The concepts of magnetic and electric dipoles are analogous to each other and much 
behaviour of magnetic dipoles can be applied to electric dipoles. This section presents 
a brief overview on magnetic dipoles and its relation to electric dipoles. 
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Figure 2.6: Formation of surface charges by dispersion of > 1 µm sized particles, with 
separation of initial contacts. Enlargement of one particle, showing patches of charge 
(Abrahamson and Marshall, 2002).  
 
Helgesen et al. (1988) studied the aggregation of microspheres of sulfonated 
polystyrene containing 30% (weight) iron oxide in the form of evenly distributed 
grains in a thin shell near the surface. There was a tendency of the microspheres to 
form chains and open loops at high magnetisation whether a magnetic field was 
applied or not, showing the preference of alignment of the magnetic dipoles to each 
other. In an attempt to study the way particles respond to the application of a dipole 
inducing field Fermigier and Gast (1992) studied the aggregation of 
superparamagnetic latex particles with a mean diameter of 1.5 µm in a suspension. A 
dimensionless dipole strength λ  was defined as the ratio of the energy of dipole-
dipole interaction to the thermal energy (this was the energy of random diffusion via 
Brownian movement in a liquid). In most practical situations the dipolar interaction 
strength greatly exceeded the thermal energy (Fermigier and Gast, 1992). It was 
observed that the particles experienced attractive dipole interaction even at low solid 
volume fractions of ~ 0.004 (mean particle spacing of 7.6 µm) and aggregated tip to 
tip to form linear chains parallel to the applied field. Chains of dipoles bend in a way 
to attract each other if they are flexible (Gross and Kiskamp, 1997). 
Magnetorheological fluids (suspensions of magnetisable particles in a carrier fluid) 
were studied by Promislow et al. (1994). They observed that with an increase in 
magnetisation the rate of linear aggregation of magnetic particles in an aqueous 
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suspension exceeds the rate of aggregation by Brownian thermal diffusion (dipole 
strength, λ ~1).  
 
Nuth and Berg (1994) observed similar coagulation of iron grains (~20nm) in the gas 
phase in the presence of a magnetic field. Magnetically induced dipole-dipole 
interactions between the grains led to the formation of streamers of fluffy iron 
aggregates and even small dust balls. They suggested that there was a significant role 
of magnetic dipole-dipole interaction in the initial stages of plantesimal accretion in 
protostellar nebulae. Later the spontaneous formation of iron aggregates was observed 
even in the absence of external magnetic fields by Withey and Nuth (1999). This 
strengthens the previous explanation of plantesimal formation as the agglomerates 
could form in a nebular environment that may be completely devoid of ambient 
magnetic fields. The single-domain iron grains could form via vapour phase 
nucleation such as in impact-generated vapour plumes or in thermal condensation 
zones. These grains should show greatly enhanced coagulation efficiency due both to 
the longer ranged attractive magnetic forces (Nuth and Wilkinson, 1995) and to 
enhanced sticking probabilities when magnetic grains collide with superparamagnetic, 
single domain, or multidomain grains (Withey and Nuth, 1999). 
 
The rates and forms of aggregates formed by electric dipoles have been characterised 
alongside their magnetic counterparts by Abrahamson and Marshall (2002). Unlike 
the magnetic particles, in the case of electric charge there are both monopolar and 
dipolar particles so a wider variety of behaviour is expected. The electric dipole 
aggregation can be characterised on a similar basis of the particle concentration, the 
strength of the dipole and the time of aggregation. A capture distance cx is defined at 
which the dipole energy is equal to the thermal energy ( λ =1). The approach of 
particles closer than the capture distance results in certain capture as the pair of 
particles cannot escape the attractive force by diffusion. The dimensionless dipole 
strength, λ  thus defines the close-encounter geometry. If x is the mean particle 
separation in the suspension, the ratio x/xc  can define the geometry of the capture 
volume in relation to the diffusive volume. Both these dimensionless ratios, λ  and 
x/xc , are plotted to map out the course of aggregation giving the number of particles 
in an aggregate and its shape.  
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A characteristic time is defined as the average time Bt  leading to collision in a dilute 
purely diffusive particle system. 
φD
d
tB 24
2
=                                                                    (2.4) 
 
where d is the particle diameter, D is the particle diffusivity (for a continuum 
fluid, d/TkD B µpi3= , µ  is the fluid viscosity), and φ  is the volume fraction 
occupied by the particles. Promislow et al. (1994) has given a modification of this 
collision time to allow for dipole-dipole interaction in a three dimensional system of 
particles with magnetic dipoles induced by a field. They defined a capture volume for 
each particle defined by U ( cx ) = kB T surface, and if another particle enters this 
capture volume, the two particles undergo ballistic aggregation. So with a scaling of 
φ  by replacing it with the fraction cφ  of total volume within a radius of cx  of all 
particles, 33 2 )/d/(xcc φφ =  the modified characteristic time is given by 
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Promislow et al. (1994) measured the average agglomerate size and plotted their data 
for a range of dipole strengths and volume fractions onto one curve with 
dimensionless time, t/ BCt . 
 
2.5 Geophysical Context (Aggregation) 
 
Dust particles in space accumulate charge by exposure to plasma and UV radiation or 
just by grain-grain contact and contact with various surfaces (Sternovsky et al., 2002). 
The electrostatic forces between these charged particles strongly influence their 
behaviour and can cause aggregation or dispersion of the particles. These forces are 
important in many astrophysical and planetary settings (Marshall and Sauke, 1999). 
Electrification due to dust-dust collisions has been observed in terrestrial dust storms 
(Karma, 1972). Studying the electrostatic interaction between these granular dust 
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particles can give rise to some evidence concerning the formation of fundamental 
cosmological systems.  
 
In the dust nebula around a new born star the outward stellar winds are expected to 
disperse most of the unagglomerated dust in a few million years (Briceno et al., 2001). 
Any formation of planetesimals needs the progenitors to accrete in this given time 
frame. The agglomeration rate of micron-sized dust grains depends on a number of 
factors (Bridges et al 1996): 
• their collision rate and any long range forces that would increase that rate,  
• their collision inelasticity, and  
• the adhesive forces that could stabilize the new assembly and prevent 
fragmentation as it grows larger.  
 
Particulate aggregation is accepted to be responsible for the birth of stars from 
collapsing nebulae, the formation of planets through accretion processes, and the 
behaviour of planetary ring systems (Lewis et al., 1995). Van der Waals forces by 
themselves do not account for the rate of agglomeration of the micron-sized dust to 
ultimately form planetesimals (Ossenkopf, 1993) so the role of some long range 
forces is indicated. Electrostatic forces are the likely candidate to enhance 
agglomeration. 
 
Particle dispersion experiments were conducted in the United States Microgravity 
Laboratory (USML) by Marshall et al. (1997).  The apparatus consisted of eight 
miniature cloud chambers of 125 cm3 internal volume. Each chamber was loaded with 
several grams of some selected granular materials. To disperse the grains 100 cm3 
compressed air at 184 kPa was pumped through the base of the chamber. The air 
escaped through chamber-wall screens and air motion damped out after ~30 seconds. 
The dispersed grains were then allowed to aggregate for up to 30 minutes while being 
video taped through the chamber windows. Instantaneous aggregation of grains of 
different materials like quartz and volcanic sand for grain sizes ranging from 100-800 
µm was observed after cessation of air turbulence under microgravity conditions. 
Aggregation was observed for both insulating and conducting materials due to grain-
grain attraction. Filamentary forms were found to be most prevalent with length of 
filaments varying with the concentration of particles. At high concentrations 3-
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dimensional loosely bound assemblies were formed with diameters of several 
centimetres. These assemblies could attract particles from several centimetres distance 
at a velocity of 0.5-0.1 cm sec-1. The process of aggregation was finished within the 
first few tens of seconds and no further significant development of aggregates was 
observed. The noticeable characteristic of these large aggregates was that no grains 
were ever repelled by them, ruling out a dominance of net charge (monopole) force. 
The traditional modelling of accretion based on random motion or gravitational forces 
appeared to underestimate the observed encounter potential by orders of magnitude 
(Marshall and Sauke, 1999) and hence the electrostatic aggregation seemed to be 
important. 
 
Marshall and Cuzzi (2001) proposed that their aggregates must have a large dipole. 
The dipole-dipole interaction would cause faster aggregation and also higher 
resistance to aggregate shattering (Marshall and Cuzzi, 2001; Abrahamson and 
Marshall 2002). The possible formation of primary dipoles in space to fit in with the 
aggregation ideas of Abrahamson and Marshall was explained by Wang et al. (2005). 
In Wang’s study cryogenic (5-100 K) amorphous water ice was considered 
responsible for agglomeration as it could acquire spontaneous dipoles. In normal 
high-temperature ice, water molecules have a random balance of “up” and “down” 
dipoles. However the water ice formed by vapour deposition on cold substrates (<165 
K) becomes spontaneously polarised via partial alignment of the water molecules 
possibly due to the electrical asymmetry of the ice-vacuum interfaces (Iedema et al., 
1998). The predicted dipole- dipole interactions between ice particles (Wang et al., 
2005) was 3 orders of magnitude larger than the estimated van der Waals forces.  
 
The aggregation in clouds of submillimeter quartz and volcanic ash particles in 
microgravity has been explained by Marshall et al. (2005) on the basis of the dipole 
model proposed by Abrahamson and Marshall (2002). Tribocharging due to collision 
of grains leads to monopoles from any imbalance of opposite charges, and to dipoles 
from irregular charge distribution. These dipoles were held responsible for observed 
filamentary structures. The grains rotated as they approached one another such that 
their dipole axes were mutually aligned and attractive. The end of the filament was 
more attractive than individual grains due to the configuration of electric field lines 
around the aggregate, hence leading to particle chains.  
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The main conclusions of the study (Abrahamson and Marshall, 2002; Marshall et al., 
2005) are that monopole forces are dominant at large intergranular spacing but below 
a certain critical distance where dipole force equals monopole force, dipole forces 
become stronger. If r is the separation distance between the charges, monopole-
monopole attraction varies as 1/r2 while dipole-dipole attraction varies as 1/r4. Inside 
the critical separation distance where force due to monopole is equal to force due to 
dipole the grains always attract one another due to rotation of dipoles into favourable 
directions despite of any monopole repulsion. Filament formation could be due to the 
monopole-monopole, monopole-dipole and dipole-dipole attractions but only dipole-
dipole attractions can account for large aggregates attracting but not repelling grains 
in their vicinity (Marshall et al., 2005). This is a self organising property of dipoles. 
The dipole-driven aggregation, cohesion, and Coulombic friction could also be 
important contributors to the sedimentation dynamics of dry eruption plumes and 
clouds (Marshall et al., 2005). 
 
2.6 Pharmaceuticals 
 
An important manifestation of the problem of electrostatic particle charging in the 
pharmaceutical industry is a susceptibility to agglomeration in various processes such 
as tabletting and encapsulation. Pharmaceutical powders are usually semiconductors 
or insulators with small particle sizes and low bulk densities which provide ideal 
conditions for electrostatic effects.  
 
There has been growing interest in delivering systemic drugs to the lungs in the latest 
studies (Schulz, 1998; Balachandran et al., 1997). Deposition of such drugs in lungs is 
highly dependent on the dry powder formulation in pressurised and dry powder 
inhalers. For such cases the electrostatic forces play a significant role as they affect 
adhesion in the inhaler as well as deposition in the lung airways. The particles get 
charged due to contact or friction in the inhaler and this charge later affects their 
deposition in the airways. 
 
There have been single drug particle adhesion studies using AFM (atomic force 
microscopy) in order to understand the particle’s interaction to wall material, to a 
carrier (material added to increase effective particle size, improve flow properties and 
 2-29 
decrease agglomeration of the active ingredient) and interaction to itself. This helps to 
ensure that particles do not agglomerate or attach to container walls and can be 
dispersed in proper dosing amounts. Balachandran et al. (1991) in their mathematical 
model for particle deposition in lungs and airways showed that the deposition pattern 
in the lungs is extremely sensitive to the particle size as well as its charge and hence a 
precise knowledge of both is necessary. In a further development of their computer 
model (Balachandran et al., 1997) it was predicted that for particles of 2.2 µm 
electronic charges above 200 per particle the electrostatic forces become dominant for 
deposition over gravity sedimentation. Also with the smaller particle sizes 
sedimentation is negligible and electrostatic deposition becomes important. Two 
depositional processes were considered to occur from electrostatic charge: (a) that due 
to space charge (which was found to be negligible) and (b) that due to image charge 
within the wall which was always attractive. Smaller particles (< 5 microns) 
penetrated deeper towards narrower airways sections and alveolar regions where they 
are close to walls and hence image forces can be dominant. With more charge found 
desirable, the charge levels can be increased artificially (Bailey, 2001). Hence with a 
proper control of charge to mass ratio, control of particle deposition can be achieved 
(Balachandran et al, 1991, 1997).  
 
In another study Eve et al. (2002) observed an increase in interaction force between 
the Salbutamol drug particle and PTFE on repeated contact due to tribocharging using 
an AFM point. Bunker et al. (2007) studied experimentally the electrostatic charging 
of single pharmaceutical particles by charging them by two different methods at 
relative humidity of 0.1%. Using AFM, single lactose particles attached to a cantilever 
were charged against glass (a) by repeated contacts and (b) by scanning across the 
surface. In the first method the particle was repeatedly contacted with the same 
surface in the normal direction and 16 force-curves were taken at different points over 
3 x 3 µm areas on the glass surface. The force curves were recorded at an interval of 5 
s and with a press-on force of 5 nN. In the second method, the particle was scanned 
over a 5 x 5 µm area on the glass for 256 lines with the same press-on force of 5 nN 
and a scan speed of 0.5 Hz. It was observed that tribocharging by scanning generated 
considerably more charge and more particle-surface adhesion force than repeated 
contacts. It has been acknowledged that further research into the electrostatic charging 
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of pharmaceutical powders is needed in particular for inhalation formulations (Chan, 
2005). 
 
The study presented in this thesis can lead to better understanding of behaviour of 
pharmaceutical powders with improved understanding of (a) the charge distribution 
over the different particles of a sample, (b) charge distribution over the surface of the 
particles and (c) and their electrostatic interactions. 
 
2.7 Background Useful for the Dynamic Measurements Made in This Thesis 
 
2.7.1 Fluid Dynamics 
 
The following fluid dynamic descriptions have been applied to both particles and the 
gas flow around the tip of the central electrode of the sampler system used in this 
study. Flow about a sphere has been treated by Stokes (1850) and later by Lamb 
(1932). For very slow flow the velocity components in spherical coordinates have 
been expressed analytically (Bird et al., 1962) to be  
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Here ugrsph is the r-component of the gas velocity and ugθ is the θ-component of gas 
velocity. These equations are valid for creeping flow which is characterized by the 
absence of eddying downstream from the sphere. Both the velocity components are 
zero at the surface of the sphere. 
 
The equation for viscous drag experienced by a rotating sphere used for the particle 
has been given by Lamb while treating problems of steady rotation. For the steady 
motion of a fluid surrounding a solid sphere which is made to rotate uniformly about a 
diameter the couple experienced by the sphere is  
θpiη uRG p
38−=                    (2.8) 
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where R is the sphere radius (Lamb, 1932). 
 
The drag coefficient of a sphere is related to Reynolds number by the expression  
Re/CD 24=  by the well known Stokes drag law for small Re. Selecting one of many 
treatments of drag at higher particle Reynolds number we chose a convenient 
treatment by Abraham (1970). Abraham expressed the drag coefficient of a sphere for 
the range 5000Re0 ≤≤  by the expression  
2211 ]/(Re)[CC /ooD δ+=                   (2.9) 
 
where 242 =ooC δ  and dimensionless boundary layer thickness 0690 .=δ . 
 
2.7.1.1 Turbulence in a Jet 
 
The particles sampled in this study were dispersed into an air jet and sampled along 
the jet centreline. There is a significant level of turbulence in a high velocity jet. A 
given body of fluid is said to be in a turbulent self-preserving state when all of its 
turbulent components are in equilibrium. An experimental investigation of the self-
preserving turbulent axisymmetric jet was conducted by Wygnanski and Fiedler 
(1969). The jet emerged from a nozzle 26.4 mm in diameter (velocity 51 m/s in most 
cases) at a Reynolds number of 105. The nozzle was placed in the middle of a wall 
2.29 m high and 2.44 m wide and the entire jet was enclosed in a cage (2.29 m high, 
2.44 m wide, 5.2 m long and open on the far side) made out of two 0.016 mm mesh 
screens placed 0.064 m apart. Various quantities like mean velocity and turbulent 
intensities were measured with a linearised constant-temperature hot wire 
anemometer. It was concluded that the jet reached a self-preserving state about 70 jet 
diameters downstream of the nozzle.  
 
The interpretations of Wygnaski and Fiedler (1969) have been applied in 
understanding the fluid flow in our equipment and used for design purposes. The 
variation of the mean velocity and turbulent intensities along the axis of the jet as 
predicted by them are given in Figure 2.7. Dimensionless distance x/d (ratio of 
diameter of nozzle to axial distance along centreline) has been plotted against both 
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dimensionless velocities 
m
o
U
U
 (ratio of the velocity at the nozzle exit to the mean 
velocity measured) and the rms turbulent velocities scaled by mU  . It can be observed 
from the data that as the mean velocity reduces along the jet, the velocity fluctuations 
( w,v,u ′′′  in x, y and z direction respectively) reduce proportionally. We note that the 
turbulent velocities increase to a dimensionless value of around 0.25 by the time the 
jet becomes self-preserving. 
 
Figure 2.7: Variation of mean velocity and turbulent intensities along the jet centre-
line. •,
m
o
U
U
; ▲, 
mU
u 2′
; □,
mU
v 2′
; ◊,
mU
w 2′
  (Wygnanski and Fiedler, 1969). 
 
2.7.1.2 Flow Visualisation Techniques 
 
The use of smoke and dye to observe fluid motion is one of the oldest visualisation 
techniques. This is an easy and inexpensive technique capable of providing significant 
insight into the phenomena of complex flows. Smoke can be generated by various 
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methods as reported in the literature like burning of tobacco, rotten wood, and wheat 
straw, and generated from reaction between titanium chloride and moisture, and from 
“smoke wires” (vaporizing hydrocarbon oils) (Mueller, 1983). It is essential for 
smoke particles to be small so that their motion reflects the motion of the flow, does 
not disturb the flow field significantly, has high reflective properties and be non toxic 
(Lim, 2000). Vaporising hydrocarbon oils gives good control of the quantity of 
smoke. 
 
The “smoke wire” technique is an inexpensive method requiring only a metal wire, 
mineral oil and a power source. Smoke is produced by vaporizing oil from a fine wire 
heated by an electric current. Most commonly used wires are made of stainless steel, 
nichrome and tungsten owing to their strength and electrical resistivity. The wire size 
can be decided considering the speed and Reynolds number (Lim, 2000). A small 
diameter wire is good for low speeds as it produces sharp smoke and a larger diameter 
for high speeds as more surface area gives a higher smoking rate. Also a wire 
Reynolds number less than 20 will be ideal to minimize flow disturbance. For most 
applications the optimal size is about 0.1 mm in diameter. The wire needs to be coated 
evenly with oil for uniform smoke. The current and voltage applied to the wire are 
optimised as higher currents vaporize smoke quickly and lower currents produce 
smoke too faint to photograph. 
 
2.7.2 Particle Imaging 
 
Video cameras have been used for acquiring images for computer processing for 
many years. The earlier cameras were tube-type cameras and have now been replaced 
by solid-state sensor cameras, the simplest form of which is the CCD (charge-coupled 
device) (Russ, 2007).The CCD camera sensor contains an array of diodes each 
connected to a capacitor that function as “light buckets”. Another design for sensors is 
the CMOS type (complimentary metal oxide semiconductor) which has a different 
fabrication approach. A CMOS sensor is organised like a computer memory chip and 
there is access to each pixel by 2D row-column addressing rather than reading the 
entire array as in a CCD. This is a potential advantage as it provides rapid updating 
for focussing, measurement of regions of interest, etc. Although the sensitivity and 
dynamic range of a CCD is greater than a CMOS (complimentary metal-oxide 
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semiconductor) sensor, CMOS devices are less expensive, more compact and rugged. 
Also they require lower voltages and lower power requirements which are important 
for portable devices. The camera used in the study presented here has a CMOS sensor 
in it. 
 
2.7.3 Corona Discharge 
 
A corona discharge is often produced when a high voltage is applied between 
electrodes in non-uniform field geometry. The discharge appears close to the sharp 
electrode where the electric field high enough to exceed the breakdown field of the 
gas. Any electron entering this region is accelerated and a certain fraction on collision 
with an atom has sufficient energy to detach an electron leaving a positive ion and an 
additional electron (Cross, 1987). This electron is also accelerated producing its own 
electron/ion pair. The process is continued and an avalanche of electrons forms close 
to the surface of the sharp electrode. The ionisation process of air leads to the 
emission of light and a bluish glow can be seen round the sharp electrode. The 
maximum electric field sustained by air (strictly at a flat surface) before it ionises is 
approximately 3x106 Vm-1 and the surface charge density corresponding to the 
breakdown field by the Gauss law is 2.64x10-5 C/ m2 (Cross, 1987). 
 
Peek (1929) presented a semi-empirical formula for the field strength of onset of 
corona from a perfectly smooth wire on the axis of a cylinder.  
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where 0r  is the wire radius in metres and δ ′  is the relative air density given by 
 
   
0
00
TP
PT δδ =′                                                                 (2.9) 
 
Here 0δ , 0T  and 0P  are the density, absolute temperature and pressure of the air at 1 
atmosphere and 25 ºC, T and P are the actual temperature and pressure, and A and B 
are the constants which are a function of the gas, g. For air gA  = 32.2x10
5
 Vm-1 and 
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gB = 8.46x10
4
 V/m1/2. The right-hand side of equation can be multiplied by a 
roughness factor f (usually between 0.5 and 0.9) for wires in practical situations as 
they are not perfectly smooth. Some investigators have found a maximum difference 
of 6% between the (+) and (-) corona starting voltages and there is usually fair 
agreement between starting field values for direct current and for alternating current 
(taking the maximum field of an alternating current cycle) (Peek, 1929).  
 
Schumann (1923) has summarised the experimental data on the corona discharge from 
thin wires. He derived a theoretical approximation that the corona inception field 
strength for an isolated sphere is nearly equal to that for an isolated wire with half the 
radius of the sphere (Hamamoto et al., 1992). This is in spite of the higher fields at the 
sphere surface for the same radius. The reason is that there is a higher probability that 
the electrons moving away from the high voltage sphere do not achieve enough 
energy to start an avalanche due to larger diffusion losses from the spherical 
geometry. Based on the assessment of Hamamoto et al. (1992), Harper (1967) 
approximated the maximum surface charge density for small spheres (from data on 
corona inception field strength for thin wires) as: 
30510031 .pH Dx.
−−
=σ  C/m2                                                                         (2.10) 
 
where Dp is the diameter of the particle in metres. This equation gives the maximum 
surface charge density on the probe (500 µm diameter) used in this work for corona 
inception to be 1x10-4 C/m2. From Gauss law the maximum charge density which can 
be sustained on any flat surface in air is 2.64x10-5 C/m2 which is 25% of the value 
estimated from Equation 2.10. 
 
In non-uniform field geometries the breakdown is stepwise, spreading out in voltage 
and sometimes in time as a sequence of events (Loeb, 1965). It has been recognised 
that as the potential was raised in such gaps a threshold is reached where some sort of 
breakdown (discharges) appeared at the highly stressed electrode with relatively low 
currents (in order of a microampere at relatively low potentials). These currents may 
be unsteady or fluctuating near the threshold. With increase in potential, the current 
increased linearly and the discharge became stable and steady. Thereafter the current 
increased somewhat faster than linearly, approaching a parabolic increase with 
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potential. The current and potential could be increased until a point was reached 
yielding a complete breakdown of the gap to a transient arc through the medium of a 
spark. The breakdown to a spark usually occurred at voltages from two to six times 
that for onset of the first glow and current. A great variety of phenomena with varied 
geometry, over an extended range of pressures and gases with varying degrees of 
purity and conditions of electrode surfaces has been observed. Loeb et al. (1950) 
experimentally studied corona breakdown and field in the gap between a 
hemispherically capped cylindrical point and a plane recording values along the axis 
of the cylinder. Their study indicates that for a point with radius 0.25 mm (as used in 
the study of this thesis), the threshold in air begins at about 5 kV and ranges to about 
40 kV at breakdown. Under the same conditions H.W. Bandel (cited in Loeb et al. 
(1950)) observed the pre onset burst pulse threshold for hemispherically capped 
cylindrical points and was rather confusing in his reporting. For points of 0.125, 0.25, 
and 0.50 mm radius and gap lengths of 20, 40, 80 mm to the plane, the threshold 
voltage was 3540, 5280 and 7910 volts respectively (Loeb et al. , 1950). Based on our 
understanding of this reported data for 0.25 mm radius point at a gap length of 40 mm 
(geometry close to our experimental set up) the pre onset burst pulse threshold is 5280 
volts.  
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3. Equipment Design 
3.1 Operating Principle 
 
The equipment has been designed to generate a non-uniform electric field. The idea 
behind using a non-uniform electric field is that monopoles can be attracted or 
repelled according to the applied field polarity, but the dipoles are always attracted 
towards higher field, once they have aligned themselves. As shown for the simple 
geometry of Figure 3.1, the negative end of the already aligned particle is in a higher 
field than the positive end. Therefore the dipole on the surface of the particle 
experiences a higher force in the direction defined by the negative charge. As a result 
of this there is net translation towards the higher field. If the probe is negative, and the 
particle has aligned itself, the same argument applies; i.e. the net force acting on the 
particle is again towards the probe tip. 
 
Figure 3.1: Spherical particle with a dipole in a non-uniform field 
 
The simple geometry of a wire probe immersed in the suspension flow as shown in 
Figure 3.1 was chosen as the most convenient way to generate a non-uniform field. 
Application of high voltage to this probe was thought to provide a nearly spherical 
field around and in front of the tip of the probe. Figure 3.2 represents the expected 
surface variations, streamlines and contours of the electric field around the tip of the 
probe in 2D (axial symmetry) modelled in COMSOL Multiphysics software. The 
probe voltage was reversed in polarity frequently during a run, to allow a symmetrical 
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treatment of both positive and negative particles while flows and velocities remain 
constant (reducing possible distribution bias), and also to provide additional checks on 
the trajectory analysis when a polarity switch occurred during a trajectory. One 
expects that the charge parameters of a particle will remain constant before and after 
such switches.   
 
 
Figure 3.2: Expected electric field around the rounded tip of wire probe at 10 kV 
voltage supply (see Chapter 5 for a more detailed description and discussion). 
 
3.2 Equipment Layout 
 
The experimental apparatus consists of a sampler head, laser unit, high speed camera, 
high voltage AC power supply, brush feeder and a bag filter. Figure 3.3 depicts a flow 
schematic of the experimental system, showing the relationship between the sampler 
unit, laser, high-speed camera, and the high-voltage power supply. The following 
sections describe each of these units in detail. 
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Figure 3.3: Block Diagram of the Experimental Apparatus 
 
3.3 Sampler Head 
 
The sampler head has been built around a cylindrical tube of stainless steel with inner 
diameter 100 mm and length 500 mm, aligned horizontally for this study. This tube 
acts both as the outer electrode and the channel for the particle/air suspension flows. It 
provides housing to the whole assembly and can be divided into three main sections. 
The first and the last sections are 150 mm long and the middle section is 200 mm 
long.  
 
In the first section some preselection of particles with respect to net charge is 
performed by using a parallel plate electrostatic preselector upstream of the probe. 
The middle section has the probe which acts as an inner electrode and is supported by 
a spider arrangement. The probe has been made from the end of a fine tungsten wire 
purchased from New England Precision Grinding Inc. (2007) with its both ends 
rounded. This wire probe is nominally of 500 µm diameter with a hemispherical tip 
and is mounted midway along the tube on its centreline, 250 mm from the inlet. The 
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diameter of the probe was measured with an ultramicroscope (Olympus BX60, Japan) 
with a ProgRess CF scan camera (S/N 1308-21-0202, Jenoptik, Germany) attached. 
The standard operating procedure from the manual of the ultramicroscope was 
followed. Figure 3.4 (a) shows the wire probe as seen under the microscope with 5X 
zoom. The diameter of the probe was measured from its image by plotting a line 
across its shank. The length of the line was 190±1 pixels as shown in Figure 3.4(a). 
For the same view (image resolution) the size of one mm on a standard stage 
micrometer, was measured by plotting two lines at two different positions across its 
width on the image. The length of this line was 372±1 pixels (Figure 3.4 (b)). The 
sizes of probe and scale were compared and the diameter of the probe tip was 
approximated to be 510±5 µm. The probe is attached to a high voltage supply which is 
introduced from the back end of the sampler head (Figure 3.4 (c)). This section has 
two circular windows; one is at the top of the tube for the laser to pass through and the 
second is on the side of the tube in front of the camera for capturing images. The 
third section has a spider form of vortex breaker installed in it. At the exit end of the 
100 mm diameter tube there is a propeller fan of the same diameter as the tube. This 
fan helps to pull air through the tube and therefore remove large velocity gradients 
around the probe if required. The small diameter wire has been chosen to give a high 
concentrated field.  
 
The geometry of this sampler head along with a photograph is given in Figure 3.6.    
 
(a) 
Figure 3.4 (a): A closer view of the rounded tip of the probe wire along with the lines 
plotted to measure its diameter in pixels. 
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(b) 
 
(c) 
Figure 3.4 (b): size of a one mm scale measured in pixels by plotting lines at  two 
different positions (c): Inner wire probe inside the sampler head (too small to see 
clearly). 
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3.3.1 Preselector Plates 
 
The preselector has two 150mm long, 50mm wide and 0.5mm thick parallel plates, 
situated to the left and right of the centreline by 5 mm.  They have been installed 
vertically in the cylinder and the edges are rolled to minimise local fields off the 
edges. Each of the two plates is supported by a plastic extension of 70 mm length 
glued on it so that the plate and the tip of inner electrode are 30 mm apart. The plates 
installed in their housing along with the plastic extension are shown in Figure 3.5. The 
whole unit is fitted inside the outer stainless steel tube. The extensions were used to 
guide the flow emerging out of the plates towards the probe tip through the 30 mm 
gap. 
 
The plates have been designed to give 100% efficiency for collection of 90 µm sized 
particles. One of the plates of the preselector is normally set at -10 kV with respect to 
ground. The design steps involved in calculating the dimensions of plates are 
explained in the following section. 
 
Design Steps for the Plates: 
 
The following values were assumed to design the plates: 
- Viscosity of air, ηair = 1.8 x 10-5 Pa s 
- Diameter of particle, Dp = 90 x 10-6 m 
- Axial velocity, au = 20 m/s 
- At 10 kV voltage, the electric field between the plates assumed to be 10 mm apart is 
given by Eo = 10,000 V/ 10 x 10-3 m = 1 x 106 V/m.  
The terminal velocity of the particle was calculated by balancing the aerodynamic 
drag from the Stokes law with the electrostatic force experienced by the particle in the 
applied electric field. The charge on the particle was assumed to be the saturation 
charge (maximum charge which can be acquired by a particle in a uniform electric 
field, in which there is only one polarity of ions) from the Pauthenier limit (Cross, 
1987). From the terminal velocity of the particle, the collection time for the particle to 
be collected on the plates in a laminar flow was calculated and based on this time the 
dimensions of the plates were assumed. Then applying a full mixing model, the 
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Deutsch equation was used to estimate the efficiency of collection which was nearly 
99%. As a safety factor the assumed length of the plates was increased by 50% which 
made total length 150 mm and width 50 mm. This was to ensure that most of the 
charged particles were collected in the plates (See Appendix A.1 for detailed 
calculations). 
 
 
Figure 3.5: Plastic extensions glued on the pre selector plates. 
 
3.4 Laser Unit  
 
The diode based red laser (Roithner Lasertechnik, Austria, RLT67300T, 670nm) is 
rated at 300 mW of continuous optical output, but is capable of pulsing. The laser 
diode is temperature-stabilised to 25°C by a thermoelectric heat pump. The laser 
output is initiated by a TTL (transistor-transistor logic) signal on the control line. The 
rise and fall time is fast, allowing pulses of 500 ns to be created. After enlarging the 
cylindrical beam with a suitable diverging and converging lens, the beam is converged 
in one direction and expanded in the other, into a rectangular sheet of dimensions 10 x 
0.8 mm. The laser diode controller controls various aspects of the laser operation such 
as power supply, temperature control and pulse timing which includes pulse duration, 
pulse period and number of flashes per frame. The number of flashes per frame can 
vary from 1 to 33 and the laser can also be run continuously if desired. 
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(a) 
 
 
(b) 
Figure 3.6: (a) Sectional view of the sampling unit arrangement in the plane of the 
laser sheet and perpendicular to the camera axis (b) Photograph of the sampling unit. 
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The pulse width can be between 500 ns and 5 ms and the pulse period (pulse width 
plus the time gap between the two pulses) can be varied from 1 sµ  to 160 ms. 
 
There are two inputs provided at the front panel, a trigger input and an enable input. 
The trigger input initiates a pulse sequence, as programmed by the switches on the 
front panel, on either a positive (rising edge) or a negative (falling edge) TTL 
transition, as set by the toggle switch. The enable input has been pulled high 
internally by a resistor, and driving this low externally prevented trigger pulses from 
initiating a pulse sequence. For turning on the laser, the power is switched on and as 
soon as the diode reaches 25ºC, the temperature-good light (the green light on the 
front panel of laser controller) turned on indicating that the laser key switch can then 
be switched on. Depending on the front panel settings of the controller, and any 
trigger signals present, laser emission will then be present. 
 
The laser head has been mounted perpendicularly on the sampler tube in line with the 
tip of the probe to illuminate particles close to the probe in a plane perpendicular to 
the axis of the video camera. For the experimental purposes the laser was pulsed at 
200 mW power level. For most of the runs the pulse width was 20 sµ  with a pulse 
period of 160 sµ . This combination was optimum to have sufficient gap, without any 
overlapping, between consecutive images of the particle on a frame. An increase in 
pulse width or decrease in pulse period led to an image of the particle as a continuous 
streak which was not desirable for analysis, as the position of particle with each time 
step could not be predicted. The camera triggered the laser at the start of each capture. 
Figure 3.7 shows the detailed representation of the laser assembly with positions of 
diode and lenses. 
 
The laser was categorised under class 3B products under NZ standards (AS/ NZS 
2211.1:2004). It was potentially hazardous to view the direct beam or specular 
reflection by the unprotected eye. So it was necessary to wear laser goggles for eye 
protection for the whole time during experimentation. Also the entrance to the 
laboratory was posted with a standard laser warning sign (See Appendix A.2 for more 
details). 
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Figure 3.7: Schematic representation of flash laser unit 
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3.5 High Speed Camera 
 
The high speed camera is from Canadian Photonics Lab (Model CPL MS50K, bought 
in Feb’03) and it has a CMOS sensing array. It is operated by a camera program (CPL 
Mega Speed MS50K) via computer and thus images can be visualised on a computer 
screen. The camera can be operated up to 50,000 frames/s but for all experiments in 
this thesis it was operated at a speed 489 frames/s with an image resolution of 
1200x1020 pixels (the maximum available). A complete field of view of 6.5x5.5 mm 
around the probe has been provided by mounting an 85 mm focal length compound 
lens (F 1.9, Super-Takumar, Asahi Opt.Co.) on the end of a 230 mm extension tube 
attached to the camera. The field depth was measured with the help of a travelling 
microscope by attaching a thin rod on it. The rod was moved in and out of focus 
across the width of the laser sheet and the range of distance was noted for which the 
rod stayed in focus. The depth of field value from this procedure was approximated to 
be 0.85 mm. The camera views through a circular plain glass window (made from a 
microscope slide) on the side of the tube. The images of glass spheres were dim and 
lacked sharpness. So the glass window was later removed in an attempt to enhance the 
image quality for glass spheres. Figure 3.8 shows the photograph of the camera as 
installed in experimental set up. 
 
 
Figure 3.8: High speed camera with attached extension tube and an 85 mm camera 
lens. 
 
3.6 High Voltage AC Supply  
 
The AC supply has been designed to generate a maximum output square wave voltage 
of about 40 kV peak to peak at the rate of 1mA current. The output frequency ranges 
between 20-200 Hz. The alternating supply has been used in order to change the 
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polarity of the probe voltage after several frames in the same run. It has been in 
particular designed to provide constant voltage in between the changes in polarity. In 
order to indicate which polarity existed during the exposure of a video frame, the 
supply waveform is sent to the laser driver, which halves the frequency of pulsing 
when the output voltage is positive. The period of the square wave can be varied to 
control the number of frames captured under one polarity. 
 
For this work the controls were set so that approximately six frames could be captured 
for each peak of the waveform at an output frequency of 40 Hz. This setting was 
chosen so that mostly particle trajectories under one polarity could be captured 
without any effects of transition. Figure 3.9 presents a sample of the square waveform 
for 8 KV voltage supply as read from an oscilloscope. The rise and decay time can be 
approximated (Figure 3.9) to be close to half a millisecond. This is about ¼ th of a 
frame period at 489 frames/s. 
 
 
Figure 3.9: Square waveform at 8 KV voltage supply. 
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3.7 Brush Feeder  
 
The brush feeder is capable of metering in small flows the particles introduced in the 
feeder air. Figure 3.10 shows the brush feeder driven by two drills. Particles are filled 
into the brass syringe (chosen to be13.2 mm internal diameter, ID). The bottom drill 
pushes the piston upwards which forces the powder towards the rotating nylon brush 
driven by the top drill. The particles are blown off the brush by an air flow through a 
brass tube 11 mm ID and 25 mm length. The feed rate of particles depends on the size 
of syringe chosen. For this work the volume fraction of solids in the feed was 5x10-4 
(decided by the size of piston). The rotating brush picks up the particles which are 
blown off the brush by compressed air introduced at the top of the brush. The particle 
laden air is then directed through the nozzle and towards the preselector plates in the 
sampler head. 
 
3.7.1 Nozzle Design 
 
Particles exiting from the brass tube pass through a nozzle. In initial experiments the 
nozzle was a polyacetal tube of 3 mm ID and 90 mm length. The polyacetal tip was 
220 mm upstream of the probe. A small diameter nozzle was chosen to get a dilute 
flow but later the nozzle diameter was increased to 10 mm ID to reduce the jet 
velocity and therefore the velocity fluctuations due to turbulence (Wygnaski and 
Fiedler, 1969). 
 
3.8 Bag Filter 
 
The bag filter is a polyester fibre bag (Canterbury Filter Services Limited) attached at 
the exit end to recover the particles blown out by the propeller fan. The bag size was 
calculated on the basis that the maximum velocity through the 100 mm ID tube 
achieved by the fan at the bag surface was 7 m/s, and the desired velocity through the 
bag for adequate filtration should be 40 mm/s.  
 
By initially assuming a 0.2 m bag diameter and 1 m length, the calculations for the 
filtration velocity through the bag were made. The filtration velocity is given by the  
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flow rate divided by the area of the bag. The flow rate through the sampler with 7 m/s 
velocity is 0.055 m3/s. The area of the bag is the sum of the area of the cylinder plus  
the area of the cross section at the end. Using these values the velocity through the 
bag will be 83.3 mm/s .This is double the value of the best velocity assumed. So if 
diameter of bag is doubled velocity in bag will be halved (40 mm/s). Considering all 
the requirements a bag with 40 mm diameter and 1 m length was finalised. Figure 
3.11 shows the complete experimental arrangement used in the final experimentation 
(without the bag attached). 
 
3.9 Test Particles 
 
For experimental purposes different samples of spherical particles have been used 
among which polymer particles and glass bubbles were perfect spheres and others 
(fertiliser) were irregular in shape or even agglomerated (milk powder). Surface 
microscopy of these particles was performed with a high resolution FESEM (field 
emission scanning electron microscope), JEOL JSM 7000F (JEOL Ltd., Japan). 
Sticky carbon tape was fixed on a clean SEM stage and particles were pasted onto the 
top surface of the carbon tape. To prevent sample contamination, care was taken not 
to touch the sample or FESEM stage with bare hands. The samples were then placed 
in a gold coater and coated with gold by a K975X, Turbo coater (Emitech, UK). Gold 
coated samples were then placed inside the FESEM stage cell and a step by step 
procedure according to operating instructions for the FESEM, JEOL JSM 7000F 
system was followed to take the pictures of the particles.  
 
3.9.1 Acrylic Particles 
 
The particles first used for experiments were cross-linked acrylic spheres from Esprix 
technologies. These were odourless white Methacrylic copolymer particles 
(C10H14O4.C5H8O2)x. Properties given by the manufacturer were (a) true specific 
gravity of the particles 1.19, (b) refraction index of 1.49, (c) multi-dispersed with 
mean diameter 20µm (grade MR-20G) 20µm, (d) multi-dispersed with mean diameter 
90 µm (grade MR-90G), (e) mono-dispersed with size 20.0 ± 1.50 µm (grade MX-
2000). Figure 3.12 (a - c) show the scanning electron microscope images of the three 
acrylic samples. 
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3.9.2 Glass Bubbles 
 
These were multi-disperse borosilicate glass bubbles supplied by 3M Ltd. (K15 
Scotchlite) sized 4 to 100 µm with a mean size of 37 µm and a refraction index of 
1.51. Figure 3.12 (d) shows the scanning electron microscope images of glass 
bubbles. 3M listed the particle density as 150 kg/m3, indicating that the glass wall 
thickness was less than   1% of the diameter. Glass bubbles were chosen for more 
rapid orientation of permanent dipoles (having less rotational inertia) and also to 
minimize any induced dipoles (having less bulk polarisable material close to the 
probe).  
 
3.9.3 Whole Milk Powder 
 
Whole milk powder was supplied by New Zealand Milk Products (Fonterra Co-
operative Group Limited) with a bulk density of 1250 kg/m3 and a refractive index of 
1.095 (Keogh et al, 2003) has been used. The particle size distribution ranges from 18 
to 700 µm. The individual or primary particles are spherical but in the sample 
received they are in agglomerated form with an unstructured arrangement. Figure 3.12 
(e) shows the FESEM images of the milk powder. 
 
3.9.4 Fertiliser 
 
A nitrogen based fertiliser has been used supplied by a local farmer. Its bulk density 
has been measured to be 1517 kg/m3 and a refractive index value of 1.5 has been 
assumed based on its composition. The particles are irregularly shaped with sharp 
ends. Figure 3.12 (f) shows the scanning electron microscope images of the fertiliser 
particles. 
 
 3-18 
 
Figure 3.12: (a) MR-20G acrylic sample at X500 magnification. 
 
 
 
Figure 3.12: (b) MR-90 G acrylic sample at X80 magnification. 
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Figure 3.12: (c) MX-2000 mono disperse acrylic sample at X500 magnification. 
 
 
Figure 3.12: (d) Glass bubbles at X100 magnification. 
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Figure 3.12: (e) Whole milk powder at X110 magnification. 
 
 
Figure 3.12: (f) Fertiliser powder at X190 magnification. 
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3.10 Obolensky Filter and Nano Ammeter 
 
The in-house designed and fabricated (Inst. # 2035, Chemical and Process 
Engineering, University of Canterbury, built in 1995) Obolensky filter was used to 
measure average charge on the sample particles. The results from charge 
measurements using this filter served as a comparison for the experimental net charge 
values derived from the probe measurements. Figure 3.13 (a) depicts the cross 
sectional view of the filter and Figure 3.13 (b) its installed position. The filter contains 
a bed of stainless steel wool which is has insulation around it to avoid electrical 
contact with the outer surface. Any charges built up on the steel wool by capture of 
charged particles flow through a connecting wire to a grounded nano-ammeter (model 
285, Monroe electronics). A nano-ammeter was necessary for this purpose in order to 
read down to sufficiently small current values. The nano-ammeter was used in the 
range ± 20.00 nA with a resolution of 0.01 nA.  
 
3.11 Flow Visualisation 
 
After the measurements of charge and dipoles the equipment was modified for flow 
visualization. The idea was to visualize the flow just upstream of the probe by 
introducing a “smoke wire” in the sampler head. In the flow visualisation setup a fine 
nichrome wire (diameter 0.274 mm, transverse Reynolds number 18) was mounted 
across the sampler head along its centreline about 4 mm in front of the probe tip. A 
24V DC power supply with current about 0.8 to 1 amp was used to produce smoke of 
sufficient quantity. Fig 3.14 (a), (b) and (c) show the smoke wire arrangement around 
the probe.  
 
Before starting the experiment the wire was coated with an even layer of paraffin oil 
using a brush. To initialise the run a pulse of current was passed through the wire. It 
was heated on the passage of current and smoke was produced due to the oil 
vaporizing from the wire surface. The camera was also triggered by the pulse. The 
images were captured with the high speed camera and with continuous laser 
illumination. The frame rate was set at 45 frames/s with an exposure time of 5040 µs 
to get good quality images of the smoke. 
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(a) 
 
 
(b) 
Figure 3.13: (a) Sectional view of the Obolensiky filter (b) Obolensiky filter installed 
with the brush feeder and sampling head preselector plates  
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                                     (a)                                                           (b) 
 
 
Figure 3.14: Smoke wire arrangement across the sampler head (a) front end (b) back 
end (c) top view of the smoke wire relative to plates and the probe. 
 
 4-1 
4. Theoretical Model 
4.1 Introduction 
 
Particle trajectories have been theoretically modelled using conservation of particle 
momentum in two dimensions. Both the translational and rotational motion of the 
particles has been described using the respective drag forces and the electrostatic 
forces. The following sections explain the equations used to model the particle motion 
through the air, its behaviour under the effect of electrostatic forces and the 
assumptions involved. A backward difference time integration of the momentum 
equations was carried out in an Excel spreadsheet. 
 
4.2 Momentum Conservation Equation 
 
The rate of change of particle velocity has been calculated through particle 
momentum conservation as in equation 4.1, using drag force, Fd, and electrical force, 
Fel, as the dominant forces acting, 
 eld
p FF
dt
Ud
m +=                   (4.1)     
 
where m is the mass of the particle, Up is the velocity of the particle. This vector 
equation was applied in both z and r directions. The gravitational force has been 
almost always neglected for the test particles owing to their low density and small 
size. 
A time step of 1 µs was chosen for integration. The relative velocity of particle, Urel, 
was evaluated in both axial and radial directions from the initial velocities calculated 
from experimental trajectory which provided the basis for calculating the force 
applied over next time step. The sum of forces was used to calculate acceleration and 
hence the next position of the particle. 
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4.3 Translational Drag Force Calculation 
 
The total drag force Fd on the particle has been calculated by the general drag 
equation for a sphere involving a variable drag coefficient, and the correlation 
proposed by Abraham (1970) was used, satisfactory for particle Reynolds numbers 
Rep from 0 to 6000.  This drag force Fd was resolved in the z and r directions with the 
direction of Fd opposing the direction of Urel (relative velocity) found from the 
velocities of the previous time.  
 
The relative velocity of the particle with respect to the air has been calculated as  
( ) ( )22 gzpzgrprrel uuuuU −+−=                                     (4.2)   
  
The Abraham expression for CD is 
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Here the dimensionless boundary layer thickness δo = 9.06 and the Reynolds number 
of particle is given by  
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The drag force was then calculated from the expression defining CD; 
2
2
airrelPD
d
UAC
F
ρ
=                                                                (4.5)    
 
where Ap is the projected area of the particle. Figure 4.1 shows schematically a typical 
particle trajectory bending away from the probe, with axes, velocities, and various 
angles used in the analysis. The probe tip centre was considered as the origin for both 
radial and axial positions in cylindrical co-ordinates.  
 
To evaluate the components of velocity the flow field has been calculated in the 
spreadsheet assuming that the flow around the hemispherical tip is close to that 
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around a sphere.  Thus Stokes’ equations for creeping flow over a sphere (Bird et al. 
1962) were used. The relevant angles and points used in modelling the flow, 
particularly θstk the angle of the particle relative to the downstream direction of the gas 
flow used by Stokes in his model, are shown in Figure 4.1. 
 
The equations used to find components of gas velocity were derived from creeping 
flow over a sphere. Equation 4.6 gives the radial component (in spherical coordinates) 
of gas velocity and equation 4.7 gives the θ (rotating) component of the gas velocity, 
again in spherical coordinates, with the origin at the tip centre. 
                                                                                                                                                  
 
Figure 4.1: Relevant angles and points used for modelling particle trajectories around 
a high voltage probe pointing upstream (θu and θp are the angles of gas and particle 
velocities, θd is the angle of drag force, all relative to the z axis and θstk is the Stokes 
angle, particle position angle relative to the gas approach axis). Relative velocity 
gprel UUU
rrr
−=  
 
stk
sphsph
sphgr cosr
a
r
a
uu θ















+








−=
∞
3
2
1
2
31                    (4.6)        
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stk
sphsph
g sin
r
a
r
a
uu θθ 















−








−−=
∞
3
4
1
4
31                (4.7)    
 
Converting the spherical components into cylindrical components gives equations for 
gas velocities in z and r directions. For the z direction, 
pgpsphgrgz sinucosuu θθ θ+=                                                        (4.8)    
 
where the modulus of θp has been used. 
 
For the r direction, to follow the correct sign convention the condition on θp was 
applied such that if θp ≥ 0 (gas flow downwards) 
pgpsphgrgr cosusinuu θθ θ−=                                                  (4.9)    
 
Otherwise if the gas flow is upwards, a negative sign is applied 
pgrsphpggr sinucosuu θθθ −=                                               (4.10)    
 
From the components of gas and particle velocities, calculations were made of the 
drag angle, dθ , the angle made by relative motion of particle with the horizontal axis. 
gzpz
grpr
d
uu
uu
tan
−
−
=θ                                               (4.11)    
                       
The drag force components in the z and r directions were then calculated using the 
drag angle. For both cases the motion towards the probe was in a negative direction, 
hence a negative sign 
)uu(sign*cosFF gzpzddaxiald −−= θ                                           (4.12)     
 
)uu(sign*sinFF gzpzddradiald −−= θ                                 (4.13)         
                                 
The above drag force components were used in the final calculations. In next section 
the procedure to calculate electrostatic forces will be summarised. 
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4.4 Electrostatic Force Calculations 
 
The electrostatic force has been taken as the sum of the monopole force monoF
r
, dipole 
force dipF
r
, induced dipole force indF
r
 and the image force imageF
r
due to both the 
monopole and dipole charges. 
imageinddipmonoel FFFFF +++=                                (4.14)    
 
All of these forces act along the probe-centre to particle-centre direction, and so can 
be simply evaluated as a function of the separation of these centres rsph (the radial 
position of the particle in spherical coordinates).   
4.4.1 Monopole Force monoF
r
 
 
The monopole force on a particle with net charge qnet moving in an electric field E is 
given by 
 EqF netmono =                               (4.15)    
 
The equation for the radial electric field between concentric spheres is given by 
(Cross, 1987) 
211
sphrba
VE






−
=                        (4.16)        
 
where in this thesis a is the probe tip radius, b is the tube radius and V is the probe 
voltage. Substituting for the spherical electric field in equation 4.15 the force on the 
particle due to net charge (monopole) is given by 
211
sph
net
mono
r
ba
Vq
F






−
=                        (4.17)        
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4.4.2 Dipole Force dipF
r
 
 
The dipole force is the product of the dipole moment P and the gradient of electric 
field 








=
sph
dip dr
EdPF                                                                     (4.18)                  
 
Substituting for the gradient of electric field from differentiating equation 4.16 we get 
an equation for dipole force as 
311
2
sph
dip
r
ba
PVF






−
−
=                             (4.19)     
 
We choose arbitrarily to represent the dipole moment as        
pdip RqP 2×=                                                           (4.20)    
 
where qdip is defined as the equivalent charge at each end of the particle diameter.                   
 
4.4.3 Induced Dipole Effect indF
r
 
 
From Cross 1987, the induced dipole on a spherical grain is given by 
( )
( ) κε
ε
3
2
1 pREP
r






+
−
=                                             (4.21)           
      
where E is the imposed external electric field at the position of the grain, Rp is the 
grain radius, κ is Coulomb’s constant (1/(4 pi εo) )and rε  is the permittivity of the 
grain relative to that of a vacuum. We will call the factor in the square brackets U 
(multiplication factor) such that 
κ
3
pERUP =                  (4.22) 
and 
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2
1
+
−
=
r
rU
ε
ε
                                                    (4.23)              
 
For non conducting grains, U is less than one, becoming zero, as expected in the limit 
rε  = 1 (no excess permittivity). Typical permittivities are expected to be greater than 
4. For purpose of estimation, U can be taken to be unity representing the worst case 
( rε  = ∞, fully conducting, so that charges can move freely in response to the field), so 
that for a conducting sphere 
κ
3
pERP =                                                          (4.24) 
 
As induced dipole is aligned to the field gradient and substituting for P in equation 4-
19 from equation 4-22, and for k, the induced dipole force for a solid spherical particle 
is  
5
2
32
11
8
sph
po
ind
r
ba
RV
UF






−
piε−
=
r
                                                                                           (4.25)        
 
In our calculations a strong induced dipole in the grains caused by the applied electric 
field is an undesirable effect as it can mask the existence of a permanent dipole (with 
force dipF
r
). 
 
4.4.3.1 Calculation of Multiplication Factor U for Different Geometries 
 
Multiplying equation 4.23 top and bottom by εe, the permittivity of the medium 
outside the sphere, gives a more general expression for U  
ei
eiU
ε+ε
ε−ε
=
2
                                                          (4.26)    
 
where in this study air is the external medium, i.e. εe = εo. Equation 4.26 has been used 
for calculation of U for all solid particles except for the glass bubbles in which case a 
different method has been used owing to its geometry.  
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Following Roth and Dignam (1973), Ko et al. (2004) calculated the U factor for a 
single-shell spherical cell with an isotropic, dielectric membrane as 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) 33
33
222
22
iemmiemeim
iemmieemim
RR
RRU
εεεεεεεε
εεεεεεεε
−−+++
+−+−+
=                          (4.27)    
 
where ε  is the permittivity and R the radius; the subscripts e, m and i correspond to 
the external medium, the membrane and the internal space respectively. 
 
For the case of glass bubbles the internal and external medium is air and the 
membrane is a shell of glass. So roi ε=ε=ε  
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) 303
33
222
22
immoemoom
iommoeomom
RR
RRU
εεεεεεεε
εεεεεεεε
−−+++
+−+−+
=                                     (4.28)    
Substituting 
o
m
r
ε
ε
=ε  and rearranging 
( ) ( )
( ) ( ) ( ) ( )
3
3
112212
1112






−−+++














−−+
=
e
i
rrrr
e
i
rr
R
R
R
R
U
εεεε
εε
                      (4.29)                 
 
Refractive index of Glass, µ  = 1.51  
So dielectric constant, rε = 2µ  = (1.51)2 = 2.28 
The apparent density of a particle is given by 
particleofvolume
shellofmass
a =ρ                                                                (4.30)    
                        
In this case the apparent density of the glass bubbles, ρa = 150 kg/m3 (3M Ltd., 2007) 
  
Substituting the formulae for the volume of particle and rearranging in equation 4.30  
   














−=
3
1
e
i
sa R
Rρρ                                                                                             (4.31)    
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where iR  is the internal radius and eR  is the external radius. Further simplification 
gives 
98070
2640
15011
3
1
3
1
.
R
R
s
a
e
i
=





−=





−=
ρ
ρ
             (4.32) 
 
Using equation 4.29 the value of Uiso comes out to be 0.0195 for glass bubbles. 
The thickness of the shell can be found as,  
 
eR
Thickness
 =
e
ie
R
)RR( −
= 0.0193               (4.33) 
i.e. the thickness is almost 2% of the radius. For example for a 60 µm diameter sphere 
the shell is expected to be 30 x 0.0193 = 0.58 µm thick. 
 
4.4.4 Image Force imageF
r
 
 
An electrical image is defined as an electrified point or system of points on the far 
side of a surface which would produce on the near side of the surface the same 
electrical action which the actual electrification of that surface really does produce 
(Cross, 1987). The electrical action on a particle positioned above the surface (on the 
near side) is considered. 
 
The image energy interaction with a point charge q, a distance z above a conducting 
flat surface is given by 
z
q
u p 4
2
−
=                                                                                                    (4.34)    
 
Here q can also be the net charge on a particle and z the distance of the centre of 
charge from the surface. So to calculate the force on the particle this equation can be 
differentiated w.r.t. z 
2
2
4z
qFp =                                                                                                          (4.35)    
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For this study the equation used for the image force in the case of a monopole charge 
sitting a distance (rsph-a) from the surface of the conducting (spherical) probe of 
radius a (in SI units) has been given by 
( )2
2
16 ar
q
F
spho
net
netimage
−
−
=
piε
                  (4.36)  
 
where Qnet  is located at the centre of the particle.                                                                                               
To a first approximation, the image force for the dipole charge is given by 
( )2
2
16 aRr
q
F
pspho
dip
dipimage
−−
−
=
piε
                                                               (4.37)             
    
where one of the two hypothetical Qdip charges which make up the dipole (assumed 
aligned with E and rsph) is very close to the surface, i.e. at a gap of ((rsph-a)-Rp) from 
the probe surface. The contribution of other charge on the other side of the particle 
can be ignored in comparison, e.g., for a 60 µm particle with a 10 µm closest 
approach due to roughness to a 250 µm radius probe, the far charge contributes  
50
1
70
10
2
2
≈ th of that of the near charge. 
 
4.4.5 Final Equation for Electrostatic Force 
 
Substituting expressions for each of the above forces in equation 4.14 the final 
expression for electrostatic force is 
( ) ( ) ( ) ( )
( )2
2
2
2
52
32
32
16
1611
8
11
2
11
aRr
q
ar
q
rb/a/
RV
U
rb/a/
PV
rb/a/
Vq
F
pspho
dip
spho
net
sph
po
sphsph
net
el
−−
−
−
−
−
−
−
−
−
=
piε
piε
piε
   (4.38)         
 
The electrostatic force with negative sign implies attractive force towards the probe 
and a positive value implies repulsive force directing away from the probe. In 
equation 4.38 a, b, rsph, P, U, Rp and oε  always remain positive whereas Qnet can be 
both negative and positive and Qdip depends on sign of V. So it can be observed that 
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the monopole force can be attractive or repulsive but the induced dipole force and the 
image forces due to monopole and dipole always remain attractive to the probe. The 
dipole force will depend on the alignment of the dipole and becomes attractive once 
the dipole has aligned in the direction of the electric field.   
            
After this the net electrostatic force Fel was resolved into its radial and axial 
components. To decide what sign each component should have, the region in the front 
of the probe was divided into two parts as shown in Figure 4.2. These two regions 
were considered as analysis was done mainly for particles approaching the probe tip 
from its front end. 
 
Figure 4.2: Regions of particle position in front of the probe used to predict sign for 
components of electrostatic force. 
 
The axial component of net electrostatic force Fel axial is given as 
)z(Sign*cosFF pelaxialel θ=                 (4.39)                         
 
and the radial component of net electrostatic force Fel radial is given as 
)r(Sign*sinFF pelaxialel θ=               (4.40) 
 
The sign convention followed is explained in Tables 4.1 and 4.2. 
 
Table 4.1: Sign convention for region 1 
Fel Cos pθ   Sin pθ  Fel axial Fel radial 
+ve +ve +ve +ve +ve 
-ve +ve +ve -ve -ve 
 
 4-12 
Table 4.2: Sign convention for region 2 
Fel Cos pθ  Sin pθ  Fel axial Fel radial 
+ve +ve -ve  +ve -ve 
-ve +ve -ve -ve +ve 
 
pθ  mentioned in Table 4.1 and 4.2 is the angle the particle’s rsph makes with the 
centre line of probe as defined in Figure 4.1. 
 
4.5 Rotational Drag Force Calculation 
 
In an electric field the dipole will exert a torque on the particle to orient itself in the 
direction of the field. We assumed that the dipole charges do not move along the 
particle surface.  The angular acceleration of the particle has been calculated from the 
angular momentum conservation equation, using the component of local field which 
is perpendicular to the dipole, acting on the dipole strength to provide turning torque, 
and using viscous drag forces to resist.  
 
The angular momentum conservation of the particle is given by 
( ) GEP
dt
duJ
r
−×=θ                  (4.41) 
 
where θu = angular velocity of the particle.    
The drag torque G for a sphere of radius Rp is calculated as   (Jeffrey, 1915) 
38 pRuG θpiη=                     (4.42)    
 
For a solid spherical particle, the moment of inertia    
2
5
2
pmRJ =                  (4.43)   
 
where m = mass of the particle. 
Vectors P and E can be expressed in component form as 
kPjPiPP rzy ++=
r
                 (4.44)    
kEjEiEE rzy ++=
r
                (4.45)    
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 The magnitude of dipole strength P is then given as 
222
yzr PPPP ++=                  (4.46) 
 
The cross product EP
rr
× in terms of its components can be calculated as 
k)EPEP(j)EPEP(i)EPEP(EP yzzyryyrzrrz −+−+−=×
rr
                              (4.47)    
 
It was assumed that the particle dipole alignment was perpendicular to the r direction 
when it came out of the plates, so calculations were made for the dipole alignment 
during the trajectory flight using these three dimensional equations.  
 
The angular acceleration in the r direction from equation 4.39 is 
( )
rr
r GEP
dt
du
J
r
−×=
θ
               (4.48)    
 
Substituting the r-component of  EXP   from equation 4.46 and torque from equation 
4.42 
( )( )rpyzZy
p
r
uREPEP
mrdt
du
θ
θ
piη 32 82
5
−−=              (4.49) 
 
Similar equations can be written for angular acceleration in the z and y directions. For 
z and y direction the angular acceleration is given by 
 
                                                                              (4.50) 
 
                  (4.51)       
 
                                                                                                                                                                                                        
Figure 4.3 represents the angles between the direction of components of vector P and 
the co-ordinate axes. The angles rzy θθθ ,, calculated by integrating the gradients were 
then used to calculate components of vector P using equation 4.49, 50 and 51. 
z
y
r tan
P
P
θ
=                   (4.52) 
( )( )ypzrrz
p
y
uREPEP
mrdt
du
θ
θ piη 32 82
5
−−=
( )( )zpryyr
p
z
uREPEP
mrdt
du
θ
θ piη 32 82
5
−−=
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ryz tanPP θ=                  (4.53) 
 
( ) 11 2
2
2
+θ+





θ
=
r
z
y
tan
tan
PP                (4.54) 
The components of electric field in the r and z directions were calculated as   
pz cosEE θ=                 (4.55) 
pr sinEE θ=                  (4.56) 
0=yE                                                                      (4.57)  
   
for particles travelling in the r-z plane with y = 0, i.e. the plane of the laser sheet.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.3: The angles between direction of vector P and the co-ordinate axes. 
 
Using the dot product between vector P and E the angle between them was calculated. 
This angle, Tθ (Figure 4.4) gives direction of the torque experienced by the dipole in 
the electric field. 
EP
E.P
cos T =θ                 (4.58) 
Pz
z 
y 
r
Py 
Pr
θr
θz
θy
 r 
 
P
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EP
EPEPEP
cos
yyzzrr
T
++
=θ               (4.59) 
 
                        
 
Figure 4.4: Dipole-to-field angle θT. 
 
The initial conditions assumed were 
 θy = 90°, θz =270°, θr = 180°, Py = -P, Pz = 0, and Pr = 0              
                             
Calculations were made to predict the time required for Tθ to change from 90° (initial 
position) to 0° or 180° depending on whether the electric field direction is pointing 
away or towards the probe (probe positive or negative respectively). Also for 
spherical shells (e.g. hollow glass bubbles) the moment of inertia,  
2
3
2
pmRJ =                   (4.60) 
 
and hence a correction was made for this in the calculations.  
 
Note that the position of the origin (position of the particle) in Figure 4.4 is in the r-z 
plane passing through the centreline of the probe.                                                 
 
 
 
z
P
r
y
 r 
P
r
 
E
r
 
θT
 r 
 
Position of particle 
Probe tip 
θp
 r 
 
r 
 5-1 
5. COMSOL Simulation 
5.1 Background of COMSOL 
 
COMSOL Multiphysics is a powerful tool for modelling and solving all kinds of 
scientific and engineering problems based on partial differential equations. It offers 
modelling and analysis power for many application areas such as fluid dynamics, heat 
transfer, electromagnetics,  structural mechanics, optics, transport phenomena, 
chemical reactions etc. The package can import or export geometries to combine 
PDE-based modelling, simulation, and analysis with other modelling techniques. It 
provides an integrated graphical user interface where the models can be built and 
solved by using predefined physics mode, PDE modes, or a combination of them - 
multiphysics modelling. The model can be built by defining the relevant physical 
quantities such as material properties, loads, constraints, sources, and fluxes. The first 
step is to create the geometry and then various constants and variables can be set. 
When the parameters have been defined the package automatically meshes the 
geometry or it can be done manually as well. After this the problem is solved from a 
set of iterative and non-iterative solvers. The solver can be chosen manually or the 
package sets up a default solver for the chosen application mode and automatically 
detects linearity and symmetry in the model. There are a wide range of tools provided 
for plotting and post processing any model quantity.  For the purposes of this study 
the COMSOL Multiphysics version 3.4 was used. In particular the COMSOL 
multiphysics and the chemical engineering application modes were used for 
modelling the electric field and turbulence inside the model geometry. 
 
5.2 Electrostatics 
 
The electrostatics part of the electromagnetics mode (in COMSOL multiphysics) is 
used to model applications involving high-voltage apparatus, electronic devices, and 
capacitors. The static electric fields are modelled using the electric potential V given 
as 
 VE −∇=                                                                                  (5.1) 
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This equation combined with the constitutive relationship between electric flux 
density, D, and electric field intensity, E, PED += 0ε , represents Gauss’ law as 
Poisson’s equation 
( ) ρε =−∇⋅∇− PV0                                (5.2) 
 
where P is the electric polarization vector and  ρ is the electric charge density. The 
default scalar variable is the permittivity of vacuum with value 8.854x10-12 F/m.  
 
5.2.1 Model Geometry 
 
A 3D model geometry domain was created as in Figure 5.1 to predict the electric field 
and potential inside the sampler head. A cylinder of diameter 100 mm and length 300 
mm was drawn to replicate the experimental geometry to predict the electric field. 
The preselector plates drawn were 150 mm long, 50 mm wide and 0.5 mm thick. The 
plates were 10 mm apart from each other and 30 mm away from the tip of the probe. 
The wire was of 500 mµ  diameter and 100 mm long mounted on the centreline 
towards the exit end. Voltage was applied to the wire probe and one of the preselector 
plates.  
 
5.2.1.1 Boundary Conditions 
 
Electric Potential: The electric-potential boundary condition 0VV =  specified the 
voltage at a boundary. The voltage was set to 10 kV for all boundaries of the probe 
and 10 kV for all boundaries of one of the two preselector plates. 
 
Ground: The general boundary condition V = 0 specifies zero potential. This 
condition was applied to all the remaining boundaries (excepting the probe and one 
plate). 
 
A normal mesh with 183960 tetrahedral mesh elements and 8930 triangular boundary 
elements was used.  The stationery linear solver with adaptive mesh refinement was 
used to solve the problem. It is important to select a mesh that minimizes the error in  
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(a) 
 
(b) 
Figure 5.1: (a) Electric potential variation across a slice cut in the middle of the 
geometry at an applied voltage of 10 kV (b) Electric field streamlines emerging from 
the surfaces.  
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(a) 
 
(b) 
Figure 5.2: (a) Electric field variation from the tip of the probe to 5 mm along the 
probe axis (centreline of the geometry) (b) Electric potential regions close to the tip of 
the probe at an applied voltage of 10 kV. 
Tip of the probe at 
0.1025 m along the 
axis of the domain 
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the quantities of interest. Adaptive mesh generation identifies the regions where high 
resolution is needed and produces an appropriate mesh. 
 
Figure 5.1(a) shows the voltage variations across a slice cut through the middle of the 
model geometry in the z-x plane and Figure 5.1(b) shows the electric field streamlines 
emerging from the boundaries on which voltage was applied. Figure 5.2 (a) and (b) 
give a closer view of the variation in electric field and potential close to the tip of the 
probe. The electric field at the tip itself with 10 kV applied is 2.16x107 V/m. The 
electric field generated by COMSOL for the experimental geometry will be later 
compared to the electric field, assumed for particle trajectory modelling (equation 
4.16) later in discussion. 
 
5.2.2 Comments 
 
The model was difficult to solve because of the 3D geometry, high aspect ratio and 
intricate geometry parts. This resulted in difficulty of creating a fine mesh and a high 
memory was required due to the large number of iterations required for the solver. 
The default element type was set to Lagrange-linear to find the solution. Despite 
choosing adaptive mesh refinement, the irregularities in the field curve in the final 
solution (Figure 5.2) can be observed. 
 
5.3 Principles used in the Fluid Dynamics Mode 
 
The flow field around the probe in the sampler head of the experimental set up was 
modelled using the chemical engineering module. The chemical engineering module 
can model equipment and processes in chemical engineering related to fluid flow, 
mass and heat transport, and chemical reactions. For this work the momentum balance 
application mode from fluid dynamics was chosen to solve for laminar flow and 
turbulent flow. Among various options for turbulent flow models, the k-ω turbulence 
model was successful in solving and predicting the flow field.  
 
The Navier-Stokes equations describe the phenomena of mass and momentum 
transport. Their most general form for a compressible Newtonian fluid are given by 
equation 5.1 to equation 5.3 (chemical engineering module, user’s guide). 
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Conservation of mass                             
( ) 0=∇+
∂
∂
u.
t
ρρ                                               (5.3) 
 
Conservation of momentum 
 ( ) F.pu.u
t
u
+∇+−∇=∇+
∂
∂
τρρ                                           (5.4) 
 
Conservation of energy  
( ) ( ) Qp).u(
t
p
T
TS:q.T.u
t
TC
p
p +




 ∇+
∂
∂
∂
∂
−+∇−=




 ∇+
∂
∂ ρ
ρ
τρ                       (5.5) 
 
where ρ is the density, u is the velocity vector, p is pressure,τ  is the viscous stress 
tensor, F is the body force, pC is the specific heat capacity at constant pressure, T is 
absolute temperature, q is the heat flux vector and Q contains the heat sources. S is the 
strain rate tensor:                
( )( )TuuS ∇+∇=
2
1
                   (5.6) 
 
The operation “:” denotes a contraction between tensors defined by 
 nm
n m
nmbab:a ∑∑=                   (5.7) 
 
Assuming that the fluid is Newtonian the viscous tensor becomes: 
( )Iu.S ∇−= ηητ
3
22                   (5.8) 
 
where η is the dynamic viscosity and I is the identity operator. 
Most of the applications assume flow to be incompressible; that is ρ  is constant or 
nearly constant. Equation 5.3 then reduces to  
0=∇ u.                    (5.9) 
 
and the stress tensor in equation 5.6 becomes 
( )( )Tuu ∇+∇= ητ                  (5.10) 
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These assumptions put together give the following momentum equation 
( )( ) Fuu.pu).u(
t
u T +∇+∇∇+−∇=∇+
∂
∂ ηρρ                         (5.11) 
 
5.3.1 Turbulent Flow 
 
Analysis of fluid flow fundamentally depends on the (dimensionless) Reynolds 
number (Re)  
η
ρ LURe =                               (5.12) 
 
where U denotes a velocity scale and L denotes a representative length.  
If we multiply equation 5.11 by L and divide by η we get 
( )( )
ηηη
ρ
η
ρ FL
uu.LpL).u(uL
t
uL T +∇+∇∇+∇−=∇+
∂
∂
                                        (5.13) 
 
All the terms in equation 5.12 are dimensionless. From the second term on the left 
hand side of equation 5.13 it can be observed that the solution of the equation will be 
a function of Re. 
 
This number represents the ratio between inertial and viscous forces. At low Reynolds 
number (the second term vanishes) viscous forces damp out all disturbances which is 
called laminar flow. At high Reynolds number, the damping in the system is low and 
if Reynolds number is high enough the flow field ends up in a chaotic state called 
turbulence. All the industrial applications regarding fluid flow generally involve 
turbulence. 
 
The Navier - Stokes equations can also be used for turbulent flow simulations. 
 In the statistical representation of turbulent flow, the mean quantities are of main 
interest. The detailed modelling of turbulent fluctuations can be avoided by 
statistically averaging the Navier - Stokes equations. This leads to the Reynolds-
averaged Navier-Stokes (RANS) equations. According to Reynolds-averaged 
representation, flow quantities can be divided into an average value and a fluctuating 
part, 
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'φφφ +=                  (5.14) 
 
where φ  can represent any scalar quantity of the flow. Substitution of quantities in 
this form in the Navier –Stokes equation gives the RANS equations: 
( ) ( ) F)UU(.P'u'u.U.U
t
U T +∇+∇∇+−∇=⊗∇+∇+
∂
∂ ηρρρ           (5.15) 
 
0=∇U.                  (5.16) 
 
where U is the averaged velocity field , ⊗ is the outer vector product. The left hand  
side of equation 5.15 gives the correlation between fluctuations in different directions 
and is called the Reynolds stress tensor (composed of nine terms but only six are 
independent). Because this method results in a hierarchy of equations and statistical 
unknowns this requires imposing assumptions about the flow. In this case the 
unknown statistical terms have been modelled by an eddy viscosity approach which is 
the most common closure method. In the eddy viscosity closure, turbulence is 
assumed to be of a purely diffusive nature. With this assumption the Reynolds stress 
tensor is expressed as 
( ) ( ) ( )( )TT UUI'u'utrace'u'u ∇+∇−=⊗−⊗ ηρρ 3             (5.17) 
 
where Tη  is the eddy (turbulent) viscosity and trace is the sum of the elements on 
main diagonal of the matrix. The second term can be written as 
( ) kI'u'utrace ρρ
3
2
3
=⊗                                                     (5.18) 
 
where k is the turbulent kinetic energy. 
 
It has been observed that the k-ω model behaves better close to walls and generally 
predicts free shear flows more accurately compared to k-ε and other turbulence 
models. The k-ω  model however shows strong dependence on the free-stream values 
of k and ω  for external flows. Initially the k-ε model was used to try to find a solution 
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for turbulence in the model geometry but it did not converge and no solution could be 
found. So k-ω model was finally used to find the solution. 
 
5.3.1.1 k-ω  Turbulence Model 
 
This is a two-equation model which solves a transport equation for the turbulent 
kinetic energy k together with a transport equation ofω , the dissipation per unit 
turbulent kinetic energy. The turbulent viscosity is given by  
ω
ρη kT =                             (5.19) 
 
The transport equations for turbulent kinetic energy and ω  are respectively 
( )[ ] ( ) ωρβηησηρρ kUUk.k.U
t
k
k
T
TTk −∇+∇+∇+∇=∇+∂
∂ 2
2
1
                        (5.20) 
 ( )[ ] ( ) 22
2
βρωωηαωησηωρωρ ω −∇+∇+∇+∇=∇+∂
∂ T
TT UUk
..U
t
                (5.21) 
 
The following closure constants and functions were used: 
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(from k-ω model by Wilcox, 1998) 
The tensors, ijΩ and ijS  are the mean rotation-rate tensor and the mean strain –rate 
tensor, defined by 
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5.3.2 Model Geometry 
 
The incompressible Navier –Stokes equations were used to predict the flow field for a 
laminar flow through the sampler head at a Reynolds number equal to 1 and the k-
ω turbulence model was used to predict the flow field at a Reynolds number equal to 
1000. To simplify the modelling, a small domain was used to predict the flow field 
around the probe tip only, which was of immediate interest to this study. The domain 
geometry consisted of a cylinder of both diameter and length of 100 mm, with a fine 
wire of diameter 500 mµ  and a rounded end extending halfway through it along its 
centreline. Laminar flow was solved for 2-D axial symmetry space dimension and the 
turbulence flow was solved in 3-D space dimension. The boundary conditions used 
were as follows. 
5.3.2.1 Boundary Conditions for Laminar Flow Analysis 
Inlet:  The normal inflow velocity was specified as 0.05 m/s across the entire inlet, 
with a uniform pressure of 0 Pa.  
Outlet: The Pressure, no viscous stress boundary condition was used for the outlet.  
Wall: The default boundary condition for a stationary solid wall was used. The 
condition prescribes u = 0 which means that the fluid at the wall is not moving. 
Similar wall conditions were also given to the boundaries of the wire and the outer 
wall of the cylinder. 
2D and axial symmetry: The centreline was set at a symmetry boundary with axial 
symmetry. 
 The mesh was refined resulting in 3892 triangular elements. The stationery linear 
solver was used to solve the problem. Figure 5.3(a) shows the predicted velocity field 
contours across the model geometry.  
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5.3.2.2 Boundary Conditions for Turbulent Flow Analysis 
Inlet: The values for mean initial velocity 0U , turbulent kinetic energy, 0k  and specific 
turbulence dissipation rate, 0ω  were specified at the inlet boundary. For a uniform 
initial velocity of 3 m/s, 0k  and 0ω  were calculated as 
2
00 51 )iU(.k =                 (5.23) 
 where i is the turbulent intensity. 
( )D./k . 30500 =ω                                            (5.24) 
D is the hydraulic radius of the channel. For a cylinder of diameter 100 mm the 
hydraulic radius is 25 mm. The inlet velocity of the gas was set at 3 m/s. The 
turbulent intensity was assumed to be 0.15 for the jet flow (Wygnanski and Fiedler, 
1969) and hence the calculated value of 0k  used for solving the model was 0.034 
m
2/s2 and 0ω was 24 s
-1
. The initial pressure was set to 0 Pa. 
Outlet: The “Pressure, no viscous stress” boundary condition was used for the outlet. 
Wall: For the wall treatment, the logarithmic wall function was used by the turbulence 
model. This function also assumes that the computational domain begins a distance  
wδ  from the real wall with flow parallel to the wall. 
The mesh was coarse with 30398 tetrahedral mesh elements and 2440 triangular 
boundary elements.  The stationery linear solver with adaptive mesh refinement was 
used to solve the problem. Figure 5.4(a) shows the predicted velocity field streamlines 
across the model geometry along with the variations over a slice cut through the 
middle of the geometry and Figure 5.4(b) gives a closer view of the velocity field 
close to the tip of probe. A domain including the complete geometry (equipment) used 
in the experiments was difficult to solve due to the memory requirements and intricate 
parts so a smaller domain was chosen.  
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(a) 
 
(b) 
Figure 5.3: (a) Velocity field contours across the 2D geometry for laminar flow (b) 
closer view of the velocity field surfaces and contours close to the tip of probe.  
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(a) 
 
(b) 
Figure 5.4: (a) Velocity field streamlines across the model geometry along with the 
surface variations over a slice cut in the middle of the geometry for turbulent flow (b) 
a closer view of the velocity field close to the tip of the probe. 
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6. Measurement of Net Charge and Dipoles 
6.1 Development Stages of Measurement Technique 
 
The measurement technique was based on imaging the trajectory of particles under 
the influence of an inhomogeneous electric field. At the beginning of the experiments, 
trial runs were carried out on a simple arrangement consisting of a sampler head, high 
speed camera, laser unit and high voltage AC supply as shown in Figure 6.1. Later 
modifications were made in the set up to counter different problems arising during the 
trial runs. 
 
6.1.1 Initial Experimental Set up 
 
The sampler head in the initial experimental set up (Figure 6.1(b)) was built around a 
200 mm long cylindrical tube and a wire probe was mounted along its centreline with 
a spider support. The sample was fed inside the sampler head being metered by a 
vibrating hopper feeder. Compressed air was passed through a jet ejector which 
carried the feed falling from the feeder end into the sampler head (Figure 6.1(a)). 
During experimentation with this set up various problems were encountered. The 
images acquired were blurred (as shown in Figure 6.2) and hence it was difficult to 
identify individual particles with their boundaries. It was mandatory to acquire a clear 
and sharp image of the particles. Also it was realised that on a single frame the 
particle density was high and it appeared that differently charged particles influenced 
the trajectories of their nearest neighbours. Apart from this, the flow was relatively 
uncontrolled and there was a need to meter it more precisely in order to estimate 
volume fractions of the solid feed. These problems and the measures undertaken to 
solve them have been discussed in the following sections. 
 
6.1.2 Particle Imaging and Related Problems 
 
The first trial images were obtained of stationery particles, by pasting a black tape on 
a glass slide and gluing alumina particles to it. The slide was placed inside the 
 6-2 
sampler head in the field of view. Different problems were identified by looking at the 
trial images, such as “speckle”, “flare” and lack of sharpness as shown in Figure 6.2.  
 
 
 
(a) 
 
 
(b) 
Figure 6.1: (a) Feeding arrangement in the initial setup using a jet ejector (b) First 
experimental set up. 
 
Feed from vibrating 
hopper feeder 
Compressed 
air supply 
Air/particle 
suspension 
Jet ejector 
Sampler head 
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Figure 6.2: Distorted image. 
 
6.1.2.1 Speckle 
 
The image of the particles appeared to have a granular surface with a fine distribution 
of dark and light patches. This was identified as “speckle”, generally related to the use 
of a coherent light beam in the experimental setup for illuminating the particles for 
imaging. It was found from literature that generally due to the coherent laser light, all 
the images of any point on an object are coherent. This means that the waves which 
have been scattered from each point on the illuminated surface have similar direction, 
amplitude, and phase, and are capable of exhibiting interference. Due to the 
interference of diffracted images the intensity of resultant light varies randomly. This 
leads to speckle due to which the object illuminated by laser appears to be covered 
with a fine granular structure. 
 
With a wider camera aperture, the speckle becomes smaller because the size of the 
diffraction pattern of a lens decreases as the aperture of the lens is increased. If the 
diameter of the lens is 2a and distance between the lens and the plane of observation 
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is “d” and α = a/d, then the diameter εd of the smallest grains of the speckle in the 
plane is given by (Francon, 1979) 
 εd = λ/ α                   (6.1) 
 
This comes from the fact that the smallest speckles have diameters of the order of 
magnitude of the diffraction pattern of the image-forming lens. The aperture size also 
affects other aspects in imaging discussed in next sections and hence an optimum 
aperture size was needed to reduce speckle and also to cover the other aspects. Also it 
was later observed that the speckle was not dominant in images of moving particles.  
6.1.2.2 Depth of Field 
 Another important factor to be considered was the “depth of field” which is the 
distance between the nearest and farthest objects that appear in acceptably sharp focus 
in a photograph. It was necessary for this sharp focus field to be deep enough such 
that a particle could easily stay within it to capture its complete trajectory. On the 
other hand, a narrow field would reduce the number of particles on an image helping 
in an easier analysis (while still following a single particle trajectory). The depth of 
field is mainly influenced by two factors- aperture size and focal length. Larger 
apertures and smaller focal distances produce a narrower depth of field. Lenses with 
large focal length of about 100 mm are often used for magnifications when one is 
unable to get closer to the subject. They appear to create a much shallower depth of 
field mainly because they are used for higher magnification. This may be due to their 
longer focal length; they flatten perspective and appear to have a shallow depth of 
field. 
 
On the other hand the aperture size also affects the image quality. Among the light 
rays passing the lens tube and the aperture, some may be diffracted as shown in 
Figure 6.3. If the aperture is large (i.e., a large diaphragm), because the ratio of the 
diffracted light and the non-diffracted light is so small and is negligible, diffraction 
does not contribute to the loss-of-quality very much as in Figure 6.3(a). However, 
when the aperture is small (i.e., a small diaphragm), the amount of light that can pass 
through the aperture is reduced and hence the proportion of diffracted light becomes 
significant. As a result, the quality of the image is also reduced (as in Figure 6.3(b)). 
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Therefore, closing down the apertures (i.e., using a small diaphragm) all the way 
down to the smallest available aperture may reduce the quality of an image.  
 
At the same time, because of curvature inaccuracy away from the centreline, the 
optical quality of a lens increases as diaphragm closes down. This improvement will 
reach only to a certain point. After this, the quality goes down because of the impact 
of diffraction as explained just above. So an optimisation was done by conducting 
trial runs to get an appropriate depth of field and good quality images.  
 
The lens used was with 85 mm focal length which magnified the view and also 
allowed sufficient light to enter the lens. The range for aperture size varied from 1.9 
(maximum open) to 16 (minimum open) for the camera lens. The experiments were 
started at maximum aperture size 1.9 and after trying different combinations to 
combat the problems discussed above, the aperture of the lens was optimised at a 
reduced value of 8. For this aperture size the depth of field was measured to be 0.85 
mm (procedure in Section 3.5). 
 
                                  
(a)                                                              (b) 
Figure 6.3: Diffracted light through (a) Wide aperture (b) narrow aperture 
 
6.1.2.3 Lens Flare 
 
The boundaries of individual particles were still not well defined and shiny spikes 
could be observed emerging from the outer edges in the image of the particles. This 
problem was identified as “lens flare”, caused by internal reflections in the lens as 
well as non-image light. It reduces the image quality leading to distorted object 
boundaries. The flare problem was dealt with by painting matt black colour on the 
Aperture Aperture 
Diffracted light 
Diffracted light 
Incoming light 
Incoming light 
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inner surface of the sampler tube and surfaces facing the camera. Black velvet felt was 
inserted inside the extension tube. A paper hood was placed to cover the lens to 
reduce non image light (white cylinder in Figure 6.1(b)). Again a compromise was 
made among the different possible aperture openings to reduce non-image light by 
trial runs while keeping in mind the other factors discussed previously (Section 6.1.1 
and 6.1.2).  
 
After all the improvement steps were adopted the image quality was enhanced and 
sharper particle boundaries were observed as shown in Figure 6.4. The aperture size 
was fixed to 8 for most of the runs with acrylic and glass particles (shiny surfaces). It 
was opened one size further to 5.6 for whole milk and fertiliser particles which were 
small in size and better images could be captured by increasing the aperture size. 
These particles had less reflective surfaces in comparison with the other two samples, 
hence opening the aperture one size further did not lead to flare problem as discussed 
above. 
 
 
Figure 6.4: Improved image after modifications. 
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6.1.3 Modified Feeding Arrangement 
 
The vibrating hopper feeder was replaced by a brush feeder to feed the powder into 
the sampler head. The brush feeder delivered an accurately metered flow and the 
dilution of the exit flow (volume fraction of particles to air) could be controlled by 
using cylinders of varying sizes. The working of the brush feeder has been explained 
in detail in section 3.7. A polyacetal nozzle was attached at its exit end with an 
opening of 3 mm (this size used only in early trial runs) to get a concentrated jet 
which could flow through the laser sheet and also along the focal plane of the image-
acquiring lens.  
  
6.1.4 Pre Selector Plates and DC Supply 
 
A set of parallel plates enclosed in a cylindrical tube was attached as an extension of 
the feed end of the sampler head, with a DC voltage applied to one of the plates as 
shown in Figure 6.5. The aim was to preselect the highly charged particles by 
capturing them on the plates and thus dilute the flow towards the probe tip. There was 
an additional advantage that detection of dipoles can be easier on almost neutral 
particles as in that case the contribution of force due to net charge will be small. Also 
it was assumed that during motion between the plates the dipole will orient in the 
direction of the field applied between the plates. Hence the preset direction will 
enable the prediction of rotation of dipoles while modelling the particle orientation. 
 
 6.1.5 Pulse Identification 
 
The video file captured resulted in 489 frames each run. Due to the AC supply either 
polarity of probe voltage could operate on any individual frame. Prior knowledge of 
this polarity was necessary for predicting the polarity of charge on the particle. So 
modifications were made to the laser driver. The AC voltage supply and laser driver 
were connected with signal wires. The AC waveform was sent through these to the 
laser driver which in turn halved the number of flashes during positive polarity, but 
made no change during negative polarity. 
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Figure 6.5: Pre selector plates. 
 
 
Figure 6.6: Vortex breaker with fan at the end. 
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6.1.6 Fan and Vortex Breaker 
 
The high air velocity at the nozzle exit is expected to lead to increased turbulence in 
the jet (Wygnaski, 1969). This largely results from shear between the jet and 
surrounding gas. Hence a fan was attached at the exit end of the sampler head to bring 
air around the jet at a similar velocity, to make the velocity more uniform, and to 
reduce shear. Also with preselection plates at the inlet of the sampler head the 
distance particles need to travel to enter the field of view increased and it was 
assumed that the larger sized particle may begin to drop out at low air flow rates. The 
fan will also assist the flow of particle/air suspension through the sampler head. A 
vortex breaker was fitted in front of the fan to avoid induced rotation in the flow 
(propagating upstream) due to the fan blade rotation. It had eight 100 mm long plates 
in a spider arrangement and was enclosed in a cylindrical tube of the same diameter as 
the sampler tube as shown in Figure 6.6. This tube was attached as a downstream 
extension to the sampler tube and the fan was fitted at its far end. The fan was also 
useful to drive air through the bag filter which was attached at the exit end. 
 
6.1.7 Filter Bag 
 
The powder samples used had very fine micron sized particles. During each run some 
amount of the sample powder spread in the surrounding air. This sample powder 
(particularly glass bubbles) caused irritation in eyes, nose and throat. In order to 
combat this, a bag filter was attached at the exit end over the fan to collect the fine 
powder.  
 
6.1.8 Nozzle Design 
 
The nozzle design (Figure 6.7) was altered at a later stage when it was realised that an 
increase in nozzle diameter at the same flow will reduce the turbulence (Wygnaski, 
1969). This is expected to reduce any mismatch of initial particle and gas velocities, 
assumed zero for the analysis of particle trajectories. The inside diameter was 
increased from 3 mm to 10 mm.  
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6.2 Experimental Method 
 
A dilute flow (5x10-4 volume fraction) of spherical dielectric particles was 
continuously supplied by an air jet from the brush feeder. The particles were carried 
by air flows of 0.25 L/s through the polyacetal nozzle from the brush feeder for 15 s. 
This suspension emerged from the nozzle into the sampler head tube along its axis, 
and flowed around the metal high voltage probe which pointed upstream.  Close to the 
probe, video images were taken of particle trajectories. The camera was triggered 
from the computer to begin a 1s frame capture at the selected frame rate of 489 /s. 
Multiple images were possible through the use of multiple laser flashes for each video 
frame, leading to a sequence of particle positions along the trajectory within each 
frame. The probe voltage was reversed every 6 frames for all experiments of this 
thesis (with AC supply dial settings at 5.2 which means 40 Hz). 
 
6.3 Data Analysis 
 
6.3.1 Selection of Frames 
 
Each run produced approximately 489 frames depending on the memory assigned to 
computer. Due to the large amount of data, a selection procedure was followed to 
select frames for analysis. The major criterion for selection was the clarity in the 
images of a particle. Only those frames were chosen in which the successive positions 
of the particle were easy to identify. This was possible only on frames in which the 
particle was close to the focal plane (within the depth of field) throughout its 
trajectory so that each image was sharp and clear. Also preferably selected were those 
frames which had about seven or more images of a particle in a particular trajectory. 
This was done to interpret the complete path followed by a particle without and with 
the influence of the applied electric field. Most of the particles showed bending in 
their path once they were under the influence of electrostatic forces. In a few cases the 
same particle could be tracked on consecutive frames so in such situations all the 
consecutive frames were used in sequence to generate one continuous trajectory.  
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(a) 
 
 
(b) 
Figure 6.7: Polyacetal nozzle (a) before modification (b) after modification. 
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6.3.2 Image Analysis 
 
At the beginning of the experimental runs the scale of the image was measured by 
photographing a high-precision scale positioned in the plane of the light sheet. A field 
of view of 6.5 mm x 5.5 mm could be imaged through the 85 mm focal length lens 
carried on a 230 mm extension tube. Individual frames were examined later on the 
computer with Sigma Scan Pro 5 image analysis software. If necessary, particle 
positions from several consecutive frames were linked together in one analysis. For 
images from a single run, the origin was identified as the centre of the hemispherical 
tip of the probe. The origin had a radial and axial co-ordinate and all the distances 
were measured with respect to the origin. The size of each pixel was calculated using 
the calibrated scale of the image in a particular direction and dividing it with the 
number of pixels in that direction. The size of one pixel as calculated for this study 
with the optics as described above was 5.44 ± 0.1 µm in both radial and axial 
directions.  
 
There were two different methods followed for mathematical analysis of particles. In 
the first method, software calculated the centre of mass to define the particle position 
for each exposure by a flash pulse and then a least square minimisation technique was 
used for the fitting of the particle trajectory. In the second method, a manual 
procedure was followed to trace the particle centre and also for fitting its trajectory. 
The following paragraphs describe both of these methods. Also described are the 
limitations of the first method, leading to the use of the second method in producing 
the final results.  
 
First Method 
 
In the trial runs using this method, the particle position was measured by calculating 
its centre of mass in both co-ordinates using Sigma scan Pro. This was done using a 
fill measurement in which a threshold brightness value was chosen in between 0 to 
256 (range of brightness). This threshold was the minimum brightness value among 
all the pixels which define the particle boundaries. From the threshold value a look up 
table was created and applied to the image such that all the pixels with brightness 
above the threshold were white and all below were black. The software calculated the 
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centre of mass in each co-ordinate by averaging the co-ordinate value of all white 
pixels (defining the particle image). The two coordinates of the centre of masse were 
used to calculate the distance in pixels of the particle position relative to the origin 
and converted into metres by multiplying it by the size of one pixel. The diameter of 
the particle was calculated from its 2D area by counting the number of pixels in the 
image and multiplying it with the area of one pixel. The diameter was the diameter of 
a circle with the same area as that found for the particle. This data of the particle 
relative position and diameter was than inserted manually into an Excel sheet for 
fitting the model. On the Excel sheet the experimental positions were compared with 
estimated theoretical positions at particular time intervals. The target sum of error 
squares was first calculated from the difference between the experimental and 
theoretical values of cylindrical radius, rcyl.  
( )2
elmodexp rrSS −=∑                                                            (6.2) 
 
Solver was used to minimise the target sum of squares by fitting five parameters i.e. 
initial particle axial and radial position, and gas velocity, net charge and dipole charge 
for each particle trajectory. The sum of errors squared was minimised and from the 
values of the parameters the net charge and dipole strength (dipole charge* diameter 
of the particle) were obtained. It was soon realised that the experimental points had 
error in both directions (radial, rcyl and axial, z) and using the least squares method 
with only one variable (rcyl) did not give an accurate solution. So there was a need to 
apply the least squares method with error in both directions which was a complex 
procedure. 
 
In an attempt to automate the procedure the image processing toolbox of MATLAB 
was also used to process the images. The data extracted from the images could then be 
transferred for optimisation but due to the problems realised later regarding 
optimisation (those discussed in the previous paragraph) this procedure was also 
rejected. The final procedure followed has been explained in the following paragraph. 
 
 
 
 
 6-14 
Second Method 
 
Owing to the transparency of the glass bubbles, their images depended on localised 
side-refracted /reflected light from the laser sheet.  Thus, only the tops and bottoms of 
particles were visible in the form of small light patches. Hence the fill measurement to 
identify the projected area of the particle could not be performed for these particles. 
Even in the case of acrylic spheres only the top and bottom patches were visible with 
the top patch larger than the bottom one. Due to this constraint the centre of a particle 
was taken to be the midpoint between the farthest pixels of each pair of light patches 
and the diameter was the average of the total distance between these two patches for 
all images of particles on a frame.  
 
The analysis of final experimental images used in the results reported in this thesis 
began with a “histogram equalisation” operation. The intensity histogram of a gray 
scale image is a plot in which the number of pixels in the image within a particular 
gray scale level is plotted as a function of the image’s gray scale level. The gray scale 
interval is between 0 and 255. The histogram equalisation operation stretched the 
brightness range of all pixels in the image to the maximum range of 0 to 255 and 
hence increased the clarity of image. The starting image and its intensity histogram 
are shown in Figure 6.8 and the modified image along with its intensity histogram is 
shown in Figure 6.9. Then from the tops and bottoms of each particle, the image 
centre of the particle was calculated by averaging the values of extreme pixels each 
side. Then the relative distances of the particle from the origin was calculated by 
subtracting the axial and radial coordinates in pixels from the origin coordinates. This 
distance in both directions in pixels was converted to microns by multiplying with the 
size of one pixel. Then the final experimental data was moved to the Excel sheet for 
fitting the model. The fitting of experimental positions by integrating momentum 
conservation equations derived net charge and dipole moment values for each particle. 
This procedure is explained in the next section. 
 
6.4 Modelling and Fitting Particle Trajectories 
 
Particle momentum conservation was used in two directions in the plane of the light 
sheet; both axially (z direction) and radially (r direction).  Components of the various  
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(a) 
 
 
(b) 
Figure 6.8: (a) Actual image of acrylic particle trajectories (b) Histogram stretch of 
the image (from Sigma scan Pro). 
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(a) 
 
 
(b) 
Figure 6.9: (a) The image of acrylic particle trajectories (Figure 6.8 (a)) after 
modification (b) Histogram stretch of the modified image after histogram equalisation 
(from Sigma scan Pro). 
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forces thought to be acting (drag, electrical) were included in these momentum 
equations (Chapter 4), and the discretized forms were integrated with Excel 
spreadsheets to predict particle z and r at each time interval.  These were fitted to the 
photographic z and r by adjustment of force parameters.  Estimation of drag force 
presumed knowledge of the gas velocity and direction during the trajectory. It was 
assumed that these values fluctuated somewhat between trajectories because the flow 
had the turbulence of the nozzle jet.  For each trajectory, the initial velocity 
(magnitude and direction) of the particle while entering the field of view was assumed 
to be that of the gas during the whole trajectory.  All electrical forces were taken to be 
along the radius rsph from the particle centre to the probe tip centre.  The different  
electrical forces had different dependencies on this “spherical radius” so that the net 
charge force dominated at large radii, with dipole forces becoming important closer to 
the probe, and image charge forces important even closer.  This suggested a sequential 
method of fitting parameter values for the trajectory. 
 
The procedure used for fitting the integrated distances to experimental distances was 
then as follows: 
1. The first few particle positions on the frame were used to calculate the radial 
and axial velocities of the particle, and were assumed to be those of the gas, 
giving the velocity and angle of gas approach to the probe. The calculated 
values were substituted into the model equations on the Excel sheet. This step 
fixed the first two positions of the modelled trajectory with the given 
experimental trajectory. 
2. The monopole charge on the particle was varied to fit the model to points 
closer to the tip of the probe. Usually in a trajectory of 9-10 experimental 
points the monopole charge alone was adjusted to fit positions 3-7 of the 
trajectory.   
3. Dipole moment (“dipole charge” times diameter of a particle) was varied 
together with some minor adjustment of monopole charge to fit points even 
closer to the probe. Points closer to the probe imply the last 3-4 positions of a 
trajectory approaching the probe. This approximation will be different for a 
particle being repelled at a considerable distance (~2 mm) from the probe, 
where particle net charge is high. 
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4. Image forces were calculated by using the fitted monopole charge with 
minimum separation distance equal to the radius of the particle and the fitted 
dipole charge with minimum separation distance of 10 microns (roughness on 
probe surface).  This latter assumes full alignment of the dipole with the probe 
field as the particle approaches the surface and ignores the contribution of the 
charge at the other end of the dipole. 
 
The rotation of dipole (and particle) was then calculated to predict the time taken by 
the dipole to orient in the direction of the electric field and hence the dipolar force to 
be fully effective as explained in Section 4.5. The complete fitting of modelled and 
experimental trajectory resulted in prediction of monopole charge and dipole strength 
of individual particle. 
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7. Results 
The trajectories presented here are typical of about 200 analyzed. Distributions of net 
charge and dipole strength have been obtained. For all measurements reported here 
the pulse interval for laser flash was kept at 160 µs with pulse duration of 40 µs and 
camera capture rate 489 s-1. A good fit meant that predicted points agreed with image 
points both in trajectory path and distance along the path. Error bars are for 1 pixel 
image error in both directions. The preselector plate voltage was at 10 kV for almost 
all runs. The images were processed to increase the clarity such that minimum data is 
lost. For all images initially the contrast was maximised where the redistribution of 
intensities sharpens the image and then the particle trajectory was traced. In the case 
of the transparent acrylic and glass particles only the top and bottom of each particle 
could be marked out. Whole milk particles and fertiliser particles were easier to view 
and the whole of the particle periphery could be outlined. Due to this difference, 
different procedures were followed after the initial image sharpening, in each case to 
calculate the position of particle.  
 
The polarity of the voltage on the probe was identified by the number of flashes on a 
given frame which counts to approximately 13 in the case of negative polarity and 7 
for a positive polarity. In all the images presented in this section the light patches 
representing the particle are filled with red colour and the probe has been outlined 
with blue for a clear view. The parameters used in calculations are listed in Table 7.1. 
 
Table 7.1 List of parameters and values measured or assumed 
Probe tip radius, a 2.5x10-4 m 
Tube inner radius, b 0.05 m 
Permittivity of free space, εo 8.85x10-12 F/m 
Viscosity of air, ηair 1.8x10-5 Pa s 
Density of air, ρair 1.2  kg/m3 
 
For simplicity, the first examples have been chosen to show typical error analysis and 
sensitivity to assumptions, where fits were obtained with only net charge considered, 
without the existence of dipoles. These “net-charge only” cases did not need the 
addition of a dipole to provide an acceptable fit, but as explained later on, dipoles 
could have been present. 
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7.1 Variation of Net Charge 
 
Figure 7.1 shows an actual image of the trajectory of a 120 µm acrylic particle. The 
particle continued its path onto the second of two consecutive frames so data from 
both the frames was added to get a complete picture. At the last few positions both the 
top and bottom light patch can be clearly seen. The flight path is straight until the 
particle is repelled close to the probe tip. Experimental and predicted particle 
trajectories (Figure 7.2 to Figure 7.9) were compared to obtain the fitting error for net 
charge. Fitting errors determined by adjustment of net charge over the range so that 
fitted points remained within the experimental error limits resulted in maximum error 
of around 10%.  
 
The particle’s trajectory of a120 µm acrylic particle shown in Figure 7.1 has been 
analysed in Figure 7.2. Figure 7.3 presents a 65 µm glass particle being repelled from 
the probe tip. Figure 7.4(a) shows another enhanced image of a 120 µm acrylic 
particle produced by adding two consecutive images. The particle approaches from 
above the centreline and is sharply repelled backwards below the centreline. This 
particle has been analysed in Figure 7.4(b). It can be observed in Figure 7.5 and 7.6 
that the net charge value fitted for the similar sized milk particles strongly repelled are 
also close to each other. The first attractive trajectory of a 70 µm milk particle has 
been presented in Figure 7.7 in which the particle finally sticks to the probe after 
passing the origin (centre of the tip). Figure 7.8 and 7.9 show similar fittings for 50 
and 45 µm fertiliser particles being repelled. 
 
7.2 Variation of Approach Angle of Gas 
 
It was normally assumed that the gas approaches at the same angle as that of the 
particle. The first two particle positions were used to calculate the gas approach angle. 
In order to predict the sensitivity of fitting to this assumption, experimental and 
predicted particle trajectories (Figure 7.10 to Figure 7.13) have been demonstrated for 
the variation of approach angle of gas within the experimental error limits. It can be 
observed that an error of ± 5º does not make any remarkable difference in the 
predicted trajectories. For a variation of ± 20º (Figure 7.11) the trajectory goes beyond 
the limits of error. 
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(a) 
 
 
(b) 
Figure 7.1: (a) Actual image of a 120 µm acrylic particle being repelled close to the 
probe tip at probe voltage -10 kV (b) A closer view of the particle and probe tip. 
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Figure 7.2: Experimental and predicted particle trajectories for a 120 µm acrylic 
particle at probe voltage -10 kV with best fitted net charge qnet = -4.42x10-13 C. Within 
experimental error maximum fitted net charge qnet = -4.65x10-13 C and minimum fitted 
net charge qnet = -4.3x10-13 C i.e. ±5%. 
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Figure 7.3: Experimental and predicted particle trajectories for a 65 µm glass bubble 
at probe voltage -6 kV with best fitted net charge qnet = -5.6x10-14 C. Within 
experimental error maximum fitted net charge qnet = -5.8x10-14 C and minimum fitted 
net charge qnet = -5.3x10-14 C i.e. ±6%. 
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(b) 
Figure 7.4: (a) Actual image of a 120 µm acrylic particle being repelled at probe 
voltage -6 kV (b) Experimental and predicted particle trajectories for the 120 µm 
acrylic particle with best fitted net charge qnet = -1.27x10-12 C. Within experimental 
error maximum fitted net charge qnet = -1.31x10-12 C and minimum fitted net charge 
qnet = -1.24x10-12 C i.e. ±3%. 
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Figure 7.5: Experimental and predicted particle trajectories for a 55 µm milk particle 
at probe voltage +6 kV with best fitted net charge qnet = +1.14x10-13 C. Within 
experimental error maximum fitted net charge qnet = +1.17x10-13 C and minimum 
fitted net charge qnet = +1.11x10-13 C i.e. ±3%. 
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Figure 7.6: Experimental and predicted particle trajectories for a 50 µm milk particle 
at probe voltage +6 kV with best fitted net charge qnet = +1.1x10-13 C. Within 
experimental error maximum fitted net charge qnet = +1.14x10-13 C and minimum 
fitted net charge qnet = +1.05x10-13 C i.e. ±5%. 
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Figure 7.7: Experimental and predicted particle trajectories for a 70 µm milk particle 
at probe voltage +5 kV with best fitted net charge qnet = -1x10-14 C. Within 
experimental error maximum fitted net charge qnet = -1.1x10-14 C and minimum fitted 
net charge qnet = -8.2x10-15 C i.e. ±2%. 
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Figure 7.8: Experimental and predicted particle trajectories for a 50 µm fertiliser 
particle at probe voltage -6 kV with best fitted net charge qnet = -5.2x10-14 C. Within 
experimental error maximum fitted net charge qnet = -5.4x10-14 C and minimum fitted 
net charge qnet = -4.8x10-14 C i.e. ±8%. 
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Figure 7.9: Experimental and predicted particle trajectories for a 45 µm fertiliser 
particle at probe voltage -6 kV with best fitted net charge qnet = -3.8x10-14 C. Within 
experimental error maximum fitted net charge qnet = -3.9x10-14 C and minimum fitted 
net charge qnet = -3.65x10-14 C i.e. ±4%. 
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Figure 7.10: Experimental (•) and predicted particle trajectories for the 120 µm acrylic 
particle fitted in Figure 7.2 with varying approach angle of gas. The variation of 
approach angle is within experimental error. 
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Figure 7.11: Experimental (•) and predicted particle trajectories for the 120 µm acrylic 
particle fitted in Figure 7.4 with varying approach angle of gas. The variation of 
approach angle is exceeding experimental error. 
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Figure 7.12: Experimental (•) and predicted particle trajectories for a 50 µm fertiliser 
particle fitted in Figure 7.8 with varying approach angle of gas. The variation of 
approach angle is within experimental error. 
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7.3 Net Charge Measurements 
 
This section presents the measurement of net charge on individual particles without 
consideration of any dipole effects. Figure 7.14 to Figure 7.22 show net charge 
measurements for different particles with more in appendix A. Some figures have 
combined analysis of two or more particles from different frames. Figure 7.14 to 
Figure 7.16 show net charge measurements for acrylic particles. It can be observed 
(Figure 7.15) that the particle may adjust its position after sticking to the probe. Due 
to this there is some discrepancy in fitting the last point for the 92 µm particle in 
Figure 7.16. Generally the charge values for smaller particles (~30 µm) were less than 
those of larger particles (~90 µm). The particles with size close to 30 µm had charges 
in the range of 10-15 C. Measurements of net charge for glass particles have been 
presented in Figure 7.17 to Figure 7.19. Most of the particle trajectories analysed were 
in regions 1 and 2 of Figure 4.2 i.e. the right hand side of the origin. But for study 
purposes some trajectories which reached to the left side of the origin were also 
analysed, e.g., for the 108 µm particle in Figure 7.18. There was no stop for the 
presence of probe (on the shank side of the probe) so the last modelled point has gone 
beyond that, i.e. into the surface of the probe when actually it should be sitting on the 
surface. For the 55 µm particle in Figure 7.18 and the 60 µm particle in Figure 7.19 
there is some discrepancy when fitting the last point, presumably due to particle 
movement after reaching the surface. 
 
Figure 7.20 and Figure 7.21 present net charge measurements for milk particles. The 
milk particles were easy to visualise as a whole particle (Figure 7.20(a)). The sample 
had non-uniform agglomerates which had formed during manufacture. The particles 
were sticky and as the flow approached the probe some of them attached to the 
surface of the probe (Figure 7.20(a) and 7.21(a)) and a flare due to dispersion of the 
laser sheet falling on them could be observed. The surface of probe was difficult to 
outline in such cases and its far end (away from the tip) was used to identify the top 
surface position, with the probe geometry and size being filled in from previous 
experience. Figure 7.22 show net charge measurements for fertiliser particles. There 
were a large number of fines in the fertiliser sample which stuck to the probe and 
formed a uniform layer on its surface. A uniform glow on the probe’s surface (Figure 
7.22(a)) could be observed in this case. This layer may have provided electrical 
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shielding, affected the trajectory of particles close to the probe. For more net charge 
measurements please refer to Appendix A.4. 
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Figure 7.13: Experimental (•) and predicted particle trajectories for a 55 µm milk 
particle with varying approach angle of gas. The variation of approach angle is within 
experimental error. 
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Figure 7.14: Experimental and predicted particle trajectories for a 130 µm acrylic 
particle with probe voltage -18 kV with fitted net charge qnet = -7.6x10-13 C, a 100 µm 
acrylic particle with probe voltage -14 kV with fitted net charge qnet = -2.44x10-13 C 
and a 92 µm acrylic particle with probe voltage -18kV with fitted net charge qnet = -
9.7x10-13 C. 
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(b) 
Figure 7.15: (a) Actual image of a 120 µm acrylic particle at probe voltage -10 kV 
(b) Experimental and predicted particle trajectories for the 120 µm acrylic particle 
with fitted net charge qnet = -3x10-13 C and a 116 µm acrylic particle with probe 
voltage +10 kV with fitted net charge qnet = +2.8x10-13 C. 
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Figure 7.16: Experimental and predicted particle trajectories at probe voltage -6 kV 
for a 92 µm acrylic particle with fitted net charge qnet = -6.5x10-13 C and a 95 µm 
acrylic particle with fitted net charge qnet = -8x10-13 C. 
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Figure 7.17: Experimental and predicted particle trajectories for an 88 µm glass 
particle with probe voltage -6 kV with fitted net charge qnet = -2.7x10-13 C, a 75 µm 
glass particle with probe voltage -10 kV with fitted net charge qnet = -4x10-14 C and a 
60 µm glass particle with probe voltage -6 kV with fitted net charge qnet = +3.9x10-14 
C. 
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Figure 7.18: Experimental and predicted particle trajectories at probe voltage -6 kV 
for a 76 µm glass particle with fitted net charge qnet = -1.05x10-14 C, a 55 µm glass 
particle with fitted net charge qnet = +5x10-15 C and a 108 µm glass particle with fitted 
net charge qnet = +1.25x10-13 C (last modelled point into the probe as there was no 
stop for presence of probe along the shank). 
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Figure 7.19: Experimental and predicted particle trajectories at probe voltage -6 kV 
for a 60 µm glass particle with fitted net charge qnet = +1x10-14 C and a 65 µm glass 
particle with fitted net charge qnet = -5.6x10-14 C. 
 7-15 
 (a) 
 
-1.5
-1
-0.5
0
0.5
1
0 1 2 3 4 5
Axial distance, mm
R
ad
ia
l d
ist
an
ce
,
 
m
m
 
.
Experimental (60 µm)
Model (60µm)
Experimental (55µm)
Model (55µm)
2 milk particles
55 µm
60 µm
Probe
 
(b) 
Figure 7.20: (a) Actual image of a 55 µm milk particle at probe voltage +6 kV  
(b) Experimental and predicted particle trajectories for the 60 µm milk particle with 
fitted net charge qnet = +5.2x10-13 C and a 55 µm milk particle with probe voltage 
+6kV with fitted net charge qnet = +1.14x10-13 C. 
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(b) 
Figure 7.21: (a) Actual image of a 64 µm milk particle at probe voltage +4 kV  
(b) Experimental and predicted particle trajectories for the 64 µm milk particle with 
fitted net charge qnet = -1.7x10-13 C and a 54 µm milk particle with probe voltage +5 
kV with fitted net charge qnet = -2.18x10-13 C. 
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(b) 
Figure 7.22: (a) Actual image of a 50µm fertiliser particle at probe voltage -6 kV 
(b) Experimental and predicted particle trajectories for the 50 µm fertiliser particle 
with fitted net charge qnet = -5.2x10-14 C and a 45 µm fertiliser particle with probe 
voltage -6kV with fitted net charge qnet = -3.8x10-14 C. 
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7.4 Net Charge and Dipole Measurements 
 
There were cases while fitting the model where assuming solely net charge gave wide 
deviation close to the tip of the probe. The addition of a dipole force in the equations 
then gave a good fit up to the probe. Figure 7.23 to Figure 7.30 present such 
trajectories of glass particles for which the fitted “dipole” (defined by the fitted dipole 
moment divided by the particle diameter) charges may exceed the fitted net charge. 
The 80 µm glass particle (Figure 7.23) was initially being repelled (slowing down) as 
it approached the probe, so if it held only a simple net charge its trajectory should 
have moved away from the probe. Actually it bent towards the probe and stuck to it. 
This unexpected behaviour could not be explained on the basis of net charge and the 
addition of an attractive dipole force could fit the whole trajectory well. The fitted 
dipole charge was approximately 3.5 times higher than the net charge. The trajectory 
of an 88 µm glass particle in Figure 7.24 could almost be explained with net charge 
alone but with both a net charge and a dipole charge a closer fit was obtained. There 
were particles, e.g., Figure 7.25 for which either net charge or dipole charge could 
successfully give a good fitting with experimental points.  
 
In Figure 7.26(b) there is a discrepancy in fitting the last point of the trajectory. By 
looking at the image in Figure 7.26(a) it seems as if the particle had adjusted its 
position after touching the probe which has been observed in several cases. For an 82 
µm glass particle in Figure 7.27 fitting of both net charge and dipole charge still gave 
error but fitting with only net charge the trajectory lies far away from the 
experimental points (slowing down but on the same path). Trajectories with dipole 
give better fit for the particle going beyond the origin (left of tip centre) (Figure 7.28). 
There were also trajectories, e.g., Figure 7.30 in which a similar kind of fit was 
obtained for both dipole and no dipole charge.  
 
Some of the trajectories of other particles apart from glass which had been analysed 
on the basis of net charge alone were reanalysed to check for any existence of dipole 
behaviour. Several such examples are shown in Figure 7.31 to Figure 7.38. It was 
found that most of the trajectories which were explained by net charge alone (Figure 
7.20(b), 7.32, 7.34, 7.36 and 7.21(b)) could be equally explained with the existence of 
some dipole charge together  with the net charge (Figure 7.31, 7.33, 7.34, 7.37 and 
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7.38 respectively). For more net charge and dipole charge measurements please refer 
to Appendix A.5. 
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(b) 
Figure 7.23: (a) Actual image of an 80µm glass particle at probe voltage -6 kV 
(b) Experimental and model trajectories for the 80µm glass particle. For only net 
charge fitted the charge is qnet= -4x10-14 C and for both net charge and dipolar charge 
fitted the values are qnet= -7.5x10-14 C and qdip= 2.7x10-13 C. 
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Figure 7.24: Experimental and model trajectories for an 88 µm glass particle at probe 
voltage -6 kV. For only net charge fitted the charge is qnet= -2x10-13 C and for both net 
charge and dipolar charge fitted the values are qnet= -2.65x10-13 C and qdip= 6x10-13 C. 
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Figure 7.25: Experimental and model trajectories for a 60 µm glass particle at probe 
voltage -6 kV. For only net charge fitted the charge is qnet= +1.1x10-14 C and for both 
net charge and dipolar charge fitted the values are qnet= 0 C and qdip= 1.1x10-13 C. 
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(b) 
Figure 7.26: (a) Actual image of a 60 µm glass particle close to the probe tip at probe 
voltage -7 kV (b) Experimental and model trajectories for the 60 µm glass particle. 
For only net charge fitted the charge is qnet= -2x10-15 C and for both net charge and 
dipolar charge fitted the values are qnet= -2.5x10-14 C and qdip= 2x10-13 C. 
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Figure 7.27: Experimental and model trajectories for an 82 µm glass particle at probe 
voltage   -6 kV. For only net charge fitted the charge is qnet= -1x10-14 C and for both 
net charge and dipolar charge fitted the values are qnet= -8x10-15 C and qdip= 5x10-14 C. 
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Figure 7.28: Experimental and model trajectories for a 65 µm glass particle at probe 
voltage -6 kV. For only net charge fitted the charge is qnet= +4x10-15 C and for both 
net charge and dipolar charge fitted the values are qnet= +3.3x10-15 C and qdip= 1.2x10-
14
 C. 
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(b) 
Figure 7.29: (a) Actual image a 70 µm glass particle at probe voltage -6 kV 
(b) Experimental and model trajectories for the 70 µm glass particle. For only net 
charge fitted the charge is qnet= +1.2x10-14 C and for both net charge and dipolar 
charge fitted the values are qnet= +3x10-15 C and qdip= 3x10-13 C. 
 7-24 
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0 0.5 1 1.5 2 2.5 3 3.5
Axial distance, mm
R
ad
ia
l d
ist
an
ce
,
 
m
m
 
.
Experimental
Model with dipole
Model without dipole
glass bubble
Probe
qnet + qdipqnet
 
Figure 7.30: Experimental and model trajectories for a 65 µm glass particle at probe 
voltage -6 kV. For only net charge fitted the charge is qnet= -6.5x10-15 C and for both 
net charge and dipolar charge fitted the values are qnet= -8.2x10-15 C and qdip= 7x10-15 
C.  
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Figure 7.31: Experimental and predicted particle trajectories for a 55 µm milk particle 
at probe voltage +6 kV with fitted net charge qnet = +1.21x10-13 C and dipolar charge 
qdip = 1.4x10-13 C. 
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Figure 7.32: Experimental and predicted particle trajectories for a 92 µm acrylic 
particle at probe voltage -5 kV with fitted net charge qnet = -3.6x10-13 C and a 28 µm 
acrylic particle with probe voltage -10 kV with fitted net charge qnet = -2.8x10-15 C. 
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Figure 7.33: Experimental and predicted particle trajectories for a 92 µm acrylic 
particle at probe voltage -5 kV with fitted net charge qnet = -4x10-13 C, dipolar charge 
qdip= 1.5x10-13 C and a 28 µm acrylic particle with probe voltage -10 kV with fitted 
net charge qnet = -3.1x10-15 C, dipolar charge qdip = 5x10-15 C. 
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Figure 7.34: Experimental and predicted particle trajectories for a 108 µm acrylic 
particle with probe voltage -4 kV. For only net charge fitted net charge qnet = +9x10-14 
C and for only dipolar charge fitted the dipolar charge qdip = 6.5x10-13 C. 
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Figure 7.35: Experimental and predicted particle trajectories for a 24 µm milk particle 
with probe voltage -5 kV. For only net charge fitted the charge is qnet = +1.55x10-14 C 
and for both net charge and dipolar charge fitted the values are qnet = +1.3x10-14 C and 
dipolar charge qdip = 9x10-14 C. 
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Figure 7.36: Experimental and predicted particle trajectories for a 26 µm fertiliser 
particle with probe voltage -6 kV with fitted net charge qnet = +3x10-15 C and a 25 µm 
fertiliser particle with probe voltage -6 kV with only fitted net charge qnet = +1.2x10-15 
C. 
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Figure 7.37: Experimental and predicted particle trajectories for a 26 µm fertiliser 
particle with probe voltage -6 kV with fitted net charge qnet = +2.4x10-15 C, dipolar 
charge qdip = 1x10-14 C and a 25 µm fertiliser particle with probe voltage -6 kV with 
only fitted dipole charge qdip = 1.45x10-14 C. 
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Figure 7.38: Experimental and predicted particle trajectories for a 54 µm milk particle 
with probe voltage +5 kV with only fitted dipolar charge qdip = 4.35x10-12 C. 
 
7.5 Distributions of Net Charge and Dipole 
 
In this section the graphs present the number distribution of charge over the particles 
in the samples analysed. Different markers have been used to distinguish the polarity 
of probe voltage under which the particle was studied. Figure 7.39 presents the 
distribution of net charge with particle size for the acrylic sample. A part of the graph 
has been magnified in Figure 7.40 to show the distribution of charge among the low 
charged (within the range of ±10-13 C) particles. The net charge distribution for the 
milk powder sample is given in Figure 7.41 and 7.42. Similarly Figures 7.43 and 7.44 
shows the net charge distribution for the fertilizer sample. In the case of glass particles 
the graphs in Figure 7.45 shows the distribution of net charge. The central part of this 
distribution has again been magnified in Figure 7.46 
. 
Figure 7.47 presents the two directional distributions of monopole (net) charge and 
dipole charge for glass bubbles, with an enlargement shown in Figure 7.48. Figure 
7.49 gives the distribution of dipole charge with particle size for the glass bubbles. 
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Figure 7.39: Distribution of net charge for acrylic particles – total sample of 42 
particles. ♦, negative probe polarity; ◊, positive probe polarity. 
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Figure 7.40: Distribution of net charge for acrylic particles – low charge part of 
sample in Figure 7.37. ♦, negative probe polarity; ◊, positive probe polarity.  
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Figure 7.41: Distribution of net charge for milk particles – total sample of 37 
particles. ♦, negative probe polarity; ◊, positive probe polarity. 
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Figure 7.42: Distribution of net charge for milk particles – low charge part of sample 
in Figure 7.41. ♦, negative probe polarity; ◊, positive probe polarity.  
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Figure 7.43: Distribution of net charge for fertiliser particles – total sample of 30 
particles. ♦, negative probe polarity; ◊, positive probe polarity. 
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Figure 7.44: Distribution of net charge for fertiliser particles – low charge part of 
sample in Figure 7.43. ♦, negative probe polarity; ◊, positive probe polarity.  
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Figure 7.45: Distribution of net charge for glass bubble particles – total sample of 44 
particles. ♦, negative probe polarity; ◊, positive probe polarity.  
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Figure 7.46: Distribution of net charge for glass bubble particles – low charge part of 
sample in Figure 7.39. ♦, negative probe polarity; ◊, positive probe polarity.  
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Figure 7.47: Distribution of monopole and dipole charge for glass bubbles – total 
sample of 44 particles. ♦, negative probe polarity; ◊, positive probe polarity.  
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Figure 7.48: Distribution of monopole and dipole charge for glass bubble particles – 
low charge part of sample in Figure 7.39. ♦, negative probe polarity; ◊, positive probe 
polarity.  
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Figure 7.49: Distribution of dipole charge for glass bubble particles – total sample of 
44 particles. ♦, negative probe polarity; ◊, positive probe polarity.  
 
7.6 Obolensky Filter Results 
 
This section presents the representative results from various experimental runs using 
the Obolensky filter to estimate an average charge on the particle samples. The brush 
feeder with the cylinder of 13.5 mm internal diameter was used to introduce the 
particle/air suspension inside the filter. Figure 7.49 and 50 present data for acrylic 
spheres giving the current recorded at regular time intervals during flow of sample 
through the filter. These experiments were conducted on acrylic spheres for both 
conditions, with (Figure 7.49) and without pre selector plates (Figure 7.50). Assuming 
an average current of 9 nA from Figure 7.49 the average charge on the particles is 
estimated to be +2.53x10-14 C. Similarly with an average current of 8.2 nA from 
Figure 7.50, after passing through the preselector plates, average charge on particles is 
estimated to be +2.3x10-14 C. This also proved useful to predict the effect of 
preselector plates on the mean charge. For calculation details please refer to Appendix 
A.6.   
 
 7-35 
The mean charge on glass spheres was also estimated as they gave the most 
meaningful results indicating presence of dipoles. Figure 7.51 presents data for the 
glass spheres. Assuming an average current of -6 nA average charge on particles is 
estimated to be   -1.2x10-14 C. For calculation details please refer to Appendix A.6.   
 
7.7 Smoke Results 
 
These runs were done with the normal flow of 0.24 L/s, through the normal nozzle (10 
mm ID) in the normal position (220 mm upstream of the probe) without particles. The 
smoke wire was used with 10 ms of 0.8 A current. Figure 7.52 shows the smoke as it 
flowed past the tip of the probe. The probe tip has been outlined for clarity as smoke 
has made the image hazy. The change in direction of flow of gas is depicted by smoke 
flow in Figure 7.53 and 7.54. There was one other frame in between these two frames. 
The change in the smoke flow direction (from upward to downward direction) can be 
observed in the figures. The direction has been marked by drawing a line parallel to 
the flow whose length also indicates the distance travelled during that particular frame 
time. 
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Figure 7.49: Current vs. time data for acrylic spheres without pre selector plates. 
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Figure 7.50: Current vs. time data for acrylic spheres with pre selector plates at 8 kV. 
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Figure 7.51: Current vs. time data for glass bubbles with pre selector plates at 8 kV. 
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Figure 7.52: Smoke flow past the probe tip. 
 
 
Figure 7.53: Smoke flow showing distance travelled by eddy on the frame (the length 
of the line plotted indicates the distance travelled during the frame time and also gives 
the direction of the flow). 
 7-38 
 
Figure 7.54: Smoke flow showing distance travelled by eddy on the frame (the length 
of the line plotted indicates the distance travelled during the frame time and also gives 
the direction of the flow). 
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8. Discussion 
8.1 Effects of Experimental Errors and Assumptions on Net Charge and Dipole 
Fitting  
 
8.1.1 Calculation Error 
 
The position and diameter of acrylic spheres and glass bubbles was estimated from 
the images by tracing the upper and lower bright patches manually. For milk powder 
and fertiliser particles Sigma scan Pro was used to calculate the centre of mass (X and 
Y) for each particle position and its diameter. Both methods introduced errors in the 
calculated values which have been explained later in this section. Also both acrylic 
particles and glass bubbles were perfect spheres as can be seen from their SEM 
images (Figure 3.12 (a) and (b)) so there is probability of less error in the estimated 
diameters. There could be error in size approximation of the milk powder as it was 
difficult to distinguish between individual particles and small agglomerates (see 
Figure 3.12 (c)). For the analysis of milk particles the shape factor of a chosen area 
was checked by the software and only particles with shape factor close to one (which 
is for a circle) were analysed. Thus only spherical milk particles were analysed and 
reported.  But the possibility of a uniform aggregate recognised as an individual 
particle cannot be completely ruled out. The fertiliser particles (Figure 3.12 (d)) were 
also not perfect spheres but rather had polygonal shapes (probably due to 
crystallisation). 
 
8.1.1.1 Sigma Scan Pro Method - Applied to Milk and Fertiliser Particles 
 
Centre of Mass 
 
The centre of mass (CM) of a system of mass elements making a particle is defined as 
the average of their positions, ir , weighted by their masses, im , 
∑
∑
=
i
ii
m
rm
.M.C                   (8.1) 
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For a given particle the CM is a unique X, Y point that would serve to balance the 
particle in a body force field (e.g. gravity) on a pin point. In this study each position 
of the particle has been defined in a given trajectory by calculating its CM. The Sigma 
scan Pro analysis reports the centre of mass as CMx and CMy of the measured object 
in the horizontal and the vertical plane respectively. These coordinates are determined 
by weighting all pixels chosen for inclusion equally and then averaging the 
coordinates of each pixel in the object. 
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where the area is the area of the total number of N pixels present in the chosen 
surface. The sum of error squared for CMx if all errors are independent 
N
SS ixMC
2
2
=                    (8.4) 
 
Hence error in the centre of mass is given as 
N
S xMC
1
=                               (8.5) 
 
8.1.1.2 Manual Method – Applied to Acrylic and Glass Particles 
 
Initially from the selected light patches the topmost pixel of the top patch and the 
bottom-most pixel of the bottom patch were selected to define the extremes. Then the 
centre of the particle was calculated by averaging these two positions and the 
diameter was calculated by taking their difference. Let zt and zb be the top and bottom 
positions selected as shown in Figure 8.1 to calculate the centre of the particle and its 
diameter.  
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We have assumed δz t= ±1 pixel and also δzb = ±1 pixel. This assumption was made 
on the basis of fitting by eye by enlarging the image of a particle and then averaging 
the observed errors. 
 
Figure 8.1: Error in selected top and bottom positions. 
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This is the error in the vertical position of the centre of the particle. The error in 
horizontal position of the particle may be more than this because the horizontal 
extremes of the particle are less clearly defined (the top and bottom reflections have 
rather sharp ends).  For fitting purposes in this work 1 pixel was assumed for the error 
in both vertical and horizontal directions, but a more refined error estimate is possible.   
 
8.1.1.3 Better Estimation of Image Errors 
 
A simple way to approach the error of particle position and diameter is to first 
approximate each reflected “blob” as a rectangular patch located at the top and bottom 
of the particle, with the vertical dimension as shown in Figure 8.2.  This figure shows 
the perimeter points defining the horizontal top and bottom edges with the error of 
each perimeter pixel again ±1 pixel.   
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Figure 8.2: Error in position of top and bottom edges. 
 
If there are n pixels along each edge, and the average vertical position of each is 
taken, then the error in the vertical position of each edge is 1 / √n pixels, and thus the 
error in the position of the centre of the particle, from equation 8.8, becomes  
δz = δz
2
=
1
n 2
               (8.9) 
 
So the fractional error in diameter will be  
23
22
/nnnD
D
==
∆
                (8.10) 
 
and the fractional error in area based on diameter will be  
D
D
A
A ∆∆ 2
=                  (8.11) 
 
Substituting from equation 8.10, 
23
4
/
nA
A
=
∆
                            (8.12) 
 
However, each (rectangular) blob has a small number of pixels vertically (say, nv) 
than horizontally (nh), so that the error in the horizontal centre position will be larger 
than the error vertically from equation 8.9, because nv is smaller than nh.  If we want 
to go further in precision, a circle or some other curve can be fitted to the perimeter 
pixels with an error of 1 pixel for each point along its perimeter as shown in Figure 
8.3 and then the error in the vertical position or even the diameter can be estimated. 
This will give a larger numerical error than the error from fitting a simple square 
body, but the error is likely to be more accurate. 
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Figure 8.3: Fitting a circle to perimeter pixels of a round particle. 
 
The errors estimated by these more refined methods can be applied by completely 
automated calculation methods from the images, but generally will give smaller 
values than the plus/minus 1 pixel assumed in this work.  Thus our approach has been 
conservative.  
 
8.1.2 Trajectory Fitting Error 
 
When the assumed value of net charge was varied to extremes so that the fit drawn 
around each particle position just remained within the experimental errors (a 
sensitivity analysis) the variation corresponded to a maximum of 10% (see Figures 
7.2 to Figure 7.9). The percentage error remained below 10% while the absolute error 
varied for different particles. Generally the absolute error increased for highly charged 
particles and also for larger diameter particles. In a similar analysis the fitting error 
for dipole charge also remained below 10%. 
 
To check the effect of the assumption of a constant approach angle of the gas on the 
predicted charge values, the assumed approach angle in the theoretical analysis was 
varied and the predicted trajectories were compared with the best fit trajectory (Figure 
7.10 to Figure 7.13). It can be observed from Figure 7.10, 7.12 and 7.13 that with 
large variation (~ ± 20°) in approach angle of the gas; the predicted trajectories 
remain within the experimental errors. Only for a few trajectories (Figure 7.11) this 
magnitude of angle variation resulted in trajectories exceeding the error limits.  
 
The effect of variation in particle size was also checked for a few trajectories. For the 
case of a 65 µm diameter glass particle with best fitted value of qnet = -5.6x10-14 C 
(shown in Figure 7.19), assuming a smaller size of particle with diameter of 60 µm 
the fitted charge qnet = -4.3x10-14 C (- 23%) and a larger size with diameter 70 µm the 
fitted charge qnet = -6.8x10-14 C (+21%). Similarly in the case of a 22 µm milk particle 
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with fitted charge qnet = 1.1x10-14 C assuming a smaller size of particle with diameter 
of 20 µm the fitted charge qnet = 0.88x10-14 C (-20%) and a larger size with diameter 
25 µm the fitted charge qnet = 1.25x10-14 C (+14%). From these results it can be 
concluded that a variation of ± 5 µm in the diameter leads to a maximum of ~25% 
change in the fitted net charge for a particle. 
 
The outcome of density change was also compared for a few trajectories particularly 
for the case of glass bubbles. The apparent particle density of the glass bubbles given 
by the manufacturer was 150 kg/m3. This was undoubtedly a mean value over the 
distribution of particle sizes.  With this value of density the trajectory of an 80 µm 
glass bubble was fitted with a net charge qnet = -7.5x10-14 C and dipole charge qdip = 
2.7x10-13 C (see Figure 7.23). For the same particle with density 200 kg/m3 the fitted 
net charge was qnet = -8.88x10-14 C and dipole charge qdip = 3.08x10-13 C. A variation 
of 15% in both net charge and dipole could be observed with a 33% increase in 
density. 
 
8.1.3 AC Voltage Supply  
 
It was also observed that the square waveform (Figure 3.8) was not a perfect square. 
The waveform initially rose to the applied voltage stated in the results and used in the 
calculations, but did not maintain the peak and declined to about 40% of that before 
the polarity change took place. The voltage could be considered constant during a 
single frame period which was 1/6th of the peak of a waveform but to know what the 
probe voltage was for each frame was a generally unresolved complicating factor as it 
was difficult to match up the frame position relative to the ac waveform. In the 
analysis the peak voltage was always used for calculating fields. Overall this is 
expected to have resulted in an underestimation of the net charge and the dipole 
charge as for a too high assumed value of voltage, too low values of charge will be 
fitted to explain the observed path.  
 
8.1.4 Gravitational Force 
 
The gravitational force was neglected in the calculations owing to low density and the 
small size of particles. The largest particle diameter in all the samples was 130 µm 
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which was for an acrylic particle. All other samples had particles with a maximum 
diameter close to 100 µm. To estimate the maximum discrepancy caused by 
neglecting gravity, the trajectory of the largest diameter particle was reanalysed 
including gravity. It was realised that the gravitational force experienced by the 
largest acrylic particle was in the range of drag and electrical forces. Even so it can be 
seen that there is little influence on the predicted trajectory. By including gravity for 
the 130 µm acrylic particle (analysed in Figure 7.14 and reanalysed in Figure 8.4) 
there is a slightly better fit for the last points of the trajectory within experimental 
errors. Without gravitational force the fit reached the extreme ends of the error bars 
but by including gravity the fitted positions better matched the experimental positions. 
There was no change in the value of the fitted net charge as the trajectory remained 
within the experimental error limits.  
 
For glass bubbles the apparent density was too low to realise a significant effect of 
gravity. The milk powder and fertiliser particle densities were close to those of the 
acrylic particles and they were smaller in size. After considering the extreme effect of 
gravity on the largest acrylic particle it could be safely assumed that gravity had 
negligible effect on all the particle trajectories. 
 
8.1.5 Probe Tip 
 
The probe tip was examined under a microscope with 10X zoom in order to check the 
roundness of the tip and to estimate surface roughness. This roughness was used to 
define the minimum distance between the nearest dipole charge on the particle and the 
surface in the modelling (particularly to calculate image forces due to dipole charges).  
This minimum distance was that of the particle when it was sitting on the probe 
surface (equation 4.35). Figure 8.5 shows a closer view of the surface of the probe 
under the microscope with 5X zoom and with the focus on the surface. It is apparent 
that the tip was smoother than the shank of the probe. By looking at the round tip 
profile in the figure the roughness was approximated to be 5 pixels, so calculating 
from the scale in Figure 3.4 (b) the roughness was close to 10 µm. For calculation 
purposes 10 µm was the minimum distance assumed between the charge on the end of 
a dipole on a particle touching the probe surface and the probe tip surface itself. 
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Figure 8.4: Experimental and predicted particle trajectories for a 130 µm acrylic 
particle with probe voltage -18 kV with fitted net charge qnet = -7.6x10-13 C with and 
without the effect of gravity. 
 
 
Figure 8.5: Probe tip as seen under the microscope. 
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8.1.6 Thickness of the Glass Bubble Shells 
 
The mass of a hollow particle is decided by its wall thickness. The major effect of this 
in this study is on the effective particle density, reflecting on the inertia of the particle, 
influencing its trajectory.  This aspect has been touched on earlier.  The second effect 
is on the induced dipole force experienced by a particle as it closely approaches the 
probe.   The shell thickness is used to calculate the multiplication factor U (Section 
4.4.3) for estimating the induced dipole force. The thickness of the glass shells was 
estimated to be about 2% of the radius on the basis of their specified apparent particle 
density (Section 4.4.3.1).  
 
Later to cross-check the given value, FESEM (Field emission scanning electron 
microscopy) of crushed glass bubbles was performed. Sticky carbon tape was fixed 
onto a clean FESEM stage and then crushed particles were pasted on the top of the 
carbon tape. The particles were gold coated and the standard procedures were 
followed to capture images using the FESEM.  The thickness and radius of individual 
particles were then measured from images as shown in Figure 8.6(a). It was realised 
that from the given apparent particle density (150 kg/m3), the predicted thickness for a 
particle of diameter 13 µm would have been 0.12 µm but experimentally it was 
measured to be 0.24 µm. Hence in our model the thickness assumed for this small 
particle was less than (approximately half) the observed thickness. The thicknesses of 
a few more particles were measured from SEM images. A comparison of the observed 
thickness from SEM images and assumed thickness values is shown in Figure 8.6 (b). 
It can be seen that for some cases the thickness of particle was the same as the 
assumed value and there were cases when the assumed thickness was greater than the 
observed value. 
 
The value of U in the model was calculated to be 0.0195 (with a thickness 2% of the 
mean glass bubble radius) whereas according to the experimental thickness of the 13 
µm particle (Figure 8.6 (a)) U should be around 0.0355 for this particle. Different 
values of U (according to the measured thickness for a given diameter) were used to 
reanalyse a few glass bubble trajectories, e.g., for the particle shown in Figure 7.23 
the fit remained within experimental error limits with the new values of U.  
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(b) 
Figure 8.6: (a) Measurement of the thickness and radius of a glass bubble from its 
broken part (b) A comparison of the observed thickness from SEM images and 
assumed thickness values of glass bubbles. 
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A 2% reduction in fitted dipole charge for this trajectory led to a fit close to the 
previous fit using the assumed shell thickness. Hence it was concluded that the error 
introduced via induced dipole force due to assumed shell thickness can be ignored. 
 
8.2 Assumptions made for the Modelling  
 
8.2.1 Gas Flow Assumptions 
 
8.2.1.1 Constant Approach Angle 
 
A smoke study (at a nozzle exit velocity of 3 m/s) was performed to show the gas 
flow in the front of the probe tip photographs of the smoke streak-lines are shown in 
Figures 7.53 and 7.54. A measure of the eddy size of the turbulence was made by 
calculating the diameter of an eddy which could explain the observed velocity 
fluctuations. A sketch of an eddy passing in front of the probe tip is shown in Figure 
8.7. If the gas approaches the probe tip at a constant velocity u~  and v~  is the 
tangential eddy velocity at its outer radius then the resultant velocity is given by the 
vector sumU~ .  
 
The time taken by the eddy to travel a distance from point 1 to point 2 can be 
calculated from the number of adjacent frames over which the direction of gas flow 
changes from downward to upward as shown in Figure 7.53 and 7.54. From such a 
sequence of images U1, U2, θ1 and θ2 can be measured which correspond to the motion 
of the eddy passing through the field of view from its one end to the other. These 
values can then be used to calculate u and v. The distance travelled by the eddy is then 
given by  
d = u t                             (8.13)  
 
where t is the period between the nearest frames showing extreme angles (gas 
direction from downward to upward). This is also the diameter of the eddy. 
 
The distance travelled by the smoke on Figure 7.53 is 3.7 mm and time spent on each 
frame is 5.05 ms (at a video rate of 45 frames/s). The direction of flow makes an 
angle of 26.8º with the horizontal axis. From this information the axial velocity was 
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calculated to be 0.66 m/s with an eddy velocity of 0.33 m/s. The frame following that 
shown in Figure 7.53 gave an almost horizontal smoke streak.   
 
 
(b) 
 
Figure 8.7: (a) The sketch of an eddy in the front of probe along with the resultant 
velocities (b) vector diagram of extreme u~  directions. 
 
The frame after this showed a direction of flow towards the other extreme (see Figure 
7.54). Doing the same analysis on this smoke streak gave similar velocities (axial 
velocity 0.64 m/s, eddy velocity 0.25 m/s). As argued above, the distance travelled by 
the eddy between these two extreme directions based on the average axial velocity 
and time taken for two frames (10.1 ms) resulted in an eddy diameter of ~7 mm. The 
field of view covered by these smoke experiments was roughly 4 mm in front of the 
probe tip, being the major region of concern for trajectory analysis.  
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Information on the turbulence was also gathered from initial particle velocities (before 
the particles were affected by the probe field).  These experiments were also done in 
the plume of the 3 m/s jet. For the flow of particles, a sequence as shown in Figure 8.8 
(a), (b) and (c) is likely when the flow is as per the smoke analysis. The flow direction 
when the vortex is influencing a particle at position 1 (Figure 8.7) is depicted in 
Figure 8.8 (a) and when influencing a particle at position 2 (Figure 8.7) is depicted in 
Figure 8.8 (c). Trajectories within the experimental view span (3 or 4 mm) are easily 
within the high energy eddy size calculated from the smoke analysis. They are thus 
expected to have only a slowly changing gas velocity, supporting the assumption 
made that it is constant over the length of a trajectory.   
 
Particle approach angle was measured for 50 consecutive frames and the variation in 
angle is shown in Figure 8.9. To measure the eddy diameter as explained in the smoke 
analysis, two frames with particle approach angles at extreme values close together in 
time were chosen, e.g., frame 21 with approach angle -16° and frame 26 with 
approach angle 20°. The axial velocity was averaged to be 0.8 m/s and eddy velocity 
to be 0.28 m/s from these two frames. The eddy size was calculated using the time in 
between the two extreme angles and it came out to be 8 mm. This appears to be the 
smallest eddy from the Figure 8.9 trace, as it corresponds to the most rapid change, 
and confirms the smoke study eddy size. 
 
8.2.1.2 Turbulence in the Jet 
 
In the study of a jet by Wygnanski and Fiedler (1969) the Reynolds number based on 
nozzle diameter was of the order of 105 and for the present study it was 2000. So the 
turbulence in the jet flow was expected to be less developed for the present study 
compared to that for Wygnanski’s study.  Nevertheless their plots of fluctuating and 
mean velocities in dimensionless form will be used to gauge the effect of turbulence 
in our system. In our present experimental setup the ratio of the distance of the probe 
along the length of the jet to the diameter of the nozzle (x/d) was about 20. Using this 
value of x/d, reading from Figure 3 in Wygnanski (1969), the ratio of the mean 
centreline velocity, Um, to the nozzle velocity Uo was  
3
1
=
o
m
U
U
                   (8.14) 
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For most of the runs of our study, the nozzle velocity was close to 3 m/s. Hence the 
maximum velocity at the probe is expected to be 1 m/s.  
 
(a) 
 
(b) 
 
(c) 
Figure 8.8: The change in direction of gas velocity on three consecutive frames at 
constant time interval.  
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Figure 8.9: Variation in particle approach angle for 50 consecutive frames for the case 
of glass bubbles at 6 kV probe voltage. 
 
Also from the same plot the variation in turbulent intensities along the jet centreline 
was calculated as  
1750
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=
′
 , (axial, x-direction)              (8.15) 
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≅
′
, (z-direction)               (8.17)   
 
Hence giving values u′ = 0.175 m/s, v′ = 0.18, w′ = 0.26 m/s. The eddy velocity 
calculated in the previous section is 0.33 m/s, and is consistent with these root mean 
squared velocities. 
 
 
 
 
  8-16 
Difficult to fit example 
 
The trajectory shown in Figure 8.10 is representative of the difficult to fit cases which 
were about 20% of the total trajectories analysed. It was observed that for some 
difficult to fit trajectories the relative distance travelled by the particles with respect to 
the gas was greater than for the well fitted trajectories. As shown in Figure 8.12 (a) 
and (b) the 90 µm particle (particle trajectory in Figure 8.10) travels about 1.6 mm 
axially and 0.3 mm radially relative to the gas while for a good fit the relative distance 
travelled in axial and radial direction was smaller, perhaps half of this. However the 
1.6 mm relative distance seems insufficient for a particle to transfer from one vortex 
to another considering that vortices in the flow smaller than the vortex analysed are 
not indicated by the plot of change in approach angle of particle in Figure 8.9.  
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Figure 8.10: Experimental and model trajectories for a 90 µm glass particle at probe 
voltage   -6 kV with fitted net charge qnet= -2.2x10-13 C. 
 
In this study the focus has been on turbulence in the central area of the jet, taking it to 
be a high Re jet with small perturbations and eddies. There may also be large mixing 
eddies at the edges of the jet which can penetrate through to the central part of the jet 
at times and affect the trajectories.  The sudden change in trajectory shown in Figure 
8.10 indicates such a sudden flooding of the local forward jet stream with an influx of 
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gas which is almost stationary in the axial direction.  It is known that jets operate 
either in a free-jet regime “j mode” (as in Wygnanski and Fiedler (1969)) or in a 
highly mixing mode “r mode”.  Hassel et al. (2006) outlines the differences and 
indicates that the r mode is found when there is a duct wall close by which generates 
vortices along its surface.  The schematic in Figure 8.11 from their paper shows the 
convoluted jet form, which is influenced by large eddies external to the original jet.  
In our study, the plates are expected to take the place of the tube in the figure, and so 
eddies coming from the surfaces of the plates are expected to have disrupted the jet 
flow.  This disruption is likely to have resulted in trajectories which cannot be fitted 
within the assumptions of this study. 
 
Figure 8.11:  Diagram of the plume from a jet within a tube operating in the mixing 
mode, from Hassell et al. (2006). 
 
Another possibility for sudden change in path can be due to heating of particle in the 
laser beam. The heating may vaporise some species from the surface of the particle 
leading to a reduced net charge. However this is unlikely for the transparent glass and 
acrylic particles because of their low absorption properties.  This possibility has not 
however been fully explored in the present work. 
 
8.2.1.3 Averaged Flow around the Probe 
 
In the final few positions of a particle in front of the probe, it is affected by the 
deflection of the gas flow around the probe.  Thus the details of this flow field are 
important and the assumed creeping flow field assumed in our calculations should be 
checked against other models. 
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As the radius of the outer cylinder was much greater than the radius of the probe, the 
flow behaviour of the gas only around the probe tip was considered. It was assumed 
that the probe tip was the only surface whose boundary layer affected the local 
velocity distribution of the gas. Generally the probe is not expected to affect the flow 
upstream of its tip unless it is within several tip radii of the tip.  
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(b) 
Figure 8.12: (a) Axial relative distance travelled by the 90 µm glass particle shown in 
Figure 8.10 in 2 ms (b) Radial relative distance travelled by the same 90 µm glass 
particle in 2 ms. 
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Therefore the gas velocity was assumed constant unless the flow was close enough to 
the probe to be affected by drag on the probe. This close-to-the tip region was 
accounted for in the particle trajectory modelling by using the Stokes equation for 
creeping flow around a sphere as described in Section 4.3. 
A comparison was made between the gas velocities calculated by using the Stokes 
equations (equation 2.6 and 2.7) and those predicted by COMSOL. For modelling 
using COMSOL, the two extreme flow conditions with probe Reynolds numbers 1 
and 1000 were chosen to define a range of velocity variations along the axis of the 
probe by using different inlet velocities. The actual Reynolds number of the probe 
according to experimental conditions most often used in this thesis was close to 70. 
For the simulation models a cylinder of 100 mm diameter with the probe midway 
along its centreline was assumed, so the affect of the outer tube walls was also 
considered.  
Simulations were done in two domains; [I] of length of 50 mm upstream of the probe 
tip, with 50 mm downstream, and [II] of length 5 mm upstream of the probe tip, with 
50 mm downstream. The gas was assumed to approach parallel to the axis of the 
probe with a uniform velocity distribution across the inlet at an axial distance of 50 
mm from the probe tip, or at 5 mm, depending on the simulation domain. The inlet 
velocity was set at 3 m/s and a gas viscosity of 1.8x10-6 Pa s was used to predict the 
dimensionless flow field for a probe Reynolds number Re = 1000. The turbulent 
intensity was assumed to be 15% calculated from the conditions of the jet used in the 
experiments (equation 8.15). For the case of probe Re = 1, an inlet velocity of 0.05 
m/s with gas viscosity of 1.8x10-5 Pa s was used to predict the dimensionless flow 
field. For all simulations the outlet boundary was set at zero gauge pressure. Figure 
8.13 compares the axial velocity profile using COMSOL for the I domain and that 
using the analytical (Stokes) models along the axis. The rise in the Re = 1 curve 
taking the centreline velocity above the entry velocity may be due to the development 
of flow (retardation of gas near the wall yet constant flow) inside the pipe under 
laminar conditions.  
 
Figure 8.14 compares Stokes-derived axial velocities with those from COMSOL for 
the II shorter domain.  The purpose of making this comparison is related to the use of 
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the experimental particle velocity for the gas velocity.  As described in earlier 
chapters, this velocity of the particle when it enters the field of view (less than 5 mm 
from the probe tip) underpins the analysis.   
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Figure 8.13: In simulation domain I:  Comparison of predicted axial velocity along the 
axis in the sampler head at different Reynolds numbers with that of the Stokes flow. 
 
Figure 8.14: In domain II:  Variation in axial velocity close to the probe tip. 
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For the COMSOL simulation, this velocity is assumed to be that over the inlet cross-
section, whereas in the Stokes analysis it is assumed to be the approach velocity 
“from a distance”.  As one can see from the domain I analysis, this distance is close to 
50 mm, and the velocity falls towards the probe becoming around 95% of the 
approach velocity at around 5 mm upstream.  Thus in the II domain, this 95% value 
remains for the Stokes velocity profile because the initial particle velocity has again 
been put into the formulae as the approach velocity from a distance. 
Very close to the probe tip at about 1 mm distance the creeping flow velocities are 
20% less than the COMSOL laminar flow velocity and 40% less than the COMSOL 
turbulent flow velocity. To check the effect of higher gas velocity on the modelled 
trajectories, a 20% increased gas velocity was used in a few calculations. For the 
particle analysed in Figure 7.4, with such an increased gas velocity the particle 
position had a change of 1 micron (in either axial or radial direction) which is well 
within the experimental error and can be neglected. 
 
8.2.2 Electrostatic Field inside Sampler Head 
 
The electric field close to the tip of the probe was predicted from the equation used to 
calculate the electric field between concentric conducting spherical shells (equation 
4.16). This assumption was based on the fact that the probe tip was hemispherical and 
its radius was much smaller than the radius of the outer cylinder. The form of the 
outer cylinder surface had negligible effect on the electric field close to the probe tip 
and based on this any geometry of the outer electrode could be assumed. Also only 
the field upstream of the tip centre was used (except in rare cases) and thus the effect 
of the shank was likely to be small. The pre selector plates which could be considered 
to have affected the field were also 30 mm (120 tip radii) away from the probe tip, 
indicating little influence within the field of view.  
 
The electric field used in the trajectory model was compared with the COMSOL 
predicted electric field calculated for the complete sampler head geometry (see Figure 
5.2). The probe and one of the preselector plates were set at 10 kV. Figure 8.15 shows 
the comparison of the electric field up to a distance of 5 mm from the tip, along the 
centreline of the wire tip, for a wire of diameter 500 µm with a hemispherical tip, to 
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that predicted by the concentric sphere model with an inner sphere of 250 µm in 
radius. Up to a distance of 1.5 mm from the tip the values are comparable and after 
that COMSOL predicts about 40-45% higher electric field than the concentric sphere 
model. If the lower values of electric field are assumed it may introduce error in the 
fitted charge values and higher values of charge may have been predicted in 
comparison to the actual ones.  It is surprising that higher fields were found from the 
COMSOL simulation which has the influence of a shank with its lower field 
(cylindrical field adjacent to the hemisphere). If the COMSOL simulation was the 
more accurate , then the lower values used (of the spherical field) will offset the 
lower-than-peak potential of the probe during the later part of the square wave half-
cycle.  
 
Figure 8.15: Predicted variation in electric field close to the probe tip at an applied 
voltage of 10 kV.  
 
8.2.3 Rotation of Dipole 
 
The details of the calculations for the rotation of a dipole have been discussed in 
Section 4.5. Consider the 80 µm glass particle described in Figure 7.23(a) with mass 
4x10-11 kg and also treated in Figure 8.13. The fitted dipole strength, P = 2.16x10-17 C 
m .With an axial velocity of 2.75 m/s, the time taken to travel through the space 
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between the preselector plates is 55 ms. Assuming that before entering the plates the 
dipole is perpendicular to the electric field in the plates (towards negative y-axis), thus 
experiencing a repelling torque. Using the angular momentum equations, the time 
taken by the dipole to orient 180° to the electric field, i.e. towards the positive y-axis 
is approximately 180 µs. Hence in comparison to the time spent between the plates it 
is safe to assume that dipoles on particles leaving the plates had aligned with the plate 
field, and were perpendicular to the r direction pointing towards the positive y-axis.  
 
For the trajectory simulation, this orientation is considered to remain up to the point 
where the dipole is affected by the field gradient; in this case where rsph = 3600 µm. 
The time taken for this dipole from this point to rotate from 90º down to 15º 
misalignment with the electric field of the probe is calculated to be a further 340 µs. 
The predicted time was small enough for the particle to orient into complete 
alignment with the probe field within its first two flash positions within the field of 
view. Note that this happens well before the dipole force is expected to dominate over 
the net charge force. Considering this for the calculations, all the particles were 
assumed to be in full alignment with the field from the beginning of their trajectory in 
the field of view. On coming close enough for the dipole force to be dominant, the 
particles will keep rotating to stay aligned with the probe field.  
 
The particle may overshoot its alignment with the field on entering the probe field, 
and continue rotating beyond alignment, due to inertia, before stopping and oscillating 
somewhat before coming to rest in alignment with the probe field. This final part of 
the orientation could not be modelled satisfactorily in this study. The model showed a 
jump of angle at a 12º approach to alignment which appears erroneous but could not 
be explained.   
 
8.2.4 Rotation of Particles after leaving the Plate Field 
 
During the flight of a particle between leaving the plate field and reaching significant 
probe field, the particle is free to rotate from two types of disturbances; (a) thermal 
excitation and (b) turbulent eddy torque. 
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(a) Thermal Excitation 
 
The rotation of the particle due to thermal motion is considered below. The rotational 
diffusion coefficient for rotation of a spherical particle in a medium consisting of 
molecules with average thermal energy TkB2
3 is given by (Dhont, 1996):     
38 p
B
R
Tk
ηpi
Θ =                                                                  (8.18)  
 
where Bk is the Boltzmann constant, T is temperature, η  is the shear viscosity and Rp 
is the radius of the sphere. For freely rotating spherical particles the mean squared 
angular displacement  
][
2
2)t(
)t(
θ∆
Ω ≡                 (8.19) 
 
where  )t(θ∆  is the one dimensional angular displacement and is given by (Reyes et 
al., 2005) 
t)t( ΘΩ =                  (8.20) 
 
For our experimental conditions the rotational diffusion coefficient Θ  for a 80 µm 
particle is calculated (from equation 8.18) to be 1.43x10-4 radian2 /s. The time taken 
by a particle to travel the 30 mm axial gap between the plates and the probe tip with 2 
m/s velocity is 15 ms. The mean squared angular displacement (equation 8.19) is then 
2x10-6 radian2 so the mean angular displacement is 0.002 radian or 0.11º. This is 
negligible in comparison with the rotation the particle is expected to undergo due to 
the dipole. It can thus be assumed that there is negligible displacement due to thermal 
motion.  
 
(b) Rotation due to Eddy Torque  
 
From the smoke analysis in Section 8.2.1.1 the eddy velocity has been calculated to 
be 0.33 m/s for an eddy of diameter 7 mm. For a relatively low Re number turbulence 
(Re = 100) it is expected that eddies will have a solid rotation tangential velocity 
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profile. The angular velocity of this eddy is then calculated to be (0.33)(2)/(7x10-3) = 
94 radian s-1 and the angular displacement of the eddy in this time frame (10.1 ms) is 
then close to 55°. So the rotation of a particle in the centre of vortex will be of this 
order while the particles on the periphery will be less affected. As mentioned in the 
previous section the time taken by a particle to travel the 30 mm axial gap between 
the plates and the probe tip is 15 ms. The particle in the centre of the eddy can thus 
rotate widely from its assumed orientation after leaving the plates due to the eddy 
torque.   
 
A check was made for possible rotation of a particle by the vortex during the flight of 
the particle when field is appreciable. In the rotation calculations for the particle 
explained in Section 8.2.3, the angular velocity of the eddy was added to the relative 
angular velocity in the viscous drag expression (refer equation 4.42) and the particle 
orientation with time observed. It was concluded from the results that even if the 
strong orientation due to vortices happens, it does not affect the trajectory analysis 
significantly. Once the particle is inside the electrostatic field of the probe it takes just 
about two to three flashes for the dipole to fully align in the direction of the electric 
field. Following this, the prior rotation alignment does not influence the trajectory.  
 
8.2.5 Corona Discharge 
 
In this study a fine inner electrode (wire probe) was used and a high voltage of up to 
18 kV was applied to it. The predicted electric field close to the probe surface at this 
voltage is expected to be up to 7x107 V/m. According to equation 2.8 for calculating 
the field strength of the onset of corona from a perfectly smooth wire on the axis of a 
cylinder, for a wire of radius 250 µm in a cylinder the onset of corona is expected at 
electric field strength of 1x107 V/m. The maximum surface charge density for a 
sphere of radius 250 µm estimated by equation 2.10 is 1.2x10-4 C/m2. According to 
Gauss’s law the electric field at the surface will the be 14x106 V/m which is well 
above the generally quoted maximum electric field (3x106 V/m) air can sustain (from 
flat surfaces) before it ionises. Studies related to corona between a hemispherically 
capped wire and a plane by Loeb (1950) and another by Bandel (cited by Loeb, 1950) 
indicated the breakdown voltages (for a wire radius of 250 µm at 40 mm distance 
from the plane) to be close to 5 kV. This is considerably smaller than our maximum 
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18 kV voltage. It can be concluded that different studies indicated a probability of 
corona discharge close to the wire probe of this study as it was used. These are all 
based on DC voltages and fields. 
 
Before the start of experiments with particles in the present study the high voltage AC 
supply was put to its maximum (up to 20 kV) and no visible corona could be detected 
though some noise could be heard close to 18 kV. It was assumed that a possible 
corona discharge was taking place close to this voltage. A check was again made for 
corona discharge around the probe tip in the experimental geometry after finishing all 
the experimentation. The probe had been removed just before this and handled for 
photography in the laboratory, and then repositioned in its normal place. A Rogowski 
coil was attached on the high voltage neutral return lead and connected to an 
oscilloscope to detect voltage spikes. In this case a “faint glow” could be detected at 
the probe tip at a voltage of 6.6 kV and very fast moving spikes could also be detected 
correspondingly on the oscilloscope. At voltages close to 14 kV a spark could be 
observed close to the spider support for the probe. There were lots of particles 
deposited all around the sampler head. So the whole of the geometry was dissembled 
and particles wiped away from each part. After cleaning, the assembly was again put 
together to check for corona. This time the initial faint glow was visible at 7 kV and 
no spark could be observed even at a maximum of 20 kV. Two observers did not see 
any faint glow at the start of the experimentation despite looking for it. 
 
8.2.6 Two-Dimensional Particle Surface 
 
In predicting the particle diameters and positions it was assumed that the illuminated 
two-dimensional area presented the surface area of a plane cut through the axis of the 
particle. The third dimension perpendicular to the image was completely ignored. 
This may have introduced some error as there may have been particles not completely 
inside the depth of field. In such a case only a part of the particle inside the depth of 
field will be illuminated and could be mistakenly assumed as a whole particle for the 
analysis. This error was unavoidable as it was difficult to estimate the extent of a 
particle inside the field. To avoid this, the general practice was to choose only frames 
with 6-7 consecutive clear images of a particle (if possible), i.e. with evidence that the 
particle remained within the laser sheet for the whole trajectory. Also it can be 
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difficult to identify unsymmetrical particles in a 2-dimensional image, in particular 
when the particle is off-centre in the third dimension. 
 
8.3 Net Charge and Dipole Measurements 
 
8.3.1 Quality of Particle Force Simulation 
 
Net charge and dipole measurements were performed for four different samples; 
acrylic spheres, glass bubbles, whole milk powder and fertiliser particles. About 40 
runs were performed for each sample of acrylic spheres and glass bubbles and 20 runs 
were performed for each sample of whole milk powder and fertiliser particles. After 
careful approximation of the forces acting on the particles inside the sampler head the 
particle trajectories were fitted for the presence of monopole and dipole charges. The 
expected errors from adequate fitting of net charge and dipole charge on individual 
particles indicate an acceptable precision of measurement. 
 
The results show good agreement of the model trajectories with the experimental 
trajectories (Figure 7.14 to 7.22). So an adequate description of the types of forces 
was provided by the net charge, dipole, induced dipole and image forces terms used. 
All the acrylic sphere trajectories in Figure 7.14, 7.15 and 7.16 are for diameters close 
to or above 100 µm. As expected for larger surfaces, the fitted net charge values are 
also near the higher end (Hamamoto et al., 1992), in this case of the order of 10-13 C. 
In a few cases a lack of fit was observed close to the probe particularly for the last 
particle position which may be attributed to turbulence (eddies), adjustment of particle 
position after it touches the probe, particle bouncing back after touching the surface, 
variation in electric field due to deposition on the probe surface etc. The fitted last 
position in a few trajectories, e.g., the 116 µm particle in Figure 7.15 (b), the 95 µm 
particle in Figure 7.16 and the 60 µm particle in Figure 7.20(b) was beyond 
experimental error of the experimental position, even when all the forces listed in 
equation 4.38 were included (drag without turbulent change in gas velocity, electrical 
monopole, dipole, induced dipole, image). This may be due to the presence of a large 
eddy which passed through the region and violated the constant gas velocity 
assumption sufficiently to drag the particles sideways at velocities higher than 
predicted (as shown in Figure 8.10).  
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For the cases in which a particle attached to the probe surface the fitted point was out 
of experimental error limits, e.g., the 92 µm particle in Figure 7.16, 55 µm particle in 
Figure 7.18 and the 60 µm particle in Figure 7.19. This can be explained considering 
that when the particle comes in contact with the probe surface its surface charge will 
change and redistribute and it will adjust its position according to the applied field. 
 
The fitted net charge for most of the glass bubbles and fertiliser particles was in the 
range of 10-14 C (Figure 7.17 to 7.19, 7.22). The particle sizes were also smaller (less 
than 100 µm) with these types and hence lower charge values were expected. The 
probe surface was occasionally covered with a fine layer of particles especially in the 
case of milk particles as they were sticky and also for the fertiliser particles which 
included a high fraction of fines (Figure 7.20(a), 7.21(a), 7.22(a)). When fine particles 
deposited, the location of the probe tip in the image was done on the basis of previous 
experience from the initial images of the same run. There is another possibility that 
for the case of the covered probe, if the particles are conducting this will affect the 
electric field due to an increase in probe size. On the other hand if the particles are 
insulating, this layer may provide a shielding effect by reducing the electric field. To 
simulate this effect, the COMSOL electrostatic module was used to simulate a 250 
µm thick dielectric layer built around the probe tip. The comparison with a bare probe 
is shown in Figure 8.16. In our studies the particles were insulators with a low 
dielectric constant (~2.5) and layer thickness was close to 100 µm hence this shielding 
effect was ignored up to the contact point with the layer.  
 
The glass bubbles were difficult to trace because of their transparency and small sizes. 
Some image sequences showed only the upper edge of the particle till it was close 
enough to the tip to be fully visible because of the light reflected from the probe 
surface (Figure 7.23(a)). For such images the last position with full view was used to 
predict the diameter of the bubble and then used to find the centre of the bubble in all 
the previous positions. The model indicated the spherical radius rsph ranges over 
which net charge, dipole and image forces were dominant, as follows: 3600 µm > net 
charge > 600 µm   > dipole > 300 µm > image charge > contact point (260 µm) as 
shown in Figure 8.17 for an 80 µm glass particle. 
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Figure 8.16: COMSOL comparison of electric field along the axis close to the probe 
tip at an applied voltage of 10 kV for a clean probe surface and a probe surface with 
250 µm dielectric layer (εr = 2.5) on it.  
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Figure 8.17: Dominating electrostatic forces for translational motion as a function of 
distance from the probe for an 80 µm hollow glass particle with fitted net charge and 
dipolar charge to be qnet= -7.5x10-14 C and qdip= 2.7x10-13 C at probe voltage -6 kV. 
Also shown is the influence of the field on rotation of the particle. 
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8.3.2 Dipole Measurements  
 
In particular the glass bubbles exhibited a large variation in the fitting close to the 
probe tip with the presence of a dipole. There were about 18 such trajectories out of 
the 43 glass bubble trajectories analysed (Figure 7.23, 7.24 and 7.27) when net charge 
alone could not fit the particle trajectory and the presence of dipolar charge was 
mandatory. The dipole charge value was more than twice the net charge for most of 
these cases (Figure 7.23 and 7.24). The model trajectory for the 82 µm glass bubble in 
Figure 7.27 could not be fitted close to the probe tip, even with a dipole included, 
within experimental error, but the closest fit required a dipole charge of about six 
times the net charge value. The 60 µm glass bubble trajectory in Figure 7.25 could be 
well explained with either net charge alone or by adding a dipole with a ten times 
higher dipole charge. In Figure 7.26 (b) the last particle position close to the probe tip 
could not be explained which might be due to the particle adjusting its position after 
touching the probe surface (Figure 7.26 (a)) by rotating to align with the electric field. 
Also there was insignificant improvement in the fitting with a dipole in this case. In a 
few cases there was an increase in particle approach velocity close to the probe tip as 
shown in Figure 7.29 (a). Close to the probe the particle experienced a strong pull 
towards the probe which could not be matched with an attractive net charge force; this 
behaviour could be nearly matched with a dipole charge only. As can be seen in the 
case of particles in Figure 7.27 and 7.30, assuming only net charge fails to describe 
the particle trajectory on approaching the probe. 
 
8.3.2.1 Dipole Charge Fitted on Previously Fitted Trajectories with only Net Charge 
 
Most of the particle trajectories could be explained within error on the basis of net 
charge alone except for the case of glass bubbles. But the presence of dipoles could 
not be completely ruled out even for the other three types of particles.  For example, 
the 55 µm milk particle analysed in Figure 7.20 (b) with only a net charge of 
+1.14x10-13 C could also be analysed as in Figure 7.31 which results in both a net 
charge +1.21x10-13 C and dipole charges as high as 1.4x10-13 C. A similar comparison 
has been made in Figure 7.32 and 7.33 for a 92 µm and a 28 µm acrylic sphere. In 
both cases a similar kind of fitting resulted by ignoring (Figure 7.32) or considering 
(Figure 7.33) the presence of dipole charges. In particular for the 92 µm acrylic 
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particle the fitted dipole charge value of 1.5x10-13 C is significant enough not to be 
ignored. There were cases when the fitting of a trajectory was possible with either net 
charge only or dipole charge only, e.g., the 108 µm acrylic sphere in Figure 7.34, the 
25 µm fertiliser particle in Figure 7.36 and 7.37. Also the trajectory of the 54 µm milk 
particle in Figure 7.21 (b) with a high negative charge of -2.18x10-13 C could be well 
explained by assuming only the presence of a significant dipole with a charge of 
4.35x10-12 C (Figure 7.38). 
It can be seen from the results that individual values of both the net charge and the 
dipole moment values were statistically significant compared to fitting errors, and so 
the measurement technique appears to be successful.  
 
8.4 Distribution of Net Charge and Dipole 
 
The order of magnitude of the overall particle surface charge density, σ, was in the 
range of 10-7 to 10-5 C/m2 in comparison with the observed values of 10-5 to 10-3 C/m2 
by Lowell and Roseinnes (1980) for different insulators after contact with a metal. 
 
Figure 8.18 and 8.19 present the regions showing the spread of probable charge 
distribution (both net and dipole charges) for all negative and positive particles 
respectively in all the four samples. The particles whose trajectory could not be 
explained on the basis of net charge alone particularly in the case of glass and a few in 
the case of acrylic have also been mapped in their respective regions. 
 
For acrylic particles the results shown in Figure 7.39 come from a mixed analysis of 
particles with and without any voltage on the preselector plates. The preselector plates 
were always at 8 kV for the analysis of all other samples. In case of acrylic spheres 
the range of estimated charge on negatively charged particles was from -1.5x10-15 C to 
-1.4x10-12 C and for positively charged particles the range was within 3x10-17 C to 
5.1x10-13 C. As can be observed from Figure 7.39 there was a predominance of 
negative charge from the particles analysed. 
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Figure 8.18: Regions presenting the spread of observed charge distribution for all 
negative particles in all the four samples. The dots show the particles with significant 
dipoles. 
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Figure 8.19: Regions presenting the spread of observed charge distribution for all 
positive particles in all the four samples. The dots show the particles with significant 
dipoles. 
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The glass bubbles showed an even distribution of positive and negative charges 
(Figure 7.41) but a dominance of positive charge could be seen at the low charge end 
(Figure 7.42). The range of estimated charges on negatively charged particles was 
from -1.5x10-15 C to -3.4x10-13 C and for positively charged particles the range was 
from 4x10-15 C to 2.5x10-13 C. A dipole charge of 7x10-15 C to 6.5x10-13 C was 
detectable (Figure 7.43) on 18 particles out of the total 44 analysed. 
 
The charge distribution was found to be evenly spread in the case of whole milk 
powder (Figure 7.45). The range of estimated charge on negatively charged particles 
was from -4x10-15 C to -2.9x10-13 C and for positively charged particles from 1x10-15 
C to 5.2x10-13 C. 
 
In the fertiliser sample there is a dominance of negative particles and the overall 
charge on the particles was also low in comparison with other samples (Figure 7.47). 
The negative charge on the particles was estimated from -1.83x10-15 C to -2x10-13 C 
and the positive charge on particles was estimated from 5x10-16 C to 1.56x10-13 C. 
 
As the number of flashes was higher in the case of negative polarity of voltage 
(leading to more data points), the trajectories in this case were more informative and it 
was easier to visualise the complete path followed by an individual particle. Most of 
the trajectories chosen for analysis were those which had at least 6-7 data points. So 
the number of analysed trajectories with negative polarity of the probe is more than 
for the positive polarity. This may bring about some bias in the particles selected for 
analysis. To clear these biases experiments can be conducted at low probe voltages 
and the charge distribution can be plotted as a function of probe voltage. 
 
In the initial runs (using acrylic spheres) high voltages of 10 kV and above were 
applied to the probe to achieve high electrical forces for the detection of the dipoles. 
But later it was realised that with other samples and glass bubbles in particular the 
number of particles in the field of view was greatly reduced at high voltages. So for 
most of the later measurements a voltage close to 6 kV was applied to the probe. This 
is expected to be related to the inertia of the particles, and hence the sizes, as the 
acrylic spheres were mostly above 100 µm and hence they continued closer to the 
probe before being affected by the electric field close to the probe tip. The glass 
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bubbles had very low apparent density and the effect of the electric field was 
dominant at distances far away from the probe (often out of the field of view at probe 
voltages ~ 10 kV) and hence many could not be seen in the field of view. 
 
Obolensky Filter Measurements Comparison 
 
The mean charge for acrylic spheres estimated using the Obolensky filter with and 
without pre selector plates activated was +2.3x10-14 C ( current through the filter ~ 8.2 
nA) and +2.53x10-14 C (current through the filter ~ 9.00 nA) respectively (see 
Appendix, A6 for calculations). The charge distribution from the probe studies in 
Figure 7.39 shows much higher (and negative) average charge values -2x10-13 C and -
1x10-13 C, with and without preselector plates. These values were calculated by 
averaging the charge on all the analysed particles to get a mean charge. The probe-
derived mean charge value is one order higher than the value measured by the filter.  
 
The mean charge for glass bubbles estimated using the Obolensky filter is -1.5x10-15 
C (current through the filter ~ -6.00 nA).  From the probe data in Figure 7.41 the 
mean charge calculated is -3.7x10-14 C. Also in this case the filter mean charge value 
is one order of magnitude lower than the probe-measured value but is of the same 
polarity. Uncertainties in the readings of the filter have been explored. Repeat runs 
showed little difference in average net charge. The metal mesh inside the filter had 
particles deposited on it and could not be fully cleaned with compressed air. This may 
have resulted in a reduced sensitivity of the mesh. The resistance to earth was checked 
and it was close to 40 MΩ and hence no current leak is likely. It was noticed that (see 
Figure 7.51) the time trace of the filter started positive (indicating a positive charge) 
and then went to negative values. The reason for this behaviour could not be 
explained. 
 
A standard t-test was performed on the two mean currents shown in Figure 7.49 and 
50 (with and without pre selector plates). The mean current values of the two traces 
were 8.97 nA and 8.23 nA respectively. The experimental t value using the pooled 
scatter standard deviation of the points was calculated to be 3.42 and the theoretical t 
value with a combined 60 degrees of freedom of error was 2.57 with 0.5% 
probability. The experimental t > theoretical t value and thus the preselector plates 
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made a significant impact on charge current when voltage was turned on. It is 
interesting that the positive current increased when the plate voltage was on. It is very 
likely that a significant fraction of the particles was collected with the voltage on. If 
there was no bias in collection, then the positive current would reduce. A bias in 
favour of collection of negative particles would explain the higher positive current in 
the filter. 
 
8.5 Scope of the Probe-Trajectory Technique 
 
In this section the range and limitations of the technique for broader use have been 
discussed in terms of particle size, particle density, detectable charge etc. 
 
Minimum Particle Size 
 
The clarity of images acquired from our camera assembly limited the lower range of 
particle sizes that could be detected using the technique. The size of one pixel was 
five µm so it was not feasible to define a particle close to this size. For particle below 
10 µm it was difficult to distinguish between an actual particle and noise in the image 
which was also of the same range. The problem of speckle (mentioned in Section 
6.1.2.1) when using the laser also limited the minimum size detectable as the speckle 
patch size was in the range of 1-2 pixels. Also the smaller the particle the larger will 
be the errors in the position resolution, resulting in larger errors in the charges from 
the analysis. A particle close to 10 µm may be visible if the material is opaque but in 
the case of transparent particles 20 µm is the safe lower limit down to which the 
analysis can be made with acceptable error.  
 
To check the range of detectable particles with different diameters, charges, particle 
densities, gas velocities etc., a simulation of particle trajectories was done.  
 
Effect of diameter 
 
The effect of variation in particle diameter on the trajectory of a particle with 100 
kg/m3 density (assuming a minimum value) and net charge qnet = -1x10-12 C with a 
probe voltage -7 kV (the maximum safe limit before corona) is shown in Figure 8.20. 
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A high dielectric material (refractive index =3) was assumed to keep induced dipole 
forces to a maximum. The gas velocity was assumed to be the minimum observed in 
our experiments of 1 m/s. The axial field of view in our set up can be extended to a 
maximum of 5 mm in front of the probe tip. It can be seen that under these conditions 
there is a possibility that a 20 µm particle will never enter the field of view and a high 
chance that even a 100 µm particle is repelled unnoticed. 
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Figure 8.20: Effect of variation in particle diameter on the trajectory of a particle with 
100 kg/m3 density and net charge qnet = -1x10-12 C with probe voltage -7 kV. 
 
Effect of Particle Density 
 
In the present study the largest density of particles used was close to 1500 kg/m3 and 
the maximum particle size was nearly 130 µm. A particle density above this may 
introduce considerable error in the calculations. This is due to the gravitational force 
which becomes significant for particles in this size range at higher densities. In such 
cases a correction in the equation of force balance can be easily made to account for 
gravity. To check the extremes, simulations of particle trajectories were performed for 
a particle of size 200 µm under varying densities and maximum charge of -1.6x10-11 
C on this size (Hamamoto et al., 1992). The effect of gravity was also included and all 
other conditions were similar to the previous section. A particle density in the high 
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range of 7000 kg/m3 (e.g. steel) was assumed and then density lowered to see the 
changes in the trajectory of the particle. As shown in Figure 8.21 this large diameter 
particle with low density of 100 kg/m3 was repelled close to 5 mm from the probe tip 
so there is a high probability that a particle smaller than this under such conditions 
will never enter the field of view. The droop in path of the particle with density 4000 
kg/m3 and 7000 kg/m3 can also be observed. 
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Figure 8.21: Effect of variation in particle density on the trajectory of a 200 µm 
particle with net charge qnet = -1.6x10-11 C at probe voltage -7 kV. 
 
Minimum Detectable Charge 
 
Among all the particles analysed for this study the minimum detectable charge has 
been 3x10-17 C for an acrylic particle. Another lower range charge of 5x10-16 C has 
been detected for fertiliser particles. Hence it can be considered that it is not possible 
to detect charges below 10-17 C using the technique in the present form. Another limit 
is placed on the measurement of net charge by the particle size and its density. These 
two will affect the drag force and higher diameters and particle densities could render 
electric forces ineffective in changing particle direction. This is shown in Figure 8.22 
for a steel particle of 200 µm diameter in which case the particle trajectory has little 
variation between zero net charge to a high net charge of -1.6x10-11 C even with the 
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effect of gravity included. This variation is difficult to distinguish as all the 
trajectories lie between the assumed error limits of ±1 pixel. 
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Figure 8.22: Effect of variation in net charge on the trajectory of a high inertia particle 
(200 µm with particle density 7000 kg/m3 at probe voltage -7 kV). 
 
Minimum velocity of particle due to laser flashes 
 
A laser flash of 20 µs in a pulse period of 160 µs was used to visualise individual 
particle positions. If a pulse period greater than this, e.g., 320 µs was used, then the 
number of positions will reduce and points on the trajectory will not be sufficient to 
see the variations in a particle trajectory. If the pulse period was reduced, e.g., to 40 
µs than only a bright streak on the image could be seen (overlapping images) instead 
of distinct particle positions. The pulse period of 160 µs was the optimum. For a 
particle to be visible distinctly at different positions it needs to travel at a minimum 
velocity. Consider a particle of 20 µm which will be visible in a 4x4 pixel area. To 
travel to the next position with a difference of at least 10 µm (2 pixels) in between 
images at the two positions, this particle needs to travel 30 µm (6 pixels) in 160 µs. So 
the minimum velocity required for the particle to travel to be seen in a distinct next 
position will be 0.2 m/s. Similarly for a large particle of 200 µm to be seen at a 
separation of 10 µm between its two positions on an image it needs to travel at a 
velocity of 1.3 m/s. 
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Masking of permanent dipoles 
 
The induced dipole force experienced by a particle greatly depends on the 
multiplication factor U (refer equation 4.25). Higher permittivity of a material implies 
a greater value of U and such particles experience larger induced dipole forces close 
to the probe tip. It is expected that the induced dipole forces dominate the permanent 
dipole forces in the region where the two dipole forces become effective (close to the 
probe tip) for high permittivity particles. This masking of permanent dipole forces 
provides difficulty in detection of permanent dipoles. Figure 8.23 shows a comparison 
of masking of permanent dipole forces by the dominating induced dipole forces close 
to the probe tip for an 85 µm (solid) acrylic sphere and the same size glass bubble 
both fitted with same net charges (qnet = -7.2x10-14C ) and dipole charges (qdip = 
2.8x10-14C)  at -7 kV probe voltage. It can be observed that the effect of masking is 
more evident in the case of acrylic spheres. Acrylic spheres have relative permittivity 
close to 2.2 which means that the dipole measurement is difficult for particles with 
permittivities close to and higher than 2.2.  
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Figure 8.23: Comparison of masking of dipole forces by the dominating induced 
dipole forces close to the probe tip for an 85 µm acrylic sphere and the same size glass 
bubble both fitted with same net charge and dipole charge (qnet = -7.2x10-14C and qdip 
= 2.8x10-14C at -7 kV probe voltage). 
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Glass has a lower value of relative permittivity, i.e. around 1.56, but the reduction of 
mass in the particle due to the shell construction, and especially that close to the high 
field at the surface, dramatically reduces the expected induced dipole. Also the dipole 
force varies proportionally with voltage and the induced dipole varies with square of 
voltage. If the voltage is halved the dipole force is halved but the induced dipole force 
reduces to a quarter. So to measure permanent dipoles low voltages and high 
resolution is recommended.  
 
8.6 Method of Charging of Particles 
 
In our experiments the particles were fed through a nozzle inside the sampler head 
with the help of a brush feeder. Along the way through the feeder, from the inlet to 
the exit point, the particles came into contact with the walls of the brass syringe and 
the piston which pushed them upwards towards the rotating nylon brush. The rotating 
brush picked up the particles which were blown off the brush into another brass tube. 
Particles exiting from the brass tube passed through a polyacetal nozzle and then 
flowed towards the sampler head. At various stages of their path the particles had 
opportunity to be tribocharged due to contact with various materials like brass, nylon 
and polyacetal along with the inter-particle contacts. 
 
 
Figure 8.24: Sampling of particles after dispersion from a heap. 
 
In designing a more complete experiment to investigate tribocharging on dispersion, 
the dispersion system can be designed to have a simpler geometry, have limited wall 
contacts, or to even avoid them as presented in Figure 8.24. In the simplest situation 
the particles can be fed directly from a heap by dispersion with the aid of an air jet. 
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Care then needs to be taken to avoid further wall interaction on entering the sampler 
head. 
 
8.7 Observed Exceptional Behaviour of Particles 
 
8.7.1 Aggregation 
 
A few runs were carried out with two different samples of acrylic particles with mean 
diameters 90 µm and 20 µm mixed together. The mixed sample exhibited aggregation 
and trajectories of the aggregates are shown in Figure 8.25 and 8.26. Note the 
apparent rotation of the aggregate in Figure 8.24. Similar aggregation could be 
observed in a few cases of glass bubbles as well (Figure 8.27). 
 
 
 
Figure 8.25: Trajectory of an aggregate of acrylic particles at probe voltage -6 kV. 
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Figure 8.26: Trajectory of an aggregate of acrylic particles at probe voltage -6 kV. 
 
 
Figure 8.27: Trajectory of a binary aggregate of glass particles at probe voltage -6 kV. 
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8.7.2 Polarity Change 
 
A few of the trajectories which had a change in probe polarity along the path were 
also analysed (Figure 8.28 (a)). It was difficult to achieve a good fit of the model 
trajectory in such cases when charges were confined to net charges (Figure 8.28 (b)).  
If a dipole was present, as the polarity changed, the dipole on the particle would be 
expected to reorient to adjust itself in alignment with the new electric field. This may 
cause a lift in the particles position. Another reason could be the time gap between the 
flashes during the change in polarity which may not be accurate as it was difficult to 
say when exactly the transition occurred (the flashes were synchronised with the 
waveform supply such that the number of flashes halved for a positive waveform but 
were not synchronised in timing with the waveform). In Figure 8.29 an aggregate of 
milk particles can be seen rotating with a change in the polarity of the probe from -4 
kV to +4 kV. It was difficult to distinguish whether it was a single particle or an 
aggregate but based on the fact that SEM micrographs of milk particles showed many 
aggregates and the appearance of the particle was not spherical, it can be assumed to 
be an aggregate. The rotation which seems to be of 180° may be due to a large dipole 
on the aggregate which tried to orient itself in the direction of field with the change in 
polarity. 
 
 
 
Figure 8.28: (a) Polarity change along the trajectory of an 87 µm acrylic particle at 
probe voltage +4 kV changing to -4 kV 
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Figure 8.28: (b) Experimental and predicted particle trajectories for an 87 µm acrylic 
particle with fitted net charge qnet = -3.8x10-13 C. (Note the enhanced rate of flashes 
for negative polarity). 
 
 
Figure 8.29: Trajectory of an aggregate of milk particles rotating with change in 
polarity of probe voltage from -4 kV to +4 kV. The insert at the top right end shows 
an enlarged view of the aggregate rotation. 
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8.7.3 Jumping of Particles on the Probe Surface 
 
Some particles were observed jumping up and down on the probe surface after they 
initially touched it. Figure 8.30 (a) has been produced by the combination of four 
different sequential frames over which the jumping could be observed. The polarity 
change after the second frame can also be observed but due to lack in clarity it was 
difficult to model it on the image. During the transition of the polarities the particle 
seems to travel a little distance in the gas without being visible which made it difficult 
to follow the trajectory during that part. The particle trajectory was difficult to fit after 
the polarity change (see Figure 8.30 (b)). The jumping can be simply explained in this 
case by bouncing of the particle on the probe in the presence of an attractive force to 
the probe (positive particle, negative probe). 
 
 
Figure 8.30: (a) A Particle 60 µm acrylic particle jumping on the probe at the probe 
voltage +5 kV. 
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Figure 8.30: (b) Experimental and predicted particle trajectories for the 60 µm acrylic 
particle with fitted net charge qnet = +1.32x10-14 C.  
 
 
8.8 Implications of Dipole Measurements 
 
The “dipole charge” values reported here are a minimum, derived from the fitted 
dipole moment by using the maximum separation distance (particle diameter). In 
reality, with charge expected to be distributed randomly around each particle surface 
in patches (Abrahamson and Marshall 2002), most dipole charge separation distances 
will be smaller.  It is interesting that for an appreciable fraction of the glass bubble 
particles sampled in this study (where permanent dipoles were easier to measure), this 
minimum charge for the dipole was much larger than the net charge.  The particles 
which have suffered multiple collisions then apparently have high localised surface 
charges. The summation of all the local charges to get an overall net charge will result 
in many cases in lower values than patch charges due to mutual cancellation of 
positive and negative charges. Also the summation of charges over the particle 
population to get mean charge leads to further cancellation of charges among each 
other, resulting in a much lower average charge. Based on the study by Gady et al. 
(1999) there is a possibility that surface charge may be lost from the patches with high 
charge due to local discharges. Due to these factors original information about the 
charges on impact is lost. 
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9. Conclusions and Recommendations 
9.1 Conclusions 
 
The technique described in this study opens up the possibility of measurement of the 
distribution of net charge and permanent dipoles on dust and grit in both natural 
events and in industry. With this technique at the present state of development these 
distributions can be studied for samples with particle sizes above 10 µm and with 
minimum charges of the order of ~10-16 C (1000 electron charges). It appears to have 
adequate sensitivity to show for the first time the existence and importance of dipoles 
on conventionally tribocharged particles. The main conclusions drawn from this study 
are: 
1. Given adequately fast images of particles travelling towards a high voltage 
probe, it is possible to separate the effects of net particle charge from the 
effects of a fixed or permanent dipole. This can be done by interpreting a two-
dimensional trajectory within a plane central to the probe, using the integration 
of both translational and rotational particle momentum conservation equations. 
Positions of the centre of the particle were used in the trajectories. No 
rotational measurements were used in this study. 
2. Image capture for this purpose required a specially designed pulsing laser 
sheet located within the trajectory plane and synchronised with a fast video 
camera. The technique limitations of particle size and charge appear to relate 
to the quality of images, in turn a function of the laser, laser driver and 
video/optics technology, which were state of art in 2006-2008. 
3. Most of the modelled trajectories were adequately fitted to the experimental 
trajectories within an expected experimental error of ±5 µm (±1 pixel). There 
were a few cases in which the fitted positions differed more than this, 
explained by eddies affecting the trajectory, particle bounce back from the 
probe tip at its last position, adjustment of particle position on the probe 
surface due to redistribution of charges, and reduced electric field close to the 
probe tip due to deposition of a dielectric layer, depending on the situation. 
4. It was easier to predict permanent dipoles on particles with low dielectric 
constant and with low mass near the probe as it reduces the induced dipole 
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force, e.g., for hollow glass bubbles. Most of the trajectories fitted on the basis 
of net charge alone could also be fitted with both net charge and dipole charge 
or in some cases alone with dipole charge. So the presence of dipoles on 
surfaces of such particles cannot be completely ruled out. A dipole charge in 
the range of 1x10-15 C to 1x10-12 C could be fitted on various particles. 
5. The smoke and particle studies showed that vortices may affect the orientation 
of particles after leaving the plates. Hence the introduction of preselector or 
aligning plates with an aim to fix the particle orientation before it arrived 
within the influence of the probe field was not successful and they should be 
removed in future studies.  
6. The rotation of particles was considered under dipolar forces and the time 
calculated for the rotation of most of the particles to come into alignment with 
the field was within 350 µs. Dipolar forces dominate any rotation caused by 
vortices and once under the influence of dipolar forces in the probe field the 
particles become fully aligned within the first two particle images in the 
trajectory. So the assumption of particles to be aligned with the field from the 
beginning of their trajectory, although flawed, is not necessary.  Thus the 
simple approach without the use of alignment plates should be successful, 
leading to a simple, robust technique. 
7. All the errors estimated in particle diameter or centre of mass position for 
various analysis techniques were calculated in terms of a basic uncertainty in 
position in the image of ±1 pixel, and were judged to be all less than this 
because of averaging.  A conservative ±1 pixel error was applied in the 
trajectory fitting. 
8. The AC voltage square waveform declined from its peak to about 40% of the 
peak.  As the peak value was used in the fitting, this will have resulted in an 
underestimation of fitted charges. 
9. Gravitational force (ignored in most of the work in this thesis) can be easily 
added to the momentum equation to accommodate for larger size or higher 
density particles, where it cannot be ignored. 
10. The thickness of glass bubble shells was not a uniform fraction of the outer 
diameter (as assumed) but the error introduced both in the net charge and 
dipole strength due to this variation was within 2%. 
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11. Variation in gas direction with time was sensed by smoke studies and also by 
initial particle directions seen in the frame field of view.  These two 
techniques provided common estimates of eddy velocity and size of eddies 
passing with the jet plume issuing from the 10 mm diameter nozzle (jet Re 
~2000). The eddy velocities were close to that expected from literature 
measurements of the turbulent velocities of an unbounded jet.  The smallest 
eddy sizes were ~ 10 mm close to the probe tip (larger than the field of view) 
indicating that the assumption of constant approach angle of gas during the 
whole trajectory was a reasonable assumption.  
12. It was realised that the jet of our study was not an unbounded jet, but was 
influenced strongly by the boundary walls of the alignment plates.  This 
influence appears to cause strong mixing eddies that invade the jet, causing 
erratic movements in the flow, sporadically causing sharp changes in direction 
which could not be explained by normal treatment of this thesis. Based on the 
jet studies, the removal of the alignment plates is therefore concluded to be 
essential to reduce this effect. 
13. The assumption of Stokes flow around the probe tip was comparable with the 
COMSOL modelled flow field. The assumed spherical electric field around 
the probe tip also matched closely with the COMSOL modelled electric field. 
14. The mean charge of the particle samples found using the Obolensky filter was 
an order different to the mean charge found with the probe technique.  
15. No corona was observed early in the work, with probe voltages up to 18 kV.  
However a corona was observed starting at 6.8 kV during the checks 
conducted after the end of the sampling experiments. This may be due to the 
impurities deposited on the surface during inspection, or some rupture of the 
probe tip, as the checks were run after finishing the sampling of particles. Also 
it was hard to identify the exact position of the corona, whether it was on the 
tip or to the side towards the shank. The presence of corona cannot be ignored 
and it will be safe to run the experiments below the observed voltage limit to 
ensure reliable values of electric field close to the probe tip.  
16. Due to the limitations of the measurement technique net charge on highly 
charged particles with very high density (above 4000 kg/m3) and large 
diameters (above 200 µm) may not be fitted with accuracy as inertia 
overcomes electrostatic forces in such cases. Small particles with low 
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densities, on the other hand may not even reach the field of view because of 
electrical repulsion.   For these particles, a certain minimum initial velocity is 
necessary to enter the field of view. 
17. The distribution of net charge and dipole strength found with this technique is 
expected to relate to the conditions of tribocharging (collisions among 
particles and with walls).  It is thus expected that from its further use and 
development, a) tribocharging of particles will be understood more deeply, 
and b) consequent dust behaviour may be better predicted, such as the 
aggregation rates of clouds of particles, their effective diffusivity and effective 
viscosity as an ensemble (e.g., in a fluid bed, or in a freely flowing granular 
bed). 
 
9.2 Recommendations and Future Work 
 
1. At present the analysis process is long and tedious. An automation of the 
whole analysis procedure, starting from image pixels to the final fitted 
trajectories and charge parameters will be very useful for quick estimation of 
charge distributions. 
2. The presence of dipoles could be found more easily in the case of hollow glass 
bubbles as compared to other fully solid particles. Keeping this in mind it will 
be useful to sample more hollow dielectric particles to establish the 
widespread existence of permanent dipoles due to their surface charges.  These 
hollow particles should behave exactly the same in tribocharging as their fully 
solid counterparts. 
3. In many cases particles were observed to rebound after collision with the 
probe. A study of impact charging (by modelling the trajectories before and 
after the collision) can be conducted using the present experimental setup. 
4. The preselector or alignment plates need to be removed to reduce the influence 
of mixing eddies.  Also the fan should be used, to create an annular flow and 
reduce the velocity mismatch between the jet (if one is used) and the 
surrounding gas, and thus reduce the mixing eddies.  The minimal turbulent 
disturbance to the particle trajectories should come when the sampler samples 
from a quiescent cloud of particles or from a large flow, with the fan 
operating. 
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5. The high voltage AC supply does not have a perfect square waveform and 
improving this waveform (making it constant at the peak value) can reduce the 
error in assumed voltages applied to the probe. 
6. The modelling of rotation has not been fully resolved at the point close to the 
end of the rotation where some oscillation is expected due to the particle 
inertia.  This should be resolved in the spreadsheet. 
7. In this study the most frequent voltage supply used has been 6 kV. For some 
broad distributions of particles, it may be necessary to vary the voltages to 
include the entire charge and dipole distribution of a given sample. 
8. Different sizes of probe tip can be used to achieve higher or lower electric 
field and particle’s behaviour in the field will also be affected accordingly. 
9. The present high speed camera has a maximum resolution of 1.2 megapixels at 
a speed of 489 frames/s. A higher resolution giving a better image quality will 
be useful to improve the distinction between net charge and permanent dipole 
effects, and between permanent dipole and induced dipole effects, espeically 
close to the probe.  If the laser speckle becomes a limiting factor, a 
noncoherent light source should be used. 
10. A more careful treatment of image charge effects, especially related to the 
presence of patch charges on the surface of particles (causing dipoles or higher 
order arrangements), may be beneficial. 
11. A number of aggregates were observed, particularly of acrylic particles with a 
wide size distribution and also of milk particles. The experimental can be used 
to study the aggregation process by measuring the aggregate size and charge 
characteristics, especially combined dipole strengths, and perhaps even to see 
aggregation in the field itself and to explore possible reasons of aggregation. 
12.  A close study of trajectories captured by the apparatus during a polarity 
change in the probe voltage should be made, to check the technique and 
models further. 
13. A further investigation on corona discharge close to the probe tip needs to be 
carried out, to find all the conditions necessary for its prevention. 
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Appendix A.1 Design of Pre Selector Plates 
 
Terminal velocity tu of a spherical particle in an electric field is determined by the 
balance of two forces: 
Aerodynamic drag force on a particle given by the Stokes Law, 
td uxF piµ= 3                                                             (A.1) 
 
Electrostatic force on a particle with charge q, in a field Eo is given by          
oe EqF =                                                                          (A.2) 
 
The particle accelerates and rapidly reaches its terminal velocity where the 
aerodynamic drag is balanced by the electrostatic force and hence Equation 3.1 can be 
equated to Equation 3.2. 
 
td uxF piµ= 3 = oe qEF =  
x
qE
u ot
piµ
=
3
                                                    (A.3) 
 
The maximum charge on the particle is calculated from Pauthenier limit and given by 
equation (Cross,1987, Page 147)  
2
04 pcmax rpEq piε=                                                      (A.4) 
 
where E c is the electric field in which the particle is charged, 0ε =8.8 x 10
-12
 F/m, 
rp is the  radius of particle and )(p r
r
2
3
+ε
ε
= . 
 
p varies between 3 for a conducting particle (relative dielectric constant  ∞ ) and 1 for 
an insulating particle of relative dielectric constant 1. For a material of dielectric 
constant 2, p = 1.5. 
 
The following values were assumed to design the plates: 
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- Viscosity of air, µ  = 1.8 x 10-5 Pa s 
- Diameter of particle, x = 90 x 10-6 m 
- Axial velocity, au =20 m/s 
- At 10 kV voltage electric field between the plates assumed to be 10 mm apart is 
given by Eo = 10,000 V/ 10 x 10-3 m = 1 x 106 V m-1.  
 
Substituting the values in Equation A.3 and A.4 the terminal velocity tu was 
calculated to be 22.1 m/s. The collection time for which the particle must remain in 
plates in order to travel distance to get collected on it, t, is the ratio of distance 
between plates and the terminal velocity. The value of t was calculated to be 4.5 x 10-4 
s and based on this collection time the dimensions of each plate were assumed to be 
100 x 30 mm. The effective width was assumed to be 20 x 10-3 m, so the effective 
collection area tA was calculated to be 2 x 10
-3
 m
2
 and the volume of collection cell, V 
to be 30 x 10-6 m3. 
 
Turbulent mixing gives an exponential efficiency equation (Deutsch equation)            
)
Vu
LAu
exp(
a
tt−
−=η 1
                                                    (A.5) 
 
The values were substituted in Equation A.5 as below 
 )
e*
e*e*.
exp(
63020
310032135221
−
−−−
−=η  
                          
  which resulted in an  efficiency of 0.9994. 
 
 
 A-3 
Appendix A.2 Pulsed LASER Diode 
A.2.1 Warnings 
 
• This laser is a class 3B laser device, and the output, even when reflected off a 
shiny surface (glass, metal, glossy paint etc) can permanently damage eye 
sight. 
 
• Never look into the laser or it's specular reflections. 
 
• Never point the laser towards other people, or areas people may enter. Always 
ensure the laser beam is terminated at the end of it's useful path, by a solidly 
mounted barrier. 
 
• Laser safety glasses suitable for 670nm wavelength and of optical density 2 or 
greater are recommended to be worn when operating the laser in any situation 
where exposure to the beam may occur. 
 
• The electronic controls are not a failsafe method of preventing laser emission, 
so always treat the laser as on, unless the power supply is positively 
disconnected by removal of the supply cord. 
 
• The wavelength is 670nm (deep red), at which the human eye is not 
particularly sensitive. This means that the light output is much stronger than it 
may appear. If the light were green, it would appear more than ten times 
stronger. 
 
• Other operating procedures may be required, and the local standard should be 
consulted for guidance. AS/NZS  in New Zealand and Australia. IEC in 
Europe and ANSI in the US. 
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A.2.2 General Description 
 
A diode based laser light source capable of 300mW optical output. 
 
The laser diode is temperature stabilised to 25 degrees by a thermoelectric heat pump 
and closed loop control. This enables stabilization of the laser diode output when it is 
driven by a constant current source. 
 
A constant current drive circuit is built into the laser head, and laser output is initiated 
by a TTL signal on the control line. The rise and fall time is fast, allowing pulses of 
500 nS to be created. 
 
The laser diode controller controls various aspects of the laser operation such as 
power supply, temperature control and pulse timing. Connection between the 
controller and laser head is via an umbilical cable fitted with 9 pin plugs at each end. 
Alteration of this cable is not recommended as it contains multiple cores, some of 
which are coaxial. Increase in length of this cable may result in unpredictable 
performance, or failure of the temperature control system. 
 
A.2.3 In Use 
 
Ensure all cables are correctly installed before connecting power. 
 
It is recommended to disable laser power by switching the key switch to the 
horizontal position, before turning on power as this will prevent unanticipated laser 
emission. 
 
Switch on power, via either the wall switch or the switch on the back of the controller 
near the power inlet. 
 
The power light should come on, and the temperature good light may briefly 
illuminate and go off. If the laser diode is already at 25 degrees, the temperature good 
light will remain on; otherwise temperature will take 1 or 2 minutes to stabilise. When 
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the temperature has stabilised, the temperature good light will remain on, and after a 
few seconds an internal relay will switch on power to the laser power supply circuit. 
 
The laser key switch may now be switched on, and the laser power light will 
illuminate to indicate the laser circuit is energised. Depending on the front panel 
settings of the controller, and any trigger signals present, laser emission may now be 
present. 
 
There are two inputs provided on the front panel, a trigger input and an enable input. 
The trigger input will initiate a pulse sequence, as programmed by the switches on the 
front panel, on either a positive (rising edge) or a negative (falling edge) TTL 
transition, as set by the toggle switch. The enable input is pulled high internally by a 
resistor, pulling this low externally prevents trigger pulses from initiating a pulse 
sequence. 
 
The rotary switches on the front panel are used to program the pulse sequence timing. 
The first two switches control the interval between pulses, the third switch sets the 
number of pulses to be generated (this can be set for infinite, in which case the pulses 
will automatically start, and run continuously). The fourth switch controls the pulse 
duration. If the pulse duration is equal to or longer than the pulse interval, the laser 
will produce light continuously, with no pulses generated. 
 
When long pulse intervals are selected, the pulses may stop for a long period of time 
due to the internal counter operation being interrupted by the selection process. The 
counter may be reset by using the reset toggle switch on the front panel, and normal 
operation will then resume. 
 
The pulse output connector on the front panel allows the pulse sequence, as sent to the 
laser head, to be monitored.  
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Appendix A.3 Particle Size Distributions 
Figure A.1 shows the particle size distribution for a sample of glass bubbles and 
Figure A.2 shows the particle size distribution for acrylic spheres (MR-90 G) when 
passed through the X-100 laser analyser in a wet run using water. 
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Figure A.1: Particle size distribution of glass bubbles as measured in a wet run (using 
water) by the X-100 laser size analyser. 
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Figure A.2: Particle size distribution of acrylic spheres (MR-90G) as measured in a 
wet run (using water) by the X-100 laser size analyser. 
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Appendix A.4 Net Charge Measurements 
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Figure A.3: Experimental and predicted particle trajectories for a 120 µm acrylic 
particle with probe voltage -4kV with fitted net charge qnet = +5.1x10-13 C. 
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Figure A.4: Experimental and predicted particle trajectories at probe voltage -6 kV for 
a 28µm acrylic particle with fitted net charge qnet = 2.8x10-15 C, a 33 µm acrylic 
particle with fitted net charge qnet = -4.1x10-15 C and a 38 µm acrylic particle with 
fitted net charge qnet = -3.5x10-15 C. 
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Figure A.5: Experimental and predicted particle trajectories for a 76 µm glass particle 
with probe voltage -10kV with fitted net charge qnet = +6.5x10-14 C and a 68 µm glass 
particle with probe voltage -10kV with fitted net charge qnet = +2.5x10-13 C. 
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Figure A.6: Experimental and predicted particle trajectories for a 70 µm glass particle 
with probe voltage -6kV with fitted net charge qnet = +3x10-15 C and an 80 µm glass 
particle with probe voltage 6kV with fitted net charge qnet = -3.8x10-14 C. 
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Figure A.7: Experimental and predicted particle trajectories for an 82 µm glass 
particle with probe voltage -6 kV with fitted net charge qnet = +6.5x10-15 C and a 38 
µm glass particle with probe voltage -7 kV with fitted net charge qnet = +6.5x10-15 C. 
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Figure A.8: Experimental and predicted particle trajectories for a 50 µm milk particle 
with probe voltage +6 kV with fitted net charge qnet = +1.07x10-13 C and a 55 µm milk 
particle with probe voltage -4 kV with fitted net charge qnet = +2.02x10-14 C. 
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Figure A.9: Experimental and predicted particle trajectories for a 50 µm milk particle 
with probe voltage +6 kV with fitted net charge qnet = +8x10-14 C and a 22 µm milk 
particle with probe voltage -4 kV with fitted net charge qnet = +1.1x10-14 C. 
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Figure A.10: Experimental and predicted particle trajectories for a 45 µm milk 
particle with probe voltage -5 kV with fitted net charge qnet = +7x10-15 C and a 70 µm 
milk particle with probe voltage +5 kV with fitted net charge qnet = -1x10-14 C. 
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Figure A.11: Experimental and predicted particle trajectories for a 54 µm milk 
particle with probe voltage -5 kV with fitted net charge qnet = +1.7x10-14 C and a 32 
µm milk particle with probe voltage -6 kV with fitted net charge qnet = -3.1x10-14 C. 
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Figure A.12: Experimental and predicted particle trajectories for a 60 µm fertiliser 
particle with probe voltage +6 kV with fitted net charge qnet = +9.2x10-14 C and a 50 
µm fertiliser particle with probe voltage -6 kV with fitted net charge qnet = -2.8x10-14 
C. 
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Figure A.13: Experimental and predicted particle trajectories for a 45 µm fertiliser 
particle with probe voltage -6 kV with fitted net charge qnet = -5.7x10-14 C and a 30 
µm fertiliser particle with probe voltage -6 kV with fitted net charge qnet = +1x10-13 C. 
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Figure A.14: Experimental and predicted particle trajectories for a 26 µm fertiliser 
particle with probe voltage -6 kV with fitted net charge qnet = -1.3x10-14 C, a 60 µm 
fertiliser particle with probe voltage +6 kV with fitted net charge qnet = +1.5x10-13 C 
and a 20 µm fertiliser particle with probe voltage -6 kV with fitted net charge qnet = 
+5x10-16 C. 
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Appendix A.5 Net Charge and Dipole Measurements 
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Figure A.15: Experimental and model trajectories for an 86 µm glass particle at probe 
voltage -10 kV. For only net charge fitted the charge is qnet= -2.6x10-13 C and for both 
net charge and dipolar charge fitted the values are qnet= -2.7x10-13 C and qdip= 8x10-14 
C. 
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Figure A.16: Experimental and model trajectories for a 70 µm glass particle at probe 
voltage   -10 kV. For only net charge fitted the charge is qnet= -3.5x10-14 C and for 
both net charge and dipolar charge fitted the values are qnet= -5.4x10-14 C and qdip= 
8x10-14 C. 
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Figure A.17: Experimental and model trajectories for an 85 µm glass particle at probe 
voltage -7 kV. For only net charge fitted the charge is qnet= -2.4x10-15 C and for both 
net charge and dipolar charge fitted the values are qnet= -7.2x10-15 C and qdip= 2.8x10-
14
 C. 
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Figure A.18: Experimental and model trajectories for a 48 µm glass particle at probe 
voltage   -8 kV. For only net charge fitted the charge is qnet= +1.9x10-14 C and for both 
net charge and dipolar charge fitted the values are qnet= +4.3x10-15 C and qdip= 2x10-13 
C. 
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Appendix A.6 Obolensky Filter Results 
A.6.1 Average Charge on Glass Spheres passed through pre selector plates 
operating at 8kV 
 
Charge Module:       Aluminium 
Piston used:              Large 
Cylinder diameter, ID = 13.5 mm  
Time taken by piston to travel 1 cm = 10.5 s 
Volume travelled by piston in 10.5 s = 1.43 x 10-6 m3 
Volume travelled by piston in 1 s = 1.36 x 10-7 m3 
 
Run 1 
Time (s) 
 
Current (nA) 
0 2.7 
2 1.84 
4 -0.2 
6 -1.27 
8 -2.91 
10 -3.38 
12 -3.09 
4 -3.61 
16 -3.98 
18 -3.83 
20 -4.18 
22 -4.23 
24 -4.15 
26 -4.21 
28 -4.65 
30 -4.82 
32 -5.21 
34 -5.38 
36 -5.43 
38 -5.82 
40 -5.85 
42 -5.97 
44 -6.41 
46 -6.08 
48 -5.92 
 
 
Run 2 
Time (s) 
 
Current (nA) (± 
0.05) 
0 1.4 
2 1.08 
4 -1.37 
6 -3.62 
8 -3.76 
10 -4.18 
12 -4.51 
4 -4.67 
16 -4.75 
18 -5.03 
20 -5.04 
22 -5.37 
24 -5.91 
26 -5.63 
28 -6.15 
30 -6.08 
32 -6.29 
34 -6.05 
36 -6.12 
38 -6.80 
40 -6.70 
42 -6.44 
44 -6.09 
46 -6.81 
48 -6.68 
50 -6.41 
52 -6.03 
Apparent density of glass spheres = 150 kg/ m3 
Mass flow rate = 2 x 10-5 kg/s 
Mean diameter of particle = 40 micron 
Volume of a single particle = 3.4 x 10-14 m3 
Number of particles per kg = 2 x 1011 
Assuming an average current = -6nA 
Average charge = -3 x 10-4 C/kg 
Average charge on each particle = -1.5 x 10-15 C 
 
 
 
 A-16 
A.6.2 Average Charge on Acrylic Spheres (MR-90G) without Preselector Plates 
 
Charge Module:       Aluminium 
Piston used:             Large 
 
Cylinder diameter, ID = 13.5 mm  
Time taken by piston to travel 1 cm = 10.5 s 
Volume travelled by piston in 10.5 s = 1.43 x 10-6 m3 
Volume travelled by piston in 1 s = 1.36 x 10-7 m3 
 
Run 1 
Time (s) 
 
Current (nA) (± 
0.05) 
2 9.97 
4 10.38 
6 10.85 
8 9.76 
10 10.29 
12 9.37 
14 8.87 
16 7.82 
18 9.02 
20 8.65 
22 7.72 
24 8.46 
26 9.55 
28 8.35 
30 8.04 
32 9.41 
34 7.26 
36 7.00 
38 6.85 
40 7.35 
42 9.20 
44 9.65 
46 10.10 
48 9.22 
50 9.51 
52 9.07 
56 10.51 
58 8.65 
60 7.95 
62 10.19 
 
 
 
 
 
 
 
 
 
 
 
 
Run 2 
Time (s) 
 
Current (nA) (± 
0.05) 
4 8.80 
8 10.25 
12 9.80 
16 9.20 
20 8.40 
24 8.10 
28 8.90 
32 7.80 
36 7.10 
40 7.80 
44 8.00 
48 9.20 
52 9.50 
56 8.35 
60 8.04 
64 9.20 
68 8.56 
72 8.35 
76 8.65 
80 7.90 
84 8.55 
88 7.95 
 
Bulk density of acrylic spheres = 1190 
kg/ m3 
Mass flow rate = 1.62 x 10-4 kg/s 
Mean diameter of particle = 90 micron 
Volume of a single particle = 3.8 x 10-
13 
m
3
 
Number of particles per kg = 2.2 x 109 
Assuming an average current = 9 nA 
Average charge = 55.6 x 10-6 C/kg 
Average charge on each particle = 2.53 
x 10-14 C 
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A.6.3 Average Charge on Acrylic Spheres (MR-90G) passed through Preselector 
Plates operating at 8 kV 
 
Charge Module:       Aluminium 
Piston used:             Large 
Cylinder diameter, ID = 13.5 mm  
Time taken by piston to travel 1 cm = 10.5 s 
Volume travelled by piston in 10.5 s = 1.43 x 10-6 m3 
Volume travelled by piston in 1 s = 1.363 x 10-7 m3 
 
Run 1 
Time (s) 
 
Current (nA) (± 
0.05) 
2 8.11 
4 7.63 
6 7.86 
8 8.06 
10 8.10 
12 7.88 
14 8.03 
16 7.94 
18 8.01 
20 8.15 
22 7.82 
24 8.29 
26 8.03 
28 8.43 
30 4.85 
32 8.51 
34 7.95 
36 8.81 
38 7.89 
40 8.36 
42 8.55 
44 8.69 
46 8.90 
48 9.01 
50 9.07 
52 8.44 
56 7.96 
58 8.27 
60 8.02 
62 7.96 
 
 
 
 
 
Run 2 
Time (s) 
 
Current (nA) (± 
0.05) 
2 8.85 
4 8.35 
6 7.53 
8 8.76 
10 7.91 
12 8.60 
14 7.72 
16 9.00 
18 8.48 
20 7.91 
22 8.95 
24 9.01 
26 8.69 
28 8.88 
30 8.22 
32 8.35 
34 8.56 
36 8.22 
38 8.48 
40 7.85 
42 7.96 
44 8.30 
46 8.87 
48 8.60 
50 7.96 
52 7.71 
56 7.74 
58 8.12 
60 8.19 
62 7.88 
64 7.50 
66 7.01 
68 7.80 
70 8.15 
Bulk density of acrylic spheres = 1190 kg/ m3 
Mass flow rate = 1.62 x 10-4 kg/s 
Mean diameter of particle = 90 micron 
Volume of a single particle = 3.8 x 10-13 m3 
Number of particles per kg = 2.2 x 109 
Assuming an average current = 8.2 nA 
Average charge = 51 x 10-6 C/kg 
Average charge on each particle = 2.3 x 10-14 C. 
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Abstract 
Explanations of electrostatic behaviour of individual particulates have always invoked net 
electrostatic charge and neglected any fixed dipoles arising from nonuniform distribution of 
charge on their surface. Here for the first time, techniques are described to measure both net 
charge of each particle and its dipole moment by sampling, photography, and movement 
analysis of particles suspended in air. In this study, spherical dielectric particles were 
subjected to a non-uniform electric field (around a probe) and their trajectory was followed 
with a multi-flash high-speed video camera. These first results support the existence of fixed 
or “permanent” dipoles, on tribocharged particles 
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ABSTRACT 
 
This paper represents a method for charge measurement on individual spherical dielectric 
particles dispersed in air. The particles are subjected to a nonuniform electric field (around a 
probe tip) and their trajectories are followed with a multi-flash high-speed video camera. The 
nonuniform field in principle allows for measurement of monopoles, dipoles and higher 
moments. By solving the equation of particle motion under the influence of an electric field, 
the magnitude as well as the polarity of the particle charge can be obtained. The preliminary 
experimental tests were carried out on two samples of acrylic spheres with mean sizes of 20 
µm and 90 µm. Techniques are described for the sampling, photography and analysis to 
effectively provide distributions of net charge.  
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INTRODUCTION 
The presence of electric charge on particulates can be beneficial as well as hazardous. It has 
useful applications in the control of dust by electric precipitators, deposition of inhaled drug 
powders in lungs, electrostatic coating, spraying, and xerography, for example. It can also be 
undesirable as it causes electrical bridging of conductors in electronics, aggregation and 
clogging in particulate transport systems and may even leads to dust explosions etc. 
 
The measurement of charge on a particle is necessary to understand its properties and to 
control its behavior; Brown (1997) reviewed methods of measurement of charge on particles 
and divided them into static and dynamic methods. Static methods involve direct 
measurement of absolute charge and dynamic methods infer charge from measuring electrical 
mobility. In static methods, charge is generally measured by its transfer to a capacitor and 
observing the voltage developed. The collection electrode may be a wire (Krupa and 
Jaworek, 1989) or coarse conducting grids on which particles leave charge by impact. Apart 
from giving up its charge the particle can also be collected in a Faraday cage in which an 
equal charge is induced (Penney and Lynch, 1957). The static methods of charge 
measurement have a drawback that only the mean charge of many particles is measured and 
generally only charges much higher than that of a single electron can be detected.  
Measurement of net charge by dynamic methods measures the response of a particle in an 
electric field and has more flexibility (Brown, 1997). Millikan (1950) in his attempt to 
measure the charge of an electron used a one-dimensional equation of motion of the particle 
in an electric field with gravity opposing the motion. This method has been used by different 
researchers by making various modifications for essentially measuring the charge of single 
particles. Rather than a single particle study, devices known as mobility analyzers have also 
been developed in order to provide data about a population of particles, generating diameter 
and charge distributions. A number of such devices were reviewed by Knutson et al (1975). 
Most of these devices have been designed for submicron particle sizes with flow along 
collection electrodes. An increase in particle size will lead to very long collection electrodes 
as the electromobility of particle will be smaller. Coury et al. (1991) in an improved design 
overcame this limitation and used shorter electrodes - the gases after passing between the two 
parallel plates enter a battery of parallel collecting plates where they deposit according to 
their electromobility. The charge distribution of gas-borne particles up to 15 microns in 
diameter was measured. In both static and dynamic methods the problems include (a) 
confining the particles to be analyzed to the narrow focal plane of the system and (b) very 
long sampling times that involve tedious post-processing analysis.  
 
This paper describes method ultimately aimed at measuring charge distributions  over the 
surface of particles, described by firstly net charge and then dipole . The monopole charge and 
higher moments can be evaluated for each sampled particle from its motion in air through a 
non-uniform electric field. Measurements were enabled by high-speed video and 
synchronized illumination and image analysis techniques. Particle trajectories can be readily 
viewed in the focal plane with the help of a laser sheet. This paper describes the use of the 
method to measure monopole charge 
 
EXPERIMENTAL RATIONALE 
A simple wire probe was chosen to generate a non-uniform field. The purpose of using a non-
uniform field was to make the measurement method more generalised. Such a field allows for 
the measurement of both monopole and dipole moments as dipoles tend to orient and move 
towards higher field regions which were close to probe in this case. High voltages were used 
to let the particles respond during their traverse over the small field of view. The voltage was 
reversed in polarity frequently during a run, to allow a symmetrical treatment of both positive 
and negative particles while flows and velocities remain constant (treating positive and 
negative particles equally and reducing possible distribution bias). This also provided 
additional checks on the trajectory analysis when a polarity switch occurred during a 
trajectory. One expects that the charge parameters of a particle will remain constant before 
and after such switches. There was no evidence of corona discharge close to the probe in 
optical observation which may also be due to polarity changing rapidly giving insufficient 
time for corona to develop. 
 
EXPERIMENTAL SETUP 
In our initial experiments a dilute flow (5x10-4 volume fraction) of spherical dielectric 
particles was continuously supplied by an air jet from a brush feeder.  This suspension 
emerged from a small tube into a much larger tube along its axis and flowed around the probe 
(which pointed upstream). Close to the probe, video images were taken of particle 
trajectories. Multiple images were possible through the use of multiple laser flashes for each 
video frame, leading to a sequence of particle positions along the trajectory within each 
frame.  
The photograph of the experimental arrangement is shown in Fig. 1. The experimental 
apparatus consisted of a Sampler head, Laser unit, High speed camera, High voltage AC 
power supply, and a Brush feeder. 
 
 
 
 
Sampler unit 
The sampler unit was built around a cylindrical stainless steel tube of 100 mm ID and 500 
mm length, aligned horizontally. This tube acted both as the outer electrode and the channel 
for the particle/air suspension flow. The particles were blown off a nylon brush through a 
brass tube 10 mm ID and 25 mm length, leading into a polyacetal tube of 3 mm ID and 90 
mm length. The polyacetal tube tip was 220 mm upstream of the probe. The probe was a fine 
tungsten wire of 500 µm diameter with a hemispherical tip and was mounted midway along 
the tube on its centreline. The wire was attached to a high-voltage supply. Application of high 
voltage to this probe provided a nearly spherical field around and in front of the tip of the 
probe.  
 
Laser unit and high voltage supply for probe 
The red laser (Roithner Lasertechnik, Austria, RLT67300T, 670nm) was rated at 300 mW of 
continuous optical output, and was pulsed at 200 mW power level. After enlarging the 
cylindrical beam with a diverging-converging lens arrangement, it was expanded into a 
rectangular sheet of 10 x 0.8 mm cross-section. The laser driver controlled pulse duration and 
pulse period and the number of flashes per frame (up to 33). The laser head was mounted on 
the sampler tube with the sheet in line with the tip of the probe to illuminate particles close to 
the probe in a plane perpendicular to the axis of the video camera. The camera triggered the 
laser at the start of capture. The high voltage supply abruptly changed the polarity of the 
probe voltage after a set number of video frames and its square wave form had a maximum of 
40 kV peak to peak. In order to indicate which polarity existed during the exposure of a video 
frame, the supply waveform was sent to the laser driver, which halved the frequency of 
pulsing when the output voltage was positive.  
 
High speed camera 
The CMOS high speed camera (Canadian Photonics Lab MS50K) was operated at 500 
frames / s with a resolution of 1200 x 1020 pixels. A field of view of 6.5 mm by 5.5 mm 
could be imaged through the 55 mm lens on a 230 mm extension tube. Depth of field was 
0.85 mm. The camera imaged through a flat glass window on the side of the tube. 
 
 
       
Figure1: Photograph of the sampling head, including the mounted camera, laser and electrical 
connections. 
 
THEORETICAL MODEL 
The rate of change of particle velocity was calculated through particle momentum 
conservation as in eqn. 1, using drag force, Fd, and electrical force, Fel, as the dominant forces 
acting, 
eld
p FF
dt
Ud
m +=
             (1) 
where m is the mass of the particle. This vector equation was used in two directions in the 
plane of the light sheet; both axially (z direction) and radially (r direction) neglecting 
gravitational force. The Fd direction opposed Urel and the magnitude obtained via the drag 
coefficient correlation proposed by Abraham (1970). This drag force was resolved in the z 
and r directions and components inserted in the corresponding z and r momentum equations. 
It was assumed that these values fluctuated somewhat between trajectories because the flow 
had the turbulence of the nozzle jet. For each trajectory, the initial velocity (magnitude and 
direction) of the particle while entering the field of view was assumed to be that of the gas 
during the whole trajectory. The flow field around the hemispherical tip was taken as that 
approaching a sphere, using Stokes’ equations (Bird et al. 1962).  
All electrical forces were taken to be along the radius rsph from the particle centre to the probe 
tip centre. The electrostatic force was taken as the sum of the monopole, induced dipole and 
the image forces. 
imageindmonoel FFFF ++=                                             (2) 
All of these acts along the probe centre-to-particle centre direction, and are a function of their 
separation rsph. Thus 
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 where a  is probe tip radius, b is tube radius, V is probe voltage, Rp is particle radius, U is the 
permittivity multiplication factor and oe  is free space permittivity. 
This suggested a sequential method of fitting parameter values for the trajectory. The first 
few particle positions on the frame were used to calculate the radial and axial velocities of the 
particle, and assumed to be those of the gas, giving the velocity and angle of gas approach to 
the probe. The monopole charge on the particle was varied to fit the model to points closer to 
the tip of the probe. Image forces were calculated by using the fitted monopole charge with 
minimum separation distance equal to the radius of the particle. 
 
RESULTS AND DISCUSSION 
The particles used as samples for running the experiments were acrylic particles from Esprix 
technologies (MR-90G and MR-20G). These are white particles with a specific gravity of 
1.19 and refraction index of 1.49, with mean diameter 90µm and 20µm. The scale of the 
image was measured by photographing a high-precision scale positioned in the plane of the 
light sheet. Individual frames were examined later on the computer, and if necessary particle 
positions from several consecutive frames were linked together in one analysis. Probe voltage 
was reversed every 6 frames. 
 
Owing to the transparency of the acrylic spheres, their images depended on being able to 
record side scattered light from the laser sheet. Thus, only the tops and bottoms of particles 
were visible in the form of small light patches. The centre of a particle was taken to be the 
midpoint between the farthest pixels of each pair of light patches. The parameters used in 
numerical calculations were tip radius a  = 2.5x10-4 m, tube inner radius b  = 0.05 m, apparent 
density of the glass bubbles ?p = 1180 kg / m3, permittivity of free space eo = 8.85 x 10-12 F / 
m, multiplication factor for the glass bubbles U = 0.289, viscosity of air µ  = 1.8 x 10-5 Pa s. 
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Figure 3: Experimental and predicted particle trajectories for a 70µm particle with probe 
voltage -6 kV with fitted net charge qnet = -5.5 x 10-14 C and a 120 µm particle with probe 
voltage -10 kV with fitted net charge qnet = -4.42 x 10-13 C. 
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Figure 4: Experimental and predicted particle trajectories at probe voltage -6 kV for a 33µm 
particle with fitted net charge qnet = -4.1 x 10-15 C and a 38 µm particle with fitted net charge  
qnet = -3.5 x 10-15 C  
Fig 3-5 show the trajectories for some individual particles analysed for charge measurements. 
Error bars are for 1 pixel image error in both directions. Fitting errors were determined by 
adjustment net charge so that the modelled trajectories just remained within the experimental 
error bars.  
Figure 3 shows modelled and observed trajectories of a 70 µm particle which has been 
repelled away for negative probe voltage. The particle’s net charge comes out to be -5.5 x 10-
14 C with an error of ± 0.4 x 10-14 C .The120 µm particle in the same figure decelerates at 
negative probe voltage and its charge is measured to be -4.42 x 10-13 C with an error of ± 0.8 
x 10-13 C. 
 
Figure 4 shows modelled and observed trajectories for smaller particle sizes of 33 µm and 38 
µm for which the particle’s net charge comes out to be -4.1 x 10-15 C and -3.5 x 10-15 C 
respectively with an error of ± 0.1 x 10-15 C and ± 0.3 x10-15 C. Figure 5 shows a 28µm 
particle with a net positive charge of 2.8 x 10-15 C. 
 
It was observed that some trajectories could not be fitted with monopole charge alone and 
some other force with different dependence on probe to particle separation was needed to 
explain the path followed by the particle. For such cases an addition of dipole force due to 
presence of permanent dipoles on particle surface could well fit the experimental points. This 
study has been reported elsewhere and further work is ongoing.  
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Figure 5: Experimental and predicted particle trajectories for a 28µm particle with probe 
voltage -6 kV with fitted net charge qnet = 2.8 x 10-15 C. 
 
CONCLUSIONS 
A technique for measurement of charge on micron sized particles has been developed. Net 
charge on individual particles has been successfully measured using a laser sheet and 
photographic analysis. The technique can potentially also measure dipole strength as well as 
net charge, and so can reveal the tribocharging history of a particle from two or more 
collisions.  At this stage the work is time consuming and automation of the procedure is 
recommended in future work. 
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