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a b s t r a c t
For nonparametric regression model with fixed design, it is well known that obtaining a
correct bandwidth is difficult when errors are correlated. Various methods of bandwidth
selection have been proposed, but their successful implementation critically depends
on a tuning procedure which requires accurate information about error correlation.
Unfortunately, such information is usually hard to obtain since errors are not observable.
In this article a new bandwidth selector based on the use of a bimodal kernel is proposed
and investigated. It is shown that the new bandwidth selector is quite useful for the tuning
procedures of various other methods. Furthermore, the proposed bandwidth selector itself
proves to be quite effective when the errors are severely correlated.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Suppose we wish to recover the regression function from the nonparametric regression model
Yi = m(xi)+ i (i = 1, . . . , n), (1)
where m is a smooth function defined on [0,1], xi = i/n and {i} is a zero-mean, covariance-stationary process. In this
model, the design points become closer among themselves as the sample size increases, but the error process remains the
same. This type of model is also useful in spatial statistics. See [1,2]. When a nonparametric method is used to recover m,
it is well known that correlated errors trouble bandwidth selection severely. In other words, bandwidth selectors designed
for independent errors, such as those based on a cross-validation idea, will suffer from significant bias. For instance, if the
errors are positively (negatively) correlated, then a cross validation will produce a small (large) bandwidth which results in
a rough (oversmooth) estimate ofm. See [3–5] for a detailed discussion of this. Remedies for fixing the significant bias have
been proposed and investigated, which include [6–9,1,10]. They are modified cross validations (MCV), plug-in techniques,
difference based methods and adaptive version of generalized cross validation (GCV). The successful implementation of
these methods requires prior knowledge of the unknown error correlation, however. For example, the method of Chu and
Marron [7] needs choosing the number of data points to be deleted according to the amount of error correlation, while those
of Hall and vanKeilegom [9], Francisco-Fernándes et al. [1] and Francisco-Fernándes andOpsomer [10] require validity check
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for their AR error assumption or proper estimate of the correlation structure. Problems with these methods are that such
prior information is usually hard to obtain since errors are not observable.
In this article we propose a new bandwidth selector based on the use of a bimodal kernel which not only facilitates the
tuning procedures of other methods greatly, but also works pretty well when errors are severely correlated. In Sections 2
and 3 we introduce the bandwidth selector and investigate its theoretical properties. Section 4 discusses strengths and
weaknesses of the selector. In particular we discuss how the selector can be utilized for implementing the tuning procedures
of othermethods. Section 5 is devoted to presenting the results of a simulation study that justify our theoretical discussions.
Proof is deferred to Section 6 for the ease of reading.
2. The bandwidth selector based on bimodal kernels
For estimatingm, consider a kernel estimator defined by
mˆ(x) = n−1h−1
n∑
i=1
K
(
x− xi
h
)
Yi. (2)
Here h is called the bandwidth and K is a kernel function having specified properties. Throughout the article we assume that
K satisfies (A2) given in the next section. To define an optimal h, the average square error and its mean are often considered:
dA(h) = n−1
n∑
i=1
[mˆ(xi)−m(xi)]2w(xi),
dM(h) = n−1
n∑
i=1
E[mˆ(xi)−m(xi)]2w(xi),
where w(x) ≥ 0 is a weight function. Then an optimal h is defined as either hM , the minimizer of dM , or hA, the minimizer
of dA.
Most bandwidth selectors are based on minimization of the residual sum of squares given by
p(h) = n−1
n∑
i=1
[Yi − mˆ(xi)]2w(xi) = σˆ 2 + δ(h)+ dA(h) (3)
where σˆ 2 = n−1∑ni=1 2i w(xi) and
δ(h) = 2n−1
n∑
i=1
[mˆ(xi)−m(xi)][m(xi)− Yi]w(xi).
Let θ(h) = Eδ(h). For simplicity of discussion, assume for the moment thatw(·) ≡ 1. By taking expectations it can be seen
that
E(p(h)) = E(dA(h))+ γ0 + θ(h)
= E(dA(h))+ γ0 − 2nh
[
K(0)γ0 + 2
n−1∑
j=1
(
n− j
n
)
K
(
j
nh
)
γj
]
= E(dA(h))+ γ0 − 2K(0)nh
(
γ0 + 2
∞∑
j=1
γj
)
+ o(n−1h−1), (4)
where γj = E(0j) for j ≥ 0. At (4) we have used (A2) and the condition γj ∼ j−a for some a > 1 to obtain
4
nh
n−1∑
j=1
(
n− j
n
)
K
(
j
nh
)
γj = 4K(0)nh
∞∑
j=1
γj + o(n−1h−1).
Now it is easy to see that hˆp/hA and hˆp/hM do not converge to 1 unless θ(h) = o(n−1h−1 + h4), where hˆp is the minimizer
of p(h). In fact, the modified cross validation (MCV) by Chu and Marron [7] is equivalent to
hˆmcv = argmin
h∈Hn
pmcv(h) (5)
where pmcv(h) is p(h) equipped with a ‘‘discontinuous’’ bimodal kernel given by
Kmcv(x) =
{
0 if − l/n ≤ x ≤ l/n
K(x) otherwise,
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for some l n. For this bandwidth selector,
θ(h) = −4K(0)
nh
∞∑
j=l+1
γj + o(n−1h−1), (6)
and thus selection of l is crucial for its successful implementation.
In this article we propose a bandwidth selector defined by
hˆb = argmin
h∈Hn
pb(h), (7)
where pb(h) is p(h) equippedwith a kernel satisfying K(0) = 0. It is automatic in the sense that it removes θ(h) successfully
without requiring any prior information on error correlation because K(0) = 0 gives
E(pb(h)) = γ0 + E(dA(h))+ o(n−1h−1). (8)
Note that this automatic property plays a key role when hˆb is used to implement the tuning procedures for other bandwidth
selection methods, as discussed in Section 4. In addition note that if K is a symmetric probability density function, then
K(0) = 0 implies that K is not unimodal. In this case, a bimodal kernel is natural and desirable in practical applications as
it gives more weights to observations near the point x of interest (but not to those that are too close to x) than to those that
are far from x. We will come back to this issue later in the next section.
3. Theoretical results
For our main theoretical results we assume the following.
(A1) The mean function m supported on the interval [0, 1] has a uniformly continuous and square integrable second
derivativem′′(x) on the interval (0, 1).
(A2) K is a square integrable symmetric probability density function with support contained in the interval [−1, 1]. Also K
has a Lipschitz continuous second derivative and has an absolutely integrable Fourier transform.
(A3) The weight functionw is bounded, Lipschitz continuous and supported on an interval in [0,1].
(A4) It is assumed that errors are a geometrically strong mixing sequence with mean zero and E|i|r <∞ for all r ≥ 1.
(A5) The h is searched on the interval Hn = [αn−ε1 , βn−ε2 ] for 0 < ε2 < ε1 < 1 and positive constants α and β .
Under the above assumptions, it is shown that dM(h) = EdA(h) can be asymptotically expressed as
dM(h) = V (nh)−1 + Bh4 + o((nh)−1 + h4) (9)
where
V =
( ∞∑
k=−∞
γk
)∫
K 2
∫
w,
B = 1
4
(∫
u2K
)2 ∫
(m′′)2w.
In the expansion (9), V (nh)−1 and Bh4 represent the variance and the squared bias of mˆ, respectively. A consequence of (9)
is that an optimal bandwidth hM that minimizes dM(h) can be asymptotically expressed as
hM = C0n−1/5(1+ o(1)), (10)
where
C0 =
[
V
4B
]1/5
=
[( ∞∑
k=−∞
γk
)∫
K 2
∫
w
(∫
u2K
)−2 (∫
(m′′)2w
)−1]1/5
.
From the formula for the optimal bandwidth hM at (10), the minimal asymptotic mean average squared error is given by
min
h>0
(Vn−1h−1 + Bh4) = n−4/5
(∫ u2K)2 (∫ (m′′)2w)(∫ K 2 ∫ w)4 ( ∞∑
k=−∞
γk
)41/5 .
The minimal value is invariant under scale change of K , that is, σ−1K(σ−1) for all σ > 0 give the same minimal value.
Thus, an optimal kernel K may be found by minimizing
∫
K 2 within the class where
∫
u2K = 1. Recall that our proposal
for the bandwidth selection requires K(0) = 0 for the kernel that is used to construct mˆ. If we do not have the restriction
that K(0) = 0, but only ask ∫ K = 1 and K ≥ 0, then an optimal K is the well-known Epanechnikov kernel given by
KEpa(x) = (3/4)(1 − x2)I[−1,1](x), which has a single mode at 0. If we add the condition K(0) = 0, then an optimal kernel
would be
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K ∗Epa(x) =
{
KEpa(x) if x 6= 0
0 if x = 0.
Certainly, this kernel does not satisfy the condition (A2) since it is not differentiable at x = 0. In fact, an optimal kernel
does not exist in the class of kernels that satisfy (A2) and K(0) = 0. To see this, note that there exists a sequence of kernels
{KEpa(·; δ)} indexed by δ > 0 satisfying (A2) such that KEpa(·; δ) converges to K ∗Epa and the value of
∫
KEpa(x; δ)2 decreases
to
∫
K ∗2Epa as δ tends to zero.
From the discussion in the previous paragraph, one might be interested in a class of kernels with additional smoothness
constraints, other than those in the condition (A2) and the requirement K(0) = 0, within which an optimal kernel may
exist. For example, one may put an upper limit to the Lipschitz constant in (A2). Given the fact that KEpa continues to be the
optimal kernel in the restricted class of kernels without the requirement K(0) = 0 (in case where an upper bound of the
Lipschitz constant is suitably chosen), we believe that smooth bimodal kernels that have a gentle trough around x = 0, such
as the one we used in our simulation study, would give smaller values of
∫
K 2 within the class. Although we think choosing
an optimal kernel within a suitable class of kernels is an important question to explore, we do not want to pursue the issue
further in this paper but leave it as a problem for future work.
We are now ready to establish the CLT for hˆb.
Theorem 1. Assume (A1)–(A5). Assume further that K(0) = 0, B > 0 and V > 0. Then, it follows that
n1/10(hˆb/hM − 1) d−→ N(0, σ 2b ), (11)
where
σ 2b =
(
8
25
)[ ∞∑
k=−∞
γk
]1/5 ∫
(K ∗ (K − L)− (K − L))2 ∫ w2[(∫
K 2
)9 (∫
w
)9 (∫ u2K)2 (∫ (m′′)2w)]1/5 ,
L(u) = −uK ′(u), ∗means convolution and K ′ denotes the first derivative of K .
Theorem 1 tells that the asymptotic variance σ 2b of the bandwidth selector hˆb is also invariant under scale change of K . It
also verifies that the automatic selector hˆb converges to hM at the same speed as that for the iid errors given in [11]. For the
modified cross validation with a unimodal K , Chu and Marron [7] proved
n1/10(hˆmcv/hM − Cmcv/C0) d−→ N(0, σ 2mcv) (12)
where
Cmcv =
[
Vmcv
4B
]1/5
, σ 2mcv =
[
Cmcv
C0
]−7
σ 2b ,
Vmcv =
( ∞∑
k=−∞
γk
∫
K 2 − 4K(0)
∞∑
k=l+1
γk
)∫
w.
The result (12) addresses thatCmcv/C0might be close to 1 only if l is very large. Indeed it becomes equivalent to our Theorem1
when l is chosen so that
∑∞
j=l+1 γj = o(1) as n → ∞. In addition, a technical progress made in this article is noteworthy.
Chu andMarron [7] obtained (12) by assuming the causal ARMA error processes. Our results extend it to more general error
processes in (A4), which gives more practicality than MCV.
We close this section by elucidating another interesting feature of hM at (10).
Proposition 1. Let ei = Yi − mˆ(xi). Under the conditions of Theorem 1 withw = 1,
argmin
h∈Hn
1
n− k
n−k∑
i=1
E(eiei+k) = hM + o(n−1/5).
Proposition 1 holds because
1
n− k
n−k∑
i=1
E(eiei+k) = γk + Bh4 + (nh)−1
(∫
K 2 − 2K(0)
)(
γ0 + 2
∞∑
j=1
γj
)
+ o(h4 + n−1h−1), (13)
see the proof of Theorem 1 of Kim et al. [12] or that of Theorem 1 of Park et al. [13]. Indeed if one uses a kernel with K(0) = 0,
then
1
n− k
n−k∑
i=1
E(eiei+k) = γk + V (nh)−1 + Bh4 + o(n−1h−1 + h4), (14)
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where B and V are the same as those at (9) but withw ≡ 1. Since γk is free of hwe have
argmin
h∈Hn
1
n− k
n−k∑
i=1
E(eiei+k) = C0n−1/5 + o(n−1/5) = hM + o(n−1/5).
4. Discussions
Major strength of hˆb is that it is quite useful for implementing the tuning procedures of other methods. This follows from
Theorem 1 and Proposition 1. Indeed Proposition 1 implies that hM , the optimal choice for estimating m, also serves as an
optimal choice for finding γk via γˆk = 1n−k
∑n−k
i=1 eiei+k if a kernel with K(0) = 0 is used, see [13] for a detailed account of
this property. This in turn implies that hˆb estimating hM successfully (Theorem 1) also provides a good selection of h for γˆk
or for recovering the unknown correlated error structure. These facts together with the automatic property of hˆb make hˆb a
desirable tool in implementing the tuning procedures for other bandwidth selectors as discussed below.
Selection of optimal l for MCV. First choose hˆb as a pilot bandwidth selector. With a bimodal kernel K0 and hˆb, calculate
mˆb(x) = n−1hˆ−1b
n∑
i=1
K0
(
x− xi
hˆb
)
Yi. (15)
Then from (15) obtain the residuals
eb,i = Yi − mˆb(xi) for i = 1, . . . , n (16)
and choose l to be the smallest k ≥ 1 such that
|rb,k| =
∣∣∣∣∣∣∣∣∣
n−k∑
i=1
eb,ieb,k+i
n∑
i=1
e2b,i
∣∣∣∣∣∣∣∣∣ ≤ 2/
√
n. (17)
Once l is selected, one can find hˆmcv given by (5) (say, hˆ
(1)
mcv) and hence the final estimate ofm is given by
mˆf (x) = 1
nhˆ(1)mcv
n∑
i=1
K1
(
x− xi
hˆ(1)mcv
)
Yi (18)
where K1 is unimodal.
Time series cross validation by Hart [3]. Assuming AR(p)model for the errors, i.e., t =∑pj=1 φjt−j + Zt where Zt is iid error
with finite variance σ 2 and zero mean, this method requires proper estimation of φj and p for its implementation, which
can be done with {eb,i : i = 1, . . . , n} in (16).
Plug-in bandwidth selector by Francisco-Fernández et al. [1]. Assuming AR(1) model for the errors, it is necessary to estimate
the quantities such as
∫
m′′(x)2f (x)dx and γ1. These may be estimated via n−1
∑n
i=1 mˆ
′′
b(xi)
2 and rb,1 in (17).
Modified GCV bandwidth selector by Francisco-Fernández and Opsomer [10]. For implementation of this method one needs to
find a parametric form for the correlation function of errors. This might be done via investigation of {eb,i : i = 1, . . . , n}.
Difference based bandwidth selector by Hermann et al. [8]. For implementation of this method one needs to select the tuning
parameter k in Sˆk =∑kν=−k γˆν which could be selected by the rule given at (17).
Block bootstrap bandwidth selector by Hall et al. [14]. For implementation of this method one needs to have a pilot estimate
ofm for calculating the centered residuals which may be done by using mˆb.
Observe that the rule (17) is based on the fact that rb,k is asymptotically normally distributed under the iid error
assumption. In fact, one may check that with hM recovering the errors correctly
(n− k)−1
n−k∑
i=1
eiek+i = (n− k)−1
n−k∑
i=1
ik+i + Op(n−4/5)
for all k ≥ 0, see (14). Using
n1/2ρk = n1/2
n−k∑
i=1
ik+i
n∑
i=1
2i
d−→ N(0, 1)
under the centered iid error assumption (see, e.g., [15, p.51]), we may justify (17), where we used 95% confidence interval
for ρk.
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Another strength of hˆb is that hˆb may handle the severely correlated errors more efficiently than other bandwidth
selectors. Assuming γj = cj−a for a positive constant c and a > 3 we have
E(p(h)) = E(dA(h))+ γ0 − 2K(0)nh
(
γ0 + 2
∞∑
j=1
γj
)
− 4K
′(0)
(nh)2
∞∑
j=1
jγj + o(n−2h−2). (19)
Thus, for instance, hˆb with a kernel satisfying K(0) = 0 yields
E(pb(h)) = E(dA(h))+ γ0 + O(n−2h−2)
while hˆmcv with a unimodal kernel satisfying K(0) > 0 yields
E(pmcv(h)) = E(dA(h))+ γ0 − 4K(0)nh
∞∑
j=l+1
γj + o(n−1h−1).
This explains that removing θ(h) can be done more efficiently by a bimodal K with hˆb than hˆmcv . In addition note that such
effect is more noticeable when the errors become severely correlated with a small a since
∑∞
j=l+1 γj ∼ l−a+1 in this case.
This will be confirmed by simulation in Section 5.
One possible drawback of hˆb comes when it is applied to mˆb. Indeed, mˆb as an estimate ofm suffers from increased mean
squared error due to the use of a bimodal kernel for estimatingm. In fact, it is verified that by (9) and (10)
dM(hM) = E(dA(hM)) = cn−4/5G2/5K + o(n−4/5),
where c depends neither on h nor on K and
GK =
(∫
K(u)2du
)2 ∫
u2K(u)du.
Using the Epanechnikov kernel gives GKEP = 0.072. But if a bimodal kernel is used, for instance, the one used in our
simulation study (see Section 5), GKBI = 0.374. To reduce or control the additional mean squared error, one may choose a
bimodal K whichmakes the value of the first order expansion of dM(hM) as small as possible. As we pointed out in Section 3,
an optimal kernel which minimizes dM(hM) does not exist in the class of smooth bimodal kernels. If one reduces the class
of kernels to a space of polynomials with a certain degree, then it might be possible to find an optimal one in that class.
5. Simulations
In order to illustrate the validity of our theoretical discussions about hˆb, a simulation studywas conducted. For a unimodal
K let
hˆGCV = argmin
h∈Hn
p(h)
[
1− n−1h−1K(0)]−2
which is known as the generalized cross validation (GCV) (see, e.g., [11]). Observe that Fernandez and Opsomer [10] modify
this GCV to account for correlation but we use the unadjusted version of GCV here. Next, define hˆ(2)mcv as the MCV bandwidth
which employs hˆGCV in place of hˆb through (15)–(18) for selection of l and hence hˆ
(2)
mcv is tuned by hˆGCV based on a unimodal K
while hˆ(1)mcv is tuned by hˆb based on a bimodal K . The selector hˆ
(2)
mcv is considered as a competitor to hˆ
(1)
mcv since implementation
of hˆ(2)mcv does not require any prior information on the errors. An overall comparison is made among hˆb, hˆGCV , hˆ
(1)
mcv and hˆ
(2)
mcv .
Recall that hˆGCV , hˆ
(1)
mcv and hˆ
(2)
mcv use a unimodal kernel whilst hˆb uses a bimodal kernel for estimating the unknown function
m.
We describe the simulated regression settings. The sample size was n = 400 and the regression function was
m(x) = 300x3(1 − x)3 for 0 ≤ x ≤ 1. The regression errors were an AR(1) process j = φj−1 +
√
1− φ2Zj
where Zj’s were pseudo-iid normal random variables N(0, 1) and 1 was N(0, 1). The AR(1) parameters were φ =
−0.95,−0.9,−0.8, . . . , 0, . . . , 0.8, 0.9, 0.95. Here φ = −0.95 and 0.95 were added to check the efficiency of hˆb for the
severely correlated errors. The kernel functions used were K(x) = 630(4x2− 1)2x4I(−1/2 ≤ x ≤ 1/2) as a bimodal kernel,
and K(x) = (15/16)(1− x2)2I(−1 ≤ x ≤ 1) as a unimodal kernel. For each simulation setting hˆb, hˆ(1)mcv , hˆ(2)mcv and hˆGCV were
searched on the grids hj = 0.005j for j = 1, . . . , 200 on [0,1]. Since hˆb tends to suffer from no smoothing point (i.e., pb(h)
tends to have a trivial minimum at point close to zero), the largest local minimumwas searched starting from the right end
of [0,1]. For each φ, 500 replications of sample size n = 400 were made to report their averaged bandwidth and averaged
dA(h) for hˆb, hˆ
(1)
mcv , hˆ
(2)
mcv and hˆGCV . The results are summarized in Table 1.
When one focuses on dA(h) columns representing the averaged dA’s, one may notice the following. First, hˆ
(1)
mcv performs
better than hˆ(2)mcv in most cases of φ > −0.7. Such result strongly suggests that hˆ(1)mcv tends to choose l better than hˆ(2)mcv in
most cases and confirms usefulness of hˆb in implementing the tuning procedures for other bandwidth selectors. Second, for
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Table 1
Averaged bandwidth and averaged ASE(h) for hˆb, hˆGCV , hˆ
(1)
mcv and hˆ
(2)
mcv .
φ hˆb dA(hˆb) hˆGCV dA(hˆGCV ) hˆ
(1)
mcv dA(hˆ
(1)
mcv) hˆ
(2)
mcv dA(hˆ
(2)
mcv)
−0.95 0.1059 0.00329 0.1342 0.00973 0.1862 1.3222 0.1918 1.2833
−0.9 0.1014 0.00431 0.1335 0.01000 0.0966 0.2426 0.1052 0.2201
−0.8 0.1092 0.00722 0.1330 0.01061 0.0783 0.07812 0.0866 0.06917
−0.7 0.1194 0.01046 0.1321 0.01144 0.0779 0.01517 0.0788 0.01473
−0.6 0.1291 0.01363 0.1306 0.01199 0.0850 0.01301 0.0811 0.01360
−0.5 0.1336 0.01664 0.1289 0.01266 0.0912 0.01254 0.0856 0.01368
−0.4 0.1414 0.02098 0.1266 0.01408 0.0952 0.01463 0.0878 0.01646
−0.3 0.1486 0.02533 0.1243 0.01561 0.0934 0.01698 0.0861 0.01935
−0.2 0.1570 0.03077 0.1213 0.01799 0.0970 0.01959 0.0917 0.02082
−0.1 0.1637 0.03591 0.1153 0.02032 0.1104 0.02064 0.1024 0.02215
0.0 0.1693 0.04122 0.1069 0.02413 0.1081 0.02391 0.1059 0.02451
0.1 0.1759 0.04771 0.0880 0.04126 0.1094 0.02939 0.0924 0.03763
0.2 0.1817 0.05677 0.0517 0.1256 0.1128 0.03583 0.0854 0.06273
0.3 0.1945 0.06980 0.0124 0.3373 0.1190 0.04497 0.0993 0.06528
0.4 0.1969 0.08043 0.00705 0.4904 0.1240 0.05341 0.0948 0.07972
0.5 0.2060 0.09596 0.00558 0.6064 0.1323 0.06995 0.0551 0.2190
0.6 0.2169 0.1251 0.00509 0.6788 0.1397 0.09492 0.0220 0.4024
0.7 0.2309 0.1603 0.00502 0.7456 0.1480 0.1345 0.0141 0.5254
0.8 0.2437 0.2437 0.00500 0.8293 0.1502 0.2319 0.0109 0.6474
0.9 0.1975 0.4661 0.00500 0.8995 0.1111 0.5022 0.0102 0.7852
0.95 0.1350 0.7042 0.00500 0.9378 0.06554 0.7587 0.0103 0.8702
severe dependence (i.e., |φ| > 0.8), one may observe that hˆb excels others even though the regression estimate suffers from
additional mean squared error due to the use of the bimodal K . This proves efficiency of hˆb for handling severely correlated
errors. Third, for moderate dependence (i.e., 0.1 ≤ |φ| ≤ 0.8), hˆ(1)mcv tuned by hˆb appears to be the best choice for positive φ
while both hˆ(1)mcv and hˆGCV perform almost equivalently better than hˆb for negative φ. Finally one may notice that the effect
from correlated error is much more noticeable for positive φ than for negative φ. This might be related to the fact that
negatively correlated errors are seemingly hard to differentiate from iid errors in practice.
6. Proofs
Proof of Theorem 1. The proof basically follows from the proof of Theorem 1 of Chu and Marron [7] (and hence from the
proofs of Theorems 1 and 2 of Härdle et al. [11]). However, a CLT for triangular array random variables (Lemma 2), some
moment bounds (Lemma 4), and a CLT for degenerate reduced U-statistics (Lemma 3) are established as major technical
tools.
The following notationwill be used in the subsequent arguments.We let Xn = ou(φn)mean that, as n→∞, |Xn/φn| → 0
almost surely, and uniformly on Hn. We first give an asymptotic expression of hˆb. By (3) we have
pb(h) = σˆ 2 + δ1(h)+ dM(h)+ D(h), (20)
where D(h) = dA(h)− dM(h). Using Lemma 4 and (9), one can establish
dA(h)− dM(h) = ou(dM(h)) and δ1(h) = ou(dM(h)). (21)
The second result of (21) makes use of the condition K(0) = 0. In fact, by Lemma 4 and the condition K(0) = 0 it follows
that
δ1(h) = −2n−2h−1
n∑
i=1
n∑
j=1
K
(
i− j
nh
)
γ|i−j|w(xi)+ ou(dM(h))
= −2n−1h−1K(0)
(∫
w
)(
γ0 + 2
∞∑
j=1
γj
)
+ ou(dM(h))
= ou(dM(h)).
A consequence of (20) and (21) is that, as n→∞,
hˆb = hM(1+ ou(1)) = C0n−1/5(1+ ou(1)). (22)
Differentiating (20) gives
0 = p′b(hˆb) = d′M(hˆb)+ D′(hˆb)+ δ′1(hˆb)
= (hˆb − hM)d′′M(h∗)+ D′(hˆb)+ δ′1(hˆb),
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where h∗ lies between hˆb and hM , and where D′, δ′1 and d
′′
M denote the derivatives with respect to h of D, δ1, and d
′
M ,
respectively. Note that
n2/5d′′M(h
∗)→ C1
where C1 = (2/C30 )(
∑
γk)
∫
K 2
∫
w + 3C20 (
∫
u2K)2
∫
(m′′)2w. Furthermore, one may show that
D′(hˆb) = D′(hM)+ op(n−7/10) and δ′1(hˆb) = δ′1(hM)+ op(n−7/10).
This follows by several applications of Lemma 4 (see also derivation of (A.10) in [11]). Thus
0 = (hˆb − hM)C1n−2/5 + D′(hM)+ δ′1(hM)+ op(n−7/10). (23)
Hence, by Lemma 1,
n3/10(hˆb − hM) d−→ N
(
0,
σ 23 + σ 24 + 2σ34
C21
)
,
which implies
n1/10(hˆb/hM − 1) d−→ N
(
0,
σ 23 + σ 24 + 2σ34
C20C
2
1
)
,
from which the desired result follows. 
Lemma 1. Under the conditions of Theorem 1
n7/10
[
D′(hM)
δ′(hM)
]
d−→ N
([
0
0
] [
σ 23 σ34
σ34 σ
2
4
])
,
where, letting ∗ denote convolution,
σ 23 =
8
C30
( ∞∑
k=−∞
γk
)2 ∫
w2
∫
(K ∗ K − K ∗ L)2 + 4C20
( ∞∑
k=−∞
γk
)(∫
u2K
)2 ∫
(m′′)2w2,
σ 24 =
8
C30
( ∞∑
k=−∞
γk
)2 ∫
w2
∫
(K − L)2 + 4C20
( ∞∑
k=−∞
γk
)(∫
u2K
)2 ∫
(m′′)2w2,
σ34 = − 8
C30
( ∞∑
k=−∞
γk
)2 ∫
w2
∫
(K − L)(K ∗ K − K ∗ L)− 4C20
( ∞∑
k=−∞
γk
)(∫
u2K
)2 ∫
(m′′)2w2.
Proof of Lemma 1. Lemma 1 is established by application of Lemma 2 (a CLT for a partial sum) and Lemma 3 (a CLT for
a reduced degenerate U-statistic). Indeed, the first components of σ 23 , σ
2
4 and σ
2
34 can be obtained from an application
of Lemma 3, while the second components are derived by applying Lemma 2. For example, one may apply Lemma 2 to∑
i bh(xi)i and Lemma3 to
∑
i
∑
i6=j Ki,jijwhere bh(xi) = (nh)−1
∑
j Ki,jm(xj)−m(xi) andKi,j = K( xi−xjh ). In the application
of Lemma3, note that by the compact support assumption on K onemay set κn = nhwith κ = 1 and by the Fourier inversion
formula
Ψ (i, j) = Ki,jij = (2pi)−1
∫
eitxi/hie−itxj/hjφ(t)dt
where φ(t) is the Fourier transform of K . Now, verification of Lemma 1 may be done as in [11] or [7]. 
Lemma 2. Suppose that {Zi : i ∈ N} is a sequence of geometrically strong mixing random variables with mean zero and all finite
moments. Let Sn =∑ni=1 aniZi where∑ni |ani| = βn for an increasing sequence βn with βn ≤ n and |a|’s are uniformly bounded.
If Var(Sn) ≥ δβn for some δ > 0, then we have
Sn√
Var(Sn)
d−→ N(0, 1).
Proof of Lemma 2. This Lemma follows if one shows that moments of Var(Sn)−1/2Sn converge to the corresponding
counterparts of the standard normal distribution. For this we follow the graph arguments developed by Park et al. [16],
but modify them whenever necessary. Below we use ai in place of ani for simplicity of notation. Let r ≥ 3 be an odd integer.
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First observe that
ESrn =
∑
ai1 · · · air E
(
Zi1 · · · Zir
)
(24)
where the summation is over all sets of indices {i1, . . . , ir} ⊂ {1, . . . , n}. To every term in the sum above there corresponds
an undirected multigraph (henceforth called a graph) with vertices i1, . . . , ir . Define a pair (ip, iq) in a graph {i1, . . . , ir}
to be ‘‘connected’’ if |ip − iq| = 0 and split a graph {i1, . . . , ir} into disjoint and exhaustive ‘‘components’’ I1, . . . , Ik,
i.e., Iu ∩ Iv = φ for u 6= v and ∪ku=1 Iu = {i1, . . . , ir}. Here a component of the graph is a subset I of {i1, . . . , ir} such
that every vertex in I is connected to each other. Without loss of generality one may assume
i < j for all i ∈ Iu and j ∈ Iv whenever u < v (25)
i.e., the components are arranged in the increasing order. Now distance between two components Iu and Iv with u < v is
defined as
d(Iu, Iv) = inf
i∈Iu,j∈Iv
(j− i).
For given k components I1, . . . , Ik let dj = d(Ij, Ij+1) for j = 1, . . . , k − 1 and d(j) be the jth smallest distance among
d1 · · · dk−1. Note that d(Ij, Ij+1) ≥ 1 for any j. For a graph G = {i1, . . . , ir} define its ‘‘score’’ by
s(G) = E(ai1Zi1 · · · air Zir ) = ai1 · · · air E(Zi1 · · · Zir ).
Likewise, define s(I) for a component I of a graph. Let Gk be the collection of graphs {i1, . . . , ir} which have exactly k
components. Then, the expectation at (24) can be written as
E
(
n∑
i=1
aiZi
)r
=
r∑
k=1
∑
G∈Gk
s(G).
Suppose I1, . . . , Ik are the components comprising a graph G ∈ Gk and k > (r − 1)/2. Noting s(Iu) = 0 when its
size equals one (here ‘‘size’’ of a component is the number of vertices in the component), an application of Lemma 5 with
m = (r + 1)/2, pi = ∞ for i = 1, . . . ,m and τ = d(k−(r−1)/2)(≥1) yields
|s(G)| ≤ c|ai1 · · · air |ρτ (26)
for a positive constant c. Here pi = ∞ is taken for technical simplicity because all finite moments of Zi are assumed. Now,
in view of (26)
∑
G∈Gk
s(G) = O
(∑
G∈Gk
|ai1 · · · air |ρτ
)
= O
 ∑
j1,...,j(r−1)/2
|aj1 · · · aj(r−1)/2 |
∞∑
τ=1
τ k−(r−1)/2−1ρτ

= O
 ∑
j1,...,j(r−1)/2
|aj1 · · · aj(r−1)/2 |

= O (β(r−1)/2n ) . (27)
The second equality at (27) is verified by the following inequality on Nk, the number of graphs in Gk:
Nk ≤ cr
∑
j1,...,j(r−1)/2
n∑
τ=1
τ k−(r−1)/2−1, (28)
where cr is a constant that depends only on r . For (28) note that there are k distinct vertices, and among them [k−(r−1)/2]
have a range bounded by d(k−(r−1)/2)(=τ). Thus there are total [k− k+ (r − 1)/2] = (r − 1)/2 number of distinct vertices
ranging independently from 1 to n. Using the conditions on ai’s we have (27).
For 1 ≤ k ≤ (r − 1)/2, an application of Hölder’s inequality yields
∑
G∈Gk
s(G) = O
( ∑
i1,...,ik
|ai1 · · · aik |E|Z
αi1
i1
· · · Zαikik |
)
= O(β(r−1)/2n ) (29)
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where αi1 + · · · + αik = r and α’s are greater than 1. Recall that Var(Sn) ≥ βnδ for some δ > 0 from the conditions of the
theorem. Thus, (27) and (29) entail that for odd integer r ≥ 3
Var(Sn)−r/2ESrn = o(1). (30)
Next, we move to the case where r is even. It can be also shown that
ESrn =
∑
G∈Gr/2
s(G)+ o {Var(Sn)r/2} . (31)
Note that s(G) in (31) contains moments of second order only. Thus, if Yi’s are mean-zero normal random variables with the
same second moments as aiZi, i.e., Var(Yi) = a2i Var(Zi) and Cov(Yi, Yj) = aiajCov(Zi, Zj) for i 6= j, then
Var(Tn) = Var(Sn),
ET rn =
∑
G∈Gr/2
s(G)+ o (Var(Tn)r/2) ,
where Tn =∑ni=1 Yi. In fact, Var(Tn)−1/2Tn follows the standard normal distribution and therefore
ET rn =
r!
2r/2(r/2)!Var(Tn)
r/2.
This implies
ESrn =
r!
2r/2(r/2)!Var(Sn)
r/2 + o {Var(Sn)r/2} ,
which concludes the proof of Lemma 2. 
Lemma 3. Let {Zi : i ≥ 1} be a stationary geometrically α-mixing sequence. Assume that Ψ (x, y) is a real-valued function which
is symmetric in its argument. Define a reduced U-statistics by
Un =
∑
1≤|i−j|≤κn
Ψ (Zi, Zj)
Nt(κn)
(32)
where Nt(κn) is the number of distinct pairs (i, j) such that limn Nt(κn)/(nκn)→ κ > 0 with κn/n→ 0 and κn →∞. Assume
also that Ψ (x, y) is factorized into complex-valued functions Ψ1 and Ψ2 in such a way that
Ψ (x, y) =
∫
Ψ1(x, t)Ψ2(y, t)ϕ(t)dt (33)
for some ϕ ∈ L1. Assume further that Un is degenerate (i.e.,
∫
Ψ (x, y)dF(x) = 0 where F is the marginal distribution of Z) and
for all positive integer p > 0
sup
−∞<t<∞
E|Ψ1(X, t)|p, sup−∞<t<∞ E|Ψ2(Y , t)|
p <∞.
If σ 2u = limn→∞ σ 2un 6= 0(<∞), then we have
(nκn)1/2(Un − EUn) d−→ N(0, σ 2u ), (34)
where
σ 2un = (κ2nκn)−1Var
( ∑
1≤|i−j|≤κn
Ψ (Zi, Zj)
)
.
Proof of Lemma 3. This is Theorem 2 of Kim [17]. 
Lemma 4. Under the conditions of Lemmas 2 and 3, we have for all positive integers r
E
[
n∑
i=1
ani(Zi − EZi)
]2r
= O (βrn) (35)
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and
E
[ ∑
1≤|i−j|≤κn
(
Ψ (Zi, Zj)− EΨ (Zi, Zj)
)]2r = O (nrκ rn) . (36)
Proof of Lemma 4. These results basically follow from the proofs of Lemmas 2 and 3. 
Lemma 5. Let ηi ∈ Mtisi be α-mixing random variables, where s1 < t1 < s2 < t2 < · · · < tm and si+1 − ti ≥ τ for all i. In
addition, assume that for a positive integer `
‖ηi‖pi = (E|ηi|pi)1/pi <∞,
for some pi > 1 with q =∑mi=1 p−1i < 1. Then∣∣∣∣∣E m∏
i=1
ηi −
m∏
i=1
E ηi
∣∣∣∣∣ ≤ 10(m− 1)α(τ)1−q m∏
i=1
‖ηi‖pi .
For complex-valued random variables, it holds that∣∣∣∣∣E m∏
i=1
ηi −
m∏
i=1
E ηi
∣∣∣∣∣ ≤ 40(m− 1)α(τ)1−q m∏
i=1
‖ηi‖pi .
Proof of Lemma 5. Proof can be found in Theorem 7.4 of [18]. 
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