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Introduction 
It is a well-known fact that the automorphisms of a semigroup form a group. This 
property can be used to study the following situation: 
Let M be a finite semigroup, H be a finite group and M, H be disjoint as sets. 
We wish to form a new semigroup (M U H, o) = (S, o) so that S is a monoid whose 
unit element is the unit of H. In addition we require that M o M = MM,  H o H = 
HH,  and that M is an ideal of S (i.e., S o M _C M, M o S _C M). The group H must 
also act faithfully on both the right and on the left of M. Consequently H must have 
two faithful permutation representations on the set M. We therefore consider a 
group of maximal order fulfilling the foregoing conditions, and refer to it as a 
maximal group of units, U, for the semigroup M. 
If M is taken to be a certain 0-simple semigroup, a theorem is established which 
permits U to be described as the group of all pairs (M1, M2) of monomial matrices 
such that M1CM~ 1 = C for a given matrix C. Because U is a group of units for M, it 
induces a group of inner automorphisms of M. However, by viewing U as the 
automorphism group for the matrix C, U becomes a more familiar concern in the 
fields of combinatorics and group theory. 
As a result, each such group provides a new example of a semigroup S = M U U 
with U as the maximal group of units such that U determines a group of inner 
automorphisms of M. For instance, when C is taken to be the Hadamard matrix 
H12, it follows from [7] that U is isomorphic with a central extension of Z2 by the 
Mathieu group M~2. Also, [7] further provides an additional discussion of other 
prominent groups which are found as automorphism groups of corresponding 
matrices. These results then lead to the interesting prospect of studying semigroups 
by using combinatorial methods. 
We begin in Section 1 by stating definitions and results from semigroup theory 
which permit the derivation of U. This material is from [8], and a more extensive 
discussion is given there. 
In Section 2, we describe U in terms of monomial matrices; and in Section 3, 
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investigate some of its properties. In Section 4, by using certain combinatorial 
methods, we provide information on 0-simple semigroups whose structure matrices 
are non-normalizable. 
Much of the material presented herein was suggested to the author by John 
Rhodes. I am very indebted to him for his helpful advice. 
1. A review of useful definitions and results 
This section contains a review of+ some useful definitions and properties of 
0-simple semigroups. A more extensive discussion of this material may be found in 
[8, Chapters 1, 5-9]. 
1.1. Definition. A semigroup S is called O-simple if S :# {0} and S has no ideals 
other than itself and {0}. 
1.2. Definition. Let A and B be non-empty sets. Let G be a group, and let 
C : B × A --> G ° = G U {0}. Then ~°(G;  A, B; C), the Rees I A I × [B I matrix 
semigroup with structure group G and structure matrix C, is the semigroup 
[(G × A × B) t.J {0},. ], where 0 is the zero of the semigroup and 
(g,,al, bl).(g2, a2, b2)={~glC(bl, a2)g2, a~,b2) ifC(b~,a2)#O 
if C(b~, a2) = O. 
1.3. Fact. Let Sm.(G, C) be the semigroup consisting of all m x n matrices with 
coeflficients in G O with at most one nonzero entry and multiplication given by 
(g)o~ " (g')o,v = (g),~C(g'),,v. When m = [A[ and n = [B I, then ,/~°(G; A,B ;  C) 
and S.,.(G, C) are isomorphic. 
1.4. Theorem (Rees). If S is a O-simple semigroup, then S O = S 13 {0} is isomorphic to 
a Rees matrix semigroup M = ~°(G;  A, B; C) where the structure matrix C is 
regular (i.e., C is nonzero at least once in each row and column). Moreover, any 
regular Rees matrix semigroup is O-simple. 
Proof. See [8, Chapter 7, 1.21]. 
1.5. Definition. (a) M = ~°(G;  A, B; C) is called a combinatorial semigroup 
whenever G = {1}, the trivial group. 
(b) M = dd°(G; A, B; C) is called a union of groups semigroup, if C(b, a) # 0 for 
a l laEA,  bEB.  
1.6. Definition. Let S be a semigroup such that a :S--* S acts on the right of S. 
Then a is called a right translation of S if and only if for all sl, s2E S, 
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(sls2)a = s~[(s2)a]. Similarly a map/3 • S ---> S acting on the left of S, is called a left 
translation of S if and only if/3(sis2) = [/3(sl)]s2. 
1.7. Definition. A right translation a of S and a left translation/3 of S are linked if 
and only if for all sl, s2 E S, (s~a )s2 = sl~/3s2). 
1.8. Facts. Let M = J/,~°(G;A, B; C) with I A[  = m, [B[= n. Let RT(M) be the 
right translations of M and LT(M) be the left translations of M. 
(a) I ra  E RT(M), there exist functions ~bR(a) : B°---> B ° and 8(a): B°--> G O such 
that for all (g ,a ,b )E  M, (g, a ,b)a = (gS(a)(b),a,  ~bR(a)(b)). 
Co) I f  fl E LT(M), there exist functions ~,L(/3):A o__> A o and A (/3):A o.._> GO such 
that for all (g, a, b) E M, /3(g, a, b) = (A (13)(a)g, ~L(/3)(a), b). 
(c) RT(M)----RM(n, G), the row-monomial matrices over G O (i.e., nonzero at 
most once in each row). 
(d) LT(M) -= CM(m, G), the column-monomial matrices over G O (i.e., nonzero at 
most once in each column). 
(e) RT(M) and LT(M) commute. That is, for all m ~ M, and a E RT(M), 
/3 C LT(M), we have [/3(m)]a = f l[(m)a]. 
(f) I f  a ~ RT(M), /3 E LT(M), then a and/3 are linked if and only if for all 
a ~ A, b E B, the following holds: 
8(a )(b )C[~b~ (a )(b ), a ] = C[ b, ~bL(fl )(a )]A (fl )(a ). 
Proof. All of the preceding assertions are proved in Chapter 7 of [8]. 
2. The maximal group U of units 
Let M = ~°(G;  A, B; C) be a regular Rees matrix semigroup. Let H be a group 
disjoint from M such that the disjoint union S = M U H is a monoid whose unit 
element is the unit element of H. Moreover, we suppose that M is an ideal of S 
(i.e., SM C_ M and MS C_ M); and H acts faithfully both on the right and on the left 
of M. The purpose of this section is to show that under the preceding conditions, 
the determination of H becomes a more familiar situation of combinatorics and 
group theory, namely that of determining all monom~al matrices Mx, M2 over G °, 
for which M1C = CM2. 
2.1. Facts. (a) Every h E H must induce a right and left translation of M each of 
which is also a permutation of M. 
Co) Let h, be the right translation of M induced by h ~ H, and h~ be the left 
translation induced by h'~. H. It follows that h, and h~ must commute (i.e., 
(h~m)h, = h~(mh,). 
(c) For each h E H, h, and hs must be linked. This means that (mlh,)m2 = 
mz(htm2). 
Proof. This is clear. 
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2.2. Lemma. Let the group H have a faithful representation R (H) C_ SymR (M) and 
a faithful representation L (H)CSymL(M)  such that H satisfies Fact 2.1. For 
m, mlEM,  h, hlEt-I, by defining m oh = mR(h),  h om = L(h)m, m oml = mint, 
h o hi = hh~, (M U H, o) becomes a monoid. 
Proof. We have the following associativity patterns: (1) HHH, (2) MMM, (3) 
MMH, (4) HMM, (5) MHH, (6) nnM, (7) I-IMH, (8) MHM. 
The first two patterns are trivial. (3) follows since R (h) ~ RT(M), and (4) from 
L(h)~LT(M) .  (5) results from R(H)C_RT(M) and (6) from L(H)C_LT(M). In 
addition, (7) follows from Fact 2.1(b) and (8), from Fact 2.1(c). 
2.3. Facts. (a) Let a E RT(M) and a E SymR (M). There exist maps 8 (tz) : B ~ G 
and tha(a) :B --~ B such that (g, a, b)tx = (gS(a)(b), a, t~R(a)(b)). 
(b) Let fl ~ LT(M) and ~ E SymL(M). There exist maps A(fl):A---> G and 
$L(fl): A-'~ A such that fl(g, a, b ) = (A (fl )(a )g, dpL(fl )(a ), b ). 
Proof. Both (a) and (b) follow immediately from (1.8). 
2.4. Lemma. Let A = {1, 2, 3,.. .  m } and B = {1, 2, 3,...  n}. 
(a) Each a ~ RT(M), ot E SymR(M) uniquely corresponds to the n x n strictly 
monomial matrix tz* given by 
a . ( i , j )={: (a ) ( i )  ifj=~,(a)(i)otherwise. 
Co) Each fl ~ LT(M), fl E SymL(M) uniquely corresponds to the m x m strictly 
monomial matrix fl* given by 
f l . ( i , j )={~(f l ) ( l ' )  ifi=~L([J)(]')otherwise. 
(c) The maps a -~ tz *, fl -~ [3" provide faithful monomial representations for the 
groups RT(M) n SymR (M) and LT(M) N SymL(M). 
Proof. See Fact 2.15 of [8] for details. 
2.5. Definition. Let P, be the group of n x n permutation matrices and A an 
abstract group. By replacing the l's in the matrices of P~ by the elements of A in 
every possible way, the modified matrices are termed monomial matrices of degree 
n over A. In addition, they form a group Pn[A], which is often called the wreath 
product of A and P.. 
In view of Definition 2.5, we shall henceforth use the term monomial matrix to 
mean strictly monomial (i.e., nonzero exactly once in each row and column). 
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2.6. Lemma. P~[G] = {a* : a E RT(M) N Syma(M)} 
LT(M) n SymL(M)}. 
and 
Proof. This follows by using Facts 1.8 and 2.3. 
2.7. Theorem. Let M = .a°(G ; {1, 2, 3, ... m}, {1,2,... n}; C) and a E RT(M) N 
SymR(M) for which (g,a,b)a=(gS(a)(b) ,a,  dp~(a)(b). If, in addition ~E 
LT(M) A SymL(M) for which ~(g, a, b) = (A (~ )(a )g, dpL(~ )(a ), b ), then a and ~ are 
linked if and only if a *C = C~*. 
Proof. By direct matrix multiplication, we have 
(2.71) a*C(i , j )= 8(a)(i)C(dpR(a)(i),j)= ~*C(i , / )= C(i, tbL(~)(l'))A([3)(j). 
Consequently we find (2.71) to be a restatement of the linked equation given in 
Fact 1.8(f). 
2.8. Definition. Let UR be the set of all members A of P, [G]  for which AC = CB 
where B EP=[G];  and UL be the set of all members B'EP,~[G] for which 
A'C  = CB' where A ' E P,[G]. 
2.9. Lemma. Both UR and UL are monomial groups. 
Proof. If AC = CB, A~C = CB1 for B, B1 ~ Pm [G], then 
(A1A )C = A~(AC)= AI(CB)= (A~C)B = (CBOB = C(B~B). 
As a result, UR is a group; the same argument also yields that UL is a group. 
2.10. Remark. At this point we have two groups DR, UL. However, we cannot say, 
in general, whether they fulfill the requirements of Lemma 2.2. In order to achieve 
more information, we shall require some additional properties: 
2.11. Definition. Let C :B  xA--->G ° be the structure matrix for M= 
d/°(G; A, B; C). Two rows of C are proportional (on the left) if and only if there 
exists a g E G such that gC(i, a) = C(j, a) for all a E A. Similarly, two columns of 
C are proportional (on the right) if and only if there exists g E G such that 
C(b, i)g = C(b, j) for all b E B. 
2.12. Definition. M = ~°(G;  A, B; C) is called a generalized group mapping 
(GGM) semigroup whenever no two distinct columns of C are proportional (on the 
right) and no two distinct rows are proportional (on the left). 
2.13. Lemma. (a) If At E P~ [G] and A IC  = C with M = d/l°(G; A, B; C) a GGM 
semigroup, then A~ = In (the n x n identity matrix). 
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(b) If  BI E Pro[G] and CB~ = C with M = .,fr°(G; A, B; C) a GGM semigroup, 
then B~ = Is (the m x m identity matrix). 
Proof. 
(a) LetA~( i , ] )={~ (i) if]=~bg(i)otherwise. 
By fixing 1 ~< k < n and computing C(k, i), we have 
C(k, i)= 8(k)C(dk,(k),i). 
Thus 6a (k) = k and 8 (k) = 1 so that A~ = I.. 
(b) The dual of (a) yields (b). 
2.14. Theorem. Let M = M°(G ;A, B ; C) be a GGM semigroup. It follows that UR 
and UL are isomorphic ; and both groups fulfill the conditions of Lemma 2.2. 
Proof. If A~C = CBI = CB2 so that C(B~B~ ) = C, then from Lemma 2.13, B1 = 
Be. As a result each A~ E UR is linked with exactly one B~ E UL. In the same way, 
each B1E UL is linked with exactly one A~ E Us; and, therefore, when A1C = 
CB, the map A~I--~B~ is an isomorphism of UR and UL. 
2.15. Remarks. Let U={(A, f (A~) ) :A~ UR}. It follows that U becomes a 
group if we define, 
(A~, f(A~)). (A2, f(A2)) = (A~A2, f(al)f(A2)). 
By applying Lemmas 2.4(c) and 2.6, we obtain the sequence of isomorphisms 
~--1 
U P!~ UR > RT(M) tq SymR(M) 
where 
(A ,  f(A~)).---> A,--> kt-'(A,). 
In addition, using the fact that f is an isomorphism together with Lemmas 2.4(c) 
and 2.6, we also obtain the sequence 
U P2 UL ~ LT(M) A SymL(M) 
where 
(A,, 
We let R (U)  =/z  -I(PI(U)), L (U)  = v-I(p2(u)) and obtain faithful representations 
of U as in Lemma 2.2. Finally, by letting a =/z - l (A  0 , /3  = v-~(f(A~)), it follows 
from Theorem 2.7 that a and /3 are linked. 
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2.16. Theorem. Let M = d~°(G; A, B; C) be a GGM semigroup. Then UR is the 
unique maximal group (up to isomorphism) for which the requirements ofLemma 2.2 
are satisfied. 
Proof. Let H be any group acting according to Lemma 2.2. From Lemma 2.4(c), 
R (H) and L (H) have faithful monomial representations as the monomial groups 
tt(R(H)) and v(L(H)). Using Theorem 2.7 and Lemma 2.13, for each a*E  
tz(R(H)), there exists a unique/3*E v(L(H)) for which a*C = C~*. Finally, it 
must follow that /~ (R (H))C [JR. 
3. Some algebraic properties of U 
In view of (2.15) and Theorem 2.16, we may subsequently refer to U as the 
largest group of units for the Rees matrix semigroup M = .41°(G;A,B; C). 
Moreover, U acts on the right as the group UR and on the left as the group UL. We 
are now in a position to investigate some of the algebraic properties of U. 
3.1. Facts. (a) Using the notation of Facts 2.3 and Lemma 2.4, the map 
UR'--> SymR(n) given by a*--> ckR is a homomorphism. 
Co) Similarly, the map UL-'-> Symg(m) given by ~ * --> CkL is also a homomorphism. 
Proof. This is clear. 
3.2. Definition. (a) The homomorphic mage of Us in Syma(n) is called the right 
letter mapping (RLM) group of the semigroup M. 
(b) The homomorphic image of UL in Symg(m) is called the left letter mapping 
(LLM) group of the semigroup M. 
3.3. Fact. As a result of Lemma 2.2, there exists a natural homomorphism 
h : U--*Aut(M) (the automorphism group of M) given by u-*u-~mu for u E U, 
mEM.  
Proof. This follows from the requirements set forth in Lemma 2.2. 
3.4. Theorem. Let M = .~°(G; A, B; C) and K be the kernel of h : U---> Aut(M). 
Then it follows that K is isomorphic with Z(G) (the center of the group G). 
Proof. By viewing U as the group of all n x n and m x m linked pairs of monomial 
matrices, it must contain the pairs (cI,, cI,) where c E Z(G). These pairs deter- 
mine a subgroup of K isomorphic to Z(O). 
On the other hand, for a • RT(M), /3 E LT(M) (both units), it follows from 
Facts 2.3 that if a and/3 act identically on M, then 
~(g,a,b)=(g,a,b)a=(gc, a,b) for cEZ(G) .  
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As a result, we may conclude from IK[ ~<[Z(G)[ that K ~-Z(G). 
3.5. Corollary. The kernel K is a subgroup of Z(U). 
Proof. This follows from Theorem 3.4; and noting that the pairs (cI~, cI=) for 
c ~ Z(G) must commute with all linked pairs of monomial matrices. 
3.6. Facts. (a) If (I UI,IAut(M)[) = 1, then U = Z(G). 
(b) If Aut(M) is cyclic, then U is Abelian. 
(c) If Aut(M) is nilpotent, then so is U. 
(d) If Aut(M) is solvable, then so is U. 
Proof. By using Theorem 3.4 and Corollary 3.5 together with the homomorphism 
theorems for groups, each assertion follows. 
3.7. Lenuna. Let M = ~°({1}, A, B; C) be a GGM semigroup. It follows that 
U -~ Aut(M). 
Proof. If 0EAut(M),  then O(1, a,b)=(1, dpL(a),tkR(b)), 0(0)=0, and 
C(~bR(b),~bL(a))= C(b,a) where d~L'A--~A and tkR'B-~B.  If a*,/3* are the 
corresponding permutation matrices as in Lemma 2.4, then ot *C[3" = C and hence 
a* C = C[3"-1. As a result, I Aut(M)[ ~< I URI = [ U[ ; and, consequently, the map 
h" U--~ Aut(M) is an isomorphism. 
3.8. Theorem. Any finite group O is the automorphism group of a combinatorial 
GGM Rees matrix semigroup. 
Proof. Let I G[ = m and Ps be the right permutation representation i  SymR(m) 
corresponding to each g E G. In the same way, let A 8 be the left permutation 
representation which corresponds to each g E G. Moreover, let Rs be the m x m 
permutation matrix corresponding to Ps and Ls be the permutation matrix which 
corresponds to As. In addition let G ={gl = 1, g2, g3...gm} and consider the 
following (m 2 + m) x (m 2 + m) matrix C given by m x m blocks: 
~111 01111 ~] Lg2 
0 1110 1111 
I Lg3 .. . .  
I I 
0 1111 01111 0111110[ [11117 
10 11110 11110 111 .. . .  10 1 
I Ill 10I  
0 i 0 I0 1111 . . . .  
[Lgm ] 
I I I 
. .  . . . .  
• i I I 
I I I 
0 i 0 i 0 i 0 
I 
I 
I1.11 0 
0 10 111 
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Suppose 
"0 
P1 = 0 
0 
m 
0 ... 1.o) ... 0 
• .. 1.t2) 0. .  0 
•. .  0 1.(,.~+.) 
, P~= 
0 0 
la(,) la~) 
0 0 
0 
1 Of,,,2+,,,) 
0 
are permutation matrices for which P~C = CP2. Since the ith and a (i)th rows must 
contain the same number of l's, and similarly for the columns, P~ and/:'2 must have 
the form 
P1 -" 
m 
A1 
A2 
0 
0 Am+l 
and /'2 = [ B1 0 B2 
O B.÷I 
where each Ai, B~ is a m x m permutation matrix. 
In addition, the matrix equation P1C = CP2 implies 
P l=/ '~= 
A 0 
A 
0 A 
where ALs, = Ls, A. 
As a result, A must centralize the left regular permutation (matrix) representation 
A(G) of G. If p(G)  denotes the right regular representation, then Cp, alj)t(G)= 
p(G) - -G .  (See 6.31 of [4].) 
4. Non-normaHzable matrices 
In view of Theorem 3.8, the task of determining U for a combinatorial Rees 
matrix semigroup M may present severe difficulties, since any finite group is liable 
to occur. In this final section, we consequently deal with semigroups M = 
d~°(G; A, B;  C) where C is not entirely normalizable to zeros and ones. We begin 
by making the following definitions: 
4.1. Definition. The n × m matrices C, D over G o shall be called equivalent if 
there exist n × n and m × m monomial  matrices M1, M2 over G ° such that 
M1CM2 = D. 
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4.2. Definition. We shall call the n x m structure matrix C for JC°(G; A, B ;  C)  
non-normalizable if and only if for any two sequences xl, x2 , . . . , x ,  and 
yl, y2 , . . . ,  ym from G, there exist i and ] such that xiC(i,])yj E G-{O,  1}, for 
IG[~2.  
4.3. Fact. Let a ~ G - {0, 1}, A2 = [~ ~] and for n >>- 3, consider the n × n matrix 
A .  = 
given by 
1 1 0 0 
0 1 1 0 
0 0 
aO0 
0 
0 
. . .0  1 1 
0 1 
It follows that A .  is non-normalizable ; whereas if any column of A .  is deleted, the 
remaining n × (n - 1) matrix is normalizable to zeros and ones. 
ProoL The assertion is easy to verify. 
4.4. Proposition. Let M = ~°(G;{1 ,2 , . . . ,  n} ,{1 ,2 , . . . ,  n} ;A , ) .  We have 
LLM(M)  ~-D,  if and only if the equation axa = x is solvable in G;  otherwise 
LLM(M)  -~ Z,.  In addition, the dual result also holds for RLM(M) .  
Proof. First let 1--~1 on the columns so that 1 or (~,~ 3 .-1 ::~) are the only 
possibilities. Moreover  if 1 ~ k for k ~> 2, then we must have 
(1 ..:) ..:) 
k-1  k -2  or k+l  k+2 ' 
where all integers are reduced modulo n between I and n. Inasmuch as there are at 
most 2n possibilities for LLM(M) ,  then LLM(M)  is a subgroup of 
1) (11 3 ' nn -1  " 
(See 1.91 of [4].) Since 
m 
0 ,0 . . . .  1 
a 0 . . .  0 
0 a . . .  0 
0 0 . . .  a 0. 
1 1 0 
0 1 1 
i 
0 
0 
1 1 
a 0 . . .  0 1 
I k .  
m m 
a 0 . . .  1 
a a 0 . .  0 
0 0 . . .  a a 
m 
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1 1 0 
0 1 1 
then  we have 
a 0 . . .  0 1 
O 
. 
0 
(1223""1)  34  ELM(M) .  
In addit ion,  
n n - 1 ~ LLM(M)  
if and  only if 
yx 0 . . .0  y. 
0 O . . .y . -1  y. 
0 0 Y3 . . .  
0 y2 Y3 . . .0  
ay ly20  0 . . .0  
m 
0 0 . . .  1 
a 0 . . .  0 
0 a . . .  0 
O0 . . .a  0 
m 
xla 0 
0 0 
. . .  0 Xl  
• . .  X2 X2 
0 0 X.-2 
0 X.-1 X.-1...O 
X .  X. 0 . . .0 
ho lds  for  x,, yj E G. There fore ,  we find that 
y l  = x la  
ayl = x. 
y2 = x.-1 = x,, 
Y3 = xn-1 = Xn-2 
• • • 
y.  = X2 = X1 
so that  ayl  = y2 = y3-- .  y.  = xl = x2 = x3.--  x. = x;  and finally that  y~ = xa, ayx = x 
and  hence  ayl  = axa = x. 
4.5. Theorem.  Let C be an n × m non-normalizable matrix over G °. Let K be a 
minimal  non-normalizable block of columns of  C and B be a minimal non- 
normalizable block of rows. 
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(a) I lK  has k columns, then K contains an equivalent form of Ak as a submatrix. 
(b) If B has k' rows, then B contains an equivalent form of Ak, as a submatrix; 
and hence k '= k. 
ProoL (a) First by deleting the first column of K and normalizing, K takes the form 
0 or 1[ 
where the labeled region is normalized. There must exist rows beginning with an 
element from G-{O, 1}; and there must be at least one such row with a one in it, 
since K itself is a non-normalizable matrix. Using Definition 4.1 to interchange 
rows and columns if necessary, we may assume the second row to appear as xl, 1,.. .  
(for xl E G-{0, 1}). 
In addition, we consider all rows beginning with a nonzero element and select 
such a row beginning with x~ for x~ ~ xl. Our matrix now takes the form 
X2 
x l  1 
0 or 1 
Furthermore, we normalize to obtain the matrix 
1 
z 1 
Let (1, 2) denote the element of the first row and second column. If (1, 2) = 1, then 
k = 2 and we are done. Otherwise we have the matrix 
I 
1 10 
I 
z' , l  
I 
I 
By deleting 
1 
1 
the second column and normalizing, we obtain 
0 
1 
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Moreover, there must be an entry g ~ G - {0, 1} in the second column. If such an 
entry is preceded by a one (in the first column), then k = 2 and K contains an 
equivalent form of Az. If this is not the case, then k ~> 3; and one such entry must be 
followed by a one in the third column. Hence we may suppose that our matrix 
appears as 
1 0 
1 1 
0 g 1 
Since k ~> 3, then (2, 3) = 0; and if (1, 3) = 1, then k = 3 so that an equivalent form 
of As is in K. 
If this is not the case, then (1, 3) = 0. We proceed by deleting the third column 
and normalizing to 
I 
{ 
1 0 , 
I 
I 
1 1 ~ 
I 
o 11 
l 
I 
I 
{ 
0 
0 
1 
Inasmuch as k ~ 3, each entry  g ~ G - {0, 1} of the third column cannot  be directly 
adjacent o a one in the second column. However, if it is preceded by a one in the 
first column, then k = 3 and As has an equivalent form contained in K. 
Otherwise k ~> 4, and one such entry must be followed by a one in, say, the fourth 
column. As a result (3, 4)= (2, 4 )= 0 and if (1, 4)= 1, then k = 4 and A4 has an 
equivalent form contained in K. Otherwise (1, 4)= 0; and by deleting the fourth 
column and normalizing, we obtain 
1 0 0 
1 1 0 
0 1 1 
0 0 1 
0 
0 
0 
1 
As before, if any g E G -{0,  1} along the fourth column is preceded by a one 
along a row, then it can only occur in the first column. Therefore it would follow 
that k = 4 and A4 has an equivalent form contained in K. 
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If every such entry is preceded entirely by zeros, then k ~> 5 and one such entry 
must be followed by a one. As a result, we obtain the matrix 
1 0 0 0 
1 1 0 0 
0 1 1 0 
0 0 1 1 
0 0 0 g 1 
Hence (2, 5)= (3, 5)= (4, 5)= 0; and if (1, 5)= 1, then k = 5 and K contains an 
equivalent form of As. Otherwise (1, 5)= 0 and by deleting the fifth column and 
normalizing, we get 
1 0 0 0 0 
1 1 0 0 0 
0 1 1 0 0 
0 0 1 1 0 
0 0 0 1 1 
Furthermore, the preceding argument can be repeated to show that either k = 5 
and a form of A5 is in K or k ~> 6 in which case the following matrix is obtained: 
1 0 0 0 
1 1 0 0 
I 0 1 1 0 I 
0 0 1 1 I 
i 
I 
0 0 0 1 Ii 
I 
0 0 0 0 t I
I 
0 
0 0 
0 0 
0 0 
1 0 
J 
t 1 g l  
J 
If we now proceed inductively, then this process must eventually end with an 
equivalent form of Ak as a submatrix of K. 
(b) Apply (a) to the transpose B '  of B to obtain a form of Ak. in B; and hence 
k <~k', k'<~k. 
4.6. Corollary. Let C be an n x n non-normalizable matrix over G O such that when 
any column is deleted, the remaining n x (n - 1) matrix is entirely normalizable. It 
follows that C is equivalent to A~. 
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Proof. This follows directly from Theorem 4.5 (a). 
4.7. Remark. As a result of Theorem 4.5, we may assume that C contains A~, as a 
submatrix in the first k rows and columns, where Ak serves as a minimal 
non-normalizable block of rows and columns. 
4.8. Definition. Let Cp be the n x m matrix given by 
if C(i, 1) ~ 0 
if C(i, j) = O. 
4.9. Lemma. LetJ/l°(G; {1, 2, . . . ,  m}, {1, 2 , . . . ,  n}; C) be a GGM semigroup. I f  C is 
as in Theorem 4.5 and k >t 3, then Cp(i,])~ Cp(i, r) for all i = 1,2 , . . . ,  n and ]~ r. 
That is, no two distinct columns of Cp are identical; and in addition, no two distinct 
rows of Cp are identical. 
Proof. The two column block 
i r 
C0,/) 
C(2,1) 
C(n,]) 
C0, r) 
C(2, r) 
c(n, r) 
is normalizable. Hence there exist al, a2,...,a,,b~,b, such that a,C(i,j)b~, 
ajC(i, r)b, = 0 or 1 for i = 1, 2, 3 , . . . ,  n. 
In addition, if Cp(i,j)= Cp(i,r) for i = 1 ,2 , . . . ,n  and ]~ r, then aiC(i,])bj = 
a,C(i, r)b, for all i = 1 ,2 , . . . ,  n. As a result for i = 1 ,2 , . . . ,  n, C(i,])bj = C(i, r)b, so 
that C(i,]) = C(i, r)(b,b? 1) for i = 1 ,2 , . . . ,  n and ]~ r. This now contradicts that 
. , f f ° (G;{1,2 , . . . ,m},{1,2 , . . . ,n};C)  is a GGM semigroup. Similarly, the dual 
argument yields that no two distinct rows of Cp are identical. 
4.10. Lemma. I f  Ma, Mo are monomial matrices over G O for which M,C  = CMo, 
then aCp -- Cpfl. As  a consequence, LLM(C) _C LLM(Cp) and RLM(C)  _C 
RLM(Cp). 
Proof. The assertion follows by direct multiplication of matrices. 
4.11. Remarks. At this point we assume that C is an n x m non-normalizable 
matrix over G O with a minimal non-normalizable block A~ as in Remark 4.7. We 
ultimately intend to prove that if k > !2 m and k > ½ n with both RLM(C),  LLM(C)  
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transitive, then RLM(C), LLM(C) are either cyclic or dihedral groups. Further- 
more, let Cc be the entire block of C consisting of the first k columns; and Ca be 
the entire block consisting of the first k rows. Moreover, from now on, we assume 
that k I> 4; the cases k = 2, 3 shall be treated separately. 
4.12. Lemma. (a) If Co(t, I) ~ 0 for 1 <<- t <~ n and 2 < i < k, then C~(t, ]) = 0 for 
all j. 
(b) If Ca(l, t) ~ 0 for 1 <~ t <~ m and 2 < ] < k, then Ca(j, t) = 0 for all/. 
Proof. (a) By multiplying the tth row through if necessary, we may assume that 
Cc(t, 1 )= l .  If Cc( t , / )EG"=G-{1},  for 2<]<k,  then Co contains a non- 
normalizable submatrix consisting of the first ] - 1 rows together with the tth row. 
Since /< k, we then contradict he fact that k is the size of a minimal non- 
normalizable row block. 
However, if C~ (t, ] )=  1 for 2 < ] < k, we consider the row block {],/+ 1, . . . ,  k, t}: 
/ 
j 0 0 0 . . .1  1 0 . . .0  
j+ l  0 0 . . .0  1 1 . . .0  
k g 0 ... 
t 1 0 . . .1  
. . .1  
By deleting unnecessary columns, we obtain the non-normalizable submatrix 
0 1 1 0 . . .0  
0 0 1 1 . . .0  
g 0 . . .1  
1 1 . . .  
Since j > 2 and k I> 4, we have a non-normalizable block of size less than k; and 
this is a contradiction. 
(b) The dual argument of (a) now yields (b). 
4.13. Lemma. (a ) I fCo( t , s )~O for l<~t<~n and l<s<k,  then Co(t,])=0 for 
s+l<j .  
(b ) I f  CR (j, t ) ~ O for l <~ t <~ m and l<]<k,  then CR ( v, t ) = O for j + l < v. 
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Proof. (a) We may suppose that we have the following scheme: 
tth row 
1 1 0 . . .  0 
0 1 1 0 . . .  0 
g 
1 1 
0 . . .0  1 
$ 
x ,~. jY""  
where 2 ~< s < s + 1 < j <~ k. We next permute the columns in the following way: 
s s+ l  s+2. . i  . . . .  k 
0 0 0 0 
0 0 0 
0 
1 
0 
1 2 3 . . . s -1  
1 1 0 . . . .  0 
0 1 1 . . . .  0 
s -1  0 0 
0 1 1 
0 1 • • • .  • .  • • • • .  • • • • . .  o 
1 0 0 . . . . . . . . . . . . .  
1 1 0 . . . . . . . . . . . . .  
0 0 . . . . . . . . . .  0 1 1 0 
0 0 . . . . . . . . . .  0 1 g 0 
x . . . . . . . . . .  y 
. . . .0  
Furthermore,  we now permute rows and normalize to obtain 
1 1 0 0 . . . . . .  0 
0 1 1 0 . . . . . .  0 
: 1 1 
g '0  . . . . . . . . .  0 1 
X'  . . .  y '  . . .  
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where g 'E  G-{0 ,  1} and x', y' are nonzero. Finally, Lemma 4.12 furnishes the 
desired result. 
(b) This is proved by applying the dual argument of (a) to Ck. 
The preceding lemma now shows that along any row of Co(column of Ca), 
nonzero elements cannot be separated by a column (row) except if they occur in the 
first and last columns (rows). As an immediate consequence, we now have: 
4.14. Corollary. If k t>4, then LLM(RLM)  
{1, 2 , . . . ,  n}; C) cannot be doubly transitive. 
of ~°(G;{1,2 , . . . ,  m}, 
Proof. This is now easy to verify. 
4.15. Corollary. Each row of Co (column of CR) can contain at most two nonzero 
e/lements. 
Proof. Since k t>4, then three or more nonzero elements would have to be 
separated by a column (row). 
4.16. Lemma. (a) Let c~ be a column of CR which contains two nonzero elements. 
Then it can be normalized to a column that is identical with a column of Ak. 
(b) In addition, the dual of (a) also holds for the rows of Co. 
Proof. (a) In any such column, the two nonzero elements cannot be separated by 
zeros except if they occur in the first and last rows. Hence, they must occur in 
exactly the same places as in a column aj of Ak. Since k t> 4, then cj must be a right 
multiple of aj; and hence can be normalized to be identical with at. 
(b) This follows by applying the dual of (a). 
4.17. Remarks. From Lemma 4.10 we have LLM(C)_CLLM(Cp), RLM(C)_C 
RLM(Cp); and clearly, LLM(C) and RLM(C) both transitive imply that both 
LLM(Cp), RLM(Cp) are transitive. As a result Cp must have equally many ones in 
each row, and equally many ones in each column. If we let r, s denote these 
numbers, we know that both r t> 2, s ~> 2. Furthermore, Cp partially appears as 
kxk  
1 1 0 0 . . .  0 
0 1 1 0. . .  0 
0 . . .1 1 
1 0 0 . . .0  1 
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If we count ones in the block determined by the first k rows, we know that any 
column contains at most two ones. The total number of ones is kr; and since each 
column contributes at most two ones to the entire count, then 2(k + (m - k)) t> kr 
or m >I ½kr. However,  if r ~> 4, then m ~> 2k. Hence r <~ 3 and assuming that k > ½ n, 
the same procedure yields s ~< 3. As a result we must concern ourselves with r and s 
for which 2 ~< r ~< 3, 2 ~< s ~< 3 and clearly for r = s, Cp is a square matrix. 
4.18. Definition. The matrix C will be said to be of type [r, s] if each row of Cp has 
exactly r ones and each column has exactly s ones. 
4.19. Proposition. Let C be a non-normalizable matrix of type [2, 2] and LLM(Cp) 
be transitive. I f  k >½n, then either Cp = (An)p or n >~2k. 
Proof. If n = k, then Corollary 4.6 yields C = A,. If n > k, we have the following 
partial diagram for Co: 
k+l  
L 
1 1 0 0 . . .  0 
0 1 1 0 . . .  0 
0 0 . . .1  1 
1 0 0 . . .0  1 
0 
0 
0 
1 
1.1 
0 
0 
0 
Since LLM(Cp) is transitive, then let a (1) = k + 1. If 1 ~< t ~< k and a (2) = t, we 
would require two rows of the form, 
1 0 
( > 
k places 
As  a result a (2) ~ t so that a (2) must  have two ones be low l ine L. Furthermore,  if 
a (3) = t for 1 ~< t ~< k, we would need two rows of the form, 
- 1 0 . . .  
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This is also not the case. Hence a(3) must have two ones below line L; and 
similarly, if a (4)= t, we would require two rows of the form 
Also this cannot occur. By proceeding inductively, we find that a(s )>k ,  for 
s = 1, 2, 3, . . . .  , k. Finally, there must exist at least k columns in addition to the first 
k columns and therefore n ~> 2k. 
4.20. Proposition. Let C be an n x m non-normalizable matrix o[ type [3,2]. It 
follows that m >I 2k. 
Proof. We have the following partial diagram for Cp: 
1 1 0 0 . . .  0 
0 1 1 0 . . .  0 
0 0 . . .1 1 
1 0 . . .0  1 
1 0 
0 1 
0 
. 
0 0 
0 
0 
0 
1 
0 
By letting (1, k + 1) = 1, it follows (2, k + 1)~ 1; otherwise, the (k+ 1)st column 
would agree with the 2nd column and thus contradieting____~mma 4.9. Hence 
(2, k + 1) = 0 and from Lemma 4.13, (3, k + 1) = (4, k + 1) =. . .  (k - 1, k + 1) = 0. 
If (k, k + 1) = 1, then the (k + 1)st column would agree with the 1st column; and 
this is impossible. In addition by avoiding a duplication of columns, we can partially 
fill in the (k + 2)nd column. Finally by continuing in this manner, we find that 
m ~>2k. 
4.21. Proposition. Let C be an m x n non-normalizable matrix of type [2, 3]. It 
follows that m ~ 2k. 
A. Pollatchek / Combinatorics and O-simple semigroups 321 
Proof. Apply Proposition 4.20 to C'. 
4.22. Remarks. As a consequence of the preceding results, we may confine 
ourselves to non-normalizable n x n matrices C of type [3, 3]. As before Cp must 
partially appear as 
k xk  .~ 
1 1 0 0 . . .  0 
0 1 1 0 . . .  0 
0 . . .0  1 1 
1 0 0 . . .  0 1 
I _  _1 
In addition let (Cp)R denote the k x n block determined by the first k rows of Cp. If 
no column of (Cp)R other than one of the first k columns contains two ones, then 
(Cp)R takes the form 
I 
1 1 0 0 . . .  0 I 1 0 0 . . .0  
0 1 1 0 . . .  0 I 0 1 0 . . .0  
I 
.* [ ' : :  
[ ~' 
I 
0 0 . . .1  11  
I 
! 
1 0 0 .0 11100 1 
Consequently we must have n ~> 2k, and this is a contradiction. 
Therefore there must exist another column of (Cp)~ in addition to the tirst k 
columns with exactly two ones. Let this column be the (k + 1)st. According to 
Lemma 4.16, it must be identical with a previous column r for 1 ~< r ~ k. If r > 1, 
then we permute the columns of (Cp)R in the following way: 
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r 
0 
r -1  : 
0 
1 
0 
0 
r+ l  r+2. . .k  1 2 3 . . . r -1  k+l  k+2. . .n  
0 
0 1 
0 0 
0. .  ° 
1 1 . . .  
1 1 0 
0 0 1 
1 0 
1 1 0 0 
1 1 0 
0 1 1 
0 1 
0 
0 
Furthermore, we next rearrange the rows in order to obtain a more useful form of 
(Cp),: 
1 
0 
(4.71) : 
0 
1 
1 0 . . .  0 
1 1 0 . . .  0 
0 . . .0  1 1 
0 . . .  0 1 
1 
0 
0 
1 
4.23. Definition. Two rows Cp(i, r), Cp(j, r) will be said to be joined whenever 
~,7=1 Cp(i, r) Cp(j, r) = 2; similarly two columns Cp(r, u), Cp(r, v) will be said to be 
joined whenever ~7~ Cp(r, u) Cp(r, v) = 2. We note that no row (or column) of Cp 
may be joined to itself, since the sum 
£ Cp(i, r) Cp(i, r) = 3. 
4.24. Lemma. Let a C LLM(Cp) such that flCp = Cpa. If the i-th row is joined 
with the ]-th row, then the fl(i)th row is ]oined with the [3(j')th row. 
Proof. Suppose that Cp(i, tl) = Cp(i, t2) = Cp(i, t3) = 1, for tl ~ t2 ~ t3 and Cp(i, t~) = 
0 for ] > 3. In addition, let Cp (j, tl) = Cp (j, t2) = 1, Cp (j, t3) = 0. Hence we have the 
following diagram: 
tl t2 t3 
i 
J 
1 1 1 
1 1 0 
A. Pollatchek / Combinatorics and O-simple semigroups 323 
Moreover, the /3(i)th row must have ones in the a-~(tO, ot-~(t2), and ot-t(h) 
positions; and the /3(j')th row must have ones in the a-tOt), a-~(t2) positions, 
whereas the element in the a-l(t3) position must be a zero. Finally, we conclude 
that the /~(i)th row is joined with the /3(/')th row. 
4.25. Lemma. Let [3 E RLM(Cp) such that ~Cp = Cpa. If the i-th column is joined 
with the j-th column, then the a(i)th column is joined with the a(l)th column. 
Proof. This follows by applying the dual of the preceding argument. 
4.26. Lemma. If LLM(Cp) is transitive, then each column is joined with the same 
number of columns; and in addition, the dual holds for the rows whenever RLM(Cp) 
is transitive. 
Proof. Let 1 < c ~< n and map the first column into the c th column. By next 
permuting the rows of Cp, it follows that each column which is joined with the first 
column must determine a column which is joined with the cth column. Thus the 
number of columns joined with the first column can be at most the number of those 
which are joined with the c th column. A mapping taking the c th column into the 
first column furnishes the reverse inequality. By applying the dual argument, the 
result also holds for the rows. 
4.27. Theorem. If each row of Cp is joined with exactly one row, then n >t 2k. 
Proof. Let T be the set of all rows i, 1 ~< i ~< k for which i is joined with a row j, for 
1 ~< j ~< k. From (4.71), we note that 1, k ~ T. Moreover, let i E T for I < i < k such 
that row i is joined with a row j, for i < j. According to Lemma 4.13, j = i + 1. 
Therefore we let Cp(i, c,.1) = Cp(i + 1, c,.0 = 1, and consider the following 
diagram: 
1 2 3 4 . . . i  i+1  k Ci+l 
(4.72) 
i 0 0 0 1 
i+1  0 0 . . .0  
1 0 0 
1 0 . . .0  1 
1 1 . . .0  1 
0 
11 
0 01  0 
!-, 000  .. .  1 0 
r,, 000  . . .0  0 0 1 
In addition, the row labeled ri in (4.72) is determined by the third one in the 
(i + 1)st column, and the row labeled r,, is determined by the third one in the c~.lst 
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column. Inasmuch as the rows i, i + 1 are not joined with rows ri, rr, then 
Cp(r~, i) = Cp(r,, i + 2) = Cp(r,, i) = Cp(r,,, i + 2) = 0. By Lemma 4.13, we have 
Cp(ri, s) = 0 for s# i + 1 and 1 ~< s ~< k. For the matrix C which projects to (4.72), it 
follows by Lemma 4.16 that the c,+,st column can be normalized to coincide with 
the (i + 1)st column in their first k components. Consequently these two columns 
may be interchanged (if necessary) without affecting A~. In order to apply Lemma 
4.13, we may now interchange the c,÷lst and (i + 1)st columns, to see that 
Cp(r , , s )=O for l ~s<~k.  
As a result, each pair of rows {i, ]} C T for 1 < i < j, determines two distinct rows 
r,, r,,, each of which is distinct from the first k rows. Moreover, for i = 1, j = k, we 
also have the two distinct rows: 
r~ 
(4.73) 
1 100. . .  0 
0 1 1 0 . . .  0 
0 0 . . .1  1 
1 0 . . .0  1 
1 0 . . .  0 
1 
0 
r. 0 0 
0 
11 
--! 
I0 
I 
011 
Furthermore, we proceed to verify that distinct pairs of rows from T determine 
distinct pairs of rows. 
Let {i, i + 1}, {j, t} be subsets of T for which {i, i + 1} # {j, t}. Thus 1 < i < i + 1 ~< 
. i+l 
> 
k ' l  implies that ri appears as 000 . . .1  0 . . .0  and if {j,t}={1, k}, then r i#r l .  
Furthermore, for 1 <]  < k and ] ~ {i, i+  1}, it follows that r~ has a zero in its 
(i + 1)st term and hence r~ # rj. 
In addition, let {i, i + 1} _C T for 2 ~< i < k - 1 and {j, t} C T for ]#  i. We have the 
following partial diagram: 
i 
) 
0 0 0 . . .1  
0 0 0 . . .0  
O.  °. 
1 
k ~i+1 
0 I 
I 
0 
1 1 0 
0 
0 
0 . . .  0 1 0 
~+1 
0. . .0  
0 . . .0  
rr 0 0 0 . . .  0 0 1 1 
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If r r = ri,, then the third one in the c~+lst column must occur in the r,,th row. 
However, the first k components of that column are identical with some column, s, 
for 1 ~< s ~< k. Assuming that Cp(r~,, c~+1) = 1, we can by Lemma 4.16, interchange 
i + 1 with c~+1 and s with cj÷l; and this would not affect Ak. This would, however, 
cause both ones in the modified r,,th row to be separated by zeros. Since this row is 
distinct from the k th row, then this contradicts Lemma 4.13. As a result, we 
conclude that ri, ~ rr. 
Furthermore, we now write IT[ = 2p and consider T as a union of p pairs {i, j} 
with i < ]. Each pair {i, j} determines two distinct rows n, r~, each of which is distinct 
from any of the first k rows and {r~, ri,} N {ri, rr} = ~ for i ~ j. Hence we must have at 
least 4p distinct rows. 
In addition we consider the k - 2p rows of {1, 2, 3 , . . . ,  k } - T. We know that each 
such row is joined with exactly one row outside of {1, 2, 3 , . . . ,  k}. Let the m 'th row 
be in {1, 2, 3 , . . . ,  k} -T  so that 2 ~< m'~ < k-  1. Suppose it appears as 000 . . .  1 
6 i . .  . '; 10 . . .  1 Let m be the unique row outside {1,2, . . .  k} that is joined with m.  
We know that m" must have a one in either the m'th  or (m'+ 1)st positions. If 
Cp(m", m') = Cp(m", m'+ 1) = 1, then m"~ r~, r~, for any i E T. We now intend to 
show that m"~ r~ for all i E T. If m" does not have ones in both the m'th and the 
m' ) k v' 
(m'  + 1)st positions, it must take the form 0 0 . . .  0 u 1 - u 0 . . .  0 0 . . .1 .  If u = 1, 
then the partial row 
m'  k 
) 
0 0 . . .1  0 . . .0  
can only be produced by the pair {i, j} _C T if {i, ]} = {m' - 1, m '}. Consequently we 
would have m'  E T; and this is a contradiction. On the other hand if u = 0, then,the 
partial row 
m'+l  
) 
0 0 . . .0  1 
can only be produced by the pair {m ', m '  + 1} C T. Once more we find that m'  E T; 
and this is again a contradiction. As a result we conclude m"~ ri for all 
m' E {1, 2, . . . ,  k} -  T and all i ~ T. 
Finally, we are now in a position to count rows. First, each pair {i, i'} of the 2p 
rows in T determines a Unique pair of rows {r~, r~,}, each row of which is distinct from 
any of the first k rows such that {ri, r~,} tq {rj, r~,} = ~ for i~  j. Furthermore, each 
m' E {1, 2, . . . ,  k} - T is joined with a unique row m" distinct f romany of the first k 
rows. In addition m" ~ r~ and clearly m" ~ r~, for all i E T. As a result, the matrix Cp 
would require at least 4p + 2(k - 2p) = 2k rows. 
4.28. Proposition. Let C be a non-normalizable n x n matrix such that C is of type 
[3, 3]. I f  k > ½ n, with RLM(C),  LLM(C)  both transitive, then no row of Cp can be 
joined with three distinct rows. 
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Using (4.71), we have the following partial diagram for Cp: 
k 
k+l  
k+2 
1 2 3 . . . .  k k+l  
1 1 0 ... 0 
0 1 1 ... 0 
1 0 0 
1 - 0 0 . . .0  
0 - 0 0 . . .0  
1 1 
0 1 
1 
0 
0 
1 
0 
1 
Moreover the (k +1)st row is obtained by letting Cv(k +1,1)= 1 so that 
Cp(k + 1, 3) = Cp(k + 1, 4) . . .Cp(k + 1, k - 1) = 0; and by Lemma 4.9, we have that 
Cp(k + 1, k + 1) = 0. By letting Cp(k + 2, k + 1) = 1 and first using Lemma 4.16 (a) 
and next using Lemma 4.12 (a), the (k + 2)rid row is partially filled in with zeros. In 
addition, we note that the first row is joined with the k th row. If some row is joined 
with three distinct rows, then from Lemma 4.26, we may suppose it to be the first 
row. In this case, Cp (k + 1, 2) = Cp (k + 2, 2) = 1; and this contradicts that Cp is of 
type [3, 3]. 
4.29. Lemma. Let Cp be such that each row i is joined with exactly two distinct rows 
{x,, x,+~}. If ] ~ i, then {xi, x,+l} ~ {xj, xj+l}. 
Proof. Suppose i ~ ] and {x,, x,+l} = {xy, xj+l}. If ] E {x~, x~+~}, then ] = x~ is joined 
with x,, x,+~; and this is impossible, since no row may be joined with itself. Hence we 
may assume that ] ~ {x,, x,+~}; and without loss of generality, by permuting rows and 
columns, obtain the following diagram: 
1 2 3 4 . . .n  
i 1 1 1 0 
x_a, 1 1 0 1 
x,.l 1 0 1 - 
] 0 1 0 1  
. . .0  
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Moreover it follows that Cp(j, 1)= O, since Cp is of type [3, 3]. Inasmuch as j is 
joined with x,, then Cp(j,2)= Cp(j,4)= 1. If Cp(j,3)= 1, then the row i is joined 
with x,, x,+~ and j; and this is contrary to our assumption that each row is joined 
with exactly two distinct rows. Therefore Cp(j, 3) - 0 and hence the jth row cannot 
be joined with x~+~. 
4.30. Remarks. We now have established that each row of Cp is joined with exactly 
two distinct rows of Cp. By applying the foregoing results to C'p, the corresponding 
properties are also valid for the columns of Cp. As a consequence, we may form a 
sequence xl, x2, x3,..., xq of distinct rows or columns of Cp such that xi is joined 
with xi+~ for 1 ~< i ~< q - 1 and xq is joined with x~. Hence we can now make the 
following definition: 
4.31. Definition. A sequence xx, x2, x3,... ,  Xq of distinct rows or columns of Cp such 
that xi is joined with Xi+l for 1 ~< i ~< q - 1 and xq is joined with xl shall be called a 
joined cycle. In addition, we shall denote it by (x~, x2, x3,...,  xq). 
4.32. Remarks. Since RLM(Cp), LLM(Cp) are both transitive, then Lemmas 4.24 
and 4.25 imply that each joined cycle must have the same length q; and q must also 
divide n. If q = 4, we would then have a joined cycle (xl, x2, x3, x4). This means that 
x~ and x3 are joined with x2 and x4 which, therefore, contradicts Lemma 4.29. 
Consequently, q~ 4, and k >/4 implies q~ 3 in which case q >t 5. Although the 
following two results are about permutation groups, they will be extremely helpful 
in later considerations. 
4.33. Lemma. Let (xl, x2, x3,.., xq) be a joined cycle and P be the group of all 
permutations p of X = {xl, x2, x3,.., xa}, such that x joined with y implies p(x) is 
joined with p(y) for all x, y E X. Using the permutation representation given in [4], it 
follows that 
\ \X2X3X4. Xl ' XlXqX,~-I 
(the dihedral group). 
ProoL By using the same reasoning as in Proposition 4.4, the assertion is easy to 
verify. 
4.34. Lelmma. The permutation group Dq has at most three transitive subgroups Dq, 
")/ 
\ \X2 X3 X4 XI 
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if q is 
Proof. 
holds. 
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D q/2 = 
(( 
XlXzX3...Xq_lXq 
X3X4&...X1 x2 > ( 
x1&x3x4 . ..xq-lx. 
’ &&xqxq-_l...& x3 >) 
an even integer. 
Let T be a transitive subgroup of Dq. If T = Dq or T = Z,, the conclusion 
Otherwise ITI= q and T# (a) for 
a = 
X1X2X3...Xq 
> 
. 
&x3x4.. .x1 
Therefore, Dq = (a)T and hence 2q = s’/l T n(a)1 in which case 1 Tn(a)j = 
q2/2q = 4/2. Consequently, 4 must be an even integer, and we let 4 = 2m for 
m 32. 
Furthermore 
T n(a) = (a2) = 
(( 
X1X2X3...Xq 
>> 
. 
x3x4&...& 
However, since 7’ is transitive, 
c (Xl) = x2. If we let 
it must then contain a permutation c for which 
b 
X1X2X3 
= 
. ..X. 
x1 X,X,-, . . . x2 > 
, 
then a and ba are the only two such elements of DT Since T# (a), then ba E T. 
Inasmuch as ba e(a) > (a2), then T = (a’, ba). Finally, it follows that if x = a’, 
y = ba, then xm = 1, y2 = 1 and yxy-’ = x-l. Since I TI = 2m and T satisfies the 
same defining relations as those of D,,,, then we may conclude that T = D,,,. 
4.35. Theorem. Let C be an n x n. non-normalizable matrix of type [.3,3] with 
k > $ n for k 2 4. If RLM(C) and LLM(C) are both transitive, then Cp is equivalent 
with an n x n matrix having the form 
1 1 1 0 0 o... 0 
0 1 1 1 0 o... 0 
0 0 1 1 1 O... 0 
. . 
: : 
0 0 0 0 0 . ..o 1 1 1 
1 0 0 . . . 0 0 1 1 
1 1 0 0 . ..o 0 0 1 
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Proof. Consider the following partial diagram for Cp: 
1 2 k k+l  
k 
k+l  
k+2 
1 1 0 0 . . .  0 1 
0 1 1 0 . . .  0 0 
0 0 1 1. . .  0 
0 0 0 . . .0  1 1 0 
1 0 0 0 . . .  0 1 1 
1 - 0 0 . . .  0 - 0 
0 - 0 0 . . .  0 - 1 
Since the first column must be joined with exactly two distinct columns, then we 
must either have Cp(k + 1, 2) = 1 or Cp(k + 1, k) = 1. In each case, by considering a 
joined cycle beginning with the (k + 1)st column, we obtain two partial diagrams 
k+l  k+l  
k 
1 1 1 
0 0 1 
k 1 1 
0 1 1 
1 0 
1 1 0 
0 0 0 
1 1 1 
0 1 1 
1 0 
where each block is an n x q matrix. By relabeling columns, we may assume that 
our diagrams now appear as 
(4.74) 
• p 
x~ x~ x3 ... ~ xl x~ x~ ...  x~ 
1 1 1 0 0 . . .0  
0 0 1 
1 1 
0 1 1 
1 0 
(4.75) 
1 1 0 
0 0 0 
1 1 1 
0 1 1 
1 0 
0 0 . . .0  
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where (xl, x2, x3,.. .x¢) is a joined cycle of columns of Cp beginning with the 
xl = (k + 1)st column which occurs if Cp(k + 1, 2) = 1. Similarly (xl, x~, x ; , . . ,  x~) 
represents another possible joined cycle beginning with the x l = (k + 1)st column 
which occurs if Cp(k + 1, k)  -- 1. 
By rearranging columns, we may suppose that the columns xl, x2, x3,.., xq appear 
as the first q columns of a matrix Cp which is equivalent with Cp. Furthermore, let 
G = LLM(C~) and let GBI denote the stabilizer of the set B~ = {x~, x2, x3, . . . ,  xq}. If 
a E G and a (xi) = xj for 1 -<-< j ~< q, then by (4.25), t~ (B~) = B1. Since G is transitive, 
GB, must then induce a transitive subgroup of the group of all permutations of 
{x~, x2, x3, . . ,  xq} which satisfies Lemma 4.33. From Lemma 4.34, this group must 
either be Dq, Zq or  Dq/2. 
Also we note that the first row in (4.74) has ones in the first three columns. By 
letting 
J \ 
-1 ._ ~X1X2 X3. . . Xq a 
\Xq X1 X2 • Xq-1 / 
act on the columns labeled x2, x3, and x,, it must induce a row of the form 
0111000. . .  0. In addition, by letting a-1 act on the columns labeled x3, x4, and xs, 
a -1 must induce a row having the form 0011100. . .  0. By iterating this procedure, 
it follows that Dq or Zq must induce q rows each of which must appear as one of the 
rows 111000. . .0 ,  011100. . .0 ,0011100. . .0 ,  . . . ,000 . . .111 ,  100 . . .011 ,  
1100. . .01 .  
Similarly, by allowing 
( ) (a2)_1 = xl x2x3x4.. 
Xq-1 Xq Xl X2 • Xq--2 
to initially act on the columns labeled x3, x4, and x5 and next on xs, x6, x7, and by 
further iterating this process, we obtain the q/2 rows: 1110 0 . . .  0, 0011100. . .  0, 
000011100 0 . . .  0, . . . ,  00 . . .  11 10, 100 . . .  11. Moreover, the permutation 
( ba = xlx2x3x4 .. .xq-1 
X2 X1 X a Xq-1 X4 X3 
acting on the final arrangement produces the row 01110 0 . . .  0. By next applying 
(a~) -1 to x4, xs, x6 and after successive repeated applications, we obtain the rows 
00011100. . .0 ,0000011100. . .0 , . . . ,000 . . .111 ,  l l00 . . .01 .  Asaconse-  
quence, each transitive subgroup of Dq must induce q rows each of which must 
appear as one of the rows 11100. . .0 ,  011100. . .0 ,  . . . ,  00 . . .111 ,  100 . . .11 ,  
1100. . .01 .  
Furthermore, each of these rows must appear in some arrangement in the matrix 
given by (4.74). In the same way, by using the preceding argument on the matrix of 
(4.75), the same result also holds. As a result, by rearranging these rows, we obtain 
the following partial diagram for either (4.74) or (4.75): 
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(4.76) 
1 1 1 
0 1 1 
0 0 
1 0 O 
1 1 0 
0 0. . .  0 
1 0. . .  0 
. . .1  1 1 
. . .0  1 1 
. . .0  0 1 
Since our matrix is of type [3, 3], then by permuting rows, an equivalent form of 
Cp must partially appear as the matrix 
yl y2 y3 "'" yq 
1 1 1 
0 1 1 
0 0 
1 0 0 
1 1 0 
0 0. . .  0 
1 0 . . .  0 
0 
. . .1  1 1 
. . .0  1 1 
. . .0  0 1 
0 
If (y~+l, yq+2, ••., y2~) is another joined cycle of columns, then by mapping yl ~ yq÷l, 
and after' rearranging rows, we would obtain another q × q block of type [3, 3]. By 
iterating this procedure for each distinct joined cycle, we eventually obtain the 
following diagram for a matrix equivalent with Cp: 
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11100. . .  0 
01110. . .  0 
O0 . . .111  
100  . . .011  
110  . . .001  
0 
0 
D2 
0 
0 
Ds 0 
D4 
where each D~ is a q x q matrix having three ones in each row and column. After 
performing the corresponding rearrangements of rows and columns, our original 
non-normalizable matrix C must also have the same general appearance. Conse- 
quently, all nonzero elements of C would be located in q x q bloekes running down 
the diagonal. However, if q < k, then evidently C would be normalizable; and this 
is a contradiction. Therefore q ~> k > ½ n so that Cp must actually consist of exactly 
one joined cycle. As a result, q = n; and finally, an equivalent form of Cp must 
appear as the matrix given by (4.76). 
4.36. Theorem. Let  C be an n x m non-normalizable matrix with a minimal 
non-normalizable block of size k, [or k > ½ n and k > ½m. I[ RLM(C), LLM(C) are 
both transitive, then n = m and C must either be of type [2, 2] or of type [3, 3]. In the 
former case, C~ is equivalent to the matrix 
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1100. . .  
0110. . .  
0 0 . . .0  
1 0 . . .0  
o 
0 
11 
01 
In the latter case, Cp is equivalent to an n x n matrix having the form 
1 
0 
0 
0 
1 
1 
D 
1 100  .. .  0 
1 1 1 0  . . .  0 
01110. . .  0 
0 .. .1 1 1 
0 0 . . .0 1 1 
1 0 0 . . .0  0 1 
In either case, RLM and LLM of these matrices are equal to 
( (122""n -11)3  n , (~23nn_1""2) )  ~D" 
(the dihedral group). 
Proof. If k = 2, the result is trivial. If k = 3, then Cp is equivalent with (A3)p or Cp 
is equivalent with the matrix 
m 
1 1 100  
0 1 1 1 0 
0 0 1 1 1 
1 0 0  1 1 
1 100  1 
In the first case RLM(Cp) ~ LLM(Cp) --- D3 ,  in the second case, RLM(Cp) ~ Ds. In 
addition, for k > 3, and when Cp is of type [2, 2], then Propositions 4.4 and 4.19 
imply that LLM(Cp) ~ RLM(Cp) -- D~, = D,. Finally if k > 3 and Cp is of type [3, 3], 
Theorem 4.35 provides the desired results. 
334 A. Pollatchek / Combinatorics and O-simple semigroups 
4.37. Corollary. Under the conditions of Theorem 4.36, both RLM(C) and 
LLM(C) are either cyclic or dihedral groups. 
Proof. Let C' and C~ denote the corresponding equivalent forms of C and Cp 
respectively. Since RLM(C')CRLM(C~) and LLM(C')CLLM(C~), then both 
RLM(C') and LLM(C') are transitive subgroups of D,,. Finally, Lemma 4.34 
provides the desired conclusion. 
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