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Animals and humans can perform purposeful actions using only their senses. Birds 
can perch on branches; bats use echolocation to hunt prey and humans are able to 
control vehicles. It must therefore be possible for autonomous systems to replicate 
this autonomous behaviour if an understanding of how animals and humans perceive 
their environment and guide their movements is obtained. 
Tau theory offers a potential explanation as to how this is achieved in nature. Tau 
theory posits, that in combination with the so-called ‘motion guides’, animals and 
humans perform useful movements by closing action-gaps, i.e. gaps between the 
current state and a desired state. The theory suggests that the variable 𝜏, the time-to-
close an action-gap at the instantaneous rate of closure, is manipulated to perform 
such closures. 
This thesis therefore aims to explore how the variable 𝜏 cam be used for the control 
of autonomous vehicles. To this end, a simulation model of a Dr Robot Jaguar 4x4 
rover has been created in the Gazebo simulator. A simulation environment was 
developed in which the robot was placed, the environment contained virtual sensors 
for data collection and obstacles for the use in experiments. This simulation 
environment replicated the hardware and software used later in the hardware 
experiments which contained a Dr Robot Jaguar 4x4 and an OptiTrack motion 
capture system.  
A 𝜏 estimation function was developed for the system based on the rate of expansion 
of an obstacle in the images recorded by the robot’s monocular camera. The results 
show that the estimation of 𝜏 was offset, with the offset becoming larger as the time-
step between frames became larger. An equation has been formulated which 
estimates this offset given a known time-step allowing for it to be reduced. 
Research has shown that drivers maintain a constant rate of change of 𝜏 (?̇?) when 
braking to a stop. A ?̇? value of 0.5 was found to be the average maintained by drivers 
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when stopping, this value ensures that the vehicle safely stops exactly on the desired 
stopping point if maintained correctly. Using the aforementioned 𝜏 estimation 
system, this manoeuvre was performed in the simulation environment and later 
replicated in hardware. In this experiment, the robot approached an obstacle at a 
constant velocity, whilst continuously estimating 𝜏 between itself and the obstacle. 
When the 𝜏 estimation became lower than a pre-defined safe threshold, a braking 
manoeuvre was initiated. The manoeuvre aimed to replicate the human drivers by 
controlling deceleration to ensure that a ?̇? of 0.5 was maintained until the robot safely 
stopped. The constant ?̇? approach to braking was shown to generate a safe stopping 
manoeuvre in both simulation and hardware, replicating that of human drivers.  
Closing multiple gaps simultaneously can produce more complex manoeuvres. An 
experiment has been conducted whereby, given a known gap between a robot and an 
obstacle a path around the obstacle is generated and followed. The path is generated 
using two existing intrinsic 𝜏 guides, to control the closure of the relevant action-
gaps. The robot follows this path using the pure pursuit algorithm, a path tracking 
algorithm that computes linear and angular velocity necessary to move the robot 
from its current position to reach some look-ahead point on a path. The path 
generating and following system was shown to enable the robot to safely avoid an 
obstacle. This experiment suggests a future opportunity to control such manoeuvres 
via the direct estimation of 𝜏. 
The results provided in this thesis allows the following conclusion to be drawn. 
Firstly, an accurate estimation of 𝜏 can be derived in real-time using only a 
monocular camera. Secondly, safe autonomous braking can be achieved by 
maintaining a constant ?̇? value of 0.5. Finally, Tau-guides can be harnessed to 
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1.1 The Future Development of Autonomous Systems 
There is a growing number of exciting developments in the area of autonomous 
guidance and navigation in both ground and aerial unmanned vehicles [1]–[6]. 
However, the applicability of many of the current systems is often limited in real-
world scenarios. For example, there is often a reliance on off-board processing to 
allow perception of the environment or to calculate trajectories [7]–[9]. 
Already, leading automotive companies such as Audi, BMW and Tesla have semi-
autonomous vehicles operating on the road [10]. Features of these vehicles include 
automated parking, advance warnings, and limited autonomous driving. Such 
automotive companies and leading technical companies are making significant 
investments to bring forth an era of fully autonomous vehicles operating safely on 
public roads. There have been a number of high profile accidents involving semi-
autonomous Tesla vehicles, one such accident was caused by a camera not being 
able to perceive a truck and another because the camera could not perceive a person 
on a bicycle [11]–[13].  Tesla recommends that drivers using the autonomous driving 
features should pay full attention to the road to ensure that are able to resume control 
in an emergency. A number of crashes involving autonomous vehicles have occurred 
when the driver has been distracted, for example by their mobile phones [11]–[13]. 
Tesla’s Autopilot system has also encountered issues with stationary objects this is 
due to the fact that semiautonomous driving systems are often designed to ignore 
stationary objects [11]–[13]. Stationary objects are ignored, especially at high speeds 
as to prevent unnecessary braking which itself can be dangerous, instead the 
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responsibility of responding to static obstacles resides with the driver [14]. Ensuring 
safety is a key factor in deploying autonomous vehicles on a large scale and to ensure 
such technology is accepted by the public.  
1.2 Motivation 
As the population increases, so does the number of cars on public roads, in 2017 
traffic levels had increased by 1.1% from the previous year [15]. In the UK alone 
there was a reported 24,841 serious injuries and 1,793 reported road deaths in 2017 
[15]. Although improved road and car safety has meant that there has been 39% 
fewer reported road deaths since 2007, road death figures have remained almost 
unchanged since 2012 [15]. Although it would be tempting to envisage a world 
without cars, with the roads occupied by public transport and professional drivers 
only, this is unlikely to happen, at least not soon. Although many countries have 
significant public transport infrastructure, many people enjoy the personal freedom 
that comes with owning their own car, travelling where and when they want.  
There is no singular cause of road traffic accidents, however, human error is a 
common cause. Factors such as age, driver experience, medical conditions, alcohol 
and drug use and excessive speed are major reported causes of such accidents [16]. 
If perfected, fully autonomous vehicles can be expected to improve road safety, 
reduce the number of traffic accidents, and therefore reduce the number of casualties 
and loss or damage to property.  
As well as the aforementioned safety benefits, traffic conditions can be improved 
with fleet management methods such as strict gaps between vehicles which could 
potentially reduce congestion issues [10].  Autonomous vehicles would offer 
mobility benefits to people who are unable or unwilling to drive, such as the elderly, 
disabled or intoxicated [10]. 
There are several both technical and non-technical issues that need to be resolved 
before the large-scale uptake of autonomous cars can take place. These issues apply 
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to not just autonomous vehicles on the road, but also autonomous robots, for example 
in factories, that may operate in the same environment as humans in public or in the 
workspace. As the adoption of robotics increases, it is likely that robotics will be 
encountered in even more environments.  
Technical issues include reliability, real-time processing situational awareness, 
software complexity, validation, and testing. In particular, real-time processing 
including obstacle detection and decision making is of paramount importance to 
allow the vehicle or robot to safely manoeuvre in dynamic environments [10], [17], 
[18].  One such problem is the fact that, although cameras are useful as a sensor for 
capturing data about the local environment, the vast volume and speed at which data 
processing is required means that their use is too computationally intensive for on-
board autonomous systems [10].  
Another issue which may hamper the adoption of the technology is the cost, a Lidar 
system costs approximately £1000, this is a significant addition to the cost of a robot 
or vehicle, whereas the cost of a camera can be as little as £10 [1]. Cost can be 
prohibitive in the adoption of any technology. 
Non-technical issues include ethics, cost and consumer trust, and these are likely to 
be a problem until the technology has reached maturity [19]. Ethical issues such as 
liability must also be tackled, traditionally it is the driver of the vehicle that is at 
fault, but this is a more difficult issue if the “driver” is not human. Volvo has 
voluntarily agreed to accept full liability for its own autonomous vehicles, but it is 
yet to be seen whether other automotive companies will also voluntarily accept 
liability for their own vehicles [20]. There are some ethical issues which have not 
been clarified, such as how would autonomous vehicles deal with problems similar 
to the trolley problem [21], [22]. The trolley problem is an ethical test with a number 
of scenarios, the subject is asked to imagine a trolley is about to hit a number of 
people, they are asked to see if they would redirect away from the group but instead 
sacrifice a single person. Research shows that a driver may opt to turn their car in 
4 
 
order to hit one person rather than to remain on course and hit five, how autonomous 
systems should deal with problems such as this is an open source of debate amongst 
ethicists [21], [22].  
Another critical issue for both autonomous vehicles and autonomous robots in 
general is that research shows that a robot’s behaviour has an effect on people’s 
perception and acceptance of them [23], [24]. People have a natural fear of change, 
autonomous vehicles that display human-like behaviour may be more accepted by 
human drivers, and a further benefit is that human drivers would be more likely to 
safely anticipate the behaviour of autonomous vehicles. Developing an autonomous 
car which mimics natural human-like behaviour could potentially aid the acceptance 
and integration on public roads alongside human drivers and also allow for such 
vehicles to safely tackle unforeseen events [10], [23], [24]. Human drivers are not 
singularly concerned about getting to their destination, they also have other 
considerations which affects their driving style, such as passenger comfort and 
anticipation of other driver’s actions. For example, a driver who has seen stopped 
traffic some distance ahead will not wait until the last moment to brake at a point 
that they must apply full brakes. This would be uncomfortable for the passengers 
and may not give other drivers time to react. Instead, the driver will gently apply the 
brakes over a longer time and distance ensuring that they stop before colliding with 
the obstacle in a smoother approach. 
1.3 Tau Theory 
Tau Theory is an ecological theory of perception, ecological psychology tries to 
explain the relationship between an organism and its environment [25]. Tau theory 
is based on the link between the motion of an observer or objects within their field 
of view and what the observer perceives visually. Motion causes an optic-flow field 
which contains invariants in the perceived image which can be exploited to perceive 
motion [26]. This information can be utilised to enable the observer to safely 
navigate and survive their environment. For an animal to survive in the wild they 
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must be capable of avoiding obstacles, avoiding predators, and finding food. To 
enable predators to catch their prey they must have an understanding of when they 
will make contact with their prey [26]. This action requires some prediction of the 
future, specifically, where will the predator’s and the prey’s bodies be in the future 
[26]. There must be a time-based variable available to an organism to enable such 
actions which require such predictions of the future. This variable is the time to 
contact (TTC) at the current closure rate, otherwise known as Tau (τ). Tau theory 
has been proposed as a method to control autonomous systems so that their actions 
are close to that of humans and other animals.  
Tau theory posits that animals including humans use the Tau variable (also known 
as time to contact”) in addition to simple guidance strategies in order to perform 
purposeful manoeuvres [27]–[29]. Here, an action-gap is defined as the gap between 
a current state and a desired state [29] and TTC can be considered as the time to 
closure of this gap at the instantaneous rate of closure. Examples of such action-gaps 
include drivers braking, birds perching [30], animals attacking prey [31] and 
acceleration being reduced to zero to stop a vehicle. Tau is the measure of change in 
an action-gap, it is the time-to-closure of the action-gap at the current rate of closure 
[27], [32].  
From the aforementioned examples, the single temporal variable that is proposed for 
controlling motion is the Tau of a motion-gap [26]. The Tau of gap X is also referred 
to as the Tau-function of X, 𝜏𝑥 as shown in Figure 1. For an observer under motion 
approaching a surface with velocity ẋ, if the current distance to a desired target state 




                                             
 
                       (1) 
Equation 1, the equation for Tau/TTC, can be considered as the time to impact if 
nothing changes, for example the vehicle in Figure 1 continues at a constant velocity 
towards the box obstacle. It is this variable that advocates of Tau theory suggest that 
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humans and animals use to perform purposeful actions. This thesis explores the 
possibility of using a camera to detect this variable and to then use the variable to 
perform purposeful actions in robots, with the aim of recreating human-like 
behaviour such as that discussed in section 1.2. 
 
Figure 1. X Gap 
According to Tau theory, humans and animals achieve purposeful actions by 
controlling closing the TTC value to zero using a range of Tau guides and other 
methods [31], [33]. For example, the driver of the vehicle in Figure 1 may use a 
constant ?̇? profile. The constant ?̇? profile results in a constant rate of change of 𝜏 
whereby 𝜏 is reduced to zero at a constant rate of change. At the end of such a 
manoeuvre 𝜏 is zero and velocity is also zero if the appropriate coupling constant is 
used, this is discussed in Chapter 2 [34], [35]. Using this profile, the driver of the 
vehicle would decelerate to maintain a constant rate of change of 𝜏 (?̇?). The theory 
suggests that this is a subconscious process. This is a single example of the closure 
of one action-gap, there is a wide range of guides which can be applied to a plethora 
of gaps. Chapter 2 discusses the use of Tau guides and other methods of the closure 
of action-gaps.  
1.4 Research Aim and Objectives 
The aim of this research is to establish human-like perception and guidance methods 
for autonomous systems. The research presented in this thesis aims to address two 
of the issues discussed in section 1.2. Firstly, the issue of the acceptance of the 
behaviour of autonomous systems by adopting natural motion and perception 
strategies. Tau theory shows that the two can be combined to achieve purposeful 
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actions. Secondly, gaining valuable environmental awareness via cameras in real-
time in order to aid autonomous decision making and actuation. The aim of 
establishing human-like perception and guidance methods for autonomous systems 
will be achieved by implementing a camera-based Tau estimation system and 
combining this with the use of appropriate Tau Guides which are discussed in 
Chapter 2. 
The overall aim will be achieved by meeting the following objectives: 
1. Develop a real-time vision-based approach to environmental awareness by 
detecting obstacles and estimating TTC between the observer and the 
obstacle. 
2. Develop a natural, Tau-based process of guidance based on human driving 
behaviour for: 
a. A linear manoeuvre (i.e. stopping before an obstacle). 
b. A two-dimensional manoeuvre (i.e. steering around an obstacle). 
Upon discovering an obstacle in their path, the driver of a vehicle has the choice of 
either stopping before colliding with the obstacle or driving around it. The decision 
of which to action to take is a complex one which involves many considerations such 
as safety, available space for the manoeuvre and the relevant driving laws. This is an 
important problem which must be solved in order to develop full autonomous 
vehicles. However, this problem is beyond the scope of this thesis as will be 
discussed in section 1.5. 
1.5 Thesis Scope, Structure and Content 
1.5.1 Scope 
This thesis is concerned with natural guidance methods for autonomous systems. 
Therefore, this project will include two guidance experiments in both simulation and 
hardware using Tau theory, a natural method of perception and control. The first 
experiment will be a linear manoeuvre mimicking the problem of a vehicle stopping 
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at an obstacle. The second experiment will aim to guide the system around an 
obstacle so that it is able to continue along its path. 
Other issues discussed in section 2.1 such as the many unsolved ethical issues 
surrounding autonomous systems are not included in the scope of this project. This 
research will not attempt to prove that the natural perception and guidance theories, 
which are used in this research, exist in nature. Proving Tau theory as the method of 
perception in nature is beyond the scope of this thesis. This thesis is instead 
concerned with how these theories can be used in engineering. Significant evidence 
has been provided by other research which suggests that Tau theory is present in 
nature, the most significant of which belong to David N. Lee [29]–[31], [36]. 
Researchers have also shown that Tau theory has engineering uses, some of which 
will be discussed in this chapter [7], [32], [34], [35], [37]–[41]. 
1.5.2 Structure and content 
This thesis is divided into six chapters. Chapter 2 reviews the current state of the art 
in autonomous guidance methods. It also reviews the Tau theory and the guidance 
methods which have been utilised in the research activity described in the rest of this 
thesis. Finally, the chapter reviews a range of perception and guidance techniques 
used by other researchers. 
Chapter 3 will discuss the methodologies used to conduct this research. Firstly, it 
will discuss the implementation of the simulation experiment, including the 
development and validation of a simulation model of the robot that was used in the 
hardware experiments. The hardware experimental setup will also be described. 
Finally, the perception methods that were development will be described, and the 
results of the validation of this system will be presented.  
Chapter 4 describes the linear experiment, both in a numerical simulation 
environment and the hardware experiments. This experiment aims to decelerate and 
stop the robot before it collides with an obstacle. Results of experiments with both 
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truth data (accurately recorded positional data recorded using the OptiTrack motion 
capture equipment [42]) and data acquired via the perception methods are presented.  
Chapter 5 describes the 2D lateral experiment with results from both a software and 
a hardware experiment. This experiment aims to manoeuvre the robot around an 
obstacle so that it avoids a collision with the obstacle but is then able to carry on its 
original path. 
Chapter 6 reports some final remarks and a discussion of the work held within this 
thesis. It also offers advice for potential areas and tasks for further work and research. 
1.6 Original Contribution 
The original contributions presented in this thesis are as follows:  
1. The implementation of Tau-based estimation using monocular vision only. 
The estimation method is based on optical expansion has been created which 
provides an estimation of TTC whereby TTC is estimate based on the rate 
of expansion of the obstacle in the image as discussed in chapter 3. This 
implementation allows for a rapid and accurate estimation of TTC which can 
be used in the control of autonomous systems. This Tau-based differs from 
conventional motion and object tracking methods (such as those provided 
by OpenCV [43]) as it provides information which can be directly used to 
control motion without the need for further processing or calculations. 
2. The identification of the offset between estimated TTC and the true TTC 
caused when estimating TTC using the optical expansion method with a non-
zero time-step, as described in chapter 3. A novel mathematical correction 
for this issue is described in chapter 3 and applied in chapter 4. This 
correction allows for a more accurate estimation of TTC. 
3. The development and validation of a simulation environment based in 
Gazebo which includes a model of the Dr Robot Jaguar 4x4 used in the 
practical experiments which lead to this thesis. The model was validated 
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using a motion capture technology to ensure that the model performed as 
closely as possible to that of the hardware robot when given the same 
commands. The simulation environment allows for the safe and rapid testing 
of autonomous control systems. 
4. The implementation of a novel constant ?̇? method of autonomous braking 
for collision avoidance as discussed in chapter 4. This manoeuvre ensured 
that the robot stopped before colliding with an obstacle. The constant ?̇? 
method of breaking replicates the way in which human drivers decelerate to 
a stop when driving. It is hoped that autonomous control which replicated 
human-like driving characteristics would be more accepted by human 
drivers. 
5. The implementation of a novel obstacle avoidance method using a 
combination of Tau-guides to generate the desired avoidance path, as 
discussed in chapter 5. This manoeuvre allowed the robot to safely avoid an 
obstacle and to carry on travelling on its original course. This automated 
path generation means that the system is not reliant on rigid pre-defined 
manoeuvres, unlike several current systems. 
1.7 Conclusion 
People are unlikely to give up the freedom that owning a car provides, therefore this 
chapter has discussed the need for a safe, reliable autonomous vehicle. It has also 
discussed the fact that such a system should behave in a human-like manner to ensure 
that it is adopted on a larger scale. Similarly, the cost and computational 
requirements should be kept as low as possible to ensure that more people are able 
to afford the technology to increase safety on the road. In this chapter Tau theory has 
been proposed as a potential solution to this problem. It has discussed how human 
and animal behaviour can be explained and predicted by using Tau theory. 
Therefore, it is suggested that a safe human-like system can be produced by 






The research presented in this thesis incorporates knowledge from several subject 
areas such as robotics and psychology. This chapter will review the relevant areas 
and will identify the research gaps that have motivated the research in this thesis.  
2.1 Autonomous Robotics 
It is important for autonomous robots to be able to sense their environment to enable 
them to safely operate in dynamic environments. Barry et al. [4], [44], [45] at MIT’s 
CSAIL group have developed a lightweight fixed-wing Unmanned Aerial System 
(UAS) capable of flying through cluttered environments and avoiding obstacles at 
speeds as high as 30mph. This system is based on a stereo-vision algorithm which 
allows the vehicle to detect obstacles and build a full map of its environment in real-
time. Traditional algorithms would require the searching of the images at different 
depth fields to detect obstacles, however, this is computationally expensive. Instead, 
the authors realised that when flying at high speeds the space within 10 metres of the 
vehicle did not change much as it takes the vehicle less than one second to fly through 
this distance. Instead, this solution detects objects at a single depth of 10 metres and 
using the vehicles odometer data, “pushes” these obstacles forwards in the image to 
create a “complete” knowledge of the obstacles within the area 10 metres ahead of 
the vehicle without actually perceiving them within this range.  
This approach requires less computation and can therefore be processed on smart 
phone type processors which are on-board the lightweight vehicle. This system is 
not dependant on any off-board processing, unlike many of the typical approaches 
[7]–[9]. This method differs to other solutions which constantly detect and track 
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objects, often using sensors such as LIDAR [46]–[48]. Such methods are 
computationally expensive and require larger/heavier equipment. Such systems are 
often constrained to external devices for perception or processing or require larger 
vehicles to carry the equipment. 
This system has some significant weaknesses, firstly, during take-off and sharp turns, 
the vehicle is blind to obstacles that are closer than the measurement depth (10 
metres). Similarly, due to the single measurement depth, upon performing evasive 
manoeuvres or being moved, the vehicle is unaware of any obstacles that were 
potentially occluded. Therefore, the vehicle assumes that there are occluded 
obstacles and moves significantly away from its original path, thus reducing the 
efficiency of its overall path to its destination.  
Michels et al. [49] developed a high speed obstacle avoidance system using 
monocular vision and reinforcement learning for a ground based robots. Supervised 
learning is used to estimate depths using the monocular camera. Reinforcement 
learning is applied within a simulator to learn a control policy in terms of its steering, 
here the depth estimation is correlated with a laser range finder. The image from the 
camera is divided up into vertical strips, with each strip labelled with a value 
depending on the depth of the closest obstacle in that strip. There is a control policy 
to determine how aggressively to steer and when to slow down. The use of the 
vertical strip method limits the range of turning angles that the robot may use. This 
system was also shown not to be reliable with crashes recorded every 19 to 80 
seconds depending on the terrain type, making long term navigation difficult.  
Mitsch et al. [50] have developed a “provably safe” obstacle avoidance system for 
ground based robots. This system has both a “passive safety” and a “stronger safety” 
mode. The passive safety mode simply avoids stationary obstacles, the stronger 
safety mode leaves enough space between the robot and the obstacle to allow enough 
time for the robot to respond if the obstacle moves. Braking is done less harshly to 
give any following vehicle time to respond. The stronger passive safety mode and 
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overly conservative safety boundaries may cause issues in dense environments such 
as a much-reduced speed. This is a gap which this project aims to address by 
developing a safe obstacle avoidance algorithm which is capable of moving at high 
speeds through dense environments.   
The US army have published a number of papers in the area of autonomous 
navigation, in which the primary terrain sensor of the vehicle is a LIDAR [2], [6], 
[48], [51], [52]. This approach uses machine learning allowing the system to learn 
to avoid obstacles by observing human pilots. To operate in real time, a layered 
approach is taken to plan globally and react locally. This combines a slower path 
planner that is continuously re-planning the path to the goal based on the perceived 
environment with a faster collision avoidance algorithm that ensures that the vehicle 
stays safe. 
The path planner used is based on an implementation of Laplace's equation that 
generates a potential function with a unique minimum at the goal. The advantage of 
this method is that it provides smooth paths that are equidistant from obstacles, rather 
than getting close to them.  The parameters necessary for collision avoidance can be 
learned automatically by analysis of only one path generated by a pilot remote 
controlling the vehicle to avoid obstacles. 
Demonstrations were performed using an autonomous JUH-60A RASCAL, with a 
pilot on-board only for emergencies and to verify landing selections. Landing sites 
were chosen by the autonomous system, but the landing was made by a human pilot. 
The system could avoid large stationary terrain such as large hills and mountains and 
smaller/thinner obstacles such as a mast or pole, no work on avoiding moving objects 
such as other aerial vehicles were discussed by the author. The autonomous flight 
behaviour proved to be so good that it could be flown much faster than expected, 
however, the 600m-range 3D-LZ Lidar forced speed limitations. Future work is 
planned to use a longer-range LIDAR so that vehicle speed can be increased.   
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Demonstrations have shown to provide smooth autonomous path planning, flight and 
landing selection. There are some minor issues with this research, currently a trade-
off in the sensitivity of the avoidance of small objects such as the pole used in the 
experiment and the over-reaction to large objects such as the terrain. The authors 
detected some issues which they name “stair-stepping” issues.  These issues were 
experienced when flying over a ridge or during a planned descent, the vehicle would 
repeatedly speed up and slow down, this was due to the system attempting to keep 
air speeds within strict limits while following the topology of the voxel array [6], a 
grid in a three dimensional space. This issue could potentially be solved using a Tau-
based solution. Planned future work includes threat, currently these are manually 
entered as no-fly areas. One such example of this was that the experimentalists had 
a requirement that they should not fly near cattle on a neighbouring farm to prevent 
upsetting the farmer, therefore, it was decided to mark the farm manually as a no-fly 
area. 
Ren et al. [53], [54] have developed a fuzzy intelligent system which combines path 
planning and obstacle avoidance for ground based vehicles. This system includes 
two fuzzy logic controllers, one to generate a path when there aren’t any obstacles 
and a second to generate commands to avoid an obstacle; an intelligent coordinator 
is then used to coordinate the actions of the two fuzzy controllers. The use of a fuzzy 
logic system was found to react quickly to obstacles and was also found to be robust 
to sensor measuring errors. However, this solution is limited in its set of obstacle 
avoidance controls, including speed and turning and the path planning algorithm 
does not give a smooth path. It appears that the system does not provide a smooth 
path as the robot changes directions multiple times to avoid a single obstacle instead 
of making a single reorientation to avoid the obstacle. 
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2.2 Tau Theory 
Tau theory is central to this thesis. This section will firstly provide further 
background into this theory. Secondly, existing Tau-based solutions will be 
discussed.  
2.2.1 Tau Theory and Tau Guides 
Animals and humans can navigate their environment using only their senses, such as 
sight and echolocation with relative success. It must therefore be possible to create 
an autonomous system also capable of navigating complex environments using only 
on-board sensors such as cameras and LIDAR. To implement such a system, an 
understanding of how animals and humans achieve this feat must be gained.  
Tau theory is an ecological theory of perception. Tau is the measure of the time-to-
contact (TTC) or time-to-closure of an action-gap at the current rate of closure [25], 
[27], [28], [30], [31], [35]. An action-gap is defined as the measurable closure 
between a current state and a desired state [31]. All purposeful actions require the 
closure of at least one action-gap and often requires the simultaneous closure of 
multiple gaps. Lee has expanded this research by showing the use of Tau in a wide 
range of examples of the closure of action-gaps such as in hummingbirds birds 
perching [30], drivers braking [27], [28], somersaulting and babies suckling [25]. 
Both the hummingbirds and the drivers were found to maintain a constant rate of 
change of Tau (?̇?) during the deceleration phase of their manoeuvres [27], [30], [34]. 
For the birds this meant that they were able to close the action-gap between their feet 
and the branch but ensured that their feet were still moving when contacting the 
branch to ensure that they were able to grip the branch. The driver however would 
want to reach their desired stopping point with zero velocity. This is achieved by 
altering the value of ?̇? to fit the needs of the manoeuvre. For example, the driver 
would ideally maintain a ?̇? value of 0.5 ensuring that as the action-gap closes to zero, 
so too does the velocity of the vehicle. The bird would maintain the value so that 
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0.5 < ?̇? < 1.0 ensuring that the action-gap is closed with a non-zero velocity [25], 
[32]. 
Research has shown that the behaviour during the closure of action can be explained 
by the use of mental models of desired models known as Tau-guides [25]. Evidence 
from nature supports this statement and has also provided examples of such Tau 
guides τg follow specific forms such as constant deceleration, constant acceleration 
or general Tau guide as shown in Equations 2 to 5 [25], [26], [28], [29], [31], [35], 
[55]. Equation 6 shows how an action-gap, x, is Tau-coupled onto a Tau guide where 
𝜏𝑥 is the Tau of the action-gap, 𝜏𝑔 is the Tau guide, T is the total time for the 
manoeuvre, t is the instantaneous time and K is the coupling constant[26]. 
Constant velocity Tau guide 
𝜏𝑔 = (𝑡 − 𝑇)              (2) 




(𝑡 − 𝑇) 









             (4) 





            (5) 
General Tau                   
𝜏𝑥 = 𝐾𝜏𝑔             (6) 
When implementing these Tau-guides there are some important variables that must 
first be decided upon. Firstly, T, this is the duration of the manoeuvre. Secondly, K, 
this is the coupling constant between motion and the Tau guide. These variables can 
be used to adapt the manoeuvres to fit their purpose.  
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It is posited that purposeful actions are achieved by animals by the internal 
generation of these intrinsic Tau-guides which provide a “desired-Tau” as shown in 
Figures 2 to 6. The animal would therefore accelerate or decelerate to ensure that 
their time-to-closure of an action-gap follows this desired pattern of closure in a 
subconscious manner [27]. Lee has provided evidence of such Tau-guide based 
manoeuvres, for example, a person moving food to their mouth with their eyes 
closed. In this example, the time-to-closure of the gap between the hand and mouth 
can be predicted by using a Tau-guide such as a general Tau-guide. The general Tau-
guide as shown in Figure 4 provides an acceleration phase followed by a deceleration 
phase allowing for a stationary hand to accelerate towards the mouth and then 
decelerate as it gets closer to the mouth, thus the person avoids hitting themselves in 
the face. This is achieved by generating the Tau-guide mentally and ensuring that 
the actual Tau follows the desired Tau generated by the general Tau-guide. 
Figure 2 shows the gap distance, closure rate (velocity) and acceleration when 
following a constant acceleration guide. Figure 2 shows that when using a constant 
acceleration guide there is a strong initial acceleration which gradually eases off over 
time, changing the value of K changes the point of peak acceleration and also the 
rate of acceleration [25]. When K is used assigned a value of one, constant 
acceleration is achieved. When time T is reached the gap, closure rate and 
acceleration have returned to zero. Figure 2 also shows the effect of K, as the value 
of K is increased maximum velocity is reached further into the manoeuvre. A K 
value of 0.5 will mean that there is a finite deceleration at the end of the manoeuvre 
which will allow for the animal or robot to avoid a collision. With a K value > 0.5 
an infinitely long deceleration is required at the end of the manoeuvre, which 
therefore results in a collision [25]. Figure 2 shows the resulting time-to-contact over 
time, this figure suggests that the higher the K value, the more aggressive the 
manoeuvre. Although it would be possible to change the K value during a 
manoeuvre, it would require the recalculation of the manoeuvre from the current 
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point. It would therefore be desirable to decide on the K value before the manoeuvre 
based on the objective of the manoeuvre to ensure a smooth manoeuvre.  
In section 2.1 it was noted that some current systems suffer from not being able to 
calculate smooth paths to follow. Tau guides could be used to generate smooth paths 








Figure 3. Tau when maintaining a constant acceleration guide 
Figure 3 shows the TTC profile when maintaining a constant acceleration guide. 
Figure 4 shows the gap distance, closure rate and Tau when following a general Tau 
guide. Unlike the constant acceleration and constant deceleration guides, the general 
Tau guide guides an animal or system from a stop to a desired state. Therefore, this 
guide results in an acceleration and deceleration phase as shown in Figure 4 [26].  
For example, a general Tau guide could be used by an animal flying from one branch 
to another, the animal accelerates away from the starting branch and decelerates as 










2.2.2 Tau-dot and the control of deceleration 
An early hypothesis of how drivers decelerated their cars to a stop using Tau did not 
include the use of Tau guides [31], [34]. Instead it was posited that drivers are able 
to initiate an effective deceleration strategy by maintaining a constant rate of change 
of Tau (?̇?), as shown in Equation 7 [26], [27], [31], [32], [34]. In research both 
animals and humans were shown to maintain a constant τ ̇to control deceleration to 
a stop [31]. 
Figure 5 shows the gap distance, closure rate and rate of change of closure 
(acceleration) when maintaining a constant τ̇.   The constant rate of change of Tau 
can be clearly seen in Figure 6, again the time-to-contact at time zero is zero.  
𝛥𝜏
𝛥𝑡
=  ?̇? = 𝑐 
             (7) 
If K is 0.5 then the animal or system will stop exactly as it reaches the object. If K < 
1 then the manoeuvre will end with zero velocity, however if 0.5 < K < 1 then there 
will be some contact with the object. If k < 0.5 then the object will never be reached, 
assuring that there will not be any collision with the object [26], [31]. If K = 1 then 








Figure 6. Tau when maintaining a constant Tau-dot2.2.3 Existing Tau-Based Solutions 
 
There are many Tau-based approaches to the collision avoidance and autonomous 
navigation problem [7], [8], [60]–[69], [34], [70], [71], [37], [39], [40], [56]–[59], 
however, most of this work has focused on using Tau as a trigger rather than a 
method of control. For example, a number of these systems measure Tau and when 
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it is estimated as being lower than a safe threshold, they trigger a predetermined 
manoeuvre to either stop or change path. 
An example of the aforementioned Tau triggered systems has been developed by 
Kaneta et al. [40]. The authors have developed a Tau-based collision avoidance 
system which allows a ground-based robot to avoid a collision with an oncoming 
robot by making a simple left / right turn. This system depends on obstacles being 
visibly marked to aid perception. This begs the question as to whether the system 
would function in a realistic environment. Souhila et al. [59] proposed a similar Tau-
based collision avoidance system. This system was found to perform poorly in poor 
light conditions due to the nature of the object detection method which did not 
include the ability to recognise the same object in different levels of brightness.  
Sanchez-Garcia et al. [37] have described a ground based system capable of avoiding 
obstacles without constantly calculating the optical flow field. However, this system 
simply calculates the optical flow field when it is known that the robot is close to a 
collision, then the optical flow divergence is used to decide which direction the robot 
should steer in. This approach is not feasible in a dynamic environment or in a fast-
moving robot or vehicle. 
2.3 Tau Estimation 
It is possible for a system to use Equation 1 inside a controller using known values 
of X and ẋ using external motion tracking or on-board sensors such as LIDAR. 
However, this is unlikely to be the case in nature. If for example the driver of a car 
was to perform these mental calculations the short delay in calculating the current 
Tau would likely result in a collision or undesirable actions [25]. Therefore, there 
must be another way in which animals and humans use their senses to obtain a usable 
value of Tau. Ecological psychologists would argue that Tau is directly perceived by 
animals and humans. This section aims to explore examples of how this may be 
achieved in nature and also by using computer vision techniques.  
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2.3.1 Optical Expansion 
In his early work, Lee suggested that drivers may use the optical expansion of the 
vehicles in front of them to estimate the TTC of themselves with the vehicle ahead 
of them [26], [35], [36]. For example, Lee suggested that a driver wanting to stop 
behind a stopped car could use the expansion of the cars brake lights to derive an 
estimation of Tau.  
Figure 7 shows how a single object in an image expands over time when being 
approached at a constant velocity. Equation 12 shows the equation used to estimate 
Tau from optical expansion and equations 8 through 12 shows how this equation is 
derived where b is the base of the object in the image and h is the height. Equation 8 
is the formula for 2D area. Using the chain rule of differentiation gives Equation 9. 
Equation 10 is Equation 9 divided by Equation 8. In equation 11 it can be assumed 
that 𝜏𝑏 and 𝜏ℎ are equivalent. Finally, rearranging for 𝜏 gives Equation 12. 
 
Figure 7. Optical Expansion 
27 
 
𝐴 = 𝑏ℎ                     (8) 

































                    (12) 
 
Mori and Scherer used the optical expansion method in their UAS solution [8]. In 
this solution they use Speeded-Up Robust Features SURF, this is a method of 
detecting features in an image. At each frame of the video, they then detect which 
features of the image have grown in size and then they finally estimate Tau using 
this expansion over time. Mori and Scherer only used Tau as a trigger for a pre-
defined obstacle avoidance manoeuvre, they did not use features of Tau theory such 
as Tau guides for the avoidance manoeuvre.  
2.3.2 Optical Flow 
“Optical flow is the distribution of apparent velocities of movement of brightness 
patterns in an image” [72]. Optical flow occurs due to the relative motion of an object 
and observer [72], [73].   
Based on the equations of the expansion of the optical flow field it is possible to 
estimate Time-to-Contact [74]. A common method of estimating Time-to-Contact is 
to estimate a focus of expansion (FOE) and to then compute Time-to-Contact via the 
pixel velocity and FOE [68], [74]–[76]. 
Although research such as that of Camus [74] has shown promising results for the 
optical flow method of estimating Time-to-Contact, in practice it has proven 
impractical for real-time solutions due to the computational expense, particularly for 
on-board systems [68]. Solutions based on this method are often computationally 
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expensive, thus limiting its use in autonomous robotics [74]. A common assumption 
of this method is that brightness is constant, which states that the brightness of a 
point in an image does not change significantly as it moves across the image[73]. 
This limits its applicability in uncontrolled environments as the constant brightness 
assumption can be violated in a number of ways for example on specular surfaces 
(surfaces which appear to have different brightness when viewed from different 
angles) or when a light source is moved [73], [77].  
When compared to the optical expansion method discussed in section 2.3.1 it could 
be argued that the optical flow method would work in a larger variety of situations 
as there is no need for the detection of objects in an image. This is because the optic 
flow method is concerned with deriving a time-to-contact value based on the flow of 
pixels in an image, rather than relating directly to an entire object in an image. 
However, the optic flow method is much more computationally expensive than the 
optical expansion method which would therefore limit the applicability for small 
autonomous vehicles. The constant brightness assumption of the optic flow method 
does not affect the optical expansion method, possibly increasing the number of 
situations. 
2.4 Alternative Theories of Perception 
There are several theories of perception. The two main branches of perception are 
the Constructionist view and the ecological viewpoint [78]. 
The constructionist view suggests that the observer does not passively receive 
information regarding their environment, instead they build up knowledge of the 
environment using previous knowledge and fragments of sensations. The argument 
for the constructionist view stems from the fact that a two-dimensional image is 
formed on the retina of the eye, but humans see in three dimensions. Constructionists 
therefore argue that somewhere in the brain a three-dimensional reality is constructed 
from this two-dimensional image, though constructionists do not agree upon how 
this achieved. There is a suggestion that to make sense of an image, there must be 
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sufficient knowledge or previous experience in order to be able to interpret the image 
[79]. 
In contract to the constructionist view, the ecological viewpoint suggests that the 
observer does not require any previous knowledge on the environment, nor do they 
have to construct reality [27], [32]. Instead the ecological viewpoint states that the 
environment provides enough information to provide the observer the ability to 
perceive their environment.  
Tau theory is an ecological theory of perception and therefore by using this method 
camera-based systems can be developed which can perceive their environment using 
only the image from the camera. Tau theory was chosen as the method of perception 
for this thesis since it enables the system to detect when the gap between the camera 
and an obstacle is closing. Tau theory also allows for a measurement of the time-to-
collision (if nothing changes). These two points provide enough information to allow 
the observer to perform manoeuvres such as braking or avoiding an obstacle. 
2.5 Discussion 
The CSAIL system is a cutting-edge collision avoidance system. Compared to the 
other methods it is computationally less expensive thanks to the pushbroom method 
of perception [4], [45]. This computational advantage allows the system to perform 
all calculations on-board, unlike a number of the systems reviewed in this section 
which rely upon off-board computation or external sensors [8], [9], [80]. Performing 
all computation on-board allows the system to be used in a wider range of situations. 
Although the CSAIL system can be considered the cutting-edge in its category, it is 
not without its limitations, which a Tau-based system could potentially improve 
upon. For example, the CSAIL system is not capable of detecting objects within 10 
metres after a sharp turn, thus preventing occluded objects from being detected. This 
project aims to estimate Tau continuously, thus enabling the detection of occluded 
obstacles. When multiple obstacles are spread before the UAS, occasionally the 
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system will become confused and will collide with an obstacle. This project aims to 
address this problem by constantly calculating Tau and performing manoeuvres to 
avoid the closest obstacles. This system is also dependent on a limited library of 
manoeuvres. As such, no attempt is made to make an efficient turn whilst remaining 
on course to a destination. Therefore, there is an opportunity to implement a Tau-
based guidance system to improve upon these limitations.  
As can be seen from equations 1 through 6, the maths required for Tau theory is 
relatively simple, especially compared to methods such as deep learning and other 
popular Artificial intelligence methods [81]. This is an important point, if a solution 
is too computationally complex then it will not be possible to get the code to run on 
small single board computers such as the Raspberry Pi, Arduino Uno and ODROID 
which are commonly used to implement small autonomous vehicles. If autonomous 
software can be uploaded to these single board computers then it is possible to upload 
these autonomous guidance programs to smaller robotics such as Unmanned Aerial 
Systems (UAS) and smaller ground robots such as the Jaguar Rover 4x4 which is 
used in this project [82]. 
Light Detection and Ranging (LIDAR) systems are commonly used in autonomous 
guidance systems [1], [6], [8], [17], [83], [84]. LIDAR systems allow for the accurate 
measurement of the distance between the LIDAR sensor and objects in the 
environment around it. LIDAR technology is useful; however, its cost, size and 
weight can prevent it from being used in smaller robotics systems. A Tau-based 
system could use a small, light digital camera to meet its requirement for perception, 
thus allowing its use in smaller robotics systems.  
2.5 Conclusion 
This chapter has introduced the theory underpinning this thesis. It has shown how 
Tau theory can be used to explain and predict the behaviour of humans and animals 
in a way which can be replicated in robotics. It has discussed a range of perception 
methods and has shown that Tau-based methods are computationally less expensive 
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than Artificial methods and do not require expensive and heavy LIDAR systems 
common in robotics, meaning that they can be used on small light-weight robotics 
systems. It also described the cutting-edge CSAIL system which is capable of 
impressive feats of autonomous guidance. It then explored several limitations of the 








This Chapter discusses the methodology for both the hardware and simulation 
experiments conducted in the pursuit of this thesis. A Dr Robot Jaguar 4x4 robot was 
used for the hardware implementation of this project [82], and this platform is 
described in  Section 3.2.1. Before proceeding with real hardware implementation, a 
simulation model was created in the Gazebo simulation environment [85]. Gazebo 
is an open-source 3D robotics simulator which can make use of multiple high-
performance physics engines and can model sensors such as cameras [85]. This 
allowed for faster algorithm development and was used to try to help to ensure safe 
experiments with the hardware; algorithms were first prototyped in the simulation 
environment and were only moved onto the hardware once they were demonstrated 
to work as expected.  
3.1 Simulation 
Simulation supports the rapid development and validation of robotics in an 
environment that is safe from the dangers of hardware. Using a simulation 
environment allows for tests to be quickly set up and re-run many times with little 
break between experiments, unlike hardware experiments which may require 
repositioning and resetting of systems. This also allows for adjustments to be made 
and quickly tested, allowing the rapid tuning and testing of the software. The robot 
used in this experiment has a height of 25.5cm, a width of 53cm, a length of 57cm, 
weighs 33kg and can travel at 7km/hr, therefore this robot can cause serious injuries 
to personnel and significant damage to property, it is important to minimise these 
risks. The specification for the robot can be found in Table 3, this was the 
specification table that was used as a reference when designing the simulation model. 
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Section 3.1 will discuss the development and validation of the model and will also 
discuss how it is controlled via Simulink [86]. 
3.1.1 Gazebo 
The Gazebo simulation environment has been utilised for the simulation experiments 
for this research [85]. Gazebo is open source software and provides useful APIs and 
other useful plugins such as drivers for skid steer robots and interfaces for using 
OpenCV, a useful computer vision toolkit [85], [87]. As the Dr Robot Jaguar 4x4 is 
a skid steer robot, the Gazebo skid steer driver was used to implement the control of 
the model. Other sensors such as odometry systems were included in the model but 
were not used for the experiments in this system. The additional sensors were 
included in the model to allow future researchers to use the most realistic and 
complete model of the rover, however, as the nature of this thesis focuses on visual 
perception some of the sensors were not required for this research. 
Gazebo is also compatible with ROS, the chosen framework for implementing and 
experiments on the physical rover. This means that most ROS code developed for 
the model, will work directly on the physical robot with very few amendments. This 
improves safety as anything that works in simulation should also work in hardware. 
ROS and Gazebo are quickly becoming an industry standard and Gazebo is now 
DARPA’s preferred simulation environment for its virtual robotics challenge [88], 
[89]. 
As shown in figure 8, a model representing the Dr Robot Jaguar 4x4 robot has been 
developed in Gazebo. Functionality, dimensions and features have been included and 
closely match that of the physical robot. Some internal systems such as GPS 
receivers were not included in the model as they were not necessary for the 
experiments. The wheels in the model are controlled via a skid steer driver to emulate 
the behaviour of the rover. This driver translates velocity commands into commands 
for pairs of wheels (right side and left side), providing a manoeuvrability that closely 




Figure 8. Gazebo Model 
The model was created for the Gazebo simulation environment by creating a 
Simulation Description Format (SDF) file [90]. The SDF file allows the specification 
of all aspects of the model, including dimensions, weight and joints [85], [90], [91]. 
The SDF file also allows for the specification of some functionality, such as the 
camera functionality and the skid steering driver.  
The modular nature of SDF files means that producing scenarios with multiple 
vehicles and more complex environments should be a relatively trivial task in the 
future [90], [91]. Gazebo includes models for many different types of obstacles 
which can be easily inserted to create complex and cluttered environments [85].  
3.1.2 Simulink 
Simulink is used to control the simulation model in Gazebo. Simulink is a 
MATLAB-based graphical programming environment [86], [92] which uses a 
graphical block diagram tool for rapid prototyping and testing. In the simulation 
experiments Simulink is used for all of the required processing. Simulink is 
responsible for the TTC estimation as discussed in Section 3.4, the proportional 
controller and for issuing commands for the model using a ROS message at each 
iteration to update the wheel commands. A proportional controller reads sensor data 
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and computes the desired actuator output based on the error between the sensor data 
and the desired sensor data [93]. 
3.1.3 Robotics Operating System 
The Robotics Operating System (ROS) [94]–[96] was utilised for both the simulation 
and hardware implementations. ROS is a flexible framework for writing robotics 
software. It consists of tools, libraries, and conventions to simplify the task of writing 
robot applications. The Jaguar Rover 4x4 can be controlled using ROS. One of the 
main benefits of using ROS in this project is that it is compatible with both the 
physical robot and the simulation environment, described in the Section 3.1.1. The 
benefit of using ROS is that any code written for the simulation model will work in 
the same way for the hardware implementation with minimal changes.   
ROS also provides a powerful robot description language which has been used in 
this research to create the model of the rover in a user-friendly way, the robot 
description format uses XML files to define models. This definition is compatible 
with all of the other ROS modules and components.  
3.1.4 OptiTrack 
OptiTrack is a motion tracking system which can stream tracking data directly to 
MATLAB in real time [42]. It is used in this project for several reasons. Firstly, it 
has been used in the model validation as discussed in Section 3.2 to compare 
manoeuvres between the model and the hardware systems. Secondly it is used as part 
of the lateral experiment discussed in chapter 5. All positional measurements are 
taken from the centre of the robot.  
3.2 Model Validation 
As the simulation model is to be used for prototyping and testing, it is important that 
the behaviour of the model matches the hardware response as closely as possible. 
This will allow for any systems developed in simulation to be easily migrated to 
hardware. This subsection will discuss the validation of the Gazebo model which has 
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ensured that both systems are as similar as possible in terms of their control and 
performance as measured by their response to linear and lateral commands as 
discussed in this section.  
To make the rover move, a command must be issued for each pair of wheels (left 
and right side). This command is issued as a Pulse-Width Modulation (PWM) signal 
with a value between -1000 and 1000, where 1000 is 100% of the power available 
to the motors driving the wheels.  As one motor is installed upside down in relation 
to the opposite motor, to have the rover move forwards or in reverse then one of the 
PWM values must be negated (e.g. if the command for the left wheel is 200, then the 
command for the right wheel is -200).  
The only significant difference between the robot and the model is that the model 
requires the translation of the velocity commands as the model requires linear and 
angular velocity commands whereas the robot requires velocity commands for both 
the left- and right-hand pairs of wheels. As the model takes its input as a desired 
linear (m/s) and angular velocity (rad/s) it is important that commands can be 
generated in a way that is equivalent between simulated and hardware robots. The 
first step in achieving this was to map the PWM commands to linear velocities (in 
m/s). 
Figure 9 and Table 1 show such PWM velocity mapping. This data collected using 
the OptiTrack system [42]. In each case the PWM command was issued to the rover 
and the rover would then drive forwards for approximately 4 metres, this is the 
maximum distance allowed by the arena hosting the OptiTrack system. The velocity 
was then averaged over this distance to give the actual velocity. The periods where 
the rover was accelerating, or decelerating were excluded from the velocity 
estimation. The acceleration and deceleration periods that were removed last 
approximately 0.5 seconds and 0.2 seconds, respectively. The reason for their 
removal was to ensure that only the average speed for each command was being 
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measured and that this measurement was not affected by the starting and stopping of 
the robot. 
Figure 9 shows an almost linear line, however, between 0 and 50 PWM there is a 
lack of linearity. The reason for this is that when the rover is given a very low PWM 
command (PWM < 30) it struggles to move which results in an inconsistent velocity. 
When given a higher PWM command (PWM > 30) this problem is not encountered, 
a consistent velocity is produced. 
Low battery charge does not degrade the rover’s performance. When the battery’s 
power is too low, the rover will not move. This allows for consistent testing and 
measurements for the velocity mapping. Figures 16 and 20 refer to an experiment 
which involves a significant forwards movement, these figures show a consistent 
forwards movement in an acceptably straight line. 
 






PWM Command (Right) Actual Velocity (m/s) 
+30 -30 0.04 
+50 -50 0.13 
+100 -100 0.31 
+150 -150 0.49 
+200 -200 0.67 
+250 -250 0.85 
+300 -300 1.04 
+350 -350 1.21 
 
Table 1. PWM-Velocity Mapping 
 




















Where v is the linear velocity, ω is the angular velocity, 𝑊𝑏 is the wheelbase of the 
robot and 𝑊𝑟 is the wheel radius of the robot. The command conversion algorithms 
do not take in to account the PWM to velocity performance of the rover. Therefore, 
it is necessary to scale up the result of the conversion using the PWM to command 
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mapping table. To do this the output of the algorithm is divided by the known output 
of the algorithm for the input of 1m/s (~7) and then multiplied by the necessary value 
to achieve 1m/s (300 PWM).  
Table 2 shows the tests which have been completed for the purposes of validation. 
The values for these tests were chosen to give a variety of velocities that could be 
performed safely within the bounds of the motion capture arena for at least five 
seconds. The PWM commands are the inputs for the rover and the velocity 
commands are the inputs for the model. Starting with the desired linear and angular 
velocities the PWM commands were generated using the aforementioned method.  
For the turning manoeuvres it is important to ensure that the positional data of both 
the model and the rover can be overlaid with the same initial heading. To achieve 
this, the rover and model first drive a straight line, this allow for the angle between 
the two lines to be calculated and then for one of the plots to be rotated using the 
rotation matrix in Equation 16 where 𝑚 in Equation 15 is the angle to rotate in 
degrees, [x,  y] are the original coordinates of the robot and [xr, yr] are the rotated 
coordinates.  
𝛩 =  𝑚 (
𝑃𝐼
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Table 2. Validation Test Plan 
 
For each test, an equivalent command was executed on both the rover and the model 
for the same amount of time compensating only for the initial delay (~0.68s) of the 
first command to the rover. The delay is due to the need for the controller to register 
with the ROS node. The removal of this delay was not achieved; however, the delay 
was modelled in the simulation model to ensure comparability. This initial delay was 
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measured issuing commands to the rover and recording data for 5 seconds, the rover 
only moved for the final 4.32s of the experiments, therefore the delay is 0.68s. This 
delay only affects the first command to the rover, further delays are negligible. 
OptiTrack motion tracking data was recorded to track the rover and the Gazebo 
simulation software tracked the position of the model. These two sets of positional 
data are compared below.    
The error at each data point in the linear manoeuvres is calculated as the current 
distance travelled by the model minus the current distance travelled by the rover. For 
the turning manoeuvres, the error (e) between the coordinates of the model (x1, y1) 
and the rover (x2, y2) is calculated using equation 17.  
𝑒 = √(𝑥2 – 𝑥1)2  + (𝑦2 – 𝑦1)2 (17) 
 
The results of the first validation test from Table 2 are shown in Figures 10, 11 and 
12. Figure 10 shows the linear distance travelled over time of both the model and the 
robot. Figure 11 shows the linear velocity over time of both the model and the robot. 
Finally, Figure 12 shows the error in distance (metres) over time, calculated as the 
robot’s distance minus the model’s distance. The mean error in distance was 0.0149 
metres, an error of less than 1% for a manoeuvre of 2 metres.  
The initial rise and fall in error seen in the first 0.5 seconds of figure 12 was caused 
by the rover starting to move slightly after the model had already started (~0.2s). The 
rover then moves slightly faster than the model and therefore the error begins to 
increase. At approximately 4.5 seconds the error decreases rapidly, this is because 
the model was slightly behind where the rover was but continued to move forwards 
a small amount (~0.01m) after the rover had stopped, thus decreasing the distance 
between them. The maximum error in distance at any point was less than 0.03m over 




Figure 10. Linear Distance at 0.5m/s 
 
 




Figure 12.Error in Distance at 0.5m/s 
 
The results of the second validation test from Table 2 are shown in figures 13, 14 
and 15. Figure 13 shows the linear movement over time of both the model and the 
robot. Figure 14 shows the linear velocity over time of both the model and the robot. 
Finally, Figure 15 shows the error in distance (metres) over time, calculated as the 
robot’s distance minus the model’s distance. The mean error in distance was 0.0253 





Figure 13. Linear Distance at 0.75m/s 
 
 




Figure 15. Error in Distance at 0.75m/s 
 
Visually figures 12 and 15 appear to have a significantly different shape, however, 
their shapes occur for the same reason. The model moves slightly before the rover 
does (~0.2s). The rover then moves at a slightly higher velocity than the model, 
meaning that the error (the distance between the model and the rover) decreases. At 
approximately 4 seconds the rover passes the model and the error again increases. 
At approximately 5 seconds the rover stops, but the model moves for an additional 
0.1 seconds where it overtakes the rover. This causes a rapid decrease in error (the 
model closes the gap to the rover) followed by a rapid increase in error (the model 
passes the rover). 
Figures 16 to 19 show the results of the third validation experiment from Table 2. In 
this manoeuvre the robot and the model first move forward in a straight line, to allow 
the overlaying of both manoeuvres. Secondly, both systems perform a forward right 
turn. Figure 16 shows the paths taken by both the model and the robot. Figure 17 
shows the angular velocity of both the model and the robot over time. Figure 17 
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shows some noise in the angular velocity of the rover, this is due to the wheels of the 
rover slipping on the ground surface of the motion capture arena. The slipping was 
modelled in the simulation environment, but it was unable to replicate the slight 
sticking of the wheels such as those that occur two and three seconds into the 
experiment. Figure 18 shows the rotation over time for both the model and the robot. 
Finally, Figure 19 shows the positional error of the model as compared to that of the 
robot over time with a mean error of 0.03m. Figure 19 shows two small spikes at 
approximately 4 seconds, these are due to the rover’s wheel slipping slightly.  
 




Figure 17. Angular Velocity Right Turn Manoeuvre 
 
 





Figure 19. Position Error 
 
Figures 20 to 23 show the results of the fourth validation experiment from Table 2. 
Again, in this manoeuvre the robot and the model first move forward in a straight 
line, to allow the overlaying of both manoeuvres. Secondly, both systems perform a 
forward left turn. Figure 20 shows the paths taken by both the model and the robot. 
Figure 21 shows the angular velocity of both the model and the robot over time. 
Again, the rover’s plot has several spikes caused by the sticking of the wheels on the 
rubbered surface of the arena floor. Figure 22 shows the rotation over time for both 
the model and the robot, this figure shows a more significant rotational error again 
caused by the inconsistent sticking on the ground surface. Finally, Figure 23 shows 
the positional error of the model as compared to that of the robot over time with a 





Figure 20.  Left Turn Manoeuvre Path 
 
 




Figure 22. Rotation over Time Left Turn Manoeuvre 
 
 




Figures 12 and 15 show a small error between the straight-line distance travelled by 
the rover and the model. At a velocity of 0.5m/s the mean error was 0.0149m over a 
distance of approximately 2m (0.745% mean error). At a velocity of 0.75m/s there 
was a mean error of 0.0253m over approximately 3m (0.843% mean error). This 
measure of error was calculated as the difference between positions at each time step, 
this is likely to be the cause of much of the error shown in Figures 12 and 15. The 
OptiTrack system is accurate to 0.1mm, therefore, the measurements and error 
estimations are considered accurate enough for the purposes of this research.  
Figures 19 and 23 show a small error between the positions of the model and the 
rover when they are both given the same commands. Around frames 200 to 300 the 
error increases, this is likely to be caused by the error in rotation over time as seen 
in Figures 16 and 20. Figures 17 and 21 show that the rotation of the rover is not as 
smooth as that of the model, this is because at low speeds the rover sometimes sticks 
in place when operating on the rubber surface of the motion tracking arena. This is 
also apparent in Figures 17 and 21 where the angular velocity decreases in certain 
places. These results are not perfect but with the largest error at any given point being 
0.045m in a 2.1m manoeuvre (~2% error), the model was deemed suitable for testing 
purposes. Further attempts to decrease this error were unsuccessful. 
3.3 Hardware 
The robot used in this research is a Dr Robot Jaguar 4x4 [82]. ROS is used for issuing 
commands to the robot, as discussed in Section 3.1.3. The controller operates without 
significant jitter or delay, other than the initial delay in connection as discussed 
previously. The Simulink based controlled which operates from a desktop computer 
issues a PWM command via a laptop to the motors of the rover. The controller 
operates on the error between the desired Tau and the estimated Tau calculated in 
MATLAB using images from the robot’s on-board camera. OptiTrack is a motion 
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tracking system which has been used during the validation phases of this research, 
but also for obtaining “truth” data for each of the experiments[42]. 
 
Figure 24. Hardware Implementation 
 
Figure 24 shows how the individual components are connected. The OptiTrack 
motion capture system is connected to the Windows-based desktop computer via a 
wi-fi connection to allow for the motion tracking of the rover on the Windows-based 
computer. The Desktop computer also runs MATLAB/Simulink and is therefore 
responsible for sending ROS commands to control the rover. The Windows machine 
sends the ROS commands to the Laptop running ROS via a Wi-Fi connection to the 
router on-board the rover. This is necessary as the laptop contains the ROS Master 
which is responsible for tracking Subscribers (receivers of ROS commands) and 
Publishers (senders of ROS commands) [94], [95]. The laptop then sends the 
command back to the rover again via the Wi-Fi connection to the router. 
3.3.1 Jaguar Rover 4x4 
As mentioned previously, the robot used in the hardware experiments is the Dr Robot 
Jaguar 4x4, as shown in Figure 25. The robot’s software is open source and is 
compatible with both MATLAB and ROS, which allowed the simple transfer of code 
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from the simulation environment to the actual robot. The software waits until it 
receives a ROS message with a PWM command which it then translates to 
commands to each pair of wheels. The most recent command is executed 
continuously until it receives the next. There is no on-board processing hardware 
available on this robot, so both a Linux Ubuntu laptop and a Windows desktop 
machine were required for the hardware experiments. The laptop running Linux runs 
the ROS master and a ROS program which publishes topics to provide data from the 
robot and allowed commands to be published to the robot. The Windows machine 
ran MATLAB and Simulink in a similar role as it is used in simulation. The windows 
machine and the Linux laptop are both wirelessly connected to the router which is 
contained inside the rover, the Windows machine sends ROS commands to the ROS 
master node on the laptop via the wireless network, which then sends the command 
to the rover. The Windows machine is responsible for both creating and publishing 
the ROS commands (it contains the controller) and recording the motion tracking 
data. One benefit of having two machines is the fact that if the Windows machine is 
slowed or crashes during the experiment, the laptop can be used to quickly stop the 
robot. 
Table 3 shows the specification for the Dr Robot Jaguar 4x4 [82]. The indoor vision 
landmark GPS and laser scanner are optional units which were not included in the 
robot used in this project. These specifications were used to develop the simulation 
model as discussed in Section 3.1 and therefore the simulation model should closely 
represent the physical robot. 
Category Feature 
Mobility • Terrain: Sand, rock, concrete, gravel, grass, soil and 
others wet and dry 
• Slope: > 45° 
• Maximum vertical step: 155mm (6”) 
• Stair climbing: Max stair step height 110mm (4.5”) 
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• Traverse: > 200mm (8”) 
• Speed: 0 – 11Km/hr 
• Turning radius: 0, min 750mm (29.5”) diameter of 
turning space 
• Ground clearance: 88mm (3.5”) 
• Operator remote control 
• Autonomous navigation with GPS and 9 DOF IMU 
(Gyro/Accelerometer/Compass) 
• Indoor vision landmark GPS (Optional) 
Survivability • Sealed weather resistant enclosure 
• Temperature: -30° to +40° 
• Shock resistant chassis 
• Drop to concrete: Max: 1200mm (4ft) Rated: 900mm 
(3ft) 
Electronics • Motion and sensing controller (PWM, Position and 
Speed Control) 
• 5Hz GPS and 9 DOF IMU 
(Gyro/Accelerometer/Compass) 
• Laser scanner (5.6m, 4m or 30m) (Optional) 
• Temperature sensing & Voltage monitoring 
• Headlights 
Video/Audio • Colour Camera (640x480, 30fps) with audio 
Communication • WiFi802.11N 
• Ethernet (Optional) 
External 
Auxiliary Ports 
• Ethernet (Optional) 






• Gamepad Controller 
• Head mounted display (Dual 640 x 480), equivalent to 
60” display viewed in 2.7m (9 feet) (optional) 
• Portable computer (Optional) 
• NVIDIA Shield Gaming Portable Controller(optional) 
Power • Rechargeable battery: LiPo 22.2V 10AH 
• LiPo battery charger 
• Nominal operation time: 2 hours (Optional 4 hours) 
Motor • Wheel Motors (24V) : 4 units 
• Max output (after gear down) (x4): Max 80W, 
65Kg.cm/wheel 
• Rated current: 2.75A, Max current 16A 
Dimensions • Height: 265mm (10.5”) 
• Width: 573mm (22.5”) 
• Length: 615mm (24”) 
• Weight: 20.5Kg (Standard Configuration) 
Payload • Carrying Payload (on flat surface): max 30Kg 
• (* Upgrade option: max 50Kg, Speed @ 7Km/hr) 
• Dragging Payload (on flat surface): max 50Kg  
Application 
Development 
• Full development kit including SDK, data protocol and 
sample codes, support Microsoft® Robotics Studio, 
Microsoft® Visual Studio, ROS, NI LabVIEW®, 
MATLAB®, Java® 
Table 3. Dr Robot Jaguar 4x4 Specification[82] 
 
Figure 25 shows an example of the Dr Robot Jaguar 4x4 robot used in the 
experimental phase of this project [82]. The two circles on the left are the headlights, 
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the middle circle is the camera and the component to the right of the camera is the 
laser scanner. The laser scanner was not installed on the robot used in this project. 
 
Figure 25. Dr Robot Jaguar 4x4 
 
3.3.2 OptiTrack 
OptiTrack motion capture equipment [42] was used for two purposes. First, it was 
used for the validation of the simulation model. Second, it was used for gathering 
“truth” data from the hardware experiments. Truth data in this sense means the 
accurate positional data of the rover for the duration of the experiment. For example, 
a Tau estimation system has been developed as discussed in Section 3.4, the 
OptiTrack system has been used to record the “True” (actual) Tau value so that the 
estimation method can be evaluated. The OptiTrack system has a tracking accuracy 
of 0.1mm and is therefore capable of providing accurate positional data and Tau 
measurements.  
3.3.3 MATLAB 
For the hardware experiments, all the scripts were written using MATLAB and 
therefore MATLAB, running on an external desktop machine, was responsible for 
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the processing of data and for the issuing of commands to the robot, via ROS. A 
“master” script was written to ensure that all scripts and other components were 
synchronized. This included receiving images from the robot, which it processed and 
estimated TTC as discussed in Section 3.4, below. The control system discussed in 
3.1.2 was converted from a Simulink project to a MATLAB script so that they work 
in the same way.   
3.4 Tau Estimation  
The method for estimating TTC will be discussed in this section, as well as the 
implementation and validation of the estimation techniques. OptiTrack was used in 
the validation of this method, but the TTC value for controlling the model and robot 
is provided by the TTC estimation method as discussed in Section 3.4.1, they do not 
use the calculated actual TTC. 
3.4.1 Tau Estimation Method 
The method of the estimation of Tau used in this research is the expansion method 
discussed in Section 2.3.1. Equation 11 will be used to estimate Tau, where A is the 
area of the blob detected in images from the camera or simulated images and ?̇?  is 
the rate of change of A with time. At each iteration of the estimation, the A is 
measured and the ?̇? calculated using the time-step. A moving average is applied to 
?̇? to remove spurious estimations which can have a negative impact on the Tau 
estimation.  Tau is then estimated using Equation 12.  
In the hardware implementation of the Tau estimation method, an extra step is 
required. As the real world is much more noisy than a simulation environment it is 
necessary to take extra steps to identify the obstacle. The obstacle was covered with 
red paper and other red items in the background were removed. A filtered image is 
created where the red remains as it is and everything else is covered with black, as 
shown in Figure 26. This is achieved by setting acceptable values for Red Green and 
Blue (RGB) in the image, pixels that are within the acceptable levels remain as they 
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are, everything else is changed to black. This makes it much easier to detect the 
obstacle as it is the only blob in the image, however, outside of the lab setting this 
would be a problem as there is likely to be more than one object in an image and 
there are a variety of different coloured object. With this previous point considered, 
this solution is deemed suitable for lab testing. Figure 26 shows an obstacle that has 
been extracted from the camera images using a red colour extraction which is then 
converted into a binary image, as shown in Figure 27. In simulation, using the known 
height and width of the obstacle and the known focal length of the camera, an 
equivalent binary image is generated in Simulink, as shown in Figure 28.  
Matlab and Simulink were chosen to implement this project due to their ease of 
development. Both pieces of software provide a number of tools such as blob 
detection and filtering allowing for a more rapid prototyping. It could be argued that 
this software is not as fast as languages such as C or C++, however, this would have 
slowed the development of the project. It is recommended that future researchers and 
developers should attempt to implement this project in a faster programming 
language. Using a faster programming language would allow for more frames to be 
recorded per second which may provide a more accurate estimate of Tau, as 





Figure 26. Red Obstacle Extracted 
 
Figure 27. Image converted to Binary 
 
Figure 28. Simulated Image 
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3.4.2 Tau Estimation Validation 
This subsection will discuss the validation results of the Tau estimation system that 
was implemented as well as some of the problems that were encountered on the way. 
Firstly, it was discovered that this method of estimating Tau is dependent on a high 
frame rate. The higher the frame rate the more accurate the estimation as can be seen 
in Figure 29. A frame rate of at least 3 frames per second (FPS) is required to achieve 
a Tau estimation accurate enough to be used to control a robot. An error of 
approximately 1 second can be tolerated, though it is more important that the 
estimation is smooth to allow smooth control. To quantify the effect of changes in 
frame rate, a simulated experiment with calculated image size over time at different 
frame rates was performed. Figures 29 to 32 show that with the higher frame rate 
there is less error between the estimated and the actual Tau. Figures 29 to 32 also 
shows what happens when the object fills the entire image, at approximately 9 
seconds the object fills the screen and the system is unable to estimate Tau from this 
point on as ?̇? becomes zero. 
Figure 29 shows the results with 3FPS and Figure 31 shows the same experiment 
allowing 10 FPS. Figure 30 shows the error for the 3FPS experiment which is greater 
than that of the 10 FPS experiment shown in Figure 32.  The “actual Tau” is the truth 
data that is calculated using the known position and known closing velocity. To 
reduce the effect of this problem equation 18 was derived to estimate the error 
induced by the frame rate, which was then subtracted from the estimation. The proof 
for equation 18 can be found in the Appendix A of this thesis. 










Figure 29. Tau Estimation (3FPS) 
 
Figure 29 shows the original estimation in red, there is a small but obvious offset in 
the estimation which will always be present when the time-step is greater than 0. 
When estimating the error using equation 18 and subtracting this from the original 




Figure 30. Tau Error (3FPS) 
 
 




Figure 32. Tau Error (10FPS) 
 
When performing real experiments, even with the simplified backgrounds and the 
red object light conditions can still affect the obstacle detection especially around 
the edge of the image. This prevents the identification of a perfectly rectangular 
object with perfectly straight edges. This affects the area measurement of the object 
in the image and therefore the measurement of the rate of change of the area, thus 
ultimately inducig an error into the Tau estimation.  
Figure 33 shows an example of an unfiltered measurement of the area of the object, 
compared to the mathematically calculated area. The curve is not perfectly smooth. 
This results in a noisy calculation of the rate of change of area as shown in Figure 
34. ?̇? is an integral part of the calculation to estimate TTC and with a measurement 
as noisy as that of Figure 34, it is impossible to obtain a usable TTC estimation. 
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Therefore, it is necessary to implement some noise filtering for the area 
measurement.  
 
Figure 33. Area Measurement 
 
 
Figure 34. Rate of Change of Area 
 
Filtering by implementing moving averages can increase the offset if too much is 
applied as shown in Figures 35 and 35. Figure 35 shows the area measured without 
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filtering, it is clear that it is not smooth but there is little error in the measurement. 
Figure 36 shows a smoother area measurement, but the error of the measurement is 
increased. Although the area measurement in Figure 36 would provide a smoother 
TTC estimation, it would introduce a large time delay. It is therefore important that 
minimal filtering is applied as too much can decrease the area measurement and 
introduce a time delay. Although it can be tempting to also filter ?̇? this can introduce 
even more delay and should therefore be avoided.  
The system was able to operate at approximately 10FPS, this is significantly above 
the 3FPS required to provide a reliable estimation of Tau. It therefore appears that 
the time taken to process the data does not significantly affect the estimation. No 
obvious effects of operating system jitter were experienced. 
 
 





Figure 36. Filtered Area Blob Measurement Comparison 
 
With a combination of minimal filtering and the tuning of the colour extraction 
method, a much smoother area measurement was achieved as shown in figure 37. To 
find the minimal filtering levels the TTC estimation experiment was repeated starting 
from zero filtering and increased until a value was found that produced a smooth 
TTC estimation. Figures 38 and 39 show minimal error between the area that was 
measured and the mathematical calculation of what the area should be based on 
geometry. This measurement allows for a usable estimation of TTC to be generated.  
Figure 37 shows a slight error between the camera and simulation at a gap of 1.4m. 
This is due to the blob detection method; it has not been able to refresh and measure 
the expansion of the blob and has therefore returned the previous measurement. This 
is evident in the errors shown in figures 38 and 39. This occasionally occurs and can 
affect the simulation and hardware experiments, but the level of error is tolerable for 





Figure 37. Blob Area Measurement Comparison 
 
 




Figure 39. Area Error (%) 
 
Figure 40 shows the TTC estimation that was achieved using the same area 
measurement method used to obtain Figure 37. The actual measurement is obtained 
using the OptiTrack system to measure the gap between the robot and the obstacle 
over time. The offline estimation was produced using mathematical measurement 
based on geometry. The real time estimation is the estimation based on the camera-
based estimation discussed in this chapter, this is the measurement that is to be used 
in the experiments. It is clear from Figure 40 that even after filtering the area, TTC 
is still not smoothed enough to be used to control the robot. This effect is because 
blob detection is often not perfect especially in daylight where the brightness of the 
image may change during an experiment. It is therefore necessary to further filter the 
final TTC estimation.  
Figure 40 shows that for the first 4 seconds the estimation is very noisy, this is due 
to the rover starting from a standstill, while the rover is stationary Tau is infinite. At 
approximately 4 seconds an estimation of Tau is achieved but it is not until 
approximately 9 seconds that an accurate estimation is achieved, this is again due to 
the blob detection method and a noisy area measurement. 
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At approximately 1.4m there is a significant drop in the area difference and increase 
in the error. This is due to filtering technique applied, occasionally the rover may 
slip or stick, and this may be seen as a spurious data point in terms of filtering, hence 
the increased error for this point only. 
 
 
Figure 40. TTC Estimation Unfiltered 
 
Figure 41 shows the result of the TTC estimation after moving average filtering. The 
real time estimation is now much smoother but an offset of up to one second has now 
been introduced. The benefit of the smooth estimation outweighs the disadvantage 
of the offset caused by the filtering. To compensate for the offset of the estimation, 
all manoeuvres will be programmatically stopped when the object fills the image as 
this is the point where a Tau estimation is no longer achievable. In Chapter 4 it will 
be shown that when using this expansion method of estimating TTC it is not possible 
to estimate Tau once the object completely fills the image. It is for this reason that 




As shown in Figure 41, for the first 4 seconds there is no estimate or actual Tau, this 
is because the rover started from a standstill. When the rover is not moving Tau is 
infinite. At approximately 4 seconds a Tau estimation is achieved this becomes more 
accurate at approximately 7 seconds as the rover gets closer to the obstacle and can 
measure its area more accurately. An accurate estimation is maintained until at 14 
seconds it is lost as the obstacle completely fills the image and the rover therefore 
brakes to avoid collision. The braking at this point causes the actual and estimate 
Tau recordings to increase to infinity. The estimation has an almost constant offset 
(~1s) due to the filtering that is applied to the area measurement, this error can be 
tolerated for the purpose the manoeuvres presented in this thesis.  An over estimation 
is considered dangerous as the rover is closer to the obstacle than the estimation 
suggests, however, the automatic braking system halts the rover as soon as the image 
becomes filled by the obstacle meaning that the rover stops before it hits the obstacle, 
regardless of the estimation. 
 







This chapter has discussed the methodology used in research phase of this project. 
The Gazebo based simulation environment has been developed to model the 
hardware implementation of this project. A Dr Robot 4x4 has been used for the 
hardware experiments, this is controlled via a computer running MATLAB/Simulink 
and a laptop running ROS. The OptiTrack system has been used for motion tracking 
to enable validation of the simulation environment and for the recording of positional 
data for hardware experiments. The results shown in this chapter show that the 
simulation environment closely matches that of the hardware implementation. It also 
shows that the optical expansion method of estimating Tau produces a smooth and 
accurate estimation with an acceptable offset caused by filtering. Finally, this chapter 
introduced a method of removing the offset which occurs due to the timestep to 
enable a more accurate estimation which is less affected my larger timesteps. 
Chapter 2 discussed the cutting-edge CSAIL system, one of the limitations of this 
system was that it did not sense objects in its path for the first 10 metres of its flight 
or for the 10 metres following a sharp turn. The Tau-based perception method 
discussed in this chapter improves on this limitation, Tau is constantly sensed and 






LINEAR MANOEUVRE EXPERIMENT 
 
In this chapter the first manoeuvre will be discussed. This experiment simulates a 
driver stopping before an obstacle or a stop sign. This chapter will describe results 
for both a simulation and a hardware manoeuvre. In the development of this 
manoeuvre several different methodologies were used to build up to the final 
experiment. Firstly, a simulation experiment was performed using only ground truth 
TTC data, secondly the ground truth TTC data was replaced with the TTC estimation 
of Section 3.4.2. Finally, the experiment was performed in hardware. This multi-step 
approach allowed for effective debugging of the system. 
Chapter 3 discussed the simulation and hardware used for this experiment. The 
hardware consisted of a Windows-based computer for OptiTrack and MATLAB 
Simulink, a Linux Laptop for publishing ROS commands to the rover and a router 
on-board the Dr Robot Jaguar 4x4 robot, all of which were connected via a Wi-Fi 
network. The robot is controlled by MATLAB which sends PWM commands using 
ROS, in the hardware experiment these commands are sent over a Wi-Fi connection. 
Figure 24 shows how all these hardware components are joined. 
In this experiment, there is an obstacle in the path of the rover, the robot must stop 
before it impacts the obstacle. Figure 42 shows an example of an experiment 
performed, there is an obstacle in front of the rover and the aim is to close the gap in 
x while also preventing a collision. Note that the checked image attached to the top 
of the box is not used in any experiments related to this project. The constant ?̇? 
approach is used to decelerate and stop the rover as discussed in section 2.2.2. This 
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approach is based on research into how human drivers decelerate and stop their 
vehicles [31], [34], [35]. As discussed in Chapter 2 Tau guidance involves keeping 
one parameter in proportion with the Tau of another, using a coupling term (K) [98]. 
If the coupling constant K is maintained at 0.5, the rover will stop exactly at the 
obstacle, if K is larger there will be contact with the obstacle, and if K is smaller and 
the rover will stop short. For this experiment a K value of 0.5 is the target, which is 
the same as what human drivers are found to also maintain [31].  
As the Tau estimation method discussed in chapter 3 relies upon the measurement 
of the rate of change of the area of the obstacle, a reliable estimation of Tau will not 
be possible when the obstacle fills the entire image taken by the rover’s camera. 
When the obstacle completely fills the image, it triggers a function which stops the 
manoeuvre and causes the rover to brake. For the obstacle used in this experiment, 
this has led to the robot stopping approximately 0.3m before the obstacle, the point 
at which the robot’s camera image is saturated by the obstacle. This trigger ensures 
that the robot continues the desired manoeuvre for as long as possible but also stops 
safely when it is unable to estimate Tau as shown in figures 45 to 49. 
 
 




4.1 Constant Tau Dot 
In chapter 2 Constant Tau Dot guidance was discussed, Figures 5 and 6 show the 
form that they take. In this experiment TTC is constantly estimated and once its 
estimated value becomes lower than a user-defined safe threshold a deceleration 
manoeuvre is triggered. Once triggered, the manoeuvre time T is set at the current 
TTC allowing for a safe and smooth manoeuvre, this prevents large initial 
decelerations. K is set at 0.5 as this is the value shown observed in human braking 
experiments, it is also the value which ensures that the robot will stop before 
colliding with the obstacle [34]. Using these values of K and T the TTC profile was 
generated, this was then regarded as the “desired TTC” and a Proportional controller 
was then implemented with the aim of ensuring that the robot’s actual TTC matches 
this desired TTC. The aim of the controller is to minimise the error between the 
desired Tau and the actual or estimated Tau. The controller is shown in equation 19 
and figure 43 for simulation and figure 44 for hardware. 
Figure 43 shows the controller for the simulation experiment and Figure 44 shows 
the controller for the hardware experiment. The main difference between these 
diagrams is the fact that the simulation controller uses simulated images to estimate 
TTC and the hardware experiment uses real-time images from a hardware camera to 
estimate TTC. Simulated images were used to simplify the simulation environment 
and to avoid known and at the time unsolved issues with Gazebos camera system. In 
Figures 43 and 44 𝜏𝑑 is the desired TTC and 𝜏𝑒 is the estimated TTC.  
Equation 19 shows the equivalent of Figures 43 and 44. This equation shows that a 
proportion of the error is applied to the current velocity command 𝜇𝑛. If  𝜏𝑑 −  𝜏𝑒 =
0 then 𝐾𝑝 + 1 allows for the continuation at the previous velocity command 𝜇𝑛−1.  
𝜇𝑛 = ((1 −
𝜏𝑑
𝜏𝑒







Figure 43. Control Scheme used for Simulation Experiment 
 
 
Figure 44. Control Scheme used for Hardware Experiment 
 
4.2 Simulation Experiment 
In this experiment an obstacle is placed 20 metres in front of the model rover. A P 
controller produces the linear velocity based on the error between the desired time 
to contact and the actual time to contact which is generated using constant ?̇?. The 
desired time to contact is produced using constant ?̇? and the actual time to contact is 
calculated in the Gazebo simulator using the actual distance between the model and 
the obstacle over the model’s velocity.  
4.2.1 Truth Data 
In this initial experiment there is no estimation of TTC, instead of the estimated TTC 
being used in the controller shown in Figure 43, the actual TTC, measured using 
OptiTrack, is used as the input. Subsection 4.2.2 will discuss the extension of this 
experiment to include the use of estimated TTC.  
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Figures 45 to 47 show that the distance travelled by the simulated rover starts at a 
non-zero value, this is because the constant ?̇? manoeuvre requires a non-zero velocity 
to work and so the robot must already begin closing the gap before the manoeuvre is 
triggered. Figures 45 to 47 show that the model had an initial TTC much higher than 
desired therefore initially the rover must accelerate to reach the desired TTC. Figures 
45 to 47 shows that once this point has been reached the robot decelerates at a 
constant rate. Figure 45 to 47 shows that there is initially a large error which takes 
less than one second to reduce, this is the time that the controller takes to get the 
robot back to the desired value of ?̇?.  
It is clear from the Figures 45 that there is a constant deceleration of the model as 
would be expected from this Tau guide when K = 0.5. Figures 45 to 47 show that τ 
reaches zero when time reaches zero, as expected. Figures 45 to 47 shows that in this 
experiment there is a τ error whilst the model accelerates to reach the target τ, then 
there is zero error. In the experiment there must always be an initial velocity which 
may not always be the desired initial velocity. This means that it is unlikely that the 
desired and actual velocity will match and that there is usually an initial acceleration 
or deceleration. This phase appears before the expected constant deceleration as can 
be seen in Figure 45 when K = 0.5. Figures 45 to 46 shows that the model reaches 
the obstacle (20m away) when the time reaches zero.  
This experiment was repeated with K = 0.3 as shown in Figure 45, K = 0.5 as shown 
in Figure 46 and K = 1.0 as shown in Figure 47.   As discussed previously a K = 0.5 
is most commonly observed for human drivers, this provides a smooth constant level 
of deceleration where as a K of 0.3 provides a much harsher deceleration as seen in 
Figure 45, this manoeuvre still manages to stop before colliding with the obstacle, it 
stops slightly earlier than when using K = 0.5. In the last 8 seconds of the manoeuvre 
the robot very slowly moves the remaining few centimetres as shown in Figure 45. 
This is a less natural appearing manoeuvre than K = 0.5 which closes a similar 
distance in approximately 4 seconds as shown in Figure 46. 
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Figure 47 shows that with K = 1.0 there is no deceleration, the robot continued at a 
constant speed of approximately 0.9m/s and collided with the obstacle.  At the very 
end of the manoeuvre at time 0, the PWM commands begins to increase as shown in 
figure 47. This is because the gap has closed to zero as the robot collides with the 
obstacle, but then the gap increases and so the controller attempts to close this gap 
again.   
Figures 45 to 47 also show the effect of different values of K on the desired Tau 
profiles. Each desired profile will provide a constant rate of change of Tau until Tau 
is closed to zero at time zero. Each of the experiments shown in figures 45 to 47 
where given a T of 20, which means that the manoeuvre will last for 20 seconds. The 
desired Tau at the beginning of the manoeuvre starts from T * K which means that 
the desired Tau for K = 1 starts from 20 seconds as shown in Figure 47, 10 seconds 
for K = 0.5 as shown in Figure 46 and 6 seconds for K = 0.3 as shown in Figure 45. 
This can result is an initial acceleration or deceleration phase which is shown in the 
first 1 to 2 seconds of the manoeuvres as shown in Figures 45 to 47. 
For the remaining experiments, a K of 0.5 was chosen to ensure safe hardware 
experiments and the most realistic human-like braking strategies [31]. As mentioned 
previously an additional braking strategy will also be used which will ensure that the 
robot will apply full brakes to stop as soon as the image from the robot’s camera is 












Figure 47. Results obtained in the Simulation Experiment for K = 1.0
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4.2.2 Estimated TTC 
Figures 45 to 47 show the results of the linear experiment manoeuvre using truth 
data from the simulation environment. This useful for testing the proposed Tau-
based guidance and for tuning the controller. However, this is not a realistic 
experiment, in the real-world autonomous systems are unlikely to have access to 
external positional data, therefore, it is necessary to estimate TTC on-board.  
Figure 48 shows the results of the experiment using estimated TTC instead of the 
truth data.  The error between the desired and actual TTC is significantly larger. This 
is to be expected when using an estimation as opposed to truth data as shown in 
Chapter 3. Regardless, the experiment was a success and the gap were successfully 
closed at a constant ?̇?. The experiment was considered a success as both the velocity 
and linear gaps were closed whilst maintaining a constant ?̇? with minimal error 
between the desired and estimated ?̇?. The results shown in Figure 48 can therefore 
be considered as displaying human-like braking [34], [35] which as discussed in 
Chapter 1 may aid the acceptance by other road users [23], [24].  
Using the expansion method of estimating TTC, it is necessary to stop the manoeuvre 
early. This is because when using this method, it is impossible to estimate TTC once 
the obstacle has completely filled the image, when using only one camera. For the 
experiments where TTC is estimated, it is necessary to issue a stop command when 
the image from the camera is completely filled, this is achieved by measuring the 
size of the obstacle in the image and comparing it to the known resolution of the 
camera. When the size of the object (in pixels) is equal to the camera’s resolution, 
then the image is filled. This can be seen 6 seconds before the end of the manoeuvre 




Figure 48. Results from the Simulation Experiment with K = 0.5 and Tau Estimation based on Vision
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4.3 Hardware Experiment 
Section 4.2 has shown that the linear experiment was successful in simulation but 
also highlighted some practical issues. Section 4.3 will discuss the results of the 
experiment which was performed with hardware.  
Figure 49 shows the results of the hardware experiment. Like the simulation 
experiment which used the TTC estimation, there is a small amount of error between 
the desired TTC and the estimated TTC. Some of this error can be attributed to the 
noise from the camera images.  Again, it is noticeable that there is also some error 
between the estimated TTC and the actual TTC, as shown in the results of Chapter 
3. This error is due to the filtering required to get a smooth TTC estimation, without 
it, it would not be possible to get a usable TTC estimate.  
Figure 49 shows an initial deceleration approximately 3 seconds into the manoeuvre 
due to the initial desired Tau being higher than the initial estimated Tau. Figure 49 
shows that after the initial deceleration phase the robot’s Tau is reduced at a constant 
rate, as is its velocity.  It takes approximately 4 seconds for the controller to reduce 
the error between the desired and actual Tau, this is much longer than that of the 
simulation experiment but is still usable. This is since 𝐾𝑝(𝐾𝑝 = 0.1) for the hardware 
experiment had to be lower than that of the simulation experiment (𝐾𝑝 = 1). This was 
because large sudden changes of velocity cause unreliable Tau estimated from the 
camera images as the blob detection method was not able to accurately measure the 
size of the object in the image, whereas no such issue was encountered with the 
simulated images.  
For approximately 10 seconds (-16s to -6s) the robot was under control with minimal 
Tau error. The velocity appears to be decreasing at a constant rate as desired. At this 
point there is an apparent gap between the desired and actual gap even though there 
is minimal error between desired and actual Tau. This is due to the controller aiming 
to minimise Tau error rather than the gap error. The gap error is therefore caused by 
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the fact that before this point the robot was correcting some initial Tau error and 
although it had managed to minimise this error it had done so by decreasing its 
velocity. This means that the robot is closer to the obstacle but with a lower velocity 
than it would have been if it had perfectly followed the desired Tau from the very 
beginning (i.e. no initial deceleration phase). 
As discussed previously it was necessary to include an automatic stop when the 
image of the obstacle filled the entire image. This can be seen approximately 4 
seconds before the end of the manoeuvre (time -0.6s). Note that the recorded data 
stops at approximately -0.6s rather than at the desired 0 seconds.  This is due to the 
automatic stop, after which the data recorded is not useful. For example, the desired 
Tau would continue to decrease at a constant rate, but the estimate Tau is infinite 








This chapter has shown successful experiments for a linear deceleration to a stop. 
The method described in this chapter could be used for autonomous braking systems 
in cars or robots. The results have shown that safe, human-like performance is 
possible when maintaining a constant rate of change of Tau.  
The simulation experiments have shown that with a perfect TTC estimation a very 
smooth manoeuvre can be achieved, therefore the slight noise and error in the TTC 
estimation method implement in this experiment can be considered a minor 
weakness. Chapter 6 will discuss potential future work to improve in this area.    
Another weakness of this estimation method is the fact that a braking command must 
be issued when the obstacle fills the image. Humans and animals can navigate even 
when an object such as a wall fully fills their view if it contains sufficient detail. It 
is therefore logical that humans and animals are able to obtain TTC information via 
another method, perhaps by using the texture of the object [65], [99]. 
4.5 Conclusion 
This chapter has introduced the first experiment, a linear approach and deceleration 
whilst approach an obstacle which models the behaviour of a human driver 
decelerating and stopping before an obstacle or stop sign. In this experiment the 
rover uses the Tau estimation method discussed in Chapter 3 and a proportional 
controller is used to ensure that a constant ?̇? is maintained. Both the hardware and 
simulated rover were able to maintain a ?̇? with minimal error. This manoeuvre can 
be considered as showing human-like driving behaviour [27], [34], [35], which may 
help to ensure their acceptance by human drivers [23], [24]. 
As discussed in chapter 2 the cutting-edge system is reliant upon a limited set of pre-
defined avoidance manoeuvres. This chapter has shown that using Tau-based 
manoeuvres means that manoeuvres do not have to be pre-defined but can be 





LATERAL MANOEUVRE EXPERIMENT 
 
This chapter will discuss the test about using Tau to perform a lateral manoeuvre to 
avoid an obstacle. This experiment aims to ensure that the vehicle or robot drives 
around an obstacle and carries on in its original direction. Figure 50 shows how a 
vehicle or robot would turn left to avoid the obstacle and then right to carry on in its 
original direction. This manoeuvre ensures that the car still travel along in the x axis 
to ensure that the car passes the obstacle at the end of the manoeuvre. Therefore, 
there are two gaps which must be simultaneously closed, the gap in x and the gap in 
y. The gap in x is defined as the gap between the front of the vehicle and the obstacle, 
whereas the gap in y is defined as the lateral translation required to safely avoid the 
obstacle. 
 
Figure 50. Lateral Manoeuvre 
5.1 Generating the Path 
The objective of this manoeuvre is to continue moving forwards (along the x axis) 
whilst moving laterally as to avoid an obstacle. Two Tau guides which are used to 
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generate the desired path are a constant velocity guide to generate the x position over 
time and a constant acceleration guide to produce the y position over time. The 
constant velocity guide was chosen to ensure that the robot accelerates when 
necessary to ensure that the x gap is closed on time. The constant acceleration guide 
was chosen due to the curved profile which provides the necessary turn in the 
manoeuvre.  
Figure 51 shows the Tau guides which are used to generate the path as well as the 
combination of guides necessary to generate the path. Firstly, in the top left of Figure 
51 the constant velocity guide is shown. Using this guide ensures that a constant 
velocity is maintained. Secondly, in the top middle of Figure 51 the constant 
acceleration guide is shown, this is discussed in Section 2.2. The constant velocity 
profile is used to close the x gap, this will ensure that a constant linear velocity is 
achieved. The profile of the constant acceleration guide is useful because there is an 
acceleration phase at the beginning and a deceleration phase at the end of the 
manoeuvre, when combining these guides the acceleration guide will be used to close 
the y gap and will therefore give the necessary curved shape. In the top right of 
Figure 51 the combination of constant velocity and constant acceleration guides are 
shown, from this the necessary path shape is created by combining these two guides. 
This path is then used to create a set of coordinates for the robot to follow around 
the obstacle. In the bottom left of Figure 51 the orientation over time is shown for 
the path, it shows how the vehicle or robot first turns in one direction, and then back 
in the opposite direction to return to its original orientation. In the bottom right of 
Figure 51 the linear acceleration is shown, the increase of linear acceleration is 
necessary to keep the velocity in the x axis constant during the turning phase.  
Waypoints are a set of coordinates which can be used to designate a path, in this 
experiment the waypoints will be generated using the guides mentioned previously. 
Given an x and a y gap a path can be generated as per the top right image of Figure 
51. The gaps are measured using the OptiTrack system. Waypoints are generated for 
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the desired path prior to the beginning of the manoeuvre. The pure pursuit controller 
receives the waypoints [100], the rover’s current pose (x position, y position and 
rotation) and desired linear velocity and generates the linear and angular velocity 
commands necessary to follow the desired path. A “look ahead” variable is also used 
which defines the amount of the desired path which the algorithm can see at any one 
time. The actual position is tracked using the OptiTrack motion capture system and 
streamed into MATLAB. The rover stops when it is inside a goal radius (within 10cm 
of the desired final position), therefore it is unlikely that the rover will stop exactly 
at the target position. The 10cm goal radius was selected as results from testing 
showed that this was the smallest value possible before undesired behaviour was 
introduced. If a smaller goal radius is used, then undesired behaviour such as the 
circling of the goal are observed. 
A system diagram explaining how this process is controlled is shown in Figure 52. 
The diagram shows how the positional data is external to the system, it is dependent 









Figure 52. Lateral Manoeuvre System Diagram 
5.2 Simulation Results 
In this experiment an obstacle was placed 4 metres in front of the model as shown in 
Figure 53. The model therefore had to move across the y axis by 1 metre to avoid 
the obstacle at a comfortable margin. The aim is for the model to continue its 
forwards path across the x axis, so the model needs to move forwards by 5 metres at 
the same time using the Tau guide combination mentioned earlier. The results show 
a successful translation, the model successfully followed the path and avoided the 
obstacle marked in red in Figure 53. Figure 54 shows the error between coordinates 
over time (in frames), the error is relatively small with a mean error of 0.0294m. An 
error is always expected when using the pure pursuit algorithm as it does not aim to 
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move through each point exactly but rather to move as close as possible to the points 
whilst making progress towards the look ahead point.  
Again, this experiment was conducted using the positional data from the simulation 
model in conjunction with the pure pursuit algorithm which produces the desired 
linear and angular velocities. There is some error when using the pure pursuit 
algorithm as tuning produces a trade-off, a look ahead distance that is too short will 
produce oscillations in the path and a look ahead distance too large will cut corners.  
 






Figure 54. Error of Lateral Manoeuvre 
 
5.3 Hardware Results 
Figure 55 shows the result of the lateral avoidance manoeuvre performed on the 
hardware rover. This experiment is identical to the simulation experiment with the 
positional truth data being streamed via OptiTrack. Again, there is some error in the 
path taken due to the nature of the pure pursuit algorithm and its trade-off produced 
by the look ahead distance. Figure 56 shows the error between the XY coordinates 
of the desired path and the actual path. There is a maximum error of 0.25m, this error 
is likely to be caused by the initial delay caused by the rover re-orientating itself 
which can be seen in Figure 55 between x = -1.5 and x = -1.4.  
Similarly, between x = -1.5 and x = -0.8 there is a small gap between the desired 
route and the actual path taken. The initial cause of this is the re-orientation, 
however, the robot does not make an immediate effort to close this gap (e.g. by 
turning right to re-join the path). This again is due to the pure pursuit algorithm which 
94 
 
is not concerned about whether the robot is exactly where it is meant to be but is 
instead concerned with moving towards some waypoint further ahead. This is a 
useful feature as it prevents oscillations which may be caused by applying too many 
corrections. 
Between x = 0 and x = 0.4 the line of the actual path becomes less smooth; this is 
due to a calibration issue with the OptiTrack motion capture lab which could not be 
corrected in time for the experiment.  
The robot stops at approximately x = 0.3 rather than x = 0.4. As mentioned 
previously, this is due to the pure pursuit algorithm which stops the robot when it is 
in an acceptable range (0.1m in this instance) of the desired target. Again, this is to 
prevent the undesired circling of the target. 








Figure 56. Error of Lateral Manoeuvre 
 
5.4 Discussion 
Figure 53 shows that the simulation model has safely passed the obstacle (shown as 
a red square) and is able to continue in the original direction. Figure 54 shows a small 
error throughout this manoeuvre, this is likely to have been caused by the nature of 
the pure pursuit method. This method is unlikely to produce a perfect following of a 
desired path but with careful tuning of the “look ahead” distance a close match can 
be produced. 
Figure 56 shows a small error throughout the experiment, the largest error appears 
at the beginning of the manoeuvre. This is caused by the fact that the rover must first 
re-orientate itself before it may begin to follow the desired path. For the first metre 
the rover does not quickly close the gap between the actual and desired paths again 
this is due to the use of the pure pursuit algorithm which generates the velocity 
commands based on a point further along the desired path based on the “look ahead” 
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distance. Although the rover does not follow the path perfectly, the general path is 
followed, and the rover would have avoided the obstacle. 
A weakness of this system is the fact that it is dependent upon OptiTrack for 
positional data. To enable this system to be implemented in more realistic scenarios 
or on the road, future work is required to implement an on-board perception method. 
Such a system would need to replace the pure pursuit method as this method is not 
appropriate when the exact position of the obstacle or robot are not known.  
One possible solution could be to close the gap between one side of the obstacle in 
the image and the side of the image, the x gap in Figure 57. The second gap could 
be the top of the obstacle in the image and the top of the image, the y gap in Figure 
57. The y gap would be closed as the vehicle approaches the object; this would ensure 
that the linear gap is closed. The x gap would be closed as the vehicle begins to turn 
away from the obstacle, thus closing the lateral gap. Closing these two gaps 
simultaneously would create a forward turning manoeuvre like that discussed this 




Figure 57. Proposed Visual Gaps 
 
A further improvement to this manoeuvre would be to implement a Tau trigger like 
that of the linear manoeuvre in Chapter 3. Using this method would allow for the 
lateral manoeuvre to be triggered only when an obstacle is in the path of vehicle or 
robot. Currently the manoeuvre is manually triggered, a stationary robot is provided 
with commands to manoeuvre around the obstacle.  
5.5 Conclusion 
This chapter has discussed a proposed Tau-based method of obstacle avoidance. An 
experiment was completed where the constant acceleration guide and the constant 
velocity guide were combined to produce waypoints to guide a robot around an 
obstacle. This experiment was successful in that the robot was able to navigate 
around an obstacle. Suggestions of future work were made, a visual trigger and visual 





CONCLUSIONS AND FUTURE WORK 
This chapter presents conclusions to the work discussed within this thesis. It also 
discusses potential opportunities for further research in the area of bio-inspired 
navigation for autonomous systems.  
6.1 Introduction 
This work found within thesis was inspired by the way in which animals and humans 
navigate cluttered and dynamic environments and how this can be replicated by 
autonomous vehicles and robots. Tau theory proposes an explanation as to how 
animals and humans can achieve this using only their senses combined with simple 
strategies, known as Tau guides. Tau theory proposes that animals achieve useful 
manoeuvres by closing motion gaps by measuring and reducing their TTC. For 
example, the driver of a car will close the gap between the front of their car and a 
stop line when stopping at traffic lights or a stop sign. The driver does not have 
accurate real-time measurements of this gap, so must therefore use his/her own 
senses, previous experience, and power of perception to close this gap. This is one 
of such manoeuvres that the work in this thesis has tried to replicate using robotics.  
The three main research components discussed in this thesis are as follows: 
1. Implementation of a TTC estimation method (Chapter 3). 
2. The linear gap closure strategy of maintaining a constant ?̇? (Chapter 4). 
3. Applying Tau guides to the problem of obstacle avoidance (Chapter 5). 
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6.2 Conclusions of Research 
This subsection will provide conclusions of each of the main research components 
listed in Section 6.1. It will also provide an overall conclusion of the work discussed 
within this thesis. The results of each experiment are provided in Chapters 3, 4 and 
5 of this thesis. 
6.2.1 Implementation of a TTC Estimation Method 
Chapter 3 discussed the implementation and validation of the TTC estimation 
method used in the research leading to this thesis. The validation discussed in 
Chapter 3 shows that a successful measurement was achieved with low error. A 
significant portion of the error that was found in this validation can be attributed to 
the filtering techniques which were necessary to ensure that the TTC estimation was 
usable for the controller. The filtering technique was not changed as it was still able 
to provide an estimate which achieved the desired manoeuvre whilst using minimal 
computation power. The TTC estimation results were not perfect, but the estimation 
was consistent and smooth enough to be used successfully in the controlled stop 
experiment discussed in Chapter 4.  
A weakness of this implementation is the fact that it is dependent on colour isolation 
for the detection of blobs. A system that was able to detect blobs without isolating 
colours would allow for the detection of a wider variety of obstacles. Lighting 
conditions can cause a large variance in the detection of colours. For example, in 
bright light a colour will seem much lighter in recorded images and it is possible that 
the red may be seen in reflections of other objects and the floor. Lighting changes 
often due to the position of the sun in the sky or by the presence of clouds, therefore 
the detection was often affected by the lighting condition, though the estimation 
system was only affected is exceptionally poor lighting conditions. This method was 
used for lab research only and other TTC implementation should be considered for 
use outside of the controlled laboratory environment.  
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A commonly asked question is “how does the system tell the difference between a 
small object and a large object that is far away?”. The answer to this question lies in 
the growth of the object in the image. Objects that are further away grow more slowly 
in the image than objects closer to the camera. Equation 12 provides an accurate 
estimation of Tau regardless of the starting size of the object or the distance away 
from the camera, providing that the object’s size in the image can be accurately 
calculated over time. 
6.2.2 Linear Gap Closure Strategy 
Chapter 2 discussed the constant ?̇? strategy for closing motion gaps, examples of 
which in nature include bats closing in on prey and birds landing on branches. 
Chapter 4 is concerned with the closing of a gap between a robot and an obstacle, in 
this case a red box. This experiment can be thought of as simulating a driver of a car 
stopping before an obstacle or at traffic lights. This experiment is reliant upon the 
TTC estimation method discussed in Chapter 3 using images streamed from the 
camera placed at the front of the robot.  
In this experiment the TTC is estimated continuously, when the estimated TTC is 
lower than a pre-defined safe threshold, a stopping manoeuvre is triggered. The 
stopping manoeuvre maintains a constant ?̇? strategy. Maintaining a constant ?̇? with 
a K value less than or equal to 0.5 ensures that as the TTC is reduced to zero, the 
velocity is also reduced to zero, thus preventing a collision.  
Chapter 4 discusses the results of both simulation and hardware experiments using 
constant ?̇? to ensure that a robot decelerates and stops before it collides with an 
obstacle. The results show that for both experiments the robot or model decelerated 
safely to a stop, therefore avoiding collision with the obstacle. The comparison 
between the experiment using truth data and the experiment using TTC estimations 
from the camera show estimating TTC from the camera includes some noise and 
delay and therefore the deceleration is not as smooth. It also shows that it is necessary 
to stop earlier when using an estimation of TTC instead of the actual TTC value. 
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This is to be expected when using cameras in this way due to noise from the image 
and error introduced by moving average filters. 
There are several benefits in using these techniques to control a robot or vehicle. 
Firstly, the equations necessary to estimate TTC are relatively simple when 
compared to techniques such as machine learning, which is not necessary for the 
computation of Tau. More simple calculations mean less requirement for 
computational power, thus providing the opportunity for these programs to be 
executed on-board smaller processors. Secondly, as discussed in Chapter 1, humans 
are more likely to accept autonomous vehicles and robots sharing their environment 
if they behave in a natural way [23], [24]. Tau-based solutions to autonomous 
systems can generate human-like performance in manoeuvres such as braking. If 
people are more accepting of autonomous vehicles and robots, then the chances for 
uptake of such systems are larger and the safety benefits can be extended.  
A weakness of this solution relates back to the TTC estimation method used in this 
project. Since the estimation technique requires an estimation of the expansion of the 
obstacle in the image, it ceases to provide a TTC estimation once the obstacle 
completely fills the camera image if only a single camera is available. Therefore, it 
is necessary to issue a stop command as soon as this occurs. The results in Chapter 
4 show that even with this limitation it is possible to safely and smoothly control a 
robot to a stop, but it is necessary to stop earlier than desired, depending on the size 
of the obstacle and the properties of the camera.  
6.2.3 Tau Guides for Obstacle Avoidance 
Chapter 5 discussed the utilisation of both a constant velocity Tau guide and a 
constant acceleration Tau guide to generate natural paths to avoid an obstacle. The 
robot follows such paths using a pure pursuit algorithm which requires accurate data 
of the robot’s location and orientation. Results for both simulation and hardware 
experiment were discussed.  
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Two experiments were performed successfully, firstly a simulation experiment using 
data from the simulation environment was performed, and secondly a hardware 
experiment was performed using tracking data from the OptiTrack system. The 
results of these experiments showed that with accurate positional data the path can 
be followed accurately, but not perfectly due to the nature of the pure pursuit 
algorithm. 
Although the experiments were successful, this work has highlighted several 
weaknesses which must be addressed before it can operate outside of the laboratory 
environment. Firstly, the dependence on external tracking data must be removed and 
to do this the pure pursuit method of control must be replaced. Potential options to 
remove this weakness will be discussed in Section 6.3. Secondly, in the current 
implementation of this experiment, the Tau guides are used only to generate a path 
for the robot to follow using the pure pursuit algorithm. This is not a natural method 
of guidance, to implement a true Tau guidance strategy the motion gaps should be 
closed using TTC. A potential solution to this problem is discussed in Section 6.3.  
6.2.4 Overall Conclusions 
The overall aim of this project was to develop autonomous guidance strategies 
inspired by nature. Chapter 3 has discussed a successful Tau estimation system based 
on optical expansion which have been used to control a linear manoeuvre discussed 
in Chapter 4. Chapters 4 and 5 have discussed the results of experiments for both a 
linear and lateral manoeuvre, both of which were successful. It is hoped that by 
implementing autonomous guidance methods that more closely replicate human 
behaviour that they will be more accepted, and the uptake of autonomous systems 
will increase. Overall, the results of the experiments discussed in this thesis suggest 
that Tau-based guidance methods can be used safely to replicate natural guidance 
manoeuvres for autonomous systems. This chapter has also discussed some 
suggestions for future work which would improve the current system and make it 
more practical in the real-world. 
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Chapter 2 identified the CSAIL system as being the cutting-edge in perception and 
obstacle avoidance. It also identified two key limitations of the system. Firstly, the 
system does not detect obstacles in the first 10 metres of its fly nor for the 10 metres 
after a sharp turn. Secondly, the system is reliant upon a limited number of pre-
defined avoidance manoeuvres, when the system finds itself in a scenario for which 
there is no defined avoidance strategy it crashes. This thesis has demonstrated how 
Tau-based systems improve upon these two limitations. Chapter 2 showed how by 
using Tau as a method of perception obstacles can be constantly sensed at all points 
of the manoeuvre.  Chapters 3 and 4 demonstrated how Tau-based guidance 
strategies do not have to be pre-defined but instead can be automatically adapted for 
individual situations. 
6.3 Future Work 
Whilst this thesis presents several successful experiments, there is still much work 
required to before Tau-based guidance systems can be safely used outside of the 
laboratory environment. Chapter 6 has summarised a few limitations with the 
research presented within this thesis. This subsection aims to provide guidance and 
inspiration for further work in autonomous guidance.  
6.3.1 TTC Estimation Improvement 
Whilst the TTC estimation method is dependent upon colour extraction, it is unlikely 
that the current system will be usable outside of the laboratory setting. To ensure that 
the TTC estimation method is usable outside of such a setting the following 
improvements must be developed: 
1. Obstacles in the image should be detected without the colour range method 
ensuring that obstacles are consistently and accurately detected independent 
of lighting conditions. Optic flow based methods of calculating Tau show 
promise in this area, however, they bring limitations of their own as 
discussed in chapter 1 [7], [59], [61]. 
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2. A method of estimating TTC when the obstacle has filled the image must be 
developed to ensure that the autonomous system can operate in more 
scenarios. For example, when large obstacles such as buildings fill the entire 
image. A common approach to this problem is to estimate TTC using optical 
flow Chapter 2 reviewed a number of examples of such systems [58], [65], 
[73], [99], [101]. Again, the systems reviewed had their own limitations such 
as noisy estimation for certain textures and a dependency on constant 
brightness. 
6.3.2 Lateral Manoeuvre Improvement 
As discussed in chapter 5 existing solutions such as the pure pursuit algorithm have 
significant limitations when used for the purpose of Tau-based lateral manoeuvres. 
The lateral manoeuvre experiment discussed in Chapter 5 requires the following 
further work to ensure that it can execute autonomously: 
1. Instead of simply following a path, the system should identify and close 
motion gaps. These may take the form of gaps in the image, for example, 
Section 5.4 discusses the possibility of using the gaps between the edge of 
the obstacle in an image and the edge of the image. The literature review 
performed in the development of this thesis did not discover any Tau-based 
solutions to this problem. 
2. On-board perception is required to estimate the closure of such gaps. 
3. A control system must be developed to allow for the lateral manoeuvre to be 
completed by controlling TTC instead of using the pure pursuit algorithm 
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This appendix shows a series of images from the lateral manoeuvre experiment. 
 













The manoeuvre is now complete, the obstacle has been avoided and the rover can 
now continue its original heading.  
