Abstract: Nanobiology is a fast-emerging discipline that brings the tools of nanotechnology to the biological sciences. The introduction of new techniques may accelerate the development of highly specific biomedical treatments, increase their efficiency, and minimize their side effects. Introducing foreign bodies into the complex machinery of the human body is, however, a great and humbling challenge, as past experience has shown. In order for nanobiology to reach its full potential, we must devise a means to alter the properties of nanoparticles, as expressed in the human body, in a predictable manner. Computer-aided methods are the natural option to speed up the development of these technologies. Yet, the procedures for annotation and simulation of nanoparticle properties must be developed and their limitations understood before computational methods can be fully exploited. In this review we will compare the state of development of nanoscale simulations in the biological sciences to that of the computer-aided drug design efforts in the past, tracing a historical parallel between both disciplines. From this comparison, lessons can be learned and bottlenecks identified, helping to speed up the development of computer-aided nanobiodevice design tools.
INTRODUCTION
The twin goals of biomedicine are the improvement of human life and the understanding of the fundamental processes that govern biological machineries. The two goals are inextricably linked to one another. This is particularly true in contemporary biomedicine where the goals have advanced to the treatment of very complex illnesses, including cancer, the correction of body imbalances resulting from aging, and the treatment and prevention of illnesses resulting from genetic predisposition. These aims will ultimately result in the development of highly personalized biomedical treatments [1] .
Molecular microdevices will one day assist biomedical procedures in the same way as the surgeon uses mechanical instruments today [2, 3] . However, if we are at the dawn of a new era in biosciences, it is probably more due to nanobiology than to any other discipline [4] [5] [6] [7] . The nanobiosciences encompass a body of disciplines that, with their bottom-up approach to biology, may finally unlock the full potential of human creativity in the biological universe, allowing the manipulation of biological systems using artifacts at the molecular scale [2, 4] .
The current state of development of computational approaches for nanodevice design resembles that of the early days of computeraided drug design. The road ahead is, however, long and treacherous. To our advantage, computational tools have grown in power, as has our ability to use them to their full potential. However, as we begin developing rational approaches to nanobiodevice design, those procedures must be developed, tested, and improved before the full power of this emerging discipline can be harnessed. We can apply our experiences in computer-aided drug design to the development of nanobiological drug design.
Nearly 30 years ago, the expression rational drug design was coined to describe a set of procedures for improving the pharmacological properties of chemicals, based on the knowledge of the three-dimensional arrangement of the molecule [8] . Indeed, the term rational was a carry-over expression from the physical sciences, which largely dominated the computer-driven efforts in drug design at the time. In physics, the nature of a system is entirely described by the positions of the elements that constitute the system and their associated momentum and energy.
At the time, rational drug design was frequently associated with the application of state-of-the-art computational tools for the *Address correspondence to this author at the SAIC-Frederick, 430 Miller Dr. Frederick, MD 21702; Tel: (301)-846-6062; E-mail: cachau@ncifcrf.gov calculation of quantum mechanical equations. In practice, this meant using largely unvalidated algorithms running on the fairly inefficient and underpowered computers then available. However, the difficulties encountered during the early efforts in computerassisted drug design were not entirely due to the lack of computational power or accurate programs. They were also the result of our lack of understanding of the many ways in which a foreign molecule interacts with the extremely complex environment of a living system. Thus, the expectation was that the knowledge of the threedimensional structure of a molecule and its exploration using firstprinciple techniques would be sufficient to fully characterize its biological properties and predict the ways in which the molecule could be modified to optimize them. This was understood, simply, as an extension of the application of the methods of molecular physics to the biosciences. Biomedicine, it turned out, was quite a bit more complicated.
We should remember that out of every 6,200 designed and synthesized compounds, merely 7 are tested in humans and only 3 reach phase III studies. Out of those three, only 1 will successfully make it to the drugstore and at a cost of nearly $1,000,000,000 U.S. for the entire effort [9] . Most of the waste is due to toxicity, solubility, and bioavailability defects. Those properties are not, however, entirely predictable from the isolated structure of the molecule, but are the result of the complex interplay between the molecule and the cell and tissue environment.
NANOBIOLOGY AND COMPUTER AIDED DRUG DESIGN
The full rational approach to drug design was thus frustrated by our inability to exert the same level of control at every step of the process, from delivery to metabolism and secretion. We were, however, very successful at engineering specificity. In the words of Gregory Petsko, hundreds of the 6,200 pre-selected compounds are potentially very good drugs [9] . Those drugs may not get to the cell because they are not soluble enough, but at a basic level, those compounds could be perfectly functional for the inhibition of the targets they were designed against. This is particularly true for drugs resulting from structure-guided efforts where there are countless examples of the rapid development of highly specific lead compounds.
This situation has frustrated the computer-modeling community for decades. The separation of the target inhibitory function (drug) from the mechanisms used for its delivery and possibly for metabolite removal (carried out by nanoparticles) has the potential to change this entire situation.
Thus, we can envision two immediate uses for nanovessels: drug delivery, where the nanovessel is used to carry a payload to a specific destination; and imaging, where the payload has a detectable property [1] . In either case, the nanovessel properties would be responsible for the control of the delivery, solubility, and general toxicity of the system [1] . If this approach to drug delivery proves successful, thousands of previously discarded compounds could be reconsidered for encapsulation in nanovessels [1] .
Although the introduction of a separate mechanism for delivery and solubility seems liberating for those involved in chemical design efforts, in some sense all we have done is pass the problems along. For instance, think about the computational cost of computing the quantum mechanical properties of a common drug (less than a thousand atoms.) Most simplified quantum mechanical algorithms will have a computational cost that grows with the square of the number of atoms. In the past, we applied those techniques with mixed success to molecules, but now we need to apply them to nanoparticles, molecular systems including thousands to millions of atoms. Even specialized quantum mechanical algorithms designed to deal with large numbers of atoms (with order N computational cost) have an entry cost which is fairly steep. Again, this is reminiscent of the early days of computer-aided drug design; using oversimplified algorithms in seriously limited hardware.
The problem is further complicated by the difficulties in obtaining experimental structures for many nanobioparticles. Most nanobioparticles do not crystallize, nor are they easily tractable by standard structural methods. This is particularly true for liposomes, dendrimers, and many metal particles, which tend to aggregate in rather unpleasant ways instead of forming lattices. Their structures are frequently highly symmetric, further confusing in-solution methods. Thus, in order to compute the properties of nanobioparticles from their structures, we must rely on models (guessed 3D coordinates) and property prediction methods. Choosing the best combination of model building and property prediction method constitutes a problem in itself.
Therefore, we need a strategy to tackle the complex set of problems presented by the study of nanobioparticles. In our favor, organic chemists have extensive experience in developing passivated materials and can incorporate motifs that interact with the biological system via cell receptors, antibodies, or a plethora of other mechanisms. The combined use of both passivation and specific biomarkers has done much to rationalize, simplify, and systematize the basic procedures employed for the general design of nanobioparticles.
NANOPARTICLES AS A DESIGN PROBLEM: LOOKING FOR PATTERNS
One of the most advanced areas of nanoparticle research is that of dendrimer design [10] . Dendrimers are archetypical nanobioparticles, completely artificial human creations, not present in nature. A dendrimer is a regularly branched, fully synthetic polymer molecule which resembles the branches of a tree. In fact, the name comes from the Greek dendron, meaning tree. The first dendrimers were described by Vögtle [11] in 1978; by Denkewalter and coworkers at Allied Corporation as polylysine dendrimers in 1981; by Tomalia at Dow Chemical [12] , and by Newkome [13] in 1985. In the 1990s dendrimers caused an explosion of scientific interest because of their unique molecular architecture. This resulted in over 5,000 scientific papers and patents published by the end of 2005.
We can draw some general patterns from dendrimer design studies. For instance, poly-ethylene glycol termination ensures a dendrimer will be well behaved, and the inclusion of antibodies or motifs recognized by cell receptors produce dendrimers that are readily accepted by the cell [1] . Despite these over-generalizations (for a comprehensive review on the subject see Tomalia [5, 14] ), we can recognize trends that translate into a modular design of nanobioparticles. Knowing the trends should help us build modules in our computational tools that correspond to the modular structure of the nanoparticle. What happens under the dendrimers' canopy is a different story. A delicate balance of forces must be optimized in order to secure the drug uptake and its timely release at the proper site. Too tight a grip on the drug, and its release may be impeded. Too loose an interaction or too permeable the canopy, and the compound may leak during transport. The analysis of the drugdendrimer interaction presents similarities with the old fashioned drug-enzyme interaction studies. However, our interest when studying dendrimer-drug interactions is as much in the path of uptake/release as in the mechanism of in-situ interaction. The main bottleneck in mapping the release path of a molecule from its binding site is computational time. Steered dynamics [15] is a new tool that has been successfully applied to this type of study in other areas of biomolecular engineering. In addition, parallel replica dynamics [16] and hyperdynamics [15] are other algorithms that can be used to explore rare, infrequent events.
The main conclusion we can draw from this analysis is that the software used to compute the dendrimer properties (and by extension the properties of other nanoparticles) should have a layered structure, with a core region describing the particle at an atomic detail, and an external shell that accepts a coarser treatment. Since the properties of nanoparticles are largely the result of their specific dimensions, what constitutes a molecular module within a nanoparticle may not be obvious. We can, however, make a comparison with the organization of natural biomolecules [17] .
A first look at how biomolecules are organized suggests that sugars, nucleotides, peptides, and lipids are among the basic building blocks of the cell. However, further inspection reveals that the true nature of the molecular organization is coarser [17] . Folding constraints force the repetition of secondary structure elements among proteins. These patterns are so regular that in a few years, current initiatives in structural genomics are expected to have mapped out all the main structural blocks that form macromolecular structures.
Atom-by-atom manipulation allows a larger amount of creative freedom in the production of nanobioparticles, enabling the production of particles with unique properties. However, the same freedom used to create these large aggregates without the constraints imposed by the use of standard components (i.e., amino acids, nucleotides, etc.) makes the identification of the intermediate complexity modules that give raise to the nanoparticles' peculiar properties a real challenge. We could ask, for instance, what would be the structural equivalent, at a functional level, of an alpha helix in a dendrimer?
One valuable lesson from our previous efforts with small molecules is that even at that small scale, there are recognizable motifs that trigger specific responses from the biological system. If the biological response information is mapped onto the 3D scaffold of the molecule, an ad hoc function-structure map can be built. These maps can be used to establish what are frequently called structure-activity relationships (SAR) and has been one of the most useful ways in which structural information can be used to guide the design of novel compounds [18] . By identifying the structural motifs that give rise to the molecular properties, new and improved leads can be designed. We can envision a similar use of experimental information in combination with structural analysis in nanobiology [19] .
The identification of functional motifs in nanoparticles will have other benefits for computer-aided nanoparticle design. The computation of large molecular aggregates carries risks associated with computational error propagations, which can take many forms. Multi-layered approaches may be a better option when dealing with extremely large problems. Chemistry, 2007, Vol. 7, No. 15 1539 The approaches discussed so far do not include an explicit description of the cell system and even less for tissues or the general environment. As we previously mentioned, this has been one of the main difficulties in computing toxicity, solubility, and ADME parameters in the past.
In-Silico Nanobio-Design Current Topics in Medicinal
The simplest way in which we can introduce a phenomenological description of the biological environment is by means of average fields. This was done in past computer-aided drug design efforts in myriad ways, which are too extensive to review here. This general approach, however, had limited success beyond the computation of solubility parameters which are more tractable in this manner (i.e., by Poison Boltzman and reaction field treatments). We can try to extend and improve this type of modeling treatment by re-examining what makes nature's constructs as well as approved drugs successful.
Some basic properties are common among all commercially available drugs. For instance, a drug should not rapidly and spontaneously hydrolyze or its half-life would be too short to be useful. These and other criteria have been used to develop the loosely crafted concept of druggicity-the quality of a chemical compound to be more like a drug than another. Similarly, we could ask what makes a protein a biologically compatible molecule, unlike other polypeptides that we can synthesize in the laboratory. If we analyze the microenvironment of a natural macromolecule or a drug throughout its life in the body, we will notice that, although the average values of temperature (or pH or ionic strength) may be well-established, these are macroscopic parameters and large fluctuations are observed in the microenvironment. Furthermore, many biomolecules have a ubiquitous presence across tissues. In other words, rapid changes in the microenvironment and multiple locations demand that biologically compatible molecules be fairly resilient to short time insults from the surrounding environment. Some of the mechanisms used by macromolecules to defend themselves are quite evident. For example, pepsin (326aa) carries its own buffer in the form of 36 aspartic and glutamic residues in order to survive the extremely aggressive environment of the stomach [17] . We can generalize this observation by saying that a well-behaved biomolecule must have built-in mechanisms to remain stable against small fluctuations in the macroscopic parameters (pH, , T etc. .) Sensitivity analysis has been pioneered by Roberta Susnow [20, 21] and proven a great asset in the determination of difficult molecular geometries. In practical terms, we have applied this analysis to nanobiomolecules by studying the variability of molecular parameters when challenged by electric fields, simulated changes in pressure, etc. A well-behaved nanoparticle must behave in a stable and predictable manner within a large range of challenges. An extension of this analysis would include the decomposition of the information obtained in terms of contributing motifs, which leads us back to multi-layered approaches.
THE COMPUTATIONAL CHALLENGE
Ultimately, more realistic and better-integrated approaches covering the whole scale of the problem from whole body scale down to the atomic detail will be needed. Many elements of the nanobiology modeling toolbox will be based on prior developments in structural biology and material sciences.
Quantum mechanics-molecular mechanics (QM-MM) hybrid methods are a well-established way to extend the use of standard quantum mechanical techniques to larger systems [22] . Fujitsu has introduced a simplified quantum mechanical code (MOZYME/ COSMO) for whole macromolecular simulations. SIESTA [23] and similar codes, based on localized plane waves density functional treatments (LPW-DFT), are an alternative to more computationally expensive approaches when more accurate treatments are needed. The application of LPW-DFT to gold nanoparticle-thiol interactions provided a first look at the way in which the thiol linker modifies the arrangement of the gold atoms in nano-scale structures, a key piece of information on our under-standing of how coating agents interact with nanoparticles [24] . Molecular mechanics-based calculations have also shown a steady improvement in recent years. NAMD allows the computation of molecular properties of very large molecular aggregates (millions of atoms) in highly distributed computational environments and the visualization and analysis of the modeling results (VMD) [25] . The combination of these new, faster programs with more efficient algorithms like replica dynamics [16] and hyperdynamics [15] is opening new possibilities in the simulation of larger time scale and more complex molecular events. Meso-scale calculations are now feasible, too [26] . MesoDyn is an interesting tool for this kind of study [27] . Mesoscale/atomic scale hybrid treatments have also been developed [28] , but less successfully than in the case of QM-MM, with mesohybrids still being prone to artifacts [29] .
A very important problem unresolved by the above-mentioned treatments is the prediction of a particle's body location. This problem is on a much larger scale and is of critical importance to nanoparticle modeling studies, since knowing the location of the nanoparticles could drastically simplify our need to compute nanoparticle properties in multiple environments. Computational Fluid Dynamics (CFD) approaches may be the answer to some of those concerns. CFD Research has put forth an interesting multiscale, mechano-biological model of nanoparticle toxicity, based on such approaches. The goal of CFD Research is to build a unified quantitative understanding of nanoparticle deposition and partitioning within the body (lung, liver, spleen, and brain). For example, nanoparticle deposition in the lung is site-specific and depends, among other factors, upon the aerodynamic size and electrostatic charge distributions. Once inhaled, nanoparticles can reach the sensitive alveolar regions and stay there for long periods of time. Models describing cellular response upon nanoparticle contact can then be used to determine the level of tissue response (i.e., inflammation, in the case of toxic effects). More importantly, the knowledge of the location of the particle retention sites can be used to analyze which tissue-specific receptors may be involved, in order to enhance or avoid the nanoparticle uptake at that site.
Establishing the relations between these ill-connected procedures will depend on our ability to characterize the molecular motifs that give rise to the nanoparticle properties at each scale. The lack of such level of description in the current literature is hardly surprising, given the paucity of systematic characterization of nanobioparticles at the molecular level. Current efforts at relating meso-scale descriptions of nanoparticles with their structural, physico-chemical, and toxicological properties demonstrate the feasibility of such approaches [30, 31] . Yet more needs to be done at the structural level of annotation of nanobioparticles to identify functional motifs, build reasonable SAR protocols and, ultimately, develop the required software to jump-start the computer-aided design of nanobioparticles.
CONCLUSIONS
We can assert, with little doubt, that nanobiology will have an ever-increasing role in improving our capacity to do in-vivo imaging and intervention or ex-vivo analysis. Nanoparticles will allow the use of combinations of agents to deal with the causative agents of disease and in targeting intervention sites accurately, avoiding biological barriers, minimizing collateral effects on healthy tissue, and possibly even monitoring the course of treatment in real time [1, 6, 32] .
If past experience with drug design efforts is an indication, the speedy success of these novel techniques will require our understanding of the basic motifs responsible for the nanoparticle function. Structural activity relationships (SAR) can improve nanobioparticles while uncovering new, unexpected properties, but the tools for structure modeling and analysis of nanoparticles must be developed and validated.
The history of computer-aided drug design shows successes in designing specificity and problems in correctly predicting ADME parameters, especially absorption (solubility, etc.) and PK/PD. Nanoparticles are a logical extension of previous delivery systems on a smaller scale; they can encapsulate or bind drugs for delivery, circumventing some ADME and PK/PD problems.
On the other hand, nanoparticles are much larger structures, when compared to small drugs, and impose a bigger demand on computational methods. Advances in computing power, algorithms, and codes may help surmount some of those difficulties, but modeling the interactions of drugs and/or carriers with a realistic biological matrix remains a "grand challenge" problem. Furthermore, nanobioparticles can exhibit a far greater range of structural variability than small moieties, and the attempt to characterize and standardize their structures is just beginning.
Therefore, we expect the structure of nanobiology modeling software will be layered to handle the large computational demands imposed by the complexity of the problem. The modeling protocols should also be flexible, since the whole body scale (particle location) down to quantum mechanical scale problems will have to be integrated during the design cycle. The software flexibility should accommodate the links between layers, which will be more easily implemented through SAR parametric relations.
Ultimately, controlling and predicting the properties of designed nanobioparticles will require a concerted effort to develop SAR-based design loops to guide their design. Thus, the road ahead will demand joint efforts in rational design of nanoparticles and in their physical, in vitro, and in vivo characterization to standardize well-characterized delivery systems, provide data to validate the models and codes, and, finally, develop the associated SARs which will be used to accelerate the design/synthesize/characterize loop.
To reach this goal, we must begin collaborative efforts to attack the grand-challenge, the problem of modeling nanomaterials in a realistic biological environment; to accelerate the introduction of improved instrumentation to aid in more accurate and efficient characterization of nanomaterials; and to introduce nanocomputing and structural annotation as a pervasive tool throughout the design cycle.
Early examples of such collaborative efforts are work of the Nanotechnology Characterization Laboratory in cataloging nanoparticles and their properties, and the nanoHUB and nanoHIVE initiatives which should bring together the software components required for the development of integrated simulation packages.
