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Abstract 
Wind power forecasting greatly relies on wind speed forecasts. Numerical Weather Prediction (NWP) models are a reliable 
source of meteorological forecasts and they can also be used in wind resource assessment. In this work we carry out the 
verification of wind speed results from the NWP model Weather Research and Forecast (WRF), grid resolution - 3km. Results 
from 172 model runs in May and November 2013 are compared with meteorological observations in 24 stations in Latvia. 
The model usually predicts wind speed values that are larger than the observed and the diurnal cycle has a large impact on 
verification results. Verification results obtained by interpolating model results between gridpoints to the exact station location 
are compared with results acquired using values from the nearest gridpoint. This distinction is significant in coastal stations. The 
influence of wind speed and wind direction on model error is analyzed. 
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1. Introduction 
The energy produced from renewable resources is a matter of increasing importance. First, it is a solution to the 
problem of depletion of non-renewable resources, such as oil or coal, which are usually associated with energy 
production. Second, it is a way to decrease energy related emissions. With this in mind, the Energy 2020 strategy 
was introduced by the European Commission – a strategy that supports a shift towards a resource-efficient, low-
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carbon economy to achieve sustainable growth [1].  An increase in renewable energy production can be observed in 
Latvia where in 2012 wind parks produced 114 GWh of electrical energy - up from 47 GWh in 2005 [2].  
The growing use of renewable energy not only provides solutions to the problems mentioned previously, but also 
uncovers new challenges. Renewable energy often relies on less predictable resources like wind, sunlight or sea 
waves and such unpredictability complicates energy production planning and energy balancing in the grid [3]. 
Forecasts of the amount of energy produced from renewable resources can be generated from weather forecasts. 
There are multiple ways to acquire such forecasts – either from meteorological observations or from numerical 
weather prediction (NWP) models. When it comes to short term prediction (1 day to 1 week) NWP models have 
proven to be more reliable that statistical forecasts [4]. Another application of NWP models is the wind resource 
assessment to estimate the best locations for wind farms [5]. However, these models also have shortcomings – 
simplified assumptions about the underlying physics and regional geography, therefore for better forecasts of energy 
production when weather is a factor, post-processing of NWP model data is required.  
Any inaccuracies in the prediction of wind speed have a great effect on the prediction of produced wind energy 
because the wind energy is proportional to the cube of the wind speed. Therefore, the quality of NWP model results 
must be carefully analyzed. The process of comparing model results with empirical observation is called forecast 
verification.  Additionally, verification has a scientific role in increasing understanding of the properties of model 
errors and serving as a basis for model improvements [6]. 
The scope of this study is to investigate the performance of a NWP model Weather Research and Forecast model 
(WRF [7]) in wind speed prediction over the territory of Latvia. By definition, models provide the spatial average of 
wind speed values over the grid cell. Observations are point objects and are influenced by the micro-scale 
surroundings of the station. Therefore, when assessing the performance of the model it can sometimes be 
advantageous to distinguish between actual model error – namely the discrepancy between the model results and 
some currently unobservable "true average wind speed over the grid cell" and representativeness error - the 
difference between a single station observation and this averaged “"truth” [8]. In an ideal world this distinction could 
be easily made and the first kind of error could be eliminated by NWP model upgrades but representativeness error – 
by statistical post-processing or micro-scale models. This study explores some of the possible attempts to quantify 
the representativeness error and model error components that together constitute the actual, measurable difference 
between model results and observations by analyzing the properties of verification metrics.  
First, the overall model performance is assessed by analyzing the representation of the diurnal cycle. Then a 
different question is explored, namely, the clarification of what constitutes model output, because it can be defined 
as the forecasted value at the gridpoint that is nearest to the station or a value interpolated between gridpoints to the 




The Weather Research and Forecast (WRF, v3.4) non-hydrostatic model with the Advanced Research dynamic 
solver (ARW) was used for calculations. Two nested domains were used. The inner domain has a 3 km resolution 
and has 301 gridpoints in both directions (900 x 900km) and is centered over Latvia. The outer domain has a 
resolution of 15 km and a size of 2400 x 2400km. 
57 vertical pressure levels were used with the model top at 1000mb. The Kain – Fritsch cumulus 
parameterization scheme [9] was used for the outer domain and no cumulus parameterization scheme was used for 
the inner domain. All other parameterization schemes were used for both the inner and outer domains: the Yonsei 
University scheme for the planetary boundary layer [10], the Noah Land Surface scheme [11], the WRF Single 
Moment-5 microphysics parameterization [12]. For long-wave radiation parameterization the Rapid Radiative 
Transfer Model scheme [13] was used. For short-wave radiation – the Dudhia scheme [14]. 
The model was initialized four times a day (00:00, 06:00, 12:00 and 18:00 UTC) using 0.5° Global Forecast 
System (GFS) model data as initial and boundary conditions. Each forecast was 48 hours long. The calculations 
were done in re-forecast mode for dates from 2 to 21 May (80 runs) and from 4 to 26 November 2013 (92 runs). The 
first 6 hours of any forecast are considered model spin-up time and excluded from further analysis. 
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Meteorological observations from the Latvian Environment, Geology and Meteorology Centre for 24 stations 
were used.  
 
3. Verification methodology 
The object of verification analysis is the joint distribution of forecasts and observations and although sometimes 
it is advantageous to analyze the distribution or some conditional distributions directly (Section 4.3) [15], usually 
some metrics that characterize the distribution are introduced. In this study two scores were used – the mean error 
(Bias) and root mean square error (RMSE) [16]. These parameters were calculated by equations (1) and (2), where 




















21    (2) 
Bias shows whether the model forecast systematically over-estimates or under-estimates the specific parameter. 
The RMSE measures the typical differences between predicted values and observations. 
The goal of this study requires data stratification – dividing the data according to some criteria and performing 
verification for each part separately; this needs to be balanced with the statistical significance that is influenced by 
the number of forecast – observation pairs that are used in the calculation of verification metrics.  
A widely used stratification criteria is the lead time – time that has passed from the beginning of the forecast until 
the moment of interest. It is reasonable to expect the forecast quality to deteriorate as the lead time increases. In 
some cases the influence of lead time is small therefore data for different lead times are pooled together in two 
groups – forecasts for first day (Day 1, lead time 7… 24h) and for the second forecast day (Day 2,  lead time 24… 
48h). Our initial analysis of the data suggested that diurnal cycle plays a significant role and therefore in some cases 
the data are stratified according to their initialization time. 
 
4. Results and Discussion 
4.1. Representation of diurnal cycle 
In some cases conclusions can be made just by analyzing the properties of forecasts and observations separately 
without asking which observation corresponds to each forecast. If the diurnal cycle of wind speed is plotted 
averaged over the time period corresponding to model runs (Fig. 1, here only the Day1 forecast data is used to 
calculate the forecast average to minimize the error associated with the lead time), model results show significantly 
larger wind values both in May and in November and the difference can be up to 2 m/s. In the results for May the 
diurnal cycle of increased wind speed during the day can be observed in both observations and in forecasts. The 
difference is small in mornings and evenings, but the wind speed maximum during the midday and afternoon is 
represented poorly and there is a large difference during the night.  
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Fig. 1. Representation of diurnal cycle in model results and observations. Averaged hourly values over calculation time period. All stations. 
The diurnal cycle is less pronounced in November. Observations have a distinct increase and decrease that is 
associated with sunrise (~6 UTC) and sunset (~14 UTC) similar to that in May. One could argue that the forecast 
fails to reflect the diurnal cycle altogether because it lacks a distinct maxima – the wind increases during the night 
and remains almost constant until the afternoon.  
The difference in average values is directly reflected in the bias and RMSE values (Fig. 2). Here the verification 
scores for different initialization times are calculated separately but plotted with the same color. This approach 
allows to illustrate that in small time scales (up to 24 hours) the differences in diurnal cycle representation 
dominates over the forecast quality decrease that comes with increased lead time. 
 
 
Fig. 2. Diurnal cycle of differences between model and observations. Bias and RMSE as a function of hour of the day. All observation stations. 
The bias for different initialization times follows the same diurnal pattern that could be deduced from the average 
values – in this sense the bias values shown in Fig. 2 convey the same information that is already analyzed in Fig.1. 
However, the information in Fig. 2 allows us to conclude that bias increases when Day 2 data are compared with 
Day 1, especially in the midday maxima in May and during morning hours in November. The bias increase between 
different lead times can be attributed to the model properties because there is no obvious reason why the 
representativeness error should change with lead time. 
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The RMSE values exhibit the same diurnal pattern that was observed while analyzing the bias values. This 
property points to the possibility to improve the RMSE score (and the utility of forecast) by removing bias.  
 
4.2. Interpolation to the station location and the use of values from the nearest gridpoint 
The output of NWP models is a set of wind data with location corresponding to the model gridpoints. In the 
general case the location of the measurement points does not coincide with the gridpoints. This situation leads to the 
question – should the value from the nearest gridpoint be used for comparison with measurements or should an 
interpolation procedure be carried out. This study attempts to answer this question by empirically comparing 
verification values from the nearest gridpoint that is on land with interpolated values. The interpolation was carried 




Fig. 3. Comparison of RMSE values acquired using interpolated or nearest gridpoint values. Skulte and Daugavgriva observational stations. 
For some of the coastal stations (examples are shown in Fig. 3) there is a large difference in verification metrics 
between interpolated and nearest gridpoint values and for different stations different approaches yield better results. 
For the Skulte station the values from nearest gridpoint show much smaller error than interpolated values, but 
situation is reversed for the Daugavgriva station where interpolated values show a small improvement over nearest 
gridpoint values. It is important to note that the Daugavgriva station is located directly on the shore while the Skulte 
station is situated approx. 300 m from the shore.  
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Fig. 4. A schematic picture of influence of the nearest gridpoint or interpolated values. G1 – gridpoint on the land, G2 – gridpoint on the sea. S1, 
S2 – station locations. Please see text for details.  
Let's analyze an idealized situation (Fig. 4) where the change of wind speed between two gridpoints – one on the 
land (G1) and other in the sea (G2) – is depicted. Let’'s assume that the actual increase in wind speed (“"truth”) 
takes place over a much smaller distance (light blue line) than the grid resolution and that the model results are 
perfect and coincide with the true values in the gridpoints. The linear interpolation between gridpoints is also 
depicted. Let’s analyze a station located in point S1. If the station is located between a gridpoint and the place where 
the actual gradient occurs, then it is clear that the nearest gridpoint value provides better results. If a station is 
located where the actual increase in wind speed takes place (S2) then the values interpolated from model should 
have better verification metrics. 
If the simplified picture is indeed the explanation for the difference in verification results in this case, then one 
may conclude that the current horizontal resolution of NWP model is inadequate to correctly describe the rate of 
change of the wind speed over the coastline and it could be solved by a future increase in attainable horizontal grid 
resolution. For the time being this can be seen as a representativeness issue and it is necessary to carefully analyze 
the stations that are located near areas of rapid change in wind speed. 
Results show that for inland stations there is no difference in verification metrics for interpolated and nearest 
gridpoint approach. That can be explained with the fact that the terrain of Latvia is flat (highest point of elevation ~ 
300m). Therefore, change of wind speed between nearby gridpoints is small and current model resolution 
reasonably represents the meso-scale variation of wind speed.  
 
4.3. Error as a function of wind direction and speed 
To analyze the effects of wind direction and speed the conditional probability distributions were calculated, 
looking at the distribution of observed wind speed value when the data were stratified according to forecasted wind 
direction and speed. The wind direction was divided in four bins corresponding to South, West, East and North 
directions and the wind speed was divided into bins of size 1 m/s.  
Observational wind speed distributions for two stations for forecasted wind speeds 3 m/s and 7 m/s are plotted in 
Fig. 5. Both are coastal stations with the sea being located to the West of the station. Probability distributions for 
both stations exhibit some similar properties, e.g. predominantly the wind is over-forecasted, and the difference is 
smaller for smaller forecasted wind speed values. However, for Liepaja in the 3 m/s case the distribution pertaining 
to West winds is centered closer to the desired value than the South winds. No such shift between distributions for 
different wind directions is observable for the Skulte station. Even more – the situation is reversed for distributions 
pertaining to the forecasted wind speed of 7 m/s, where the bias is even larger for Western winds. It should be noted 
that the shape of the distribution changes relatively little between Day 1 and Day 2 forecasts. 
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Fig. 5. Conditional observation distributions for forecasted South and West wind directions and speeds of 3 m/s and 7 m/s. Liepaja un Skulte 
meteorological observational stations.  
It could be argued that these features of conditional observational probability distributions arise from the micro-
scale conditions surrounding the stations because there are no obvious reasons why the model errors should be 
inconsistent in such a way. A more rigorous analysis of similar stations pairs for more wind directions should be 
carried out to establish any attribution of causes of error. Adding the observed wind direction to the stratification 
parameters could uncover even more features. 
 
5. Conclusions 
The main feature that permeates through all the data analyzed above is the positive bias that model results have 
over the observations. Although some of the stratification of data attempted in this study shows the variability in this 
positive bias, a conclusive attribution of the origin of this discrepancy remains outside the scope of the present study 
and merits further research. 
An obvious limitation of the research presented above is its limited temporal extent. Extending the time period 
that is covered by the calculations is necessary if the goal is the statistical post-processing of model results to 
remove bias and deliver better quality forecasts.  
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The use of available data assimilation techniques could be used to enhance the quality of model forecasts by 
improving the initial conditions, however, the question about the representativeness still remains important. A 
related question is the choice of boundary conditions and computational domain size that could also have influence 
over the quality of the model results. 
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