Stable distributions are characterized by four parameters which can be estimated via a number of methods, and although approximate maximum likelihood estimation techniques have been proposed, they are computationally intensive and difficult to implement. This article describes a fast, wavelet-based, regression-type method for estimating the parameters of a stable distribution. Fourier domain representations, combined with a wavelet multiresolution approach, are shown to be effective and highly efficient tools for inference in stable law families. Our procedures are illustrated and compared with other estimation methods using simulated data from stable distributions and an application to a real data example is explored. One novel aspect of this work is that here wavelets are being used to solve a parametric problem rather than a nonparametric one, which is the more typical context in wavelet applications.
1 Introduction.
In recent years, new classes of functions called wavelets have been discovered which span the usual Hilbert space L 2 (R) and which possess local adaptivity, approximation, and computational properties which are not only remarkable, but which give rise to applications of wavelet-based methods in many areas of science and engineering. A key underlying characteristic in many of these applications is the ability of wavelet functions to capture effectively the local features of the processes being modeled. Hence, in the field of statistics for example, wavelets have been used primarily to deal with problems of a nonparametric character, such as those arising frequently in the context of regression analysis, or when estimating functions such as densities, spectral densities or hazard rates.
See, for example, Antoniadis et al. (1994 Antoniadis et al. ( , 1997 , Donoho et al. (1996) , Gao (1993) , and Johnstone et al. (1992) . This leaves open a question which is a natural one to ask within a statistical perspective, namely, can these new classes of functions be used to advantage to solve statistical problems which are purely of a parametric nature? For example, can wavelet methods be used effectively to obtain estimates of the unknown parameter values in a parametric statistical model, given a sample of data generated according to that model? It is to this question that the present paper is addressed, and we shall argue that the answer is in the affirmative.
Specifically, in this paper we will demonstrate the effectiveness of estimation procedures based on wavelet functions to estimate the parameters of the Stable Laws.
The Stable Laws are a natural distribution family to consider in this context, not only because of their importance in an increasingly wide range of applications in such fields as finance, chaos, hydrology, telecommunications, and various branches of physics, but also because the Stable Laws do not have closed forms for their densities so that the classical inference procedures are generally quite difficult to implement. Thus alternative methods of inference for this family are of particular interest.
We shall show that wavelets provide an effective, natural, and numerically interesting class of techniques for carrying out such parametric inference. These techniques are complementary to maximum likelihood estimation, and are often applicable in situations (e.g. in convolution families) where the density functions may not have a tractable form. These new wavelet-based methods are highly efficient, and inherently robust. In particular, they allow one to deal effectively with distribution families that possess heavy tails. These wavelet transformation methods also have the property of 'disbalancing'
certain correlation structures and of rearranging the (Fisher) Information of data in ways that can prove helpful in the context of nearly singular statistical models. A key novelty in this is that wavelets are being used here to solve a parametric problem instead of a nonparametric one, the latter being the more typical in applications of wavelet methods).
This paper is organized as follows. In Section 2 we give a brief overview of the Stable Laws as well as of some recent methods that have been proposed to estimate the parameters in such families. Section 3 reviews some key properties of wavelets and provides the definitions and background on wavelet analysis required for the proposed methodology. Our main wavelet-based parametric estimation procedures are introduced and developed in Section 4. In particular we explore there a multiresolution approach to solve parametric estimation problems using an iterative weighted nonlinear least-squares procedure. We adopt this approach specifically because many of the issues arising in the solution of such least-squares problems may be handled effectively by multiresolution methods. As with many high dimensionality regression problems, ill-conditioning of the resulting equations needs to be overcome by regularization.
Implementation of such methods involve substantive numerical considerations; these aspects are discussed in Section 5 which deals with the algorithmic details of our estimation
procedures. In Section 6 we summarize the results of numerical experimentation and report on a small simulation study intended to assess the performance of the proposed methods in finite sample situations, thus shedding some light on the results obtained in Section 4. These simulations also allow us to compare other different techniques to those we propose. We also provide an example of the application of our procedure to a real data example arising from the financial markets. Finally some further discussion, indications of possible extensions of the proposed methodology, and concluding remarks are collected together in Section 7.
2 The Stable Laws.
The univariate stable distributions comprise the class of limiting distributions for normalized sums of independent and identically distributed random variables. The members of this class are characterized by four parameters, specifically, an index or shape parameter α, a skewness parameter β, a scale parameter σ, and a shift (or location)
parameter µ, where 0 < α ≤ 2, −1 ≤ β ≤ 1, σ > 0, and −∞ < µ < +∞. The parameter α measures the degree of peakedness and the heaviness of the tails of the stable distribution; when α = 2, the distribution corresponds to a normal distribution with mean µ and variance 2σ 2 , while when α < 2, the variance of the distribution becomes infinite and the tails of the density then have order O(|x| Except in the cases (α, β) = (2, ·), (1, 0) or (1/2, ±1), the probability density function of a stable random variable is not available in closed form, which makes inference by standard statistical techniques, such as maximum likelihood, difficult, if not impossible.
This lack of closed analytic expressions for the probability density functions makes methods based on the characteristic function of stable distributions a natural tool for inference. In fact the stable distributions are given most simply by means of their characteristic function φ(t), whose logarithm is
where −1 ≤ β ≤ 1 is also a measure of skewness and related to β through
where
is often more convenient. We will denote an α-stable distribution by S α (σ, β, µ). When µ = 0 and σ = 1 the distribution is called standard stable. For convenience of notation we consider only standard stable distributions in the remainder of this section.
For purposes of statistical applications, the canonical representation (2.1) has one disagreeable feature, namely that the φ(t) are not continuous functions of the parameters, since a discontinuity in the parameter space occurs when α and β = 0 vary continuously across the line α = 1. However this discontinuity is of an inessential kind and may be removed. For example, following Feuerverger and McDunnough (1981b) , if we write the α = 1 term of (2.1) as
and shift mean by an amount β tan π 2 α we then obtain
The function h(t, α) is defined by continuity as t log |t| when α = 1, and as 0 if also t = 0.
The shape of this (α, β * ) parameter domain is roughly elliptical with corners at α = 0 and α = 2, thus better corresponding with the known behaviour of the density functions near these extremities for varying skewness. In this respect, note that for α = 2 the density does not vary as β changes, while the extreme values for β * at α = 1 are given by
on the domain defined by −∞ < t < ∞ and 0 < α ≤ 2. (This remains true if we should permit α to exceed 2, but is false if α = 0 is included in the domain; in particular, if α → 0 then, at each fixed t, the function h(t, α) tends in limit to t − sgn(t) which is not continuous at t = 0.) The continuous parameterization described above was adopted Hill (1975) suggested an approach to estimation by assuming a particular parametric form only for the tails of the distribution function. See also Feuerverger & McDunnough (1981a,b) . For a review, see e.g., Mittnik and Rachev (1993) .
Using a multinomial approximation to the likelihood function, DuMouchel (1971, 1973) was the first to obtain approximate ML estimates for α and σ (assuming µ = 0); DuMouchel (1973) also proved that the maximum likelihood estimates for the full fourparameter stable law family are asymptotically normal with covariance matrix determined by the inverse of the Fisher Information matrix in the usual way. However, for this to hold it is necessary to restrict α > for some fixed > 0, because the stable likelihood function is unbounded in the neighbourhood of α = 0. In accordance with the usual theory for the MLE, it is also necessary that the true value of the parameters be interior to the parameter domain, and in particular away from the extreme β boundaries. Although DuMouchel also requires that the parameter values stay away from α = 1, his proof appears to carry over to the continuous reparameterization discussed above. Maximum likelihood procedures for estimating stable parameters were also implemented by Feuerverger & McDunnough (1981b) , McCulloch (1986) , Chen (1991) and Nolan (1997 Nolan ( , 2001 ).
To our knowledge, until now, no sample characteristic function based method combined with the use of wavelets as a tool for estimating the parameters in various subfamilies of the stable laws, has been explored in the literature and this is the approach adopted in this paper.
3 Some Background on Wavelets.
Since the estimation procedures we shall develop for the parameters of a stable distribution are based on wavelet decompositions, we recall briefly here some relevant facts about wavelets. For detailed expositions of the mathematical aspects of wavelets we refer, for example, to Meyer (1990) , Daubechies (1992) , Mallat (1998) Ogden (1997) and Vidakovic (1999) . To simplify notation, we will consider here only the one-dimensional case, and orthonormal wavelet bases of L 2 (R) generated by dyadic dilation and translation of a compactly supported scaling function and a compactly supported mother wavelet.
Wavelet analysis thus requires a description of two basic functions, a scaling function ϕ(x) and a wavelet ψ(x). The function ϕ(x) is a solution of a two-scale difference equation
with normalization R ϕ(x) dx = 1, and the function ψ(x) is then defined by
The h k are called the filter coefficients, and it is through careful choice of these that wavelet functions with desirable properties can be constructed.
A wavelet system is the infinite collection of translated and scaled versions of ϕ and ψ defined by:
Certain additional conditions on the filter coefficients imply that {ϕ j,k , k ∈ Z} is an orthonormal system in L 2 (R) for each j ∈ Z, and that {ψ j,k , j, k ∈ Z} is an orthonormal basis of L 2 (R). For any f ∈ L 2 (R) and j, k ∈ Z we will sometimes denote by η jk ≡ η jk (f ) = f, ψ jk the wavelet coefficients of f , with respect to this orthonormal wavelet basis, where ·, · is the usual inner product in L 2 (R).
A key observation of Daubechies (1992 
Results of this type are detailed in Daubechies (1992) .
The wavelet representation of a function g ∈ L 2 (R) is given by
where the wavelet coefficients are given by
Typically, we want algorithms with linear or linear-logarithmic complexity to traverse between a function g and its wavelet coefficients. Such an algorithm is referred to as a fast wavelet transform.
Fast wavelet transforms are often obtained through multiresolution analysis, a framework developed by Mallat (1989) , in which the wavelet coefficients g, ψ j,k of a function g, for a fixed j, describe the difference between two approximations of g, one having resolution 2 j , and one with the coarser resolution 2 j−1 . A multiresolution analysis (or approximation) of L 2 (R) consists of a nested sequence of closed subspaces
having the following properties: they have intersection that is trivial and union that is dense in L 2 (R):
they are dyadic dilates of one another:
and there exists a scaling function φ ∈ V 0 whose integer translates span V 0 :
The approximation space V 0 is considered to have resolution 1. An orthonormal basis of V j , the approximation space with resolution 2 j , is then given by the family {ϕ j,k : k ∈ Z}.
The orthogonal projection of a function f ∈ L 2 (R) onto V j is given by 10) and can be thought of as an approximation of f having resolution 2 j .
Defining W j as the orthogonal complement of V j in V j+1 , we obtain another sequence,
The space W 0 is spanned by the integer translates of the wavelet function ψ which is related to ϕ through equations (3.1) and
According to the above, if g is a square integrable function, then it can also be represented as
where j 0 represents some "coarse" level of approximation, c j,k = g, ϕ j,k , and d j,k = g, ψ j,k . The first term on the right in (3.11) is the projection P j 0 g of g onto the coarse approximating space V j 0 , and the second term represents the successive details of g at the higher approximation levels. The main properties, and the key to applications of wavelets and multiresolution analyses are their powerful approximating qualities, i.e., they provide accurate approximations of a function using only a relatively small number of coefficients.
Finally, we add a few remarks about computational algorithms and the discrete wavelet transform. If the projection of a square integrable function g onto a fine multiresolution space V n is known, it can be written as
Given some lower resolution J 0 < n, the projection P n g can be decomposed as
As a consequence of (3.1), (3.2) and the multiresolution analysis structure, given the V n coefficients c n,k in (3.12), we may obtain the c J 0 ,k and d j,k in (3.13) by means of the recursive formulas
The above computations can be summarized in the following way: Let f = (f 1 , . . . , f n ) be an element of the Hilbert space 2 (n) of all square summable sequences of length n. Then the discrete wavelet transform of f is an 2 (n) sequence
where H and G are operators from 2 (2M ) to 2 (M ) defined coordinate-wise via
(Here M is the length of the filter sequence h.)
The discrete wavelet transformation (DWT) described above is linear and orthonormal and can be represented in matrix form. Given the lowpass filter coefficients {h k }, one can thus write the DWT-transformation matrix W n,J 0 explicitly, and in terms of W n,J 0 we have β = W n,J 0 f and f = W n,J 0 β. More explicitly, assume the convention that the data is given at the highest scale V J with (n = 2
Then given a vector of sampled values f of length n = 2 J (this explains the first index 4 Wavelet Estimation Procedures.
We represent the parameters of the stable laws by means of the column vector θ = (α, β, µ, σ) , and the parameter space by Θ, for some characteristic function representation for the stable laws; as indicated previously, we generally prefer a continuous parameterization of the full stable family. The density, cumulative distribution function, and characteristic function (cf) will be denoted as f θ (x), F θ (x), and c θ (t), respectively.
Data will be denoted as x 1 , x 2 , . . . , x n , these being realizations of independent and identically distributed random variables X 1 , X 2 , . . . , X n sampled according to some unknown parameter value θ = θ 0 . The empirical distribution function and empirical characteristic function (ecf) corresponding to this data will be denoted as F n (x) and c n (t).
The wavelet estimation procedures we propose are based on the following general result of Feuerverger and McDunnough (1984) . Consider a class of functions {g t (x); t ∈ T } indexed by T , and set
and
Here E θ and E n represent expectations with respect to the distributions F θ and F n .
Suppose now that we estimate θ by "fitting" G θ (t) to G n (t) at a finite collection of values t 1 , t 2 , . . . , t k ∈ T (for some k) using generalized, nonlinear least squares. 
, where k and the t 1 , ..., t k are arbitrary, includes the true score function ∂ log f θ (x)/∂θ 0 . Since the true parameter value θ 0 is ordinarily unknown, it is more practical to require this criterion to hold for all θ 0 in the parameter space Θ. The situation will, of course, be particularly simple if in fact the
Now, since for any θ ∈ Θ, the density of a stable distribution (w.r.t. Lebesgue measure)
is bounded above, it is easy to see that if the collection {g t (x); t ∈ T } is a basis (wavelet or otherwise) of L 2 (R), then it will also span the weighted space
and, by the boundedness of f θ , any approximating sequence in L 2 (R) is also an approximating sequence in L 2 (f θ ).) Hereafter, the families {g t (x); t ∈ T } of interest to us will be complete wavelet families and their Fourier transforms, typically denoted as {ψ j,k (x); j, k ∈ Z} and {ψ j,k (t); j, k ∈ Z}, respectively.
In view of Parseval's identity, both of these sets of functions form complete families spanning all of L 2 (R). Furthermore, for reasonable continuous parameterizations, all score functions of the stable laws belong to their corresponding L 2 (f θ ) spaces, a result that was proved by DuMouchel (1971 DuMouchel ( , 1973 . Therefore procedures based on fitting population to sample moments defined by wavelets or their Fourier transforms, using generalized (nonlinear) least squares, will permit arbitrarily high asymptotic efficiency.
We are thus led to consider (in the first instance) the nonlinear generalized least squares fitting, in obvious notation, of
or equivalently of
using many values of j and k, where {ψ j,k } is a complete wavelet family, and {ψ j,k } are its Fourier transforms. In fact, writing the left hand side of (4.4) as
allows us to exhibit (4.4) in standard least squares format:
Here the j,k are (complex valued) error terms whose means are 0, and whose covariance matrix -to be denoted by Σ -will be discussed further below. While the form of (4 .6) is quite simple, evaluation of the empirical wavelet coefficients as in expression (4.5) can be computationally demanding, especially if the functionsψ j,k do not have a closed form.
However, one may apply Parseval's equality yet again to obtain an alternative expression for the "observations" Y j,k which is computationally more tractable, namely
In (4.7), the quantities c n , ψ j,k can thus be computed by means of a fast wavelet transform applied to the empirical characteristic function c n , whereas in (4.5), the quantities dF n ,ψ j,k are typically much more difficult to compute.
We note in passing here that if (in the second instance) we reverse the roles of the {ψ j,k } and the {ψ j,k } in the last paragraph, we then obtain estimating equations of the form
In accordance with our previous discussions, these procedures will also be asymptotically arbitrarily highly efficient. However the computation of the terms c θ ,ψ j,k is problematical in that no fast algorithm appears to be known for obtaining them, while computation of the equivalent forms f θ , ψ j,k first requires obtaining the densities f θ by means of Fourier inversion of the c θ which we obviously seek to avoid in the present context. For this reason we will not pursue this second option any further below.
We next discuss the covariance matrix Σ of the error terms j,k appearing in (4.3).
An initial convention might be that each row (and each column) of Σ corresponds to a particular pair (j, k), i.e. to a particular wavelet function; a typical entry of Σ might therefore (in obvious notation) be denoted as Σ (j,k),(j ,k ) . However, quantities such as dF n ,ψ j,k and c θ , ψ j,k are actually complex valued, and their real and imaginary parts need to be 'separated'. Thus for each j, k an equation such as (4.4) in fact represents two equations -one for the real part, and one for the imaginary part. Corresponding to this, the number of rows and columns of the covariance matrix Σ must in fact equal twice the number of wavelet coefficients being used, with the real and imaginary parts of each wavelet coefficient each corresponding to its own row and column. The entries of Σ are thus not based on covariances among theψ j,k (X), but rather among all their real and imaginary components.
In complex form (i.e., our 'initial convention') the entry of Σ corresponding to the (j, k) and the (j , k ) wavelets is given via
Now, by Parseval's indentity,
therefore, the quantities E (Y j,k ) required in (4.9) are just the wavelet coefficients of c θ which can readily be computed, and which we will denote here by η j,k (c θ ). Next,
The approach taken above can now be used to determine the full covariance structure among the real and imaginary components of the Y j,k ; however the following alternative viewpoint is also useful. First note -for any cf c(·) and its empirical version c n (·) -the well known and easily derived identity
From this, using the conjugate symmetry of characteristic functions, it follows that
(Here and denote real and imaginary parts.) Then using the linearities of covariance and inner product, and the fact that the functions ψ j,k are typically real, we obtain
In this way we obtain the relation
and likewise 19) and
The entries of Σ corresponding to the real and imaginary parts of the wavelet coefficients are thus given by the expressions (4.18), (4.19) and (4.20) .
In the symmetric family c θ (t) = exp{iµt − |σt| α }, if we work with centered variates such asX j = (X j −μ) /σ, whereμ andσ are consistent estimates, the covariance between the real and imaginary parts of the ecf, and hence of the wavelet coefficients Cov ( Y j,k , Y j ,k ) are null, so that Σ becomes block diagonal. In this case our updating equations will separate into two parts -one involving only α and σ, and the other involving only µ. This phenomenon is related to orthogonalities in the Fisher Information matrix for symmetric scale-location families and is discussed further in Section 5.
The regression formulation outlined above leads to wavelet based inferential procedures for the stable laws which have high asymptotic efficiency but are considerably simpler and faster to execute than maximum likelihood procedures. More precisely, the weighted least squares wavelet procedure is based on a grid of size T , say, of scale-position pairs (j, k), and involves minimizing (with respect to θ) a quadratic form in the 2T quantities
Once we have estimated the 2T × 2T matrix Σ, then starting from any consistent estimate of θ, our nonlinear least-squares updating algorithm is given byθ
(The primes, here and elsewhere, represent the transpose of a matrix or a vector.) Here the length 2T column vector η θ has entries consisting of the real and imaginary parts (Y j,k − η j,k (c θ )) and (Y j,k − η j,k (c θ )), and G is the 2T × 4 matrix of partial derivatives of η θ with respect to the four components of θ, these terms all being evaluated at θ = θ old .
We mention here that (4.13), as well as (4.14), (4.15) and (4.16) belong to the class of operators that are made sparse under action of the wavelet transform (see e.g. Flandrin, 1992) . Therefore one may hope to exploit the sparse and near-diagonal structure of the wavelet covariance matrix Σ when constructing the inverses involved in the iterative updating scheme (4.21). A serious difficulty (which, in fact, occurs in many inverse problems) is that for moderate n and large T , the true and also the estimated Σ will be ill-conditioned. Indeed, when selecting the grid (of size T ) of scale-position pairs (j, k)
there are two somewhat conflicting objectives. To eliminate instabilities arising from multicolinearities we seek to delete components whose variances are very small. But, at the same time, it is undesirable to delete components having large correlations with the c n (t) since these carry substantial information for θ. Because the estimation procedure is carried out in scale-space, one strategy for choosing the grid (to overcome ill-posedness)
is to employ a multiscale regularization technique based on a truncated singular value decomposition of the estimated Σ; this amounts to choosing T by deleting all eigenvectors of the SVD corresponding to eigenvalues smaller than some cut-off level. The choice of this cut-off level is somewhat arbitrary, but if the matrix Σ is first rescaled into a correlation matrix (which has average eigenvalue equal to 1) a cutoff value somewhere between 0.01 to 0.1 appears to be useful in practice. A more sophisticated method would be to add to Σ a small diagonal matrix, with scale dependent diagonal weights (as done in ridge regression to reduce multicolinearities in the design matrix) before proceeding to the inversion of the matrices involved in the updating algorithm in a scale recursive manner.
Since the performance of regularization methods is context-dependent, it is difficult to make general statements here about the superiority of one regularization method over another. Whatever method is chosen, we have used a QR decomposition method (see, e.g., Strang, 1986 ) to iteratively solve equation (4.21) ; this is the standard method to solve overdetermined systems by least squares. Specifically, at each iteration, we factorize the part Σ −1 G = QR with R upper triangular and Q orthogonal in the sense that Q Σ −1 Q = I, and then solve the resulting triangular system Q η θ old = R (θ − θ old ) by substitution.
5 Numerical Algorithms.
In this section we provide details of the numerical algorithms that were used in our experiments with wavelet-based regression for the α-Stable laws. In particular we outline here how the theoretical details of Section 4 (expressed there in continuous form) were implemented by means of discrete algorithms.
To simplify our numerical efforts, we experimented only with symmetric stable families, i.e. skewness parameter β = 0. An important consideration, when β = 0, is that the 4 × 4
Fisher Information matrix then becomes block diagonal, with 2 × 2 blocks corresponding to the parameter groupings (α, σ) and (β, µ) respectively (see, e.g., DuMouchel, 1975, Thm. 2). This structure allowed us to concentrate our efforts on the key index parameter α, and on the scale parameter σ thereby associated with it. In particular, we saved additional efforts by using only a √ n-consistent estimator for µ throughout (and not further updating our estimates for µ). The Fisher Information parameter orthogonalities (when β = 0) imply that our estimators for α and σ may then (asymptotically, at least) be compared fairly to estimators for these two parameters that are obtained from algorithms which fit all four stable law parameters simultaneously.
As before then, denote by {x j } n j=1 the data set to be analyzed; the x j are independent random variables from a stable distribution f θ , with θ = (α, β, µ, σ) . As mentioned, in our experiments we always used β = 0. Furthermore, taking advantage of statistical invariance in the location parameter, we always used µ = 0. Thus, it will now be convenient to change notation so that henceforth θ = (α, σ) -a column vector of length two. We therefore will speak of the parameter estimatesθ = (α,σ) , and these we first initialized using the In our experiments, we used the real, compactly supported Daubechies wavelets with various degrees of regularity. We also experimented with our regression procedure using various numbers of wavelet coefficients. Thus, at each scale of the decomposition, we would retain only the N ψ wavelet coefficients which lie under (i.e. nearest to) the singularity (i.e.
the origin) of the characteristic function. At the coarser scales, when the number of available coefficients falls below N ψ , all coefficients were kept.
We then form the 2M × 2 and 2M × 1 matrices
(remark: when not all wavelet coefficients are used the matrices above will, of course, have fewer than 2M rows) as well as the (2M + 1) × (2M + 1) real valued Toeplitz structure matrix T whose first row just constitutes the values of the characteristic function c θ (s ):
We also built the (2M + 1) × (2M + 1) dimensional real valued cross product matrix
The theoretical covariance matrix of the real part of the empirical cf is then equal to
whereT is the 90
• anticlockwise rotated version of the matrix T , while the covariance matrix for the imaginary part is given by just
The quantities (5.2) and (5.3) here correspond to the expressions (4.14) and (4.16) of the previous section. The matrix corresponding to (4.15) is, of course, null for the symmetric laws.
The wavelet regression procedure requires the covariance matrix of the actual wavelet coefficients; for the wavelet coefficients corresponding to the real part of the empirical cf this is given simply by Finally, the procedure used to update the parameter estimateθ is of the form
where ρ < 1 is a damping parameter, and dθ is the weighted least squares solution of the nonlinear regression equation Thus ends one iteration of the nonlinear least squares wavelets-based updating algorithm for our estimator. As noted previously, in all our experiments, the total number of iterations was fixed to equal three (k = 1, 2, and 3), and this was found, after suitable experimentation, to always be adequate.
Finally, we should remark here that if the location parameter µ were also to be fitted using our wavelet-based regression procedure then the regression (5.6) would need to be augmented by the one-parameter regression problem
In the event that the full four parameter family is to be fitted, the covariance structure of the real and imaginary terms would not separate (i.e. we would not have the parameter orthogonalities), so that we would need to fit a regression using the real and imaginary ecf terms combined as one vector, together with a full covariance matrix which will now include non-zero cross terms off the diagonal blocks. Put otherwise, in the four parameter case the covariance matrix of the real and imaginary components of the empirical cf and of their wavelet coefficients would then not be block diagonal; this corresponds to the fact that the terms (4.15), and hence (4.19),
are not null in nonsymmetric families. We remark that the quantities ∂ µ c θ and D θ I , whose computations have been indicated above, are not actually required when only α and σ are being fitted; these would be required only to update the estimates for µ and (in nonsymmetric families) for β.
6 Summary of Numerical Experiments.
In this section we describe the numerical experiments carried out using the algorithms described in Section 5. Firstly, however, we make two general observations. The first is that wavelet transformation tends to 'disbalance' or to 'alter the presentation' of data;
it also tends to diagonalize, or at least to make sparse, the covariance and correlation is based on a logarithmic dynamic going from 0 db down to -55 db below the maximum.
(Ten db equals a multiplicative factor of 10.) The wavelet covariance structure is seen to be highly concentrated at the coarsest scales (top and right of the image) with otherwise many near zero covariances throughout. The 'fishnet' structure in these plots trace the diagonal variance terms within the block matrices for each scale (with anti-diagonal terms mirroring the symmetry of c n ), as well as covariance terms across scales corresponding to different wavelets functions but centered at (nearly) identical locations; the (dark blue) remaining correlations (away from the topmost and rightmost edge) are all essentially null.
The plots for the covariance and correlation matrices for the wavelet coefficients of the imaginary part of the ecf are very similar to those in Figures 6.5 and 6.6 and therefore are not given here.
Our second observation is that wavelet transformation tends to redistribute as well as to 'concentrate' the (Fisher) information in data. This point is difficult to make rigorously because the quantities we are examining (in this case the 'view' of the data given by points on the ecf) are correlated, and this nonorthogonality entails (Fisher) information structure which is not simply additive. However, this phenomenon can be illustrated heuristically by looking at the information present in individual terms. For example, if all parameters are known except for one -let us say α -and if this parameter must be estimated from only one point, say c n (t), on the real ecf, by fitting to it the true cf c θ (t) there, then a simple Taylor expansion argument shows that the asymptotic variance of this estimator will be
In that limited sense, the Fisher information per observation in c n (t) for the parameter α is then given by:
(Alternately, we could refer to this as the 'statistical sensitivity' of c n (t) to this parameter.) Formulas analogous to (6.1) also hold for the other stable law parameters, as well as for c n (t), and also for the individual wavelet coefficients. Figure 6 .7 shows the information per observation for α, σ, and µ -in the sense of (6.1)
-at each point of the ecf for the case of a stable distribution with α = 1.75, σ = 1 and µ = 0; the curves shown for α and σ are computed with respect to the real part of the cf while that for µ is computed with respect to the imaginary part, these being the relevant information components for each parameter. The same plot is also given in Figure 6 .8 but using a logarithmic vertical scale. In these plots, the ecf is viewed on the domain t ∈ [−4, 4]
with a gridding of 32 points per unit. Figure 6 .9 shows the information per observation for the corresponding individual wavelet coefficients (with coarsest scales located leftmost, and only wavelets centered on the nonnegative axis included.) As compared to Figure 6 .7, it is seen that only a very few of the wavelet coefficients contain any appreciable amount of information; to show this clearly, the plots for α, σ and µ have not been superimposed here. The same plots are also given in Figure 6 .10 using a logarithmic vertical scale. To further illustrate the above points, Figures 6.11, 6 .12 and 6.13 plot the information quantities for the individual ecf points (over the positive domain) as well as for their corresponding wavelet coefficients, for each of the parameters α, σ, and µ, in descending order (of information). Comparing the rates of descent of the two curves in each plot again emphasizes that fewer wavelet coefficients carry greater proportions of the available information. A practical consequence of the rearrangement and concentration of Fisher's Information under wavelet transformation that these plots illustrate, is that typically fewer wavelet coefficients are required (than, say, ecf coefficients) in order to obtain the same level of statistical performance for purposes of estimation and inference.
The use of fewer and less correlated coefficients often also carries numerical advantages.
We turn now to the results of a simulation study summarized compactly here in vanishing moments -the most symmetrical case). However in our experimentation we found that the exact choice of wavelet basis did not result in appreciable differences. We have not include summaries here for estimates of the location parameter µ and only note that estimates of µ obtained from fitting the symmetric three parameter stable family cannot be compared directly to estimates of µ obtained from fitting a full four parameter stable family due to the fact that µ is not orthogonal to the skewness parameter β (even when the true β = 0). It is worth noting that DuMouchel (1975, Table 1 ) does provide some asymptotic correlations ρ β,µ for these correlated parameters
for several values of α; variances of estimates of µ with β = 0 assumed known versus assumed unknown may therefore be adjusted by applying a correction factor 1 − ρ 2 β,µ . As mentioned in the previous section, for the parameters α and σ we do not require similar asymptotic corrections. However note in passing that DuMouchel (1975) uses a discontinuous representation for the stable family so use of his Table 1 are not shown in the summary figures here. We found that for almost all configurations of sample size, ecf sampling density, and number of wavelet coefficients retained, there is an optimal cf support range of around 1 or 2. This likely reflects the fact that the most useful information is concentrated around the origin of the cf; there also appears to be some trade-off concerning the density of wavelet coefficients around this origin.
Finally, we applied our algorithms to a real data set and we summarize these results briefly here. The data set, which was downloaded from the http://chart.yahoo.com website, consists of the Standard and Poors 500 ('S&P500') daily stock market closing prices index from January 1950 to December 1999 inclusive. Interest focussed on exploring the tails of the daily log-return series with a view to examining if and how the high tail differs from the low tail, and how both tails have evolved over the decades. Accordingly, this data set was divided into five parts, corresponding to each of the decades 1950- 59, 1960-69, 1970-79, 1980 -89, and 1990-99 respectively. Within each decade, the positive and negative log-returns were separated (zero returns were discarded), and within each of the resulting 10 data sets the signs of the returns were randomized so as to produce essentially symmetrical distributions representative of the various upper and lower distributional tails. The resulting 'lower tail data sets' consisted, on average, of fewer observations than the corresponding 'upper tail data sets'; these sample sizes are shown in Table 1 .
Although we take note of this disparity here, we do not take it further into account below. Because our interest focussed on the tails of the distribution, we applied our wavelet based estimation procedures only to selected segments of the empirical characteristic functions near the origin. The resulting estimates for α and σ using cf supports [−a, a]
with a = 0.5, 1.0 and 2.0 are given in Tables 2 and 3 ; the cf scaling here involved first standardizing the returns by dividing by their interquartile ranges. We note that (with this scaling) the ecf functions appeared to follow the cf's for stable distributions very closely up to approximately t = ±1.5 only. The estimates shown in Tables 2 and 3 are each based on 64 sample points and 64 wavelet coefficients using the Haar wavelet. As a general rule, it may be seen that both the stability index and scale parameter estimates tend to be somewhat higher when smaller cf supports are used; the consistency of this variation in the estimates is indicative of the fact that stable distributions provide only an approximate fit to this data. In terms of discernable patterns of variation, the decade 1970- 7 Discussion.
Our purpose, in this paper, was to demonstrate that wavelet-base methods (which hitherto have typically been used primarily in nonparametric applications) can also be used effectively in statistics to carry out estimation (and inference) in certain parametric problems. We have done this by showing how wavelets can be used to obtain estimates of the parameters of the stable laws, a problem to which the theory of maximum likelihood is applicable, but where standard statistical methods are nevertheless quite difficult to implement. We have seen that wavelet-based methods in this context lead to procedures We have seen that the computational considerations in using wavelets in the way considered here are, in principle, straightforward as well as interesting numerically. A key advantage of wavelet transformation is the manner in which it disbalances data into new 'views' and renders correlation matrices into more quasi-diagonal structure.
It appears that wavelet transformation also often results in rearrangements of the Fisher information in data into patterns which give more parsimonious concentration. This allows, for example, to carry out inference using reduced numbers of coefficients with less efficiency loss, to reduce ill-posedness of regression-based estimation methods, and may sometimes allow us to replace generalized least squares by ordinary least squares. Further, ad-hoc selection of which coefficients to use in such procedures can often be made in an intuitively more straightforward way when using wavelets. In fact it was often found to be the case that little statistical efficiency was lost when only small subsets of wavelet coefficients were used (relative to using all of the coefficients).
We have argued that either a wavelet basis or the 'dual' basis consisting of its Fourier transforms can be used to determine the 'moments' used in a generalized regression estimation procedure. Although it seems fair to expect that which of these is used will result in different numerical and statistical properties, the two approaches are not equally simple to implement. In particular the computation of empirical wavelet coefficients seems typically to be most easily carried out by applying wavelet transformation to the empirical characteristic function (unless there is a closed form for the Fourier transform of the wavelet function). Numerically, only one of these approaches has been investigated
here. An interesting open question is whether an efficient algorithm (such as a pyramidtype algorithm) can be devised for evaluating inner products relative to the Fourier dual bases.
In addition to inheriting the robustness properties associated with the fact that the ecf is not greatly altered when outliers are present, wavelets also have some advantages in dealing with heavy tailed families of distributions. This is because wavelet transformation allows us to 'zoom in' to singularities at the origin of a cf which is where information about the tails of the distribution is located. (The degree of singularity at the origin of the cf is related directly to the heaviness of the tail.) DuMouchel (1975) , for example, has noted that stable samples contain a substantial amount of information for the parameter α in the extreme order statistics.
Finally we remark that, in our view (and in spite of the considerable efforts already spent in this direction) continued efforts seem warranted to implement reliable MLE algorithms (across multiple platforms) for estimating the parameters of the stable laws The pointwise 'information' (or statistical sensitivity) per observation for the estimation of α, σ, and µ, using points on the real ecf. Same as Figure 6 .7, but using a logarithmic scale for information (vertical axis). and µ using individual wavelet coefficients of the real ecf. Same as Figure 6 .9, but using logarithmic scales for information. Figure 6 .11: The distribution of information for α.
The information content for α of individual wavelet coefficients and ecf points (corresponding to the real part of the ecf), ordered from largest to smallest. The information content for µ of individual wavelet coefficients and ecf points (corresponding to the imaginary part of the ecf), ordered from largest to smallest. 
