Abstract. KLR algebras of affine ADE types are known to be properly stratified if the characteristic of the ground field is greater than some explicit bound. Understanding the strata of this stratification reduces to semicuspidal cases, which split into real and imaginary subcases. Real semicuspidal strata are well-understood. We show that the smallest imaginary stratum is Morita equivalent to HuerfanoKhovanov's zigzag algebra tensored with a polynomial algebra in one variable. We introduce affine zigzag algebras and prove that these are Morita equivalent to arbitrary imaginary strata if the characteristic of the ground field is greater than the bound mentioned above.
Introduction
In this paper we work with the KLR algebras R θ of Lie type Γ, which is assumed to be of untwisted affine ADE type, over an arbitrary field of characteristic p ≥ 0. Here θ = i∈I n i α i is an arbitrary element of the positive part Q + of the root lattice. McNamara [22] shows that these algebras are explicitly properly stratified if p = 0. McNamara's result is generalized in [20] to the case where p > min{n i | i ∈ I}.
Informally, a proper stratification of R θ yields a stratification of the category R θ -mod of finitely generated graded R θ -modules by the categories B ξ -mod for much simpler algebras B ξ , see [17] for details. Description of the algebras B ξ is easily reduced to the semicuspidal cases, which split into real and imaginary subcases. In the real case we have B nα ∼ = [z 1 , . . . , z n ] Sn , the algebra of symmetric polynomials in n variables, but the imaginary case B nδ is not so easy to understand.
The algebras R θ actually have many proper stratifications. These are determined by a choice of a convex preorder on the set Φ + of the positive roots of the corresponding affine root system. In this paper we always work with a balanced convex preorder as in [19] . We first prove that B δ ∼ = [z] ⊗ Z, where Z is the zigzag algebra of [12] corresponding to the underlying finite Dynkin diagram Γ ′ obtained by deleting the affine node from Γ, and [z] is the polynomial algebra. McNamara and Tingley [23] show that this description of B δ can be obtained for all convex preorders as an application of their technique of face functors.
In order to describe the higher imaginary strata, we introduce the main object of study of this paper-the rank n affine zigzag algebra Z aff n , which is defined for any connected graph without loops. We show that B nδ is (graded) Morita equivalent to the affine zigzag algebra Z aff n corresponding to Γ ′ if p > min{n i | i ∈ I} (or p = 0).
To state the results more explicitly, we fix some notation. The simple roots of our affine root system of untwisted ADE type are denoted α i for i ∈ I = {0, 1, . . . , l}. We assume that 0 is the affine vertex, so that α 1 , . . . , α l are the simple roots of the underlying finite root system. Let δ be the null-root. Let n ∈ Z >0 . The semicuspidal algebra C nδ is a quotient of R nδ defined in such a way that the category of finitely generated semicuspidal R nδ -modules is equivalent to the category C nδ -mod of finitely generated graded C nδ -modules.
We denote by P n the set of l-multipartitions of n. To every λ ∈ P n one associates an irreducible R nδ -module L(λ) and a standard R nδ -module ∆(λ), see [20] . While L(λ) is finite dimensional, ∆(λ) is always infinite dimensional. We have that {L(λ) | λ ∈ P n } is a complete irredundant system of irreducible C nδ -modules up to isomorphism and degree shift, and ∆(λ) is the projective cover of L(λ) in the category C nδ -mod.
We denote ∆ nδ := λ∈Pn ∆(λ) and B nδ := End R nδ (∆ nδ ) op .
Thus, B nδ is the basic algebra Morita equivalent to C nδ . It turns out that the parabolically induced module ∆
•n δ , which can be considered as a C nδ -module, is always projective in the category C nδ -mod. However, it is a projective generator in C nδ -mod if and only if p > n or p = 0. So under these assumptions, the endomorphism algebra of ∆
•n δ is Morita equivalent to C nδ and B nδ . Otherwise, it is Morita equivalent to their idempotent truncations. The following result is proved under no restrictions on p. In fact, it holds over an arbitrary commutative unital ground ring .
Theorem A. Assume that the convex preorder on Φ + is balanced. Then we have an isomorphism of graded algebras
End R nδ (∆ Theorem A appears in the body of the paper as Theorem 6.16 and Corollary 6.17. We note that Theorem A has been used in a crucial way in the recent proof of Turners conjecture on RoCK blocks of symmetric groups [8] , [7] .
The affine zigzag algebra is actually a special case of a more general affinization construction which we present in §3.2. For any graded symmetric algebra A, free of finite rank over , we construct an associated rank n affinization H n (A) (see Definition 3.2) and prove some fundamental results about this algebra.
Theorem B. Let A be a graded symmetric -algebra, free of finite rank over . Let n ∈ Z >0 . Let [z 1 , . . . , z n ] be a polynomial algebra in n generators, and S n be the symmetric group of rank n. Then (i) H n (A) is isomorphic to [z 1 , . . . , z n ] ⊗ A ⊗n ⊗ S n as a -module. (ii) H n (A) is free as a left/right [z 1 , . . . , z n ]-module, free as a left/right A ⊗n -module, and free as a left/right S n -module.
(iii) The center of H n (A) is Z(H n (A)) = ( [z 1 , . . . , z n ] ⊗ Z(A) ⊗n ) Sn , the subalgebra of invariants under the diagonal action of S n . (iv) The wreath product A ≀ S n is a homomorphic image of H n (A). Parts (i)-(iv) of Theorem B appear in the body of the paper as Theorem 3.8, Corollary 3.10, and Proposition 3.17. Our affinized symmetric algebras are related to the generalized degenerate affine Hecke algebras constructed by Costello and Grojnowski [5] , and the affine zigzag algebra is closely related to certain endomorphism algebras associated with the categorification of Heisenberg algebras by Cautis and Licata [4] , see Remarks 3.6 and 4.13. If all graded components V m of amodule V are free of finite rank, we denote by dim q V := m∈Z (rk V m )q m ∈ Z((q)) the graded rank of V .
If µ is a usual partition of n, we write n = |µ|. An l-multipartition of n is a tuple µ = (µ (1) , . . . , µ (l) ) of partitions such that |µ| := |µ (1) |+ · · · + |µ (l) | = n. The set of the all l-multipartitions of n is denoted by P n , and P := ⊔ n≥0 P n .
2.2. Symmetric group actions. Let S n be the symmetric group of rank n, generated by the simple transpositions s 1 , . . . , s n−1 . For a -module V , we define a left action of S n on V ⊗n via place permutation:
for all v = v 1 ⊗ · · · ⊗ v n ∈ V ⊗n and σ ∈ S n . We define a left action of S n on the polynomial algebra [z 1 , . . . , z n ], via permutation of generators:
for all i ∈ [1, n] and σ ∈ S n , and extend this action to all f = f (z 1 , . . . , z n ) ∈ [z 1 , . . . , z n ].
For i ∈ [1, n − 1], define the divided difference operator ∇ i on [z 1 , . . . , z n ] by
.
The following facts about divided differences are well-known and easily checked:
Lemma 2.1. Let i ∈ [1, n − 1], j ∈ [1, n], and f ∈ [z 1 , . . . , z n ]. Then:
2.3.
Affine root system. Let C = (c ij ) i,j∈I be a Cartan matrix of untwisted affine ADE type, see [13, §4, Table Aff We have I = {0, 1, . . . , l}, where 0 is the affine vertex, and set I ′ := {1, . . . , l} = I \ {0}. Let C ′ be the finite type Cartan matrix corresponding to the subset I ′ ⊂ I. Let (h, Π, Π ∨ ) be a realization of C, with simple roots {α i | i ∈ I} standard bilinear form (·, ·) on h * , and Q + := i∈I Z ≥0 · α i . For θ ∈ Q + , we write ht(θ) for the sum of its coefficients when expanded in terms of the α i 's. Let Φ and Φ ′ be the root systems corresponding to C and C ′ respectively, with Φ + and Φ ′ + being the corresponding sets of positive roots. Let δ ∈ Φ + be the null root. We have Φ + = Φ A convex preorder on Φ + is a total preorder such that for all β, γ ∈ Φ + we have:
• If β γ and β + γ ∈ Φ + , then β β + γ γ;
• β γ and γ β if and only if β and γ are imaginary or β = γ. A convex preorder is called balanced if all finite simple roots α i with i ∈ I ′ satisfy α i δ.
KLR algebras.
Define the polynomials {Q ij (u, v) ∈ [u, v] | i, j ∈ I} as follows. If C = A
1 , choose signs ε ij for all i, j ∈ I with c ij < 0 so that ε ij ε ji = −1 and set
For type A
1 we set
We point out that we have just made a so-called generic or geometric choice of parameters for KLR algebras. The main results of the paper do not hold for non-generic choices of parameters, and the imaginary semicuspidal algebra is not isomorphic to the affine zigzag algebra in the non-generic setting.
Fix θ ∈ Q + of height n.
For i ∈ I θ and j ∈ I η , we denote by ij ∈ I θ+η the concatenation of i and j. The symmetric group S n acts on I θ by place permutations.
The KLR-algebra R θ is an associative graded unital -algebra, given by the generators {1 i | i ∈ I θ } ∪ {y 1 , . . . , y n } ∪ {ψ 1 , . . . , ψ n−1 } and the following relations for all i, j ∈ I θ and all admissible r, t:
y r 1 i = 1 i y r ; y r y t = y t y r ; (2.3)
The grading on R θ is defined by setting deg(1 i ) = 0, deg(y r 1 i ) = 2, and deg(ψ r 1 i ) = −c ir,ir+1 .
For any V ∈ R θ -mod, its formal character is ch q V := i∈I θ (dim q 1 i V ) · i ∈ i∈I θ Z((q)) · i. We refer to 1 i V as the i-word space of V and to its vectors as vectors of word i.
For θ 1 , . . . , θ m ∈ Q + and θ = θ 1 + · · · + θ m , we have a parabolic subalgebra R θ1,...,θm ⊆ R θ , and the corresponding (exact) induction functor Ind θ1,...,θm := R θ 1 θ1,...,θm ⊗ R θ 1 ,...,θm − : R θ1,...,θm -mod → R θ -mod .
Given also W r ∈ R θr -mod and f r ∈ Hom R θr (V r , W r ) for r = 1, . . . , m, we denote
We also have the restriction functors:
Res θ1,...,θm := 1 θ1,...,θm R θ ⊗ R θ − : R θ -mod → R θ1,...,θm -mod .
Diagrammatics for KLR algebras.
It is often useful in computations to work with the diagrammatic presentation of the KLR algebra as provided in [15] ; see that paper for a fuller explanation of the diagrammatic presentation. We will make extensive use of KLR diagrammatics in §5 and §7. The diagrammatic treatment for types C = A (1) 1 is given below; in this paper we will always treat the idiosyncratic type A (1) 1 calculations symbolically, so we do not provide those diagrammatics here. We depict the (idempotented) generators of R θ as the following diagrams:
Note that 'right-to-left' in the symbolic presentation is to be read as 'top-to-bottom' in the diagrammatic presentation. Then R θ is spanned by planar diagrams that look locally like these generators, equivalent up to the usual isotopies (described in [15] ). In particular, dots can be freely isotoped along strands, provided they don't pass through crossings. Multiplication of diagrams is given by stacking vertically, and products are zero unless labels for strands match. The defining local relations for R θ are drawn as follows:
2.6. Semicuspidal modules. We fix a convex preorder on Φ + and n ∈ Z >0 . In this paper we will only deal with imaginary semicuspidal modules. An R nδ -module V is called (imaginary) semicuspidal if θ, η ∈ Q + , θ + η = nδ, and Res θ,η V = 0 imply that θ is a sum of positive roots δ and η is a sum of positive roots δ. Words i ∈ I nδ which appear in some semicuspidal R nδ -module are called semicuspidal words. We denote by I nδ nsc the set of non-semicuspidal words, and let 1 nsc := i∈I nδ nsc 1 i . Following [22] , define the semicuspidal algebra
Then the category of finitely generated semicuspidal R nα -modules is equivalent to the category C nα -mod. From now on until the end of this subsection we assume that is a field. The irreducible C nδ -modules are parametrized canonically by the l-multipartitions λ ∈ P n , see [19, 20, 22, 26] . The irreducible corresponding to λ is denoted by L(λ), and its projective cover in C nδ -mod is denoted ∆(λ).
For the case n = 1, we use a special notation. To every i ∈ I ′ we associate the multipartition µ(i) ∈ P 1 with the only non-trivial partition in the ith component. This gives a bijection
Then ∆ δ := i∈I ′ ∆ δ,i is a projective generator in C δ -mod. In §5 we give more information on these modules and construct their forms over which is not necessarily a field.
Affinizations of symmetric algebras
3.1. Symmetric algebras. Let be a commutative Noetherian ring, and let A be a Z-graded, unital, associative -algebra, free of finite rank over . We consider A ⊗ A as an (A, A)-bimodule via the action
Note then that the multiplication map m : A ⊗ A → A is a homogeneous degree zero (A, A)-bimodule homomorphism. We consider A * = t∈Z (A t ) * as a graded (A, A)-bimodule via the action (a 1 · f · a 2 )(b) = f (a 2 ba 1 ), where the grading is given by considering elements of (A t )
* to have degree −t. We say that A is graded symmetric if it is equipped with an (A, A)-bimodule isomomorphism ϕ : A ∼ − → A * which is homogeneous of degree −d, for some d ∈ Z. For the rest of this section we assume that A is graded symmetric; the trivial grading A = A 0 is of course permitted.
We may then define an (A, A)-bimodule homomorphism
which is homogeneous of degree d. We call ∆(1) the distinguished element of A⊗ A. The distinguished element is homogeneous of degree d, and is symmetric and intertwines elements of A⊗A in the following sense:
2 , and let a ∈ A. Then, using (i) and the fact that ∆ : A → A ⊗ A is a bimodule homomorphism, we have
completing the proof of (ii).
3.2. Affinization. Let n ∈ Z >0 . The grading on A induces a grading on the algebra A ⊗n . For 1 ≤ t < u ≤ n, let ι t,u : A ⊗2 → A ⊗n be the algebra homomorphism given by
where a 1 appears in the tth slot, and a 2 appears in the uth slot. Then we define ∆ t,u := ι t,u • ∆(1) ∈ A ⊗n . Let [z 1 , . . . , z n ] be the graded polynomial algebra with generators z 1 , . . . , z n in degree d = deg(∆(1)). Let S n be the symmetric group algebra over , concentrated in degree zero. Definition 3.2. We define H n (A), the rank n affinization of A, to be the free product of -algebras
subject to the following commutation relations:
Note that the relations are homogeneous, so H n (A) inherits a graded structure from the algebras A ⊗n , [z 1 , . . . , z n ] and S n .
There are algebra homomorphisms
Abusing notation, we use the same labels for elements of the domain of these maps as for their images in H n (A); however, Proposition 3.8 will assert that this abuse should result in no significant confusion, as ι (1) , ι (2) , ι (3) are in fact embeddings. 3.3. Bases for affinized symmetric algebras. In this section we prove freeness properties of H n (A).
Lemma 3.7. Let V be the graded -module
, and w ∈ S n , gives V the structure of a graded H n (A)-module.
Proof. First note that the defining relations of A ⊗n and [z 1 , . . . , z n ] are clearly satisfied in this action, as is the relation (3.3).
For any i ∈ [1, n − 1], a ∈ A ⊗n , we have
applying Lemma 3.1(ii) in the last step. Thus s i a = si as i as operators on V , so the action satisfies relation (3.4) .
and
Then by Lemma 2.1(iii), (s i z j − z sij s i ) = (δ i,j − δ i+1,j )∆ i,i+1 as operators on V , so the action satisfies relation (3.5) . It remains to prove that the action satisfies the defining Coxeter relations of S n . For i, j ∈ [1, n−1] with |i − j| > 1, we have
and similarly
Next, for i ∈ [1, n − 1], we have
applying Lemma 2.1(i),(ii), and Lemma 3.1(i) in the last step. Thus the relation s Now fix i ∈ [1, n−2], and j ∈ [1, n] . By the previously proved properties, we have that, as operators on V :
as operators on V . Now we prove that s i s i+1 s i = s i+1 s i s i+1 as operators on V , via induction on the degree of f in the term f ⊗ b ⊗ w ∈ V . The base case deg(f ) = 0 is obvious. If the claim holds for f , then
proving the claim. Thus the Coxeter relations hold as operators on V , and V is an H n (A)-module.
is an an isomorphism of graded H n (A)-modules. (ii) H n (A) is free as a -module, with graded dimension
Proof. Let B 1 be a basis for [z 1 , . . . , z n ], B 2 be a basis for A ⊗n , and let B 3 be a basis for S n . Define the sets
Then B is a -basis for V . It is straightforward to see that inductive application of the commutation relations (3.3)-(3.5) allows one to write any element in H n (A) as a -linear combination of elements of B, so B is a spanning set for H n (A). Moreover, for every f aw ∈ B, f aw · (1 ⊗ 1 ⊗ 1) = f ⊗ a ⊗ w, so the elements of B are linearly independent as operators on V , and thus B constitutes a -basis for H n (A).
Since V is a cyclic H n (A)-module, generated by 1⊗1⊗1, we have an H n (A)-module homomorphism H n (A) → V given by 1 → 1 ⊗ 1 ⊗ 1, which sends f aw ∈ B to f ⊗ a ⊗ w ∈ B. Since the map is a bijection on -bases, it is an isomorphism, proving (i). Part (ii) follows from (i).
(ii) For all w ∈ S n , we have
where ( * ) is a -linear combination of terms of the form
Proof. Part (i) follows from Theorem 3.8(i) and the action of s i on V defined in Lemma 3.7. Part (ii) follows from inductive application of (i).
Corollary 3.10. Let B 1 be a -basis of [z 1 , . . . , z n ] and B 2 be a basis for A ⊗n . Then:
The set {aw | a ∈ B 2 , w ∈ S n } is a basis for H n (A) as a left [z 1 , . . . , z n ]-module, and {wa | a ∈ B 2 , w ∈ S n } is a basis for H n (A) as a right [z 1 , . . . , z n ]-module. (iii) The set {f w | f ∈ B 1 , w ∈ S n } is a basis for H n (A) as a left A ⊗n -module, and {wf | f ∈ B 1 , w ∈ S n } is a basis for H n (A) as a right A ⊗n -module.
(iv) The set {f a | f ∈ B 1 , a ∈ B 2 } is a basis for H n (A) as both a left and right S n -module.
Proof. By Theorem 3.8(i), the first set in (i) is a basis for H n (A). Applying Corollary 3.9(ii), one may use induction on the length of w ∈ S n to see that the second set in (i) is also a basis for H n (A), completing the proof of part (i). Parts (ii)-(iv) follow from part (i) and the fact that af = f a for all f ∈ [z 1 , . . . , z n ] and a ∈ A ⊗n .
3.4. Antiautomorphisms of affinized symmetric algebras. In this section we show that an antiautomorphism of the symmetric algebra A extends to an antiautomorphism of the affinization H n (A).
Lemma 3.11. Suppose that ν : A → A op is an isomorphism of graded -algebras. Then the map ν :
and a ∈ A ⊗n , is an isomorphism of graded -algebras.
Proof. It is clear that the ν is a homomorphism upon restriction to the subalgebras [z 1 , . . . , z n ], A ⊗n , and S n . It is likewise straightforward to check that ν preserves the commutation relations (3.3) and (3.4) .
It remains to verify that ν preserves relation (3.5). We have, for all x, y ∈ A,
Thus by Lemma 3.1(i) we have
Thus for all i ∈ [1, n − 1] we have
Thus ν preserves relation (3.5), so ν is a graded homomorphism of -algebras. Now by Corollary 3.10(i), ν is an isomorphism.
3.5. Centers of affinized symmetric algebras. Let
considered as a subalgebra of [z 1 , . . . , z n ] ⊗ A ⊗n which in turn is a subalgebra of H n (A) in a natural way. The symmetric group S n acts on X n with algebra automorphisms as follows:
Proposition 3.12. The center of H n (A) is the subalgebra of invariants X Sn n .
Proof. Let x ∈ X Sn n . Write x = j f j a j for some f ∈ [z 1 , . . . , z n ] and a j ∈ Z(A) ⊗n . Clearly x commutes with elements of the subalgebras A ⊗n and [z 1 , . . . , z n ] of H n (A). Now
applying Corollary 3.9(i) for the second equality. Since [z 1 , . . . , z n ] acts freely on the left of H n (A) by Corollary 3.10, we may show that the last term is zero by instead showing that z i − z i+1 acts on this term as zero:
In the second equality we have applied centrality of a j in A ⊗n for the first sum, and Lemma 3.1(ii) for the second sum. Therefore s i x = xs i , and
. By Theorem 3.8 we may write x = w∈Sn y w w for some y w ∈ [z 1 , . . . , z n ] ⊗ A ⊗n . Let l be maximal such that y u = 0 and ℓ(u) = l for some u ∈ S n . Then, using centrality of x and Corollary 3.9(ii), we have
where ( * ) is a linear combination of basis elements of the form y
and ℓ(w ′ ) < l. Then, again by Theorem 3.8, 
so Theorem 3.8 implies that a = si a, and thus x ∈ X Sn n . Now for the induction step, assume deg z (x) = m, and
Then, applying Corollary 3.9(i) for the second equality, we have
where ( * ) is a linear combination of terms of the form f y, where f ∈ B t 1 for t < m, and y ∈ A ⊗n ⊗ S n . Thus, writing x m := f ∈B m 1 f a f , it follows from Theorem 3.8(i) that (x m − si x m )s i = 0, and thus
We have the immediate corollary:
3.6. Cyclotomic quotients. By Theorem 3.8 and relation (3.4), the subalgebra of H n (A) generated by A ⊗n and S n may be identified with the wreath product A ≀ S n . For r ∈ [1, n], define the Jucys-Murphy elements of A ≀ S n as follows:
where (t, r) ∈ S n is the transposition of t and r.
Lemma 3.14. The Jucys-Murphy elements centralize the subalgebra A ⊗n of H n (A).
Proof. Let t < r ∈ [1, n]. Let a = a 1 ⊗ · · · ⊗ a n ∈ A ⊗n , and set
Then a = a ι t,r (a t ⊗ a r ), and
using Lemma 3.1(ii) for the fifth equality. Thus the Jucys-Murphy elements are linear combinations of elements which centralize the subalgebra A ⊗n .
Lemma 3.15. For r ∈ [1, n], the Jucys-Murphy element l r centralizes the subalgebra S r−1 ⊗ A ⊗r−1 of H n (A) generated by s 1 , . . . , s r−2 and A ⊗r−1 ⊗ 1 ⊗n−r+1 . In particular, l 1 , . . . , l n commute.
Proof. Let i ∈ [1, r − 2]. Then
Corollary 3.16. The Jucys-Murphy elements l 1 , . . . , l n commute.
Proof. Let t < r. Since l t lies in the subalgebra generated by A ⊗n and s 1 , . . . , s t−1 , the result follows from Lemmas 3.14 and 3.15.
The next proposition involves a choice of a degree d element c ∈ (Z(A)
⊗n ) Sn . Though we work with this general choice of c, we note that there is at least one natural choice of such an element; we may take c = m(∆(1)) ∈ A, and define
be the map which is the identity on the subalgebra A ≀ S n of H n (A), and sends
for all r ∈ [1, . . . , n]. Then β c is a surjective homomorphism of graded -algebras. The kernel of β c is the 2-sided ideal generated by z 1 − c.
Proof. It is clear that β c is surjective. By Corollaries 3.13 and 3.16, we have
. By Corollary 3.13 and Lemma 3.14, we have β c (z i )β c (a) = β c (a)β c (z i ) for all i ∈ [1, n] and a ∈ A ⊗n . So to see that β c is a homomorphism, it suffices to verify that β c preserves relation (3.5) of Definition 3.2.
Note that, for all i ∈ [1, n − 1] and j ∈ [1, n] we have
If j / ∈ {i, i + 1}, these terms are equal. If j = i, then
as desired. Thus β c is a homomorphism.
, and let π : H n (A) → H n (A) be the natural projection. Then β c factors through to a surjection β c : H n (A) → A ≀ S n . Let ι : A ≀ S n → H n (A) be the inclusion map. We have the commuting diagram:
. Thus H n (A) is generated by z 1 − c together with the subalgebra A ≀ S n . Therefore π • ι is a surjection, so (3.18) implies that π • ι • β c = id Hn(A) . Thus π • ι and β c are mutual inverses, proving the second statement of the lemma.
Let l ∈ Z >0 , and let C = (c (1) , . . . , c (l) ) be a sequence of elements of (Z(A) ⊗n ) Sn d . We define the corresponding level l cyclotomic quotient algebra H C n (A) to be H n (A) modulo the two-sided ideal generated by the element
is finitely generated as a -module. Proof. For any u = (u 1 , . . . , u n ) ∈ Z n ≥0 and i ∈ [0, n], we define the sets X 
Note that, by the definition of the cyclotomic quotient and Corollary 3.13, we have z
⊗n . Thus we have
, where the first containment holds by the induction assumption, and the second containment follows since (s i t) i+1 = t i < l, and (
. We complete this section with three conjectures. 
* . Conjecture 3.23 in level 1 is the main result of [9] . The conjectures are also known to hold for any level when A = . Indeed, H C n ( ) is a degenerate cyclotomic Hecke algebra. Now, for Conjecture 3.21 see for example [18, Theorem 7.5 .6], Conjecture 3.22 can be deduced for example from [11, Corollary 6.18] and [2] , and Conjecture 3.23 can be seen from [10] , [6] , [1] .
Zigzag algebras
Let Γ = (Γ 0 , Γ 1 ) be a connected graph without loops or multiple edges. Eventually, we will need only the case where Γ is of finite ADE type, but we do not need to assume that in this section. We maintain our assumption that is a commutative Noetherian ring. If i, j ∈ Γ 0 are such that {i, j} ∈ Γ 1 , we say that i and j are neighbors.
4.1. Huerfano-Khovanov zigzag algebras. The zigzag algebra Z := Z(Γ) of type Γ is defined in [12] as follows: Definition 4.1. First assume that |Γ 0 | > 1. Let Γ be the quiver obtained by doubling all edges between connected vertices and then orienting the edges so that if i and j are neighboring vertices in Γ, then there is an arrow a i,j from j to i and an arrow a j,i from i to j. For example, A ℓ is the quiver
Then Z(Γ) is the path algebra Γ, generated by length-0 paths e i for i ∈ Γ 0 , and length-1 paths a i,j , modulo the following relations:
(i) All paths of length three or greater are zero.
(ii) All paths of length two that are not cycles are zero.
(iii) All length-two cycles based at the same vertex are equal. The algebra Z(Γ) is graded by path length.
, where c is in degree 2. So that we may consider this algebra among the wider family of zigzag algebras, we will write e 1 := 1.
For type Γ = A 1 , for every vertex i, let j be any neighbor of i, and write c i for the cycle a i,j a j,i . The relations in Z imply that c i is independent of choice of j. Define c := i∈Γ0 c i . Note that c i = ce i = e i c i . The following results are easily verified:
(i) The zigzag algebra Z(Γ) is free of finite rank over , with -basis:
The linear function tr : Z → given on basis elements by
for all i, j ∈ Γ 0 , satisfies tr(xy) = tr(yx) for all x, y ∈ Z. (vi) The bilinear form ·, · : Z ⊗ Z → given by x, y := tr(xy) is nondegenerate, symmetric and associative.
4.2. Affine zigzag algebras. The major focus of this paper will be the affine zigzag algebra, constructed via the affinization process presented in Definition 3.2 for A = Z = Z(Γ).
Definition 4.4. For n ∈ Z >0 , we refer to the affinization Z aff n (Γ) := H n (Z(Γ)) of the zigzag algebra Z(Γ) as the affine zigzag algebra of rank n and type Γ.
The algebra Z ⊗n is generated by the elements
subject only to the relations (4.5) (1) in (4.3), we may provide a more direct presentation of Z aff n (Γ): Lemma 4.9. The algebra Z aff n (Γ) is the graded -algebra generated by the elements 
otherwise, for all admissible r, t ∈ [1, n], i ∈ Γ n 0 , and i, j ∈ Γ 0 . We finish this subsection with three properties of affine zigzag algebras which follows easily from the general theory of affinization developed in section 3. 
Proof. This follows from Theorem 3.8 and Lemma 4.2(ii).
Lemma 4.11. There is an isomorphism of graded -algebras ν :
Proof. This follows from Lemmas 3.11 and 4.2(iv). 
4.3.
Diagrammatics for the affine zigzag algebra. We provide a diagrammatic description of the algebra Z aff n (Γ), which renders the relations described in Lemma 4.9 with more clarity. We depict the (idempotented) generators as the following diagrams:
The red color is just intended to highlight that the label for the rth strand has changed. Then Z aff n (Γ) is spanned by planar diagrams that look locally like these generators, equivalent up to the usual isotopies (cf. [15] ). In particular, dots, arrows, and x's can be freely moved along strands, provided they don't pass through crossings. Multiplication of diagrams is given by stacking vertically, and products are zero unless labels for strands match.
Then the defining local relations can be drawn as follows: (i) Z ⊗n relations:
(ii) S n relations:
Remark 4.13. In their work on the categorification of the Heisenberg algebra h Γ for Γ of affine ADE type, Cautis and Licata [4] introduce a certain 2-category H Γ . The 1-morphisms in this category are generated by objects P i and Q i , for each i ∈ Γ 0 . Comparing the local relations between 2-morphisms [4, §6.1, §10.3] with the diagrammatic above, it can be seen that End H Γ (P n ) satisfies the defining relations of Z aff n (Γ), up to some signs. More generally, Rosso and Savage [24] introduce a monoidal category H B associated to any Frobenius superalgebra B, recover the above category as a special case, and study in particular the endomorphism algebra of P n [24, §8.4].
The minuscule imaginary stratum category
For the remainder of the paper we assume is a balanced order on Φ + , and denote d := ht(δ), see §2.3. We also assume that the graph Γ is the Dynkin diagram corresponding to the finite type Cartan matrix C ′ , and write Z for Z(Γ), Z aff n for Z aff n (Γ). We do not assume that is a field unless otherwise stated.
5.1.
In this section we will use this lemma to recognize the irreducible semicuspidal R δ -modules as certain homogeneous modules which are concentrated in degree zero.
Following [21] , for 1 ≤ r < d and i ∈ I δ , we say s r ∈ S d is i-admissible if c ir ,ir+1 = 0. More generally, if s r1 · · · s rt is a reduced expression for w ∈ S d and each s r k is (s r k+1 · · · s rt i)-admissible, then we say w is i-admissible. This property is independent of reduced expression for w. In addition, admissibility is preserved by products in the sense that if w is i-admissible and w ′ is (wi)-admissible, then w ′ w is i-admissible. The connected component of i is
Clearly Con(i) = Con(j) if and only if i ∈ Con(j). We say that i is homogeneous provided that i r = i s for some r < s implies there exist t, u with r < t < u < s such that c ir,it = c ir ,iu = −1.
Lemma 5.2. If θ ∈ Q + and i ∈ I θ is a homogeneous word, then there exists an R θ -module M with character j∈Con(i) j. If is a field, this module is irreducible.
Proof. If is a field, this is [21, Theorem 3.4] . The part of the proof verifying the relations of R θ on the -module j∈Con(i) · v j works for an arbitrary commutative ground ring .
With the intention of applying this lemma, we associate to each i ∈ I ′ a special homogeneous word 
8 :
We will write G i := Con(b i ) and
We need one more combinatorial notion for words:
For t ∈ {1, . . . , d}, define the t-neighbor sequence of i to be nbr t (i) := (n 1 , . . . , n t ) ∈ {0, N, S} t , where
Then nbr t (i), the reduced t-neighbor sequence of i, is achieved by deleting all 0's from nbr t (i).
Example 5.4. Take C = A
7 . Then i = 01726354 ∈ G 4 , nbr 6 (i) = 000N 0S, and nbr 6 (i) = N S.
The following lemma is clear:
Lemma 5.5. If s r is i-admissible, then nbr sr (t) (s r i) = nbr t (i).
Now we prove numerous useful facts about the special words b i :
Lemma 5.6. Let i, j ∈ I ′ such that c i,j = −1.
1 and i ∈ G δ , then (iii) We have by part (ii) that s 1 and s d−1 are never admissible transpositions for i ∈ G δ . Therefore, by Lemma 5.5, it is enough to check that that statement (iii) holds for the special words b i , which may be readily done.
(iv) The statement holds for r = 1 by part (ii), since s 1 is never i-admissible, and i 1 = 0 for every i ∈ G δ . Let 1 < r < d − 1. If s r is not i-admissible, then c ir,ir+1 = −1 by (i). By part (iii), nbr r+1 (i) = (N SN ) a N S for some a ≥ 0. Then nbr r (s r i) = (N SN ) a S. But then again by part (iii),
The existence of w i ′ ,i is guaranteed by the definition of G i = Con(i), and we note that iadmissible elements are in bijection with G i since i-admissible elements cannot transpose similar letters. This proves uniqueness.
(vi) In types A
ℓ and E
ℓ , it is straightforward to verify that if j < i ∈ I ′ , then we have 
Lemma 5.7. Let be a field. For each i ∈ I ′ , ch q L δ,i = i∈G i i.
Proof. By Lemmas 5.2 and 5.6(i), there exists a homogeneous irreducible R δ -module with character i∈G i i. By Lemmas 5.1 and 5.6(ii), this module must be L δ,i . Corollary 5.8. We have that G δ is a complete set of semicuspidal words in I δ , and so C δ = R δ /R δ 1 nsc R δ , where 1 nsc = i∈I δ \G δ 1 i .
5.2.
A spanning set for C δ . For each w ∈ S d , we choose a distinguished reduced expression w = s r1 · · · s rt . Based on this set of choices, we define, for every w ∈ S n , an element ψ w = ψ r1 · · · ψ rt ∈ R δ . We warn the reader that ψ w is dependent on the choice of distinguished reduced expression for w, as ψ r 's do not in general satisfy braid relations in R δ , see (2.8). We will see however, that the images of the elements ψ w in C δ are well defined.
Recalling the elements of S d defined in Lemma 5.6(v)-(vii), we will write ψ i,j (resp. ψ i,j ) for ψ w i,j (resp. ψ wi,j ).
Lemma 5.9. The algebra C δ is non-negatively graded. Moreover, in C δ we have:
(i) The elements ψ w are independent of reduced expression for w for all w ∈ S d .
(ii) ψ r y t = y sr (t) ψ r , for all admissible r, t.
Proof. All of these follow from Corollary 5.8 and Lemma 5.6(i). We have 1 i = 0 in C δ if i r = i r+1 for some 1 ≤ r < d. So there are no generators ψ r 1 j in negative degrees, hence (i). Part (iii) also follows from that observation, together with relation (2.5). Finally, semicuspidal words have no subwords of the form iji, so, by relation (2.8), the images of ψ's satisfy braid relations in C δ , hence (ii).
Lemma 5.10. The following facts hold in C δ :
Proof. Assume first that C = A (1)
1 . Then d = 2, and so claim (i) is trivial. We have G δ = {01} and 1 10 = 0 in C δ , hence 0 = ψ 1 1 10 ψ 1 = ψ 2 1 1 01 = ±(y 1 − y 2 ) 2 1 01 = ±(y 1 − y 2 ) 2 , proving claim (ii). For (iii), it follows from KLR relations that y 1 commutes with every generator of R δ except ψ 1 . However, in C δ we have ψ 1 y 1 = ψ 1 y 1 1 01 = 1 10 ψ 1 y 1 = 0, and similarly y 1 ψ 1 = 0. Now let C = A
1 . We will use the diagrammatic presentation for R δ , see §2.5. We prove (i) first.
The following diagram is zero in C δ since, by Corollary 5.8 and Lemma 5.6(ii), all semicuspidal words start with 0, and i r = 0:
We will simplify this diagram using relations. Note that we may ignore strands to the right of i r and strands whose colors do not neighbor i r . Omitting such strands, and recalling from Lemma 5.6(iii) that nbr k (i) = (N SN ) a N S for some a ≥ 0, we have, using the relations in R δ : The first term in the last line involves an (S, S)-crossing and hence is zero in C δ . We may continue on in this fashion, moving the S strand past N SN -triples, until we arrive at
The (N, S) crossing opens, giving ±(y s − y r )1 i , for some s < r. Recalling that the initial diagram was zero, we have y s 1 i = y r 1 i . Applying induction on r, for every semicuspidal word i, it follows that
As in the proof of (i), we omit non-neighbors of i d , and use the fact that nbr d (i) = (N SN ) a N N S from Lemma 5.6(iii) to write
We then move the S-strand past (N SN )-strands as in the first part, to arrive at
Applying the quadratic relation twice yields ±(y t −y d )(y s −y d )1 i , for some t < s < d. But y t = y s = y 1 by (i), so we have (y 1 − y d ) 2 1 i = 0 for all semicuspidal words i, which implies that (
δ . We have ψ u 1 i = 0 in C δ unless:
Proof. The lemma is easily checked in type A 
Given a word i
Note that by Lemma 5.6(vii) and (viii), W i is in bijection with j∈I ′ ,cj,
Proof. By Lemma 5.11, we only need consider the case where i ∈ G δ and u ∈ W i . Since deg(ψ u 1 i ) ≥ 1, it must be that ui ∈ G j , where c j,
Proposition 5.13. The following is a spanning set for C δ :
Proof. By the basis theorem [15, Theorem 2.5] or [25, Theorem 3.7] , we have that
We get the spanning set X by throwing out elements of this set which are known to be zero or redundant in C δ via Lemmas 5.10, 5.11 and 5.12.
5.3.
A basis for C δ . To prove linear independence of X, we construct a graded R δ -module which descends to a faithful C δ -module. For i, j ∈ I δ , set
where z, x are generators in degree 2, and q stands for a degree shift up by 1. Note that V i,j = 0 in the 'otherwise' cases above-it is presented as is for convenience in defining an action on V . Set V = i,j∈I δ V i,j . We will label polynomials f ∈ [z, x] belonging to the i, j-th component of V with subscripts, a la f i,j . Recall the signs ε i,j from §2.4.
Lemma 5.14. The vector space V is a graded R δ -module, with the action of generators defined in types C = A
1 as follows:
otherwise.
1 , the action of 1 k , y r are as above, but ψ 1 v = 0 for all v ∈ V . Proof. First we argue that the actions of the generators are well-defined. The only non-obvious case is the action of ψ r . Let r, i, j be such that ψ r | V i,j = 0. We show that ψ r | V i,j : 
Now we check that the action satisfies the defining relations of R δ . If C = A (1) 1 then G δ = {01}. Since ψ's act as zero on V , the only relation that is not clearly satisfied is (2.6). In this case, for f ∈ V 01,01 , we have as desired:
1 . The relations (2.2), (2.3) and (2.7) are obvious. Since 1 k acts as the projection V → j∈I δ V k,j and ψ r restricts to a map V i,j → V sr i,j for all i, j ∈ I δ , relation (2.4) is satisfied as well.
For relation (2.5), we have 
, so we have equality in the second case. In the third case, note that x 2 = 0 ∈ V j,k for any j, k, so equality holds in this case as well. For relation (2.6), note that s r is i-admissible if and only if s r is s r i-admissible, so 17) and 
since both terms are equal to δ i,j f σj,k if c jr ,jr+1 = c jr,jr+2 = c jr+1,jr+2 = 0, and both are zero otherwise. Now assume r = d − 2, and assume that either
) is nonzero. Then we must have V j,k , V σj,k = 0. Then, since j, σj ∈ G δ , by Lemma 5.6(i), we have that j d−2 , j d−1 , j d are all distinct, and by Lemma 5.6(ii),
we have that xf = 0 in V σj,k , another contradiction. Thus (ψ r+1 ψ r ψ r+1 − ψ r ψ r+1 ψ r )1 i = 0 as an operator on V . Moreover, j r = j r+2 for every j ∈ G δ by Lemma 5.6(i), so the right side of relation (2.8) also acts identically as zero on V . Proof. Note that
is a basis for V . The R δ -module V factors through to a C δ -module since 1 nsc V = 0 by Corollary 5.8.
, we have, by Lemma 5.6(vii),
, and (wi) d is a neighbor of i d when deg(ψ w 1 i ) = 1. Moreover, wi = ui for w, u ∈ W i if and only if w = u, so the elements of X act on V as linearly independent operators. Taking into account Proposition 5.13, we deduce that X is a basis for C δ .
For each α ∈ Q + and dominant weight Λ associated to C, there is an important quotient R Λ α of R α called the cyclotomic KLR algebra (see e.g. [2, 15] ). Of relevance to the discussion at hand is the level-one case R Λ0 δ ; it is by definition the quotient of R δ by the two-sided ideal generated by the elements {y 
Proof. We may construct a map ϕ :
All defining relations of R

Λ0
δ are preserved by the map-the only non-obvious relation to check is (2.5), which follows since y 1 is central in C δ by Lemma 5.10(iii). Thus ϕ is a well-defined homomorphism of graded -algebras which splits the natural surjection C δ ։ R 
1 ;
ℓ . Then for all other i ∈ I ′ , define ξ i such that ξ i ξ j = −1 whenever c i,j = −1 (this is possible as Γ is a tree). We also define, for all i, j ∈ I ′ with c i,j = −1, the constants
Proof. This is a direct check, just using the fact that by definition ε ij = −ε ji .
Assume for a moment that is a field. Then {L δ,i | i ∈ I ′ } is a complete set of irreducible C δ -modules up to isomorphism and degree shift, Moreover, the orthogonal idempotents {1 i | i ∈ G δ } in C δ are primitive, since by Theorem 5.19, the space (
By Lemma 5.7, we have 1 i L δ,i = 0, and 1 i L δ,j = 0 for every i = j ∈ I ′ . So the projective cover ∆ δ,i of L δ,i in C δ is isomorphic to C δ 1 i , and
is a projective generator in C δ -mod. We want to compute the endomorphism algebra
Observe that the definitions of C δ , ∆ δ , 1 ∆ , B δ , L δ,i , etc. make sense over an arbitrary commutative ground ring . In fact, all our computations below will be done in this generality.
The following lemma follows from consideration of Theorem 5.19:
, and is zero otherwise.
Recall that Γ is the Dynkin diagram corresponding to the finite type Cartan matrix C ′ , so the vertices of Γ are identified with the set I ′ . The following theorem establishes a Morita equivialence between the cyclotomic KLR algebra R 
(ii) There is an isomorphism of graded algebras 
By Lemma 5.6(vi), w i,j = w 1 s d−1 w 2 for some w 2 which is b j -admissible, and some w 1 which is s d−1 w 2 b j -admissible, and w j,i = w −1 i,j . Then by Lemma 5.9(i), we may write
i -admissible, and w 2 is w −1
. Thus we have
Thus by relation (2.6) we have
The second equality follows from Lemma 5.10(i). The third equality follows since w 1 , being w
by Lemma 5.6(ii). The fourth equality follows by admissibility of w 1 and w −1
The zigzag relations imply that this is zero unless i = l and j = k. So
Thus it follows from Lemma 5.22 that ϕ(
Corollary 5.26. Let z be an indeterminate in degree 2. We have isomorphisms of graded algebras
Proof. The first isomorphism is standard. The second isomorphism follows from Lemma 5.20. The third isomorphism follows from Theorem 5.24. The fourth isomorphism follows from the definition of Z aff 1 . The fifth isomorphism follows from Lemma 4.11. Now, to avoid confusion, we will write v i := 1 i for the generating vector of word
Corollary 5.27. The -algebra End C δ (∆ δ ) is generated by the homomorphisms
where i runs over I ′ and j runs over all neighbors of i in I ′ , subject only to the same relations as their namesakes in
for all admissible i, j, k, l ∈ I ′ , and z • g = g • z for all generators g.
Proof.
Follows directly from tracing through the isomorphisms of Corollary 5.26.
On the higher imaginary stratum categories
Suppose for a moment that is a field. It is shown in [20, 22] that the R nδ -module ∆
•n δ = Ind δ,...,δ (∆ ⊠n δ ) factors through to a projective C nδ -module, and ∆
•n δ is a projective generator for C nδ if char = 0 or char > n. We will build on the previous section to explicitly describe for all n the algebra End C nδ (∆ 
Proof 
as -modules. The result now follows by Lemma 4.2(ii).
Recalling e i , z, c i , a i,j ∈ End C δ (∆ δ ) from Corollary 5.27, we set c :
c, a i,j } and 1 ≤ r ≤ n. We define endomorphisms
, and e i is the projection to the summand ∆ i .
Twist endomorphisms. We describe one more family of endomorphisms of ∆
As explained in [19] , there exists, for
. We will describe this map explicitly later in this section. We have L 
Moreover, since r t is a degree zero map, we haver t ∈ End C nδ (∆ •n δ ) 0 . We also have, for every i ∈ (I ′ ) n , the projection e i : ∆ Let σ, σ ′ ∈ R 2δ be the following products of ψ's, displayed diagrammatically:
The labels in this case only indicate strand position and are not meant to color the strands. In order to understand the multiplicative structure of End C nδ (∆
•n δ ), we will need to describe the mapsr t more explicitly and examine commutation relations between these maps and the others detailed in §6.1. The following two lemmas are steps in this direction. Their proofs are straightforward but rather lengthy exercises in manipulating KLR diagrams. For this reason we defer the proofs until §7.
The generators v i ∈ ∆ δ,i introduced in §5.4, yield generators
The elements a ⊗ b for a, b ∈ R δ are interpreted as elements of R 2δ via the parabolic embedding R δ ⊗ R δ ֒→R 2δ . With this notation we have:
Now we briefly describe the construction of the map r i,j , presented in [14, 19] . It is recommended that the interested reader consult that paper for a thorough treatment. If x is an indeterminate in degree 2, let ι : R δ → [x] ⊗ R δ be the algebra homomorphism defined by ι(1 i ) = 1 i , ι(ψ r ) = ψ r , and
⊗ R δ -module with action twisted by ι. We may perform the same construction with another indeterminate x ′ , and consider the [x,
defined in terms of certain intertwining elements of R 2δ . Then r i,j is equal to
where s is maximal such that r
where (σ + δ it,it+1 ξ it ) is inserted in the (t, t + 1)th slots, for all i ∈ (I ′ ) n .
Proof. Let i, j ∈ I ′ . All y ′ s and ψ's of positive degree act as zero on L δ,i and L δ,j since these modules are concentrated in degree zero. So by Lemma 6.3, we have σ 
• e i if c it,it+1 = −1; 0 otherwise, (6.12)
Proof. It is enough to check these relations in the case n = 2. We note that (6.9) holds by construction of the mapr t . For i, j, m ∈ I ′ such that c i,j = −1, we havê
, where Lemma 6.7 has been applied for the first equality and Lemma 6.4 has been applied for the second equality. Thus (6.10) holds when u = 1. Sincer 2 1 = 1, the claim also holds for u = 2, completing the proof of (6.10).
The relation (6.11) follows from (6.10) when C = A
1 since c t may be expressed in terms of a ij t 's.
The equality of these expressions is easily verified by direct application of KLR relations.
For relation (6.12), we have
after applying KLR relation (2.5) to write (
Therefore, when i = j, we have by Lemma 6.3 that
On the other hand, if c i,j = −1, then Lemma 6.3 gives us
2 • e ji (v δ,δ ), applying Lemma 5.22 for the third equality. The case c i,j = 0 follows immediately from Lemma 6.3. Thus relation (6.12) holds for u = 1, and the case u = 2 follows from (6.9), (6.10) and (6.11).
Now we define some convenient notation for elements of End
this definition is independent of reduced expression for w. For t ∈ Z n ≥0 and u ∈ {0, 1} n , we set
n . For i, j ∈ I ′ , we say i and j are connected if i = j or c i,j = −1. We say i, j ∈ (I ′ ) n are connected if i r and j r are connected for all r ∈ [1, n]. For connected i, j ∈ I ′ and r ∈ [1, n], letâ (6.14) ranging over w ∈ S n , t ∈ Z n ≥0 , i, j ∈ (I ′ ) n such that i and wj are connected, and u ∈ {0, 1} n such that u r = 0 if i r = (wj) r .
Proof. First, we argue that the elements of (6.14) are linearly independent. This argument proceeds along similar lines to the proof of [19 Diagrammatically speaking, bl(w) is achieved by replacing each strand of the diagram of w by d parallel strands. E.g., bl(s 1 ) = σ ∈ S 2d .
Let j ∈ (I ′ ) n , and assume w = s t1 · · · s tm . Then, by the definition ofr w , we havê
for some constants κ 1 , . . . , κ m ∈ . Recombining terms, this may be written in turn as
where ( * ) is a -linear combination of terms of the form ψ w ′ v, where v ∈ ∆ ⊠n δ , and
). Then, considering the action of an element of (6.14) on ∆
•n δ , we have
where ( * ) is again a -linear combination of terms of the form ψ w ′ v, where v ∈ ∆ ⊠n δ , and
is such that ℓ(w ′ ) < ℓ(bl(w −1 )). Thus, by Lemma 5.23 and induction on the word length of w, it can be shown that the elements (6.14) form a linearly independent set of endomorphisms. Now, comparing graded dimension of the set (6.14) with Lemma 6.1 proves the result. 
6.4. Proof of the Main Theorem. Now we prove the main result of the paper (which appears as Theorem A in the introductory section):
n , and i, j ∈ I ′ such that c i,j = −1, is an isomorphism of graded -algebras.
Proof. By Corollary 5.27, Lemma 6.2(ii), and Lemma 6.8, the images of the generators obey the defining relations of Z aff n as presented in Lemma 4.9. Hence ϕ defines a graded -algebra homomorphism. Moreover, ϕ surjects onto the generators of End C nδ (∆ Proof. In this situation the module ∆
•n δ is a projective generator for B nδ , see [20, Lemma 6.22] , so B nδ is Morita equivalent to End C nδ (∆
op . Then the result follows by Lemma 4.11.
Appendix
This section is devoted to proving Lemmas 6.3 and 6.4, which are crucial in determining the commutation relations among generating endomorphisms of ∆
•n δ . In all cases, the approach to proving these lemmas is similar:
(i) Every element of ∆ δ,i • ∆ δ,j should be written as a linear combination of terms of the form ψ w (x 1 ⊗ x 2 )v i,j , where x 1 , x 2 ∈ R δ , and w is a minimal left coset representative for S 2d /S d × S d . Diagrammatically speaking, this is a matter of moving beads, and crossings of strands which originate from the same side, to the top of the diagram by applying KLR relations. (ii) Once all terms are rewritten as in (i), use Lemmas 5.9 through 5.12 to simplify the expressions (x 1 ⊗ x 2 )v i,j , rewriting these elements of ∆ δ,i ⊠ ∆ δ,j in the form of the basis in Theorem 5.19. We have written a Sage program which performs steps (i) and (ii), and have used this algorithm to verify Lemmas 6.3 and 6.4 in the exceptional cases of type E (1) ℓ . This program is available upon request. In the following proofs we assume C is of type A
Lemma 6.3. Let i, j ∈ I ′ , and recall that v i,j is a generator for ∆ δ,i • ∆ δ,j . Then we have
ℓ . If ℓ = 1, the result is easily checked. Assume ℓ ≥ 2. We depict σ ′ v i,i diagrammatically, where v i,i is conceived to be at the top of the diagram:
We now move crossings up, when possible, to act on the individual factors ∆ δ,i , and use Lemmas 5.6 and 5.11 to recognize when these terms are zero. Applying the braid relation to the . This behavior will occur frequently enough that we will merely say that the (i, i + 1, i)-braid 'opens'. Indeed, the (1, 0, 1)-through (i − 1, i − 2, i − 1)-braids open in succession, giving:
after the (ℓ, 0, ℓ)-braid opens, followed by the (ℓ − 1, ℓ, ℓ − 1)-through (i + 2, i + 1, i + 2)-braids in succession. Now, applying the (i, i + 1, i)-braid relation, this is equal to
In the left term in (7.1), the (i, i − 1, i)-braid opens, introducing an (i + 1, i)-double crossing, which opens to give
In the right term in (7.1), the (i, i − 1)-double crossing opens to give
We begin dragging the 0-strand to the right to simplify the diagram. The (2, 0, 2)-braid opens, followed by the (3, 2, 3)-through (ℓ − 1, ℓ − 2, ℓ − 1)-braids in succession. Then the (ℓ − 2, ℓ, ℓ − 2)-braid opens, followed by the (ℓ − 3, ℓ − 2, ℓ − 3)-through (i + 1, i + 2, i + 1)-braids in succession, giving (excluding straight strands on the left): ℓ . We have j = i + 1 or j = i − 1. We will prove the statement in the former case; the latter is similar. We write σ ′ v i,j diagrammatically: 
ℓ , 1 ≤ i, j ≤ ℓ − 2. We have j = i + 1 or j = i − 1. We will prove the statement in the former case; the latter is similar. We write σ ′ v i,j diagrammatically: ℓ . We show that the claim holds in the case i = j + 1; the case i = j − 1 is similar. We depict (ψ j,i ⊗ 1)σv i,i diagrammatically: 
ℓ , 1 ≤ i, j ≤ ℓ − 2. We check that (6.4) holds in the case j = i + 1. The case j = i − 1 is similar. We depict (ψ j,i ⊗ 1)σv j,i diagrammatically, with v j,i at the top of the diagram: ℓ , 1 ≤ i, j ≤ ℓ − 2. We show that the claim holds in the case i = j + 1; the case i = j − 1 is similar. We depict (ψ j,i ⊗ 1)σv i,i diagrammatically: 
ℓ , ℓ − 2 ≤ i, j ≤ ℓ. We show that the claim holds in the case i = ℓ − 2, j = ℓ; the other cases are similar. We depict (ψ j,i ⊗ 1)σv i,i diagrammatically: , where x 1 ∈ ∆ δ,m , x 2 ∈ ∆ δ,i , and w ⊳ σ is a minimal left coset representative for S 2d /S d × S d . As in the similar case in Lemma 6.3, it follows that ψ w = 1. Thus x 1 is a vector of word b j and x 2 is a vector of word b m . Hence by Lemma 5.23, it follows that ( * ) is zero unless m neighbors both j and i. But since i neighbors j by assumption, this cannot be the case.
