In recent years, hesitant fuzzy sets (HFSs) and neutrosophic sets (NSs) have become a subject of great interest for researchers and have been widely applied to multi-criteria group decision-making (MCGDM) problems. In this paper, multi-valued neutrosophic sets (MVNSs) are introduced, which allow the truth-membership, indeterminacymembership and falsity-membership degree have a set of crisp values between zero and one, respectively. Then the operations of multi-valued neutrosophic numbers (MVNNs) based on Einstein operations are defined, and a comparison method for MVNNs is developed depending on the related research of HFSs and Atanassov's intuitionistic fuzzy sets (IFSs). Furthermore, the multi-valued neutrosophic power weighted average (MVNPWA) operator and the multi-valued neutrosophic power weighted geometric (MVNPWG) operator are proposed and the desirable properties of two operators are also discussed. Finally, an approach for solving MCGDM problems is explored by applying the power aggregation operators, and an example is provided to illustrate the application of the proposed method, together with a comparison analysis.
Introduction
In many cases, it is difficult for decision-makers to precisely express a preference when solving multicriteria decision-making (MCDM) and multi-criteria group decision-making (MCGDM) problems with inaccurate, uncertain or incomplete information. Under these circumstances, Zadeh's fuzzy sets (FSs) 1 , where the membership degree is represented by a real number between zero and one, are regarded as an important tool for solving MCDM and MCGDM problems [2] [3] , fuzzy logic and approximate reasoning 4 , and pattern recognition 5 .
However, FSs can not handle certain cases where it is hard to define the membership degree using one specific value. In order to overcome the lack of knowledge of non-membership degrees, Atanassov introduced intuitionistic fuzzy sets (IFSs) 6 , an extension of Zadeh's FSs. Furthermore, Gau and Buehrer defined vague sets 7 and subsequently Bustince pointed out that the vague sets and IFSs are mathematically equivalent objects 8 . IFSs simultaneously take into account the membership degree, non-membership degree and degree of hesitation. Therefore, they are more flexible and practical when addressing fuzziness and uncertainty than FSs. Moreover, in some actual cases, the membership degree, non-membership degree and hesitation degree of an element in IFSs may not be a specific number; hence, they were extended to the interval-valued intuitionistic fuzzy sets (IVIFSs) 9 . To date, IFSs and IVIFSs have been widely applied in solving MCDM and MCGDM problems [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . In order to handle situations where people are hesitant in expressing their preference regarding objects in a decision-making process, hesitant fuzzy sets (HFSs) were introduced by Torra and Narukawa [22] [23] . Then some work on HFSs and their extensions have been undertaken, including the aggregation operators, the correlation coefficient, distance, correlation measures and outranking relations for HFSs [24] [25] [26] [27] [28] [29] [30] .
Although the theory of FSs has been developed and generalized, it can not deal with all types of uncertainties in different real-world problems. Types of uncertainties, such as the indeterminate information and inconsistent information, cannot be managed. For example, when an expert is asked for their opinion about a certain statement, he or she may say the possibility that the statement is true is 0.5, the possibility that the statement is false is 0.6 and the degree that he or she is not sure is 0.2 31 . This issue is beyond the scope of the FSs and IFSs. Then Smarandache proposed neutrosophic logic and neutrosophic sets (NSs) [32] [33] and subsequently Rivieccio pointed out that an NS is a set where each element of the universe has a degree of truth, indeterminacy and falsity respectively and it lies in ]0 , 1 [ − + , the nonstandard unit interval 34 . Clearly, this is the extension of the standard interval [0, 1] . Furthermore, the uncertainty presented here, i.e. indeterminacy factor, is dependent on of truth and falsity values, whereas the incorporated uncertainty is dependent on the degrees of belongingness and degree of non-belongingness of IFSs 35 . Additionally, the aforementioned example of NSs can be expressed as x(0.5, 0.2, 0.6). However, without specific description, NSs are difficult to apply to real-life situations. Therefore, single-valued neutrosophic sets (SVNSs) were proposed, which are an extension of NSs 31, 35 . Majumdar et al introduced a measure of entropy of SVNSs 35 . Furthermore, the correlation coefficients of SVNSs as well as a decisionmaking method using SVNSs were introduced 36 . In addition, Ye also introduced the concept of simplified neutrosophic sets (SNSs), which can be described by three real numbers in the real unit interval [0,1], and proposed an MCDM method using the aggregation operators of SNSs 37 . Wang et al and Lupiáñez proposed the concept of interval neutrosophic sets (INSs) and provided the set-theoretic operators of INSs 38, 39 . Broumi and Smarandache discussed the correlation coefficient of INSs 40 . Furthermore, Ye proposed the cross-entropy of SVNSs and similarity of INSs respectively [41] [42] . However, in certain cases, the operations of SNSs provided by Ye may be unreasonable 37 . For example, the sum of any element and the maximum value should be equal to the maximum value, but this is not always the case during operations. The similarity measures and distances of SVNSs that are based on those operations may also be unrealistic. Peng et al developed novel operations, outranking relations and aggregation operators of SNSs [43] [44] , which were based on the operations in Ye 37 and applied them to MCGDM problems. Zhang 48 . However, decision-makers can also be hesitant when expressing their evaluation values for each parameter in SNSs. For example, if the possibility of a statement being true is 0.6 or 0.7, the possibility of it being false is 0.2 or 0.3 and the degree that he or she is not sure is 0.1 or 0.2, this will be beyond the capability of SNSs. If the operations and comparison method of SNSs were extended to multiple values, the shortcomings discussed earlier would still exist. Therefore, Wang and Li developed the definition of multi-valued neutrosophic sets (MVNSs) 49 , based on which, the Einstein operations and comparison method, and power aggregation operators for multi-valued neutrosophic numbers (MVNNs) are defined in this paper. Consequently, a MCGDM method is established based on the proposed operators. An illustrative example is also given to demonstrate the applicability of the proposed method.
The rest of paper is organized as follows. In Section 2 some basic concepts and operations of SNSs are briefly reviewed. Then the definition of MVNSs is introduced, and the operations, a comparison method and distance of MVNNs are defined in Section 3. Section 4 contains two MVNN power aggregation operators and a MCGDM approach with MVNNs. In Section 5, an illustrative example and a comparison analysis are presented to verify the proposed approach. Finally, the conclusions are drawn in Section 6.
Preliminaries
In this section, the definitions and operations of NSs and SNSs are introduced, which will be utilized in the latter analysis. Definition 1. Let X be a space of points (objects), with a generic element in X denoted by x . An NS A in X is characterized by a truth-membership function ( ) 
Considering the applicability of NSs, Ye reduced NSs of nonstandard intervals into SNSs of standard intervals 37 , which can preserve the operations of NSs properly.
Definition 2. Let X be a space of points (objects), with a generic element in X denoted by x . An NS A in X is characterized by
( ) :
Then, a simplification of A is denoted by 37 :
which is called an SNS and is a subclass of NSs. For convenience, the SNSs is denoted by the simplified symbol
The set of all SNSs is represented as SNSS. The operations of SNSs are also defined by Ye 37 .
Definition 3. Let A , 1
A and 2 A be three SNSs. For any x X ∈ , the following operations can be true 37 .
(1) ( ) ( ) ( ) ( )
(2) ( ) ( ) ( ) ( )
There are some limitations related to Definition 3 and these are now outlined.
(i) In some situations, operations such as 1 2 A A + and 1 2 A A ⋅ might be impractical. This is demonstrated in Example 1.
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, , 1 S A A S A A = =
can be obtained, which indicates that 1 A is equal to 2 A . Yet it is not possible to discern which one is the best. Since ( ) ( )
for any x in X , then 1 A and 2 A are both reduced to IFSs. However, the operations presented in Definition 3 are not in accordance with the operations of two IFSs 6, 8, 10-21 .
Multi-valued Neutrosophic Sets
In this section, MVNSs are introduced, and the corresponding operations and comparison method are developed in terms of those of IFSs 6, 8, 10-21 and HFSs 22, 23 .
MVNSs and theirs Einstein operations
Definition 4. Let X be a space of points (objects), with a generic element in X denoted by x . An MVNSs A in X is characterized by 48 :
where ( ) 
If X has only one element, then A is called a multivalued neutrosophic number (MVNN), denoted by
For convenience, an MVNN can be denoted by , , 
It is noted that different aggregation operators are all based on different t-conorms and t-norms and are used to deal with different relationships of the aggregated arguments, which satisfy the requirements of the conjunction and disjunction operators, respectively. Einstein operations include the Einstein sum 
If there is only one specific number in , A A T I   and A F  , then the operations in Definition 6 are reduced to the operations of SNNs as follows:
Note that the operations of MVNNs coincide with the operations of IFSs 6, 8, 10-21 .
be two MVNNs, and 2 λ = , then the following results can be achieved.
(1) (1) 1
( )
(1), (2), (7) and (8) can be easily obtained. 
Similarly, (4), (5) and (6) can be true. �
Comparison method
Based on the score function and accuracy function of IFSs 10-21 , the score function and accuracy function of a MVNN can be provided below.
then score function ( ) s A and accuracy function ( ) a A of an MVNN can be defined as follows:
Here ,
The score function is an important index in ranking MVNNs. For an MVNN A, the bigger the truthmembership A T  is, the greater the MVNN will be; the smaller the indeterminacy-membership A I  is, the greater the MVNN will be; similarly, the smaller the false-membership A F  is, the greater the MVNN will be. For the score function, if the greater the result of
is, the more affirmative the statement will be. For the accuracy function, the bigger the sum of the truth, indeterminacy and falsity, the more affirmative the statement will be.
On the basis of Definition 7, the method for comparing MVNNs can be defined as follows. Definition 8. Let A and B be two MVNNs. The comparision method can be defined as follows: 
can be determined.
Power Operators and MCGDM Approach
In this section, the power aggregation operators of MVNNs are presented and an approach for MCGDM problems that utilizes these aggregation operators is proposed.
Power aggregation operator
The power average (PA) operator was developed by Yager in the form of nonlinear weighted average aggregation operator 51 .
Definition 10. The PA operator is the mapping PA: n R R → , which is defined as follows 51 :
Then the following properties are true.
Apparently, the closer two values get, the more they support each other. 
Power weighted average operator
is the support for j A from i A , which satisfies the following conditions:
where d is the distance measure as was defined in Definition 9.
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Based on the operations in Definition 6 and Eq. (7), Theorem 2 can be derived. 
and satisfies the conditions in Definition 11.
Proof. For simplicity, let
in the process of proof. By using the mathematical induction on n .
(1) If 2 n = , based on the operations (1) and (3) in Definition 6, (1) and (3) in Definition 6, The MVNPWA operator has the following properties. (2)
where d is the distance measure defined in Definition 9.
Based on the operations in Definition 6 and Eq. (9), Theorem 3 can be derived. Where , In the following, a procedure to rank and select the most desirable alternative(s) is given. In order to unify all criteria, we need to transform the minimizing criteria into maximizing criteria (Remark: if all the criteria belong to the maximizing criteria and have the same measurement unit, then there is no need to normalize them). Suppose that the matrix
For the minimizing criteria, the normalization formula is
for the maximizing criteria, 
Then, the weights ( ) 
Step 5. Calculate the supports
The supports can be obtained by the following formula: 2 ) can be obtained.
Step 9. Rank the alternatives. According to Definition 8, all alternatives i α ( ) 1, 2, , i n = 2 can be ranked with respect to superiority and finally the best one(s) can be chosen.
Illustrative Example
In this section, an example of MCDM problems is used to demonstrate the application and effectiveness of the proposed decision-making approach.
There is an investment company, which wants to invest a sum of money in the best option (adapted from Ref. 37) . The company has set up a panel which has to choose between four possible alternatives for investing the money: 12 11 Supp can be calculated as follows: 
Step The score values are different. Therefore there is no need to compute the values of the accuracy function value.
Step 9: Rank the alternatives. According to Definition 8 and the results in Step 8, ( ) ( ) ( ) ( ) α α α α    , and the best alternative is 2 α while the worst alternative is 3 α .
From the results given above, the best one is 1 α or 2 α , and the worst one is 3 α . In most cases, in order to calculate the actual aggregation values of the alternatives, different aggregation operators can be used. Moreover, we can find that two aggregation operators mentioned in the manuscript, the MVNPWA operator or the MVNPWG operator, are all used to deal with different relationships of the aggregated arguments, which can provide more choices for decision-makers. They can choose different aggregation operator according to their preference.
Comparison analysis
In order to verify the feasibility of the proposed decision-making approach based on the MVNNs power aggregation operators, a comparison analysis based on the same illustrative example is conducted here. The comparison analysis includes two cases. One is the other methods that were outlined in Ye 36, 37, 41 , which are compared to the proposed method using singlevalued neutrosophic information. In the other, the method that was introduced in Wang and Li 48 are compared with the proposed approach using multivalued neutrosophic information.
The proposed approach is compared with some methods using single-valued neutrosophic information.
• The proposed approach is compared with some methods using single-valued neutrosophic information.
With regard to the three methods in Ye [36] [37] 41 , all multi-valued neutrosophic evaluation values are translated into single-valued neutrosophic values by using the mean values of truth-membership, indeterminacy-membership and falsity-membership respectively. Then two aggregation operators were used to aggregate the single-valued neutrosophic information first; and the correlation coefficient and weighted crossentropy between each alternative and the ideal alternative were calculated and used to determine the final ranking order of all the alternatives. If the methods in Ye [36] [37] 41 and the proposed method are utilized to solve the same MCDM problem, then the results can be obtained and are shown in Table 1 .
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