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On the Fourier Transform of Bessel Functions over Complex
Numbers—II: the General Case
Zhi Qi
Abstract. In this paper, we prove an exponential integral formula for the Fourier trans-
form of Bessel functions over complex numbers, along with a radial exponential integral
formula. The former will enable us to develop the complex spectral theory of the relative
trace formula for the Shimura-Waldspurger correspondence and extend the Waldspurger
formula from totally real fields to arbitrary number fields.
1. Introduction
1.1. Representation Theoretic Motivations. It is known by the work of Baruch and
Mao ([BM2, BM3]) that the exponential integral formulae due to Weber and Hardy on
the Fourier transform of classical Bessel functions over real numbers realize the Shimura-
Waldspurger correspondence between representations of PGL2pRq and genuine represen-
tations of ĂSL2pRq and constitute the real component of the Waldspurger formula for auto-
morphic forms of PGL2 and ĂSL2 over Q or a totally real field. For instance, the formula of
Weber is as follows
(1.1)
ż 8
0
1?
x
Jν
`
4π
?
x
˘
e p˘xyq dx “ 1a
2y
e
ˆ
¯
ˆ
1
2y
´ 1
8
ν´ 1
8
˙˙
J 1
2
ν
ˆ
π
y
˙
,
for y ą 0, where epxq “ exp p2πixq and Jνpxq is the Bessel function of the first kind of
order ν. This formula is valid when Reν ą ´1. Taking ν “ 2k ´ 1 in (1.1), with k a
positive integer, the Bessel function of order 2k ´ 1, respectively k ´ 1
2
, is attached to a
discrete series representation of PGL2pRq, respectively ĂSL2pRq. Thus, in this case, (1.1)
should be interpreted as the local ingredient at the real place of the correspondence due to
Shimura, Shintani and Waldspurger between cusp forms of weight 2k and cusp forms of
weight k ` 1
2
.
The purpose of this paper is to prove the complex analogue of Weber and Hardy’s
formulae for Bessel functions over complex numbers. As applications of this paper in the
future, one may develop the complex spectral theory of the relative trace formula for the
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Shimura-Waldspurger correspondence as the real theory in [BM2], and furthermore extend
the Waldspurger formula from totally real fields as in [BM3] to arbitrary number fields.
1.2. Statement of Results. We now introduce the definition of Bessel functions over
complex numbers (see [Qi1, §15.3], [BM5, (6.21), (7.21)]). Let µ be a complex number
and m be an integer. We define
(1.2) Jµ,mpzq “ J´2µ´ 1
2
m pzq J´2µ` 1
2
m pzq .
The function Jµ,mpzq is well defined in the sense that the expression on the right of (1.2) is
independent on the choice of the argument of z modulo 2π. Next, we define
(1.3) Jµ,m pzq “
$’’’&’’%
2π2
sinp2πµq pJµ,mp4π
?
zq ´ J´µ,´mp4π
?
zqq if m is even,
2π2i
cosp2πµq pJµ,mp4π
?
zq ` J´µ,´mp4π
?
zqq if m is odd,
where
?
z is the principal branch of the square root, and it is understood that in the non-
generic case when 4µ P 2Z ` m the right hand side should be replaced by its limit. We
stress that Jµ,m pzq is well defined only when m is even; nevertheless Jµ,mpz2q is always a
well defined function on the complex plane. Moreover, we note that J´µ,´m pzq “ Jµ,m pzq,
so we may assume with no loss of generality that m is nonnegative.
Remark 1.1. According to [Qi1, §17, 18], on choosing the Weyl element
˜
´1
1
¸
,
when m is even, respectively odd, |z|Jµ,mpzq, respectively
a
|z|zJµ,mpzq, is the Bessel func-
tion associated with the principal series representation πµ,m of SL2pCq (not necessarily
unitary) induced from the character χµ,m
˜
a
a´1
¸
“ |a|4µpa{|a|qm. In the even case, the
principal series is indeed a representation of PGL2pCq(“ PSL2pCq).
For the kernel formula that defines Bessel functions for SL2pCq in representation the-
ory, its proof and applications, see [BM4, Mot, BBA, Qi1, Qi2].
Our main theorem is as follows.
Theorem 1.2. Suppose that |Reµ| ă 1
2
and m is even. We have the identityż 2π
0
ż 8
0
Jµ,m
`
xeiφ
˘
ep´2xy cospφ` θqqdxdφ “ 1
4y
e
ˆ
cos θ
y
˙
J 1
2
µ, 1
2
m
ˆ
1
16y2e2iθ
˙
,(1.4)
for y P p0,8q and θ P r0, 2πq.
Remark 1.3. The identity (1.4) reflects the Shimura-Waldspurger correspondence be-
tween the principal series πµ,m of PGL2pCq and the principal series π 1
2
µ, 1
2
m of SL2pCq. It
should be noted that, unlike SL2pRq, there is no nontrivial double cover of SL2pCq and
there do not exist discrete series for SL2pCq.
In a previous paper [Qi3], using two formulae for classical Bessel functions, the author
has proved (1.4) in the spherical case when m “ 0. For the nonspherical case, it seems
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however that a straightforward proof as in [Qi3] is almost impossible. In this paper, our
proof of (1.4) is in an indirect manner and splits into two steps.
In the first step, we shall prove a radial exponential integral formula (see (1.5) in
Theorem 1.4 below), which is considered weaker than the formula (1.4), on the integral of
the Bessel function Jµ,m
`
xeiφ
˘
against the radial exponential function expp´2πcxq, instead
of the Fourier kernel ep´2xy cospφ`θqq. Interestingly, it turns out that the bulk of its proof
is combinatorial.
In the second step, we shall prove Theorem 1.2 by exploiting a soft method that com-
bines asymptotic analysis of oscillatory integrals and a uniqueness result for ordinary dif-
ferential equations. The weak exponential integral formula (1.5) is used to determine the
constant term in the asymptotic, whereas the method of stationary phase for double inte-
grals is applied for the oscillatory term.
Theorem 1.4. Suppose that |Reµ| ă 1
2
and m is even. We have
(1.5)
ż 2π
0
ż 8
0
Jµ,m
`
xeiφ
˘
expp´2πcxqdxdφ “ 4πi
m
c
K2µ
ˆ
4π
c
˙
I 1
2
m
ˆ
4π
c
˙
,
for | arg c| ă 1
2
π, where Iνpzq and Kνpzq are the two kinds of modified Bessel functions of
order ν.
Although it is not visible in the statement, there is a remarkable distinction between
the spherical and nonspherical cases in the proof of Theorem 1.4. It comes from Kum-
mer’s confluent hypergeometric function M
`
1
2
m` 1;m` 1; z˘ arising in the proof (see
§2.2 and §4.1), and makes the proof of the nonspherical case considerably harder. As al-
luded to above, when m “ 2k ě 2, the identity (1.5) in Theorem 1.4 may be reduced to a
complicated combinatorial recurrence identity as follows,
kÿ
n“0
p´qnCk´n
2k
tn{2uÿ
r“0
p´qrp2{aqn´2r`Crn´r `Cr´1n´r´1˘Bn´2r3 `Inpa3q3kp1´ 3q1´k˘ “ 0,
where Crn denotes the binomial coefficient. Moreover, we remark that, when searching for
a straightforward proof of Theorem 1.2, such a distinction persists and makes our attempts
rather hopeless.
Finally, we would also like to interpret Theorem 1.2 in the theory of distributions. Let
SpCq denote the space of Schwartz functions on C, that is, smooth functions on C that
rapidly decay at infinity along with all of their derivatives. If rapid decay also occurs at
zero, then we say the functions are Schwartz functions on C r t0u, and the space of such
functions is denoted bySpC r t0uq.
The Fourier transform pf of a Schwartz function f P SpCq is defined bypf puq “ ĳ
C
f pzqep´Trpuzqqidz^dz,
with Trpzq “ z` z. We have ppf pzq “ f p´zq.
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Corollary 1.5. Let µ be a complex number and m be an even integer. We have
ĳ
Crt0u
Jµ,m pzq pf pzq idz^dz|z| “ 12
ĳ
Crt0u
e
ˆ
Tr
ˆ
1
2u
˙˙
J 1
2
µ, 1
2
m
ˆ
1
16u2
˙
f puq idu^du|u| ,
(1.6)
for all f P SpCq, under the assumption |Reµ| ă 12 . Furthermore, (1.6) remains valid for
all values of µ if one assumes pf P SpC r t0uq.
1.3. An Application in Representation Theory: the Bessel Identity over the Com-
plex Field. Let
N “
#˜
1 z
1
¸
: z P C
+
, A “
#˜
a
a´1
¸
: a P C r t0u
+
.
Let ψpzq “ epTrzq, viewed as a character on N. Let π be an infinite-dimensional unitary
irreducible representation of SL2pCq. We attach to π a certain function jπ,ψ on SL2pCq
which is both left and right pψ,Nq-equivariant. When π is trivial on the central (that is, a
representation of PSL2pCq “ PGL2pCq), we attach a function iπ,ψ which is left A-invariant
and right pψ,Nq-equivariant. jπ,ψ and iπ,ψ are called the Bessel function and the relative
Bessel function for π respectively. We stress that π is determined by either of these two
functions.
As a consequence of Corollary 1.5, we have the following Bessel identity.
Theorem 1.6. Let π be the principal series πµ,m of PGL2pCq(“ PSL2pCq) and σ be the
principal series π 1
2
µ, 1
2
m of SL2pCq (see Remark 1.3). For z P C r t0u, we have
iπ,ψ
˜
z{4 1
1
¸
“ 2ǫpπ, 1{2qψ p2{zq |z|
Lpπ, 1{2q jσ,ψ
˜
´z´1
z
¸
,(1.7)
in which Lpπ, 1{2q and ǫpπ, 1{2q are the central values of the L-factor and the ǫ-factor
associated with π.
This is the complex analogue of [BM2, Theorem 1.1] and, along with the real and
non-Archimedean Bessel identities in [BM2] and [BM1], may be used to establish the
Waldspurger formula over an arbitrary number field. These however do not seem to fit
in the analytic theme of this paper and will be presented in two forthcoming papers in
collaboration with Jingsong Chai.1
2. Preliminaries
2.1. Classical Bessel Functions.
2.1.1. Basic Properties of Jνpzq, Hp1qν pzq and Hp2qν pzq. Let ν be a complex number.
Let Jνpzq, Hp1,2qν pzq denote the Bessel function of the first kind and the Hankel functions of
order ν. They all satisfy the Bessel equation
(2.1) z2
d2w
dz2
pzq ` zdw
dz
pzq ` `z2 ´ ν2˘wpzq “ 0.
1These were done very recently while this paper was under peer review. See [CQ1] and [CQ2].
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Jνpzq is defined by the series (see [Wat, 3.1 (8)])
(2.2) Jνpzq “
8ÿ
n“0
p´qn ` 1
2
z
˘ν`2n
n!Γpν` n` 1q .
When ν is not a negative integer, we have the bound (see for instance [Wat, 3.13 (1) or
3.31 (1, 2)])
(2.3) |Jνpzq| Îν |zν| , |z| ď 1.
We have the following connection formulae (see [Wat, 3.61 (1, 2)])
Jνpzq “ H
p1q
ν pzq ` Hp2qν pzq
2
, J´νpzq “ e
πiνH
p1q
ν pzq ` e´πiνHp2qν pzq
2
.(2.4)
We have the following asymptotics of H
p1q
ν pzq and Hp2qν pzq at infinity (see [Wat, 7.2
(1, 2)]),
(2.5) H
p1q
ν pzq “
ˆ
2
πz
˙ 1
2
eipz´ 12 πν´ 14 πq
ˆ
1` 1´ 4ν
2
8iz
` O
ˆ
1
|z|2
˙˙
,
(2.6) H
p2q
ν pzq “
ˆ
2
πz
˙ 1
2
e´ipz´ 12 πν´ 14 πq
ˆ
1´ 1´ 4ν
2
8iz
` O
ˆ
1
|z|2
˙˙
,
of which (2.5) is valid when z is such that ´π ` δ ď arg z ď 2π ´ δ, and (2.6) when
´2π` δ ď arg z ď π´ δ, δ being any positive acute angle. Consequently,
(2.7) Jν pzq “
ˆ
2
πz
˙ 1
2
cos
`
z´ 1
2
πν´ 1
4
π
˘` O´|z|´ 32¯ ,
for | arg z| ď π´ δ.
According to [Wat, 3.63], H
p1q
ν pzq and Hp2qν pzq form a fundamental system of solutions
of Bessel’s equation.
2.1.2. Basic Properties of Iνpzq and Kνpzq. Let Iνpzq and Kνpzq denote the modified
Bessel function of the first and second kind of order ν, which are defined by [Wat, 3.7 (2,
6)],
Iνpzq “ e´ 12 πiνJν
`
e
1
2
πiz
˘
, Kνpzq “ 12π
I´νpzq ´ Iνpzq
sinpπνq .(2.8)
We have the following asymptotics of Iνpzq and Kνpzq at infinity ([Wat, 7.23 (1, 2, 3)]),
Iνpzq “ e
z
p2πzq 12
`
1` O `|z|´1˘˘ ,(2.9)
Kνpzq “
ˆ
π
2z
˙ 1
2
e´z
`
1` O `|z|´1˘˘ ,(2.10)
of which (2.9) is valid when z is such that | arg z| ď 1
2
π ´ δ, and (2.10) when | arg z| ď
3
2
π´ δ.
In addition, we have the following recurrence formulae for Iνpzq and Kνpzq (see [Wat,
3.71 (3)] and [AS, 9.6.29]),
zI1νpzq ` νIνpzq “ zIν´1pzq,(2.11)
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2nI
pnq
ν pzq “
nÿ
r“0
CrnIν`n´2rpzq, p´2qnKpnqν pzq “
nÿ
r“0
CrnKν`n´2rpzq,(2.12)
where Crn is the binomial coefficient.
2.1.3. Integral Formulae. First, we shall need the following integral formula ([EMOT,
8.6 (14)]), for y ą 0, | arg c| ă 1
2
π and Reν ą ´2,
(2.13)
ż 8
0
Jνpxyqe´cx2 xdx “
Γ
`
1
2
ν` 1˘ yν
2ν`1Γpν` 1qc 12 ν`1
M
ˆ
1
2
ν` 1; ν` 1;´ y
2
4c
˙
,
whereMpa; b; zq is Kummer’s confluent hypergeometric function (see §2.2). Second, when
| arg z| ă 1
2
π, we have the integral representation of Kνpzq (see [Wat, 6.22, (5, 7)]),
(2.14) Kνpzq “ 1
2
ż 8
0
yν´1e´
1
2
zpy`y´1qdy.
Furthermore, when the order ν “ n is an integer, we have the integral representations of
Bessel for Jnpzq and Inpzq as follows (see [Wat, 2.2 (1)]),
Jnpzq “ p´qnJ´npzq “ 1
2πin
ż 2π
0
e´inφ`iz cos φdφ,(2.15)
Inpzq “ I´npzq “ p´1q
n
2π
ż 2π
0
e´inφ´z cosφdφ.(2.16)
2.2. Kummer’s Confluent Hypergeometric Functions. When b is not a nonpositive
integer, Kummer’s confluent hypergeometric Function Mpa; b; zq is defined by
Mpa; b; zq “ 1F1pa; b; zq “ Γpbq
Γpaq
8ÿ
n“0
Γpa` nq
Γpb ` nqn!z
n.(2.17)
It is clear that
(2.18) Mpb; b; zq “ ez.
According to [AS, 13.2.1], when Reb ą Rea ą 0, we have
Γpb´ aqΓpaq
Γpbq Mpa; b; zq “
ż 1
0
ez33a´1p1´ 3qb´a´1d3.(2.19)
2.3. Preliminaries on the Bessel Function Jµ,mpzq.
2.3.1. Replacing d{dz by B{Bz, we denote by ∇ν the differential operator that occurs
in (2.1), namely,
(2.20) ∇ν “ z2 B
2
Bz2 ` z
B
Bz ` z
2 ´ ν2.
Its conjugation will be denoted by ∇ν,
(2.21) ∇ν “ z2 B
2
Bz2 ` z
B
Bz ` z
2 ´ ν2.
From the definition of Jµ,mpzq as in (1.2, 1.3), we infer that
∇2µ` 1
2
m
`
Jµ,m
`
z2{16π2˘˘ “ 0, ∇2µ´ 1
2
m
`
Jµ,m
`
z2{16π2˘˘ “ 0.(2.22)
It follows from (2.3) that if µ is generic, that is 4µ R 2Z` m, then
|Jµ,mpzq| Î µ,m
ˇˇ
|z|´2µ
ˇˇ
`
ˇˇ
|z|2µ
ˇˇ
, |z| ď 1.(2.23)
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Some calculations by the formulae of pBJνpzq{Bνq|ν“˘n in [Wat, §3.52 (1, 2)], with non-
negative integer n, would imply that in the generic case when 4µ P 2Z` m we have
|Jµ,mpzq| Î µ,m |z|´2|µ| logp2{|z|q, |z| ď 1.(2.24)
In view of the connection formulae in (2.4), we have another expression of Jµ,mpzq in
terms of Hankel functions,
(2.25) Jµ,mpzq “ π2i
´
e2πiµH
p1q
µ,m p4π
?
zq ` p´qm`1e´2πiµHp2qµ,m p4π
?
zq
¯
,
with the definition
(2.26) H
p1,2q
µ,m pzq “ Hp1,2q2µ` 1
2
m
pzqHp1,2q
2µ´ 1
2
m
pzq .
It follows from (2.5, 2.6) that Jµ,m pzq admits the following asymptotic at infinity,
Jµ,mpzq “
ÿ
˘
p˘1qm
2
a
|z|
e
´
˘2`?z` az˘¯˜1˘ 1´ 4 `µ` 12m˘2
8i
?
z
˘ 1´ 4
`
µ´ 1
2
m
˘2
8i
?
z
¸
`O
´
|z|´ 32
¯
.
(2.27)
In particular, combining (2.23) and (2.27), if we let ρ “ |Reµ|, then
(2.28) Jµ,m pzq Îµ,m
#
1{ |z|2ρ , if |z| ď 1,
1{
a
|z|, if |z| ą 1.
The first estimate in (2.28) is for generic µ, but it remains valid in general if we let ρ ą
|Reµ| (see (2.24)).
Lemma 2.1. Let f pzq be a solution of the following two differential equations,
∇2µ` 1
2
mw “ 0, ∇2µ´ 1
2
mw “ 0,
with differential operators ∇2µ` 1
2
m and ∇2µ´ 1
2
m defined as in (2.20) and (2.21). Suppose
further that f p4πzq admits the same asymptotic of Jµ,m
`
z2
˘
, that is,
f p4πzq „ 1
2|z|e p2pz` zqq `
p´1qm
2|z| e p´2pz` zqq , |z| Ñ 8.
Then f p4πzq “ Jµ,mpz2q.
Proof. From the theory of differential equations, f pzq may be uniquely written as a
linear combination of H
pkq
2µ` 1
2
m
pzqHplq
2µ´ 1
2
m
pzq, with k, l “ 1, 2, namely,
f pzq “
ÿÿ
k,l“1,2
cklH
pkq
2µ` 1
2
m
pzqHplq
2µ´ 1
2
m
pzq.
Letting z “ ´4πix, with x positive, we infer from (2.5, 2.6) that if c12 ‰ 0 then
f p´4πixq „ c12
2πimx
expp8πxq, xÑ8.
However, the asymptotic of Jµ,m
`´x2˘ is p1` p´1qmq {2x, so we must have c12 “ 0
in order for f p4πixq and Jµ,m
`´x2˘ to have the same asymptotic. Similarly, c21 “ 0.
Choosing z “ 2kπ, p2k ´ 1qπ, with k positive integer, and letting k Ñ 8, it follows that
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c11 “ π2ie2πiµ and c22 “ π2ip´1qm`1e´2πiµ. Hence, by (2.25), we must have f p4πzq “
Jµ,mpz2q. Q.E.D.
2.3.2. An Integral Representation of Jµ,m. In the polar coordinates, we have the fol-
lowing integral representation of Jµ,m
`
xeiφ
˘
(see [Qi1, Corollary 6.17] and [BM5, Theo-
rem 12.1]),
(2.29) Jµ,m
`
xeiφ
˘ “ 4πim ż 8
0
y4µ´1E
`
ye
1
2
iφ
˘´m
Jm
´
4π
?
xY
`
ye
1
2
iφ
˘¯
dy,
with
Ypzq “ ˇˇz` z´1 ˇˇ , Epzq “ `z` z´1˘ { ˇˇz` z´1 ˇˇ .
The integral on the right of (2.29) is absolutely convergent if |Reµ| ă 1
8
.
2.4. Stationary Phase Integrals. The lemma below is a special case of [Ho¨r, Theo-
rem 7.7.5].
Lemma 2.2. Let K Ă Cr t0u be a compact set, X an open neighbourhood of K. In the
polar coordinates, if upx, φq “ u `xeiφ˘ P C2
0
pKq, f px, φq “ f `xeiφ˘ P C4pXq and f is a
real valued function on X, f px0, φ0q “ 0, f 1px0, φ0q “ 0, det f 2px0, φ0q ‰ 0 and f 1 ‰ 0 in
K r tpx0, φ0qu, then for y ą 0ĳ
K
upx, φqe py f px, φqq dxdφ “ upx0, φ0qe
`
y f px0, φ0q ` 14
˘
y
a
det f 2px0, φ0q
` O
ˆ
1
y2
˙
.
Here the implied constant depends only on f , u and K.
3. Combinatorial Lemmas and Recurrence Formulae for Classical Bessel Functions
Let Crn denote binomial coefficients. By convention, we let C
r
n “ 0 if either r ă 0
or 0 ď n ă r. Throughout this section, unless otherwise specified, we assume that the
numbers k, l, n, r, s... are nonnegative integers.
3.1. A Combinatorial Inversion Formula. First, we have the following combinato-
rial inversion formula. It will be applied to prove the inversion of the recurrence formulae
in (2.12) in Lemma 3.3 and its generalization in Lemma 3.4.
Lemma 3.1. For n ě 2r, we define Drn “ p´qr
`
Crn´r ` Cr´1n´r´1
˘
. Suppose t fnu and
tgnu are two sequences of complex numbers such that
fn “
tn{2uÿ
r“0
Crngn´2r,(3.1)
then
gn “
tn{2uÿ
r“0
Drn fn´2r .(3.2)
Conversely, if tgnu is constructed from t fnu by (3.2), then (3.1) holds.
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Proof. The first statement may be easily proven by induction once the following iden-
tity is verified
(3.3)
sÿ
r“0
CrnD
s´r
n´2r “ δs,0,
for n ě 2s, where δs,0 is the Kronecker symbol that detects s “ 0. The second statement
is simply a matter of uniqueness.
We first prove
sÿ
r“0
p´qs´rCrnCs´rn´s´r “ Cs2s´1.(3.4)
For this, we consider the identity
p1´ Xqn´s
ˆ
1` X
1´ X
˙n
“ 1p1´ Xqs .
The left hand side expands asÿ
r
CrnX
rp1´ Xqn´s´r “
ÿÿ
r,t
p´qtCrnCtn´s´rXt`r,
whereas the right hand side expands asÿ
p
p´qpCp´sXp “
ÿ
p
C
p
s`p´1X
p.
Then the identity follows immediately from comparing the coefficients of X s. Similarly,
on comparing the coefficients of X s´1 in the identity
p1´ Xqn´s´1
ˆ
1` X
1´ X
˙n
“ 1p1´ Xqs`1 ,
we find that
s´1ÿ
r“0
p´qs´rCrnCs´r´1n´s´r´1 “ ´Cs´12s´1.(3.5)
Summing (3.4) and (3.5) yields (3.3). Q.E.D.
3.2. A Combinatorial Identity. The following identity will be crucial for generaliz-
ing the inversion of the recurrence formulae in (2.12). See Lemma 3.4.
Lemma 3.2. For 0 ď r ď n´ l, we define Br
l,n
“ Cr
l`rC
n´l´r
n´r ´Cr´1l`r´1Cn´l´r´1n´r´1 . Then
sÿ
r“0
CrnB
s´r
l,n´2r “ ClnCsn´l,
for 0 ď s ď n´ l.
Proof. Consider
Pl,npX, Yq “ p1´ XYqp1 ` XYq
n
pp1´ Xqp1´ Yqql`1
.
First, we expand Pl,npX, Yq as below,
Pl,npX, Yq “
ÿÿÿ
r,p,q
CrnC
p
l`pC
q
l`q
`
Xr`pYr`q ´ Xr`p`1Yr`q`1˘ ,
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Hence the left hand side of the identity is exactly the coefficient of X sYn´l´s in Pl,npX, Yq.
Second, we write Pl,npX, Yq in another way,
Pl,npX, Yq “ p1´ XYqp1 ` XYq
n´l´1
p1´ pX ` Yq{p1` XYqql`1
“
ÿ
t
Cll`tpX ` Yqtp1´ XYqp1` XYqn´l´t´1.
Thus the degree-pn´ lq homogeneous part of Pl,npX, Yq is equal to
ClnpX ` Yqn´l `
n´l´2ÿ
t“0
t”n´lpmod 2q
´
C
1
2
pn´l´tq
n´l´t´1 ´C
1
2
pn´l´tq´1
n´l´t´1
¯
pX ` YqtpXYq 12 pn´l´tq
“ ClnpX ` Yqn´l “
n´lÿ
s“0
ClnC
s
n´lX
sYn´l´s.
The proof is complete by comparing the coefficients of X sYn´l´s. Q.E.D.
We note that Br
l,n
“ Bn´l´r
l,n
. Moreover, if pl, rq ‰ p0, 0q, p0, nq it would be preferable
to write Br
l,n
“ Cl
l`rC
l
n´r ´Cll`r´1Cln´r´1.
3.3. Recurrence Formulae for Classical Bessel Functions.
Lemma 3.3. Let notations be as above. Define Iν,0pzq “ Iνpzq, Kν,0pzq “ Kνpzq, and,
for n ě 1, Iν,npzq “ Iν´npzq ` Iν`npzq, Kν,npzq “ Kν´npzq ` Kν`npzq. Then
tn{2uÿ
r“0
Drn ¨ 2n´2rIpn´2rqν pzq “ Iν,npzq,
tn{2uÿ
r“0
Drn ¨ p´2qn´2rKpn´2rqν pzq “ Kν,npzq.
Proof. Note that we may reformulate (2.12) as
2nI
pnq
ν pzq “
tn{2uÿ
r“0
CrnIν,n´2rpzq, p´2qnKpnqν pzq “
tn{2uÿ
r“0
CrnKν,n´2rpzq.(3.6)
This lemma is therefore a directly consequence of Lemma 3.1. Q.E.D.
With the help of Lemma 3.2, we generalize the first formula in Lemma 3.3 as follows.
Lemma 3.4. Let notations be as above. Suppose that l ď n. We have
tpn´lq{2uÿ
r“0
Drn ¨ 2n´2rCln´2r Ipn´l´2rqν pzq “ 2l
n´lÿ
s“0
Bsl,nIν´n`l`2spzq.
Proof. In the notations of Lemma 3.1, we let
fl,n “
$&% 2
nCln I
pn´lq
ν pzq, if n ě l,
0, if n ă l,
and we only need to prove
gl,n “
$’’&’’%
2l
tpn´lq{2uÿ
s“0
Bsl,nIν,n´l´2spzq, if n ě l,
0, if n ă l.
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By Lemma 3.2 and (3.6),
tpn´lq{2uÿ
r“0
Crn ¨ 2l
tpn´l´2rq{2uÿ
s“0
Bsl,n´2r Iν,n´l´2r´2spzq
“ 2l
tpn´lq{2uÿ
s“0
Iν,n´l´2spzq
n´lÿ
r“s
CrnB
s´r
l,n´2r
“ 2lCln
tpn´lq{2uÿ
s“0
Csn´l Iν,n´l´2spzq
“ 2nCln Ipn´lqν pzq.
This verifies the nontrivial case of the identity (3.1) in Lemma 3.1 for fl,n and gl,n. There-
fore, our proof is done with an application of Lemma 3.1. Q.E.D.
A similar recurrence formula holds for Kνpzq, or other types of Bessel functions, but
only the formula for Iνpzq will be needed in the sequel.
3.4. Additional Combinatorial Identities. In the following, we collect some com-
binatorial results that will be used in the proof of Theorem 1.4 (or, indeed Proposition
4.1).
Lemma 3.5. Let Br
l,n
be defined as in Lemma 3.2. For 0 ď r ď k ´ l, we define
Ar
k,l
“ Cr´1
l`r´1C
k´l´r´1
2k´l´1 `Crl`rCk´l´r2k´l´1. Then
kÿ
n“l`r
p´qnCk´n
2k
Brl,n “ p´ql`rArk,l.
Proof. In view of the definition of Br
l,n
, it suffices to prove the identity
kÿ
n“l`r
p´qnCk´n
2k
Cn´l´rn´r “ p´ql`rCk´l´r2k´l´1.
This follows easily from examining the coefficients of Xk´l´r in the identity
pp1 ` Xq ´ Xq2k
p1` Xqk`r “
1
p1` Xqk`r .
Q.E.D.
By our conventions on binomial coefficients, Ar
k,l
is well defined for all values of k, l
and r, but it vanishes except for 0 ď r ď k ´ l. Moreover, when pl, rq ‰ p0, 0q, we shall
always write Ar
k,l
“ Cl
l`r´1C
k´l´r´1
2k´l´1 `Cll`rCk´l´r2k´l´1.
The following lemma includes some formulae for Ar
k,l
and is designed for the con-
cluding part of the proof of Theorem 1.4 (Proposition 4.1). These seemingly complicated
formulae may be verified straightforwardly with the help of Mathematica.
Lemma 3.6. Suppose that k ě 1.
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(1). We have
A0k`1,0 “ 2A0k,0 ` A1k,0, A1k`1,0 “ 2A0k,0 ` 2A1k,0 ` A2k,0,
Ark`1,0 “ Ar´1k,0 ` 2Ark,0 ` Ar`1k,0 , r ě 2,
(3.7)
(2). We have
A0k`1,1 “ pk ` 1q
`
2A0k,0 ´ A1k,0
˘
, Ark`1,1 “ pk ` 1q
`
Ark,0 ´ Ar`1k,0
˘
, r ě 1.(3.8)
A0k`1,1 ´
`
2A0k,0 ´ A1k,0 ` A0k,1 ` A1k,1
˘ “ 0,
Ark`1,1 ´
`
Ark,0 ´ Ar`1k,0 ` Ar´1k,1 ` 2Ark,1 ` Ar`1k,1
˘ “ 0, r ě 1.(3.9)
(3). For l ě 2 and k ´ l` 1 ě r ě ´1, we have
pk ´ 1qpl´ 1qlArk`1,l ´ pk ´ 1qpk ` 1qpk ´ l` 2qAr`1k,l´2
“ ´ pk ` 1qp2k´ lqp2k ´ l` 1qAr`1
k´1,l´2,
(3.10)
lArk`1,l ´ pk ´ l` 2q
`
Ar`1
k,l´2 ` Ark,l´1 ´ Ar`1k,l´1
˘ “ ´p2k ´ lqAr`1
k´1,l´2,(3.11)
Ark`1,l ´
`
Ark,l´1 ´ Ar`1k,l´1 ` Ar´1k,l ` 2Ark,l ` Ar`1k,l
˘ “ Ar`1
k´1,l´2.(3.12)
Proof.
(1). Note that
A0k,0 “ Ck2k´1 “ 12Ck2k, Ark,0 “ Ck´r2k´1 `Ck´r´12k´1 “ Ck´r2k , k, r ě 1.
By Pascal’s rule,
Ck´r`1
2k`2 “ Ck´r´12k ` 2Ck´r2k `Ck´r`12k ,
which implies (3.7).
(2). We have
Ark,1 “ rCk´r´22k´2 ` pr ` 1qCk´r´12k´2 .
The simple identity below yields (3.8),
rCk´r´1
2k
` pr ` 1qCk´r
2k
“ pk ` 1q `Ck´r
2k
´Ck´r´1
2k
˘
.
Again, (3.9) follows from Pascal’s rule.
(3). Let us assume r ě 0. The degenerated case r “ ´1 is much simpler.
The identity (3.10) is equivalent to the vanishing of
pk ´ 1qpr ` 1qpl` r ´ 1q`rpk ´ l´ r ` 1q ` pl` rqpk ` r ` 1q˘
´ pk ´ 1qpk ` 1qpk ´ l` 2q`pr ` 1qpk ´ l´ r ` 1q ` pl` r ´ 1qpk ` r ` 1q˘
` pk ` 1qpk ` r ` 1qpk´ l´ r ` 1q`pr ` 1qpk ´ l´ rq ` pl` r ´ 1qpk ` rq˘,
which may be checked directly. As for (3.11), we verify by Pascal’s rule that
Ar`1
k,l´2 ` Ark,l´1 ´ Ar`1k,l´1 “ Cl´1l`rCk´l´r`12k´l ´Cl´1l`r´2Ck´l´r´12k´l ,(3.13)
Ark`1,l “ Cll`r´1Ck´l´r´12k´l `
`
Cll`r´1 `Cll`r
˘
Ck´l´r
2k´l `Cll`rCk´l´r`12k´l .(3.14)
Then,
lArk`1,l ´ pk ´ l` 2q
`
Ar`1
k,l´2 ` Ark,l´1 ´ Ar`1k,l´1
˘
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“ `lCll`r´1 ` pk ´ l` 2qCl´1l`r´2˘Ck´l´r´12k´l ` l`Cll`r´1 `Cll`r˘Ck´l´r2k´l
` `lCll`r ´ pk ´ l` 2qCl´1l`r ˘Ck´l´r`12k´l
“pk ` r ` 1qCl´1
l`r´2C
k´l´r´1
2k´l ` l
`
Cll`r´1 `Cll`r
˘
Ck´l´r
2k´l ´pk ´ l´ r ` 1qCl´1l`rCk´l´r`12k´l
“ `pk ´ l´ rqCl´1
l`r´2 ` l
`
Cll`r´1 `Cll`r
˘´ pk ` rqCl´1
l`r
˘
Ck´l´r
2k´l
“ ´pk´ 1q`Cl´2
l`r´2 `Cl´2l`r´1
˘
Ck´l´r
2k´l .
Therefore, we are left to show
pk ´ 1q`Cl´2
l`r´2 `Cl´2l`r´1
˘
Ck´l´r
2k´l “ p2k ´ lq
`
Cl´2
l`r´2C
k´l´r´1
2k´l´1 `Cl´2l`r´1Ck´l´r2k´l´1
˘
.
It is reduced to the following identity, which may be verified directly,
pk ´ 1q`pr ` 1q ` pl` r ´ 1q˘ “ pr ` 1qpk ´ l´ rq ` pl` r ´ 1qpk ` rq.
Finally, we verify (3.12). Similar to (3.13) and (3.14), we have
Ark,l´1 ´ Ar`1k,l´1 ` Ar´1k,l ´ 2Ark,l ` Ar`1k,l “ Cll`r´1Ck´l´r´22k´l´1 ´Cll`r´2Ck´l´r´12k´l´1
´Cll`r`1Ck´l´r2k´l´1 `Cll`rCk´l´r`12k´l´1 ,
(3.15)
Ark`1,l ´ 4Ark,l “ Cll`r´1Ck´l´r´22k´l´1 `
`
Cll`r´ 2Cll`r´1
˘
Ck´l´r´1
2k´l´1
` `Cll`r´1´ 2Cll`r˘Ck´l´r2k´l´1 `Cll`rCk´l´r`12k´l´1 .(3.16)
Hence
Ark`1,l ´
`
Ark,l´1 ´ Ar`1k,l´1 ` Ar´1k,l ` 2Ark,l ` Ar`1k,l
˘
“ `Cll`r´2 ´ 2Cll`r´1 `Cll`r˘Ck´l´r´12k´l´1 ` `Cll`r´1 ´ 2Cll`r `Cll`r`1˘Ck´l´r2k´l´1
“ Cl´2
l`r´2C
k´l´r´1
2k´l´1 `Cl´2l`r´1Ck´l´r2k´l´1
“ Ar`1
k´1,l´2.
Q.E.D.
4. Proof of Theorem 1.4
For brevity, we put m “ 2k. Without loss of generality, we assume that k ě 0,
|Reµ| ă 1
8
and µ ‰ 0. The admissible range of µ for (1.5) in Theorem 1.4 may be
extended to |Reµ| ă 1
2
by the principal of analytic continuation.
4.1. First Reductions. The first step is to reduce the integral formula to a combina-
torial identity which involves the derivatives of functions of the form Inpa3q3kp1´ 3qk´1 so
that the combinatorial theory for the derivatives of the I-Bessel function developed in §3
will then come in to play.
We insert the integral representation of Jµ,2k
`
xeiφ
˘
in (2.29) and change the order of
integration, then the integral on the left of (1.5) turns into
4πp´1qk
ż 2π
0
ż 8
0
y4µ´1E
`
ye
1
2
iφ
˘´2k ż 8
0
J2k
`
4π
?
xY
`
ye
1
2
iφ
˘˘
expp´2πcxqdxdydφ.
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Note that the triple integral is absolutely convergent as |Reµ| ă 1
8
. We evaluate the inner
integral using the formula (2.13), then the triple integral is equal to
2p´2πqkΓ pk ` 1q
Γp2k ` 1qck`1
ż 2π
0
ż 8
0
y4µ´1
`
ye´
1
2
iφ ` y´1e 12 iφ˘2k
M
˜
k ` 1; 2k` 1;´2π
`
y2 ` y´2 ` 2 cosφ˘
c
¸
dydφ.
When k “ 0, Weber’s confluent hypergeometric function reduces to the exponential
function as in (2.18), so the double integral splits into a product of two integrals and they
may be evaluated by (2.14) and (2.16) respectively. Consequently, we obtain
4π
c
K2µ
ˆ
4π
c
˙
I0
ˆ
4π
c
˙
.(4.1)
then follows the formula (1.5) in Theorem 1.4 in the case k “ 0.
When k ě 1, we apply the integral representation of Weber’s confluent hypergeomet-
ric function in (2.19), expand
`
ye´
1
2
iφ ` y´1e 12 iφ˘2k, change the order of integration, and
again evaluate the integrals over y and φ by (2.14) and (2.16) respectively. It follows that
the integral above turns into
4πp´2πqk
pk ´ 1q!ck`1
kÿ
n“´k
p´qnCk´n
2k
ż 1
0
K2µ`n
ˆ
4π3
c
˙
In
ˆ
4π3
c
˙
3
kp1´ 3qk´1d3.
By Lemma 3.3, this is further equal to
4πp´2πqk
pk ´ 1q!ck`1
kÿ
n“0
Ck´n
2k
tn{2uÿ
r“0
2n´2rDrn
ż 1
0
K
pn´2rq
2µ
ˆ
4π3
c
˙
In
ˆ
4π3
c
˙
3
kp1´ 3qk´1d3.
We now perform integration by parts. Since |Reµ| ă 1
8
and µ ‰ 0, in view of the series
expansions of K2µ and In at zero (see (2.2, 2.8)), all the boundary terms at 3 “ 0 vanish.
Moreover, we observe that k ´ 1 many differentiations are required to remove the zero of
p1´ 3qk´1 at 3 “ 1, so all the boundary terms at 3 “ 1 are zero except for one, which is
4πp´1qk
c
K2µ
ˆ
4π
c
˙
Ik
ˆ
4π
c
˙
.(4.2)
On the other hand, the resulting integral after integration by parts is
4πp´2πqk
pk ´ 1q!ck`1
ż 1
0
K2µ
ˆ
4π3
c
˙
S k
ˆ
3,
4π
c
˙
d3,(4.3)
with
S kp3, aq “
kÿ
n“0
p´qnCk´n
2k
tn{2uÿ
r“0
p2{aqn´2rDrnBn´2r3
`
Inpa3qPkp3q
˘
,(4.4)
and Pkp3q “ 3kp1´3qk´1. Therefore, the formula (1.5) in Theorem 1.4 follows immediately
from the vanishing of S kp3, aq. When k “ 1, for instance, we see from (2.11) that
S 1p3, aq “ 2I0pa3q3´ p2{aq paI11pa3q3` I1pa3qq “ 0.
In general, S kp3, aq ” 0 may be readily proven by the following recursive identity.
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Proposition 4.1. Let Pkp3q “ 3kp1 ´ 3qk´1, Qp3q “ 3p1 ´ 3q and Rp3q “ 1 ´ 33. Let
S kp3, aq be defined as in (4.4). We have
a2S k`1p3, aq “ ´ 4
`
Qp3q `B2
3
S kp3, aq ´ a2S kp3, aq
˘
` Rp3qB3S kp3, aq ` pk2 ´ 1qS kp3, aq ´ pk ´ 1qkS k´1p3, aq
˘
.
Before starting the proof of Proposition 4.1, let us prove one more lemma on the
derivatives of Pkp3q “ 3kp1 ´ 3qk´1 that will play a very crucial role afterwards. It shows
how their derivatives for two consecutive k are related simply by Qp3q “ 3p1 ´ 3q and
Rp3q “ 1 ´ 33. This lemma combines perfectly with Lemma 3.6 and they will work
together to finish the proof.
Lemma 4.2. Let l be a nonnegative integer.
(1). We have
pk ´ l` 2qPplq
k`1 “ pk ` 2qP
plq
k
Q` lPpl´1q
k
R` pk ´ 1qpl´ 1qlPpl´2q
k
.(4.5)
It is understood that, when l “ 0, 1, the terms containing Pp´1q
k
, P
p´2q
k
do not occur in the
identities due to the appearance of the factors l, l´ 1.
(2). We have
pk ´ 1qkpk ´ lqPplq
k´1 “ pk ´ 2qP
pl`2q
k
Q` p2k ´ l´ 2qPpl`1q
k
R
` pk ` 1qp2k´ l´ 2qp2k´ l´ 1qPplq
k
.
(4.6)
Proof. First, we have
P1k`1p3q “ ppk ` 1q ´ p2k` 1q3qPkp3q,
and therefore
P
pl`1q
k`1 p3q “ ppk ` 1q ´ p2k` 1q3qP
plq
k
p3q ´ p2k ` 1qlPpl´1q
k
p3q.(4.7)
We prove (4.5) inductively. When l “ 0, (4.5) is simply Pk`1p3q “ Pkp3qQp3q. We now
assume that the identity (4.5) is valid for l. By differentiating (4.5) and then subtracting
(4.7), we obtain the identity (4.5) for l` 1.
Second, we have
pk ´ 1qkPk´1p3q “ ppk ´ 1q ´ p2k ´ 1q3qP1kp3q ` p2k´ 1q2Pkp3q,
and therefore
pk ´ 1qkPpl`1q
k´1 p3q “ ppk ´ 1q ´ p2k ´ 1q3qP
pl`2q
k
p3q ´ p2k ´ 1qp2k´ l´ 2qPpl`1q
k
p3q.
(4.8)
With (4.8), we may prove (4.6) in the same fashion as (4.5). Q.E.D.
4.2. Proof of Proposition 4.1. In the rest of this section, we shall exploit the com-
binatorial results established in §3, along with Lemma 4.2, to prove Proposition 4.1. We
would like to first get rid of the derivatives of In in the expression of S kp3, aq as in (4.4) by
Lemma 3.4 and 3.5. After this, arise the combinatorial coefficients Ar
k,l
defined in Lemma
3.5. Finally, the identities for Ar
k,l
and for the derivatives of Pk in Lemma 3.6 and 4.2 will
be applied to complete the proof.
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First, applying Lemma 3.4 and 3.5, we simplify S kp3, aq as follows,
S kp3, aq “
kÿ
n“0
p´qnCk´n
2k
tn{2uÿ
r“0
2n´2rDrn
n´2rÿ
l“0
Cln´2r p1{aqlIpn´l´2rqn pa3qPplqk p3q
“
kÿ
l“0
p1{aqlPplq
k
p3q
kÿ
n“l
p´qnCk´n
2k
tpn´lq{2uÿ
r“0
2n´2rDrnC
l
n´2r I
pn´l´2rq
n pa3q
“
kÿ
l“0
p2{aqlPplq
k
p3q
kÿ
n“l
p´qnCk´n
2k
n´lÿ
r“0
Brl,n Il`2rpa3q
“
kÿ
l“0
p2{aqlPplq
k
p3q
k´lÿ
r“0
Il`2rpa3q
kÿ
n“l`r
p´qnCk´n
2k
Brl,n
“
kÿ
l“0
p´2{aqlPplq
k
p3q
k´lÿ
r“0
p´qrArk,lIl`2rpa3q.
Accordingly, we define
S k,lpzq “
k´lÿ
r“0
p´qrArk,lIl`2rpzq,(4.9)
so that
S kp3, aq “
kÿ
l“0
p´2{aqlPplq
k
p3qS k,lpa3q.(4.10)
In view of our conventions on Ar
k,l
, we shall put S k,l “ 0 when either k ă l or l ă 0. By
2I1νpzq “ Iν´1pzq ` Iν`1pzq and 4I2ν pzq “ Iν´2pzq ` 2Iνpzq ` Iν`2pzq (see (2.12)), we have
2S 1k,l´1pzq “
k´l`1ÿ
r“´1
p´qr`Ark,l´1 ´ Ar`1k,l´1˘Il`2rpzq,(4.11)
4S 2k,lpzq “ ´
k´l`1ÿ
r“´1
p´qr`Ar´1
k,l
´ 2Ark,l ` Ar`1k,l
˘
Il`2rpzq.(4.12)
After these preparations, we are now ready to finish the proof. Consider
S k`1 ` Q
`p2{aq2B2
3
S k ´ 4S k
˘` Rp2{aq2B3S k ` pk2 ´ 1qp2{aq2S k,
and recall that our goal is to prove that it is equal to pk ´ 1qkp2{aq2S k´1. Using (4.10),
straightforward calculations show that it may be partitioned into the sum of
(4.13) p´2{aqk`2
´
P
pk`2q
k
Q` Ppk`1q
k
R` pk2 ´ 1qPpkq
k
¯
S k,k,
(4.14) Pk`1S k`1,0 ` 4PkQ
`
S 2k,0 ´ S k,0
˘
,
(4.15) p´2{aq `P1k`1S k`1,1 ´ 4P1kQ `S 1k,0 ´ S 2k,1 ` S k,1˘´ 2PkRS 1k,0˘ ,
k`1ÿ
l“2
p´2{aql
´
P
plq
k`1S k`1,l ` P
plq
k
Q
`
S k,l´2 ´ 4S 1k,l´1 ` 4S 2k,l ´ 4S k,l
˘
` Ppl´1q
k
R
`
S k,l´2 ´ 2S 1k,l´1
˘` pk2 ´ 1qPpl´2q
k
S k,l´2
¯
.
(4.16)
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In the above expressions, for succinctness, we have suppressed the arguments 3, a and a3
from S kp3, aq..., Pplqk p3q..., Qp3q, Rp3q and S k,lpa3q.... Next we apply Lemma 3.6 and 4.2.
First, choosing l “ k ` 2 in (4.5) in Lemma 4.2, it is clear that the sum in (4.13)
vanishes. Second, computing with (4.9, 4.11, 4.12), Lemma 4.2 (1) in the cases l “ 0 and
1, Lemma 3.6 (1) and (2) imply that both (4.14) and (4.15) yield zero contribution. Note
that, for S 2
k,0
, S 1
k,0
and S 2
k,1
that occur in (4.14) and (4.15), one needs to combine the terms
with r “ ´1 and r “ 1 in (4.11) or (4.12) by I´1pzq “ I1pzq and I´2pzq “ I2pzq. Finally,
from Lemma 4.2 (1), Lemma 3.6 (3) and at last Lemma 4.2 (2), we infer that (4.16) is
equal to
´pk´ 1qk
k`1ÿ
l“2
p´2{aqlPpl´2q
k´1
k´l`1ÿ
r“´1
p´qrAr`1
k´1,l´2Il`2r “ pk ´ 1qkp2{aq2S k´1.
This completes the proof of Proposition 4.1 and hence Theorem 1.4.
5. Proof of Theorem 1.2
Assume for simplicity that µ ‰ 0. Let ρ “ |Reµ| ă 1
2
. We denote
Gµ,m
`
yeiθ
˘ “ 2 ż 2π
0
ż 8
0
Jµ,m
`
xeiφ
˘
e
ˆ
´2x cospφ´ θq
y
˙
dxdφ,(5.1)
Fµ,m
`
yeiθ
˘ “ 2
y
e p´y cos θqGµ,m
`
yeiθ
˘
.(5.2)
5.1. Asymptotic of Gµ,m
`
yeiθ
˘
. Our first task is to prove the following asymptotic of
Gµ,m
`
yeiθ
˘
,
(5.3) Gµ,m
`
yeiθ
˘ „ e p2y cos θq ` p´1q 12m, yÑ8,
which yields
(5.4) Fµ,m
`
yeiθ
˘ „ 2
y
´
e py cos θq ` p´q 12me p´y cos θq
¯
, yÑ8.
In the sequel, we shall fix a constant 0 ă δ ă 1
3
and let y be sufficiently large. All the
implied constants in our computations will only depend on δ, ρ and m.
We split Gµ,m
`
yeiθ
˘
as the sum
Gµ,m
`
yeiθ
˘ “ Cµ,m `yeiθ˘` Dµ,m `yeiθ˘` Eµ,m `yeiθ˘
“ 2
ż 2π
0
ż 4y2δ
0
upxqJµ,m
`
xeiφ
˘
e
ˆ
´2x cospφ´ θq
y
˙
dxdφ
` 2
ż 2π
0
ż 9y2
1
9
y2
w
`?
x{y˘Jµ,m `xeiφ˘ eˆ´2x cospφ´ θq
y
˙
dxdφ
` 2
ż 2π
0
ż 1
4
y2
y2δ
`
ż 2π
0
ż 8
4y2
v
`?
x{y˘Jµ,m `xeiφ˘ eˆ´2x cospφ´ θq
y
˙
dxdφ,
where u
`
y2x2
˘` vpxq `wpxq ” 1 is a partition of unity on p0,8q such that upxq, vpxq and
wpxq are smooth functions supported on `0, 4y2δ‰, “yδ´1, 1
2
‰ Y r2,8q and “ 1
3
, 3
‰
respec-
tively, and that xruprqpxq, xrvprqpxq, xrwprqpxq are bounded for r “ 0, 1, 2.
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We shall first prove that Cµ,m
`
yeiθ
˘ „ p´1q 12m as y Ñ 8 by the radial exponential
integral formula (1.5) in Theorem 1.4. A key observation is that ep´x cospφ ´ θq{yq „
exp p´2πx{yq „ 1 when x ď 4y2δ. We shall then treat Dµ,m
`
yeiθ
˘
and Eµ,m
`
yeiθ
˘
by the
method of stationary phase. Since the stationary point is in the support of w but outside of
that of v, we may show that the main term Dµ,m
`
yeiθ
˘ „ ep2y cos θq and that Eµ,m `yeiθ˘
contributes as an error term. Note that the variable x will be changed into y2x2 in the
defining integrals for Dµ,m
`
yeiθ
˘
and Eµ,m
`
yeiθ
˘
, so we have chosen to write a strange-
looking u
`
y2x2
˘
in the partition of unity above.
A fundamental problem of concern is the convergence of the integal in (1.4) or (5.1).
The treatment of Eµ,m
`
yeiθ
˘
in §5.1.3 will suggest that the integral should become abso-
lutely convergent after one application of the elaborated partial integration of Ho¨rmander.
We however feel that it is necessary to extract the main ideas and provide more details
exclusively for the proof of the convergence. This will be done in Appendix A.
5.1.1. Asymptotic of Cµ,m
`
yeiθ
˘
. When x ď 4y2δ, we write ep´x cospφ´θq{yq “ 1`
Opx{yq. In view of the estimate in (2.28), the contribution of the error term to Cµ,m
`
yeiθ
˘
is bounded by
1
y
ż 2π
0
ż 1
0
x´2ρ`1dxdφ` 1
y
ż 2π
0
ż 4y2δ
1
?
xdxdφ “ O`y3δ´1˘.
Therefore,
Cµ,m
`
yeiθ
˘ “ 2 ż 2π
0
ż 4y2δ
0
upxqJµ,m
`
xeiφ
˘
dxdφ` O`y3δ´1˘.
On the other hand, choosing c “ 1{y in Theorem 1.4, from the asymptotics of modified
Bessel functions in (2.9) and (2.10) we infer that
2
ż 2π
0
ż 8
0
Jµ,m
`
xeiφ
˘
exp
ˆ
´2πx
y
˙
dxdφ “ p´1q 12m ` O
ˆ
1
y
˙
.
With slight abuse of notation, we denote the double integral on the left by Cµ,m pyq, and split
Cµ,m pyq “ Aµ,m pyq ` Bµ,m pyq according to the partition of unity upxq ` p1´ upxqq ” 1.
On writing exp p´2πx{yq “ 1` O px{yq for x ď 4y2δ, similar as above, we find that
Aµ,m pyq “ 2
ż 2π
0
ż 4y2δ
0
upxqJµ,m
`
xeiφ
˘
dxdφ` O`y3δ´1˘.
As for Bµ,m pyq, we insert the asymptotic of Jµ,m
`
xeiφ
˘
as in (2.27), with an error term
contribution O
`
y´δ
˘
. For the pair of leading terms, we need to consider
Bpyq “
ż 8
y2δ
p1´ upxqq expp´2πx{yq 1?
x
ż 4π
0
e
`
4
?
x cos
`
1
2
φ
˘˘
dφdx.
For the two pairs of lower order terms, the treatments will be similar. In view of (2.15) and
(2.7), we see that
Bpyq “ 4π
ż 8
y2δ
p1´ upxqq expp´2πx{yq 1?
x
J0p8π
?
xqdx
“ 2
ż 8
y2δ
p1´ upxqq x´ 34 expp´2πx{yq cos `8π?x´ 1
4
π
˘
dx` O`y´ 12 δ˘.
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Applying integration by parts to the oscillatory integral, we get
Bpyq “ 1
8πy
ż 8
y2δ
p1´ upxqq`x´ 54 y` 8πx´ 14 ˘ expp´2πx{yq sin `8π?x´ 1
4
π
˘
dx
` 1
2π
ż 4y2δ
y2δ
u1pxqx´ 14 expp´2πx{yq sin `8π?x´ 1
4
π
˘
dx` O`y´ 12 δ˘
“ O`y´ 12 δ ` y 32 δ´1˘.
Combining the foregoing results, we obtain
(5.5) Cµ,m
`
yeiθ
˘ “ p´1q 12m ` O`y3δ´1 ` y´ 12 δ˘.
5.1.2. Asymptotic of Dµ,m
`
yeiθ
˘
. Insert the asymptotic of Jµ,m
`
xeiφ
˘
in (2.27) into
the integral that defines Dµ,m
`
yeiθ
˘
. The contribution from the error term is O p1{yq. For
the three pairs of main terms, we change the variable of integration from xeiφ to y2x2e2iφ.
Then we obtain an oscillatory integral from the pair of leading terms as below, along with
two similar integrals from the two pairs of lower order terms,
D py, θq “ 4y
ż 2π
0
ż 3
1
3
wpxqepy f px, φ; θqqdxdφ,
with the phase function f px, φ, θq defined by
f px, φ; θq “ 4x cosφ´ 2x2 cosp2φ´ θq.
We have
f 1px, φ; θq “ p4 pcosφ´ x cosp2φ´ θqq ,´4x psin φ´ x sinp2φ´ θqqq .
Hence there is a unique stationary point px0, φ0q “ p1, θq on the domain of integration.
Moreover, we have f px0, φ0; θq “ 2 cos θ, det f 2px0, φ0; θq “ ´16 and wpx0q “ 1. Apply-
ing Lemma 2.2, we obtain
Dpy, θq “ ep2y cos θq ` O p1{yq .
Similarly, we find that two other integrals of lower order are both Op1{yq. Therefore,
Dµ,m
`
yeiθ
˘ “ ep2y cos θq ` O p1{yq .(5.6)
5.1.3. Bound for Eµ,m
`
yeiθ
˘
. Similar as in §5.1.2, from the asymptotic of Jµ,m
`
xeiφ
˘
,
the error term contributes O
`
y´δ
˘
and we need to consider the following oscillatory inte-
gral,
E py, θq “ 4y
ż 2π
0
ż 8
yδ´1
vpxqepy f px, φ; θqqdxdφ,
and two other similar integrals. As the stationary point px0, φ0q “ p1, θq does not lie in the
support of vpxq, according to the method of stationary phase, roughly speaking, one should
get a saving of y for each partial integration. Our goal is to show that E py, θq “ op1q after
twice of partial integrations. For this, we define
gpx, φ; θq “ x´1 pBx f px, φ; θqq2 ` x´3 pBφ f px, φ; θqq2 “ 16
`
x` x´1 ´ 2 cospφ´ θq˘ .
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An important observation is that, on the support of vpxq, we have
gpx, φ; θq ě 4max t1{x, xu ( ě 8), x P “yδ´1, 1
2
‰Y r2,8q .
Besides, the following simple upper bounds will also be useful
p1{xqBrφ f px, φ; θq, BrφBx f px, φ; θq Î max
 
1, x
(
, BrφB2x f px, φ; θq Î 1, B3x f px, φ; θq ” 0,
Bφ, B2φgpx, φ; θq Î 1, Bxgpx, φ; θq Î max
 
1{x2, 1( , B2xgpx, φ; θq Î 1{x3, BxBφgpx, φ; θq ” 0.
We now apply the elaborated partial integration of Ho¨rmander (see the proof of [Ho¨r,
Theorem 7.7.1]2). Writing
E py, θq “ 2
πi
ż 2π
0
ż 8
yδ´1
vpxq
gpx, φ; θq
ˆBx f px, φ; θq
x
Bxpepy f px, φ; θqqq
` Bφ f px, φ; θq
x3
Bφpepy f px, φ; θqqq
˙
dxdφ,
and integrating by parts, then E py, θq turns into
´ 2
πi
ż 2π
0
ż 8
yδ´1
ˆ B
Bx
ˆ
vpxqBx f px, φ; θq
xgpx, φ; θq
˙
` vpxq
x3
B
Bφ
ˆBφ f px, φ; θq
gpx, φ; θq
˙˙
epy f px, φ; θqqdxdφ.
We then calculate the derivatives in the integrand by the product rule for differentiations
and estimate each resulting integral by the bounds for gpx, φ; θq and f px, φ; θq as above. It
is trivially bounded by log y. Indeed, the absolute value of each integrand is bounded by
either 1{x or 1 for x P “yδ´1, 1
2
‰
and by either 1{x2 or 1{x3 for x P r2,8q. In particular, all
the integrals are absolutely convergent. Some details may be found in Appendix A.
Applying partial integration once more yields an additional saving of y. Therefore
E py, θq “ Op1{yq.
Moreover, one application of Ho¨rmander’s elaborated partial integration on the two inte-
grals of lower order is sufficient to yield the bound 1{y. Hence
Eµ,m
`
yeiθ
˘ “ O `y´δ˘ .(5.7)
5.1.4. Conclusion. Combining (5.5, 5.6, 5.7), the proof of (5.3) is now complete.
5.2. Differential Equations for Fµ,m. We are now going to verify
∇µ` 1
4
m pFµ,mpu{πqq “ 0, ∇µ´ 1
4
m pFµ,mpu{πqq “ 0.(5.8)
By symmetry, we only need to verify the former, which may be explicitly written as
u2
B2Fµ,m
Bu2 puq ` u
BFµ,m
Bu puq `
˜
π2u2 ´
ˆ
µ` 1
4
m
˙2¸
Fµ,mpuq “ 0.(5.9)
Before proceeding to the calculations, we remark that the differentiations of Fµ,m (un-
der the integral) should be interpreted in the theory of distributions. This is explained as
2Our ideas in spirit are contained in the proof of Ho¨rmander’s Theorem 7.7.1. Indeed, gpx, φ; θq plays the same
role as | f 1|2` Im f in his proof, where f is the phase function therein. His Theorem 7.7.1 however does not apply
here as our domain of integration is non-compact. Also, strictly speaking, our gpx, φ; θq is constructed differently
(note the factors x´1 and x´3 in its definition) in an ad hoc manner.
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follows. For any test function f puq P SpC r t0uq, let
xFµ,m, f y “ 2
ĳ
Crt0u
Jµ,mpzq f 7pzq idz^dz|z| ,
with f 7pzq P SpCq given by
f 7pzq “
ĳ
Crt0u
1
|u|e
´
´Tr
´u
2
` z
u
¯¯
f puqidu^du.
Note here that f 7pzq is the Fourier transform of ep´Trp1{2uqq f p1{uq{|u|3. According to
the theory of distributions,
xBFµ,m{Bu, f y “ ´ xFµ,m, B f {Buy “ 2
ĳ
Crt0u
Jµ,mpzq f 6pzq idz^dz|z| ,
with f 6pzq P SpCq given by
f 6pzq “ ´
ĳ
Crt0u
1
|u|e
´
´Tr
´
u
2
` z
u
¯¯ B f puq
Bu idu^du
“
ĳ
Crt0u
B
Bu
ˆ
1
|u|e
´
´Tr
´u
2
` z
u
¯¯˙
f puqidu^du.
In view of these, differentiating Fµ,m under the integral is well justified in the theory of
distributions. So are the formal calculations in what follows.
For s, r “ 0, 1, 2, with s` r “ 0, 1, 2, we introduce
Fs,r,µ,mpuq “ 2?
uu
e
ˆ
´ u` u
2
˙ĳ
Crt0u
zs`r´
1
2 z´
1
2 pB{BzqrJµ,mpzqe
ˆ
´ z
u
´ z
u
˙
idz^dz.
Here Fs,r,µ,m are regarded as distributions on C r t0u as explained as above. Note that
Fµ,m “ F0,0,µ,m. For brevity, we put Fs,r “ Fs,r,µ,m and Fs “ Fs,0.
First, for s “ 0, 1, we have
BFs
Bu “ ´
ˆ
πi` 1
2u
˙
Fs ` 2πi
u2
Fs`1
and
B2F0
Bu2 “
1
2u2
F0 ´
ˆ
πi` 1
2u
˙ BF0
Bu ´
4πi
u3
F1 ` 2πi
u2
BF1
Bu
“ 1
2u2
F0 ´
ˆ
πi` 1
2u
˙ˆ
´
ˆ
πi` 1
2u
˙
F0 ` 2πi
u2
F1
˙
´ 4πi
u3
F1 ` 2πi
u2
ˆ
´
ˆ
πi` 1
2u
˙
F1 ` 2πi
u2
F2
˙
“
ˆ
´π2 ` πi
u
` 3
4u2
˙
F0 `
ˆ
4π2
u2
´ 6πi
u3
˙
F1 ´ 4π
2
u4
F2.
Second, for s, r “ 0, 1, with s` r “ 0, 1, by partial integration,
4πi
u
ĳ
Crt0u
zs`r`
1
2 z
´ 1
2 pB{BzqrJµ,mpzqe
ˆ
´
ˆ
z
u
` z
u
˙˙
idz^dz
“ p2s` 2r ` 1q
ĳ
Crt0u
zs`r´
1
2 z´
1
2 pB{BzqrJµ,mpzqe
ˆ
´
ˆ
z
u
` z
u
˙˙
idz^dz
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` 2
ĳ
Crt0u
zs`r`
1
2 z´
1
2 pB{Bzqr`1Jµ,mpzqe
ˆ
´
ˆ
z
u
` z
u
˙˙
idz^dz.
It follows that
4πi
u
Fs`1,r “ p2s` 2r ` 1q Fs,r ` 2Fs,r`1,
and hence
´16π
2
u2
F2 “ 12πi
u
F1 ` 8πi
u
F1,1 “ 3F0 ` 12F0,1 ` 4F0,2.
Third, since ∇2µ` 1
2
m
`
Jµ,m
`
z2{16π2˘˘ “ 0 (see (2.22)), we have
4F0,2 ` 4F0,1 ` 16π2F1,0 ´
ˆ
2µ` 1
2
m
˙2
F0,0 “ 0.
Finally, combining these, we have
u2
B2F0
Bu2 ` u
BF0
Bu `
˜
π2u2 ´
ˆ
µ` 1
4
m
˙2¸
F0
“
ˆ
´π2u2 ` πiu` 3
4
˙
F0 `
ˆ
4π2 ´ 6πi
u
˙
F1 ´ 4π
2
u2
F2
´
ˆ
πiu` 1
2
˙
F0 ` 2πi
u
F1 `
˜
π2u2 ´
ˆ
µ` 1
4
m
˙2¸
F0
“
˜
1
4
´
ˆ
µ` 1
4
m
˙2¸
F0 `
ˆ
4π2 ´ 4πi
u
˙
F1 ´ 4π
2
u2
F2
“
˜
1
4
´
ˆ
µ` 1
4
m
˙2¸
F0 ` 4π2F1 ´ F0 ´ 2F0,1 ` 3
4
F0 ` 3F0,1 ` F0,2
“ ´
ˆ
µ` 1
4
m
˙2
F0 ` 4π2F1 ` F0,1 ` F0,2
“ 0,
which proves (5.9).
5.3. Conclusion. Combining (5.4) and (5.8), Lemma 2.1 implies that
Fµ,m p4uq “ J 1
2
µ, 1
2
m
`
u2
˘
.(5.10)
In view of the definition of Fµ,m given by (5.1, 5.2), this is equivalent to the identity (1.4)
in Theorem 1.2.
6. Proof of Corollary 1.5
In this last section, we outline a proof of Corollary 1.5.
Some remarks on the convergence of (1.6) for f P SpCq are in order. In view of the
asymptotics of Jµ,m pzq at zero and infinity, the right hand side of (1.6) absolutely converges
for all µ and m, but the absolute convergence of left hand side only holds for |Reµ| ă 1
2
.
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To prove (1.6) for f P SpCq in Corollary 1.5, it suffices to verify the identity,ż 2π
0
ż 8
0
ż 2π
0
ż 8
0
Jµ,m
`
xeiφ
˘
ep´2xy cospφ` θqq f `yeiθ˘ ydydθdxdφ
“ 1
4
ż 2π
0
ż 8
0
e
ˆ
cos θ
y
˙
J 1
2
µ, 1
2
m
ˆ
1
16y2e2iθ
˙
f
`
yeiθ
˘
dydθ.
(6.1)
Note that (6.1) is a direct consequence of the identity (1.4) in Theorem 1.2 if one were
able to change the order of integrations. However, the decay of Jµ,mpzq at infinity is too
slow to guarantee absolute convergence and the change of integration order. In order to get
absolute convergence, our idea is to produce some decaying factor by partial integrations.
Since the idea is straightforward, we shall only give a sketch of the proof as below
and leave the details to the readers. Starting from the integral on the left hand side of
(6.1), we write the inner integral in the Cartesian coordinates and apply the combination
of partial integrations that have the effect of dividing 4π2x2 ` 1. To be precise, letting
z “ xeiφ and u “ yeiθ, define the differential operator D “ ´pB{BuqpB{Buq ` 1 so that
D pep´Trpzuqqq “ p4π2zz ` 1qep´Trpzuqq, then, by partial integrations, the left side of
(6.1) is equal toż 2π
0
ż 8
0
Jµ,m
`
xeiφ
˘
4π2x2 ` 1
ˆ
1
2
ĳ
Crt0u
e
`´Tr `xeiφu˘˘D f puqidu^du˙ dxdφ.
After this, we change the order of integrations, which is legitimate as Jµ,m
`
xeiφ
˘ {p4π2x2`
1q is absolutely integrable. Then, we apply the partial integrations reverse to those that we
performed at the beginning and rewrite the outer integral in the polar coordinates. In this
way, we retrieve the expression on the left hand side of (6.1) but with changed integration
order. Here, to prove that differentiations under the integral sign are permissible, we need
the compact convergence of the double integral in (1.4) with respect to u “ yeiθ, but this is
verified in Proposition A.1. Finally, integrating out the resulting inner integral using (1.4)
in Theorem 1.2, we arrive at the integral on the right hand side of (6.1).
When pf P SpC r t0uq, the integral on the left hand side of (1.6) becomes absolutely
convergent for all µ, then follows the second assertion in Corollary 1.5.
Appendix A. Convergence of the Integral
As alluded to in §5.1, the integral in (1.4) would be absolutely convergent after inte-
gration by parts. In this appendix, we shall make it more precise and in the meanwhile
prove that the convergence is compact (uniform convergence in compact subset). This was
used in the proof of Corollary 1.5 in §6.
Proposition A.1. Suppose that |Reµ| ă 1
2
and m is even. The integralż 2π
0
ż 8
0
Jµ,m
`
xeiφ
˘
ep´2xy cospφ` θqqdxdφ(A.1)
is compactly convergent with respect to yeiθ.
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Proof. Fix Y ą 1. We need to verify that the integral (A.1) converges uniformly on
the annulus
 
yeiθ : y P r1{Y, Ys(. In order to use the arguments in §5.1, let us change y to
1{y and θ to ´θ.
First, we make the change of variables from xeiφ to y2x2e2iφ. As y P r1{Y, Ys, this does
not affect the uniformity of convergence. Now we need to consider
4y2
ż π
0
ż 8
0
Jµ,m
`
y2x2e2iφ
˘
e
`´ 2x2y cosp2φ´ θq˘xdxdφ
Second, we introduce a smooth partition of unity p1´ vpxqq ` vpxq ” 1 on p0,8q “
p0, 3s Y r2,8q and split the integral accordingly into two parts. In view of the estimate
for Jµ,mpzq in (2.28) and the condition |Reµ| ă 12 , the first integral is obviously uniformly
convergent for y P r1{Y, Ys. As for the second integral, we insert the asymptotic formula of
Jµ,m
`
y2x2e2iφ
˘
as in (2.27). Note here that y ě 1{Y is bounded from below. The integral
containing the error term is absolutely and uniformly convergent. We then need to consider
the following integral obtained from the pair of leading terms,
2y
ż 2π
0
ż 8
2
vpxqepy f px, φ; θqqdxdφ,
and two other similar integrals of lower order; the phase function f px, φ; θq is defined in
§5.1.2. Applying once the partial integration of Ho¨rmander as in §5.1.3, we arrive at
´ 1
πi
ż 2π
0
ż 8
2
ˆ B
Bx
ˆ
vpxqBx f px, φ; θq
xgpx, φ; θq
˙
` vpxq
x3
B
Bφ
ˆBφ f px, φ; θq
gpx, φ; θq
˙˙
epy f px, φ; θqqdxdφ.
By the product rule for differentiations, the function in the large parenthesis is equal to
v1Bx f {xg` vB2x f {xg´ vBx f {x2g´ vBx fBxg{xg2 ` vB2φ f {x3g´ vBφ fBφg{x3g2.
Recall from §5.1.3 that for x ě 2
gpx, φ; θq Ï x,
Bx f px, φ; θq Î x, B2x f px, φ; θq Î 1, Bφ, B2φ f px, φ; θq Î x2, Bx, Bφgpx, φ; θq Î 1.
It is easy to prove by these bounds that all the terms in the sum above are O
`
1{x2˘ (the first
term is actually compactly supported while the last term is indeed O
`
1{x3˘). Then follows
immediately the absolute and uniform convergence of the integral. Q.E.D.
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