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Abstract--Starting with a single-error-correcting extended perfect binary systematic code of 
length S, one can construct a single-error-correcting extended perfect binary systematic code of 
length 82 s by polynomial manipulations. 
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1. INTRODUCTION 
This paper focuses on binary systematic codes over {0, 1} whose elements are called bits, though 
most of our results can be easily generalized to nonbinary or nonsystematic codes. The Hamming 
distance between two vectors x and y in {0, 1} n, denoted (x, y), is the number of coordinates in
which x and y differ. The Hamming weight of x is defined by wt(x) = d(x, 0), where 0 denotes 
the all-zero vector. A binary systematic code (n, k, dmin) is a set C = {(f(x), x) : x E {0, 1}k}, 
where n > k; dmin ---- min{d(w, z) :w, z E C and w # z}; and f :  {0, 1} k --* {0, 1} n-k is a check 
function, which determines the complexity of the code construction. The vector (f(x), x) is called 
a codeword of the code C; x is called a k-bit information vector and .f(x) the corresponding (n-k)- 
bit check (or redundancy) vector; and dmin is the minimum distance of C. We say that n - k 
bits are used to protect k bits; the code C is linear if it is a linear space. The (n, k, dmin)-code C
can correct t = (dmin - 2 + (dmin)mod 2)/2 errors or less, and it must satisfy the Hamming 
bound [1, p. 19] '(:) Z ~-- 2n-k" 
i=O 
A simple way to increase the minimum distance of the code C is to add an overall parity bit 
to its codewords as follows. First, define a(x) = wt(x)mod 2. Then the minimum distance of 
the code defined by Ce = {(a(x), x) : x e C} is drain + (drain mod 2). Furthermore, all codewords 
of Ce have even weights. 
For a given t (or drain), a prime purpose of coding theory is to find codes that satisfy the 
Hamming bound as tightly as possible. A code is called perfect if it satisfies the Hamming bound 
with equality. Two types of binary perfect codes were discovered in the late 1940's: the (23, 12, 7) 
linear Golay code and the (2 m - 1, 2 m - m - 1, 3) linear Hamming codes (m >_ 2). There are 
also linear trivial perfect codes: (n,0,n), (n,n,O), and (m, 1, (m-  1)/2) with m odd. There are 
no more linear perfect codes besides those mentioned above. If nonlinear perfect codes exist, 
they must have the same parameters as Hamming codes [1, pp. 179-187]. Vasilev [2] constructed 
a family of nonlinear perfect codes in 1962. See [3] and its references for other constructions 
and properties of perfect codes. Finding all nonlinear perfect codes is still an open problem. 
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Adding an overall parity-check bit to a (single-error-correction) (2 m - I, 2 'n - m - I, 3) perfect 
code produces a (2 m, 2 m -m - I, 4) extended perfect code, on which we will focus our attention. 
On  the other hand, deleting a check bit from an extended perfect systematic code will result in 
a perfect systematic code. 
This paper presents a new construction of perfect systematic codes by way of polynomial 
manipulations, which are similar to those used in [4] for constructing the (nonperfect) weighted 
sum codes. Given two extended perfect binary codes of lengths $I and $2, one can construct 
an extended perfect binary code of length SRS2 by the Phelps scheme [5]. In particular, by 
letting St = S2 = S, one can construct an extended perfect code of length S 2. Repeating the 
argument, one can construct an extended perfect code of length S ~ for all integers i > 1 from an 
extended perfect code of length S. In contrast, our construction as shown in Section 2 leads to an 
extended perfect code of length $2 s from an extended perfect code of length S. Furthermore, the 
construction can be efficiently implemented in computer software and hardware (see Remark 1). 
2. A POLYNOMIAL  CONSTRUCTION OF  PERFECT CODES 
In this paper, we use the terms symbol, vector, and polynomial interchangeably. For example, 
if Q = 1011, we may call Q a 4-bit vector, a 4-bit symbol, or the polynomial X 3 + X + 1, which 
is also considered as an element of the finite field GF(16). For each integer m _> 3, define 
s = 2 m-1. (1) 
Our goal is to use S + m check bits to protect he 2 s - 1 information symbols Q0, Q1, . . . ,  Q2s-s, 
Q2s-2, where each of the first 2 s - 2 symbols Qo, Q1,..., Q2s_s is S bits long; the last symbol 
Q2s-2 is only S - m bits long. Let Wo, Wt,..., W2s_l be 2 s distinct polynomials of degree less 
than S. In particular, define W2s_2 = 0 and W2s_l = 1. We construct the new perfect codes by 
weighting and summing the information symbols as follows (cf. [4]). First, let M = M(X) be a 
polynomial of degree S such that M and X are relatively prime (i.e., gcd(M, X) = 1). Define 
2 s -3  
P1 = E Q~Wi mod M, and (2) 
i=0 
2 s -2  
P0 = E Q' + P1, (3) 
i----0 
where the multiplication and addition are of two S-bit polynomials (or S-bit symbols), modulo the 
polynomial M. Let Ct be an (S, S - m, 4) extended perfect code whose codewords are denoted 
by (f(u), u), where u is an (S - m)-bit information vector and f(u) the corresponding m-bit 
check vector. Let C2 be an (S + m, S, 2) code whose codewords have the form (f(u) + x, (x, u)), 
where (x, u) is an S-bit information vector, f(u) + x the corresponding m-bit check vector, and 
(f(U),U) • Ct. Formal ly ,  
c2 = ((f(~) + x, (x, ~)): (~, u) • {0,1} s, (I(~), ~) • cl}. (4) 
Since the codewords of C1 have even weights, so do the codewords of C2. Let P2 be such that 
(P2, P0) e c2; (5) 
i.e., Po defined in (3) is an S-bit information vector of a codeword of C2, and P2 is the corre- 
sponding m-bit check vector. Let C be the desired systematic code whose codewords have the 
form 
(P2, Pt, Q0, Qt,. •., Q28-s, Q28-2), (6) 
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where (Qo, Q1,. . . ,  Q2s-3, Q2s-2) is the information vector and (P2, P1) the check vector; i.e., 
(P2, P1) = f (Qo, . . . ,  Q2s-2) • Thus, the code C has length m + S + (2 s - 2)S + S - m = $2 s = 
2 s+m-1 bits. Denote dc as the minimum distance of C, then C is a (2 s+m-1, 2s+m-1, dc) code. 
Theorem 1, whose proof is given in Section 3, shows that dc = 4; hence, the constructed code C 
is an extended perfect code. In summary, starting with the extended perfect code C1 of length S, 
one can construct he extended perfect code C of length $2 s using (2)-(5). Furthermore, C
defined in (6) is nonlinear if C1 is nonlinear. 
THEOREM 1. dc = 4. 
REMARK 1. Implementing the perfect code C defined by (6) requires three calculations as shown 
in (2), (3), and (5), among which (2) is the most difficult to compute. However, clever choices 
of M and the weighting polynomials W~ will facilitate the calculation of (2) as discussed below. 
Let M be a primitive polynomial of degree S and set W~ : X 2s-2-~ mod M, i : 0, 1, . . . ,  2 s - 3. 
Thus, Wo,. . . ,  W2s_3 are distinct polynomials ince M is primitive (cf. [4]). Then we can ex- 
press (2) as the following recursive relation: 
P1 = (... ((QoX) mod M + Q1)X mod M +. . .  + Q2s_3)X mod M. 
Therefore, P1 in (2) can be computed quickly since, for degM > deg Q~, 
rood M = ~ QiX, if deg QiX < deg M, Q~X ( Q~X + M, if deg Q~X = deg M. 
Notice that the expression QiX + M can be easily implemented in a computer software program 
as a left-shift instruction followed by an XOR instruction (as long as the size of the computer 
word is at least S) [4,6]. Computing P0 in (3) simply involves 2 s XOR instructions. Since C1 
(having length S) is a small code compared to C (having length S2s), so is C2; therefore, P2 
defined in (5) can also be calculated quickly by any standard method [1, Chapter 1]. 
LEMMA 1. 
PROOF. 
3. PROOF OF THEOREM 1 
We need the following three lemmas to prove Theorem 1. 
The codewords o[ C defined by (6) have even weights. 
I 2 s-2 1 
a(P2, P1, Qo, Q1,.. . ,  Q2s-3, Q2s-2) = a P2, P1 + Z Q~ 
i----0 
= a(P2, Po), by (3) 
= 0, 
since (P2, P0) E C2, which contains only codewords of even weights. | 
LEMMA 2. The Hamming distance between two distinct codewords in C2 is at least 4, provided 
that their parity check vectors are equal; i.e., ff v~ = ( f ( u~ ) + xi, (x~, u~)) E C2, i = 1, 2, Vl ~ v2, 
and I(Ul) + xl = f(u2) + x2, then d(Vl,V2) >_ 4. 
PROOF. Since vl ~ v2 and ](Ul) + Xl = ](u~) + x2, we have Ul ~ u2. Therefore, d((f(Ul),Ul), 
(f(u2), u2)) _> 4 since C1 has minimum distance 4. Also, f(Ul) + xl = ](u2) + x2 is equivalent 
to / (u l )  + f(u2) = Xl + x2; hence, d(I(Ul), I(u2)) = d(Xl, x2). Furthermore, 
d(vl, v~) = d( ( f  (Ul) + xl, (Xl, ul ) ), (](u2) + x:, (x2, u2) ) ) 
---- d((Xl ,  Ul), (x2, u2)) 
= d(xl, x2) + d(ul, u2) 
= d(.f(ul), .f(u2)) + d(ul, u2) 
= d((f(Ul),Ul), (f(u2),u2)) >_ 4. | 
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Similarly, one can prove the following lemma. 
LEMMA 3. The Hamming distance between two distinct codewords in C2 is at least 4, provided 
that their x-parts in (x, u) defined in (4) are equal; i.e., ff vi = (f(ui) + x, (x, ui)) ~ C2, i = 1, 2, 
and vl ~ vz, then d(vl, vz) > 4. 
PROOF OF THEOREM 1. Let vl,v2 E C such that vx ~ v2. We are going to show that 
d(vl,v2) > 4, where d(vl,v2) denotes the Hamming distance between Vl and v2. Expressing 
in terms of symbols, the codewords Vl and v2 have the form 
Vl = (Pz,I,PI,I,Qo,1 . . . .  ,Q2s_2,1) and v2 = (P2,2, P1,2, Qo,2,... ,Qzs-2,2), 
where the second subscripts are used to distinguish one codeword from the other. Define 
then from (2) and (3), 
2S_ l  
Q2s-l,1 = P1,1 and Q2s-l,2 = PI,2, 
2s--1 2S_ l  
Po,1 = E Qij, Po,2 = E Q,,2, and E W'(Qi , l -Q ' ,2)=Om°dM,  (7) 
i=0 i=0 i=0 
-~2s-1  T;~r ~ ~ "~2s-I 
since z.~i=o rvi~di,1 = 0modM and z-,i=o WiQi,2 = 0modM.  There are two cases to consider, 
depending on whether P2,1 = P2,~ or P2,1 ~ P2,2. 
(a) If/92,1 = P2,2, then 
d(Vl, v2) = d((Pm, Qo,1,--., Q2s-2,1), (P1,2, Qo,z,-.., Q2s-2,2)) 
= d( (Q2s- l ,1 ,  Qo,1 , . . . ,  Q2s -2 ,1 ) ,  (Q2s -1 ,2 ,  Qo ,2 , . . . ,  Q2s -2 ,2 ) ) .  
There are two further subcases, depending on whether Po,1 = Po,2 or Po,1 ~ Po,2. 
~--~2 s - 1 ~-~2 s - 1 
(a.1) If Po,1 = Po,2, then from (7), z-~i=o Qi,1 = z-,i=o Q~,2, or equivalently 
2S_l  
(Q ,I - Q ,2) = o. (s)  
i=0 
Thus, V 1 and v2 have the same parity. Therefore, since Vl ~t v2, d(Vl,V2) = 2,4,6 , . . . .  If 
d(vl, v2) = 2, then from (7) and (S) there exist Jl, j2 e {0,1, . . . ,  2 s - 1} such that 
(Qj l ,1  - Qj, ,2) + (Qj2,1 - Qj2,2) = 0 and 
Wj,(Qj,,1 - Qj,,2) + wj2(Qj2,1 - Qj2,2) = 0mod M, 
which is rewritten as (Wj, + Wj2)E = 0 mod M, where E = Qjx,1 -Qja,2 = Qj2,1 -Qj2,2. 
Since Po,1 = P0,2 and d(vl, v2) = 2, j l  ~t j2, and E = XJ for some j e {0, 1 , . . . ,  S - 1}. 
Thus, (Wit +Wj2)XJ = 0mod M. Since X and M are relatively prime, so are XJ and M; 
therefore, Wj, + Wj2 = 0 or equivalently Wj~ = Wj2. This contradicts the fact that 
Wj~ ~t Wj 2 for j l  ~ j2. Hence d(vl, v2) > 4. 
(a.2) If P0,1 ~ P0,2, then 
2 s -2  
d(vl,v2) = d(PI,1,P1,2) + E d(Qi,l,Qi,2) 
i=O 
_> d a,1 + o,,1, a,2 + Q,,, 
i=0 i=0 
= d(Po,l, eo,2) by (3) 
> 4, by Lemma 2 and the fact that P~,I = P2,2. 
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(b) If P2,1 # P2,2, then 
2 s-2 
d(Vl,V2) = d(P2,1,P2,2) +d(PI,I,P1,2) + ~ d(Oi,l,Q~,2). 
i=0 
(9) 
2 s-2 
If )-~=0 d(Qi,1, Q~,2) = 0, then Qi,1 = Q~,2 for all i • {0,1, 2 , . . . ,  2 s - 2}, then PI,1 = P1,2, and 
hence Po,1 = Po,2. Thus P2,1 = P2,2, which is a contradiction. Therefore, 
2 s-2 
Z d(Qi,1, Q~,21 _> 1. 
i----O 
(b .1 )  2s-2 If ~']~=o d(Qi,1, Qi,2) = 1, there exists j E {0, 1 , . . . ,  2 s - 2} such that d(Qj,1, Qj,2) -- 1 
and d(Q~,l, Qi,2) = 0 for all i ~ j. That is, Qj,1 -Qj,2 = X k for some k • {0,1, . . . ,  S -  1}. 
Therefore, PI,1 - P1,2 = Wj(Qj,1 - Qj,2) modM = WjX  k modM. 
(b.l.1) Suppose that j ~ 2 s - 2, then Wj ~ 0. If PI,1 - P1,2 = 0, since gcd(X k, M) = 1, 
Wj = 0, which is a contradiction. Thus, PI,1 ¢ P1,2, and hence, d(PI,I,P1,2) >_ 1. 
Therefore, from (9), d(Vl, v2) _> 1 + 1 + 1 = 3. Hence d(Vl, v2) >_ 4 by Lemma 1. 
(b.l.2) Suppose that j = 2 s - 2, then Wj = 0, and hence P1,1 = P1,2. Therefore 
d(vl, v2) = d(P2,1, P2,2) + d(Q2s-2,1, Q2s-2,2) 
: d((P2,1, Q2s_2,1), (P2,2, Q2s-2,2)) 
= d((P2,1,Po,1),(P2,2, Po,2)) by (3) 
_> 4, by (5) and Lemma 3. 
2 s-2 d _ _ = 
(b.2) If ~-~ffio (Qi,1, Q~,2) > 2, then from (9), d(vl, v2) > 1 + 2 3. Hence, d(vl, v2) _> 4 by 
Lemma 1. 
Therefore, dc _~ 4; however, by the Hamming bound dc ~ 4. Hence, dc = 4. 
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