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Symmetry-adapted perturbation theory has been applied to compute the HeHF intermolecular 
potential energy surface for three intemuclear distances in the HF subunit. The interaction energy is 
found to be dominated by the first-order exchange contribution and by the dispersion energy 
(including the intramonomer correlation effects). However, smaller corrections as the electrostatics, 
induction, and second-order exchange are found to be nonnegligible, and the final shape of the 
potential results from a delicate balance of attractive and repulsive contributions due to the four 
fundamental intermolecular interactions: electrostatics, exchange, induction, and dispersion. For a 
broad range of H e-H F configurations the theoretical potential agrees very well with the empirical 
potential of Lovejoy and Nesbitt [C. M. Lovejoy and D. J. Nesbitt, J. Chem. Phys. 93, 5387 (1990)], 
which was adjusted to reproduce the near-infrared spectrum of the complex. Our potential has a 
global minimum of em= — 39.68  cm-1 for the linear H e-H F geometry at R m = 6 .16 bohr, and a 
secondary minimum of em= — 36 .13  cm -1 for the linear H e-FH  geometry at R m = 5 .59  bohr. 
These values are in very good agreement with the corresponding empirical results: em= — 39 .20  
cm -1 and R m = 6 . 17 bohr for the global minimum, and em = — 35 .12  cm -1 and ^,„ =  5 .67 bohr for 
the secondary minimum.
I. INTRODUCTION
Weak intermolecular interactions play an important role 
in a great variety of physical and chemical phenomena. In­
termolecular potential energy surfaces (IPS) determine the 
structure, dynamics, and spectra of molecular complexes in 
the gas phase, as well as the structure and bulk properties of 
the condensed phase. The determination of the interaction 
energy from the experimental data presents a very complex 
task, however. No formal inversion procedure exists by 
which the interaction potential can be determined from ex­
perimental data (see, however, Refs. 1 and 2), and indirect 
methods of extracting the information on IPS have to be 
applied. The standard procedure for extracting this informa­
tion from the experiment is to represent the interaction en­
ergy by a multiparameter analytic function, and adjust the 
parameters to reproduce the results of measurements. In 
some cases, this method has been applied with success and it 
has produced accurate interaction potential energy surfaces 
from scattering3-5 and spectroscopic6-8 experiments. See, for
example, Refs. 9 and 10 for the potentials obtained by direct
t
inversion of the measured transport coefficients of ions in 
gases. In general, however, the current experimental knowl­
edge of intermolecular potentials is very limited. Moreover, 
in some cases the determination of the interaction energy by 
fitting to the experimental data may extrapolate unrealisti- 
cally to those parts of the configuration space that are not 
sampled by the fitting.
Consequently, ab initio studies of the intermolecular in­
teractions are a unique source of knowledge about the inter­
molecular potential energy surfaces. The symmetry-adapted
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perturbation theory11-13 (SAPT) has been proven14-18 to be 
especially useful in this respect as it yields the interaction 
energy as the sum of well defined contributions: electrostat­
ics, exchange, induction, and dispersion. In this theory the 
unperturbed monomers define the starting point for the per­
turbation expansion. The penetration (charge-overlap) effects 
are included in SAPT by keeping the interaction potential in 
nonexpanded form, but the contributions to the interaction 
energy have a clear physical meaning resulting from the ex­
tension of the multipole expansion interpretation.19 The ex­
change effects are included by acting on the wave function 
with an operator interchanging electrons between the inter­
acting systems. The individual corrections, each with differ­
ent radial and angular dependencies, as well as different ba­
sis set requirements, can be examined separately to achieve 
state-of-the-art values. Each term can be represented in the 
form of an analytical potential with adjustable, and physi­
cally interpretable, parameters. Since the interaction energy 
in SAPT is obtained directly (not as a difference of large 
numbers), it is free from the basis set superposition error 
(BSSE) plaguing the supermolecular method, and the elimi­
nation of which is still subject of a debate (see, e.g., Ref. 20).
Because of the relatively small number of electrons in­
volved, the H e-H F  interaction has been object of many ab 
initio studies.21-28 However, the well depths of the ab initio 
potentials range from 8 to 40 cm-1. The most advanced of 
these potentials, developed by Rodwell et a/.,26 follows 
closely the “ Hartree-Fock plus dispersion” (HFD) model,29 
and neglects important intramonomer correlation effects. The 
pseudopotential IPS determined by Collins and Lane22,23 and 
the valence-bond IPS of Raimondi,28 are only one-third as 
deep. In contrast, the early calculation of the interaction en­
ergy for the linear geometries of the HeHF complex by 
Lischka21 predicted a well depth which is 60% deeper than
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the well of the HFD potential.26 The electron gas model 
calculations24,25 and supermolecular MBPT2 calculations un­
corrected for BSSE,27 predicted a nonlinear geometry of the 
complex, in disagreement with the existing experimental' * 
and more advanced theoretical studies of this complex. In 
addition, the long-range dispersion33-36 and induction37 co­
efficients have been computed for this system at various lev­
els of approximations.
The HFD potential of Rodwell et al.26 has been used to
n o
compute the rovibrational levels of the complex,'1 to study 
rotational39,40 and vibrational41*42 inelasticity during H e-H F 
collisions at low and intermediate energies, and rotationalI ^
predissociation dynamics, ' and to compute the line broad­
ening and shifting coefficients for HF in He.44 In a recent 
study, Smith and Rabitz4'^  have shown that various dynamic 
and kinetic observables (inelastic cross sections, rate con­
stants, etc.) are very sensitive to infinitesimal functional 
variations in the HFD potential for HeHF. Earlier 
measurements31 of the diffraction oscillations of the differ­
ential scattering cross sections support the conclusions of 
Ref. 45. The results of scattering studies enabled a determi­
nation of the well depth of the isotropic potential which was 
found to be 5 cm-1 deeper than predicted by the HFD po­
tential. Recently, Lovejoy and Nesbitt32 reported the first 
spectroscopic study of the near-infrared vibration-rotation 
spectra corresponding to the simultaneous excitation of the 
vibration and rotation of HF within the HeHF complex. The 
calculations of bound and quasi-bound rovibrational levels 
and of the linewidths using the HFD potential showed that 
this potential does not reproduce correctly the near-infrared 
spectrum of the complex. Comparison of the experimental 
results with the predictions of the HFD potential suggested 
that it is 11% too shallow and that its anisotropic terms are 
30% too large in the repulsive wall region. Indeed, by a 
simple scaling of the long-range dispersion coefficients 
Lovejoy and Nesbitt32 were able to obtain an anisotropic 
potential which reproduced all spectroscopic data available 
for HeHF.
The purpose of the present work is (i) to provide an 
accurate and full intermolecular potential energy surface for 
the HeHF system, (ii) to achieve a better understanding of 
the nature of the interaction in HeHF by performing a quan­
titative analysis of the relative importance of the four funda­
mental interaction energy components (electrostatics, ex­
change, induction, and dispersion) in various regions of the 
potential, and (iii) to test the accuracy of the SAPT treatment 
of the interaction potential for an atom-dipolar molecule in­
teraction. The plan of this paper is as follows: An overview 
of the SAPT approach is given in Sec. II. In this section we 
also discuss the relation of the present method of calculation 
of the induction and dispersion energies with the approach 
based on the multipole expansion. The details of numerical 
calculations and analytical fits to the computed points are 
presented in Sec. III. Our numerical results are discussed in 
Sec. IV, while in Sec. V we present conclusions.
II. METHOD
In this work we follow the method of calculation intro
1 4 -1 7
sented below. The interaction energy £ int in the symmetry- 
adapted perturbation theory is defined directly, as the 
sum of physically distinct polarization and exchange 
contributions12,13
£ i m = C  +  £ eich+ ^-o i +  ^ h +
(2) , zr(2)
(1)
where E is the classical electrostatic energy fully account­
ing for the overlap (penetration) of the monomer charge dis­
tributions, is the sum of the nonexpanded34,35,46 classical 
induction and quantum mechanical dispersion energies,
/7(2) _  17(2) 1 p(2)
^pol ^ind ^disp (2)
and £c"ch> rc=  1,2, are exchange corrections. The exchange 
corrections represent the effect of the resonance tunneling of 
electrons between the interacting systems. The second-order 
exchange energy is usually split into the induction and dis­
persion parts,
E (2)exch
r (2 )
^ e x c h - in d + ^exch-d isp  * (3)
The exchange-induction (£exch-ind) and exchange-dispersion 
Œlxch-disp) energies result from the antisymmetrization of 
those contributions to the perturbed wave function, which 
originate from the classical induction and quantum- 
mechanical dispersion interactions,47-49 respectively. Thus,
£cxch-md and ^exch-disp can be interpreted as the coupling of 
the electron exchange with the induction and dispersion in­
teractions, respectively.
The expansion (1) is based on the conventional partition­
ing of the total dimer Hamiltonian ƒƒ,
H = H 0+ V , (4)
where the zeroth-order Hamiltonian H 0 = H A + H B is the sum 
of the Hamiltonians H A and H B for monomers A and B. The 
intermolecular interaction operator V is defined as the differ­
ence V = H  — H 0. The polarization corrections are defined by 
the standard Rayleigh-Schrodinger (RS) perturbation theory 
based on this partitioning,50 while the exchange corrections, 
characteristic of SAPT, are obtained by introducing the anti­
symmetrization operator into the expressions for the RS per­
turbation energies.51-53 Since no multipole expansion 19 is
used in SAPT the polarization corrections E ^ , E\l\ , and 
^dlsp fuHy include the damping effect of the charge penetra­
tion.
For many-electron systems accurate wave functions for 
the isolated monomers are not available and one has to use 
the Hartree-Fock (HF) determinants as zeroth-order wave 
functions and develop a double perturbation theory54,12,55 to 
include the intramonomer electron correlation effects. Using 
the M^ller-Plesset partitioning, the monomer Hamiltonians 
H a and H b are decomposed as
(5)H a = F a + W H B = F n + WB
duced in our previous papers. A brief account is pre-
where Fx is the Fock operator for the monomer X = A or B, 
and Wx is the correlation (fluctuation) potential of the m o n o ­
mer X. The total Hamiltonian can be represented as
H = F + V + W , (6)
where F = FA-\-FB and W = WA +  WB . By applying the 
double perturbation theory54,12,55-58 one can derive many-
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body perturbation expansions of the corrections and 
in terms of the total intramonomer correlation operator
W
OG DC
F(n)^pol =  2
1 = 0
g { n l )
^pol ^exch =  2  E ini)exch ’ (7)
/=o
where £ $ >  and are the polarization and exchange cor­
rections of the /zth order in V and of the /th order in W. When 
the expansions (7) are inserted into Eq. (1), one obtains the 
many-body SAPT expansion for the total interaction energy. 
For the purpose of further discussion it is useful to introduce 
quantities representing the total intramonomer correlation 
contributions to and EÎ'll
(n i )
.(*)
pol ^pol
r'(nO)
■^ pol and ein)exch E (n)exch E
(«0 ) 
exch ’ (8)
where £p"0) and E {J^u are ^ e  rcth-order polarization and ex­
change corrections obtained by the complete neglect of the 
intramonomer correlation effects.
In practice, one has to truncate the expansions (1) and 
(7). Our previous experience51,53,18,59,60 shows that the 
second-order calculation in V reproduces the interaction en­
ergy with an error of the order of few percent. The choice of 
the places to truncate the many-body perturbation expansions 
(7) is based on recent studies61 of the convergence properties 
of these series for the electrostatic,62,63 exchange,64,65 
induction,66 and dispersion56-58,67 interactions in weakly 
bound van der Waals complexes. The results of these studies 
have shown that the following approximations to and
n = 1, 2, are sufficient to reproduce the interactionE(n) exch >
energy with an error of few percent
r( i ) c pol
£ ( 1 0 )  +  £ ( 1 2 )  + £ ( 1 3 )
^ p o l  ^ p o l j e s p  ^ p o l , re sp
E ( 1)exch
/7*( 10) I 1 1 ) I c"
exch ^ e x c h  exch »
(12)
17(2) _  17(20)
ind ind.resp ’
r ( 2 )  _  17(20)
exch-ind ^  exch-ind,resp ’
M l)  = f (20)+ f ( 2 \ ) , f (22)
disp ^ d i s p  disp disp
F (2) — zt*(20 )
exch-disp exch-disp*
(9)
(10)
(11)
( 12)
(13)
(14)
The derivation of specific expressions for the exchange cor-
rections £< ‘ 'j,, / 
the
s2 , can be found in Refs. 64 and 65, while 
dispersion (£ di p , 1 ^ 2 )  and exchange-dispersion 
(^ exch-disp) components are derived in Refs. 58 and 48, re­
spectively. The expressions for the electrostatic corrections
p^ôi.resp» ^ 4 ,  have been derived in Refs. 62 and 63 using 
the relaxed many-body perturbation expansion of the elec­
tron densities.68-72 These expansions account for the so- 
called response, i.e., for the perturbation-induced modifica-
lions of the monomer orbitals, f^.resp and ¿S-ind.resp are 
the induction and exchange-induction energies accounting 
for the coupled Hartree-Fock (CHF) response of the per­
turbed system.73,74
It is known73,75,76 that the supermolecular Hartree-Fock
t j p
mteraction energy can also be calculated using a suitable 
$APT expansion,
1 7 ( 1 0 ) .  1 7 ( 1 0 ) .  i^(20) 1 77(20) . o r H F  / ' i r \
int ^ p o l  exch ind,resp ^  exch-ind,resp ^ ^ i n t  ’
f t  P
where £ £ int collects higher-order (in V) induction and ex­
change contributions. For the H e-H F  interaction at large in­
termonomer distances /?, this term is dominated by the third- 
order induction energy which vanishes like R ~ ]0. Using Eq. 
(15) one can incorporate the Hartree-Fock interaction en­
ergy into the SAPT ansatz for the interaction potential by 
replacing in Eq. (1) the low-order corrections appearing in
____ f y p
Eq. (15) by E % . In this way, one effectively sums up to 
infinite order in V the higher-order induction and exchange 
terms included in . In view of the above discussion, the 
interaction energy can be computed from the formula
F.  =  F HF+ * (,) 4- J l )  +  17(2) +  17(2)
int ^  int pol ^ x c h  disp exch-disp ’
where ej/Jj and 4xch defined by Eqs. (8) and (9), and (8) 
and (10), respectively, while E $sp and ¿ ’exch-disp ^  given by 
Eqs. (13) and (14), respectively. Our intermolecular potential 
energy surfaces were calculated (at three values of the HF 
bond length r) using the formula (16).
Although all polarization components of the interaction 
energy [Eqs. (15) and (16)] account for the charge-overlap 
effects in a fully ab initio way, it may be instructive to report 
here the multipole approximation19 formulas for the induc­
tion and dispersion energy contributions given by Eqs. (11) 
and (13). [Note, that for the rare gas atom-diatom interac­
tions the electrostatic energy is due exclusively to the 
short-range charge-overlap effects and vanishes identically in 
the multipole approximation.] The multipole expansion of 
E-2)d and has been derived in Refs. 77 and 78 for the 
interaction of two closed-shell molecules of arbitrary sym­
metry. For the special case of atom-diatom interactions it 
reduces to79,80
r-(2)
■^ disp
oo ti — 4
2 2
/i = 6 ¿ = 0
CLrt.disp
^ 7i P L( cos ■&), (1 7 )
where R is the distance between the atom and the center of 
mass of the diatom, #  is the angle between the vector point­
ing from the center of mass of the diatom to the atom and the 
vector along the diatomic axis, P L is the Legendre polyno­
mial of order L, and C ^ disp denotes the long-range dispersion 
coefficient. The prime on the second summation reminds us 
that the sum is restricted to terms with n +  L  even. An analo­
gous formula is valid for the second-order induction energy 
provided that the long-range dispersion coefficients C\x disp 
are replaced by the corresponding induction coefficients 
CL^ / « , i n d  •
The long-range dispersion coefficients are given by
C 2 '
" ' disp . ?  . ^ a W 'a 'a 'b
lA ' lA ' l B
(18)
where the prime on the summation reminds us that the sum is 
taken such that lA + lA + 2 lB + 2 = rcand/A +  lA +  L is  even.
The algebraic factor ¿f can be written in terms of bino-
1a 1a lb
mial coefficients,
t i n  = ( - i ) (' ^ ' > i)/2+1( 2 l + i ) ( / a + / ; + l + i ) - 1/2
A'a 'B
J. Chem. Phys., Vol. 101, No. 4, 15 August 1994
2814 Moszynski et al.: He-HF potential energy surface
L
X i
î( L - I a + i 'a)
\J  J - 2 L
L 21 B
2 L
X L + / I'a
-M2 I . \ -  1/2
L  +  I A +  I A
2 L (19)
where J = lA + lA + L + 21B, and the Casimir-Polder in­
te g ra l /^ /, ! is given by
a ‘ a ‘ b
I
lA ^ B
2
7T
(20)
In this equation and ¿^(/co) are the irreducible
(spherical) dynamic multipole polarizabilities77 (at imaginary 
frequency ico) of the diatom and atom, respectively. The 
long-range induction coefficients are, in turn, given by80
C ^ in d  2
l A >l A ' l B
A ' a 'B
(21)
where the prime on the summation has the same meaning as 
in Eq. (18), the algebraic factor ^  ¡> i can be written in
terms of binomial coefficients,80 Qt and Q{< denote the mul-A A
tipole moments of the diatom, and a/ =  a / (0) is the staticB B
multipole polarizability of the atom.
To obtain the long-range dispersion coefficients corre­
sponding to our approximate dispersion energy of Eq. (13) it 
is useful to expand the dynamic polarizabilities 
a dAi,A)L ^Cs}) and as many-body perturbation series
in WA and WB, respectively
oc
7 = 0
0 )
HaI'a)l( ia >)
cently, a diagrammatic many-body perturbation theory of the 
correlation effects on dynamic polarizabilities has been 
developed,81,79,82 and a general computational scheme for 
calculations of the correlation corrections to the UCHF dy­
namic polarizabilities and of the correlated long-range dis­
persion coefficients has been presented.83~86,79’36’82 This ap­
proach has been successfully applied to various van der 
Waals complexes providing the state-of-the-art values of the 
long-range dispersion coefficients.80’82’87,88 In particular, the 
long-range dispersion coefficients of Eq. (23) can be com-OQ
puted using the new version of the Polcor package, and 
their accuracy is comparable with that obtained using the 
most advanced scheme proposed in Refs. 83, 79, 36, and 82. 
[Note, however, that in Eq. (24) and in Ref. 82 the so-called 
exclusion principle violating diagrams must not be included, 
i.e., the scheme A of Ref. 82 must be used.]
Since the induction energy £ j2d,resp corresponds to the 
coupled Hartree-Fock level of approximation,73,66 the corre­
sponding long-range induction coefficients (denoted by
C n . ind) are simply given by
c i  = y  '^„,ind ¿J a iA ' a 'B B
(25)
HF HFwhere <2/nr and Q {, denote the Hartree-Fock multipole mo-
^ CHFments of the diatom, and a , is the CHF static multipole
polarizability of the atom.
Finally, let us mention that in some cases Eq. (17) and a 
similar equation for , damped in a semiempirical way90 
for the charge-overlap effects, were applied with success to 
construct the long-range part of the interaction potentials 
(see, e.g., Refs. 91-94  for typical applications and Refs. 14 
and 16 for a comparison of the semiempirical and fully ab 
initio results).
and
oc
ö /b( ' w ) = 2  ( i ü)) , (22)
k = 0
(j)where a ' " )L(i(*>) is they’th-order (in WA) correlation to the
uncoupled Hartree-Fock (UCHF) dynamic polarizability, 
and a \k\i(o )  is an analogous correction for the He atom.
Since the dispersion energy of Eq. (13) is exact through the 
second order in WA + WB, the corresponding long-range dis-
persion coefficients (denoted by CLn disp) are given by 
CL =  "V 7 rL j L 
"•d,sp .
(23)
l A ' l A ' l B
where
rL
lAlAlB
2
7T
OC
2  a *  ^  (iü))a\kn\iü))da>
o *_o ° ^ )L
(24)
COMPUTATIONAL ASPECTS AND ANALYTICAL 
POTENTIAL FITS
The intermolecular potential energy surface for the 
HeHF system can be naturally described in the Jacobi coor­
dinates ( r , /? ,# ) ,  where r is the HF internuclear (stretching) 
distance, R is the distance from the He atom to the center of 
mass of HF, and d  is the angle between the vector pointing 
from the center of mass of HF to He and the vector pointing 
from F to H. Thus, we assume that the H atom is on the 
positive z axis. Calculations have been performed for three 
stretching distances (r= 1 .6078, 1.7328, and 1.9180 bohr). 
seven intermolecular distances R ranging from R = 5 to 10 
bohr, and nine angles #. The grid of angles {#,}9=i was 
chosen in such a way that cos corresponds to the ith ab­
scissa of the nine-point Gauss-Legendre quadrature. In ad­
dition, for r=  1 .7328 bohr, #=0°, and 180° potential energy 
curves have been computed. Atomic units are used through­
out this paper (i.e., distances are expressed in bohr and en­
ergies in millihartree).
Our previous experience 58,15 suggests that all compo-Thus, in view of Eq. (24) the calculation of the long-range 
dispersion coefficients corresponding asymptotically to the 
dispersion energy of Eq. (13) requires the knowledge of cor- 
related dynamic polarizabilities at imaginary frequency. Re- most calculations were done using an spdf basis set opti-
nents of the interaction energy, except for the dispersion en­
ergy, do not require extremely large basis sets. Therefore.
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mized for the dipole polarizabilities of the He atom and HF 
molecule. For the He atom we used a medium-size basis set 
( \ 0 s 3 p 2 d )  contracted to [5s3p2d].  The s orbitals were 
represented by the (61111) contraction of van Duijneveldt’s 
1 Os set.95 The exponents of the polarization functions were 
taken from Ref. 96. For the HF molecule we used the 
“medium-polarized” basis set [5s3p2d/3s2p]  of Ref. 97.
agreement with the empirical potential. Recomputation of 
this term in a much larger basis set would be very time 
consuming, since the calculation of scales as M 1 with 
the size M  of the orbital basis. Therefore, we decided to 
introduce an approximate scheme of improving our cor­
rection, which we called “ asymptotic scaling of the disper­
sion energy” (ASDE). The key idea of the ASDE scheme is
This basis set has been supplemented with one ƒ  function that the penetration part of the dispersion energy (i.e., the
short-range charge overlap and damping contributions to 
£disp) ls much less sensitive to the quality of the basis set 
than the multipole part (i.e., the long-range dispersion coef- 
polarization functions has been used (six d functions and ten ficients). Indeed, the penetration effects are of the same 
/ functions). In order to fully account for the charge-overlap physical origin as the exchange energy which is known to be
(with exponent 0.275) on fluorine and one d function (0.075) 
on hydrogen. The exponents of the additional polarization 
functions were taken from Ref. 98. The Cartesian form of the
effects all calculations have been done using the full dimer
basis set.99 We used the Boys-Bernardi counterpoise correc­
tion to eliminate the basis set superposition error from the 
supermolecular Hartree-Fock calculations.100,20 The calcula­
tions have been performed with the SAPT system of 
codes.101 In addition, long-range induction and dispersion
quite basis set independent if the dimer-centered basis set is 
used in calculations (see Ref. 99 for an extensive discussion). 
By contrast, calculations of high-quality long-range disper­
sion coefficients require the use of very large basis sets care­
fully optimized for multipole polarizabilities of the mono­
mers (see, e.g., Refs. 80, 87, and 88). In view of the above
coefficients as defined by Eqs. (23), (24), and (25) [i.e., cor- discussion, to obtain basis set saturated values of the disper-
responding to the multipole-expanded form of Eqs. (11) and 
(13)] have been computed in the spdf basis set using the 
Polcor package.89 These coefficients have been subsequently 
used in the analytical fits of the induction and dispersion 
energies. We have also computed the long-range dispersion 
coefficients in a much larger spdfg basis set. For the He atom 
we used the [5sAp3d2f]  basis set. The s orbitals were the 
same as in the small spdf basis, and new exponents of the 
polarization functions were taken from Ref. 96. For the HF 
molecule we used the [ 6 s 5 p 4 d 3 f 2 g / 5 s 4 p 3 d 2 f ]  basis set, 
obtained from the original “ medium-polarized” basis set97 
by uncontracting some functions and adding new functions. 
Specifically, for the fluorine atom the original basis was 
supplemented with one s function (0.275), two p  functions 
(0.130 661, 0.326 653), one d function (0.143 795), two ƒ  
functions (1.1025, 0.1225), and two g functions (0.6, 0.2). In 
addition, the second d function in the original basis was left 
uncontracted. For the hydrogen atom, we added to the origi­
nal basis two s functions (1.158 786, 0.325 840), two d func­
tions (1.0125, 0.3375), and two ƒ  functions (0.36, 0.12). In 
addition, we left uncontracted the two functions of p symme­
try. The exponents of some additional polarization functions 
were taken from Ref. 34. The spherical form of the polariza­
tion functions has been used (five d functions, seven ƒ  func­
tions, and nine g functions). The high quality of the spdfg 
basis set is confirmed by the very good agreement of our 
isotropic long-range dispersion coefficient C6 = 5 .30  a.u. 
with the accurate value obtained by Kumar and Meath33 
from pseudospectral dipole oscillator strengths and equal to 
5.25 a.u.
It is well known54,58,15 that the dispersion energy /s^p 
constitutes by far the most basis set dependent contribution 
to the interaction energy, and the results of calculations in the 
sP(lf basis are probably not well converged with respect to 
the basis set saturation limit. Since the HeHF complex is 
expected to be bound mainly by dispersion forces [the induc­
tion energy E-2)d plays a less important role in this case due to 
the small polarizability of the He atom], accurate values of 
the correction are necessary to obtain quantitative
sion energy it is necessary to compute the multipole part of 
¡sp with a high accuracy. However, the short-range charge 
overlap and multipole contributions to E $sp cannot be com­
puted separately due to the divergent nature of the multipole 
expansion of the dispersion energy.13 Therefore, in practice 
we determined the penetration terms by fitting our dispersion 
energy to an analytical expression using the long-range dis­
persion coefficients computed in the spdf basis (for the de­
tails of fits, see the discussion later). The final values of the 
ZTdjsp correction in the ASDE scheme were obtained by re­
placing in the analytical expression for the dispersion 
coefficients computed in the spdf basis set by the new ones 
computed in the high quality spdfg basis set described ear­
lier.
To end this section, we report the analytical representa­
tion of the cib initio potential for the HeHF system. Unlike in 
Ref. 15, we did not attempt to construct a three-dimensional 
potential energy surface. Below we discuss details of the fits 
for a fixed r. The r dependence of the potential can be easily 
obtained, e.g., by quadratic interpolation. For fixed r the in­
teraction energy in the Jacobi coordinates can be expanded 
as a series in Legendre polynomials P¡(cos d),
OO
Em(R,$) = l£ ' W M P ,(cos fl) (26)
1 =  0
Since the Legendre polynomials form an orthogonal set of 
functions on the [0,7r] interval it is possible to obtain the 
expansion coefficients l&m(R) by integration
Icj 2 / - M
2 E ini(R ,ü )P  ¡(cos tf)sin ü d ü .  (27)
In practice, the integral (27) was evaluated numerically using 
the nine-point Gauss-Legendre quadrature
lQ
& U R )
2 / +1
2 (28)Ì= 1
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TABLE I. Components of the interaction energy for the linear geometry ($ = 0 °  and r=  1.7328 bohr) as
| | p  ^
functions of the intermolecular distance R. The supermolecular energies are corrected for the basis set 
superposition error. Distances are in bohr and energies are in mhartree.
R 5 .0 5.5 6 .0 6.5 7 .0 8.0 10.0
Em
pol
£  h exch
- 0 . 3 6 6 9 - 0 . 1 1 9 2 - 0 . 0 3 7 4 - 0 . 0 1 1 5 - 0 . 0 0 3 5 - 0 . 0 0 0 4 - 0 . 0 0 0 1
2 .5 2 2 3 0 .8 0 5 6 '0 .2 5 3 7 0 .0 7 9 0 0 .0 2 4 3 0 .0 0 2 2 0 .0 0 0 0
£(20)
^îndjesp
zr(20)
^  exch-ind.resp
- 0 . 8 8 6 9
0 .2 3 9 9
- 0 . 3 5 6 1
0 .0 6 3 4
- 0 . 1 5 9 9
0 .0 1 6 6
- 0 . 0 7 9 9
0 .0 0 4 3
- 0 . 0 4 3 7
0.0011
- 0 . 0 1 5 9
0 .0001
- 0 . 0 0 3 3
0 .0 0 0 0
£ HF 
"  int 1.1981 0 .3 0 3 2 0 .0 4 6 5 - 0 . 0 1 6 0 - 0 . 0 2 4 2 - 0 . 0 1 4 2 - 0 . 0 0 3 3
&
Cexch
- 0 . 0 6 6 5 - 0 . 0 2 3 4 - 0 . 0 0 8 0 - 0 . 0 0 2 7 - 0 . 0 0 0 9 - 0 . 0 0 0 1 - 0 . 0 0 0 0
0 .4781 0 .1 7 6 7 0 .0631 0 .0 2 2 0 0 .0 0 7 5 0 .0 0 0 8 0 .0 0 0 0
E{?  a^disp F(20) 9 
^cxch-disp 
j:orr 
Snt
- 1 . 0 7 4 9  
0 .0 6 5 8  
- 0 . 5 9 7 5
- 0 . 5 4 2 2
0 .0 2 4 2
- 0 . 3 6 4 7
- 0 . 2 8 3 9
0 .0 0 8 5
- 0 . 2 2 0 3
- 0 . 1 5 5 2
0 .0 0 2 9
- 0 . 1 3 3 0
- 0 . 0 8 8 9
0 .0 0 1 0
- 0 . 0 8 1 4
- 0 . 0 3 3 6
0 .0001
- 0 . 0 3 2 8
- 0 . 0 0 7 5
0 .0 0 0 0
- 0 . 0 0 7 5
^int 0 .6 0 0 6 - 0 . 0 6 1 5 - 0 . 1 7 3 8 - 0 . 1 4 9 0 - 0 . 1 0 5 6 - 0 . 0 4 7 0 - 0 . 0 1 0 8
E in, (Ref. 32) 0 .5 8 2 4 - 0 . 0 6 6 2 - 0 . 1 7 1 6 - 0 . 1 5 0 3 - 0 . 1 0 7 9 - 0 . 0 4 9 7 - 0 . 0 1 1 9
aThe dispersion energy E ^sp was computed from Eqs. (26) and (32) using the long-range dispersion coefficients 
computed in the large spdfg basis set.
where vv,- and cos are the weights and abscissas of the 
nine-point Gauss-Legendre quadrature. Note, that our 
choice of the grid for the angle ft corresponds exactly to 
abscissas of this quadrature. Since the N  point Gauss- 
Legendre quadrature is exact for polynomials of the order 
I N — 1, the expansion (26) is truncated after P 8(cos d). Us­
ing the additional points off the grid (for # = 0 °  and 
$=180°), we have checked that the neglect of terms with 
9 in the expansion (26) introduces a negligible error (typi­
cally of the order of 0.1%).
In SAPT calculations different corrections to the interac­
tion energy exhibit different radial dependence, and each 
component of the interaction energy can be fitted separately. 
Therefore, we performed the integration (28) separately for 
the sum of short-range contributions £ short»
F  = )  _i_ r (  1) _i_ 2?(2)  I p ( 2 )  i l Q )
^  short pol exch exch-ind ^ e x c h -d isp  » '  y '
[the terms on the right-hand side of Eq. (29) were defined in 
Sec. II], for the induction energy E j^ ,  dispersion energy
£ ^ p, and for the S E ^  term. The corresponding expansion 
coefficients are denoted by ^shorti^)*
'$ ! & ( * ) ,  and bY respectively.
It is known that the short-range term ^ h o i t i^ )  depends 
exponentially on R. However, a precise analytical expression 
has been derived thus far only for the hydrogen atom-proton 
interaction.102 Therefore, we decided to represent the short- 
range contribution by the function
X ho  n(R) = {A,+ B,R)e-P>R, (30)
where A,, B h  and fii are parameters determined using the 
weighted least-squares method with exponential weights. 
The values of these parameters for different values of r are 
reported in the Appendix.
The long-range components 1^  ^ \ {R)  and lcS ^ ¡ p(R) 
were represented by the sum of the damped multipole expan­
sion and Born-Mayer function (the latter representing the 
short-range charge-overlap terms* “ ),
TABLE II. Components of the interaction energy for the linear geometry ($=180°  and r — 1.7328 bohr) as 
functions of the intermolecular distance R. The supermolecular energies ¿T-Jf are corrected for the basis set 
superposition error. Distances are in bohr and energies are in mhartree.
R 5 .0 5.5 6 .0 6.5 7 .0 8.0 10.0
£<I0)
^  pol 
£(10) 
^  exch
- 0 . 1 3 0 3 - 0 . 0 3 7 8 - 0 . 0 1 0 9 - 0 . 0 0 3 1 - 0 . 0 0 0 9 - 0 . 0 0 0 0 - 0 . 0 0 0 0
0 .6 2 8 7 0 .1901 0 .0 5 7 2 0 .0171 0 .0051 0 .0 0 0 4 0 .0 0 0 0
F ( 2 0 )
L - ’ ind.resp
IT (2 0 )
^cxch-ind.resp
- 0 . 0 7 6 7
0 .0 5 1 4
- 0 . 0 2 8 6
0 .0 1 2 4
- 0 . 0 1 3 7
0 .0 0 3 0
- 0 . 0 0 8 0
0 .0 0 0 8
- 0 . 0 0 5 2
0 .0 0 0 2
- 0 . 0 0 2 5
0 .0 0 0 0
- 0 . 0 0 0 8
0 .0 0 0 0
£ HF 
L - ‘ int 0 .4371 0 .1 2 6 4 0 .0 3 3 0 0 .0061 - 0 . 0 0 1 0 - 0 . 0 0 2 1 - 0 . 0 0 0 8
^pol - 0 . 0 1 4 2 - 0 . 0 0 5 0 - 0 . 0 0 1 7 - 0 . 0 0 0 6 - 0 . 0 0 0 2 - 0 . 0 0 0 1 - 0 . 0 0 0 0
A )
Cexch 0 .0 9 0 9 0 .0 3 2 5 0 .0 1 1 3 0 .0 0 3 9 0 .0 0 1 3 0 .00 01 0 .0 0 0 0
E £ > /
r<20>
^cxch-disp
- 0 . 6 3 3 9
0 .0 2 8 7
- 0 . 3 2 4 1
0 .0 0 9 6
- 0 . 1 7 5 5  
0 .0031
- 0 . 1 0 0 8
0 .0 0 1 0
- 0 . 0 6 1 2
0 .0 0 0 3
- 0 . 0 2 5 6
0 .0 0 0 0
- 0 . 0 0 6 1
0 .0 0 0 0
jcorr
Snt - 0 . 5 2 8 4 - 0 . 2 8 7 0 - 0 . 1 6 2 7 - 0 . 0 9 6 6 - 0 . 0 5 9 7 - 0 . 0 2 5 7 - 0 . 0 0 6 1
^int - 0 . 0 9 1 3 - 0 . 1 6 0 6 - 0 . 1 2 9 7 - 0 . 0 9 0 5 - 0 . 0 6 0 7 - 0 . 0 2 7 8 - 0 . 0 0 6 9
E m (Ref. 32) - 0 . 0 4 5 6 - 0 . 1 5 2 8 - 0 . 1 3 1 8 - 0 . 0 9 3 1 - 0 . 0 6 2 8 - 0 . 0 2 8 6 - 0 . 0 0 7 1
aThe dispersion energy £ ^ p was computed from Eqs. (26) and (32) using the long-range dispersion coefficients 
computed in the large spdfg basis set.
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TABLE III. Components of the interaction energy for the “T-shape” geometry (d = 9 0 °  and r =  1 .7328 bohr) 
as functions of the intermolecular distance R. The supermolecular energies are corrected for the basis set 
superposition error. Distances are in bohr and energies are in mhartree.
R 5.0 5.5 6.0 6.5 7.0 8.0 10.0
E W
E h
-0 .1862 -0 .0583 -0 .0182 -0 .0057 -0 .0018 -0 .0002 - 0 . 0 0 0 0
0.9026 0.2981 0.0982 0.0323 0.0106 0 .0 0 1 1 0 .0 0 0 0
17(20)
^¡nd.resp -0 .0969 -0 .0347 -0 .0146 -0 .0072 -0.0041 -0 .0016 -0 .0004
17(20)
^cxch-ind.resp 0.0688 0.0185 0.0051 0.0014 0.0004 0 .0 0 0 0 0 .0 0 0 0
£H F
^int 0.6280 0.2053 0.0649 0.0191 0.0046 -0 .0007 -0 .0004
$
Cexch
-0 .0387 -0 .0144 -0 .0053 -0 .0020 -0 .0007 - 0 . 0 0 0 1 - 0 . 0 0 0 0
0.2450 0.0970 0.0374 0.0141 0.0052 0.0007 0 .0 0 0 0
£<?) a ^disp -0 .6518 -0 .3404 -0 .1855 -0 .1058 -0 .0632 -0 .0255 -0 .0060
17(20)
^cxch-disp 0.0352 0.0124 0.0043 0.0015 0.0005 0 .0 0 0 1 0 .0 0 0 0
jcorr
Snl -0 .4104 -0 .2455 -0 .1492 -0 .0922 -0.0581 -0 .0249 -0 .0060
£int 0.2176 -0 .0402 -0 .0843 -0.0731 -0 .0535 -0 .0256 -0 .0064
E int (Ref. 32) 0.2228 -0 .0374 -0 .0820 -0 .0716 -0 .0527 -0 .0257 -0 .0066
aThe dispersion energy E$sp was computed from Eqs. (26) and (32) using the long-range dispersion coefficients 
computed in the large spdfg basis set.
mi
'gf [l l { R ) = A , e - W -  X  f n{R\P,) , (31)
n = n[ 
mi
lZ % )sp( R ) = A le - W -  2  U R i f i , )  - * £ =  , (32)
n = n[
where n 0= 6, n , =  7, and n t = l + 4 for / ^ 2 ,  m l was set equal 
to 11 and 12 for odd and even values of /, respectively, and 
Ah Pi,  and /?,, are parameters determined using the 
weighted least-squares method with R 6 weights. We recall 
here that the long-range induction and dispersion coefficients 
CnM  and Clnd[sp were not fitted but computed ab initio in the 
same basis set and at the level of theory corresponding to the 
fitted functions l&\H(R)  and l^ ^ l p(R)  [i.e., using Eqs. 
(25), (23), and (24)]. According to the ASDE scheme the
ƒ
long-range dispersion coefficients Cn disp in Eq. (32) were 
subsequently replaced by the corresponding coefficients 
computed in the large spdfg basis set. We assumed the damp­
ing function ƒ„(/?;/?,) in the Tang-Toennies form90
fn (R ;P i)=  H É T "- (33)
k = 0
Note, however, that unlike in Refs. 91-94  the damping pa­
rameter pi was not determined from the fit of the Heitler- 
London energy [i.e., not put equal to the parameter /3l of Eq. 
(30)], but fitted independently. The values of the parameters 
4/» P i , and fil , and of the long-range coefficients Cln ind and
i^.disp f°r the contributions l^ ^ d(R)  and l^ ^ J p(R)  and for 
different values of r are reported in the Appendix.
I | f p
The last term, 8 C6  int, collects higher-order induction 
and exchange corrections. Since this term decays as fast as 
^ and since at atom-diatom distances considered in this 
work the higher-order induction energies are dominated by 
^e short-range charge-overlap effects, we decided to fit this 
term with the function
' ô ^ { R )  = {A t + B  ,R) e~ P‘R, (34)
where A t , Z?,, and are parameters determined using the 
weighted least-squares method with exponential weights. 
The values of these parameters for different values of r are 
also reported in the Appendix.
The comparison of the final fitted potential with the ab 
initio results on which the fit was based, as well as with the 
additional results off the grid, shows that a typical approxi­
mation error is of the order of 0.3%. The only exception is, 
for obvious reasons, the region around the point where the 
interaction energy goes through zero. Note, however, that the 
fit was based on points corresponding to the well of the van 
der Waals minimum (i.e., R ^ 5  bohr). Therefore, it may ex­
trapolate less accurately to the region corresponding to the 
highly repulsive wall of the interaction potential.
IV. NUMERICAL RESULTS AND DISCUSSION
The values of various contributions to the interaction 
energy at the Hartree-Fock and correlated levels of the 
theory for the linear (tf=0° and 180°) and “T-shape” (ft 
=90°) geometries of the complex are reported in Tables 
I—III. The Hartree-Fock interaction energy is the sum of 
equally important attractive and repulsive contributions:
- £ex?h. •Eind.’resp - and ^S-ind.resp • The first-order energy, 
£-(,0)_ £ -0j))+ £.00^  -s by tfoe repulsive exchange
term £ ^ 0)h • However, the Hartree-Fock electrostatic energy 
is not negligible. Around the van der Waals minimum (R = 6 
bohr) it amounts to 15%, 19%, and 19% of Eexch f°r 
90°, and 180°, respectively. The induction energy ZsJnd.resp is 
the main long-range contribution to the Hartree-Fock inter­
action energy, responsible for the existence of a shallow van 
der Waals minimum in the Hartree-Fock potential energy 
surface. At large distances it dominates the HF interaction 
energy due to its slow, R ~6 decay. Note, that although the He 
atom is very weakly polarizable, the induction energy 
^ ind.resp represents an important component of the total inter­
action energy. For R = 6 bohr and # = 0 °  it represents as 
much as 56% of the dispersion energy E $sp. The exchange- 
induction energy is relatively less important. At the mini-
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mum it amounts to 6.5% (for tf=0°) and 5.2% (for #=90° 
and 180°) of the first-order exchange energy £exch» and 
quenches the induction energy by approximately 10%, 35%, 
and 22% for d = 0 ° , 90°, and 180°, respectively. The
Hartree-Fock deformation energy,75 E ^ ^ E ^ —E
mainly determined by the sum £'Sd.)resp+ £ 'ix?h-ind,resp-,The 
sum of the first- and second-order contributions,
E " * ( 2 ) = E $ + Ei  !°i+ + E m
HF H F _ i r (10 )
IS
CD
0
L.
0
1
E
0 .3 0  -
0 .2 5  -
0.20 -
0 . 1 5  -
0.10  -
Ld
0 .0 5  -
0 . 0 0  -
- 0 . 0 5  -
- 0.10  -
- 0 . 1 5  -
- 0.20
4 . 5
exch ¡nd.resp ^-'exch-ind,resp» r e p r e s e n t s  a p
proximately 90% of 2s ¡Jf. The only exception is the van der 
Waals minimum {R = 6 bohr and #=0°), where the value of 
S E ^  is unexpectedly large. However, in this region the 
Hartree-Fock potential energy curve passes through zero.
Therefore the relative errors are not meaningful. Thus, the 
Hartree-Fock deformation effects have a simple physical in­
terpretation: they are dominated by the polarization of the He 
atom by the electrostatic potential of the HF multipole mo­
ments. This polarization effect is, however, substantially 
quenched at shorter distances by the repulsion due to the 
exchange-induction effect.
The major contributions to the correlation part of the 
interaction energy are 4xCh and E (^ lp. The correlation com­
ponent of the electrostatic energy e^, and the exchange- 
dispersion energy I^xch-disp are ° f  secondary importance.
They are not negligible, however. At the van der Waals mini­
mum the former amounts to 4.6%, 6.3%, and 1.3% of the of the total interaction energy for $ = 0 ° , 90°, and 180°, re­
total interaction energy for #= 0° , 90°, and 180°, respec- spectively. Thus, as expected, the HeHF complex is, to a 
tively, while the latter represents 4.9%, 5.1%, and 2.4% of large extent, bound by dispersion forces. Therefore, a very
accurate description of the dispersion energy is necessary to 
4xch is the main repulsive component of the interaction en- obtain quantitative agreement with the empirical potential, 
ergy at the correlated level of the theory. At R = 6 bohr, it while small inaccuracies of the repulsion and induction en-
FIG. 1. Comparison of computed interaction energies (solid line) with the 
empirical potential (dashed line). The energies are shown as functions of R 
for $ = 0 ° ,  90°, and 180°, and for r=  1.7328 bohr.
£ inl for these geometries. The exchange-correlation energy
amounts to 22%, 20%, and 6.5% of the dispersion energy for 
ïï=0°, 90°, and 180°, respectively. Note, that the neglect of 
this contribution to the interaction energy would lead to a 
well depth 36% too large. This result clearly shows that 
simple approximate models like the “ Hartree-Fock plus dis­
persion" model of Ref. 29, widely used to describe interac­
tions in van der Waals complexes, are not applicable in this 
case. The dispersion energy 2s^p represents the leading at­
tractive contribution. Indeed, around the van der Waals mini­
mum, this correction represents over 160%, 220%, and 135% spection of Tables I—III shows that around the van der Waals
ergies are much less important in this case. Note, also that 
the exchange quenching of the 2 s^p term by the exchange- 
dispersion correction is much smaller than the quenching of 
£ind,resp by exchange-induction: 3.0%, 1.8%, and 2.3% vs 
10%, 35%, and 22% for tf=0°, 90°, and 180°, respectively. 
To compare the relative importance of the Hartree-Fock and 
correlation components of the interaction energy, we in­
cluded in Tables I—III the total correlation contribution to the
interaction energy 4 7 = 4 o i  +  eexch+£disp+4xch-disp- An in‘
TABLE IV. Components of the interaction energy as functions of the angular coordinate d  in the repulsive 
region. The distance R is fixed at 5 bohr. The supermolecular energies E \^  are corrected for the basis set 
superposition error. Energies are in mhartree.
d 0° 33° 71° 90° 109° 147°
OODO
£ (I0)
poi -0 .3669 -0 .2764 -0 .1906 -0 .1862 -0 .1820 -0 .1504 -0 .1303
£ 0 0 )
^cxch 2.5223 1.6140 0.9379 0.9026 0.8825 0.7294 0.6287
£(20)
^md.rcsp
IT (20)
Wxch-ind.resp
-0 .8869
0.2399
-0 .4348
0.1451
-0.1191
0.0757
-0 .0969
0.0688
-0.0931
0.0652
-0 .0838
0.0562
-0 .0767
0.0514
r  HF 
^int 1.1981 0.9056 0.6424 0.6280 0.6146 0.5074 0.4371
M)
^pol -0 .0665 -0.0501 -0 .0408 -0 .0387 -0 .0344 -0 .0207 -0 .0142
M)
Ccxch 0.4781 0.3400 0.2579 0.2450 0.2186 0.1322 0.0909
adisp 
f (2°) # 
^exch-disp
-1 .0749  
0.0658
-0 .8920
0.0504
-0 .6873
0.0361
-0 .6518
0.0352
-0 .6327
0.0348
-0 .6105
0.0311
-0 .6339
0.0287
jcorr
Snl -0 .5975 -0 .5518 -0.4341 -0 .4104 -0 .4137 -0 .4680 -0 .5284
^int 0.6006 0.3538 0.2083 0.2176 0.2009 0.0394 -0 .0913
E m (Ref. 32) 0.5824 0.3540 0.2090 0.2228 0.2131 0.0584 -0 .0456
aThe dispersion energy £ ^ p was computed from Eqs. (26) and (32) using the long-range dispersion coefficients 
computed in the large spdfg basis set.
I---------------1---------------1--------------- 1--------------- r
5 .5  6 .5  7 .5  8 .5  9 .5
R (bohr)
J. Chem. Phys., Vol. 101, No. 4, 15 August 1994
Moszynski et al.: He-HF potential energy surface 2819
TABLE V. Components of the interaction energy as functions of the angular coordinate in the region of the 
van der Waals minimum. The distance R is fixed at 6.0 bohr. The supermolecular energies are corrected for 
the basis set superposition error. Energies are in mhartree.
ÿ 0° 33° 7 1 ° 90° 109° 147°
oO00
E U S
zrflO)
^exch
- 0 . 0 3 7 4 - 0 . 0 2 7 3 - 0 . 0 1 8 8 - 0 . 0 1 8 2 - 0 . 0 1 7 4 - 0 . 0 1 3 3 - 0 . 0 1 0 9
0 .2 5 3 7 0 .1 6 7 4 0 .1 0 2 4 0 .0 9 8 2 0 .0 9 3 9 0 .0 7 0 9 0 .0 5 7 2
£<20)
^  ind.rcsp - 0 . 1 5 9 9 - 0 . 0 8 2 8 - 0 . 0 1 9 3 - 0 . 0 1 4 6 - 0 . 0 1 4 8 - 0 . 0 1 4 7 - 0 . 0 1 3 7
17(20)
^cxch-ind.resp 0 .0 1 6 6 0 .0 1 0 3 0 .0 0 5 6 0 .0051 0 .0 0 4 7 0 .0 0 3 6 0 .0 0 3 0
E w^inl 0 .0 4 6 5 0 .0 5 4 8 0 .0641 0 .0 6 4 9 0 .0 6 1 2 0 .0 4 3 0 0 .0 3 3 0
cexch
- 0 . 0 0 8 0 - 0 . 0 0 6 4 - 0 . 0 0 5 5 - 0 . 0 0 5 3 - 0 . 0 0 4 7 - 0 . 0 0 2 7 - 0 . 0 0 1 7
0 .0631 0 .0 4 8 3 0 .0 3 9 4 0 .0 3 7 4 0 .0 3 2 9 0 .0 1 8 3 0 .0 1 1 3
E{?  a^disp - 0 . 2 8 3 9 - 0 . 2 3 8 9 - 0 . 1 9 0 1 - 0 . 1 8 5 5 - 0 . 1 8 5 4 - 0 . 1 7 7 4 - 0 . 1 7 5 5
F m
^cxch-disp 0 .0 0 8 5 0 .0 0 6 2 0 .0 0 4 4 0 .0 0 4 3 0 .0 0 4 2 0 .0 0 3 5 0 .0031
jcoit
Nnt - 0 . 2 2 0 3 - 0 . 1 9 0 8 - 0 . 1 5 1 8 - 0 . 1 4 9 2 - 0 . 1 5 3 0 - 0 . 1 5 8 4 - 0 . 1 6 2 7
^int - 0 . 1 7 3 8 - 0 . 1 3 6 0 - 0 . 0 8 7 7 - 0 . 0 8 4 3 - 0 . 0 9 1 8 - 0 . 1 1 5 4 - 0 . 1 2 9 7
£ in, (Ref. 32) - 0 . 1 7 1 6 - 0 . 1 4 2 2 - 0 . 0 9 2 9 - 0 . 0 8 2 0 - 0 . 0 8 3 3 - 0 . 1 0 9 0 - 0 . 1 3 1 8
‘‘The dispersion energy E^lp was computed from Eqs. (26) and (32) using the long-range dispersion coefficients 
computed in the large spdfg basis set.
minimum the interaction energy is dominated by the corre­
lation component.
Lovejoy and Nesbitt32 determined two two-dimensional 
potential energy surfaces for the HeHF complex by adjusting 
the long-range dispersion coefficients in the HFD potentials 
of Ref. 26 to reproduce the near-infrared spectrum of the 
HeHF complex. The potentials determined in Ref. 32 were 
assumed in the form
8
V(R,&) = 'Z cos fl)
1 =  0
4
+ 2  'a r&>,(*)/>,(cos #), (35)
1 = 0
where the expansion coefficients are the ab initio
results from Ref. 26 computed for r=  1 .7328 bohr, and the 
dispersion part [rS  lyJp(R)  was represented by a damped mul­
tipole expansion. The long-range dispersion coefficients 
from Ref. 26 were scaled to reproduce the results of spectro­
scopic measurements.32 The two potentials reported in Ref. 
32 (called HFD 1-Ml and HFD2-M1) differ in the way in 
which the multipole expansion of the dispersion energy is 
damped at small intermolecular distances. We found the 
damping in the HFD2-M1 potential to be more physically 
justified. Therefore, in all subsequent comparisons we report 
the empirical results corresponding to this potential.
In the last two rows of Tables I—III we compare the total 
SAPT interaction energies with the empirical results of
2. Comparison of the anisotropies of the major components of the 
■Neraction energy in the repulsive region {R =  5 bohr and r=  1 .7328 bohr).
0 .3 0  -
0.20 -
CD
CD
0.10  -
O
0 . 0 0  -
E
c
Ld
- - 0.10  -
- 0.20  -
- 0 . 3 0 t-------------- r
120  150 180
FIG. 3. Comparison of the anisotropies of the major components of the 
interaction energy in the region of the van der Waals minimum (/? =  6 bohr 
and r=  1 .7328 bohr).
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FIG. 4. Dependence of the total interaction energy on d in the region of the 
van der Waals minimum (R = 6 bohr and r=  1.7328 bohr). The computed 
energy is shown as a solid line and the empirical potential is shown as a 
dashed line.
Lovejoy and Nesbitt " and in Fig. 1 we present the shape of 
the SAPT and empirical potentials as functions of R for 
tf=0°, 90°, and 180°. For almost all intermolecular distances 
the two potentials agree within 2% -3%  percent. In particu­
lar, the positions and the depths of the van der Waals minima 
(Rm,€m) of the theoretical potential are (6.159, —0.1808),
TABLE VI. Parameters of the theoretical interaction potential energy sur­
faces for the linear (tf=0° and 180°) and “T-shape” (tf=90°) geometries at 
various r. Energies are in mhartree and distances are in bohr.
1.7328 1.7493 1.7831
* * (0 ° ) 6.159 6.178 6.214
* m (0 ° ) -0 .1808 -0 .1802 -0 .1792
/?„,(! 80°) 5.585 5.559 5.495
c«(180°) -0 .1646 -0 .1679 -0 .1727
* „ ( 9 0 ° ) 6.148 6.149 6.153
*„,(90°) -0 .0867 -0.0871 -0 .0873
(6.148, -0.0867), and (5.585, -0 .1646) for tf=0°, 90°, and
180°, respectively, and compare very well with those pre­
dicted by the empirical potential: (6.166, — 0.178(5), (6.155, 
-0.0847), and (5.668, -0 .1600) for the same cuts through 
the IPS. Only for #=180° the position of the minimum is 
somewhat shifted (by 0.08 bohr), but the depths of the well 
agree within 3%. It should be stressed, however, that the 
application of the ASDE scheme was essential to obtain such 
a good agreement with the empirical potential. In particular, 
the position and depth of the secondary minimum, and the 
overall anisotropy of the potential were found to be highly 
sensitive to the accuracy of the dispersion term. (Note, that 
the present SAPT potential compares also very well with the 
empirical HFD1-M1 potential of Ref. 32.) It is gratifying to 
observe such a good agreement between theory and experi-
TABLE VII. Parameters defining fits to the sum of computed short-range components of the interaction energy 
for various r. All parameters are in hartree and proper powers of bohr.
r /
Short--range energy O17HFini
B, A B, A
1.7328 0 40.8645 15.2186 2.3073 -12.6643 0.2235 2.3905
1 -59.9765 34.6266 2.4403 -7 .2595 0.1173 2.3407
2 43.6864 -5 .7463 2.1256 -14.6296 0.4444 2.4857
3 -70.7597 45.0992 2.5626 -12 .6080 0.3213 2.4390
4 -15.3353 18.9420 2.5731 -8 .8549 0.5054 2.4151
5 3.6412 6.0170 2.5445 -4.2791 0.4206 2.3118
6 2.3376 3.5485 2.6138 -1 .5723 0.1908 2.2006
7 -6 .5858 4.0487 2.7032 -0 .5808 0.0759 2.1319
8 2.6500 -0 .0863 2.5750 -0 .1183 0.0167 1.9825
1.6078 0 44.8606 13.4796 2.3171 -11.4765 0.2904 2.3956
1 -32.3088 23.7957 2.4607 -4 .0653 0.1471 2.3039
2 43.8292 -6 .9225 2.1749 -10.1452 0.9762 2.4737
3 29.2852 -2 .9109 2.1723 -8 .1469 0.4889 2.4137
4 -36 .9990 26.3470 2.7021 -4.2071 0.4121 2.3127
5 -44.9763 19.3382 2.7463 -1.8821 0.2173 2.2330
6 12.4132 2.8716 2.7525 -0 .7057 0.0908 2.1510
7 -23.6108 5.7390 2.7501 -0 .1506 0.0210 1.9792
8 9.8302 -1 .2505 2.6810 -0 .0450 0.0061 1.9562
1.9180 0 80.4815 -0.0001 2.2020 -18.9190 0.4018 2.4119
1 22.7161 -1 .1786 2.0066 -10.1086 0.0175 2.3216
2 16.9994 11.0109 2.3688 -6 .6739 0.7922 2.0508
3 176.8732 -0 .0052 2.4583 -36.8359 0.0446 2.5320
4 34.4039 0.0615 2.2508 -16.8668 0.0921 2.4396
5 18.1663 0.2737 2.1684 -0 .5205 0.0690 1.6366
6 51.9685 9.0437 2.4444 -14.1289 0.0488 2.4745
7 79.0857 3.2217 2.4514 -3 .7509 0.4998 2.0350
8 -10.2015 4.9735 2.2681 13.8909 -2 .8658 2.3746
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TABLE VIII. Parameters defining fits to the computed long-range components of the interaction energy. The 
HF distance r is equal to 1.7328 bohr, and corresponds to the equilibrium distance in HF. All parameters are in 
hartree and proper powers of bohr.
/ n
Dispersion energy Induction energy
Cl^n,disp Â A Cl^  n,ind À P ,
0 6 5.2999 2.2157 -1 .2049 1.8469 0.7541 2.9958 -58.4271 2.6826
8 76.3117 10.2558
10 1399.3913 80.8404
12 27 213.8469 435.9503
1 7 9.3212 2.2329 0.0022 0.7569 6.7316 1.6102 -9 .4829 2.2364
9 185.4692 77.6589
11 4344.4071 552.3684
2 6 0.3763 2.4664 0.0040 1.0422 0.7541 2.9871 -55.4785 2.7346
8 22.9531 26.0641
10 476.9783 193.4146
12 14 258.7721 1891.3464
3 7 1.8259 1.4500 -0 .0076 1.0822 4.4878 1.1442 -3 .6926 2.0482
9 102.2468 89.7021
11 2544.2652 1015.3696
4 8 5.5246 2.3607 0 . 0 0 0 1 0.7018 14.5588 1.6178 -5 .2062 2.2501
10 243.0825 224.7855
12 7050.7304 2315.3238
5 9 14.4294 2.4200 0.0643 1.7489 41.4252 1.7541 -4 .6959 2.3657
11 519.9146 682.0786
6 10 42.9498 1.9003 -0 .0084 1.4997 129.8408 1.7433 -2 .7366 2.4010
12 1735.8227 2371.4596
7 11 126.3030 10.2521 -0.0081 1.6632 283.3952 3.0100 -0 .0363 1.8613
8 12 312.1407 2.1518 -0 .0102 1.7573 685.6740 3.7502 -0 .0850 2.0203
TABLE IX. Parameters defining fits to the computed long-range components of the interaction energy. The HF 
distance r is equal to 1.6078 bohr. All parameters are in hartree and proper powers of bohr.
/ n
Dispersion energy Induction energy
C1^  /i.disp À A C1^n. ind À Pi
0 6 5.0566 2.2403 -0 .8876 1.9109 0.6573 3.0103 -52.2709 2.6767
8 71.2097 8.2392
10 1276.9899 58.4094
12 24 097.8462 257.9560
1 7 7.4182 2.1619 0.0014 0.8649 5.5183 1.5262 -5 .0728 2.1512
9 138.8121 58.4742
11 3168.6857 361.0286
2 6 0.2636 2.6557 0.0157 1.4592 0.6573 3.1847 -64.4471 2.8506
8 13.6559 19.6938
10 246.2785 131.6235
12 7771.4283 1175.3535
3 7 1.3133 1.3920 -0 .3358 1.7587 3.6789 1.5261 -3.7791 2.1476
9 69.6275 64.3638
11 1668.6816 668.2586
4 8 3.7220 2.4126 0.0002 0.9935 10.8541 1.5562 -2 .5668 2.1822
10 144.7220 150.5798
12 4136.6398 1452.8321
5 9 9.2798 2.2586 -0 .0763 1.9250 28.5090 1.6065 -1 .7495 2.2450
11 262.8276 433.4818
6 10 28.7807 2.2183 -0 .0337 1.8806 83.6910 1.5087 -0 .9200 2.2702
12 1045.1123 1401.9844
7 11 90.6085 10.4357 -0 .0090 1.7068 173.9172 1.9378 -0 .8158 2.4539
8 12 231.8009 2.7899 -0.0061 1.7426 391.9045 1.6502 -0.0791 2.2062
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TABLE X. Parameters defining fits to the computed long-range components of the interaction energy. The HF 
distance r is equal to 1.9180 bohr. All parameters are in hartree and proper powers of bohr.
/ n
Dispersion energy Induction energy
Cln.disp À P, r l^n,ind À P,
0 6 5.6824 2.5818 0.0004 0.8747 0.9161 3.1964 -155.2303 2.8610
8 85.0429 13.9979
10 1620.8737 127.9928
12 33 184.1029 882.9832
1 7 12.6385 1.9504 0 .0 0 1 1 0.7385 8.8913 1.3304 -4 .6673 2.0125
9 273.1982 115.8005
11 6701.0401 988.7809
2 6 0.5650 1.9513 0 .0 0 0 1 0.5340 0.9161 3.4836 -458.0885 3.1499
8 40.6122 38.3277
10 952.0173 331.4284
12 28 362.3667 3671.4232
3 7 2.7705 1.3666 -7 .6515 2.1702 5.9275 1.4707 -14 .5592 2.2413
9 169.7081 142.4427
11 4496.9428 1817.1523
4 8 9.1811 2.4469 0 .0 0 0 0 0.5069 21.7308 2.6260 -36.4549 2.6261
10 465.5872 394.4213
12 14 081.6243 4436.5722
5 9 26.1420 0.9488 -0 .0004 0.6235 68.9008 1.8790 -0 .8958 1.8792
11 1179.7061 1282.5987
6 10 77.1886 9.1813 -0 .1484 1.4714 237.5977 2.1217 -3 .4816 2.1218
12 3611.5758 4904.5210
7 11 220.5629 10.1578 -0.0081 1.6272 558.6555 2.0118 -1 .8568 2.0120
8 12 552.1816 2.9195 -0 .0147 1.8381 1470.3369 1.3717 -0 .0016 0.9436
ment despite large cancellations of the attractive and repul­
sive components. Indeed, the total interaction energy at the 
minimum represents approximately 50% of the total attrac­
tive component (the sum £,|)10)|+ £ ,j ^ + £ ’|1^ p+ and 30% 
of the total exchange-repulsion energy (the sum
£ exch+ £exch-ind+ ¿txch-disp)■ The major components of the in- 
teraction energy, the first-order exchange energy and the dis­
persion energy, cancel each other to a large extent, and 
smaller corrections like the electrostatic, induction, and 
second-order exchange contributions determine the final 
shape and parameters of the potential.
The values of the interaction energy and its components 
in the repulsive region and in the region of the van der Waals
%
minimum are reported as functions of the angle ft in Tables 
IV and V. The anisotropy of the Hartree-Fock interaction 
energy is determined by anisotropies of equally important
r n n f r i h n H n r K *  J?*2 0 ) o n r ] j t (2°)  T h eC O n t r iD U U O n S .  £ pol , £ e x c h , ¿ ' jnd .resp  » a n Q  ^exch-ind .resp  • 1 n e
most anisotropic correction is the induction energy £ ™ resp . 
From # = 0 °  to 180° it changes by a factor of 10. It should be 
stressed that this unexpectedly large anisotropy of the 
E fnd,resp term IS Partly due to short-range charge-overlap 
terms and cannot be quantitatively predicted from the multi­
pole expansion. The next two most anisotropic corrections at 
the Hartree-Fock level, E['°j, and E™ h_ind , change twice 
slower with ft. Note, that the quenching of the induction 
energy by the exchange-induction term is strongly aniso­
tropic. In the repulsive region, it changes from 27% for 
# = 0 °  to 67% for #=180°. At the correlated level of the 
theory, the two most anisotropic contributions are the elec­
trostatic correlation (6 ^ )  and exchange-correlation (4xch) 
corrections. The anisotropy of the dispersion (Zs^p) anc* of 
the exchange-dispersion (£exch-disP) terms is less pronounced.
However, since the total correlation contribution to the inter­
action energy, e f ^ ,  is dominated by the exchange- 
correlation and dispersion corrections, the strong ft depen­
dence of 6pj| is of secondary importance. Indeed, around the 
van der Waals minimum the anisotropy of ef°lrr is mainly 
determined by the anisotropy of the dispersion energy, while 
in the repulsive region it results from a cancelation of the
4xchand ¿dhlp terms-
The dependence of the major components of the interac­
tion energy as functions of the angle ft in the repulsive re­
gion and in the region of the van der Waals minimum is 
visualized in Figs. 2 and 3. As already pointed out, the most 
anisotropic terms are E[^ch, E (2)d , and E . It is interesting 
to note that in the repulsive region all attractive contributions 
to the interaction energy are rather flat functions of ft, and 
the anisotropy of the total interaction energy closely follows 
that of the exchange energy E {c[]ch, the two curves being al­
most paralel for ft^60° .  In contrast, around the van der 
Waals minimum, the anisotropy of the interaction energy is 
mainly determined by the anisotropy of the dispersion energy 
(at least for x^90°) .  This is due to the fact that for ft^90° 
the first-order exchange energy exhibits, to a very good ap­
proximation, a reverse anisotropy to that of the induction 
energy, and the dependence of the total interaction energy on 
ft follows closely that of the dispersion energy.
In the last two rows of Tables IV and V we compare the 
total SAPT interaction energies with the empirical potential  
of Lovejoy and Nesbitt32 as functions of ft and in Fig. 4 we 
present the anisotropies of the theoretical and empirical po­
tentials in the region of the van der Waals minimum. Again, 
the agreement between theory and experiment is satisfactory- 
In general, the two potentials agree within few percent. Only
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around #= 90 °  the two curves appear to be slightly shifted 
and the agreement is somewhat worse: for #=71°, 109°, and 
147° the relative errors are 5.6%, 10.2%, and 5.9%, respec­
tively. However, it is difficult to decide a priori whether 
these deviations are caused by some inaccuracies in the cal­
culations of the theoretical potential or are due to some de­
ficiencies of the empirical potential.
Finally, in Table VI we report the dependence of the 
positions and depths of the well of the theoretical potential 
for #= 0° , 90°, and 180° as functions of r. The consecutive 
values of r are 1.7328, 1.7493, and 1.7831 bohr, and they 
correspond approximately to the equilibrium distance in HF, 
and to the average bond lengths of the HF monomer in the 
ground and first excited vibrational states, respectively. As 
expected, the well depth of the global minimum e,„(0°) in­
creases with increasing r and its position R m(0°) is shifted to 
larger distances. In contrast, the depth of the secondary mini­
mum £„,(180°) decreases, and its position R m{ 180°) is 
shifted toward the fluorine atom.
V. CONCLUSIONS
The interaction potential energy surface for the HeHF 
system has been calculated using the symmetry-adapted per­
turbation theory for a broad range of configurations. Our 
calculation provided separate values for the fundamental 
components of the interaction energy. As expected, the HeHF 
complex has been found to be bound mainly by dispersion 
forces. However, other contributions to the interaction en­
ergy were shown to be non-negligible. Indeed, it is shown 
that the location and depth of the van der Waals minimum 
results from a subtle balance of those components. Since, the 
major components of the interaction energy, the first-order 
exchange and dispersion energies, cancel each other to a 
large extent, smaller corrections like the electrostatic, induc­
tion, and second-order exchange contributions determine the 
final shape and parameters of the potential. Thus, the inter­
action potential for the HeHF system results from a delicate 
balance of attractive and repulsive contributions due to four 
tundamental intermolecular interactions: electrostatics, ex­
change, induction, and dispersion. The application of high- 
level theory and the use of high-quality long-range disper­
sion coefficients computed in a large orbital basis set 
containing spdfg-symmetry orbitals resulted in a potential 
energy surface which is in very good agreement with the 
empirical potential of Lovejoy and Nesbitt.32 In particular, 
the position and the depth of the van der Waals minimum 
agree within 0.1% and 1.2%, respectively. This good agree­
ment is found not only in the region of the van der Waals 
minimum but also at almost all other points. The anisotropy 
°1 the two potential energy surfaces compares also very well, 
although around tf=90° the two surfaces appear to be 
slightly shifted and the agreement is somewhat worse. It is 
difficult, however, to decide a priori whether these devia­
t e s  are caused by some inaccuracies in the calculations of 
foe theoretical potential or are due to some deficiencies of 
foe empirical potential, and more direct comparison with the 
experiment is necessary. Such a comparison is quite reassur­
ing and in the subsequent paper103 we present the results of 
calculations of the near-infrared spectrum and rotational pre­
dissociation lifetimes of the HeHF complex.
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APPENDIX
In this appendix, we report tables with coefficients de­
fining the analytical fits to the computed angular components 
of the interaction energy, as given by Eq. (26). The param­
eters of the fits defining the angular components of the short- 
range energy l%shon(R) and of the lS S ^ v(R)  term, as de­
fined by Eqs. (30) and (34), are given for various values r in 
Table VII. In Tables VIII, IX, and X, we report the values of 
the parameters defining the fits of the angular components of 
the induction [ ^  -^(R)]  and dispersion dfsP( ^ ) l  energies, 
as defined by Eqs. (31), (32), and (33), for r=  1 .7328, 
1.6078, and 1.9180 bohr, respectively. All parameters are 
given in proper powers of hartree and bohr.
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