ABSTRACT
REGULARIZED INVERSE PROBLEM WITH SEVERAL LAYERS
Many problems in image processing can be cast as inverting a linear system f = Ku + ε where u ∈ R N is the data to recover, f ∈ R m is the observed image and ε is a gaussian white noise of known variance. The linear mapping K : R N → R m is typically ill-behaved since it models an acquisition process that encounters loss of information. This entails ill-posedness of the inverse problem. 
In order to regularize such an inversion problem, one has to add some prior knowledge on the typical structures of the original image u. This prior information accounts for the smoothness of the solution and can range from uniform smoothness assumption to more complex knowledge of the geometrical structures of u.

This paper supposes that the original image can be written as
u = S s=1 u s
In words, u is a linear combination of S layers (the so-called morphological components), where each u s accounts for a different kind of features of the original data u. Each of these layers has its own prior assumption and multiplying the number of priors should help to recover intricate image structures such as smooth areas, edges and textures of natural images.
This regularized inversion with several layers can be formalized within a variational framework as the optimization of {u
VARIATIONAL AND SPARSITY-BASED ENERGIES
where, 
= min
where
Similarly to the energy (3) associated to a global dictionary, we can define an energy E s (u s ) associated to a local dictionary D s . This energy allows to control the sparsity of the decomposition of all the patches
R k (u s ) in D s . This energy E s (u s ) is defined as E s (u s ) = min {x k s } k ∈R ms ×N 1 n N −1 k=0 1 2 ||R k (u s ) − D s x k s || 2 2 + λ||x k s || 1 .(4)
In this energy, each x k s corresponds to the coefficient of the decomposition of the patch R k (u s ) in the dictionary D s . The weight 1/n in the energy (4) compensates for the redundancy factor introduced by the overlap between the patches R k (u s ). This normalization allows to re-scale the local energy (4) with the global one (3).
The use of local dictionaries to perform signal processing has been proposed by Elad and co-workers in order to use the output of their K-SVD learning scheme.
11 They have tackled the problem of image denoising 12 and inpainting. 13 This article proposes a common framework to include both local and global dictionaries and uses this framework to solve more general problems involving morphological component separation.
Images vs coefficients, Analysis vs Synthesis
The variational formulation (1) are the solution of (5) .
In the case of orthogonal dictionaries D s , the two formulations (1) and (5) 
MORPHOLOGICAL COMPONENT ANALYSIS
The morphological component analysis (MCA) algorithm 7, 8 allows to solve iteratively the variational separation problem (1) for sparsity-based energies E s as defined in equation (3) . The main feature of this algorithm is that the regularization parameter λ decreases through the iterations until it reaches its final value λ min that corresponds to the targeted level of regularization. The parameter λ min is typically set to 3 − 4× standard deviation of the noise for noisy data, and set to 0 for a noiseless separation. This decay of λ has a flavor of deterministic annealing and is also closely related to homotopy continuation 15 and path following methods. [16] [17] [18] It allows to speed-up the convergence and leads to a simple update rule at each iteration using a non-linear thresholding.
For the decomposition of an image into its geometrical and textured parts, the original approach 7, 8 uses fixed dictionaries of wavelets D W (and also curvelets in order to enhance the extraction of the contours) and local cosines D C . This article extends the MCA algorithm in order to deal with energies E s associated to local dictionaries D s as defined in equation (4).
MCA with Local and Global Dictionaries
The new MCA-type algorithm minimizes iteratively the energy (1) 
The energy minimized by the MCA algorithm is
where each energy E s is defined differently according to whether D s is a global or a local dictionary 
Computation Algorithm
For each index s, the MCA algorithm proceeds according to two different steps for the minimization of E.
Step = argmin
= argmin
For a local dictionary, the coefficients x s = {x k s } k are thus computed by considering independently each patch
The problem of equations (7) 20 
which can be solved exactly with (perturbed) linear programming. Linear programming is however too slow for large-scale applications as in image processing, and one has to resort to an iterative thresholding approach to minimize (7). This minimization can be solved approximately with soft thresholding (written here for a global dictionary)
x s = S λ (D s T u s ) where S λ (x s ) = {s λ (x s [i])} i with s λ (x) def. = x − sign(x)λ if |x| > λ, 0 i f |x| λ.(8)
This thresholding approach is in fact the exact solution in the case of an orthogonal dictionary D s . For a tight frame D s D s T = Id N , this non-linear thresholding is no more the exact solution of (7). It is in fact the first iteration of the following proximal scheme to solve (7),
where B s is the upper-bound of the frame D s . Such proximal iterations have been proved to converge to a (non-necessarily unique) global minimizer of (7), see for instance. 21, 22 Since the global dictionaries D W and D C we consider are tight frames, we use the thresholding (8) to compute the coefficients x s ∈ R ms . A similar approach has been used in the original MCA algorithm 7, 8 and has been proved to converge to the global solution of the problem as long as tight frames are involved. 23 
The local dictionaries we consider might deviate substantially from being tight frames. In particular, they can become ill-conditioned. An option to better approximate the solution of (8) is to perform q > 1 thresholdings with a smaller threshold λ/q, which corresponds to several proximal steps (8). In practice, we use a greedy algorithm such as orthogonal matching pursuit (OMP)
4 to recover the sparse set of coefficients x k s for the local dictionaries.
Step 2 -Update of the components u s . Each component u s is updated by minimizing
where the coefficients x s and the other components u s =s are held fixed. This leads to the following update rule
where the reconstructedû s is computed differently depending if the dictionary is global or not
To derive the expression for a local dictionary, we used the fact that
where a special care should be taken at the boundaries of the image. 
Global+local
. , S, (Compute the coefficients) The coefficients x s are computed by solving the sparse coding (7) with the thresholding (8) (global dictionary) or by OMP (local dictionary). (Update the components) The component u s is computed using equation (11). End For (Update the threshold) λ ← λ − δ.
End While
Convergence properties
Note first that the objective functional E({u s } s , {x s } s ) defined in (6) is a coercive proper function. Thus, minimizing (6) has at least one solution. The convergence proof of the cyclic algorithm in listing 1 follows, after identifying our problem with the one considered by the author in. 19 Then using the same notation as in 19 (for a global dictionary, the same holds for a local dictionary), we can write: 
DICTIONARY LEARNING
Adaptive Representations
Dictionary Optimization and Learning
The energy (4) [i] i f i ∈ Ω.
Inpainting
As shown in, 14 an important feature of the MCA approach to solving the inpainting is that the noise level can be estimated at each iteration using the known pixels inside Ω. In this article however, we use the MCA algorithm as given in listing 1 with a linear decay of the threshold λ and minimum threshold λ min = 0 since it works well in the inpainting problem we consider. 
Input Image Inpainted Wav+DCT
Inpainted Learned+Wav+DCT Figure 5 . Image inpainting with a user defined mask.
