This paper deals with the estimation of unequally spaced panel data regression models with AR~1! remainder disturbances+ A feasible generalized least squares GLS! procedure is proposed as a weighted least squares that can handle a wide range of unequally spaced panel data patterns+ This procedure is simple to compute and provides natural estimates of the serial correlation and variance components parameters+ The paper also provides a locally best invariant test for zero first-order serial correlation against positive or negative serial correlation in case of unequally spaced panel data+
INTRODUCTION
Some panel data sets cannot be collected every period as a result of lack of resources or cut in funding+ Instead, these panels are collected over unequally spaced time intervals+ For example, a panel of households could be collected over unequally spaced years rather than annually+ This is also likely when collecting data on countries, states, or firms where in certain years, the data are not recorded, are hard to obtain, or are simply missing+ Other common examples are panel data sets using daily data from the stock market, including stock prices, commodity prices, futures, etc+ These panel data sets are unequally spaced when the market closes on weekends and holidays+ The model considered in this paper allows for unequally spaced time-series data for each country, individual, or firm+ This is particularly useful for housing resale data where the pattern of resales for each house occurs at different time periods and the panel is unbalanced because we observe different number of resales for each house+ Panel data with missing observations have been studied by Wansbeek and Kapteyn~1989! and Baltagi and Chang~1994!+ However, none of these studies consider the problem of serial correlation with unequally spaced panels+ Estima-tion of AR~1! disturbances in time-series regressions with missing observations has been studied by Wansbeek and Kapteyn~1985!, whereas testing for AR~1! disturbances in this context has been considered by Shively~1993!, Robinsoñ 1985!, Dufour and Dagenais~1985!, and Savin and White~1978!+ This paper proposes a simple, feasible generalized least squares~GLS! estimation method for unbalanced panels that allows for a variety of patterns of missing data and serially correlated errors of the AR~1! type+ In addition, this paper provides a locally best invariant~LBI! test for zero first-order serial correlation against positive or negative serial correlation+ This extends the work of King~1985!, Dufour and Dagenais~1985!, and Shively~1993! to the context of an unequally spaced panel+ In particular, we consider a random error component regression model with AR~1! disturbances~see Lillard and Willis, 1978; Bhargava, Franzini, and Narendranathan, 1982, Baltagi and Li, 1991 !+ However, we allow for unequally spaced patterns for each individual in the time series dimension+ Savin and Whitẽ 1978! allowed for a gap of m consecutive observations in time-series data+ Here, we allow for a general type of unequally spaced panel data for each individual of the type considered by Shively~1993! in a time-series context+
THE MODEL
Consider the following unbalanced panel data regression model~see Wansbeek and Kapteyn, 1989!:
where b is a K ϫ1 vector of regression coefficients including the intercept and x it is a K ϫ 1 vector of nonstochastic regressors+ The disturbances follow a one-way error component model u it ϭ m i ϩ n it with individual effects m i ; IID~0, s m 2 ! and the remainder disturbances n it following a stationary AR~1!, i+e+, n it ϭ rn i, tϪ1 ϩ e it with 6r6 Ͻ 1 and e it is IID~0, s e 2 !+ The m i 's are independent of the n it 's, and n i 0 ;~0,s e 2 0~1 Ϫ r 2 !!+ Each individual i observes data at times t i, j for j ϭ1, + + + , n i with 1 ϭ t i,1 Ͻ {{{ Ͻ t i, n i ϭ T i with n i Ͼ K for i ϭ 1,2, + + + , N+ For estimation of the equally spaced panel data regression model with AR~1! disturbances and no missing observations, see Baltagi and Li~1991!+ Note that the typical covariance element of n it for the observed periods t i, j and t i, ᐉ is given by cov~n i,
0~1 Ϫ r 2 ! for ᐉ, j ϭ 1, + + + , n i + In fact, by continuous substitution over the AR~1! process, one can show that 
However, for the unequally spaced data the transformed disturbances are still heteroskedastic+ In fact, var~S i, t i,1 ! ϭ s e 2 whereas var~S i,
for j ϭ 2, + + + , n i + Note that for the no missing observations case with t i, j Ϫ t i, jϪ1 ϭ 1 for all j ϭ 1,2, + + + , n i , var~S i, t i, j ! ϭ s e 2 for all j+ In general, the vector of disturbances S i can be easily made homoskedastic by premultiplying S i by a diagonal matrix
Hence, if we let C i *~r ! ϭ D i~r !C i~r !, and define n i * ϭ C i *~r !n i then n i * ; 0, s e 2 I n i !+ Note that for equally spaced data with no missing observations, the diagonal matrix D i~r ! reverts back to the identity matrix as expected+ The n i ϫ n i 
Premultiply the panel data regression given in equation~1! by diag@C i *~r !#, which is a block-diagonal matrix with C i *~r ! in the ith block+ This transforms the disturbances as follows:
where i n i is a vector of ones of dimension n i , u
' is similarly defined+ It can be easily verified that
where and g i, j is the jth element of g i ϭ @C i *~r !#i n i given in~7! for j ϭ 1,2, + + + , n i + This replaces I n i by~Q g i ϩ P g i !~see Wansbeek and Kapteyn, 1982!+ Collecting terms with the same matrices, one obtains
2 ϩ s e 2 + Note that P g i and Q g i are idempotent, are orthogonal to each other, and sum to the identity matrix+ Therefore,
where u i ϭ 1 Ϫ~s e 0v i !+ For equally spaced panel data with no missing observations and no serial correlation, i+e+, r ϭ 0, this reduces to the familiar Fuller and Battese~1974! transformation+ Premultiplying y
one gets y ** ϭ s e V *Ϫ102 y * + The typical elements of y ** are given by
Quadratic unbiased estimators of the variance components arise naturally from 8!~for the balanced panel data case, see Baltagi and Li, 1991 
2 and s e 2 are given by
where tr~P g i ! ϭ 1 and tr~Q g i ! ϭ n i Ϫ 1+ Using (iϭ1
, an estimator for s m 2 can be obtained as follows:
Using a consistent estimate of r, one can estimate this model by feasible GLS using the following steps+
Step 1+ Perform the diag@C i *~r !# transformation given in~5! on equation~1! to get rid of serial correlation and ensure homoskedasticity+ This yields y i 
Step 3+ Obtain y ** as described in~10! using the y * 's in step 1 and Z u i from step 2+ Perform OLS of y ** on X ** to obtain the feasible GLS estimate of b+ In the next section, we consider the problem of testing for zero first-order serial correlation and in the process provide a natural estimator for r+
LOCALLY BEST INVARIANT (LBI) TEST
In this section, we derive a locally best invariant~LBI! test for H 0 ; r ϭ 0 versus H a ϩ ; r . 0 or H a Ϫ ; r , 0, for the unequally spaced panel data regression model described in Section 2+ We assume normality of the disturbances and rewrite~1! in matrix form as
where i n i , m, and n have been defined following~6!+ Also S n~r ! ϭ E~nn 
, and I n ϭ diag~B i ' !n, then this transformed model can be rewritten as
where
; r ϭ 0, we have V i ϭ I n i , and S I n~r ! reduces to s e 2 diag~I n i Ϫ1 !+ This means that under H 0 , I n ; N~0,s e 2 I Sn i ϪN !+ This testing problem is invariant to transformations of the form y r g 0 y ϩ Xg, where g 0 is a positive scalar and g is K ϫ1+ This means that if we change the scale of y and add a known linear combination of the regressors to the rescaled y, this does not change the truth of either H 0 or H a + This is the transformation used by Durbin and Watson~1971! to establish optimal properties of the Durbin-Watson test~see Dufour and King, 1991 
, and z ϭ O P F X Iy be the OLS residuals from Iy on F X+ Let R be the m ϫ S~n i Ϫ 1! matrix such that RR ' ϭ I m and R ' R ϭ O P F X + Note that the m ϫ 1 vector Rz is a linear unbiased residual vector with a scalar covariance matrix~see Theil, 1971 
, which is exactly the within residuals described previously using the deviation from individual means regression+ This also proves that z ' z ϭ Iz ' Iz+ Therefore, the LBI test statistic can be written as
and our test statistic can be expressed as the sum of four terms:
where Dufour and Dagenais, 1985, p+ 375; Shively, 1993 , p+ 248!+ The term e i is a T ϫ 1 vector of within residuals for the ith individual whose element is zero if the data for that period are not available+ Now it is easy to compute the test statistic in the usual way,
T e i, t 2 0n!, where m c is the number of consecutive pairs of nonzero e it 's+ iii! Note that our test statistic d * in~16! can be rewritten as d
This statistic is in the form of a ratio of quadratic forms of normal variates~I n!+ For a given A, bounds for critical values can be constructed just like the Bhargava et al+ or Durbin-Watson test statistics+ However, different patterns of missing observations imply a different V i 0 matrix and therefore a different A matrix+ 2 A reasonable and practical way to approximate these critical values is to standardize this test statistic+ Using the results in Evans and King~1985!, we compute E~d * ! ϭ 2 Ϫ tr~O P F X A!0m and var~d
and then use the test statistic
For testing H 0 ; r ϭ 0 versus H a ; r Ͼ 0~or r Ͻ 0!, one compares d * to the critical value from the lower~upper! tail of an N~0,1! distribution+ Although B i appears in the preceding standardized test statistic, this matrix is not needed for the actual computations+ In fact, 
The assumption of normality of the disturbances and nonstochastic regressors may be untenable for this empirical example, but we use these data for illustrative purposes+ The null hypothesis is H 0 ; r ϭ 0 versus H a ϩ ; r . 0, and various patterns of missing observations are considered+ As clear from the 
