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1. Introduction
Wiener–Hopf factorization and indices are central topics inmany branches of mathematics. Specif-
ically they are the research subject of many works in Operator Theory (see, for example [6,10] and the
references therein) and have a very special significance in linear systems theory (see [8,12,5,10,13,19]).
These notions are usually deﬁned for complex valued (matrix) functions. However,many linear control
systems are real or, when dealing with discrete time linear systems, they can be deﬁned over any
arbitrary ﬁeld. The aim of this paper is to generalize these concepts, when possible, to rational matrix
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functions deﬁned over arbitrary ﬁelds. This investigation was started in [1,3] where one can ﬁnd
the notions of local Wiener–Hopf equivalence and local Wiener–Hopf factorization indices of matrix
polynomials with respect to any set ofmaximal ideals of the ring of polynomials with over an arbitrary
ﬁeld.
The main line of thinking for a generalization of the Wiener–Hopf factorization and indices for
rational matrices over an arbitrary ﬁeld is the following one: when dealing with complex valued
rational matrix functions, these notions are deﬁnedwith respect to a closed contour, γ , in the complex
plane (see Appendix A). If+ is the inner domain of γ and− is the region outside γ which contains
∞, we can identify+ ∪ γ and (− ∪ γ ) \ {∞}with two setsM andM′, respectively, of maximal ideals
of C[s]. In fact, to each z0 ∈ C we associate the ideal generated by s − z0 which is a maximal ideal of
C[s]. Notice that s − z0 is also a prime polynomial ofC[s] butM andM′, as deﬁned, cannot contain the
zero ideal which is prime. Thus we are led to consider the set Specm(C[s]) of maximal ideals of C[s].
By using this identiﬁcation (which is fully explained in Appendix A) we deﬁne in Section 3 the
Wiener–Hopf equivalence of non-singular rational matrices over an arbitrary ﬁeld F with respect
to subsets M and M′ of Specm(F[s]), the set of all maximal ideals of the ring of polynomials with
coefﬁcients in F. For this equivalence to have significance and in order to be a direct generalization of
the usual one deﬁned on C, the condition M ∪ M′ = Specm(F[s]) must be imposed on M and M′. The
existence of factorizations; i.e., canonical forms, and complete systems of invariants are also studied
in Section 3. This is done for polynomial matrices. Using similar ideas, all results can be generalized to
hold true for rational function matrices. For completeness this is done in Appendix B. For polynomial
matrices the study is carried out as follows: ﬁrst the caseM′ = ∅ is considered. ThusM = Specm(F[s])
and it is proved that any polynomial matrix is Wiener–Hopf equivalent with respect to (M,M′) to a
diagonal matrix of monomials with uniquely determined exponents. Secondly, the localWiener–Hopf
factorization indices of a matrix polynomial with respect to an arbitrary subset M ⊆ Specm(F[s]) is
introduced following [3]. The main results in this section are that these local indices form a complete
system of invariants for the Wiener–Hopf equivalence with respect to (M,M′) and that every non-
singular polynomial matrix is Wiener–Hopf equivalent with respect to (M,M′) to a diagonal matrix
under certain conditions that are always fulﬁlled ifF is algebraically closed. It is also shown that such a
factorization is not always possible ifF is not algebraically closed. Furthermore, a procedure is obtained
to compute the Wiener–Hopf indices of any matrix polynomial with respect to any pair (M,M′).
In this study the local ring FM(s), M ⊆ Specm(F[s]) deﬁned in Section 3 plays a fundamental role.
Localization techniques have been used previously in the algebraic theory of linear systems. For exam-
ple, in [7] the concepts of local system equivalence, local controllability and observability indices and
local state space realizations were deﬁned and applied to the polynomial ring over an arbitrary ﬁeld.
The second part of the paper (Section 4) is devoted to applying the above results to linear control
systems so as to obtain a Brunovsky-like reduced form reﬂecting the local structure of the system. It is
shown in [19] that if P(s) is a non-singular polynomial matrix then this matrix represents some con-
trollable system (A,B) called realization of P(s) (standard pair of P(s) in [11]). The converse is also true:
If (A,B) is a controllable matrix pair there exists a non-singular polynomial matrix, called polynomial
matrix representation of (A,B), that represents the system. It turns out (see [19]) that two controllable
matrix pairs are feedback equivalent if andonly if their polynomialmatrix representations are leftWie-
ner–Hopf equivalent at inﬁnity (M′ = ∅). Consequentially, the controllability indices of a controllable
pair are the leftWiener–Hopf factorization indices at inﬁnity of its polynomialmatrix representations.
With this relation in mind, the local controllability indices of a matrix pair were deﬁned in [2] and
it was proved that these are the left local Wiener–Hopf factorization indices of its polynomial matrix
representations. The second goal of this fourth section is to prove that any controllable pair (A,B) can
be reduced by feedback equivalence to a reduced form similar to the Brunovsky canonical form. On
the way, the relationship between the local and global indices of matrix polynomials and systems will
be studied.
For reader’s convenience and completeness two appendices are included. The ﬁrst one presents the
basic Wiener–Hopf factorization theorems over the complex ﬁeld and the procedure for its general-
ization to arbitrary ﬁelds followed in this paper. The second appendix deals with the leftWiener–Hopf
equivalence of rational matrix functions showing that the same results as for polynomial matrices
hold true.
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2. Preliminaries
Let F[s] be the ring of polynomials with coefﬁcients in an arbitrary ﬁeld F. A matrix in F[s]m×m
is unimodular if its determinant is a nonzero constant polynomial. Let F(s) be the ﬁeld of rational
functions and Fpr(s) the ring of proper rational functions, that is, rational functions with the degree of
the numerator at most the degree of the denominator. The units in this ring are the rational functions
whose numerators and denominators have the samedegree. They are called biproper rational functions.
A matrix B(s) ∈ Fpr(s)m×m is said to be biproper if it is a unit in Fpr(s)m×m or, what is the same, if its
determinant is a biproper rational function. It is easy to see that a matrix B(s) is biproper if it can be
written as B(s) = C + E(s), where C ∈ Fm×m is non-singular and E(s) ∈ Fpr(s)m×m is strictly proper, that
is, all entries of E(s) are proper rational functions with the degree of the denominator higher than the
degree of the numerator.
We recall now the ﬁnite structure of a rational matrix. Two rational matrices G1(s), G2(s) ∈ F(s)m×n
are equivalent if there exist unimodular matrices U(s) ∈ F[s]m×m and V(s) ∈ F[s]n×n such that G2(s) =
U(s)G1(s)V(s). Every rational matrix G(s) ∈ F(s)m×n, rank G(s) = r, is equivalent to a matrix with the
following form:
M(s) =
[
Diag
(
1(s)
ψ1(s)
, . . . , r (s)
ψr (s)
)
0
0 0
]
with i(s),ψi(s) ∈ F[s] monic and coprime polynomials such that 1(s)| · · · |r(s) while ψr(s)| · · · |ψ1(s)
(“|” stands for divisibility). The matrix functionM(s) is called the Smith–McMillan form of G(s) (see for
example [16,17]). The rational functions
i(s)
ψi(s)
, i = 1, . . . , r, are called the invariant rational functions of
G(s) (they form a complete system of invariants for the equivalence of rational matrices). The roots of
r(s) are called the ﬁnite zeros of G(s), while the roots of ψ1(s) are its ﬁnite poles. Moreover, ∞ is, by
definition, a zero (pole) of G(s) if and only if 0 is a zero (pole) of G
(
1
s
)
.
Remark 2.1. Recall that ψ1(s) is the monic least common denominator of all the elements of G(s) [16,
p. 109]. So, G(s) does not have s0 ∈ F as a pole if and only if ψ1(s) does not have s0 as a zero and this is
equivalent to saying that the elements of G(s) do not have s0 as a pole.
If P(s) ∈ F[s]m×n, rank P(s) = r, then ψi(s) = 1, i = 1, . . . , r, that is, P(s) is equivalent to a polynomial
matrix with the form:
S(s) =
[
Diag (α1(s), . . . ,αr(s)) 0
0 0
]
.
The matrix function S(s) is called the Smith form of P(s). The monic polynomials α1(s)| · · · |αr(s), which
are uniquely determined by P(s), are called the invariant factors of P(s). Therefore, a polynomial matrix
does not have ﬁnite poles and the roots of αi(s), i = 1, . . . , r, are the ﬁnite zeros of P(s).
In the sequel deg(·) stands for “degree of” and gcd for “the monic greatest common divisor”.
3. Local Wiener–Hopf equivalence
Let π(s) ∈ F[s] be a monic irreducible polynomial in F[s], (π(s)) the ideal generated by π(s) and
S = F[s] \ (π(s)) the multiplicative subset of F[s]whose elements are coprime with π(s). We denote by
Fπ (s) the quotient ring of F[s] by S; i.e., S−1F[s]:
Fπ (s) =
{
p(s)
q(s)
: p(s), q(s) ∈ F[s] and gcd(q(s),π(s)) = 1
}
.
It is well known [4], that Fπ (s) is a local ring and it is called the local ring of F[s] at (π(s)). The units of
Fπ (s) are the rational functions u(s) = p(s)q(s) such that gcd(p(s),π(s)) = 1 and gcd(q(s),π(s)) = 1. Conse-
quentially
Fπ (s) =
{
u(s)π(s)d : u(s) is a unit and d  0
}
∪ {0}.
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ForM ⊆ Specm(F[s]) let FM(s) =
⋂
(π(s))∈M Fπ (s). Thus
FM(s) =
{
p(s)
q(s)
: p(s), q(s) ∈ F[s] and gcd(q(s),π(s)) = 1 ∀(π(s)) ∈ M
}
.
The units in FM(s) are the rational functions u(s) = p(s)q(s) such that for all ideals (π(s)) ∈ M, gcd(p(s),
π(s)) = 1 and gcd(q(s),π(s)) = 1.
Mmaybe the empty set. In such a casewewill agree thatF∅(s) = F(s), the ﬁeld of rational functions.
Asusual, ifM ⊆ Specm(F[s]) amatrixU(s) is invertible inFM(s)m×m ifU(s) ∈ FM(s)m×m and its deter-
minant is a unit in FM(s). Of course, a matrix U(s) ∈ FM(s)m×m ∩ Fpr(s)m×m is invertible in FM(s)m×m ∩
Fpr(s)m×m if its determinant is a unit in both rings, FM(s) and Fpr(s).
Deﬁnition 3.1. LetM ⊆ Specm(F[s]). A rationalmatrix G(s) ∈ F(s)m×n will be said to have no zeros and
no poles inM if its invariant rational functions are units in FM(s).
Taking into account Remark 2.1, a non-singular matrix G(s) ∈ F(s)m×m has no zeros and no poles in
M if and only if G(s) is invertible in FM(s)
m×m.
Deﬁnition 3.2. Let M and M′ be subsets of Specm(F[s]) such that M ∪ M′ = Specm(F[s]). Let G1(s),
G2(s) ∈ F(s)m×m be two non-singular rational matrices with no zeros and no poles in M ∩ M′. The
matrices G1(s),G2(s) are said to be left Wiener–Hopf equivalent with respect to (M,M
′) if there exist
both UM(s) invertible in FM(s)
m×m and UM′ (s) invertible in FM′ (s)m×m ∩ Fpr(s)m×m such that
G2(s) = UM′ (s)G1(s)UM(s).
This is, in fact, an equivalence relation as it is easily seen. It would be an equivalence relation even
if no condition about the union and intersection of M and M′ were imposed. It will be seen later on
that these conditions are natural assumptions for the existence of unique diagonal representatives in
each class.
The right Wiener–Hopf equivalence with respect to (M,M′) is deﬁned in a similar manner: there are
invertible matrices UM(s) in FM(s)
m×m and UM′ (s) in FM′ (s)m×m ∩ Fpr(s)m×m such that
G2(s) = UM(s)G1(s)UM′ (s).
In the following only the left Wiener–Hopf equivalence will be considered, but, by transposition, all
results hold for the right Wiener–Hopf equivalence as well.
There is a particular case that is worth-considering: If M = Specm(F[s]) and M′ = ∅, the invertible
matrices in F∅(s)m×m ∩ Fpr(s)m×m are the biproper matrices and the invertible matrices in FSpecm(F[s])
(s)m×m are the unimodular matrices. In this case, the left Wiener–Hopf equivalence with respect to
(M,M′) = (Specm(F[s]), ∅) is the so-called left Wiener–Hopf equivalence at inﬁnity (see [8]). Since
M = Specm(F[s]) this equivalence will be called left global Wiener–Hopf equivalence.
The aimof this section is to obtain a complete systemof invariants for theWiener–Hopf equivalence
with respect to (M,M′) of rational matrices, and to obtain, if possible, a canonical form. We will deal
with polynomial matrices. The case of rational matrices can be built on the polynomial one and it is
included as an appendix.
The ﬁrst result says that any non-singular polynomial matrix P(s) ∈ F[s]m×m is left Wiener–Hopf
equivalent at inﬁnity (or left global Wiener–Hopf equivalent) to a diagonal matrix Diag(sk1 , . . . , skm )
where the integers k1, . . . , km are the column degrees of any column proper matrix right equivalent to
P(s). These are the basic objects that will produce the complete system of invariants. They are called
the left Wiener–Hopf factorization indices at inﬁnity [8]. We include a short proof for completeness.
Lemma 3.3. Let P(s) ∈ F[s]m×m beanon-singular polynomialmatrix. There exist both aunimodularmatrix
U(s) ∈ F[s]m×m and a biproper matrix B(s) ∈ Fpr(s)m×m such that
P(s) = B(s)Diag(sk1 , . . . , skm )U(s),
where k1  · · · km are nonnegative integers uniquely determined by P(s).
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Proof. Let P(s) ∈ F[s]m×m be a non-singular polynomial matrix. There exists a unimodular matrix
V(s) ∈ F[s]m×m (see [8,15,18]) such that P(s)V(s) is column proper with k1, . . . , km the degrees of
the columns of P(s)V(s). These column degrees are uniquely determined by P(s), although V(s) is
not (see [8,15, p. 388]). Since P(s)V(s) is column proper, it can be written as (see [15]) P(s)V(s) =
PcD(s) + L(s) with Pc non-singular, D(s) = Diag(sk1 , . . . , skm ) and the degree of the ith column of L(s)
smaller than ki, 1 i  m. Then P(s)V(s) = (Pc + L(s)D(s)−1)D(s). Put B(s) = Pc + L(s)D(s)−1. Since Pc
is non-singular and L(s)D(s)−1 is a strictly propermatrix,B(s) is biproper, and P(s) = B(s)D(s)U(s)where
U(s) = V(s)−1. The uniqueness of k1, …, km is a consequence of [8, Theorem 3.3] or it can be proved as
follows: If P(s) = B(s)D(s)U(s) with B(s) biproper, U(s) unimodular and D(s) = Diag(sk1 , . . . , skm ) then
B(s)D(s) is polynomial. It is easily seen that under these conditions B(s) = Q + H(s)D(s)−1 with Q
invertible, H(s) polynomial and H(s)D(s)−1 strictly proper. Hence P(s)U(s)−1 = QD(s) + H(s) and so
k1, …, km are the degrees of the column proper matrix P(s)U(s)
−1 which are uniquely determined by
P(s). 
The previous lemma ensures that the columndegrees of any columnpropermatrix right equivalent
to P(s) are its left Wiener–Hopf factorization indices at inﬁnity; and these indices form a complete
system of invariants for the left Wiener–Hopf equivalence with respect to (M,M′) = (Specm(F[s]), ∅).
The left Wiener–Hopf factorization indices at inﬁnity can be used to associate a sequence of
nonnegative integers with every non-singular polynomial matrix and every M ⊆ Specm(F[s]). This
is done as follows (see [3]): If α(s) ∈ F[s] is a non-constant polynomial whose prime factorization,
α(s) = α1(s)d1 · · ·αm(s)dm , satisﬁes (αi(s)) ∈ M for all i, then α(s) is said to factorize in M. If a non-
constant polynomial factorizes inM then it also factorizes in every subset of Specm(F[s]) that contains
M. Wewill consider that the only polynomials that factorize inM = ∅ are the constants. Therefore, the
constant polynomials factorize in every subset of Specm(F[s]). Notice that a polynomial α(s) factorizes
inM if and only if it is a unit in FSpecm(F[s])\M(s). Now, if P(s) ∈ F[s]m×m then it can always be written as
P(s) = P1(s)Q (s) such that det P1(s) factorizes inM and detQ (s) factorizes in Specm(F[s]) \ M (consider
the Smith normal form of P(s) and split the diagonal elements into two factors, one factorizing in
M and the other in Specm(F[s]) \ M). There may be many factorizations of this type, but it turns out
(see [3, Proposition 3.2]) that the left factor in all of them are right equivalent. This means that if
P(s) = P1(s)Q1(s) = P2(s)Q2(s)with det P1(s), det P2(s) factorizing inM and detQ1(s), detQ2(s) factoriz-
ing in Specm(F[s]) \ M then there is a unimodularmatrixU(s) such that P1(s) = P2(s)U(s). In particular,
P1(s) and P2(s) have the same left Wiener–Hopf factorization indices at inﬁnity. Thus the following
definition makes sense:
Deﬁnition 3.4. Let P(s) ∈ F[s]m×m be a non-singular polynomial matrix and M ⊆ Specm(F[s]). Let
P1(s),Q (s) ∈ F[s]m×m be polynomial matrices such that:
(i) P(s) = P1(s)Q (s),
(ii) det P1(s) factorizes inM, and
(iii) detQ (s) factorizes in Specm(F[s]) \ M.
Then the left local Wiener–Hopf factorization indices of P(s) with respect to M are deﬁned to be the
left Wiener–Hopf factorization indices of P1(s) at inﬁnity.
In the particular case that M = Specm(F[s]), we can put P1(s) = P(s) and Q (s) = Im. Therefore, the
left local Wiener–Hopf factorization indices of P(s) with respect to Specm(F[s]) are the left Wiener–
Hopf factorization indices of P(s) at inﬁnity. Thus, the leftWiener–Hopf factorization indices at inﬁnity
will be also called left global Wiener–Hopf factorization indices.
For the invariant factors of P(s) we have a similar situation.
Deﬁnition 3.5. Let P(s), P1(s) and Q (s) be as in Definition 3.4. We deﬁne the local invariant factors of
P(s) with respect toM to be the invariant factors of P1(s).
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We prove now that the Wiener–Hopf equivalence with respect to (M,M′) can be characterized
through the left local Wiener–Hopf factorization indices with respect toM.
Theorem 3.6. Let M,M′ ⊆ Specm(F[s]) be such that M ∪ M′ = Specm(F[s]). Let P1(s), P2(s) ∈ F[s]m×m
be two non-singular polynomial matrices with no zeros in M ∩ M′. The matrices P1(s) and P2(s) are left
Wiener–Hopf equivalent with respect to (M,M′) if and only if P1(s) and P2(s) have the same left local
Wiener–Hopf factorization indices with respect to M.
Proof. Assume that P1(s), P2(s)have the same left localWiener–Hopf factorization indiceswith respect
toM, k1  · · · km. We can write
P1(s) = P′1(s)Q1(s), P2(s) = P′2(s)Q2(s)
with det P′
1
(s) and det P′
2
(s) factorizing in M \ M′ (recall that P1(s) and P2(s) have no zeros in M ∩ M′)
and detQ1(s) and detQ2(s) factorizing inM
′ \ M.
By definition P1(s) and P2(s)have the same left localWiener–Hopf factorization indiceswith respect
to M if and only if P′
1
(s) and P′
2
(s) have the same left global Wiener–Hopf factorization indices. This
means that there exist matrices B(s) ∈ Fpr(s)m×m, biproper, and U(s) ∈ F[s]m×m, unimodular, such that
P′2(s) = B(s)P′1(s)U(s). (1)
We aim to prove that B(s) is invertible in FM′ (s)m×m. From (1)
B(s) = P′2(s)(P′1(s)U(s))−1 = P′2(s)
Adj(P′
1
(s)U(s))
det(P′
1
(s)U(s))
.
Since det(P′
1
(s)U(s)) factorizes in M \ M′, the denominators of the entries in B(s) factorize in M \ M′.
This means that B(s) ∈ FM′ (s)m×m ∩ Fpr(s)m×m. But det B(s) = det P′2(s) · det(P′1(s)U(s))−1 and all these
determinants factorize inM \ M′. Hence det B(s) is a unit in FM′ (s)m×m as desired.
Now, ifUM(s) = Q1(s)−1U(s)Q2(s) thenUM(s) is invertible inFM(s)m×m becausedetQ1(s)anddetQ2(s)
factorize inM′ \ M. Therefore, P1(s) and P2(s) are left Wiener–Hopf equivalent with respect to (M,M′).
Conversely, let UM′ (s) be an invertible matrix in FM′ (s)m×m ∩ Fpr(s)m×m and UM(s) an invertible
matrix in FM(s)
m×m such that
P1(s) = UM′ (s)P2(s)UM(s). (2)
SinceM ∪ M′ = Specm(F[s]) andUM′ (s) is inFM′ (s)m×m its entries are rational functionswhose denom-
inators factorize in M \ M′. Let d′(s) be the monic least common denominator of all entries in UM′ (s).
So d′(s) factorizes inM \ M′ and
d′(s)UM′ (s) = R(s)
with R(s) a polynomialmatrixwhose determinant is a unit inFM′ (s). That is to say, det R(s) = d′(s)m det
UM′ (s) factorizes inM \ M′.
In the same way, UM(s) is in FM(s)
m×m and its entries are rational functions whose denomina-
tors factorize in M′ \ M. If d(s) is the monic least common denominator of its entries, d(s) factorizes
in M′ \ M and d(s)UM(s) = N(s) is a polynomial matrix whose determinant is a unit in FM(s); i.e.,
detN(s) = d(s)m detUM(s) factorizes inM′ \ M.
Now, from (2)
d(s)d′(s)P1(s) = R(s)P2(s)N(s).
Recall that P1(s) = P′1(s)Q1(s) and P2(s) = P′2(s)Q2(s) such that det P ′1(s), det P′2(s) factorize in M and
detQ1(s), detQ2(s) factorize in Specm(F[s]) \ M. Put P(s) = d(s)d′(s)P1(s) = R(s)P2(s)N(s). Hence, P(s) is
a polynomial matrix and
P(s) = d(s)d′(s)P′1(s)Q1(s) = R(s)P′2(s)Q2(s)N(s).
If P1(s) = d′(s)P′1(s), Q1(s) = d(s)Q1(s), P2(s) = R(s)P′2(s) and Q2(s) = Q2(s)N(s), then:
(i) P(s) = P1(s)Q1(s) = P2(s)Q2(s),
1706 A. Amparan et al. / Linear Algebra and its Applications 430 (2009) 1700–1722
(ii) det P1(s), det P2(s) factorize inM, and
(iii) detQ1(s), detQ2(s) factorize in Specm(F[s]) \ M.
Then P1(s) and P2(s) are right equivalent (see the remark previous to Definition 3.4 or [3, Proposition
3.2]). So, there exists a unimodular matrix U(s) such that
P1(s) = P2(s)U(s).
Equivalently, d′(s)P′
1
(s) = R(s)P′
2
(s)U(s), P′
1
(s) = R(s)
d′(s)P
′
2
(s)U(s), and
P′1(s) = UM′ (s)P′2(s)U(s).
Since UM′ (s) is biproper and U(s) is unimodular P
′
1
(s), P′
2
(s) have the same left globalWiener–Hopf fac-
torization indices. Consequentially, P1(s) and P2(s) have the same left local Wiener–Hopf factorization
indices with respect toM. 
In conclusion, for non-singular polynomial matrices with no zeros in M ∩ M′ the left local Wie-
ner–Hopf factorization indices with respect to M form a complete system of invariants for the left
Wiener–Hopf equivalence with respect to (M,M′) withM ∪ M′ = Specm(F[s]).
A straightforward consequence of the above theorem is
Corollary 3.7. LetM,M′ ⊆ Specm(F[s]) be such thatM ∪ M′ = Specm(F[s]). Let P1(s), P2(s) ∈ F[s]m×m be
non-singular polynomialmatriceswithno zeros inM ∩ M′.ThenP1(s)andP2(s)are leftWiener–Hopf equiv-
alent with respect to (M,M′) if and only if for any factorizations P1(s) = P˜1(s)Q1(s) and P2(s) = P˜2(s)Q2(s)
satisfying the conditions (i)–(iii) of Definition 3.4, P˜1(s) and P˜2(s) are left global Wiener–Hopf equivalent.
Next we deal with the problem of factorizing or reducing a polynomial matrix to diagonal form
by Wiener–Hopf equivalence. It will be shown that if there exists in M an ideal generated by a monic
irreduciblepolynomialofdegreeequal to1which isnot inM′, thenanynon-singularpolynomialmatrix,
with no zeros inM ∩ M′ admits a factorizationwith respect to (M,M′). Afterwards, some exampleswill
be given in which these conditions onM andM′ are removed and factorization fails to exist.
Theorem 3.8. Let M,M′ ⊆ Specm(F[s]) be such that M ∪ M′ = Specm(F[s]). Assume that there are ideals
in M \ M′ generated by linear polynomials. Let (s − a) be any of them and P(s) ∈ F[s]m×m a non-singular
matrix with no zeros in M ∩ M′. There exist both UM(s) invertible in FM(s)m×m and UM′ (s) invertible in
FM′ (s)m×m ∩ Fpr(s)m×m such that
P(s) = U(M′ (s)Diag((s − a)k1 , . . . , (s − a)km )UM(s),
where k1  · · · km are nonnegative integers uniquely determined by P(s). Moreover, they are the left
local Wiener–Hopf factorization indices of P(s) with respect to M.
Proof. Let α1(s), . . . ,αm(s) and k1, . . . , km be the local invariant factors and the left local Wiener–Hopf
factorization indices, respectively, of P(s) with respect to M. P(s) can be written as P(s) = P1(s)Q (s)
with
det P1(s) = c1α1(s) · · ·αm(s), (3)
c1 a nonzero constant, and detQ (s) factorizing in Specm(F[s]) \ M = M′ \ M. As k1, . . . , km are the left
globalWiener–Hopf factorization indices of P1(s), by Lemma3.3, there existmatricesU(s), unimodular,
and B1(s) ∈ Fpr(s)m×m, biproper, such that
P1(s) = B1(s)D1(s)U(s) (4)
with D1(s) = Diag(sk1 , . . . , skm ). Put
D(s) = Diag((s − a)k1 , . . . , (s − a)km )
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and
U(M′ (s) = B1(s)Diag
(
sk1
(s − a)k1 , . . . ,
skm
(s − a)km
)
.
Then
P1(s) = U(M′ (s)D(s)U(s).
If UM(s) = U(s)Q (s) then this matrix is invertible in FM(s)m×m and P(s) = UM′ (s)Diag((s − a)k1 , . . . , (s −
a)km )UM(s). We only have to prove that UM′ (s) is invertible in FM′ (s)m×m ∩ Fpr(s)m×m. It is clear that
UM′ (s) is in Fpr(s)m×m and biproper. If we write
U(M′ (s) = P1(s)(D(s)U(s))−1,
then we can proceed as in the ﬁrst part of the proof of Theorem 3.6 to prove that UM′ (s) is invertible
in FM′ (s)m×m.
We prove now the uniqueness of the factorization. Assume that P(s) also factorizes as
P(s) = U˜(M′ (s)Diag((s − a)k˜1 , . . . , (s − a)k˜m )U˜M(s)
with k˜1  · · · k˜m positive and/or negative integers. Then
Diag((s − a)k˜1 , . . . , (s − a)k˜m ) = U˜M′ (s)−1UM′ (s)Diag((s − a)k1 , . . . , (s − a)km )
× UM(s)U˜M(s)−1.
The matrix on the left-hand side of the equality may not be polynomial. So we multiply both sides of
the equality by (s − a)d where d = max{0,−k˜m}. Therefore
Diag((s − a)k˜1+d, . . . , (s − a)k˜m+d)
= U˜M′ (s)−1UM′ (s)Diag((s − a)k1+d, . . . , (s − a)km+d)UM(s)U˜M(s)−1.
The diagonal matrices have no zeros in M ∩ M′ (because (s − a) ∈ M \ M′) and they are left Wiener–
Hopf equivalent with respect to (M,M′). By Theorem 3.6, they have the same left local Wiener–Hopf
factorization indices with respect toM. Thus, k˜i = ki for all i = 1, . . . ,m. 
Following [6] we could call left Wiener–Hopf factorization indices with respect to (M,M′) the expo-
nents k1  · · · km appearing in the diagonal matrix of Theorem 3.8. They are, actually, the left local
Wiener–Hopf factorization indices with respect toM.
Several examples follow that exhibit some remarkable features about the results that have been
proved so far. The ﬁrst example shows that if no assumption is made on the intersection and/or union
ofM andM′ then existence and/or uniqueness of diagonal factorization may fail to exist.
Example 3.9. • If P(s) ∈ F[s]m×m has zeros in M ∩ M′ then the existence of UM(s), a unit in FM(s)m×m,
and UM′ (s), a unit in FM′ (s)m×m ∩ Fpr(s)m×m, such that P(s) = UM′ (s)Diag((s − a)k1 , . . . , (s − a)km )UM(s)
with (s − a) ∈ M \ M′ may fail. In fact, suppose thatM = {(s), (s + 1)},M′ = SpecmF[s] \ {(s)}. Therefore,
M ∩ M′ = {(s + 1)} and (s) ∈ M \ M′. Consider p1(s) = s + 1. Assume that s + 1 = uM′ (s)skuM(s) with
uM′ (s) a unit in FM′ (s) ∩ Fpr(s) and uM(s) a unit in FM(s). Thus, uM′ (s) = c a nonzero constant and
uM(s) = 1c s+1sk which is not a unit in FM(s).
• IfM ∪ M′ /= SpecmF[s] then the factorization indices with respect to (M,M′) may be not unique.
Suppose that (β(s)) /∈ M ∪ M′, (π(s)) ∈ M \ M′ with deg(π(s)) = 1 and p(s) = uM′ (s)π(s)kuM(s), with
uM′ (s) a unit in FM′ (s) ∩ Fpr(s) and uM(s) a unit in FM(s). Then p(s) can also be factorized as p(s) =
u˜M′ (s)π(s)k−deg(β(s))u˜M(s) with u˜M′ (s) = uM′ (s) π(s)deg(β(s))β(s) a unit in FM′ (s) ∩ Fpr(s) and u˜M(s) = β(s)uM(s)
a unit in FM(s).
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The following example shows that if all ideals generated by polynomials of degree equal to one are
inM′ \ M then a factorization as in Theorem 3.8 may not exist.
Example 3.10. Suppose thatF = R theﬁeldof the realnumbers.ConsiderM = {(s2 + 1)} ⊆ Specm(R[s])
andM′ = Specm(R[s]) \ {(s2 + 1)}. Let
P(s) =
[
s 0
−s2 (s2 + 1)2
]
.
Notice that P(s) has no zeros inM ∩ M′ = ∅.Wewill see that it is not possible to ﬁnd invertiblematrices
UM′ (s) ∈ RM′ (s)2×2 ∩ Rpr(s)2×2 and UM(s) ∈ RM(s)2×2 such that
UM′ (s)P(s)UM(s) = Diag((p(s)/q(s))c1 , (p(s)/q(s))c2 ).
We can write p(s)q(s) = u(s)(s2 + 1)a with u(s) a unit in RM(s) and a ∈ Z. Therefore
Diag((p(s)/q(s))c1 , (p(s)/q(s))c2 ) = Diag((s2 + 1)ac1 , (s2 + 1)ac2 )Diag(u(s)c1 ,u(s)c2 ).
Diag(u(s)c1 ,u(s)c2 ) is invertible in RM(s)
2×2 and P(s) is also left Wiener–Hopf equivalent with respect
to (M,M′) to the diagonal matrix Diag((s2 + 1)ac1 , (s2 + 1)ac2 ).
Assume that there are invertible matrices UM′ (s) ∈ RM′ (s)2×2 ∩ Rpr(s)2×2 and UM(s) ∈ RM(s)2×2
such thatUM′ (s)P(s)UM(s)=Diag((s2 + 1)d1 , (s2 + 1)d2 ),withd1d2 integers.Noticeﬁrst thatdetUM′ (s)
is a nonzero constant and since det P(s) = s(s2 + 1)2 and detUM(s) is a rational function with numera-
tor and denominator relatively prime with s2 + 1, it follows that cs(s2 + 1)2 detUM(s) = (s2 + 1)d1+d2 .
Thus, d1 + d2 = 2. Let
UM′ (s)
−1 =
[
b11(s) b12(s)
b21(s) b22(s)
]
, UM(s) =
[
u11(s) u12(s)
u21(s) u22(s)
]
.
From P(s)UM(s) = UM′ (s)−1Diag((s2 + 1)d1 , (s2 + 1)d2 ) we get
su11(s) = b11(s)(s2 + 1)d1 , (5)
− s2u11(s) + (s2 + 1)2u21(s) = b21(s)(s2 + 1)d1 , (6)
su12(s) = b12(s)(s2 + 1)d2 , (7)
− s2u12(s) + (s2 + 1)2u22(s) = b22(s)(s2 + 1)d2 . (8)
As u11(s) ∈ RM(s) and b11(s) ∈ RM′ (s) ∩ Rpr(s), we can write u11(s) = f1(s)g1(s) and b11(s) =
h1(s)
(s2+1)q1 with
f1(s), g1(s),h1(s) ∈ R[s], gcd(g1(s), s2 + 1) = 1 and deg(h1(s)) 2q1. Therefore, by (5), s f1(s)g1(s) =
h1(s)
(s2+1)q1 (s
2 + 1)d1 . Hence, u11(s) = f1(s) or u11(s) = f1(s)s . In the sameway and using (7), u12(s) = f2(s) or
u12(s) = f2(s)s with f2(s) a polynomial. Moreover, by (7), d2 must be nonnegative. Hence, d1  d2  0.
Usingnow (6) and (8) andbearing inmindagain thatu21(s),u22(s) ∈ RM(s) and b21(s), b22(s) ∈ RM′ (s) ∩
Rpr(s), we conclude that u21(s) and u22(s) are polynomials.
We can distinguish two cases: d1 = 2, d2 = 0 and d1 = d2 = 1. If d1 = 2 and d2 = 0, by (7), b12(s)
is a polynomial and since b12(s) is proper, it is constant: b12(s) = c1. Thus u12(s) = c1s . By (8), b22(s) =
−c1s + (s2 + 1)2u22(s). Since u22(s) is polynomial and b22(s) is proper, b22(s) is also constant and then
u22(s) = 0 and c1 = 0. Consequentially, b22(s) = 0, and b12(s) = 0. This is impossible because UM′ (s) is
invertible.
If d1 = d2 = 1 then, using (6)
b21(s) = −s
2u11(s) + (s2 + 1)2u21(s)
s2 + 1
= −s
2 b11(s)
s (s
2 + 1) + (s2 + 1)2u21(s)
s2 + 1
= −sb11(s) + (s2 + 1)u21(s)
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= −s h1(s)
(s2 + 1)q1 + (s
2 + 1)u21(s)
= −sh1(s) + (s
2 + 1)q1+1u21(s)
(s2 + 1)q1 .
Notice that deg(−sh1(s)) 1 + 2q1 and deg((s2 + 1)q1+1u21(s)) = 2(q1 + 1) + deg(u21(s)) 2q1 + 2
unless u21(s) = 0. Hence, if u21(s) /= 0, deg(−sh1(s) + (s2 + 1)q1+1u21(s)) 2q1 + 2 which is greater
than deg((s2 + 1)q1 ) = 2q1. This cannot happen because b21(s) is proper. Thus, u21(s) = 0. In the same
way and reasoning with (8) we get that u22(s) is also zero. This is again impossible because UM(s) is
invertible. Therefore, no left Wiener–Hopf factorization of P(s) with respect to (M,M′) exits.
We end this section with an example where the left local Wiener–Hopf factorization indices of the
matrix polynomial in the previous example are computed. Then an ideal generated by a polynomial
of degree 1 is added toM and the Wiener–Hopf factorization indices of the same matrix are obtained
in two different cases.
Example 3.11. Let F = R andM = {(s2 + 1)}. Consider the matrix
P(s) =
[
s 0
−s2 (s2 + 1)2
]
,
which has a zero at 0. It can be written as P(s) = P1(s)P2(s) with
P1(s) =
[
1 0
−s (s2 + 1)2
]
, P2(s) =
[
s 0
0 1
]
, (9)
where the invariant factors of P1(s) are powers of s
2 + 1 and the invariant factors of P2(s) are relatively
prime with s2 + 1. Moreover, the left global Wiener–Hopf factorization indices of P1(s) are 3, 1 (add
the ﬁrst column multiplied by s3 + 2s to the second column; the result is a column proper matrix
with column degrees 1 and 3). Therefore, the left local Wiener–Hopf factorization indices of P(s) with
respect toM are 3, 1.
Considernow M˜ = {(s2 + 1), (s)}and M˜′ = Specm(R[s]) \ M˜. ThereexistsaunimodularmatrixU(s) =[
1 s2 + 2
0 1
]
, which is invertible in RM˜(s)
2×2, such that
P(s)U(s) =
[
s s3 + 2s
−s2 1
]
is column proper with column degrees 3 and 2. We can write
P(s)U(s) =
[
0 1
−1 0
][
s2 0
0 s3
]
+
[
s 2s
0 1
]
= B(s)
[
s2 0
0 s3
]
,
where B(s) is the following biproper matrix:
B(s) =
[
0 1
−1 0
]
+
[
s 2s
0 1
][
s−2 0
0 s−3
]
=
[
1
s
s2+2
s2
−1 1
s3
]
.
Moreover, the denominators of its entries are powers of s and det B(s) = (s2+1)2
s4
. Therefore, B(s) is
invertible inRM˜′ (s)
2×2 ∩ Rpr(s)2×2. Since B(s)−1P(s)U(s) = Diag(s2, s3), the left localWiener–Hopf fac-
torization indices of P(s) with respect to M˜ are 3, 2.
If M˜ = {(s2 + 1), (s − 1)}, for example, a similar procedure shows that P(s) has 3, 1 as left local Wie-
ner–Hopf factorization indices with respect to M˜; the same indices as with respect to M. The reason
is that s − 1 is not a divisor of det P(s) and so P(s) = P1(s)P2(s) with P1(s) and P2(s) as in (9) and P1(s)
factorizing in M˜.
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Remark 3.12. It must be noticed that a procedure has been given to compute, at least theoretically,
the left Wiener–Hopf factorization indices of any polynomial matrix with respect to any subset M
of Specm(F[s]). In fact, given P(s) and M, write P(s) = P1(s)P2(s) with det P1(s) factorizing in M and
det P2(s) in Specm(F[s]) \ M. The left Wiener–Hopf factorization indices of P(s) with respect to M
are the column degrees of any column proper matrix right equivalent to P1(s). Free and commercial
software exists that compute such column degrees.
4. A local Brunovsky-like reduced form
Asanapplicationof the resultsof theprevious section,wecanobtaina reduced formofacontrollable
system under feedback equivalence where its local structure is reﬂected. For simplicity in the main
results we considerM = (π(s)).
We ﬁrst introduce the basic facts about linear systems that will be used. Consider the linear time-
invariant system with control
() x˙(t) = Ax(t) + Bu(t),
where A and B are n × n and n × m real or complex matrices. In this section, we deal with algebraic
properties of this type of systems which come from the structure of the matrices A and B and which
are also valid for matrices with elements in an arbitrary ﬁeld F. In this way the properties studied
hereafter will apply also over discrete systems
() x(k + 1) = Ax(k) + Bu(k).
Either of these systems will be identiﬁed with the pair of matrices (A,B).
Throughout this sectionwewill assume that system () is controllable. The classical algebraic char-
acterization of controllability is rank
[
B AB · · · An−1B
] = n. Let k1  · · · km  0 be the control-
lability indices of (A,B) (see [15] for a definition) and recall that two controllable pairs (A1,B1), (A2,B2)
are feedback equivalent if there are invertible matrices T and Q and a matrix R such that (A2,B2) =
(T−1(A1 + B1R)T , T−1B1Q ). It turns out that the controllability indices formacomplete systemof invari-
ants that characterize each orbit of controllable systems by the feedback group action. The so called
Brunovsky form is a canonical representative of each orbit:
Ac = Diag(L1, . . . , Lr), Bc =
[
Diag(H1, . . . ,Hr) 0
]
with
Li =
⎡⎢⎢⎢⎣
0 1 · · · 0
.
.
.
.
.
.
. . .
.
.
.
0 0 · · · 1
0 0 · · · 0
⎤⎥⎥⎥⎦ ∈ Fki×ki , Hi =
⎡⎢⎢⎢⎣
0
.
.
.
0
1
⎤⎥⎥⎥⎦ ∈ Fki×1, i = 1, . . . , r,
where k1  · · · kr > 0 are the nonzero controllability indices of the orbit.
There is close relationship between controllable systems andnon-singularmatrix polynomials. This
is as follows: The input-to-state behavior of a controllable system () is determined by its transfer
function matrix G(s) = (sIn − A)−1B. This is the matrix relating the Laplace transform of the output
y(t) = x(t) with the Laplace transform of the input u(t) for the initial condition x(0) = 0. The matrix
G(s), which is in Fpr(s)n×m, can be factorized in several ways. We are interested in the so called right
coprime factorizations (see [15]): If N(s) ∈ F[s]n×m and P(s) ∈ F[s]m×m, N(s)P(s)−1 is a right coprime
factorization of G(s) if G(s) = N(s)P(s)−1 and the only right common factors of N(s) and P(s) are uni-
modular matrices. Thus, for system () and any right coprime factorization of the transfer function
we have that (sIn − A)−1B = N(s)P(s)−1.
Most information about the asymptotic behavior of the solutions of system () is contained in
matrices A and P(s). This is why we call matrix P(s) a polynomial matrix representation of system ().
In other words, a polynomial matrix representation of () is any non-singular polynomial matrix P(s)
which is the denominator of a right coprime factorization of the transfer functionmatrix of the system.
In fact, P(s) and A have the same nontrivial invariant factors.
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There are many polynomial matrices representing the same system. If (A1,B1), (A2,B2) are control-
lable pairs and P1(s), P2(s) ∈ F[s]m×m are polynomial matrix representations of (A1,B1) and (A2,B2),
respectively, then there exists an invertible matrix T ∈ Fn×n such that (A2,B2) = (T−1A1T , T−1B1) (that
is, (A1,B1) and (A2,B2) are similar), if and only if there exists U(s) ∈ F[s]m×m unimodular such that
P2(s) = P1(s)U(s) (see [19]). Moreover, (A1,B1) and (A2,B2) are feedback equivalent if and only if
there exist matrices B(s) ∈ Fpr(s)m×m, biproper, and U(s) ∈ F[s]m×m, unimodular, such that P2(s) =
B(s)P1(s)U(s). Since the controllability indices are invariant for the feedback equivalence and the left
Wiener–Hopf indices at inﬁnity are invariant for the left Wiener–Hopf equivalence at inﬁnity, the
controllability indices of a controllable matrix pair coincide with the left Wiener–Hopf factorization
indices at inﬁnity of anypolynomialmatrix representationof thepair. This relation alsooccurs between
the local controllability indicesofacontrollablematrixpair and the left localWiener–Hopf factorization
indices of any polynomial matrix representation of the pair (see [2, Proposition 3.4]). We recall the
definition of the local controllability indices of a controllable pair (A,B)with respect to π(s) given in [2].
Deﬁnition 4.1. Let π(s) ∈ F[s] be amonic irreducible polynomial and let (A,B) ∈ Fn×n × Fn×m be a con-
trollable pair such that det(sIn − A) = π(s)dβ(s), gcd(π(s),β(s)) = 1, deg(π(s)d) = n1, and deg(β(s)) =
n2. Let c1, . . . , cm be nonnegative integers such that c1  · · · cm. These numbers are called the local
controllability indices of (A,B) with respect to π(s) if there exist controllable matrix pairs (A1,B1) ∈
Fn1×n1 × Fn1×m and (A2,B2) ∈ Fn2×n2 × Fn2×m such that:
(i) (A,B) is similar to
([
A1 0
0 A2
]
,
[
B1
B2
])
,
(ii) the invariant factors of sIn1 − A1 are powers of π(s),
(iii) the invariant factors of sIn2 − A2 are relatively prime with π(s), and
(iv) c1, . . . , cm are the controllability indices of the pair (A1,B1).
Notice that if det(sIn − A) = π1(s)d1 · · ·πt(s)dt with πi(s) different monic irreducible polynomials,
then (A,B) is similar to
⎛⎝⎡⎣A1 . . .
At
⎤⎦ ,
⎡⎣B1..
.
Bt
⎤⎦⎞⎠, where the invariant factors of sI − Aj are powers of
πj(s) and the global controllability indices of (Aj ,Bj) are the local controllability indices of (A,B) with
respect to πj(s), j = 1, . . . , t. In other words, Ai is a matrix of the restriction of A to the (generalized) root
subspace Ker πi(A)
d′
i where π1(s)
d′
1 · · ·πt(s)d′t is the minimal polynomial of A.
Recall that the knowledge of the elementary divisors of a matrix allows the reconstruction of its
invariant factors and viceversa. We would like to have a similar result for the controllability indices
of a controllable pair (A,B). That is to say, we would like to have a result saying that if det(sIn − A) =
π1(s)
d1 · · ·πt(s)dt and ci1  · · · cim are the local controllability indices of (A,B) with respect to πi(s),
then kj = c1j + · · · + ctj , 1 j  m are the global controllability indices of (A,B). Unfortunately it is not
true in general.
Example 4.2. Let (A,B) be a controllable pair for which
P(s) =
[
s2 0
s s2(s + 1)2
]
is a polynomial matrix representation. The left global Wiener–Hopf factorization indices of P(s) are
4, 2. Moreover, the left localWiener–Hopf factorization indices of P(s)with respect to s are 2, 2 and the
left local Wiener–Hopf factorization indices of P(s) with respect to s + 1 are 1, 1. Therefore, the global
controllability indices of (A,B) are 4, 2, the local controllability indices of (A,B)with respect to s are 2, 2
and the local controllability indices of (A,B) with respect to s + 1 are 1, 1. It is clear that the ith global
controllability index cannot be obtained as sum of the ith local controllability indices.
The most general result that we can exhibit is Theorem 4.4 below. First, we need some additional
notation and a lemma.
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If (a1, . . . , an) and (b1, . . . , bn) are two partitions of nonnegative integers such that a1  · · · an and
b1  · · · bn we say (see [14]) that (a1, . . . , an) ≺ (b1, . . . , bn) if
j∑
i=1
ai 
j∑
i=1
bi, j = 1, . . . ,n − 1,
n∑
i=1
ai =
n∑
i=1
bi.
Lemma 4.3. Let P(s), P1(s), P2(s) ∈ F[s]m×m be non-singular polynomial matrices such that P(s) = P1(s)
P2(s). Let k1, . . . , km and c1, . . . , cm be the left global Wiener–Hopf factorization indices of P(s) and P1(s),
respectively. Then there exists a unimodularmatrixU(s) ∈ F[s]m×m such that for someσ ∈ m (the symmet-
ric group of order m) kσ(1) − cσ(1), . . . , kσ(m) − cσ(m) are the left global Wiener–Hopf factorization indices
of U(s)P2(s).
Proof. Let α1(s)| · · · |αm(s) be the invariant factors of P2(s). By Lemma 4.2 in [2]
ci  ki, 1 i  m,
(k1 − c1, . . . , km − cm) ≺ (deg(αm(s)), . . . , deg(α1(s))).
Let σ ∈ m be such that kσ(1) − cσ(1)  · · · kσ(m) − cσ(m). Then, byusingRosenbrock’s pole placement
theorem in its polynomial form (see [16,1], for example), there exists amatrix A(s) ∈ F[s]m×m such that
kσ(1) − cσ(1), . . . , kσ(m) − cσ(m) are its left global Wiener–Hopf factorization indices and α1(s), . . . ,αm(s)
are its invariant factors. Since α1(s), . . . ,αm(s) are also the invariant factors of P2(s), there exist unimod-
ularmatricesU(s),V(s) ∈ F[s]m×m such thatU(s)P2(s) = A(s)V(s). Therefore,U(s)P2(s) has the same left
global Wiener–Hopf factorization indices as A(s). 
Theorem 4.4. Let P(s) ∈ F[s]m×m be such that det P(s) = aπ1(s)d1 · · ·πt(s)dt , where a is a nonzero con-
stant, πi(s) are different monic irreducible polynomials in F[s], 1 i  t, and let k1  · · · km be its left
global Wiener–Hopf factorization indices. Then there exist matrices P1(s), . . . , Pt(s) ∈ F[s]m×m such that
det Pi(s) = aiπi(s)di , ai a nonzero constant, 1 i  t, a =
∏t
i=1 ai and:
(i) P(s) = P1(s) · · · Pt(s),
(ii) if ci1, . . . , cim are the left globalWiener–Hopf factorization indices of Pi(s), 1 i  t, then there exist
σ2, . . . , σt ∈ m such that
kj = c1j +
t∑
i=2
ciσi(j), 1 j  m.
Moreover, the left global Wiener–Hopf factorization indices of P1(s) are the left local Wiener–Hopf factor-
ization indices with respect to π1(s) of P(s).
Proof. We shall prove this theorem by induction on t. If t = 1 it is trivial. So, assume that the theo-
rem holds for matrices whose determinants factorize into t − 1 irreducible factors at most. Let S(s) ∈
F[s]m×m be the Smith canonical formof P(s). Since det P(s) = aπ1(s)d1δ(s), with δ(s) =
∏t
i=2 πi(s)di , then
S(s) can be written as S(s) = D1(s)D2(s), where D1(s), D2(s) ∈ F[s]m×m are two diagonal polynomial
matrices with detD1(s) = π1(s)d1 and detD2(s) = δ(s). So there exist unimodular matrices U(s),V(s) ∈
F[s]m×m such that P(s) = U(s)D1(s)D2(s)V(s). Let P ′1(s) = U(s)D1(s) and let c11, . . . , c1m denote its left
global Wiener–Hopf factorization indices. Put P′
2
(s) = D2(s)V(s). Thus P(s) = P′1(s)P′2(s) and, by us-
ing Lemma 4.3, there exists a unimodular matrix W(s) ∈ F[s]m×m such that kσ(1) − c1σ(1), . . . , kσ(m) −
c1σ(m) are the left global Wiener–Hopf factorization indices ofW(s)P
′
2
(s), for some σ ∈ m. Let P1(s) =
P′
1
(s)W(s)−1 andQ (s) = W(s)P′
2
(s). ThenP(s) = P1(s)Q (s), det P1(s) = a1π1(s)d1 ,a1 /= 0,detQ (s) = bδ(s),
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b /= 0, a = a1b and c11, . . . , c1m are the left globalWiener–Hopf factorization indices ofP1(s). Hence, they
are the left local Wiener–Hopf factorization indices of P(s) with respect to π1(s). Let li = kσ(i) − c1σ(i),
1 i  m. Thus, if j = σ(i) and σ2 = σ−1, then kj = c1j + lσ2(j) for 1 j  m. Since detQ (s) = bδ(s)
and δ(s) = ∏ti=2 πi(s)di , by the induction hypothesis there exist t − 1matrices P2(s), . . . , Pt(s) ∈ F[s]m×m
such that Q (s) = P2(s) · · · Pt(s), for 2 i  t det Pi(s) = aiπi(s)di , ai /= 0, b = a2 · · · at and if ci1, . . . , cim
are the left global Wiener–Hopf factorization indices of Pi(s) then lj = c2j +
∑t
h=3 chσ ′h(j), 1 j  m,
σ ′
h
∈ m, 3 h t. Now, if σh = σ ′h ◦ σ2 for 3 h t, we have that kj = c1j + lσ2(j) = c1j + c2σ2(j) +∑t
h=3 chσ ′h(σ2(j)) = c1j +
∑t
i=2 ciσi(j), 1 j  m and σi ∈ m, 2 i  t. 
In the previous theorem we have factorized a polynomial matrix P(s) as product of matrices Pi(s)
where there exists a sum relation between the left global Wiener–Hopf factorization indices of P(s)
and the left global Wiener–Hopf factorization indices of the matrix factors. But unfortunately the
left global Wiener–Hopf factorization indices of the matrix factors are not the left local Wiener–Hopf
factorization indices of P(s). The next result proves that any non-singular polynomial matrix P(s) can
be written as a product of matrices whose left global Wiener–Hopf factorization indices are the left
local Wiener–Hopf factorization indices of P(s) but, in this case, these indices do not satisfy the sum
condition.
Proposition 4.5. Let P(s) ∈ F[s]m×m be such that det P(s) = aπ1(s)d1 · · ·πt(s)dt ,where a is a nonzero con-
stant and πi(s) are different monic irreducible polynomials in F[s]. Let ci1, . . . , cim be its left local Wie-
ner–Hopf factorization indices with respect to πi(s), 1 i  t. Then there exist matrices P1(s), . . . , Pt(s) ∈
F[s]m×m such that det Pi(s) = aiπi(s)di with ai a nonzero constant, a =
∏t
i=1 ai, Pi(s) has ci1, . . . , cim as left
global Wiener–Hopf factorization indices, 1 i  t, and P(s) = P1(s) · · · Pt(s).
Proof. Since det P(s) = aπ1(s)d1 · · ·πt(s)dt , there exist unimodular matrices U(s),V(s) ∈ F[s]m×m such
that P(s) = U(s)D1(s) · · ·Dt(s)V(s), where for i = 1, . . . , tDi(s) is a diagonal matrix in which the diagonal
elements are the elementary divisors of P(s) that are powers of πi(s). For any i = 2, . . . , t, P(s) can also
be written as
P(s) = U(s)Di(s)D1(s) · · ·Di−1(s)Di+1(s) · · ·Dt(s)V(s).
Therefore, ci1, . . . , cim are the left global Wiener–Hopf factorization indices of U(s)Di(s), i = 1, . . . , t. If
we write
P(s) = U(s)D1(s)U(s)−1U(s)D2(s) · · ·Dt−1(s)U(s)−1U(s)Dt(s)V(s)
and Pi(s) = U(s)Di(s)U(s)−1, i = 1, . . . , t − 1 and Pt(s) = U(s)Dt(s)V(s), the proposition follows. 
Now,wewant to give a similar result to Theorem4.4 for controllable pairs, that is, wewant to obtain
a sort of reduced local form of a given controllable pair with respect to the feedback equivalence. In
order to do so, we need the following result.
Lemma 4.6. Let
Ai =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 · · · 0
0 0 1 · · · 0
.
.
.
.
.
.
.
.
.
. . .
.
.
.
0 0 0 · · · 1
aini ai(ni−1) ai(ni−2) · · · ai1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
∈ Fni×ni (10)
be companionmatrices of somemonicpolynomials ai(s) = sni − ai1sni−1 − · · · − ai(ni−1)s − aini ∈ F[s], such
that they are pairwise relatively prime and bi = [0, . . . , 0, 1]T ∈ Fni×1, 1 i  t. Then
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⎛⎜⎜⎝
⎡⎢⎢⎣
A1
. . .
At
⎤⎥⎥⎦ ,
⎡⎢⎢⎣
b1
.
.
.
bt
⎤⎥⎥⎦
⎞⎟⎟⎠
is a controllable pair.
Proof. Put
A =
⎡⎢⎢⎣
A1
. . .
At
⎤⎥⎥⎦ ∈ Fn×n, b =
⎡⎢⎢⎣
b1
.
.
.
bt
⎤⎥⎥⎦ ∈ Fn×1,
where n = n1 + · · · + nt . Vector b can be written as b = e1 + · · · + et where ei = [0 · · · 0 bTi
0 · · · 0]T ∈ Fn×1. It is easy to see that theminimal polynomial of ei for A is ai(s), for i = 1, . . . , t. Since
thesepolynomials arepairwise relativelyprimeandusing [9, Lemmap.181], theminimalpolynomial of
b for A is a1(s) · · · at(s). Since the degree of this polynomial is equal to n, rank
[
b Ab · · · An−1b] =
n. 
We can now construct a reduced form of a controllable matrix pair feedback equivalent to a given
one (A,B) inwhich each controllability index can bewritten as a certain sumof the local controllability
indices of the reduced form. Notice that these local indices are not in general the local controllability
indices of the pair (A,B) because they are not invariant by feedback equivalence.
Theorem 4.7. Let F be an algebraically closed ﬁeld. Let (A,B) ∈ Fn×n × Fn×m be a controllable pair, k1 
· · · km its controllability indices and det(sIn − A) = (s − λ1)n1 · · · (s − λt)nt , with λi /= λj if i /= j. Then
for each λi there exist both a permutation of order m, σi ∈ m (σ1 = id), and a controllable matrix pair
(Ai,Bi) ∈ Fni×ni × Fni×m with controllability indices ci1  · · · cisi > 0 = cisi+1 = · · · = cim of the form
Ai = Diag(Li1, . . . , Lisi ) ∈ Fni×ni , (11)
where Lij ∈ Fcij×cij is the companion matrix, as in (10), of (s − λi)cij , 1 j  si and
Bi =
[
Diag(Hi1, . . . ,Hisi ) 0
]
Mi ∈ Fni×m, Hij = [0, . . . , 0, 1]T ∈ Fcij×1 (12)
with 1 j  si, where Mi is the permutation matrix of σi for 1 i  t, such that:
(i) (A,B) is feedback equivalent to the controllable pair⎛⎜⎜⎝
⎡⎢⎢⎣
A1
. . .
At
⎤⎥⎥⎦ ,
⎡⎢⎢⎣
B1
.
.
.
Bt
⎤⎥⎥⎦
⎞⎟⎟⎠ , and (13)
(ii) kj = c1j +
∑t
i=2 ciσ−1
i
(j)
, 1 j  m.
Moreover, the local controllability indices of (A,B) with respect to s − λ1 are c11, . . . , c1m.
Proof. LetP(s) ∈ F[s]m×m beapolynomialmatrix representationof (A,B). Thendet P(s) = a(s − λ1)n1 · · ·
(s − λt)nt and k1, . . . , km are the left global Wiener–Hopf factorization indices of P(s). By Theorem
4.4 there exist polynomial matrices P1(s), P2(s), . . . , Pt(s) ∈ F[s]m×m, det Pi(s) = ai(s − λi)ni , a =
∏t
i=1 ai,
such that:
(a) P(s) = P1(s)P2(s) · · · Pt(s),
(b) if ci1  · · · cisi > 0 = cisi+1 = · · · = cim are the left globalWiener–Hopf factorization indices of
Pi(s), then
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kj = c1j +
t∑
i=2
c
iσ−1
i
(j)
, σi ∈ m, 1 j  m, 1 i , t, and
(c) the left global Wiener–Hopf factorization indices of P1(s) are the left local Wiener–Hopf factor-
ization indices of P(s) with respect to s − λ1.
We can construct the matrices Ai and Bi as in (11) and (12), respectively, with the elements λi ∈ F,
the indices cij and the permutations σi. It is easily seen that the pairs (Ai,Bi) are controllable with
controllability indices ci1, . . . , cim. Now we are going to prove that the matrix pairs (A,B) and
(A,B) =
⎛⎜⎜⎝
⎡⎢⎢⎣
A1
. . .
At
⎤⎥⎥⎦ ,
⎡⎢⎢⎣
B1
.
.
.
Bt
⎤⎥⎥⎦
⎞⎟⎟⎠
are feedback equivalent.
Letk1  · · · kv > 0 = kv+1 = · · · = km.For j = v + 1, . . . ,mkj = 0; that is to say, c1j +
∑t
i=2 ciσ−1
i
(j)
=
0,whichmeans that c1j = 0 and ciσ−1
i
(j)
= 0, 2 i  t. Therefore, s1 + 1 j  m and si + 1 σ−1i (j)
m, 2 i  t. Thus, column j of B is equal to 0. Consequentially, them − v last columns of B are 0.
Let j = 1, . . . v. We denote by Lj = Diag(Li1σ−1i1 (j)
, . . . , L
iuσ
−1
iu
(j)
) the block diagonal matrix where the
blocks L
ihσ
−1
ih
(j)
∈ F
c
ihσ
−1
ih
(j)
×c
ihσ
−1
ih
(j)
are such that in the jth column of B their corresponding vector is
xjh = [0, . . . , 0, 1]T ∈ F
c
ihσ
−1
ih
(j)
×1
, 1 h u, 1 i1 < · · · < iu  t. We also denote by xj =
⎡⎢⎣xj1..
.
xju
⎤⎥⎦. Notice
that if i /= i1, . . . , iu then σi(1) /= j, . . . , σi(si) /= j. So si + 1 σ−1i (j) m, which implies ciσ−1
i
(j)
= 0 and
kj =
∑t
i=1 ciσ−1
i
(j)
= ∑uh=1 cihσ−1ih (j). This is the reason why Lj ∈ Fkj×kj and xj ∈ Fkj×1.
Nowwemake use of this notation and bymeans of permutationswe can bring thematrix pair (A,B)
to a pair of the form
QAQ−1 =
⎡⎢⎢⎣
L1
. . .
Lv
⎤⎥⎥⎦, QB =
⎡⎢⎢⎣
x1 · · · 0 0 · · · 0
.
.
.
. . .
.
.
.
.
.
.
. . .
.
.
.
0 · · · xv 0 · · · 0
⎤⎥⎥⎦,
whereQ ∈ Fn×n is non-singular. Let us see that thematrix pair (˜A, B˜) = (QAQ−1,QB) is controllable and
its controllability indices are k1, . . . , km. It should be noticed that since the structure of these matrices
is block diagonal, if we denote by bj the jth column of B˜, then
rank
[˜
B A˜B˜ · · · A˜n−1B˜
]
= rank
[
b1 · · · bv A˜b1 · · · A˜bv · · · A˜n−1b1 · · · A˜n−1bv
]
=
v∑
j=1
rank
[
bj A˜bj · · · A˜n−1bj
]
.
Now, using the Hamilton–Cayley Theorem (see [9]) and Lemma 4.6, we have that
rank
[
bj A˜bj · · · A˜n−1bj
]
= rank
[
xj Ljxj · · · Ln−1j xj
]
= rank
[
xj Ljxj · · · Lkj−1j xj
]
= kj ,
1 j  v.
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Consequentially, on the one hand
rank
[˜
B A˜B˜ · · · A˜n−1B˜
]
= k1 + · · · + kv = n.
Thus, (˜A, B˜) is controllable and so is (A,B). And on the other hand, in order to study the controllability
indices of this pairwe can study separately each column bj of B˜, that is, rank[bj A˜bj · · · A˜n−1bj] =
kj , 1 j  v. Therefore, we have that the controllability indices of (˜A, B˜) are k1, . . . , km. Since (A,B) and
(˜A, B˜) have the same controllability indices they are feedback equivalent and (i) is proved.
Moreover, from (c) and Proposition 3.4 in [2] we conclude that the local controllability indices of
(A,B) with respect to s − λ1 are c11, . . . , c1m. 
Example 4.8. Let F = C and let (A,B) ∈ C10×10 × C10×3 such that det(sI − A) = (s − λ1)7(s − λ2)3 with
λ1, λ2 ∈ C and λ1 /= λ2. Suppose that the controllability indices of (A,B) are k1 = 5, k2 = 3 and k3 = 2
and its local controllability indiceswith respect to s − λ1 are c11 = 4, c12 = 3and c13 = 0. It happens that
k1 − c11 = 1, k2 − c12 = 0 and k3 − c13 = 2. The permutation that arranges this numbers non-increas-
ingly is σ2 =
(
1 2 3
2 3 1
)
. Therefore, c21 = 2, c22 = 1 and c23 = 0. Moreover, the permutation matrices
of σ1, σ2 are
M1 = I, M2 =
⎡⎣0 0 11 0 0
0 1 0
⎤⎦ .
Thus, (A,B) is feedback equivalent to the controllable pair⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
−λ4
1
4λ3
1
−6λ2
1
4λ1 1 0 0
0 1 0 0 0 0
0 0 1 0 0 0
λ3
1
−2λ2
1
2λ1 0 1 0
0 1 0 0 0
−λ2
2
2λ2 0 0 1
λ2 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Now we are going to give and example in which it can be seen that the condition over the ﬁeld
cannot be avoided in general. That is to say, if the ﬁeld is not algebraically closed the reduced form of
Theorem 4.7 may not exist.
Example 4.9. Let F = R and let (A,B) ∈ R5×5 × R5×2 for which
P(s) =
[
s 0
−s2 (s2 + 1)2
]
is a polynomial matrix representation. Its invariant factors are 1, s(s2 + 1)2 and its left global Wiener–
Hopf factorization indices are k1 = 3 and k2 = 2. We can factorize P(s) as P(s) = P1(s)P2(s) with
P1(s) =
[
1 0
−s (s2 + 1)2
]
, P2(s) =
[
s 0
0 1
]
.
The invariant factors of P1(s) are 1, (s
2 + 1)2, while the invariant factors of P2(s) are 1, s. Moreover,
the left global Wiener–Hopf factorization indices of P1(s) are 3, 1, while the left global Wiener–Hopf
factorization indices of P2(s) are 1, 0. Therefore, the left local Wiener–Hopf factorization indices of
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P(s) with respect to s2 + 1 are c11 = 3 and c12 = 1. However, it is impossible to construct a companion
matrix of some power of s2 + 1 of order c11 × c11, that is, 3 × 3.
Appendices
A. The complex case
When the ﬁeld is F = C, the left Wiener–Hopf equivalence of rational matrices with respect to
a closed contour in the complex plane has been extensively studied (see, for example [6,10] which
are our basic references). In this appendix the ideas behind the generalization to arbitrary ﬁelds are
shown.
Deﬁnition A.1 [6]. Let γ be a closed rectificable curve in the complex plane with a bounded inner
domain + and denote the region outside γ , which contains ∞, by −. Let G1(s),G2(s) ∈ C(s)m×m be
two non-singular rational matrices with no zeros and no poles in γ . These two matrices are said to
be left Wiener–Hopf equivalent with respect to γ if there are non-singular matrices U−(s) ∈ C(s)m×m
with no zeros and no poles in− ∪ γ , andU+(s) ∈ C(s)m×m with no zeros and no poles in+ ∪ γ , such
that
G2(s) = U−(s)G1(s)U+(s).
In addition we have the following factorization result (see again [6], for example).
Theorem A.2. If γ , + and − are as in the previous definition, s0 ∈ + and G(s) ∈ C(s)m×m is a non-
singular rational matrix with no zeros and no poles in γ , then there exist non-singular matrices U−(s) ∈
C(s)m×m with no zeros and no poles in− ∪ γ and U+(s) ∈ C(s)m×m with no zeros and no poles in+ ∪ γ
such that
G(s) = U−(s)Diag((s − s0)k1 , . . . , (s − s0)km )U+(s),
where k1  · · · km are (positive and/or negative) integers uniquely determined by G(s) and are called
left Wiener–Hopf factorization indices of G(s) with respect to γ.
Weassociatewitheachcomplexnumber s0, the irreduciblepolynomialπ(s) = s − s0, or themaximal
ideal generated by this irreducible polynomial (s − s0) ∈ Specm(C[s]) andwith this ideal the local ring
Cπ (s) with π(s) = s − s0:
s0 ←→ s − s0 ←→ (s − s0) ←→ Cπ (s).
The units in Cπ (s) are the rational functions u(s) = p(s)q(s) such that s0 is not a zero or pole of u(s).
Notice that the ideal generatedby thezeropolynomial,which is in the setofprime ideals, Spec(C[s]),
but not in Specm(C[s]) = Spec(C[s]) \ (0), doesnot correspond to anypoint inC. Therefore, there exists
a one to one correspondence between nonempty subsets of C and nonempty subsets of Specm(C[s]):
Any nonempty subset  ⊆ C can be associated with the set M = {(s − s0) ∈ Specm(C[s]) : s0 ∈ } ⊆
Specm(C[s]). Actually, CM(s) is the intersection of local rings corresponding to its maximal ideals:
CM(s) =
⋂
(π(s))∈M Cπ (s). The units in CM(s) are the rational functions u(s) = p(s)q(s) such that s0 is not a
zero or pole of u(s) for all s0 ∈ .
Within this setting  may be empty. In this case, M = ∅ and C∅(s) = C(s), the ﬁeld of rational
functions.
As far as the ﬁnite complex plane this is all, but we must take into account the point at inﬁnity
as well. So we have to associate to this point a local ring. Recall that a rational function g(s) has a
pole (zero) at ∞ if g
(
1
s
)
has a pole (zero) at 0. Following this idea, we can deﬁne the local ring at
∞ as the set of rational functions, g(s), such that g
(
1
s
)
does not have 0 as a pole, that is, C∞(s) =
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{g(s) ∈ C(s) : g
(
1
s
)
∈ Cs(s)}. If g(s) = p(s)q(s) with p(s) = atst + at+1st+1 + · · · + apsp, ap /= 0, q(s) = brsr +
br+1sr+1 + · · · + bqsq, bq /= 0, p = deg(p(s)), q = deg(q(s)), then
g
(
1
s
)
=
at
st
+ at+1
st+1 + · · · +
ap
sp
br
sr + br+1sr+1 + · · · +
bq
sq
= ats
p−t + at+1sp−t−1 + · · · + ap
brsq−r + br+1sq−r−1 + · · · + bq
sq−p
= p˜(s)
q˜(s)
sq−p.
As Cs(s) = { p˜(s)q˜(s) sd : p˜(0) /= 0, q˜(0) /= 0 and d  0} ∪ {0} we have that
C∞(s) =
{
p(s)
q(s)
∈ C(s) : deg(q(s)) deg(p(s))
}
.
Thus, this set is the ring of proper rational functions, Cpr(s).
We have now a one to one correspondence between points of the extended complex plane and
local rings of rational functions:
 ∪ {∞} ←→ CM(s) ∩ Cpr(s),
where ⊆ C andM = {(s − s0) ∈ Specm(C(s)) : s0 ∈ }.
The units in CM(s) ∩ Cpr(s) are the biproper rational functions u(s) = p(s)q(s) such that s0 is neither a
zero or pole of u(s) for all s0 ∈ .
Let γ be a contour inCwith interior domain+ and let− be the region outside γ , which contains
∞. We can identify + ∪ γ with the set M = {(s − s0) ∈ Specm(C[s]) : s0 ∈ + ∪ γ } and (− ∪ γ ) \
{∞} with another set M′ = {(s − s0) ∈ Specm(C[s]) : s0 ∈ (− ∪ γ ) \ {∞}}. With these identiﬁcations
we have that:
• Amatrix G(s) ∈ C(s)m×m has no zeros and no poles in γ if and only if G(s) has no zeros and no poles
inM ∩ M′.
• A non-singular matrix U+(s) ∈ C(s)m×m has no zeros and no poles in + ∪ γ if and only if U+(s) is
invertible in CM(s)
m×m.
• A non-singular matrix U−(s) ∈ C(s)m×m has no zeros and no poles in − ∪ γ if and only if U−(s) is
invertible in CM′ (s)m×m ∩ Cpr(s)m×m.
Observe that these setsM andM′ satisfyM ∪ M′ = Specm(C[s]). With this in mind, given a contour
γ and domains+ ⊆ C and− ⊆ C ∪ {∞} as above, we have that two non-singular rational matrices
G1(s),G2(s) ∈ C(s)m×m with no zeros and no poles in γ are leftWiener–Hopf equivalentwith respect to
γ if and only if G1(s),G2(s) ∈ C(s)m×m are left Wiener–Hopf equivalent with respect to (M,M′) where
M = {(s − s0) ∈ Specm(C[s]) : s0 ∈ + ∪ γ } andM′ = {(s − s0) ∈ Specm(C[s]) : s0 ∈ (− ∪ γ ) \ {∞}}. In
conclusion, the equivalence relation given in [6,10] (Definition A.1) is a particular case of the equiva-
lence relation given in Section 3 (Definition 3.2). And, the left Wiener–Hopf factorization indices of a
non-singular polynomial matrix with respect to γ are the left local Wiener–Hopf factorization indices
with respect toM,whereM = {(s − s0) ∈ Specm(C[s]) : s0 ∈ + ∪ γ }. Inparticular ifP(s) is apolynomial
(or rational) matrix with coefﬁcients in C, Definition 3.4 and Theorem 3.6 yield the following result:
Given a closed contour γ in C, let P(s) = P1(s)Q (s) be a factorization of P(s) such that the zeros and
poles of P(s) are inside γ and the zeros and poles of Q (s) are outside γ . Then the left Wiener–Hopf
factorization indices of P(s)with respect to γ are the left Wiener–Hopf factorization indices at inﬁnity
of P1(s). These indices form a complete system of invariants for the leftWiener–Hopf equivalencewith
respect to γ .
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B. Local Wiener–Hopf equivalence of rational matrices
The procedure to extend the results of Section 3 to rational function matrices is standard: Given
G(s) ∈ F(s)m×m let d(s) be the monic least common multiple of its denominators. Then d(s)G(s) is a
polynomial matrix and the results of Section 3 apply.
Proposition B.1. Let G(s) ∈ F(s)m×m be a non-singular rational matrix and d(s) the monic least com-
mon denominator of its entries. Assume that q = deg(d(s)). Then there exist both a unimodular matrix
U(s) ∈ F[s]m×m and a biproper matrix B(s) ∈ Fpr(s)m×m such that
G(s) = B(s)Diag(sk1 , . . . , skm )U(s),
where k1  · · · km  −q are integers uniquely determined by G(s).
As in the polynomial case, the integers k1  · · · km are called the left Wiener–Hopf factorization
indices at inﬁnity of G(s) and they form a complete system of invariants for the left Wiener–Hopf
equivalence at inﬁnity of rational matrices.
Some definitions must be adapted in order to work for rational matrices.
Deﬁnition B.2. LetM ⊆ Specm(F[s]). If g(s) = n(s)
d(s)
∈ F(s) is a non-constant rational function then g(s)
will be said to factorize inM if both n(s) and d(s) factorize inM.
Remark B.3. LetM ⊆ Specm(F[s]). In the caseof apolynomialmatrixP(s) ∈ F[s]m×m, det P(s) factorizes
inM if and only if the invariant factors of P(s) factorize inM. This is not longer true for rationalmatrices.
IfG(s) ∈ F(s)m×m and its invariant rational functions factorize inM then detG(s) factorizes inM. But the
converse is not true in general because there may be cancellations of common factors in numerators
and denominators corresponding to different fractions of the Smith–McMillan form. For example, the
determinant of
Diag
(
1
s
,
s
1
)
factorizes in M = {(s + 1)} (actually, it factorizes in any M ⊆ Specm(F[s])) but the diagonal elements
do not.
Let M ⊆ Specm(F[s]). Let G(s) ∈ F(s)m×m be a non-singular rational matrix such that its invariant
rational functions factorize inM. Then the least commonmultiple of the denominators of the elements
of the matrix G(s) is the denominator of the ﬁrst invariant rational function [16, p. 109], and so it
factorizes inM.
Similar ideas to those of [3, Lemma 3.1] enable us to prove the following:
Proposition B.4. Let G(s) ∈ F(s)m×m be a non-singular rational matrix and M ⊆ Specm(F[s]). Then there
exist matrices G1(s),G2(s) ∈ F(s)m×m such that:
(i) G(s) = G1(s)G2(s),
(ii) the invariant rational functions of G1(s) factorize in M, and
(iii) the invariant rational functions of G2(s) factorize in Specm(F[s]) \ M.
For a proof of this result use the Smith–McMillan formofG(s) and split it into two factors factorizing
inM andM′, respectively.
The following result is a generalization of [3, Proposition 3.2].
Proposition B.5. Let G(s) ∈ F(s)m×m be a non-singular rational matrix and M ⊆ Specm(F[s]). If there
exist rational matrices G1(s),G2(s) ∈ F(s)m×m and G1(s),G2(s) ∈ F(s)m×m such that:
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(i) G(s) = G1(s)G2(s) = G1(s)G2(s),
(ii) the invariant rational functions of G1(s), G1(s) factorize in M, and
(iii) the invariant rational functions of G2(s), G2(s) factorize in Specm(F[s]) \ M,
then G1(s) and G1(s) are right equivalent; i.e., there is a unimodular matrix U(s) ∈ F[s]m×m such that
G1(s) = G1(s)U(s).
Since the left Wiener–Hopf factorization indices at inﬁnity are invariant for the right equivalence
the following definition makes sense.
Deﬁnition B.6. LetG(s) ∈ F(s)m×m beanon-singular rationalmatrixandM ⊆ Specm(F[s]). LetG1(s),G2(s) ∈
F(s)m×m be rational matrices such that:
(i) G(s) = G1(s)G2(s),
(ii) the invariant rational functions of G1(s) factorize inM, and
(iii) the invariant rational functions of G2(s) factorize in Specm(F[s]) \ M.
The left local Wiener–Hopf factorization indices of G(s) with respect to M are deﬁned to be the left
Wiener–Hopf factorization indices of G1(s) at inﬁnity.
The following result is the generalization to rational matrices of Theorem 3.6.
Theorem B.7. Let M,M′ ⊆ Specm(F[s]) be such that M ∪ M′ = Specm(F[s]). Let G1(s), G2(s) ∈ F(s)m×m
be non-singular rational matrices with no zeros and no poles in M ∩ M′. Then G1(s),G2(s) are left Wiener–
Hopf equivalent with respect to (M,M′) if and only if G1(s),G2(s) have the same left local Wiener–Hopf
factorization indices with respect to M.
Finally, we also have a result about the Wiener–Hopf factorization of rational matrices. We show
the proof as an illustration of the standard procedure indicated at the beginning of this appendix.
Theorem B.8. Let M,M′ ⊆ Specm(F[s]) be such that M ∪ M′ = Specm(F[s]). Assume that there are ideals
in M \ M′ generated by linear polynomials. Let (s − a) be any of them and G(s) ∈ F(s)m×m a non-singular
rational matrix with no zeros and no poles in M ∩ M′. There exist matrices UM(s) invertible in FM(s)m×m
and UM′ (s) invertible in FM′ (s)m×m ∩ Fpr(s)m×m such that
G(s) = UM′ (s)Diag((s − a)k1 , . . . , (s − a)km )UM(s),
where k1  · · · km are integers uniquely determined by G(s). Moreover, they are the left local Wiener–
Hopf factorization indices of G(s) with respect to M.
Proof. Let d(s) be the monic least common denominator of the entries in G(s) and d(s)G(s) = P(s) ∈
F[s]m×m. Since G(s) has no zeros and no poles in M ∩ M′, P(s) has no zeros in M ∩ M′. By Theorem 3.8
there exist matrices UM(s), invertible in FM(s)
m×m, and UM′ (s), invertible in FM′ (s)m×m ∩ Fpr(s)m×m,
such that
P(s) = UM′ (s)Diag((s − a)k′1 , . . . , (s − a)k′m )UM(s),
where k′
1
 · · · k′m are nonnegative integers uniquely determined by P(s) and they are the left local
Wiener–Hopf factorization indices of P(s) with respect toM. Then
1
d(s)
P(s) = UM′ (s)Diag
(
(s − a)k′1
d(s)
, . . . ,
(s − a)k′m
d(s)
)
UM(s).
Notice that d(s) has no zeros in M ∩ M′. Therefore, d(s) can be written as d(s) = d1(s)d2(s) with d1(s)
factorizing inM and d2(s) factorizing inM
′. If d1 = deg(d1(s))
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Diag
(
(s − a)k′1
d(s)
, . . . ,
(s − a)k′m
d(s)
)
= (s − a)
d1
d1(s)
Diag
(
(s − a)k′1−d1 , . . . , (s − a)k′m−d1
) 1
d2(s)
.
Hence, if U˜M(s) = 1d2(s)UM(s) and U˜M′ (s) =
(s−a)d1
d1(s)
UM′ (s) then U˜M(s) is invertible in FM(s)m×m, U˜M′ (s) is
invertible in FM′ (s)m×m ∩ Fpr(s)m×m and
G(s) = U˜M′ (s)Diag((s − a)k′1−d1 , . . . , (s − a)k′m−d1 )U˜M(s).
But G(s) = 1
d1(s)
P1(s)
1
d2(s)
P2(s) with det P1(s) factorizing in M, det P2(s) in M
′ and k′
1
 · · · k′m being
the left Wiener–Hopf factorization indices at inﬁnity of P1(s). Hence kj = k′j − d1, j = 1, . . . ,m, are the
left local Wiener–Hopf factorization indices of G(s) with respect toM.
In order to prove the uniqueness suppose that G(s) also factorizes as
G(s) = ÛM′ (s)Diag
(
(s − a)̂k1 , . . . , (s − a)̂km
)
ÛM(s)
with kˆ1  · · · kˆmintegers. Then
d(s)G(s) = d1(s)
(s − a)d1 U˜M′ (s)Diag
(
(s − a)k1+d1 , . . . , (s − a)km+d1
)
d2(s)U˜M(s)
and
d(s)G(s) = d1(s)
(s − a)d1 ÛM′ (s)Diag
(
(s − a)̂k1+d1 , . . . , (s − a)̂km+d1
)
d2(s)ÛM(s)
with d1(s)
(s−a)d1 U˜M′ (s) and
d1(s)
(s−a)d1 ÛM′ (s) invertible inFM′ (s)
m×m ∩ Fpr(s)m×m and d2(s)U˜M(s) and d2(s)ÛM(s)
invertible in FM(s)
m×m. Thus, by Theorem 3.8, kj = k̂j for all j = 1, . . . ,m. 
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