169 words Main text 3131 words Legends 244 words. Abstract 1 The clustering of individuals that results from limited dispersal is a double-edged sword: 2 while it allows for local interactions to be mostly among related individuals, it also results 3 in increased local competition. Here I show that, because they mitigate local competi-4
This population, called the "resident" population, is assumed to be at equilibrium, and 76 we denote by q * •|S and p * • the equilibrium values of the local and global densities of empty 77 sites, respectively. Setting equation (1) equal to zero, we obtain (Lion, 2010) 78
We then assume that a mutant appears, with a different fecundity (b ) and/or death rate 79 (d ). The mutant is initially rare, and the invasion dynamics of this rare mutant are given 80 by:
The mutant can establish in the population when R > 0, with
We assume that mutant and resident individuals are phenotypically close: the mutation 83 is of small phenotypic effect, so that we can write b = b + ∂b and d = d + ∂d. Conse-84 quently, the local density of empty sites seen by a mutant individual is also close to the local 85 density of empty sites seen by a resident individual, so that q •|S = q * •|S + ∂q •|S . Using 86 the definitions of R and R * (equations (2) and (4)), we can express the selection gradient 87 ∂R as follows:
This selection gradient is the sum of two terms. The first term, ∂R self , represents the 89 direct effects of the mutation on a mutant's own fitness; it does not depend on whether 90 reproduction is local or not. The second term, ∂R demo , accounts for the changes in the 91 demographic structure of the population due to the mutation, via the term ∂q •|S , which 92 is the change in the local density of empty sites around an mutant individual, compared 93 to around a resident individual at equilibrium. This second term, proportional to 1 − g R ,
94
vanishes in a non-spatial model, in which g R = 1.
95
In this first model, how spatial structure affects the invasion of the mutant is exclusively 96 controlled by ∂R demo , whose sign is the sign of ∂q •|S . Compared to a non-spatial setting, 97 spatial structure favors the invasion of the mutant if ∂q •|S > 0, i.e., if mutants see more 98 empty sites around themselves than residents do. This is the crucial point of our argument.
99
Let us consider a mutant that has a reduced fecundity (∂b < 0), a feature that will later 100 be qualified as a fitness cost (the argument goes the same way if we consider changes in the 101 death rate [∂d > 0]). In a spatial setting, reproduction is mostly local. Mutants have a lower 102 fecundity, hence have more empty sites in their neighborhood than residents do: ∂q •|S > 0, This demographic model has allowed us to show that spatial structure affects the mag-119 nitude of the effect of the fitness cost: it makes fitness costs less costly. We will now see 120 why this matters.
121
Evolution of host susceptibility 122 We now consider the evolution of a trait of defense against parasites, namely, the evolution where the decomposition of the selection gradient used in this study was introduced. As in parasite, while a parameter α denotes the susceptibility of a healthy host. With these as- 136 sumptions, the dynamics of the density of sites occupied by healthy (p S ) and infected (p I ) 137 individuals are given by the following system (notation is recapitulated in table 1):
As previously, we assume that the population (called the "resident" population) is at 139 equilibrium and we use a star * to denote global and local densities evaluated at this equi-140 librium. We assume that a mutant appears, with a different susceptibility to the infection 141 α = α + ∂α, and different fecundity, b = b + ∂b (the product ∂α.∂b is positive). The sign 142 of the selection gradient ∂R indicates whether these mutants can establish; Débarre et al.
143
(2012) have shown that the selection gradient can be expressed as follows:
where 145
The method to derive equation (7) is detailed in Débarre et al. (2012, Appendix C); equa-146 tion (7) can be further simplified by noting that B * = H * . We also note that the expression 147 of B * is identical to the expression of R * in the demographic model (equation (2)), except 148 that this quantity is not equal to zero anymore, for the density of healthy individuals is also 149 affected by infection dynamics (see equation (6a)).
150
The interpretation of the first two terms of the selection gradient (7) is the same as in the 151 previous section: ∂R self , corresponds to the direct effects of the mutation on the mutants' own fitness, and ∂R demo takes into account changes in the demographic structure of the pop- 
354
The symbol n representing the number of neighbors, we define φ = 1/n andφ = 1 − φ.
355
The dynamics of p can be written as
We are interested in the initial dynamics of the mutants, so we evaluate the matrix M when p S is close to zero and p S is at the equilibrium in the absence of mutants (p * S ). Then,
358
we use the fact that the mutation is of small effect, so that we can write the local densities 359 as follows:
whereq S |S is the nearest neighbor relatedness with rare mutants, the bar (¯) meaning that 361 the mutation is neutral (Lion and Gandon, 2009; Lion, 2010) . We also note that
We can therefore approximate the matrix M as a sum of two matrices M The first step is to obtainM is to find the local densities of the resident ( * ) and neutral 375 mutant (¯). At neutrality (the mutant's trait values being equal to the resident's trait values), 376 once the quasi-equilibrium is reached, we have
From equation (2) in the main text, we have (when g R > 0)
Solving (A.3), we find the following equalities:
We also note that the vector v 0 = ( 2 1 1 ) is a left eigenvector ofM 0 , associated to the 380 eigenvalue 0. We therefore have v 0M0q0 = 0. We now want to find the leading eigenvalue ofM. With a non-neutral mutant,M differs 383 fromM 0 by a perturbationM 1 :M =M 0 +M 1 . We can therefore approximate the 384 leading eigenvalue ofM as (Lion, 2010)
We have already found the invasion exponent of the system, which we call ∂R (equa-386 tion (5)); by solving the equation ∂λ = ∂R for ∂q •|S , we obtain
Neglecting the effect of the mutation on the presence of empty sites connected to neighbor-388 ing empty sites (that is, setting ∂q •|•S = 0), equation (A.6) reduces to
In the next part, we will confirm that p * • ≥ q * •|S , so that the sign of ∂q •|S is given by 390 the sign of ∂d d − ∂b b .
391
We recall that our numerical simulations use the pair approximation (PA) (Matsuda 392 et al., 1992; Nakamaru et al., 1997) : that is, we approximated quantities like q a|bc as q a|b .
393
This technique allows us to have as many equations as there are variables in the system 394 (i.e., to close the system), and to numerically solve it. Technically, this means that in the 395 simulations,q S |•S ≈q S |• , which is close to zero when the mutant is rare. In other words, 396 in the simulations,
A.2 Resident dynamics with the pair approximation 398
In this section, we use the pair approximation to show that p * • ≥ q * •|S .
399
We consider the system of pair dynamics in the resident population (i.e., the equivalent 400 of (A.1) with the residents only). With the pair approximation, we can simplify both q S|•• . So we can search when d/b is a root of (A.9b). We find that this is the case 407 only when g R = 1 orφ = 1 (which means that there is an infinite number of neighbors, 408 and is therefore the same as having g R = 1). Because p * • does not go through d/b when 409 0 < g R < 1, then it remains above it.
410
From (A.9a), p * • ≥ d/b implies that q * •|S ≤ d/b, so that we have p * • ≥ q * •|S .
