Abstract
Introduction
We consider two notions of density on N d . Let R = (R k ) ∞ k=1 denote a sequence of rectangles in N d with sides parallel to the axes. Given a subset E of N d , we say
denotes its upper density. If the above limit exists we say E has density denoted d(E, R). Suppose S is a set contained in N d and R = (R k ) ∞ k=1 is a sequence of rectangles with sides parallel to the axes contained in N d , the lengths of whose sides tend to infinity with k. When the limit exits let
Let B(S) = sup R B(S, R) where the supremum is taken over all such collections R. We refer to B(S) as the Banach density of S.
For the theorem which we wish to prove we need to restrict attention to certain classes of rectangles R = (R k ) ∞ k=1 . In particular suppose n k = (n 1,k , . . . , n d,k ) is the south west corner of the rectangle R k . Suppose also that the rectangle R k has sides (l 1,k , . . . ,
. In this paper we use an ergodic theoretic method to show the following. 
The existence of d(S, R) is part of the conclusion of the above theorem. In the case d = 1 with R k = {1, 2, . . . , k} (k ≥ 1), our theorem follows from a theorem of Rauza on homogeneous systems [6] . See also [7] . Note however that even when d = 1 our theorem contains new information. An ergodic theoretic proof of Ruzsa's result based on the maximal ergodic theorem appears in [5] . See [1] for a weaker result based on Birkhoff's pointwise ergodic theorem. An extension of the result in [1] to amenable semi-groups appears in [4] . The result in this paper is made possible by the extension of Birkhoff's theorem to moving averages [3] . The condition l i,k ≤ l i,k+1 arises from the use of Lemma 1 below. On page 141 of [3] it is stated that this condition can be dropped for maps of the kind we consider in this paper. If this is true the same is true for our theorem. No proof of this claim explicitly appears in [3] however.
Proof of our theorem
k=1 be a sequence of rectangles in N d with sides parallel to the axes. Also let
be a set of commuting maps of L ∞ induced by commuting measurable measure preserving transformations (τ i ) k i=1 of the probability space (X, β, µ) by setting
The following is proved in [3] . Lemma 1. If f ∈ L ∞ (X, β, µ) and R is a good sequence of rectangles, then f * (x) = lim k→∞ A k (R, f )(x) exists almost everywhere.
To the sequence of rectangles R we associate the sequence of rectangles
where for in each rectangle the element (n 1 , . . . , n d ) is replaced by the
We summarize what we know at this stage in the following lemma. 
and assuming µ(B F ) = 0 we have ‖ f ‖ ∞ = 0. This means x is in N f , which is a contradiction. Thus removing N from X if necessary, we may assume without loss of generality that if B F ̸ = ∅ then µ(B F ) > 0.
By Lemma 2
exists with I * (U m x) = f * (x) for each m in N d µ almost everywhere and  X I * (x)dµ = a. Because (X, β, µ) is a probability space there exists an x 0 in X such that I * (x 0 ) ≥ a. Let S be the set {m ∈ N d : x 0 ∈ B m }. It follows that d(S) ≥ a and as x 0 is in B m for each m in S we have µ(B F ) > 0 for every finite subset F of S.
We now complete the proof of our theorem. The argument is a variant of that in [2] 
} in the product topology on Ω and let X 0 denote {x ∈ X : x (1,...,1) = 1}. If δ x denotes the delta measure on the point x, for each natural number N let
Because of the conditions on (C N ) ∞ N =1 there is a probability measure µ supported on X and preserved by T i (1 ≤ i ≤ d) which is a weak star limit of the sequence of measures {µ N } ∞ N =1 . In addition, passing to a subsequence of (C N s ) ∞ s=1 if necessary, for every integrable function f on Ω we have ∫ = B(E ∩ (E + n 1 ) ∩ · · · ∩ (E + n r )) > 0 as required for every finite subset {n 1 , . . . , n r } of S.
