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ABSTRACT Sentiment analysis is one of the key tasks of natural language understanding. Sentiment
Evolution models the dynamics of sentiment orientation over time. It can help people have a more profound
and deep understanding of opinion and sentiment implied in user generated content. Existing work mainly
focuses on sentiment classification, while the analysis of how the sentiment orientation of a topic has been
influenced by other topics or the dynamic interaction of topics from the aspect of sentiment has been ignored.
In this paper, we propose to construct a Gaussian Process Dynamic Bayesian Network to model the dynamics
and interactions of the sentiment of topics on social media such as Twitter. We use Dynamic Bayesian
Networks to model time series of the sentiment of related topics and learn relationships between them.
The network model itself applies Gaussian Process Regression to model the sentiment at a given time point
based on related topics at previous time. We conducted experiments on a real world dataset that was crawled
from Twitter with 9.72 million tweets. The experiment demonstrates a case study of analysing the sentiment
dynamics of topics related to the event Brexit.
INDEX TERMS Sentiment analysis, sentiment evolution, dynamic Bayesian network, social media,
temporal dynamics.
I. INTRODUCTION
Opinions are central to almost all human activities. Sentiment
analysis is the field of study that analyses people’s opin-
ions and sentiments. The rise of opinion-rich user behaviour
resources such as online review sites, blogs and micro-
blogs (e.g., Twitter) has fuelled interest in sentiment analysis
[1], [2]. Sentiment analysis has been shown to have utility in
various business intelligence applications, including product
marketing, identifying new business opportunities, and man-
aging a company’s reputation [1], [2].
Every day massive numbers of instant messages are pub-
lished on social media platforms such as Twitter and Weibo.
On these platforms, users express their real feelings and
opinions freely. Hashtags, starting with a symbol ahead of
keywords or phrases, are widely used in tweets as coarse-
grained topics [3], [4] and hashtags have been widely used
on Twitter (27% of tweets contain hashtags [4], [5]). For
example, the hashtag ‘‘#Brexit’’ has recently been a trending
topic on Twitter for a long period of time. Sentence or tweet
level sentiment analysis results can provide very useful
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information [4], and most existing sentiment analysis work
focuses on this task [6]. For example, using natural language
processing approaches such as Convolutional Neural Net-
works [7] to predict whether the sentiment polarity of a given
tweet is ‘‘Positive’’ , ‘‘Negative’’ , or ‘‘Neutral’’.
On the other hand, topic level or hashtag level sentiment
analysis that detects the overall or general sentiment tendency
towards topics is also important in many scenarios [4], [6].
For example, people’s overall sentiment tendency on the topic
‘‘#Brexit’’ on Twitter will be an important indicator of the
outcome of political events. Another example is that the topic
level sentiment origination of a new product ‘‘#iphone10’’
can be used for the prediction of sales of this new phone
model [4], and even the stock price of the relevant com-
pany [8]. However, people are not only interested in the
sentiment tendency of one topic, but also want to know how
the sentiment of a topic has been been influenced by other
topics over time. For example, how the sentiment of the
topic ‘‘#Brexit’’ has been influenced by other related topics.
In all these scenarios, comprehensive topic level sentiment
dynamics analysis is needed.
Sentiment Evolution models the dynamics of sentiment
orientation over time. It can help people have amore profound
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and deep understanding of opinion and sentiment implied in
user generated content [9]. Existing work focuses on latent
topic sentiment dynamics detection on long text documents
such as reviews [10] or blogs [11], while hashtag based topic
sentiment dynamics analysis usually focuses on sentiment
time series visualization [12] or spike explaination [13]. For
example, some systems such as [3], [14] have been proposed
to visualise the sentiment of topics over time. Somework [12]
has been proposed to analyse sentiment time series data such
as frequency analysis [12], outlier detection [12], or explain-
ing the trigger of a spike [13]. How the sentiment orientation
of a topic has been influenced by other topics and the anal-
ysis or modelling of the dynamic interactions of topics from
the aspect of sentiment have been ignored by existing work.
Dynamic Bayesian Networks (DBNs) have been popularly
used for modelling the dynamic interaction of multiple enti-
ties in time series data such as gene regulatory networks
[15]–[18], speech analysis [19] and other application
areas [20], [21]. How to apply them for analysing sentiment
evolution still remains an open research question. In this
paper, we propose to apply DBNs to the sentiment evolution
domain and use them to model the dynamics and interactions
of the sentiment of topics on social media.
The major contributions of this paper are as follows:
• This is the first work to use a Dynamic Bayesian
Network to model the dynamics and interactions of
the sentiment of topics. It can providemore in-depth
sentiment analysis for social media.
• This work proposes to construct a Gaussian Process
Dynamic Bayesian Network to model time series of
the sentiment of related topics and learn relation-
ships between them.
• This work develops a Sequential Monte Carlo sam-
pler to perform Bayesian inference on a Dynamic
Bayesian Network model.
• This work conducted experiments on a real dataset
that was crawled from twitter with 9.72 million
tweets and shows results of a case study of
analysing the sentiment dynamics of hashtags
related to the event Brexit.
The rest of the paper is organised as follows. In Section 2,
related work will be briefly reviewed. Then the proposed
approaches will be discussed in detail in Section 3, with a
detailed discussion of how to learn a DBN for sentiment
evolution. In Section 4, the experiments and results will be
discussed. The conclusions will be given in Section 5.
II. RELATED WORK
Sentiment analysis has attracted more and more attention
from researchers in recent years. Due to the complexity of
human natural language, the problem of sentiment analysis
remains an open question. One of the popular tasks of senti-
ment analysis is to classify a sentence or document into dif-
ferent categories or classes using the 5 or 10-point scale, or a
simple three-label class set of ‘‘Positive’’ , ‘‘Negative’’
and ‘‘Neutral’’ [1], [2]. For sentence and document level
sentiment classification tasks, traditionally a rich set of
hand-tuned features such as word-sentiment association lex-
icon features, word n-grams, punctuation, and emoticons
extracted from the content were selected as representative
text features [22]–[25]. Based on the text features, a sim-
ple SVM-based classifier [26] was used to to conduct sen-
timent classification. Deep learning techniques [27] have
recently emerged as a promising framework for sentiment
classification tasks. Approaches such as convolutional neural
networks [7], recurrent neural networks [28], and attention
models [29] can achieve the state-of-the-art performance for
both sentence and document level sentiment classification.
Sentiment analysis can also be dependent upon a partic-
ular topic [4], [9], [30], entity or event [31]. Topics can be
classified as explicit topics such as keywords or hashtags [4]
given or implicit topics such as latent or hidden topics gener-
ated by dimension reduction algorithms [30]. The majority
of implicit topic-dependent sentiment analysis approaches
jointly model the topics and sentiment with extended LDA
models [11], [30]. For example, Rahman and Wang [30]
proposed a hidden topic sentiment model to explicitly capture
topic coherence and sentiment consistency for the purpose of
predicting the sentiment polarities. The implicit topic based
approaches are more applicable for long documents that con-
tain multiple topics. In the research of short text such as
micro-blogs, hashtags have been popularly used as explicit
topics [3], [14]. For example, Zhao et al. [3] presented a
Social Sentiment Sensor (SSS) system on Sina Weibo to
detect daily hot topics based on hashtags and analyse the
sentiment distributions toward these topics. For a given topic,
the most popularly used approach is to aggregate the sen-
timent of each sentence or document that belongs to this
topic [32]. Other approaches from themacro level perspective
to detect the sentiment of a topic have been proposed. For
example, Wang et al. [4] proposed a graph based approach
to detect the sentiment of topics based on the co-occurrence
information of hashtags. Most existing approaches focus on
static topic-sentiment conjugations or predictions, failing to
capture the dynamics of sentiment on topics.
Sentiment evolution is another sentiment analysis task
that has attracted increasing attention from both academia
and industry recently [6]. It is able to capture the senti-
ment dynamics of topics over time, and thus can provide a
more in-depth analysis of textural data [6]. Some approaches
such as dynamic joint sentiment-topic model [33], neighbour-
hood based influence propagation model, and location-based
dynamic sentiment-topic models [34] have been proposed to
capture the evolution of the sentiment of topics. Sentiment
time series have been used to track sentiments of public topics
and make predictions [8], for example, work in the literature
proposed a location sentiment evolution model to track the
sentiment of topics in natural disasters [34], while Si et al. [8]
proposed a continuous Dirichlet process mixture model to
learn the daily topic set and build sentiment time series for
each topic, and then used it to predict the stock market. Some
systems such as [3], [14] have been proposed to visualise the
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FIGURE 1. Dynamic Bayesian Network model of sentiment evolution. Sentiment on a topic i at time t ,
measured as X it is dependent on the sentiment at the previous timepoint, Xt−1. This allows the
network structure shown on the right, which includes a directed cycle, to be represented as a
graphical model, using the DBN structure shown on the left.
TABLE 1. Notation used for methods.
sentiment of topics over time. However, how the sentiment
orientation of a topic has been influenced by other topics and
the dynamic interaction of topics from the aspect of sentiment
have been ignored by existing work.
Bayesian networks [35] can model the conditional inde-
pendence relationships between variables, learning directed
acyclic graphs that represent a factorisation of the joint prob-
ability distribution over the relevant variables. These models
do not take into account temporal information, and the restric-
tion to acyclic graph structures means they cannot model
various phenomena that occur in time series data. These static
Bayesian network models have been proposed to model the
sentiment of topics previously in the literature [10], [36].
However, Bayesian networks cannot include temporal infor-
mation in the model, while Dynamic Bayesian Networks [37]
are able to model the temporal relationships between data
points in a time series. In this paper, we propose to apply
DBNs to the sentiment evolution domain and use it to model
the dynamics and interactions of the sentiment of topics in
social media.
III. LEARNING DYNAMIC BAYESIAN NETWORKS
FOR SENTIMENT EVOLUTION
We apply Markov Chain Monte Carlo (MCMC) method to
learn the network structure, as it allows us to estimate the
posterior distribution over network structures in a Bayesian
framework, giving an estimate of the posterior probability of
each possible edge. For the DBN conditional distributions
we apply Gaussian Process regression, as this approach is
flexible and canmodel non-linear dependencies. In this paper,
a topic is defined as a hashtag. The two terms topic and
hashtag are used interchangeably.
We use a DBN to model the evolution of sentiment over
time and learn the relationships between topics. The DBN
models a topic i at a timepoint t as having a distribution that
is conditional on the values of a set of parent topics, Pa(i) at
the previous timepoints, in our case only depending on the
previous timepoint t − 1. This is illustrated in figure 1. Then
for topics i = 1, . . . ,P, at times t = 1, . . . ,T , we denote
the sentiment on topic i at time t as X it , and in the DBN
model
p(X it |Xt−1, θ) = f (XPa(i)t−1 , θ) (1)
whereXt−1 denotes the sentiment of all the topics at time t−1,
f is a function of the parents of variable i at time t − 1, and
a set of parameters θ . We exclude the variable i from being a
member of its own parent set Pa(i).
The main focus of this paper is to learn whether the senti-
ment of topics depend on one another, rather than learning the
exact nature of the dependence between the sentiment on top-
ics. This can be thought of as learning which topics influence
the sentiment of others, by inferring conditional dependencies
between topics. In this work we take the approach of using a
flexible nonparametric regression model, Gaussian Process
Regression [38], that allows the marginal likelihood to be
evaluated directly. Gaussian Processes are a nonparametric
model that allows us to place a prior on the function f in
equation 1, and which have been used successfully in pre-
vious work in the literature to learn DBNs from time series
data [39], [40].
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FIGURE 2. Sequential Monte Carlo sampler for Dynamic Bayesian Networks. Particles (parent sets for
topic i ) are sampled for the prior, then through several intermediate stages particles are perturbed
with an MCMC kernel, to reach the posterior target.
A. GAUSSIAN PROCESS REGRESSION
To model the dependency of a variable on its parent set,
we apply Gaussian process regression [38]. This treats the
observations y as following a multivariate normal distribution
with some covariance 6 that is defined by a kernel on the
predictors D. For observations of the sentiment of a single
topic at T timepoints, y1, . . . , yT and P topics on which it
may depend in a T × P matrix D, we define
y ∼ N (0, 6y,D) (2)
where the covariance matrix6y,D is defined using a kernel K
on the predictors
6i,j = K (Di,Dj)+ I(i = j)σ 2y , (3)
with the term σ 2y accounting for noise in the observations, Di
denoting row i in D and I denoting the indicator function.
For the kernel K we have chosen the commonly used
squared exponential kernel, which has two parameters,
the length scale l, and the height σ 2f
K (Di,Dj) = σ 2f exp
(Di − Dj)2
2l2
. (4)
To apply this in our DBN model, the sentiment of a topic
i for which we wish to learn the parent set Pa(i) becomes
y = X i2:T and the remaining topics D = X1:(T−1), introducing
a time lag of one interval between y and D.
As our main aim is to learn the membership of the parent
set of each variable, we can marginalise out the parameters
of the likelihood and obtain a marginal likelihood that only
depends on the selection of parents, as
p(y|D) =
∫
p(y|f ,D)p(f |D)df = N (y|0, 6y,D) (5)
which can be used to construct the posterior distribution on
parent sets Pa(i) for a topic i as
p(Pa(i)|D) ∝ p(y|DPa(i))p(Pa(i)) (6)
where p(Pa(i)) is the prior on the parent sets, and DPa(i) is the
sentiment of the parent topics. Here we set the prior for all
topics as a Poisson distribution on the size of the parent set
with rate parameter λ = 2, including edges uniformly. This
remains constant throughout the inference procedure.
B. MARKOV CHAIN MONTE CARLO
Applying Gaussian process regression and our prior on the
parent sets, we can construct a Bayesian model of sentiment
evolution over time with posterior distribution as defined in
equation 6.
We would then like to estimate the posterior distribution
over parent sets Pa(i) for each topic i = 1, . . . ,P, and
in this case we can do so by sampling from the posterior
using Markov Chain Monte Carlo methods [41]. As we can
calculate the marginal likelihood, it would also be possi-
ble to directly evaluate the posterior for each possible par-
ent set. However if we allow for large numbers of topics,
and potentially many parent topics influencing sentiment
per topic, the number of possible combinations of parents
for each variable quickly becomes too large to evaluate the
posterior of each. In previous work in the literature, this
has been addressed by limiting the size of potential parent
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Algorithm 1 Sequential Monte Carlo Sampler
1: Input: Sentiment time series for topic i and all potential
parents.
2: Output: Set of M parent sets for topic i.
3: Sample particles Pa1(i), . . . ,PaM (i) from p(Pa(i))
4: Set particle weights w1,1, . . . ,wM ,1 = 1M
5: s← 1
6: αs← 0
7: while αs < 1 do
8: Increment s
9: find αs such that ESS is greater than threshold
10: for m ∈ 1, . . . ,M do
11: wm,s← wm,s−1 γs(Pam(i))γs−1(Pam(i))
12: end for
13: Normalise wm,s
14: Resample particles
15: for m ∈ 1, . . . ,M do
16: Sample Pam(i) from MCMC kernel
17: end for
18: end while
sets [39], [40] to reduce the possible numbers of parent
sets that must be evaluated. In contrast, here we extend this
approach by applying a Sequential Monte Carlo sampler [42]
that considers multiple possible parent sets at once, in paral-
lel, and can draw samples from the posterior distribution over
network structures for parent sets of unlimited size.
Using an SMC sampler to sample from the posterior
defined above, the parameter space is explored by multi-
ple particles (values of the model parameters) over a num-
ber of discrete steps, slowly moving from a sample of
particles from the prior distribution, to the full posterior,
as illustrated in figure 2. In contrast with the majority of
MCMCmethods, the SMC sampler is less prone to becoming
stuck in local maxima of the target distribution, as it does
not rely on a single state. The SMC algorithm is outlined
in algorithm 1.
The sampler proceeds by generating a weighted population
of M parameter estimates for the model, known as parti-
cles, targeting a particular distribution over several iterations.
Aswe are aiming to estimate a posterior distribution on parent
sets for a given topic, we apply Sequential Monte Carlo by
moving from the prior distribution to include the likelihood
over multiple steps before arriving at the posterior. The initial
set of particles are sampled directly from the prior on parent
sets, and propagated between steps using a kernel to perturb
the particles and reduce degeneracy.
In each step of the Sequential Monte Carlo algorithm we
define the (unnormalised) target distribution over parent sets
at step s ∈ 1 . . . S as
γs(Pa(i)) = p(y|DPa(i))αsp(Pa(i)) (7)
where 0 ≤ αs ≤ 1, for some increasing sequence of αs,
with α1 = 0 and αS = 1. For α1 = 0 the M particles
can be sampled directly from the prior, and are given equal
weights wm,1 = 1M for m = 1, . . . ,M . Moving between
the target γs−1 and γs, the particles, written as Pam(i), are
assigned weights wm,s so that the normalised posterior pis is
approximated by
pis(Pa(i)) =
M∑
m=1
wm,sδPam(i), (8)
where δ is the Dirac delta function. The particles are then
perturbed using a kernel. In models with continuous param-
eter spaces it is possible to use a simple Gaussian kernel to
move particles in the parameter space. In our case as the
parameters associated with each particle are discrete, wemust
define a suitable kernel on the parameter space, and so we
define a Markov Chain Monte Carlo kernel, with the target
at the next step of the SMC sampler as its stationary distri-
bution. This can be derived using the Metropolis-Hastings
algorithm [41] to construct a chain that has the desired target
distribution.
Then to update the weights of the particles we use the
approach described in [42], generating incremental weights
for each particle m as
wˆm,s = pis(Pam(i)s−1)
pis−1(Pam(i)s−1)
(9)
which are used to update the individual particle weights
between steps, using
wm,s = wˆm,swm,s−1∑M
m=1 wˆm,swm,s−1
. (10)
After particle weights are updated, we resample from the
weighted particle approximation of pis. This ensures that
all of the weight does not become concentrated in a single
particle. After resampling, the particles represent a sam-
ple from the target, and so the particle weights become
uniform.
Having resampled the particles, they are then perturbed
to reduce degeneracy in the sample, and allow the parti-
cles to move towards the target distribution. This is done
using an MCMC kernel targetting γs, constructed fol-
lowing the Metropolis-Hastings algorithm, which defines
proposal distributions for a given state of the Markov
Chain (the current parent set for the particle, Pam(i)), and
accepts or rejects these proposals based on the Metropolis-
Hastings acceptance probability [41]. This process is outlined
in algorithm 2.
Aswe are sampling from the target distribution γs over pos-
sible parent sets for a given topic, we must define a proposal
on the space of parent sets. To do so we define two possible
proposal types, parent addition and parent deletion, which are
chosen with probability padd and pdel , with padd + pdel = 1.
This is illustrated in figure 2. Here we set padd = pdel = 0.5.
The proposal distribution of moving to a parent set Pa(i)∪j,
j /∈ Pa(i) from parent set Pa(i) following a parent addition
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Algorithm 2 Parent Set MCMC Kernel
1: Input Current parent set for topic i, particle m, Pam(i).
2: Output New parent set for topic i, particle m, Pam(i).
3: if |Pam(i)| < P then
4: if |Pam(i)| > 1 then
5: With probability padd:
6: j← uniform sample from j /∈ Pam(i)
7: Pam(i)∗← Pam(i) ∪ j
8: With probability pdel
9: j← uniform sample from j ∈ Pam(i)
10: Pam(i)∗← Pam(i)− j
11: else
12: j← uniform sample from j /∈ Pam(i)
13: Pam(i)∗← Pam(i) ∪ j
14: end if
15: else
16: j← uniform sample from j ∈ Pam(i)
17: Pam(i)∗← Pam(i)− j
18: end if
19: a = min
(
1, γs(Pam(i)
∗)q(Pam(i)∗→Pam(i))
γs(Pam(i))q(Pam(i)→Pam(i)∗)
)
20: With probability a set Pam(i)← Pam(i)∗
21: return Pam(i)
move is then defined as
q(Pa(i)→ Pa(i) ∪ j)=

padd
1
P− |Pa(i)| |Pa(i)| < P
1
P− 1 |Pa(i)| = 1
0 |Pa(i)| = P.
(11)
where P is the number of possible parent topics (excluding
self-interactions), and only addition moves are allowed when
a topic only has a single parent. Similarly for a deletion move
where we move from parent set Pa(i) to Pa(i)− j for j ∈ Pa(i)
q(Pa(i)→ Pa(i)− j) =

pdel
1
|Pa(i)| |Pa(i)| > 0
1
P
|Pa(i)| = P
0 |Pa(i)| = 1
(12)
Then given the proposal distributions q and the target at
step s, γs, the Metropolis-Hastings acceptance probability, a,
of a move from Pam(i) the proposal Pam(i)∗ is defined as
a = min
(
1,
γs(Pam(i)∗)q(Pam(i)∗→ Pam(i))
γs(Pam(i))q(Pam(i)→ Pam(i)∗)
)
(13)
and we accept the move to Pam(i)∗ with probability a, as out-
lined in algorithm 2.
As we can use equation 10 to calculate the weights of
each particle before perturbing them, we can calculate the
Effective Sample Size (ESS) [43] of the particles at step s
for a given value of αs, as
ESS = 1∑M
m=1 w2m,s
(14)
which gives a measure of the degeneracy of the particles.
If the majority of the weight is concentrated in a single
particle, as can occur when making large jumps in the target
distribution between steps s − 1 and s, the estimate of the
target distribution becomes poor, and so we wish to avoid
this situation. Thus rather than setting a fixed schedule for
the sequence α1, . . . , αS , we vary αs in equation 7 adaptively,
ensuring that a certain threshold for the ESS, expressed as a
fraction of the total number of particles, is met for each step
taken, moving to αS = 1 only when doing so would give
an ESS above the acceptable threshold. This can be done by
setting a new αs which moves closer to 1, and then reducing
this new value until the calculated ESS is greater than the
threshold.
Having run the SMC sampler algorithm, we are provided
with a weighted set of particles that represents a sample from
the posterior distribution on themodel parameters, in this case
the parent set of a given topic. We can then use these particles
to estimate the posterior probability of a given topic being in
the parent set by applying the estimate
p(j ∈ Pa(i)|X ) =
M∑
m=1
wm,SI(j ∈ Pam(i)) (15)
to determine the posterior probability of topic j being a parent
of topic i. Then a cutoff can be selected, and any edges for
which the posterior p(j ∈ Pa(i)|X ) is larger than the cutoff are
included in the final network.
The complexity of the overall algorithm depends partially
on the number of particles M and the number of topics P,
as O(MP), asM particles must be used in the SMC algorithm
for each of the P topics. However there will also be a complex
dependency on the data introduced through adaptive SMC
algorithm. In practice we find the inference procedure takes
around 1 hour for 10 topics, and scales approximately linearly
as the number of topics increases.
IV. EXPERIMENTS
In this section, we discuss how to conduct experiments on
real-life datasets. As the input of the proposed approach
is the sentiment time series data of topics, we first collect
hashtags and tweets from Twitter within a given time period.
Then, we detect the sentiment dynamics of each hashtag
using existing sentiment classification approaches. After that,
we discuss the construction of the Dynamic Bayesian Net-
work based on the input sentiment time series and the sen-
timent analysis results of the constructed Dynamic Bayesian
Network for sentiment evolution.
A. DATASET
We collected hashtags and tweets from the popular social
media platform Twitter. Twitter’s standard search API allows
simple queries to download a sample of recent Tweets.
We used ‘‘#Brexit’’ as a seed topic to collect a list of related
topics. First, we collected tweets of the topic Brexit in one
week and created a seed tweets dataset. Then, we selected
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TABLE 2. Selected related hashtags of Brexit.
FIGURE 3. Total number of sample tweets of example hashtags.
FIGURE 4. The Training and Testing accuracy of the CNN classifier with different training dataset size.
top 15 hashtags that occurred in the seed tweet dataset. The
15 seed hashtags are shown in Table 2. They are in bold
format. We removed the ‘‘#’’ symbol and converted all the
text into lowercase. For each of these hashtags, we repeat the
process of collecting tweets with this hashtag and selected
top 2 related hashtags from each seed hashtag. For example,
in Table 2, topic ‘‘boris’’ has two related topics ‘‘surrender-
act’’ and ‘‘newsnight’’. In this way, we crawled tweets from
5th October 2019 to 5th November 2019. In total, this dataset
has 9.72 million tweets. Table 2 shows the selected hashtags.
Figure 3 shows the total number of tweets every
day of two hashtags ‘‘nodealbrexit’’, ‘‘stopbrexit’’, from
5th October 2019 to 5th November 2019. We can see that the
total number of tweets of a hashtag are usually not the same
every day. They change daily and the change pattern of
different topics are also different.
B. TOPIC-LEVEL SENTIMENT CLASSIFICATION
To capture the topic-level sentiment dynamics, we need to
detect the sentiment of each topic over a certain time period
(i.e., a time bin). As detecting the topic-level sentiment ori-
entation is not the focus of this paper, we use the popularly
used existing collective sentiment classification approach [6]
to detect the overall sentiment orientation of each time bin
of a hashtag. This approach includes two steps: 1) detect
the sentiment orientation of each tweet; 2) aggregate the
sentiment of all the tweets of each time bin of a hashtag.
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FIGURE 5. Generated sentiment time series of example hashtags, (a) #Brexit, (b) #Borisjohnson,
(c) #Conservatives and (d) #stopBrexit. Time series were collected over 32 days and the daily numbers of
tweets classified as positive, negative or neutral are plotted.
FIGURE 6. Plot of the change in α, which controls the influence of the
likelihood of the model on the target distribution, in the adaptive SMC
algorithm over multiple steps of the SMC sampler. This plot shows only α
for the SMC sampler learning the parents of a single topic, bbcpanorama,
each topic has an individual adaptive schedule.
The sentiment score of a hashtag in a time bin is calculated
as the number of tweets classified as positive, minus those
classified as negative, over the total number of tweets of this
hashtag in that bin.
For tweet or sentence-level sentiment classification, vari-
ous kinds of methods for discovering tweet-level sentiment
have been proposed [6], including averaging word polar-
ity [26], topic-based analysis of words, emotions, hash-
tags and connect information [23], and deep learning based
approaches [7]. We used the popularly used CNN based
approach [7] to detect the sentiment orientation of each tweet.
The code we used is based on one popular implementa-
tion on 3 classes.1 The filter sizes were set to 3, 4, and 5.
1https://github.com/dennybritz/cnn-text-classification-tf
FIGURE 7. Heatmap of the posterior probability of an edge between each
pair of source and target nodes for all possible directed edges in the
network of topics learnt from the Twitter dataset. Each row and column
corresponds to a single node (topic) in the network. Cells in the heatmap
show the posterior probability of a directed edge from the source topic to
the target topic in the DBN.
The CNN model was trained on the US Airlines Senti-
ment Twitter dataset.2 This dataset contains 14,640 tweets
from 7,700 users. This dataset has 3,099 positive tweets,
9,178 negative tweets, and 2,363 neutral tweets.
Figure 4 shows the training and testing accuracy with dif-
ferent training data size. We can see that the testing accuracy
is about 92% for the US Airlines Sentiment Twitter dataset.
Note, more advanced tweet-level or topic-level sentiment
classification approaches can be used to further improve
the classification accuracy, thus can promote the quality
2https://www.kaggle.com/crowdflower/twitter-airline-sentiment
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FIGURE 8. Dynamic Bayesian Network inferred from sentiment time series data. Nodes correspond to topics, and the parents of each
node (topic) are shown by directed edges into each topic. There are nine nodes with no connections, these are omitted.
of sentiment evolution analysis of our proposed model.
However, such directions are not within the scope and target
of this paper.
For each hashtag, the tweets are grouped into bins based
on their timestamps. In this paper, we use a day as a time bin.
If tweets are published on the same day, then they are put into
the same bin. Altogether we use 32 bins for each hashtag,
and for each hashtag, we calculate the sentiment score of
each bin. In this way, we created a sentiment time series
for each hashtag. Figure 5 shows the generated sentiment
time series of topics ‘‘brexit’’ and another 3 topics from
5th October 2019 to 5th November 2019. We can see that the
sentiment dynamic patterns of these topics are different with
each other. Themajority of sentiment is classified as negative,
including on topics for contrasting opinions such as ‘‘brexit’’
and ‘‘stopbrexit’’. This could be due to different subsets of
users using each hashtag.
C. SENTIMENT DYNAMICS ANALYSIS RESULTS
To construct the DBN, topics with fewer than 10 tweets in
any day were removed. In this way, we selected 37 hashtags
in total. We apply our approach using a population of
5000 particles, in the adaptive SMC scheme described above,
with the adaptive threshold on the ESS set as 0.75, and using
5 iterations of the MCMC kernel inbetween steps. A plot of
the trajectory of α as it is adjusted adaptively when learning
the parents of single topic is shown in figure 6. Applying
our method to the sentiment time series data described above,
we are able to learn the posterior probability of each incoming
edge in the DBN for a given topic. This is illustrated by the
heatmap shown in figure 7. To select the final set of edges in
the network, we apply a threshold of 0.7 to the posterior edge
probabilities. This then produces a directed graph between
the different topics showing how each is dependent on the
sentiment of other topics.
The network produced is shown in figure 8, where it can
be seen that there is a complex network of interrelated topics.
Many of the edges in the network have clear interpretations,
such as sentiment on ‘‘backboris’’ (the prime minister and
supporter of Brexit) influencing sentiment on ‘‘nodeal’’ and
‘‘leave’’. In turn the ‘‘finalsay’’ topic, a movement to allow a
confirmatory public vote on the outcome of Brexit, appears
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to influence sentiment on ‘‘backboris’’ (backing for the pro-
Brexit UK prime minister), ‘‘getbrexitdone’’ , ‘‘wato’’ (an
abbreviation of a BBC current affairs radio programme) and
‘‘impeachment’’. Some of these interactions appear to span
different underlying issues or topic areas, such as between
‘‘finalsay’’ and ‘‘impeachment’’. This suggests that sentiment
on indirectly related topics with underlying commonalities,
such as their position on the political spectrum, may be
helpful in understanding how sentiment evolves over time.
Core issues such as ‘‘finalsay’’ also appear to form key nodes
in the network with many connections.
Other interpretable relationships include between ‘‘final-
say’’ and ‘‘stopthecoup’’ (referencing the prorogation of par-
liament by prime minister Boris Johnson), and ‘‘brexiters’’
and ‘‘surrenderact’’ (an act of Parliament that required the
prime minister to seek an extension of the Brexit deadline).
Finally there are some nodes that are not connected, this
is likely as a result of the data not containing sufficient
information to learn edges related to these nodes. Collecting
data over a longer time period may improve performance in
this respect.
Our approach does have some limitations: 1) the total
number of crawled tweets are limited. Twitter only allows a
limited number of tweets per hashtag per day to be retrieved
(roughly 18,000 tweets). That means that for some popular
hashtags, we only collected a small percentage of the total
number of tweets of these hashtags. This may affect the
accuracy of the generated Dynamic Bayesian Network; 2) the
accuracy of detecting the sentiment orientation of a hashtag is
not empirically evaluated, because of lacking related existing
work. This may also affect the accuracy of the generated
Dynamic Bayesian Network; 3) there is a fixed time lag
of a single day between sentiment on one topic affecting
sentiment on the topics that are dependent on it. This could be
addressed by collecting and analysing sentiment data on top-
ics at a finer resolution, and also by considering interactions
at multiple time lags.
V. CONCLUSION
We have developed a methodology for the analysis of senti-
ment evolution across multiple related topics that can build
dynamic models of the changes in sentiment over time. This
allows us to infer networks that indicate how sentiment on
one topic can cause changes in sentiment around other topics.
A Gaussian Process Dynamic Bayesian Network is proposed
to model a time series of the sentiment of related topics and
learn dependency relationships between them. We developed
a Sequential Monte Carlo sampler to perform Bayesian infer-
ence on a Dynamic Bayesian Network model.
We applied this approach to the analysis of a time series
of sentiment on topics related to the event ‘‘Brexit’’. We con-
ducted experiments on a real dataset that was crawled from
Twitter with 37 hashtags and 9.72 million tweets in 32 days
from 5th October 2019 to 5th November 2019. We show
that our method can produce interpretable results that reveal
sentiment links between related topics.
In this paper we have focused on the development of the
methodology for inferring networks from sentiment data, but
a future extension of this workwould be to consider how these
networks can be used to predict future sentiment on a given
topic, using related topics as predictors. Also, in the future
work, we will explore how to explain the sentiment dynamics
for a given topic with real-life news events, through linking
the news data with Twitter data.
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