In computed tomography ͑CT͒, the beam hardening effect has been known to be one of the major sources of deterministic error that leads to inaccuracy and artifact in the reconstructed images. Because of the polychromatic nature of the x-ray source used in CT and the energy-dependent attenuation of most materials, Beer's law no longer holds. As a result, errors are present in the acquired line integrals or measurements of the attenuation coefficients of the scanned object. In the past, many studies have been conducted to combat image artifacts induced by beam hardening. In this paper, we present an iterative beam hardening correction approach for cone beam CT. An algorithm that utilizes a tilted parallel beam geometry is developed and subsequently employed to estimate the projection error and obtain an error estimation image, which is then subtracted from the initial reconstruction. A theoretical analysis is performed to investigate the accuracy of our methods. Phantom and animal experiments are conducted to demonstrate the effectiveness of our approach.
I. INTRODUCTION
It is well known that most materials preferentially absorb low-energy x-ray photons more than the high-energy photons. For most commercially available CT scanners, the x-ray tube output exhibits a broad energy spectrum. As a result, the measured projections deviate from the true line integrals of the object, which often leads to artifacts in the reconstructed images. 1, 2 Many studies have been performed to understand the cause of these artifacts and various correction schemes have been proposed to combat them. [1] [2] [3] [4] [5] [6] For example, when an object is made of a single material, a polynomial correction can be applied to the detected signal to arrive at a modified representation based on the incident x-ray spectrum and the attenuation characteristics of the material. 2 Although this software-based method performs well in most cases, it fails to remove shading artifacts caused by multiple high-density materials inside the scanned field of view. An alternative approach is to prefilter the x-ray beam, removing the low-energy x-ray photons from the output spectrum. 3 This physics-based approach can only achieve a compromise between low contrast detectability and reduction of image artifacts. To overcome these difficulties, an iterative method was proposed to estimate and correct for the projection error in the reconstructed images. 4 This method has been shown to be effective in dealing with image artifact in a fan beam CT system. The tradeoff, however, is that two fan beam reconstruction processes need to be performed to produce a single image. For a cone beam CT geometry, the computational complexity becomes even more significant. In this paper, we present an iterative beam hardening correction method for cone beam CT. We make use of a tilted parallel beam geometry for an approximation of the beam hardening effects in cone beam geometry. We show that the amount of error introduced by this approximation is negligible. Following a derivation similar to that of the Feldkamp reconstruction formula, we present a closed form solution for reconstruction in the tilted parallel beam sampling geometry. In the last section, we present a set of experiments to demonstrate the effectiveness of our approach.
II. BEAM HARDENING ERROR ANALYSIS
To fully understand the correction algorithm, a brief discussion of the beam hardening artifact is in order. Let us denote by I 0 the incident x-ray beam intensity, I L the transmitted beam intensity, and P L the line integral of the attenuation coefficient along path L. For a homogeneous object, the following relationship exists:
͑1͒
In this equation, N represents the order of polynomials used to model the beam hardening effect. The ␣ i depend not only on the nature of the object material, but also on the incident x-ray photon energy spectrum. Under monoenergetic beam conditions, ␣ i ϵ0, ᭙i 1. In this case, Eq. ͑1͒ reduces to Beer's law and a simple relationship exists between the measurements and the line integrals of the attenuation coefficient.
The justification of the above equation can be stated as follows. For a homogeneous object, the line integral of the attenuation coefficient through the object is simply the product of the x-ray pathlength and the attenuation coefficient. Therefore, for the ease of explanation, we will use the x-ray pathlengths instead of line integrals. When the incident x-ray beam is polyenergetic, the relationship between the pathlength and the logarithm of the intensity ratio ͓the right-hand side of Eq. ͑1͔͒ is no longer linear. In general, the plot of the logarithm of ratio ͑y axis͒ against the pathlength ͑x axis͒ is a concave curve intersecting the origin. 2 As a result, this relationship can be approximated by a polynomial function. The degree of accuracy is determined by the order of the polynomial ͑N͒. In the majority of cases, a second-or third-order polynomial (Nр3) is sufficient to accurately model the x-ray attenuation behavior.
When two different materials are present ͑as is often the case for CT scans͒, the above relationship is no longer valid. However, if we treat the two materials in sequence ͑the output x-ray intensity from one material is the input to the other͒, the x-ray beam attenuation relationship can be easily described by an extension of Eq. ͑1͒. Specifically, if we denote the transmitted beam intensity after the first ͑low-density͒ material by I s , the true line integral estimation can be represented by
͑2͒
Similar to ␣ i , ␤ i depend on the second material and the x-ray beam spectrum. If we treat the entire object as a single material in the beam hardening correction, then the error in the projection, ⌬ P L , is simply the difference between Eq. ͑1͒ and Eq. ͑2͒, for the same I 0 ͑input x-ray intensity͒ and I L ͑measured output intensity͒:
where ϭln(I s /I L ). The quantity, , is the logarithm of the ratio of the intensity incident on the second material ͑the material that has not been properly accounted for͒ to the measured output intensity. In most CT calibration processes, the low-density material ͑e.g., water or soft tissue͒ is assumed as the reference material and is properly accounted for. The projection error, as a result, is mainly a contribution of the high-density materials. The nonlinear terms in Eq. ͑3͒ are responsible for the production of the streaking and shading artifacts. The linear error term in Eq. ͑3͒ causes a low-frequency CT number shift ͑close to a dc error in the reconstructed images͒. When ignoring all the higher-order terms, we could conclude that the error introduced in the projection is roughly proportional to the line integral of the high-density object along the x-ray beam path.
A nonlinear beam hardening artifact can be illustrated by the following experiment. We scanned a rat lung with a microfocal cone beam CT scanner. The rat lung was excised and the arterial system filled with perfluoroctyl bromide, a brominated fluorocarbon, which has a specific gravity of 1.94 and /ϭ0.8620 ͑cm 2 /g͒ @ 50kVp, as previously described in Ref. 7 . The set of projections was processed and reconstructed using the cone beam reconstruction algorithm also described in Ref. 7 . For the data acquisition, there are 640 detectors in a row and 480 rows in each projection. For the cone beam sampling, 360 projections were acquired at 1°i ncrements. The data were reconstructed on a 457ϫ457ϫ457 matrix. To separate the effect of the potential artifacts introduced by cone beam reconstruction, we selected a reconstructed slice that is close to the central cone plane ͑at this location, the projection dataset is essentially in a fan beam geometry͒. The resulting image is shown in Fig. 1͑a͒ . Note that dark streaks are clearly visible in the regions that connect several denser objects.
III. ITERATIVE CORRECTION ALGORITHM

A. The basic correction concept
Based on Eq. ͑3͒ and the discussion in the previous section, the logarithm term in the projection error can be estimated by forward projecting only the high-density objects contained in the reconstructed images along the same path as the data collection. Once the projection error is estimated, we subtract the error from the original measured projection, and then reperform the tomographic reconstruction to arrive at a set of images with a beam hardening correction. This method can be performed iteratively for an additional correction. The fan beam version of this approach was proposed in Ref. 4 .
Alternatively, one could perform reconstruction based on the projection error to arrive at a set of error images. The final image can be obtained by subtracting the properly scaled error images from the original reconstructed images. This is based on the fact that the tomographic reconstruction is a linear process and the order of subtraction and reconstruction operations are interchangeable.
Two of the key steps in the correction scheme are the segmentation of high-density objects from low-density objects and the determination of the proper scaling factor for error subtraction. For a well-calibrated CT scanner, the segmentation can be performed with a simple thresholding method. For example, to separate bones ͑high density͒ from soft tissues, we could set the threshold to be 200 HU, since the CT number for soft tissues is less than 150 HU and the CT number for bones is more than 250 HU.
The scaling factor for error subtraction in the second approach can be determined either theoretically or experimentally. For a given x-ray tube energy spectrum and known high-density objects, the scaling factor can be calculated directly from Eq. ͑3͒. Alternatively, it can be estimated based on phantom experiments. As long as the x-ray tube spectrum remains reasonably stable, the scaling factor should remain constant and solely determined by the nature of the highdensity object. For example, the scaling factor used for bone beam hardening correction using a GE CT x-ray tube operating at 120 kVp is 0.095. The scaling factor remains unchanged for the entire tube life.
Either of the correction schemes discussed previously requires a cone beam forward projection operation followed by cone beam backprojection reconstruction to produce the corrected images. The first approach forces the generation of the error projections using the same sampling density ͑number of projection samples as well as number of views͒ as the original projections. Needlessly to say, this process is quite computationally intensive. To overcome this difficulty, we propose the following scheme based on the second approach.
B. Tilted parallel beam approach
It is well known that parallel beam geometry is more simplistic than the fan beam geometry in terms of forward projection and backprojection. As a result, the coordinates do not need to be recalculated for points at different locations relative to the isocenter. A second form of efficiency comes from the tomographic reconstruction algorithm. For fan beam geometry, a magnification-dependent scaling factor is required during the backprojection process. Consequently, additional scaling factor calculations are required for every reconstruction point. Some simplification can be made to reduce the number of calculations; However, scaling is still quite computationally burdensome. Therefore, if the projection error and the backprojection can be estimated based on a parallel or tilted parallel geometry, a significant saving in computation can be achieved.
To achieve this goal, we propose the following scheme. As in the previously mentioned error correction scheme, we first reconstruct the images using any cone beam reconstruction techniques ͑e.g., Refs. 7 and 8͒. The reconstructed images are then segmented to separate the high-density objects from the low-density objects. This process can be rapidly performed with simple thresholding techniques. Instead of forward projecting the high-density-only images in a cone beam geometry, we will forward project these images in a tilted parallel geometry, where the tilt angle, ͑shown in Fig. 2͒ , is identical to the cone tilt angle, and all the rays within the tilted plane form a pseudoparallel projection. Beam hardening error images are produced by reconstruction of the tilted parallel projections, and then subtracted from the original cone beam reconstruction images to arrive at images corrected for the beam hardening artifact. Importantly, because the error images are produced directly from the parallel projection data, the number of samples used in each projection as well as the number of projection views can be different from the original number of projections. For example, for the experiment conducted in Fig. 1 , the original projection sample size is 640 by 480. In the correction step, the matrix size used for the forward projection can be 256 by 256. This results in a computational saving of a factor of 4.7. On the other hand, it is important to understand the error estimation accuracy due to the different geometry.
C. Analysis of geometric accuracy
To analyze the error caused by approximating the cone beam geometry by the tilted parallel beam geometry in the beam hardening error estimation, let us define the coordinates for both systems. Let us consider a point, P, inside the scan field in which the beam hardening error is to be estimated. There is a unique ray for each cone beam projection that intersects P. We will use two angles to define such a ray. The first angle, ␤, is the angle in the x-y plane formed between the y axis and the plane passing through P, containing the source, and parallel to the z axis, as shown in Fig. 2͑a͒ . The second angle, , is the angle formed between the x-y plane and the ray originating at the source and passing through P. Following the convention of cone beam geometry, the projection angle, , is defined as the angle in the x-ray plane formed between the y axis and the isoray ͑the ray intersecting the z axis͒. Note that in this notation, ␤ϭ only when P has the same x-y coordinate as the isoray. For the tilted parallel geometry, however, the source is no longer a point. It is a line that hypothetically emits x-ray photons in fans perpendicular to the line, as shown in Fig. 2͑b͒ . In this case, ␤ϵ. Therefore, for the same projection angle, , the ray that intersects P will be significantly different in the tilted parallel beam ͓Fig. 2͑b͔͒ than in the cone beam geometry. As a result, the estimated beam path through the dense object will be in error. However, if we compare the parallel projec- tion whose projection angle is identical to ␤ ͑since many views are generated, we can always find a view that either satisfies or nearly satisfies this condition͒, the difference in the parallel ray and the cone beam ray will be the tilt angle, . Since the geometry is rotationally symmetric with respect to the z axis, we could simplify our analysis by selecting P to be a point in the x-z plane. Let us denote by cone and tilt the tilt angles for cone beam and the parallel beam, respectively. It is clear that these angles can be calculated easily by the following equations:
͑5͒
where w cone and w tilt are the projected distances of the ray onto the x-y plane between the intersection points of the ray with the x-y plane and x-z plane. The calculation of w cone and w tilt can be obtained by referencing Figs. 3͑a͒ and where R is the x-ray source to the isocenter distance. It then follows that the difference in tilt angle, ⌬, for a point, P(x,z), can be expressed by the following equation:
͑8͒
In general, this error increases with an increase in x and z. To estimate the impact on a cone beam system, we calculate the average error ͑over all ␤͒, ⌬ av , for Rϭ200 mm, and let x and z vary from 0 to 30 mm ͑which represents a cone angle of 16.7°͒. Note that in this analysis, the detector is assumed to be located at the isocenter, following the convention of the cone beam reconstruction. This corresponds to a scan field of view of a 60 mm diam cylinder that is 60 mm in height. Figures 4͑a͒ and 4͑b͒ plot the mean and standard deviation of ⌬ av ͑over 2 angular range͒ as a function of x and z, for the range 0ϽxϽ30 and 0ϽzϽ30. The maximum average error for this case is less than 0.049°͑with a standard deviation of less than 0.035°, when xϭ30 and zϭ30͒, which represent 0.57% angular error. This analysis appears to justify the approximation of the cone beam geometry with a tilted parallel geometry.
D. Tilted parallel beam reconstruction
Once the projection error is generated by a set of tilted parallel beam projections from only the high-density images, the error in the reconstructed image can be estimated by reconstructing the error projections. The derivation for the tilted parallel beam reconstruction formula can be carried out in a similar fashion as the derivation used in the Feldkamp cone beam reconstruction algorithm. 8 Let us denote by (x,y) the object function, the angle of the ray formed with the x axis, and P (t) the projection sample with an angle of and distance t from the isocenter. It is well known that the tomographic reconstruction formula for a set of parallel beam projections is ͑x,y ͒ϭ 1 2
where
and tϭx cos ϩy sin . Note that in this formula, we have purposely set the integration limit for at ͓0, 2͒, instead of ͓0, ͒. In the case of parallel sampling, the two opposing sets of projections are redundant samples. In a tilted parallel beam case, however, the conjugate property does not exist anymore for the two sets. When an isoray ͑intersecting z axis at a height z͒ is rotated about the z axis through a small angle, ␦, the distance it travels is R ␦, where R is the length of the ray its intersection with the x-y plane to the isocenter. Relative to the tilted plane, however, this corresponds to a rotation angle of ␦Ј, as shown in Substituting this into Eq. ͑9͒, we have ͑x,y,z͒ϭ
͑11͒
The final reconstructed image is then simply the summation of the first pass reconstruction, q(x,y,z), with the scaled error image:
IV. EXPERIMENTAL RESULT
A. Rat lung experiment
To investigate the effectiveness of our beam hardening correction approach, we applied the correction to the cone beam dataset exemplified by Fig. 1͑a͒. Figure 1͑b͒ shows the same data reconstructed with the iterative beam hardening correction algorithm. It is evident that the majority of the shading artifacts have been removed or significantly suppressed.
In the derivation of our correction algorithm, we have utilized a tilted parallel beam approximation for the cone beam geometry. It can be shown that the error, ⌬, increases with an increase in z. To demonstrate the accuracy of our approximation, we performed the same correction on a slice that is near the top of the field of view in z ͑slice number 90͒. The original cone beam reconstruction and the beam hardening corrected images are shown in Figs. 6͑a͒ and 6͑b͒ , respectively. Again, the effectiveness of the correction algorithm is clearly demonstrated. When comparing the correction performed on the central slice ͑Fig. 1͒ with that of a peripheral slice ͑Fig. 6͒, no degradation due to the approximate tilted parallel beam geometry utilized for forward and backprojection can be observed. The same conclusion can be drawn from the sagittal images generated from the reconstructed volume, as shown in Fig. 7 .
We would like to point out some considerations in the selection of several parameters. The first is the number of views used for the projection error estimation. Note that Eq. ͑8͒ is based on the assumption that the projection angle, ␤, can be matched or made nearly identical to the angle between any cone beam ray and a titled parallel projection. This condition can only be met when the number of projections generated for the error estimation is large. If this condition is not met, in additional error for ␤ has to be added to the error estimation presented in Eq. ͑8͒. For the implementation of our correction algorithm, we have selected the number of views to be 500.
Another consideration for the correction is the selection of the reconstruction kernel in Eq. ͑11͒. If the cutoff frequency is selected too high, the error estimation will be quite noisy and its addition to the original image will degrade the signal to noise ratio of the original image. On the other hand, if the cutoff frequency is too low, many beam hardening features will be suppressed during the reconstruction and significant residual error will remain. A close examination of the beam hardening artifacts have indicated that the majority of the streaking and shading artifacts are low frequency in nature.
B. Phantom experiment
To further quantitatively assess the accuracy of our approach, we performed the following experiment. Eight cylindrical objects with a diameter of 10 mm were placed around a water cylinder of diameter 22.5 mm, as shown in Fig. 8 . The chemical composition of these cylinders and their corresponding densities are tabulated in Table I . Note that we have purposely selected these materials to represent a very wide range of density level to fully test the limit of our algorithm.
The top row of Fig. 9 depicts the images reconstructed without our beam hardening correction. The three images from left to right correspond to three slices of the reconstructed volume. The left image is located at the central plane ͑fan beam͒, the right image near the edge of the field of view in z ͑worst-case cone beam͒, and the middle image halfway in between. The middle row of Fig. 9 depicts the images corrected with our beam hardening approach. Most shading and streaking artifacts are reduced or eliminated. To further understand the impact on the reconstruction accuracy, we plot the intensity profile for cylinder number 9 ͑water͒. The solid line and dash-dotted line in Fig. 10 depict the profiles before and after a single pass of the iterative beam hardening correction. A clear improvement in terms of uniformity can be observed.
A closer examination of Fig. 9 , however, reveals some residual artifacts that are not sufficiently suppressed. In particular, some dark bands between cylinders 7 and 8 are still present, an indication of undercorrection. To further confirm that residual shading is due to undercorrection, we plotted intensity profiles of cylinder number 7, as shown in Fig. 11 . Again, the solid and dash-dotted lines depict before and after the single-pass beam hardening correction. Note that although the intensity of the corrected cylinder is more uniform than the original one, its average intensity level is lower than it should be, as indicated by the fact that the profile is closer to the valley of the uncorrected profile. It is well known that the cupping seen in the plot of the uncorrected profile is caused by density reduction due to beam hardening. On the other hand, indications of overcorrection ͑as evidenced by the slight bright shading between other cylinders͒ can also be observed. This indicates that it is unlikely that the artifact can be further reduced by parameter tuning, since both undercorrection and overcorrection are present simultaneously. This is mainly caused by the wide range of cylinder densities used in our experiment.
C. Further refinement
In Eq. ͑2͒, we divided the entire intensity range into two levels: high and low. This intensity division works well when the histogram of the scanned object density is bimodal. When the object density histogram is more complex ͑as is the case with our phantom experiment͒, we need to further divide the density levels into smaller increments to accurately model the projection error. This can be accomplished by the following multistep approach. We will first set the density threshold level that separates high-and low-density objects to be quite low. In the first iteration of the correction, we will select the correction parameter such that it is sufficient to correct the artifacts near low-density objects; areas near high-density objects will be undercorrected, as expected. Based on the initially corrected images, we will select a new density threshold that is much higher than the original one. This time, only high-density objects will be selected for correction. To further improve the accuracy of our correction, we will use cubic-instead of quadratic-order correction. This process can be repeated if the dynamic range of the scanned densities is large and the histogram is relatively evenly distributed. Based on our experience, however, two passes are typically sufficient to deal with a very wide range of densities.
The bottom row of Fig. 9 depicts images corrected with the two-pass approach. The improvement in image quality can be clearly observed. To further access its impact on the accuracy of density recovery, we plotted the two-pass corrected intensity profile for cylinder number 7, as shown by the dotted line in Fig. 11 . The object density level has been significantly improved as compared to the single pass correction.
V. CONCLUSION
In this paper, we have presented an iterative correction algorithm for the beam hardening artifact in cone beam CT. Based on the error analysis, we use a tilted parallel beam geometry for the estimation and correction of the cone beam projection error. An Analysis has indicated that this approximation is adequate for this application. The advantage of this approximation is a significant reduction in the computational complexity of error estimation and reconstruction. A reconstruction formula for the tilted parallel beam geometry is also presented in the paper. Experiments with x-ray cone beam data have confirmed the robustness and effectiveness of our approach.
