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THE CONVERGENCE RATE OF THE GIBBS SAMPLER FOR
THE 2-D ISING MODEL VIA A GEOMETRIC BOUND
BRICE FRANKE AND AMINE HELALI
Abstract. We study the geometric bound introduced by Diaconis and Stroock
(1991) of the Gibbs sampler for the two-dimensional Ising model with free bound-
ary condition. The obtained result generalizes the method proposed by Shiu and
Chen (2015) from dimension one to dimension two. Furthermore we observe that
the new bound improves the result given by Ingrassia (1994).
Introduction
The Ising model is the most basic model in statistical mechanics having non trivial
interaction. It has many applications in pattern analysis, molecular biology and image























∀x = (xji )1≤i,j≤n ∈ χ ,
























is the normalizing constant. Monte Carlo Markov chain MCMC method is a very
useful technique to draw samples from the Ising model. The Gibbs sampler introduced
by Geman and Geman (see [6]) and the Metropolis-Hastings algorithm introduced by
Metropolis et al. (see [11]) and Hastings (see [7]) are the most popular Monte Carlo
Markov chain methods used in this context. Those two algorithms use an aperiodic
and irreducible Markov chain which is reversible with respect to the measure pi. The
reversibility is contained in the following detailed balance equation
Q(x, y) = pi(x)P (x, y) = pi(y)P (y, x) = Q(y, x) ∀x, y ∈ χ.
Under the previous conditions (aperiodicity, irreducibility and reversibility) the mea-
sure pi is the unique invariant measure for the matrix P . The eigenvalues of P can be
arranged as follows:
1 = β0 > β1 ≥ β2 ≥ · · · ≥ β|χ|−1 > −1.
There are two known criteria to measure the convergence rate of a Markov chain: On
one hand, many researcher as Sinclair (see [13]), Frigessi et al. (see [5]), Ingrassia (see
[10]), Chen et al. (see [1]) and Chen and Hwang (see [2]) use the asymptotic variance
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to study the convergence rate of the MCMC algorithms. On the other hand, Diaconis
and Stroock (see [3]) use the total variation distance to quantify the convergence of
the MCMC algorithms to their stationary distribution. We recall this result in the
following theorem:
Theorem 1 (Diaconis and Stroock 1991). If P is a reversible Markov chain with
unique invariant measure pi and P is irreducible then for all x ∈ χ and k ∈ N:
4‖P k(x, .)− pi‖2var =
(∑
y∈χ





where β∗ = max{β1, |β|χ|−1|}.
Many authors as Sinclair and Jerrum (see [14]), Diaconis and Stroock (see [3])
and Sinclair (see [13]) introduced bounds for the eigenvalues β1 and β|χ|−1. Ingrassia
(see [10]) shows that the result of Diaconis and Stroock (see [3]) leads to the tightest
bound. This motivates us to have a closer look at explicit bounds that one can obtain
from the approach of Diaconis and Stroock.
In order to do so, let us first remind the classical result of Diaconis and Stroock (see
[3]):
Let G(P ) = (χ, E) be the graph constructed with the dynamic P where the state
space χ is the vertex set and E = {(x, y) | P (x, y) > 0} is the set of edges. Then, for
each pair of distinct configurations x and y we choose a path γxy in G(P ) linking x
to y . The irreducibility of the matrix P guarantees that such paths exist. Finally,
we define the set Γ = {γxy : x, y ∈ χ}. Note that only one path γxy for each pair of
configurations x, y is chosen. The second largest eigenvalue β1 is then bounded from
above as follows:










and where |γxy| designates the length of the path γxy.
In equation (2) the maximum is over all directed edges in the graph G(P ) and the
sum is over all paths from the set Γ passing through the fixed edge e. It is clear that
κ measures the bottlenecks (charged edges) in the graph G(P ) . We notice that a
small κ gives a better result. So, on one hand we should choose the shortest paths to
link some pair of configurations x, y and on the other hand we must avoid that many
paths pass through the same edge in order to obtain the tightest bound for β1.
In this paper we study the Gibbs sampler which chooses a random coordinate to be
updated according to the conditional probabilities given the other coordinates.
The associated matrix for the two-dimensional square lattice Ising model is









pi(yji |x) if d(x, y) = 0
0 else
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where
• pi(yji |x) =
pi(x11,··· ,xji−1,yji ,xji+1,··· ,xnn)
pi(x11,··· ,xji−1,yji ,xji+1,··· ,xnn)+pi(x11,··· ,xji−1,−yji ,xji+1,··· ,xnn)
;
• d(x, y) = ]
{
i, xji 6= yji for i, j = 1, · · · , n
}
designates the number of sites
that differ between two configurations x and y.
We apply the bound for β1 introduced by Diaconis and Stroock (see [3]) to the Gibbs
sampler for the two-dimensional Ising model with two states. The computation is
based on some method introduced by Shiu and Chen (see [12]). In their paper they
treat the one-dimensional lattice case.
The one-dimensional lattice case with multiple states which is also called Potts model
was investigated by Helali with the same techniques (see [8]).
In the first section, we first define a path for each pair of configurations (x, y) from







In Proposition 1.1, we give an upper bound for the expression in (3) for different classes
of edges (interior, corners, etc · · · ) in the square lattice {1, · · · , n}2. We notice that
it is difficult to complete exact computations for the bounds given in Proposition 1.1.
In Theorem 2 we present a bound for β1 which results from some rough estimation
of the terms from Proposition 1.1. To be able to use Theorem 1 we are referring
to Ingrassia (see Theorem 5.3 in [10]) which gives a lower bound for the smallest
eigenvalue β|χ|−1. The main theorem is obtained by the fact that |β|χ|−1| is smaller
than the upper bound of β1. In the third section we compare our result with existing
bounds from the literature. We notice that the main result of this paper generalizes
the one introduced by Shiu and Chen in [12] to higher dimension. It also improves
the result of Ingrassia (see [10]). The last section contains the proofs for the main
results
1. Main result
1.1. Selection of paths. To be able to use the result of Diaconis and Stroock (see
[3]) in the computation of the bound for the second largest eigenvalue, we should fix
a collection of paths linking any x to any y from χ. To get the best possible result,
we should use the shortest paths γxy to obtain smallest possible κ which gives smaller








zq−11 · · · zq−1p−1 zq−1p zq−1p+1 · · · zq−1n
zq1 · · · zqp−1 zqp zqp+1 · · · zqn




zn1 · · · · · · znp · · · · · · znn

and e+ takes the same form except that we have −zqp in the (p, q)− th position.
Without loss of generality we rearrange the lattice as a vector x = (x1, · · · , xn2) then
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we use the same kind of paths introduced by Shiu and Chen in [12]. For a given pair
(x, y) ∈ χ2 there exist an increasing sequence d1, · · · , dm ∈ {1, · · · , n2} such that:
• xi 6= yi for i ∈ {d1, · · · , dm}
• xi = yi otherwise.
The path linking x to y is defined as follows:
(x1, · · · , xn2) = (y1, · · · , yd1−1, xd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn2)
→ (y1, · · · , yd1−1, yd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn2)
= (y1, · · · , yd1−1, xd1 , yd1+1, · · · , yd2−1, xd2 , xd2+1, · · · , xn2)
→ (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, yd2 , xd2+1, · · · , xn2)
...
→ (y1, · · · , yn2).
Those paths subsequently update the differing sites in the configurations x and y.
1.2. Geometric bound for the second largest eigenvalue. In what follows we







First, let e = (e−, e+) be a fixed edge. The flux in equilibrium associated to this edge
is:
Q(e) = pi(e−)P (e−, e+)
and the transition matrix P (e−, e+) is described in the following lemma:
Lemma 1.1. Let x be a configuration. From the position of the site who is to be
updated we distinguish three principale cases:
1) If (p, q) ∈ {2, · · · , n− 1}2, each configuration has four neighbors and






















2) If (p, q) ∈ {2, · · · , n− 1} × {1}, each configuration has three neighbors and

















and similar results hold for:
i) (p, q) ∈ {2, · · · , n− 1} × {n}:


















ii) (p, q) ∈ {1} × {2, · · · , n− 1}:














iii) (p, q) ∈ {n} × {2, · · · , n− 1}:
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3) If (p, q) = (1, 1), each configuration has two neighbors and













and similar results hold for:
i) (p, q) = (1, n):














ii) (p, q) = (n, 1):








iii) (p, q) = (n, n):










The proof of this lemma is given in section 4.
For each class of edges, we give an upper bound for κ defined in equation (2) in the
following proposition:
Proposition 1.2. The second largest eigenvalue of the Gibbs sampler for the two-
dimensional Ising model satisfies:
β1 ≤ 1− 1
κ
where κ is bounded as follow :





























w1i − w2i − w1iw2i
))}
.
and a similar result holds for (p, q) = (n, 1).




































wq−1i − wqi − wq−1i wqi
))}
.
A similar result holds for (p, q) ∈ {2, · · · , n−1}×{n}. Moreover with the same tricks
we obtain an upper bound in the cases where
(p, q) ∈ {1} × {2, · · · , n− 1} or (p, q) ∈ {n} × {2, · · · , n− 1}.
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(− wqi + wq+1i − wqiwq+1i )
− 2(wqp+1 + wq+1p ) +
n∑
i=p+1
(wq−1i − wqi − wq−1i wqi
))}
.
The proof of this proposition is given later in section 4.
After this step, we notice that it is difficult to give an exact value for the sums in
the previous proposition. So, in what follows we give an upper bound for those sums
in order to obtain an upper bound for κ defined in equation (2). The main result is
given in the following theorem:
Theorem 2. The second largest eigenvalue of the Gibbs sampler for the two-dimensional
Ising model with two states satisfies:
β1 ≤ 1− n−4 exp
{− 2T (2n+ 1)}.
The proof of this theorem is given in section 4.
To be able to use Theorem 1 given by Diaconis and Stroock [3] we must give an upper
bound for the second largest eigenvalue in absolute value. Until now, we have given
an upper bound for the second largest eigenvalue. So we turn now to control the
smallest eigenvalue of the Gibbs sampler for the two-dimensional Ising model.
1.3. Bound of the second largest eigenvalue in absolute value. Theorem 5.3
introduced by Ingrassia in [10] gives a lower bound for the smallest eigenvalue as:
β|χ|−1 ≥ −1 + 2
1 + (c− 1)e∆T .
For the two-dimensional Ising model one has c = 2 and ∆ = 4. Therefore for large n:














< 1−e−4T < 1−n−4e−2T (2n+1).
An upper bound of β∗ is given in the following corollary:
Corollary 1. The second largest eigenvalue in absolute value of the Gibbs sampler
for the two-dimensional Ising model with two states satisfies:
β∗ ≤ 1− n−4 exp{− 2T (2n+ 1)}.
Proof. We give an upper bound for |β|χ|−1| in the above computation. Then, com-
bining this result with the result given in Theorem 2 finishes the proof.
2. Comparison
Ingrissia (see [10]) develop a method to give an upper bound for the second largest
eigenvalue of the Gibbs sampler for the general Ising model and he obtains:
β1 ≤ 1− ZT
bγ Γγ c |S|e
−mT ,
where ZT is the normalizing constant, S is the lattice of sites, Γ the collection of
paths, γΓ the maximum length of each path γxy ∈ Γ, bΓ is the maximum number of
paths containing any edge of Γ, c is the number of configurations that differ by only
one site and m is the least total elevation gain of the Hamiltonian function in the
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sense which is described by Holley and Stroock (see [9]).
For the two-dimensional square lattice Ising model with two states we have:
Γγ = n
2, bγ = 2
n2−1, c = 2, m = 4, |S| = n2 and ZT ≤ 2(1 + e− 12T )n2−1.
Which leads to:
β1 ≤ 1− n−4e− 4T




The comparison of the two results amounts to compare f(T ) = e
4





. The following figure represents the two graphs.
































This is quite natural to consider because MCMC method is used to give samples from
probability measures defined on large spaces (n ∼ 1023). Then the main result of this
paper improves the one introduced by Ingrassia (see [10]) for large n.
3. conclusion
This paper deals with the bound of the second largest eigenvalue in absolute value of
the Gibbs sampler for the two-dimensional Ising model with two states ±1. The main
result generalizes some methods of Shiu and Chen (see [12]) obtained in dimension
one to dimension two. It also improves Ingrassia’s bound (see [10]).
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4. Proof of the main result









































































































and pi(e+) takes a similar form except in the (p, q)−th position which is equal to −zqp.
This yields:




















































































With similar techniques we can compute the transition matrix for each class of edges
and the results are presented in lemma 1.1.
4.2. Proof of proposition 1.2. Depending on the position of the site who is to be
updated we distinguish several cases.
Lets first assume that (p, q) ∈ {2, · · · , n− 1}2. Then the transition matrix is:






















According to the selection of the paths done in section 1.1., if a pair (x, y) satisfies
γxy 3 e, then the configurations x and y must have the following form:
x =





xq−11 · · · xq−1p−1 xq−1p xq−1p+1 · · · xq−1n
xq1 · · · xqp−1 zqp zqp+1 · · · zqn




zn1 · · · · · · znp · · · · · · znn









zq−11 · · · zq−1p−1 zq−1p zq−1p+1 · · · zq−1n
zq1 · · · zqp−1 −zqp yqp+1 · · · yqn
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xq−11 · · · xq−1p−1 xq−1p xq−1p+1 · · · xq−1n
xq1 · · · xqp−1 zqp yqp+1 · · · yqn




yn1 · · · · · · ynp · · · · · · ynn

and x 	 y with the same expression expect that in the position (p, q) we have −zpq .
Equation (4) becomes:






















i − xqi yq+1i































































Remark 1. We notice that the right side in equation (5) reaches its maximum value
if
−zq−1i = zqi = −zq+1i for i = 1, · · · , n.
Without loss of generality we can consider the situation where zqp = 1.
This yields:




















(− xqi + yq+1i
− xqi yq+1i
)





(xq−1i − yqi − xq−1i yqi )
))}
.
















(− xqi + yq+1i − xqi yq+1i )
− 2(yqp+1 + yq+1p ) +
n∑
i=p+1













(− xqi + yq+1i − xqi yq+1i )






xq−1i − yqi − xq−1i yqi
))}
.
Like in Shiu and Chen (see [12]) we notice that⋃
(x,y) : γxy3e
{x⊕ y, x	 y} = χ.















(− wqi + wq+1i − wqiwq+1i )
− 2(wqp+1 + wq+1p ) +
n∑
i=p+1













(− wqi + wq+1i − wqiwq+1i )





(wq−1i − wqi − wq−1i wqi )
))}
.
If we look to the nearest neighbors of the site (p, q), for each configuration w+ ∈ {w ∈
χ : wqp = 1} there exist a unique configuration w− ∈ {w ∈ χ : wqp = −1} such that:





















































(− wqi + wq+1i − wqiwq+1i )
− 2(wqp+1 + wq+1p ) +
n∑
i=p+1
(wq−1i − wqi − wq−1i wqi
))}
.(7)
Remark 2. We obtain the same result by considering the case where zqp = −1.
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We turn now to remaining cases where the site (p, q) lies on the boundary of the
square:
i) For (p, q) = (1, 1) we have that x and e− coincide and









































For (p, q) = (n, n) we notice that y and e+ coincide and we obtain the same kind of
result as for (p, q) = (1, 1).
ii) For (p, q) = (1, n), we have from lemma 1.1








According to the selection of paths in section 1.1 for any pair (x, y) where γxy 3 e the
configurations x and y must have the following form:
x =

x11 · · · x1n−1 z1n





zn1 · · · · · · znn
 and y =

z11 · · · z1n−1 −z1n





yn1 · · · · · · ynn
 .

















































i − z1i z2i








Following the line of arguments from Shiu and Chen (see [12]) we define configurations:
x⊕ y =

x11 · · · x1n−1 z1n





yn1 · · · · · · ynn
 and x	 y =

x11 · · · x1n−1 −z1n





yn1 · · · · · · ynn
 .
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Then equation (9) becomes:















i − z1i z2i − x1i y2i
))}

























Remark 3. We notice that equation (10) reaches its maximum if the following two
points hold:
• z1i = −z2i = −1 for i ≤ n− 1.
• z1n = z2n = +1 and z1n−1 = −z1n = −1.
This yields:









x1i − y2i + 1− x1i y2i
))}









x1i − y2i + 1− x1i y2i
))}
.(11)



















































































w1i − w2i − w1iw2i
))}
.
The last equality is given by a symmetry argument similar to the one introduced in
equation (6). For (p, q) = (n, 1) we use the same technique and we obtain a similar
result.
iii) For (p, q) ∈ {2 · · ·n− 1} × {1}, we have from lemma 1.1
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As before, a pair of configuration (x, y) where γxy 3 e must have the following form:
x =

x11 · · · · · · x1n
...
...
xq−11 · · · · · · xq−1n
zq1 · · · · · · zqn
zq+11 · · · · · · zq+1n
...
...




z11 · · · · · · z1n
...
...
zq−11 · · · · · · zq−1n
−zq1 yq2 · · · yqn
yq+11 · · · · · · yq+1n
...
...




















































































i − zq−1i zqi
))}
.(12)




x11 · · · · · · x1n
...
...
xq−11 · · · · · · xq−1n
zq1 y
q
2 · · · yqn
yq+11 · · · · · · yq+1n
...
...
yn1 · · · · · · ynn

and x	 y =

x11 · · · · · · x1n
...
...
xq−11 · · · · · · xq−1n
−zq1 yq2 · · · yqn
yq+11 · · · · · · yq+1n
...
...




















− zq−1i zqi − xq−1i yqi
))}


























i − zq−1i zqi − xq−1i yqi
))}
.(13)
Remark 4. The maximum in equation (13) is reached once the following conditions
hold:
• −zq−1i = zqi = zq+1i for i = 2, · · · , n.
• −zq−11 = zq1 = zq+11 = 1 and zq1 = zq2 = 1.
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Then equation (13) becomes:









xq−1i − yqi + 1− xq−1i yqi
))}









xq−1i − yqi + 1− xq−1i yqi
))}
.
As in Shiu and Chen (see [12]) we notice that⋃
(x,y): γxy3e
{
x⊕ y, x	 y
}
= χ.
In the previous expression we change the notation of an element x⊕ y or x	 y to w


































































wq−1i − wqi − wq−1i wqi
))}
.
We obtain the same result for (p, q) ∈ {2 · · ·n− 1}×{n}. With similar techniques we




































w1i − w2i − w1iw2i
))}
.
A similar result is obtained in the case where (p, q) ∈ {n} × {2 · · ·n− 1}.
We turn now to give the proof of the main theorem of this paper:




{wq−1i − wqi − wq−1i wqi } = max
i∈{1,··· ,n}
{−wqi + wq+1i − wqiwq+1i } = 3.
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Analyzing the worst cases yield the following inequalities




w1i − w2i − w1iw2i
) ≤ 3n+ 1.




wq−1i − wqi − wq−1i wqi
) ≤ 3n+ 1.




wq−1i − wqi − wq−1i wqi






















which finishes the proof.
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