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Abstract
Modern automotive vehicles are often equipped with a
budget commercial rolling shutter camera. These devices
often produce distorted images due to the inter-row delay
of the camera while capturing the image. Recent methods
for monocular rolling shutter motion compensation utilize
blur kernel and the straightness property of line segments.
However, these methods are limited to handling rotational
motion and also are not fast enough to operate in real time.
In this paper, we propose a minimal solver for the rolling
shutter motion compensation which assumes known vertical
direction of the camera. Thanks to the Ackermann motion
model of vehicles which consists of only two motion param-
eters, and two parameters for the simplified depth assump-
tion that lead to a 4-line algorithm. The proposed mini-
mal solver estimates the rolling shutter camera motion ef-
ficiently and accurately. The extensive experiments on real
and simulated datasets demonstrate the benefits of our ap-
proach in terms of qualitative and quantitative results.
1. Introduction
Recently, automotive driver-less vehicles have sparked
a lot of vision research and unlocked the demands for the
real time solutions for a number of unsolved problems in
computer vision. While a commercial budget camera is an
attractive choice of these vehicles, a significant distortion
could be observed in the captured images. These cameras
are generally built upon CMOS sensors, which possess a
prevalent mechanism widely known as rolling shutter (RS).
In contrast to global shutter (GS) camera, it captures the
scene in a row-wise fashion from top to bottom with a con-
stant inter-row delay. The RS imaging acquires apparent
camera motion for different rows and violates the proper-
ties of the perspective camera model. This causes notice-
able and prominent distortions.
In this work, we develop a minimal solver for RS com-
pensation from a single distorted image. The monocu-
(a) A synthetic rolling shutter image (b) Motion compensated image
(c) A real rolling shutter image (d) Motion compensated image
Figure 1: (a) A synthetic image is generated by simulat-
ing the Ackermann motion and (c) a real rolling shutter im-
age captured by GS900 2.7" CMOS car camera. (b) and
(d) are motion compensated image and the estimated scene
depth by proposed method. Red line segments are at a high
depth compared to the blue ones. Black line segments are
the detected outliers, and green lines are the estimated road
boundaries.
lar RS compensation has been addressed in recent meth-
ods [26, 21, 20], however, none of these methods incor-
porate the translational part of the ego-motion. Moreover,
these methods are not fast enough to operate in real time.
In contrast, we propose a fast minimal solver for rolling
shutter motion compensation. The proposed algorithm is
tailored for the Ackermann motion, under the known ver-
tical direction. This is a common scenario for automotive
vehicles moving on a horizontal plane. In conjunction with
RANSAC, the proposed solver is executed in real time. In
Figure 1, we display our result on a synthetic distorted im-
age1 and on a real rolling shutter image. The result indicates
that the proposed method estimates the rolling shutter cam-
era motion quite accurately along with the image depth and
1Image source: Google street view, Cambridge https://www.
google.com/streetview/
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the road boundaries.
1.1. Related Work
The existing RS compensation methods can be categorized
into multi-frame based and single-frame based methods.
External hardware devices have been utilized [14, 15, 19] to
acquire camera motion directly in videos. However, these
methods deal with the rotational motion only. The geometry
of the scene has also been exploited [2, 5, 7, 10, 22, 18, 8]
using multiple RS images. These methods detect a number
of interest points and track over the frames. The tracked
points are then exploited to estimate the camera motion.
The camera poses for the other rows are then interpolated
in order to compensate the RS motion. Nonetheless, none
of these methods can directly be applied to Single-frame RS
compensation.
Su et al. [26] utilize motion blur to extract information
about the camera motion from a single RS frame. Ren-
garajan et al. [21] utilize the straightness property of the
detected arc segments, the length constancy and the angle
constancy to estimate the motion. However, [21, 26] do not
incorporate the translation motion which cannot be disre-
garded in the Ackermann motion. Moreover, these methods
require a nonlinear optimization which has a high runtime
complexity.
In this work, we estimate the Ackermann motion under
the known vertical direction. The proposed method also
estimates an approximate scene depth while estimating the
motion parameters. Moreover, our method is free from the
aforementioned drawbacks. The contributions are summa-
rized as follows:
• A minimal solver is developed by utilizing vertical line
segments to compensate the rolling shutter camera mo-
tion. The proposed algorithm is tailored for the Acker-
mann motion principle which is the common scenario for
automotive vehicles.
• Extensive experiments on simulated data show the effec-
tiveness of the proposed approach—computationally and
qualitatively.
2. Rolling Shutter Camera
Global shutter and rolling shutter cameras differ in how
the image sensors are exposed while capturing the pho-
tographs. In the former case, the light strikes at all the rows
of the image sensor simultaneously for a constant duration
of time. In the latter case, each row is exposed for a reg-
ular interval of time, while the camera undergoes a (small)
motion.
Let P ∈ R3 be a 3D point in space w.r.t. the GS camera
coordinates. Then the position of the point P w.r.t. RS
camera coordinates [Fig. 2(a)] is
PA = R
t
A(P−TtA) (1)
which can be written in the normalized pixel coordinates as
follows [11, 21]
srsA K
−1
prs = RtA(sK
−1
p−TtA), (2)
where p = [p1, p2, 1]ᵀ and prs = [prs1 , p
rs
2 , 1]
ᵀ are the
homogeneous pixel coordinates of the pixel (p1, p2) of the
GS and RS cameras respectively. s and srsA are correspond-
ing scene depths. K is the intrinsic camera matrix. RtA and
TtA are the rotation and translation of the vehicle at time
t = τprs2 where τ is the time delay between two successive
rows. A is the Ackermann motion parameters. For read-
ability, in the rest of the paper, we consider p and prs are
on the image plane, i.e., pre-multiplied by K−1. Thus (2)
becomes
sp = srsA R
t
A
ᵀ
prs +TtA. (3)
where (RtA)
ᵀ is the transpose of RtA. Note that the scene
depth srsA varies with the pixels and also with the camera
motion.
3. Modeling Ackermann motion
The conventional Ackermann steering principle [23, 24,
25] is to have all the four wheels of a vehicle rolling around
a common point during a turn. This principle holds for any
automotive vehicle which ensures all the wheels exhibit a
rolling motion. This common point is widely known as the
Instantaneous Center of rotation (ICR) and is computed by
intersecting all the roll axis of the wheels. In Figure 2, we
demonstrate such motion. The radius of the circular motion
goes to infinity under a pure forward motion.
3.1. Motion model
The vehicle is assumed to undertake a fixed translational
and angular velocity while capturing the image. If it takes
a pure circular motion with a rotation angle θt, then, the
vehicle must satisfy the circular motion constraints φt =
θt
2 [Fig. 2]. Note that here the x-axis is taken along the
radius towards the ICR. The relative pose [12, 13] between
the vehicles (previous and current position) can be written
as
RtA =
 cos θt 0 − sin θt0 1 0
sin θt 0 cos θt
 , TtA =
 ρt sin θt20
ρt cos θ
t
2

(4)
where θt is the relative yaw angle and ρt is the displacement
of the vehicle at time t. Substituting in (3), we obtain the
scene depth
s = srsA (cos θ
t − prs1 sin θt) + ρt cos
θt
2
(5)
which can also be verified by Figure 2(a). Let the vehicle
undergo a circular motion with an angular velocity α and a
PICR
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(a) pure circular motion (b) pure translational motion
Figure 2: Ackermann motion: (a) pure circular motion and (b) pure translational motion—it also shows the relation between
the scene depth and the pixel coordinates.
translational velocity β on the horizontal plane. Under the
assumption,
RtA =
 1− 2α2t2 0 −2αtγt0 1 0
2αtγt 0 1− 2α2t2
 , TtA = βt
 αt0
γt
 ,
(6)
where α2t2 + γ2t = 1 and A = {α, β} is the set of un-
known rolling shutter parameters. γt was introduced to en-
sure the unit norm. The scene depth srsA is simplified into
srsA = (s− βt)/(1− 2prs1 αt). Notice that the terms involv-
ing the motion parameters A of third and higher orders are
ignored. Under small rotations, the rotation matrix can be
linearly approximated [2]. Therefore, further dropping the
second order terms from (6) (eventually, γt becomes 1) and
substituting in (3)
sp = s−βt1−2prs1 αt (I3 + 2[r
t
A]×)prs + βtstA (7)
where [·]× denotes the skew-symmetric cross-product ma-
trix and I3 is the 3× 3 identity matrix. rtA = [0, αt, 0]ᵀ and
stA = [αt, 0, 1]
ᵀ are the angular rotation and the contribu-
tion of the circular motion to the translation.
3.2. Minimal Solver with known vertical direction
We assume that the vertical direction is known, which is
readily available from an external hardware source, e.g.,
inertial measurement unit (IMU). The accelerometers and
gyroscopes of the IMUs provide a precise measure of the
orientation of the gravitational acceleration (roll and pitch
angles) in the camera frame [3], from which one can easily
derive the vertical direction ey . Without loss of generality,
we can assume further that the known vertical direction of
the camera is also vertical w.r.t. the scene coordinates, i.e.,
ey = [0, 1, 0].
Let ui = [ui1, ui2, ui3]ᵀ and vi = [vi1, vi2, vi3]ᵀ be the
motion compensated end points (7) of a line segment li.
Then, the normal of the interpretation plane of li is ui×vi.
If the li is vertical, then the interpretation plane must pass
through the vertical axis, which leads to (ui × vi)ᵀey = 0,
i.e.,
ui3vi1 − ui1vi3 = 0 (8)
Substituting in terms of rolling shutter pixel coordinates, the
above (8) leads to a polynomial equation with unknown mo-
tion parameters A and unknown scene depth s. Apparently,
the rolling shutter compensation requires an estimation of
the scene depth s at every individual pixel. In the following
section, we employ a simplified parametric representation
of the scene depth s, which is approximately valid for vehi-
cles driving in urban areas.
3.3. Parametrization of the depth
The scene is assumed to be composed of two vertical planes
(buildings, etc.) and one horizontal plane (road). In Figure
3(a)-(b), we illustrate our scene depth assumptions. The two
sides of the roads are approximated by two vertical planes
which intersect at the line at infinity. The road is considered
as the horizontal ground plane. Then the horizon must pass
through the principal point of the camera as the camera is
assumed to be vertical. The scene depth at any pixel is con-
sidered as the minimum depth of the scene surrounded by
the planes.
Let (p1, p2) be the normalized pixel coordinates of a 3D
point P ∈ R3 on the ground plane at a depth s. By the
pinhole camera model [11], p21 =
h
s , i.e., s
−1 = h−1p2 [Fig.
2(b)], where h is the height of the camera from the ground
plane. Similarly, for the points on any of the vertical planes,
s−1 = d−1p1, where d is the distance of the vehicle from the
vertical plane. In general, for the vehicles facing the vertical
planes sideways, s−1 = d−1(p1 − δ) where δ is the column
corresponds to line at infinity [Fig. 3(b)]. Thus, the inverse
of the scene depth s−1 is linear in column number of the
pixel in normalized image coordinates.
By our assumptions, s−1 = max{λ′(p1 − δ), λ(p1 −
δ), λ∗p2} is the inverse depth at the pixel (p1, p2). The
column δ corresponds to the line at infinity. λ′, λ are the in-
verse of the distances of the camera from the vertical planes.
λ∗ is the inverse of the height of the camera which is as-
sumed to be known. By the construction, the vertical line
segments must lie on any of the vertical planes in 3D repre-
sented by λ′, λ. Thus, (7) becomes
p = (1−βts
−1
)
(1−2prs1 αt) (I3 + 2[r
t
A]×)prs + βts
−1stA
s−1 = λ′[p1 − δ]− + λ[p1 − δ]+
(9)
where [x]− = −min{0, x} and [x]+ = max{0, x} are
non-zeros only on the respective vertical planes. Clearly,
the scale of the depth parameter λ′, λ and the scale of the
translational velocity β introduce a gauge freedom. Thus,
knowing one parameter, other two can be estimated explic-
itly. In this work, we fix the gauge by choosing λ′ = 1,
i.e., assume that the position of the vehicle w.r.t. one of the
vertical plane is known, and the translational velocity β of
the vehicle and the parameter λ of the other side of the ver-
tical plane are estimated. On the other hand, if the velocity
of the vehicle β is known, estimation of the parameters of
the vertical planes λ′ and λ, leads to the same solver. Fur-
ther, if the detected vertical line segments touch the ground
plane whose pixel coordinates are known, then the velocity
of the vehicle as well as the location can be computed from
λ∗. Nevertheless, the distorted image can always be com-
pensated without knowing the scale (velocity, depth etc.).
To solve two motion parameters {α, β} and two depth
parameter {λ, δ}, we require four line segments to estimate
the model as well as the depth of the scene. Notice that in
above, s−1 = [p1 − δ]− + λ[p1 − δ]+ is computed w.r.t.
GS camera coordinates. Substituting (9) into (8) leads to a
system of eight polynomial equations of degree five with 29
monomials. The Gröbner basis solution [4, 16] for this sys-
tem involves eliminating a 467 × 478 matrix, which takes
≈ 0.1 second for each problem instance. Note that in con-
junction with RANSAC, the whole procedure for robustly
estimating the model parameters would take 0.1N where
N is the number of RANSAC iterations.
The efficiency is improved with the following approx-
imations. The inverse of depth s−1 is assumed to be lin-
ear w.r.t. RS pixel coordinates, i.e., s−1 = [prs1 − δ]− +
λ[prs1 − δ]+. The experiments demonstrate that even with
such approximation, we can still estimate the parameters
very accurately. The problem is further simplified by con-
sidering three line segments in one of the vertical planes
which are solved by Gröbner basis method. It computes
α, β and δ. These are then substituted in the constraint (8)
of the other line segment—forms a quadratic equation in
λ of which least absolute solution is chosen. The Gröb-
ner basis method generates an elimination template matrix
of size 12 × 15 on which a G-J elimination method is per-
formed. It produces 3 solutions and takes≈ 0.001s for each
problem instance. Among the solutions, only the potential
ones are considered by discarding unrealistic solutions (e.g.,
solutions corresponding to the absolute translation velocity
above 200km/h and absolute angular velocity over 90deg/s).
In the following, we furnish the pseudo-code of the pro-
posed algorithm (Algo. 1). Note that proposed algorithm is
a minimal solver that can estimate the rolling shutter mo-
tion robustly in conjunction with RANSAC (described in
Algo. 2). An interested reader can continue to the follow-
ing sections else can move safely to the experiment section
(sec. 4).
Algorithm 1 Rolling Shutter Motion Compensation
1: procedure COMPENSATEMOTION( Input image )
2: detect line segments li := (urs,vrs)
3: prune line segments /* see sec. 4.1 */
4: estimate(α, β) and depth(δ, λ) algo.2
5: warp compensated image /* see sec. 4.2 */
6: return motion compensated image
7: end procedure
Algorithm 2 RANSAC robust estimation of (α, β, δ, λ)
1: procedure RANSACACKERMANN(li := (urs,vrs))
2: while count 6= maximum iterations do
3: (urs,vrs)← get 4 random (urs,vrs)
4: (urs,vrs)← pick 3 leftmost (urs,vrs)
5: (α, β, δ)← Gröbner Basis (urs,vrs)
6: λ← solve quadratic rightmost
/* substituting (α, β, δ) in (8) */
7: if out of range (α, β, δ, λ) then
8: continue /* see sec. 4.3 */
9: end if
10: count inliers (α, β, δ, λ)
11: update best-found-so-far (α, β, δ, λ)
12: count← count +1
13: end while
14: return best-found-so-far (α, β, δ, λ)
15: end procedure
3.4. A more general case
Let us consider a more general case where the camera is
installed with a known angle with vertical given by an or-
thogonal matrix Rω ∈ SO(3). Then the pixel coordinate of
a 3D point P ∈ R3 in (1) w.r.t. the GS and RS camera co-
ordinates become s′Rωp = P and s′ARωprs = PA where
zx
line at infinity
horizon
ground
plane, (λ∗)
principal point
(λ′) (λ)
δ = 0

z
x
line at infinity
horizon
ground
plane, (λ∗)
principal point
(λ′) (λ)δ

(a) Pure translation, facing front (b) Ackermann motion, facing sideways
Figure 3: The inverse of the scene depth is assumed to be zero for the column corresponding to the line at infinity and then
increases linearly along the sides of the road. The vertical lines corresponding to red lines are at a large depth compared to
the blue ones.
s′ and s′A are proportional to the scene depth. Thus, (1)
becomes
s′ARωp
rs = RtA
(
P−TtA
)
. (10)
The above could also be written in terms of GS co-ordinate
frame as follows
s′Rωp = s′A(I3 + 2[r
t
A]×)Rωp
rs + stA. (11)
where rtA = [0, αt, 0]ᵀ is the angular rotation and stA =
[αt, 0, 1]ᵀ is the contribution of the circular motion to the
translation. Note that (I3 + 2[rtA]×)Rω could also be ob-
served as the linearization of the rotation matrix along Rω
where s′ = s/(R3ω
ᵀ
p), s′A = srsA /(R3ω
ᵀ
prs), s is the
scene depth corresponding to the pixel p and R3ω is the
third row of Rω . Substituting, prs′ = 1R3ωᵀpRωp
rs and
p′ = 1R3ωᵀpRωp along with s
rs
A = (s − βt)/(1 − 2prs1 ′αt)
in above, however, we reach again to the similar set of equa-
tions as follows
p′ = (1−βts
′−1)
(1−2prs1 ′αt) (I3 + 2[r
t
A]×)prs
′ + βts′−1stA
s′−1 = λ′[p′1 − δ]− + λ[p′1 − δ]+
(12)
where t could be replaced by prs2 . Note that substituting
above in (8), we arrive at a set of equations of degree five
and solve them by Gröbner basis method. It generates an
elimination template matrix of size 37× 43 on which a G-J
elimination method is performed. It produces 6 solutions
for each problem instance which were fed into the RANSAC
iterations.
3.5. Specific Motions:
Pure translation motion This is a very common scenario
for which the vehicle undergoes a pure translation motion,
i.e., α = 0. Thus, for the left side of the plane, (9) becomes
p =
(
1− βprs2 (p1 − δ))
(1− 2prs1 αt
) prs + βprs2 (p1 − δ)stA (13)
where stA = [0, 0, 1]ᵀ. In this scenario, a 3-line algorithm
will be sufficient to have a finite solution—two of the line
segments lie on one plane and the other line segment on the
other plane. We can directly compute p1− δ in terms of GS
pixel coordinates as follows
p1 = p
rs
1
(
1 + βδprs2
)
/
(
1 + βprs1 p
rs
2
)
(14)
i.e., p1 − δ =
(
prs1 − δ
)
/
(
1 + βprs1 p
rs
2
)
(15)
Substituting the pixels in terms of rolling shutter pixel coor-
dinates in (8) and then simplifying the equations, we obtain
(
vrsi1 u
rs
i1u
rs
i2−ursi1vrsi1 vrsi2
)
β−(ursi1ursi2−vrsi1 vrsi2 )βδ = ursi1−vrsi2
(16)
Note that ursi3 = 1 and v
rs
i3 = 1 were substituted during the
simplification. Two such constraints (16) for two line seg-
ments lead to a unique solution. Thus, three line segments
are sufficient to have a finite solution for both of the verti-
cal planes—two of the line segments lie on one plane from
which we uniquely compute β and δ. The substitution of the
estimated parameters to the other constraint, correspond-
ing to the other line segment, leads to a linear constraint
in λ which again has a unique solution. Since this closed
form solution is obtained without an elimination template,
it leads to an extremely fast solver.
Pure rotational motion If the vehicle undergoes a pure
rotational motion, i.e., β = 0. The change of depth srsA
will not affect the vertical direction (8). In this scenario, the
geometric relation between the GS and RS image frames is
become
p ∝ (I3 + [rtA]×)prs (17)
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Figure 4: (a)-(f) Evaluation of the proposed method 1-LA, 3-LA and 4-LA on a synthetic data. (g) Results under IMU
reading error with normal distribution for standard deviation 1deg [17] (vertical assumption) and (h) results under depth error
10cm (depth assumption). The blue dotted lines represent the simulated velocity. Along x-axis and y-axis, we display the
simulated and the predicted motion. The estimated translational and the angular velocities are represented by red and blue
boxes respectively, where the 75% of estimated values lie within the box. ′+′ and ′−′ are the mean and the median of the
estimated motions.
(a) rolling shutter image— (b) compensated image— (c) compensated image— (d) compensated image—
angular velocity 40deg/s, angular velocity 40deg/s, angular velocity 36deg/s, angular velocity 25deg/s,
translational velocity 60km/h, translational velocity 84km/h, translational velocity 37km/h, translational velocity 51km/h,
avg. disp. length 4.72pixels avg. disp. length 0.88pixels avg. disp. length 1.24pixels avg. disp. length 1.53pixels
Figure 5: Three different extreme results (executed three times) on one of the instances of the synthetic data of Figure
4. Although, the estimated angular velocities and the translational velocities are not very accurate in these chosen cases,
proposed method still reduces the pixel displacements occurred during rolling shutter motion. The average pixel displacement
is computed by robust matching of patches from the original image and the compensated image.
where rtA = [0, αt, 0]ᵀ. After simplification, the constraint
(8) is simplified to(
ursi1u
rs
i2v
rs
i2 − vrsi1 vrsi2 ursi2
)
α2−(
ursi1v
rs
i1 v
rs
i2 − vrsi1 ursi1ursi2 + ursi2 − vrsi2
)
α+ ursi1 − vrsi1 = 0
(18)
which is a quadratic in α and only the solution with the least
absolute value is considered. Thus, a single line segment
is sufficient to estimate α, this leads to an efficient and a
much faster 1-line algorithm. However, this scenario is not
an Ackermann motion (also different from motion demon-
strated in Figure 2(a)) and the solution is presented here for
completeness. Note that the existing accurate nonlinear op-
timization techniques, e.g., [21] can be utilized in this case
which is, nevertheless, much slower than the proposed min-
imal solver.
4. Experiment
We conduct experiments on synthetic and real datasets
to verify the effectiveness of the proposed minimal solver.
Synthetic experiments were aimed to analyze the efficiency
and stability of the solver. In particular, the degenerate cases
where the camera undergoes a pure translation or rotational
velocity. We list our solver as follows
(a) compensated image— (b) compensated image—
avg. disp. length 0.80pixels avg. disp. length 1.08pixels
Figure 6: (a) A random instance of Figure 4 with esti-
mated translational velocity 59km/h and the angular veloc-
ity 43deg/s, and (b) under the estimation error of the height
of the camera as 10cm. We observe very small image qual-
ity degradation under the violation of the assumption.
• 4-LA: The full 4-line solver for Ackermann motion
[Gröbner method, Eq. (9)]. /* steps-3-6, algo. 2*/
• 3-LA: The 3-line solver for pure translational motion
[Eq. (17)]. /* steps-3-6, algo. 2 modified accordingly */
• 1-LA: The 1-line solver for pure rotational motion
[Eq. (18)]. /* steps-3-6, algo. 2 modified accordingly */
4.1. Parameter settings
We evaluate the proposed solver in conjunction with the
RANSAC schedule [6]. In all of our experiments, the in-
lier threshold is chosen to be 0.5 pixel and the number of
iterations is chosen at a confidence level 0.99. We utilize
the line segment detector lsd [9] with all the default pa-
rameters. The line segments of size less than 35 pixels are
discarded. The line segments are pre-filtered with the al-
gebraic error |(ursi × vrsi )ᵀey| > 0.5. This increases the
efficiency of RANSAC significantly, since it removes clear
outliers.
4.2. Image Rectification
After estimating the parameters, the undistorted image is
obtained by the following forward mapping procedure of
the RS pixels into the global frame (3)
p =
(1−βprs2 s−1)
(1−2prs1 αt) (I3 + 2[r
t
A]×)prs + βprs2 s
−1stA
s−1 = max
(
[prs1 − δ]− + λ[prs1 − δ]+, prs2 λ∗
) (19)
where rtA = [0, αprs2 , 0]
ᵀ, stA = [αprs2 , 0, 1]
ᵀ. Note that λ∗
is the inverse of the height of the camera from the ground
plane (assumed to be known). Note that the boundaries
of the ground plane and the vertical planes are the pixels
for which prs1 − δ = prs2 λ∗, prs2 > 0 or λ(prs1 − δ) =
prs2 λ
∗, prs2 > 0. After the forward map, the unknown pix-
els are linearly interpolated. Pixels located outside of the
compensated frame are placed with intensity 0.
4.3. Experiment on synthetic data
We choose a clean GS image (size 640 × 380, focal length
= 816pixel and principle point at the center of the image)
where the camera is placed at 1.2m height from the ground
plane and 2.5m from the vertical plane on the left side
of the road. We synthesize RS images with 30 frames/s
(40% readout time) by simulating the Ackermann motion
randomly at a discrete interval of the translational velocity
10−140km/h and the angular velocity 10−70deg/s. A ran-
dom noise is further added with standard deviation of 2km/h
and 2deg/s while simulating the motion.
The proposed minimal solvers 1-LA, 3-LA and 4-LA
in conjunction with RANSAC are executed on each of the
instances of the synthetic RS image. The statistics of the
estimated motions are plotted in Figure 4. We observe that
overall the motions are estimated accurately. Moreover, the
joint estimations of the velocities are as accurate as individ-
ual estimations. Note that for a small velocity, the estima-
tion of the line at infinity (and therefore the scene depth)
is not accurate, thus, the estimation is not very accurate for
small velocity. However, in almost all the cases, the pro-
posed minimal solvers produce visually plausible images.
In Figure 5, we display few results of such instances. We
observe that in some cases our method does not estimate the
rolling shutter motion accurately nonetheless it improves
the image.
4.4. Robustness against our assumptions
Known verticle angle: In Figure 4(g), we run experiments
to show the robustness of our method under the known ver-
tical angle. In this experiment, we have generated 100 ran-
dom vertical direction with normal distribution for maximal
deviation of 1deg to simulate industry quality IMU reading
error [17] and observe minimal effect on the results.
Known scale: In Figure 4(h), we show the motion predic-
tion under the scale (distance of one of the vertical plane
from the camera) error. However, as the scale is used only
to compute the car motion in units and there will not be any
effect on the output image quality.
Known height of the camera: Moreover, we also observe
minimal effect on the output image quality (as shown in
Fig. 6), if the height of the camera from the ground plane is
not given accurately.
4.5. Experiment on real data
We employ the proposed method 4-LA on a number of
rolling shutter distorted image sequences, downloaded from
YouTube2, and the results are displayed in Figure 7. The
only qualitative evaluation is conducted as no ground-truths
are available. The dataset is uncalibrated, thus, we esti-
mated the focal length as 0.9 times the maximal image di-
2https://www.youtube.com/
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Figure 7: Evaluation of the proposed method 4-LA on real datasets captured by a number of cameras mentioned below. Aes-
thetically pleasing areas, original and output correspondences, are marked by green rectangular boxes. For visual inspection
the readers are encouraged to view the soft copy of the manuscript.
mension. The principal point was chosen to be the cen-
ter of the image. Overall, proposed method performs quite
well for all the images. However, the car was shaking very
rapidly for Figure 7(h) and proposed method could not per-
form very well as in this scenario the car motion do not quite
follow the assumed Ackemann motion.
The proposed method was also evaluated frame-by-
frame on the image sequences from the datasets [10]3. The
results are displayed in Figure 8. Note that [10] do not con-
sider the translational motion while compensating the mo-
tion and the resulted image were cropped for visually pleas-
ant output. This dataset was chosen for evaluation as it con-
sists of corridor scene required by the proposed algorithm,
despite captured by an handhold camera and there is little
rolling shutter effect. Readers are requested to look at the
zoomed version of the draft.
In a different settings, we choose the real dataset [1]
where the dataset was captured from a fixed location only
moving the camera horizontally. Thus this is the scenario
of a specific motion where translation is negligible. Here,
we evaluate our algorithm 1-LA with baselines [15, 21] and
the results are displayed in Figure 9. Note that [15] com-
pensates the camera motion by the gyroscope readings. [21]
3http://www.cc.gatech.edu/cpl/projects/
rollingshutter/
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Figure 8: Evaluation of the proposed method 4-LA on a real
data sequence i4s_depth_3_.mp4 from the dataset [10]
captured by iPhone4. We display 1st, 5th and 10th images
of the sequence.
estimates the yaw and roll angular velocities where as our
solver estimates only the yaw angular velocity. However,
1-LA produces equivalent qualitative results on the selected
images while three orders of magnitude faster than the base-
line [21].
(a) [15] (b) [21] (c) Ours
Figure 9: Comparison of proposed 1-LA on a real video
sequence. Note that proposed method estimates only yaw
rotation in contrast [21] estimates full rotation with the cost
of high computation time mentioned in Table 1
4.6. Runtime comparison
The proposed method is implemented in Matlab and the
runtimes are computed on an i7 2.8GHz CPU utilizing only
a single core. On average it takes around 0.087 second to
rectify a 360 × 520 image, excluding LS detection and the
rectification (also exclude from [10], [21] and [26]), which
is two-three orders of magnitude faster over the most recent
methods. See Table 1 for the detailed comparison. Note that
we rescale the runtime comparison according to the image
size reported in the paper.
Table 1: Average runtime of different methods in seconds.
Methods 1-LA 3-LA 4-LA [10] [21] [26]
Runtime 0.001s 0.003s 0.087 0.1s 8s 249.6s
5. Conclusion
We proposed a minimal solver for rolling shutter camera
motion compensation under an Ackermann motion from a
single view. A 4-line algorithm is developed to estimate
the simplified depth of the scene along with the motion
parameters. The proposed method is also the first of its
kind to exploit the minimal solvers for monocular rolling
shutter motion compensation which allows to have an ex-
tremely fast compensation method. Extensive experiments
were performed on the simulated and real datasets. The re-
sults demonstrate the computational efficiency and the ef-
fectiveness of the proposed approach. During the motion
compensation in a video, individual frames were compen-
sated separately; however, a nonlinear optimization method
(viz., rolling shutter bundle adjustment) can be developed
for more accurate estimation with proposed fast method as
an initialization and hence there lies a potential future ex-
tension.
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