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Abstract: Hyperspectral image classification (HIC) is an active research topic in remote 
sensing. However, the huge volume of three-dimensional (3D) hyperspectral images poses big 
challenges in data acquisition, storage, transmission and processing. To overcome these 
limitations, this paper develops a novel deep learning HIC approach based on the compressive 
measurements of coded-aperture snapshot spectral imaging (CASSI) system, without 
reconstructing the complete hyperspectral data cube. A new kind of deep learning strategy, 
namely 3D coded convolutional neural network (3D-CCNN) is proposed to efficiently solve 
for the HIC problem, where the hardware-based coded aperture is regarded as a pixel-wise 
connected network layer. An end-to-end training method is developed to jointly optimize the 
network parameters and the coded aperture pattern with periodic structure. The accuracy of 
HIC approach is effectively improved by involving the degrees of optimization freedom from 
the coded aperture. The superiority of the proposed method is assessed on some public 
hyperspectral datasets over the state-of-the-art HIC methods. 
© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement 
1. Introduction 
Hyperspectral imaging is characterized by hundreds of observation channels spanning from the 
visible to infrared wavelengths. The rich spectral information of hyperspectral images has been 
widely employed in a range of successful applications in remote sensing realm, such as 
ecological science, geological science, hydrological science, and precision agriculture[1, 2]. 
Hyperspectral image classification (HIC) technology plays a crucial role in these applications, 
where a label is assigned to each spatial pixel of the scene based on its spectral signature. A 
large number of HIC methods have been proposed based on k-nearest-neighbors, maximum 
likelihood criterion, logistic regression, support vector machine (SVM) and so on[3-6]. Over 
the past several years, deep learning has grown as one of the most efficient signal processing 
approaches with great potential for the HIC field [7-9].  
Traditional HIC methods need three-dimensional (3D) spatio-spectral data sets that are 
captured by whisk broom or push broom scanning spectral imaging systems [10, 11]. However, 
these systems require a time-consuming scanning process in the spatial or spectral domain, and 
lead to a big data size to be stored, transmitted and processed. To address these drawbacks, 
Wagadarikar et al. introduced the concept of coded aperture snapshot spectral imaging (CASSI) 
system based on the compressive sensing (CS) theory [12]. The CASSI system simultaneously 
senses and compresses the 3D spectral data cube with just a single or a few two-dimensional 
(2D) compressive projection measurements [13-15]. Then, the complete 3D spectral images 
can be reconstructed from the compressive measurements, used for the following classification 
and processing. However, spectral image classification based on CASSI is a challenging task 
since the reconstruction procedure is very time-consuming.  
Recently, a supervised compressive spectral image classifier was proposed for CASSI 
system, where the hyperspectral pixel was approximately represented as the sparse linear 
combination of samples in an overcomplete training dictionary [16]. The sparse coefficients 
were recovered from a set of CASSI compressive measurements to determine the clusters of 
the unknown pixels. Although this method does not need to reconstruct the complete 3D 
spectral data cube, the recovery of sparse coefficients for all hyperspectral pixels is still 
computationally intensive. In addition, to improve the accuracy of compressive spectral image 
classifier, existing methods make efforts mainly from two aspects, i.e., measurement stage and 
classification stage. In the measurement stage, the coded apertures in CASSI system were 
optimized based on the restricted isometry property (RIP), which is a widely used criterion to 
obtain the optimal reconstruction performance in CS theory [16]. In the classification stage, the 
sparse dictionary was optimized and different sparsity-based classifiers were proposed [17-19]. 
However, the coded apertures with optimal reconstruction performance is not necessary to 
achieve the best classification accuracy, since the reconstruction itself may introduce 
unexpected artifacts that are not supported by the compressive measurements. In addition, 
current methods ignored the collaboration between the measurement stage and classification 
stage, which limits the improvement of classification accuracy. This paper proposed a novel 
deep learning approach, namely 3D coded convolutional neural network (3D-CCNN) to 
efficiently solve for the HIC problem directly from the compressive domain without 
reconstruction, and jointly optimizes the coded apertures.  
As shown in Fig. 1(a), the CASSI system with dual-disperser architecture (DD-CASSI) is 
used in the measurement stage to capture the compressive measurement of the target scene. In 
the DD-CASSI, the hyperspectral data cube is first shifted by the front dispersion element, then 
modulated by a coded aperture in the spatial domain, and finally shifted back using the second 
dispersion element [14]. After that, the encoded hyperspectral data cube is projected onto a 2D 
integrated detector. Different from the single-disperser-based CASSI system [12, 13], DD-
CASSI retains the spatial dimensionality of compressive measurements the same as the target 
scene. Each detector element receives the information from all spectral bands with different 
codes. These characteristics enable us to decompose the imaging model of DD-CASSI into a 
patch-based model, which keeps consistent with the dimensionality of the following 
classification network, since the classification is implemented by patch-based manipulations. 
By making full use of the patch-based modeling, we further design a repeated coded aperture 
pattern and optimize the entities of the coded aperture by treating them as the network weights. 
As shown in Fig. 1(b), for the classification stage, a 3D convolutional neural network (3D-
CNN) classification approach is developed to predict the classification map from the 
compressive domain, without reconstructing the complete 3D data cube. Given the correlation 
across both spatial and spectral dimensions of hyperspectral data, the 3D-CNN takes the 
compressive measurement patches as the input data. In order to design the optimal coding from 
a small training subset of hyperspectral data, the coded apertures are defined as periodic 
patterns to reduce the independent coding variables under optimization. Then, we only need to 
optimize the first period of coded aperture, and periodically extend it as the entire coded 
aperture. Taking the full advantages of the patch-based model, an end-to-end training method 
is proposed to jointly optimize the coded apertures and the classification network parameters. 
Leveraging the power of deep learning, the coded aperture optimization and hyperspectral 
image classification are unified into one framework, dubbed 3D-CCNN, thus effectively 
increase the degrees of optimization freedom and improve the classification accuracy.  
 
Compressive 
patch
Input 
hyperspectral 
patch 
Coded 
aperture 
patch 
Shifted by the 
first disperer
Shifted by the 
second disperser
Modulated 
by coded 
aperture
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
 
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
 
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
 
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
 
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
Spatio-spectral 
data cube
Coded aperture Second 
disperser
FPAImaging
 lens
Imaging
 lens
0( , , )f x y 
( , )T x y
First
disperser 
Classification 
map
Classification 
Network
(3D-CNN)
(a)
(b)
Contact
K
 
sn
a
p
sh
o
ts
1( , , )f x y
 
Fig. 1. Sketch of (a) the DD-CASSI system and (b) the compressive spectral image classification 
using patch-based model. The DD-CASSI is used in the measurement stage, and the 3D-CNN 
is used in the classification stage. The imaging model of DD-CASSI can be decomposed into 
patch-based models to keep consistent with the dimensionality of the following classification 
network. The proposed 3D-CCNN method effectively combines the coded aperture optimization 
and HSI classification into a unified framework. 
To sum up, the main contributions of this paper are twofold. First, it is the first to integrate 
deep learning with CASSI system to solve for the HIC problem directly from the compressive 
domain, thus avoid the time-consuming reconstruction procedure and the influence of 
reconstruction artifacts. Second, the hardware-based coded aperture and software-based 
classification network are unified into one framework, coined 3D-CCNN. It is the first attempt 
to bridge the gap between the coded aperture design and the classification to increase the 
degrees of optimization freedom. Then, the end-to-end training method is used to jointly 
optimize the coded apertures and network parameters, thus effectively improving the 
classification accuracy. The superiority of the proposed method over the state-of-the-art HIC 
approaches will be verified by a set of simulations. 
2. Forward imaging model of DD-CASSI system 
As shown in Fig. 1(a), DD-CASSI system employs two opposite dispersers and a coded 
aperture to encode the hyperspectral data cube in both of spatial and spectral domains [14]. Let  
( )0 , ,f x y   be the hyperspectral data cube of the target scene, where x  and y  are the spatial 
coordinates, and   is the spectral coordinate. The hyperspectral data cube is first laterally 
shifted by the front spectral disperser to form the skewed data cube, which is then projected by 
an imaging lens onto the coded aperture plane. The skewed data cube is modulated in the spatial 
domain by the coded aperture whose transmission function is denoted by ( ),T x y . 
Subsequently, the encoded spectral image planes are shifted back into a standard cube by the 
second disperser, and then integrated along the   axis on the 2D focal plane array (FPA) 
detector. The dispersion effect enables the coded aperture to introduce distinguishable spatial 
modulations in different spectral bands. The intensity of measurements on the FPA detector 
can be formulated as [14]: 
                                   ( )1 0( ( ), ) ( , ,, )cf x y T x f x dy y   = − −  ,                                    (1) 
where  and c  are the linear dispersion rate and center wavelength of the dispersive prisms, 
respectively.   
Due to the pixelated nature of the detector array, the continuous model in Eq. (1) can be 
transferred to a discrete form. Suppose we take K  snapshots in total with different coded 
aperture patterns, and kT  represents the coded aperture in the kth  snapshot. The FPA 
measurement in the kth  snapshot is given by 
                                                      
1
, , , ,
0
L
k k k
ij i j l i j l i j
l

−
+
=
= +Y F T ,                                                    (2) 
where i  and j  are the pixel coordinate in the spatial domain, and l  is the pixel coordinate in 
the spectral domain; F  is the 3D hyperspectral data cube of target with dimension N M L  ;  
, ,i j lF  is the voxel of the data cube at the spatial coordinate ( , )i j  in the lth  spectral band;  and
,
k
i j  is the measurement noise on the detector. 
k
Y  is the measurement data on the detector with 
dimension N M , and the dimension of kT  is ( 1)N M L + − . Next, we transfer the discrete 
imaging model in Eq. (2) to a matrix form. Let 1k NMR y  and 1NMLf R   be the vectorized 
representation of kY and F , respectively. Then, we have  
                                                            k k kf = +y H ,                                                            (3) 
where kH  is the system matrix representing the effect of the kth  coded aperture and the 
dispersers, and k  is the vector of the measurement noise. Taking into account all of the K  
snapshots, the measurements can be concatenated together, and the forward imaging model 
becomes [15, 20, 21]: 
                                                             f = +y H ,                                                                (4) 
where 1 2[( ) , ( ) ,..., ( ) ]T T K T T=y y y y  and 1 2[( ) , ( ) ,..., ( ) ]T T K T T=H H H H . Suppose the data cube 
is highly correlated across the spatial and spectral domains, and is sparse in some representation 
basis Ψ  [22-24]. Then, f  in Eq. (4) can be represented as f =Ψ , where 1 2= Ψ Ψ Ψ  is 
a 3D representation basis for the data cube, 
1Ψ  is the 2D wavelet Symmlet-8 basis to depict 
the correlation in spatial domain, 
2Ψ  is the one-dimensional (1D) DCT basis in spectral 
domain,   is the Kronecker product, and   is the coefficient vector in the 3D basis. 
Substituting f =Ψ  into Eq. (4), we have  
                                                                = +y HΨ .                                                           (5) 
It is noted that the matrix H  is sparse and highly structured, which includes a set of diagonal 
patterns determined by the coded aperture entries ,
k
i j l+T . An illustrative example of  matrix H
is shown in Fig. 3, where 2K = , 6N M= = , 3L = . The coded aperture patterns obey the 
Bernoulli distribution with 50% transmittance. 
1
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Fig. 3. An illustrative example of the matrix H matrices for the Bernoulli random coded 
apertures, where 2K = , 6N M= = , 3L = . 
3. 3D-CCNN approach for joint coded aperture optimization and compressive 
hyperspectral image classification  
This section develops a 7 layers 3D-CNN classification network to realize the hyperspectral 
image classification directly from the compressive domain, and then introduces the networks 
for coded aperture optimization, which are further connected with classification network 
forming a unified framework 3D-CCNN. The coded apertures and the classification network 
are trained by learning all the weights and bias in the proposed end to end 3D-CCNN model. 
The proposed 3D-CCNN model is shown in Fig.4 
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Fig.4 Illustration of the propose 3D-CCNN, connecting the coded aperture optimization stage 
and 3D-CNN classification stage. The coded apertures and the classification network are trained 
by learning all the weights and bias in the proposed end to end 3D-CCNN model. 
3.1 Compressive spectral images classification 
In our work, the DD-CASSI system is used for the acquisition of compressive spectral 
measurements with just a few coded focal plane array measurements. Initially, random binary 
coded apertures were used in DD-CASSI. Assume the hyperspectral data cube consists of 
N M spatial pixels and L  spectral bands. When taking K snapshots, the dimension of 
compressive measurements is N M K  . We will solve for the HIC problem directly from the 
compressive measurements without reconstruction. Inspired by the impressive development in 
deep learning architectures, we propose to perform the compressive spectral images 
classification by means of CNN with regard to their ability to offer accurate semantic 
interpretation of the data. Recent researches have shown that using spectral-spatial information 
can improve the performance of hyperspectral image classification considerably [25]. Given 
the 3D nature of multiple snapshots of DD-CASSI compressive measurements, we use 3D-
CNN approach that can extract information of compressive hyperspectral images in space, 
spectrum, and joint spectral and spatial correlations, which are essential for better performance 
[8, 9, 25-27]. 3D-CNN uses 3D kernels to convolve the DD-CASSI compressive input data in 
both the spatial dimension and the spectral dimension simultaneously.  
The compressive hyperspectral images are divided into two different sets of pixels, a 
training set of pixels and a testing one. For pixels inside a small spatial neighborhood often 
reflect the same underlying material, each training pixel is taken into account as a 3D P P K 
patch consisting of pixels in a small spatial neighborhood along the entire compressive spectral 
bands, where P P  is the spatial size, and K denotes the number of compressive spectral 
bands. In this paper, K  is equal to the number of snapshots in the DD-CASSI system. Then, 
we will explain in detail how to use 3D-CNN to classify hyperspectral images from DD-CASSI 
compressive measurements.  
As shown in the lower part of Fig.4，the 3D-CNN architecture considers 3D compressive 
hyperspectral patch with dimension P P K   as input data, exploits the spectral information 
and the correlation between neighboring pixels, and predicts the label of center pixel. It 
generates 3D feature maps that are gradually reduced into a 1D feature vector by using a series 
of 3D convolutional (Conv) and pooling (Pool) layers and fit forward to a fully-connected layer. 
The output of the fully-connected layer is fed to a Softmax classifier to generate the required 
classification result. We construct a classification model consisting 6 convolutional layers and 
1 fully connected layer. In the proposed classification model, the dimensions of 3D convolution 
kernels are 20 3 3 3    (i.e., 1
1 3K = , 
1
2 3K = , and 
1
3 3K =  in Fig. 4), 20 3 1 1    (i.e., 
2
1 3K = , 
2
2 1K = , 
2
3 1K =  in Fig. 4), 35 3 3 3    (i.e., 
3
1 3K = , 
3
2 3K = , and 
3
3 3K =  in Fig. 4), 
35 3 1 1    (i.e., 4
1 3K = , 
4
2 1K = , and 
4
3 1K =  in Fig. 4), 35 3 1 1    (i.e., 
5
1 3K = , 
5
2 1K = , 
and 5
3 1K =  in Fig. 4)，and 35 2 1 1    (i.e., 
6
1 2K = , 
6
2 1K = , and 
6
3 1K =  in Fig. 4), in the 
first, second, third, fourth, fifth, and sixth convolution layers, respectively, where 20 3 3 3    
means 20 3D-kernels of dimension 3 3 3   (i.e., two spatial and one spectral dimension). 
Denote   is the parameters of the proposed 7 layers 3D-CNN hyperspectral classification 
network, including weights and biases. 
3.2 Coded aperture optimization 
For the measurement stage, to satisfy the requirement of the input data format of the 
classification process, we decompose the DD-CASSI forward model from the image-based 
modeling to patch-based one and obtain a one-to-one mapping between the 3D hyperspectral 
patch and the 3D compressive patch. We design a repeated coded aperture pattern, and design 
the coded aperture entries to be the network weights.  
According to Sec.2, when taking K  snapshots, there are ( 1)KN M L+ −  entries in the K  
coded apertures to be learned. Large number of parameters are computationally expensive and 
hard to train for lack of rich multispectral annotated data. Then, we design repeated coded 
apertures, where a block with dimension B B  is treated as the basic unit for each coded 
aperture. Denote k B BR C  is the basic unit for the kth  coded aperture ( 1)k N M LR  + −T , 
where 1,2, ,k K= . The entities of the basic unit 
k
C  are learned by designing them as the 
network weights. Then, the complete coded aperture 
k
T  is obtained by repeating the learned 
basic unit kC  to fit the spatial resolution of the coded aperture. Then, we will introduce how to 
design the entities of the basic unit kC  as the network weights and learn the optimal coded 
apertures based on the patch-based DD-CASSI imaging model. 
Denote F  is a 3D spectral data cube of the target with dimension N M L  , and kY  is 
the measurement data on the detector with dimension N M  for the kth  snapshot. When 
taking K  snapshots the measurement for each snapshot 
k N MR Y  can be contacted to build 
the 3D compressive data cube 
N M KR  Y , where K  is the number of spectral bands of Y , 
equal to the number of snapshots. From the analysis of Sec. 2, we can obtain a one-to-one 
mapping between the 3D hyperspectral patch and the 3D compressive patch. 
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Fig. 5. The patch-based forward model. For each snapshot, a 3D hyperspectral patch is  with 
dimension P P L   corresponds to a 2D measurement iky  with dimension P P  from the 
measurement 
k
Y  on the detector, which is a one-to-one mapping between compressive 
measurement and hyperspectral patch. The hyperspectral patch is  is coded by a coded aperture 
patch i
kt  with dimension + 1)P P L −（ . 
As shown in Fig.5, denote iy  with dimension P P K   is a compressive patch selected 
from Y , where the superscript i  indicates the selected patch and P  is the patch size. Then, 
we will build the patch-based model between the compressive patch iy  and its corresponding 
3D hyperspectral patch is .  Based on the nature of the DD-CASSI imaging model, we trace the 
kth  band i P P
ky R
  of the compressive patch iy  on the detector back through the optical 
system. P  is often chosen as an odd number to simplify the calculation. The corresponding 
hyperspectral patch is  is a P P L   data cube, where L  denotes the number of spectral bands. 
For each snapshot, the hyperspectral patch is  is spatially modulated by a coded aperture patch 
with dimension ( 1)P P L + − . Denote ikt  is the corresponding coded aperture patch for the 
data cube is  at the kth  snapshot. Each band of the P P L   data cube is  is modulated by 
different coding templates with dimension P P  due to the dispersion of the first dispersive 
element of the DD-CASSI system. Every different coding template can be regarded as a shift 
from the coded aperture patch ( 1)i P P L
kt R
 + − . Denote the coordinate of the center point of the 
input hyperspectral patch is  is 
0 0, ,x y l
F , where 0x , 0y  are the spatial coordinates and l  is the 
spectral coordinate. The lth  spectral band of the input patch is  can be given by: 
                                            
0 0 0 0
0 0
0 0 0 0
, , , ,
, ,
, , , ,
x q y q l x q y q l
x y l
x q y q l x q y q l
i
ls
− − − +
+ − + +
 
 
=  
 
  
F F
F
F F
,                                         (6) 
and the coded aperture patch i
kt  can be expressed as 
                                            
0 0 0 0
0 0 0 0
, , 1
, , 1
k k
x q y q x q y q L
i
k
k k
x q y q x q y q L
t
− − − + + −
+ − + + + −
 
 
=  
 
 
T T
T T
,                                            (7) 
where 
2
P
q
 
=  
 
,      is rounding operator.  
Denotes the ( , )m n th  pixel in the lth  spectral band of the input patch is  is , ,m n lF , and the 
( , )m n th  pixel in the kth  band of the compressive patch iy  is ,
k
m nY . The spatial dimension of 
input patch is  and compressive patch iy  is the same. According to Eq.6, the value range of 
the subscripts is 
0 , [ , ]m x k k q q= +  − ; 0 , [ , ]n y k k q q= +  − . We set , ( 0,..., 1)
k
m n l l L+ = −T ， 
the ( , )m n l th+  pixel of the coded aperture patch i
kt , as the 1 1  kernel weight and obtain the 
encoded patch ,
k
m nY . 
                                                           
1
, , , ,
0
=
L
k k
m n m n l m n l
l
−
+
=
Y F T .                                                      (8) 
For the coded aperture 
( 1)k N M LR  + −T  is periodic, and is cyclically filled by the basic unit 
k B BR C , where B B  is the dimension of the basic unit. Then, the element ,
k
m n l+T  is equal 
to the element 
1 1,
k
m nC . Then,  
                                                          
1 1
1
, , , ,
0
=
L
k k
m n m n l m n
l
−
=
Y F C ,                                                    (9) 
where 
1 %m m B= , 1 ( )%n n l B= +  and %  is the remainder operation. The value range of the 
subscripts of 
1 1,
k
m nC  is 1 0( )% , [ , ]m x k B k q q= +  − , and 1 0( )% , [ , ]n y k l B k q q= + +  − . So far, 
the spatial modulation model is built for CNN-based coded aperture optimization as shown in 
the upper part of Fig.4. When taking K  snapshots, the measurements of i
ky  can be stacked to 
formulate the 3D compressive patch iy . In addition, the entries of  
1 1,
k
m nC  can be concatenated 
together to form  
         
1 1 1 1 1 1 1 1
1 2
, , , ,( ) , ,..., ,...,
k K
m n m n m n m ni  =  C C C C C ,                                (10) 
where i  indicates the input patch is ; k B BR C  is the basic unit for the kth  coded aperture 
( 1)k N M LR  + −T ; 1 0( )% , [ , ]m x k B k q q= +  − ; 1 0( )% , [ , ]n y k l B k q q= + +  − ; 0 0( , )x y  is the 
coordinate of the center point of the input hyperspectral patch is . ( )iC  consists of all the 
entries in ( 1,2,..., )k k K=C  that coded the ith  input patch 
is . 
Subsequently, the compressive patch iy  is fed to the 7 layers 3D-CNN hyperspectral 
classification model proposed in Sec.3.1. The 7 layers 3D-CNN architecture considers 3-D 
compressive patch iy  as input data, exploits the spectral information and the correlation 
between neighboring pixels, and predicts the label of center pixel 0 0( , )x y . The coded aperture 
optimization stage and the hyperspectral classification stage can be connected into a unified 
framework coined 3D-CCNN by jointly training the coded aperture elements and the 
classification network by learning all the weights and bias in one end to end model.  
3.3 Joint training 
Hyperspectral imaging systems that optically code and compress the data and classify directly 
from compressive measurements is obvious a trend towards high performance hyperspectral 
imaging. How to bridge the connection between the measurement stage and the classification 
stage is obvious a trend. In this paper, we connected the coded aperture optimization stage and 
the classification stage into a unified framework coined 3D-CCNN by jointly training the coded 
apertures and the classification network by learning all the weights and bias in one model. The 
set of all parameters can be denoted as [ , ( )]i = C , where   is the parameter of 7 layers 3D-
CNN hyperspectral classification network proposed in Sec.3.1, including weights and biases; 
( )iC  consists of all the entries in ( 1,2,..., )k k K=C  that coded the ith  input patch 
is , defined 
in Eq. (10); 1,...,i N= , where N  is the number of training samples. 
In this paper, we train our network using the Softmax loss as the loss function: 
1
1
Loss( ) log( )
N
n
k
n
p
N =
 = −  ,                                             (11) 
where N  is the number of training samples; k  is the label of the nth  sample; p  is the output 
of the Softmax layer: 
                                                           
1
/ ji
m
xx
i
j
p e e
=
=  ,                                                       (12) 
where m  is the number of classes; x  is the input of the Softmax layer.  The loss of the network 
is minimized using gradient descent with back propagation. The kernels are updated as: 
1( , ( 1))=( , ( ))- ( , ( ))j j jj j L j  + + C C C ,                                (13) 
where j  is the iteration index;   is the parameters of the 7 layers 3D-CNN hyperspectral 
classification network, including weights and biases;   is the learning rate; ( )jC  consists of 
entries in ( 1,2,..., )k k K=C  that coded the jth  selected input patch defined in Eq. (10). When 
taking N  training samples, the entries in ( )( 1,2,..., )j j N=C  are learned by the end to end 3D-
CCNN. We use the Binary Connect method proposed in [？] to learn the entities in the coded 
apertures to be 0 or 1 by the sign function, which consists in training a DNN with binary weights 
during the forward and backward propagations, while retaining precision of the stored weights 
in which gradients are accumulated. 
1 ( ) 0
( )
0 ( ) 0
j
j
j
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 = 
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C
C
C
，
，
,                                                 (14) 
where ( )jC  is the real-valued entities for the update of the network. The learned ( )j C  is the 
value to build the optimal coded aperture. Then, the leaned basic unit ( 1,2,..., )k k K=C  can be 
tiled to form the complete coded aperture ( 1,2,..., )k k K=T . 
As shown in Fig. 6, the blue arrows denote the training process to jointly learn the optimal 
coded apertures and 3D-CNN classification network. In the testing process denoted by red 
arrows, the learned coded apertures are first used to code the hyperspectral images to achieved 
the DD-CASSI compressive measurements. Then, the trained 3D-CNN classification network 
can be used to classify the hyperspectral images directly from DD-CASSI compressive 
measurements. 
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Fig. 6. Overview of the proposed 3D-CCNN method, which effectively combines the coded 
aperture optimization and compressive hyperspectral classification into a unified framework. 
The blue arrow shows the training process and the red arrow denotes the testing process. 
4. Experimental results 
In this section, we evaluate our method on two public hyperspectral datasets, including the 
Pavia University dataset and the Salinas Valley dataset. To verify the performance of the 
proposed 3D-CCNN method, we compare it with several competitive methods.  
For the first image, the proposed 3D-CCNN method jointly designs the coded apertures and 
classify the hyperspectral datasets directly from the compressive measurements. In comparative 
experiments, we use multiple random or optimal blue noise coded apertures in DD-CASSI to 
gain compressive measurements and perform the hyperspectral classification using the 7 layers 
3D-CNN model proposed in Sec.3.1 or applying the support vector machine (SVM) classifier 
on the compressive measurements. In this paper, the random coded apertures entries in all 
snapshots are binary with 0.5 transmittance. We use the method proposed in [28] to generate 
blue noise coded apertures, which is an optimal structure design of a set of coded apertures to 
reconstruct the spectral 3D data cube by optimizing the concentration of measure of the multi-
shot CASSI sensing matrix and its incoherence with respect to the sparse representation basis. 
The blue noise coded apertures entries in all snapshots are binary with 0.5 transmittance. In this 
paper, the methods using random coded apertures to gain compressive measurements and 
perform the hyperspectral classification using the proposed 3D-CNN model or the SVM 
classifier are denoted as Rand-compress-3D-CNN and Rand-compress-SVM, respectively. The 
methods using optimal blue noise coded apertures to gain compressive measurements and 
perform the hyperspectral classification using the proposed 3D-CNN model or the SVM 
classifier are denoted as Bluenoise-compress-3D-CNN and Bluenoise-compress-SVM, 
respectively.  
Furthermore, the classification results are also compared with the classification accuracy 
when the original full data cube is available and then applying the SVM classifier or the 7 layers 
3D-CNN model for classification. In addition, the classification results are also compared with 
the classification accuracy when the full data cube is first reconstructed from multiple random 
or optimal blue noise DD-CASSI measurements and is then classified using the SVM classifier 
or the 3D-CNN model. The reconstruct data cube is obtained from a set of DD-CASSI 
compressive measurements using iterative optimization algorithms. According to the imaging 
model in Eq. (5), the sparse coefficients of the spectral data cube can be reconstructed by 
solving the following 1l norm−  minimization problem:  
2
1 2
ˆ=arg min , . .s t y

   − HΨ ，                                (14) 
where   is a small positive parameter used to constrain the upper bound of the reconstruction 
error; 
1
 and 
2
 represent the 1l norm−  and 2l norm− , respectively. In this paper, the 
gradient projection for sparse reconstruction (GPSR) algorithm is used to solve for the above 
optimization problem [29]. Other algorithms developed in the CS realm can also be used. 
Finally, the spectral images can be recovered as ˆ ˆf = Ψ , where ˆ  is the solution of Eq. (14). 
In this paper, when the original full data cube is available, the methods to classify the data cube 
using the 7 layers 3D-CNN model or SVM classifier are denoted as Original-3D-CNN and 
Original-SVM, respectively. The methods when the full data cube is first reconstructed from 
multiple random DD-CASSI measurements and is then classified using the 3D-CNN model or 
SVM classifier are denoted as Rand-construct-3D-CNN and Rand-construct-SVM, 
respectively. The methods when the full data cube is first reconstructed from multiple optimal 
blue noise DD-CASSI measurements and is then classified using the 3D-CNN model or SVM 
classifier are denoted as Bluenoise-construct-3D-CNN and Bluenoise-construct-SVM, 
respectively. 
In all cases, the classification accuracy for the Pavia University dataset is visually and 
quantitatively compared. In order to quantitatively compare the capabilities of the proposed 
methods, overall accuracy (OA), average accuracy (AA), and Kappa coefficient K are used as 
performance measures. To obtain a more convincing estimate of the capabilities of these 
methods, we run the experiments 10 times with different initial random training samples. The 
OA was calculated by the ratio between the correctly classified samples in the test data and the 
total number of test samples, the AA is the mean value of each category’s accuracies, and Kappa 
is a metric of statistical measurement which provides mutual information regarding a strong 
agreement between the ground truth map and classification map.  
Similar comparisons are also presented for the Salinas Valley dataset. 
A: Pavia University 
This data set was collected by the Reflective Optics Imaging Spectrometer (ROSIS) over 
University of Pavia, Italy. The Pavia University dataset spectral image is characterized by high 
spatial resolution (1.3 m per pixel) comprising 640 340  pixels and 103 spectral reflectance 
bands in the wavelength range from 0.43 to 0.86 m . Since the proposed approach is compared 
with respect to other approaches that reconstructing spectral images from compressed 
measurements, a data subset with dimensions 256 256 103   is used in the experiments due to 
the restriction of using only dyadic numbers required for the fast implementation of the 2-D 
wavelet transform in the reconstructing process. Fig. 7(a) shows the RGB composite of the 
Pavia University spectral image. Furthermore, the classification map of nine distinct classes is 
shown in Fig. 7(b), where each class label corresponds to a different material in the urban cover. 
From the image, 30% of the pixels is randomly chosen to be used as training samples, and the 
remaining 70% of the pixels is used for testing. 
 
Fig. 7.  (a) False-color composite; (b) Ground truth, black area represents unlabeled pixels. 
Figure 8 shows examples of the classified images that classify directly from the DD-CASSI 
measurements for 5 snapshots. For these experiments, the compression ratio is fixed to 5%. Fig. 
8(a) shows the classification result of the proposed 3D-CCNN method, where the coded 
apertures and the 7 layers 3D-CNN proposed in Sec.3.1 are jointly optimized. As shown in Fig. 
6, in the training process, we extracted 7 7 103   cubes as the input for 3D-CCNN. The 5 
snapshots coded apertures and 7 layers 3D-CNN classification network are jointly learned. In 
the testing process denoted by red arrows, the learned 5 snapshots coded apertures are first used 
to code the 256 256 103   hyperspectral images to achieved the 256 256 5  compressive 
measurements. Then, we extracted 7 7 5   cubes from the compressive measurements as the 
input for the trained 7 layers 3D-CNN that is used to classify the hyperspectral images directly 
from the compressive measurements. Fig. 8(b) and Fig. 8(c) show examples of the classified 
images when the data cube is first compressed using 5 random or optimal blue noise code 
apertures and is then classified using the 5 layers 3D-CNN model proposed in Sec.3.1, 
respectively. We extracted 7 7 5   cubes as the input for 3D-CNN. Fig. 8(d) and Fig. 8(e) 
show the classified images when the data cube is first compressed using 5 random or optimal 
blue noise code apertures and is then classified using the SVM classifier, respectively. The 
classification accuracy for each one of the 9 classes and the OA, AA, and Kappa coefficient K 
on the test set are shown in Table I. The classification accuracy given in Table I is obtained by 
averaging over 10 runs for each method.  
It can be noticed in Fig. 8 and Table I that, the proposed 3D-CCNN outperforms other 
methods to classify the data cube directly from FPA measurements for 5 snapshots. In addition, 
the 7 layers 3D-CNN model and the SVM classifier perform better on the optimal blue noise 
coded apertures compressive measurements than traditional random coded apertures 
compressive measurements, for blue noise coding strategy achieves more uniform sampling 
than random coded apertures and is beneficial to capture more information from the target. 
Furthermore, the 7 layers 3D-CNN model outperform the SVM classifier on the compressed 
data. 
(a)3D-CCNN (b)Rand-compress-
3D-CNN
(d)Rand-
compress-SVM
(c)Bluenoise-
compress-3D-CNN
(e)Bluenoise-
compress-SVM
 
Fig. 8.  Classification of the Pavia University. (a) 3D-CCNN (AA = 91.14%). (b) Rand-
compress-3D-CNN (AA = 73.01%). (c) Bluenoise-compress-3D-CNN (AA = 76.79%). 
(d)Rand-compress-SVM (AA = 36.69%). (e) Bluenoise-compress-SVM (AA = 38.07%).    
 
Figure 9 shows examples of the classified images that classify from the full data cube. 
Figure 9(a) shows the classified image using the 7 layers 3D-CNN model when the full data 
cube (103 spectral bands) is available. In addition, Fig. 9(b) and Fig. 9(c) show examples of the 
classified images when the data cube is first reconstructed from 5 random or optimal blue noise 
coded apertures and is then classified using the 7 layers 3D-CNN model, respectively. Fig. 9(d) 
shows the classified image using the SVM classifier when the full data cube (103 spectral bands) 
is available. Fig. 9(e) and Fig. 9(f) show examples of the classified images when the data cube 
is first reconstructed from 5 random or optimal blue noise coded apertures and is then classified 
using the SVM classifier, respectively. The classification accuracy for each one of the 9 classes 
and the OA, AA, and Kappa coefficient K on the test set are shown in Table II.  
 It can be noticed in Fig. 9 and Table II that the image classified with SVM classifier and 7 
layers 3D-CNN model when the data cube is reconstructed from optimal blue noise 
measurements outperforms the result when the data cube is reconstructed from random 
measurements, for blue noise coding strategy achieves higher reconstruction than random 
coded apertures. Although the 3D-CNN model applied on the reconstructed data cube 
outperforms the proposed 3D-CCNN that classify directly from the compressive measurements, 
it is important to remark that the computational complexity of solving the reconstruction 
problem. In addition, the performance of the proposed 3D-CCNN with only 5% of the data 
cube is better than the well-known classification method SVM that perform on the full data 
cube. 
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Fig. 9.  Classification of the Pavia University. (a) Original-3D-CNN (ACA = 97.46%). (b) Rand-
construct-3D-CNN (ACA = 95.53%). (c) Bluenoise-construct-3D-CNN (ACA = 95.64%). (d) 
Original-SVM (ACA = 80.46%). (e) Rand-construct-SVM (ACA = 73.16%). (f) Bluenoise-
construct-SVM (ACA = 76.31%). 
B: Salinas Valley dataset 
The second spectral image in the experiments is the Salinas Valley dataset. This data set was 
acquired by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) on the Valley of 
Salinas, USA. This spectral image exhibits a spatial resolution of 3.7 m per pixel with 512 × 
217 pixels and 192 spectral bands in the range of 0.24—2.40 m . A data subset with 
dimensions 216 216 192   is used in the experiments. Fig. 10(a) shows the RGB composite 
of the Salinas Valley dataset, and Fig. 10(b) shows the ground truth classification map of 8 
distinct categories, each corresponding to a different type of crop. A set of 30% of the pixels 
per class was taken from the image to be used as training samples. The remaining 70% was 
used as test pixels to be classified in one of the 8 classes.  
(b)(a)
 
Fig. 10.  (a) False-color composite; (b) Ground truth, black area represents unlabeled pixels. 
Figure 11 shows examples of the classified images that classify directly from the DD-
CASSI measurements for 10 snapshots. For these experiments, the compression ratio is fixed 
to 5%. Fig. 11(a) shows the classification result of the proposed 3D-CCNN method, where the 
coded apertures and the 7 layers 3D-CNN are jointly optimized. As shown in Fig. 6, in the 
training process, we extracted 7 7 192   cubes as the input for 3D-CCNN. The 10 snapshots 
coded apertures and 7 layers 3D-CNN are jointly learned. In the testing process denoted by red 
arrows, the learned 10 snapshots coded apertures are first used to code the 216 216 192   
hyperspectral images to achieved the 216 216 10   compressive measurements. Then, we 
extracted 7 7 10  cubes from the compressive measurements as the input for the trained 5 
layers 3D-CNN that can be used to classify the hyperspectral images directly from the 
compressive measurements. Fig. 11(b) and Fig. 11(c) show examples of the classified images 
when the data cube is first compressed using 10 random or optimal blue noise code apertures 
and is then classified using the 7 layers 3D-CNN model, respectively. We extracted 7 7 10   
cubes as the input for 3D-CNN. Fig. 11(d) and Fig. 11(e) show the classified images when the 
data cube is first compressed using 10 random or optimal blue noise code apertures and is then 
classified using the SVM classifier, respectively. The classification accuracy for each one of 
the 8 classes and the OA, AA, and Kappa coefficient K on the test set are shown in Table III. 
The classification accuracy given in Table III is obtained by averaging over 10 runs for each 
method.  
It can be noticed in Fig. 11 and Table III that, the proposed 3D-CCNN outperforms other 
methods to classify the data cube directly from FPA measurements for 10 snapshots. In addition, 
the 7 layers 3D-CNN model and the SVM classifier perform better on the optimal blue noise 
coded apertures compressive measurements than traditional random coded apertures 
compressive measurements, for blue noise coding strategy achieves more uniform sampling 
than random coded apertures and is beneficial to capture more information from the target. 
Furthermore, the 7 layers 3D-CNN model outperform the SVM classifier on the compressed 
measurements. 
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Fig. 11.  Classification of the Salinas Valley dataset. (a) 3D-CCNN (AA = 94.19%). (b) Rand-
compress-3D-CNN (AA = 72.78%). (c) Bluenoise-compress-3D-CNN (ACA=77.76%). 
(d)Rand-compress-SVM (ACA=45.33%). (e) Bluenoise-compress-SVM (ACA = 50.83%). 
 
Figure 12 shows examples of the classified images that classify from the full data cube. Fig.12(a) 
shows the classified image using the 7 layers 3D-CNN model when the full data cube (192 
spectral bands) is available. In addition, Fig. 12(b) and Fig. 12(c) show the classified images 
when the data cube is first reconstructed from 10 random or optimal blue noise coded apertures 
and then classified using the 7 layers 3D-CNN model, respectively. Fig. 12(d) shows the 
classified image using the SVM classifier when the full data cube (192 spectral bands) is 
available. Fig. 12(e) and Fig. 12(f) show examples of the classified images when the data cube 
is first reconstructed from 10 random or optimal blue noise coded apertures and is then 
classified using the SVM classifier, respectively. The classification accuracy for each one of 
the 8 classes and the OA, AA, and Kappa coefficient K on the test set are shown in Table IV.   
It can be noticed in Figs. 12 and Table IV that the image classified with SVM classifier and 
7 layers 3D-CNN model when the data cube is reconstructed from optimal blue noise 
measurements outperforms the results when the data cube is reconstructed from random 
measurements, for blue noise coding strategy achieves higher reconstruction than random 
coded apertures. Although the 3D-CNN model applied on the reconstructed data cube 
outperforms the proposed 3D-CCNN that classify directly from the compressive measurements, 
it is important to remark that the computational complexity of solving the reconstruction 
problem. In addition, the performance of the proposed 3D-CCNN with only 5% of the data 
cube is better than the well-known classification method SVM that perform on the full data 
cube. 
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Fig. 12.  Classification of the Salinas Valley dataset. (a) Original-3D-CNN (ACA = 97.80%). (b) 
Rand-construct-3D-CNN (ACA = 96.45%). (c) Bluenoise-construct-3D-CNN (ACA = 97.71%). 
(d) Original-SVM (ACA = 77.09%). (e) Rand-construct-SVM (ACA = 57.11%). (f) Bluenoise-
construct-SVM (ACA = 67.00%). 
 
5. Conclusion 
In this paper, we develop a classification approach with hyperspectral images directly from 
DD-CASSI compressive measurements, without first reconstructing the full data cube, thus 
avoid the time-consuming reconstruction procedure and the influence of reconstruction artifacts. 
In addition, we bridge the connection between the coded aperture design stage and classification 
stage in the proposed 3D-CCNN which jointly optimizes the multiple coded apertures and 
compressive image classification network by learning all the weights and bias in the proposed 
end to end model. Simulation results obtained with two hyperspectral images show that the 
proposed 3D-CCNN outperforms the 3D-CNN and SVM classifier methods to classify the data 
cube directly from traditional random or optimal blue noise compressive measurements. Also, 
the performance of the proposed method with only 5% of the data cube is better than well-
known classification method SVM that perform on the full data cube. 
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