The log-likelihood of the observations {r i } n i=1 is given by
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where π i (r i | β) is the Poisson probability mass function with mean
Then the jth component of the score vector is
for j = 1, 2, . . . , p. The Fisher information matrix is defined as I(β) = −E ∂ 2 /∂β j ∂β k for j, k = 1, 2, . . . , p. Now
Two special cases of the information matrix are of interest. If b(m + 1) = 0, then no responses are true, and the data contain no information about the model parameters: E ∂ 2 /∂β j ∂β k = 0 for all j and k. If b(0) = b(1) = · · · = b(m) = 0, then all responses are true, and the information matrix is that of ordinary Poisson regression.
