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ABSTRACT
Video Copy Detection Utilizing Log-Polar Transformation
by
Daniel S. Reynolds
University of New Hampshire, December, 2014
Video Copy Detection is the process of comparing two videos to determine their similar-
ity and determine if they are copies. This thesis enhances some of the common algorithms
used in Video Copy Detection by utilizing the Log-Polar transformation as a pre-processing
step. This pre-processing step is expected to increase speed of the overall Video Copy
Detection process while maintaining the accuracy of the algorithms.
The results of this research show that the addition of a Log-Polar pre-processing step
reduces the computation time of the overall Video Copy Detection process. The additional
time necessary to perform the Log-Polar pre-processing step is outweighed by the overall
reduction in computation time. The accuracy and recall are slightly affected by the ad-
dition of this pre-processing step. The results also show that the video frame size can be




With an ever increasing amount of data being uploaded on-line there become many
issues regarding the way to sort, store and compare the data. Sorting, storing and
comparing is something content providers would like to automatically achieve. A
video content website would like to automatically sort videos based on content. Sort-
ing would involve finding videos with similar content and linking them in a meaningful
way. An example would be linking videos that contain the same sports team. If a
sports team logo is present it would be beneficial to automatically link to other videos
with the same logo. Storing is another method that could benefit from Video Copy
Detection. If multiple videos were found that were identical, then only a single video
would need to be physically saved on a server. Each of those video pages would then
link to that one video. This has the potential to save hard drive space automatically.
Lastly, automatic comparison of videos would be beneficial. Content providers could
automatically determine if a newly uploaded video was a copy of a previous video
and then properly determine any required licensing.
Video data offers some unique challenges, not only with the amount of data, but
also the difficulty in automatically performing any sorting, storing and comparing of
multiple videos. Different methods have been made to solve these problems. One
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current method has users manually describe a video by adding tags, when the video
is uploaded, in order to describe the video [43]. This approach has limits however
since it depends on manual input and relies on the accuracy and integrity of the
person uploading the video. To solve these problems a category of algorithms has
been created under the generic name Video Copy Detection. Video Copy Detection
relies on automatically detecting copies of videos. These algorithms are designed to
not only detect exact duplicate videos but to also detect transformed versions of the
copied videos [19].
In order to create robust Video Copy Detection algorithms that can withstand
different transformations, Content Based Video Copy Detection is utilized [6]. This
category of algorithms relies on the visual content of the video. The visual content is
utilized to create unique signatures that define that video. Some signatures are based
on global features and other signatures are based on local features [19]. Global features
take video frames and create signatures based on generic information, such as contrast
and intensity. Local features are ones that look for specific features in video frames,
such as detecting and tracking edges. Once signatures are made for multiple videos
they can be mathematically compared and the similarity of the signatures defines the
similarity of the videos. If the videos are determined to be similar enough they can
be labeled as copies. Figure 1-1 shows the generic Video Copy Detection process. In
this figure the Reference Video Signature is a previously calculated signature that has
been stored in a database.
Figure 1-1: Video Copy Detection Process
2
This concept of detecting copies becomes more complicated when videos become
transformed. This means that the Video Copy Detection algorithm must be able
to withstand transforms which often modify videos in both space and time. These
transformations include such modifications as: addition of logos, removal of content,
change in brightness/contrast, frame freezing, mixing of video content, etc [19].
Video Copy Detection also becomes more difficult with larger frame sizes. Frame
size affects Video Copy Detection because the larger the frame, the longer it takes
the algorithm to create the signatures. Both Global and Local algorithms rely on
calculating signatures by performing mathematical operations on entire frames. With
the introduction of High Definition video and soon Ultra High Definition, frame size
becomes a very important aspect. Standard Definition (SD) video has a typical frame
size of 640x480 pixels. High Definition (HD) has a typical size of 1920x1080 pixels.
Ultra High Definition (4K UHD) 3840x2160 pixels and (8K HD) 7680x4320 pixels [30].
A quick comparison between these aspect ratios shows that between SD and HD is
an increase in frame size by a factor of 7. Between SD and 4K UHD is an increase in
frame size by a factor of 27. Between SD and 8K UHD is an increase in frame size
by a factor of 108. With such a large increase in frame size it is apparent that the
current algorithms will become slower unless they no longer utilize full frames, rely
on faster processors, or utilize pre-processing steps to compress the frames prior to
calculating the signatures.
The simplest solution to increase the speed of the overall process is to utilize a
pre-process step to compress the frames. Figure 1-2 shows the Video Copy Detection
Process with the additional pre-process step. The Reference Video Signature in this
scenario is recalled from a database where the pre-process step has already been
applied when the signature was calculated.
The question with the pre-process step is whether or not the additional time to
3
Figure 1-2: Video Copy Detection Process with Pre-Processing Step
compress the frame will be made up by the lesser time to compute the signature. The
choice in the compression algorithm must be able to be completed quickly and not
change the video in such a manner that would result in a reduction in the overall copy
detection capability. In Figures 1-3 and 1-4 the additional time to pre-process each
frame (Time3) must be overcome by a lesser time to compute the signature resulting
in Time3 + Time4 + Time5 < Time1 + Time2. The compression algorithm that may
solve these problems is the Log-Polar transformation.
Figure 1-3: Video Copy Detection Process
Figure 1-4: Video Copy Detection Process with Pre-Processing Step
4
Log-Polar transforms a frame from Cartesian coordinates to Log-Polar coordi-
nates. The transformation utilizes a method that mimics the human vision system
and has an adjustable constant to vary the compression ratio. This thesis explores
the benefits and drawbacks associated with utilizing Log-Polar as a pre-processing
step.
The next few chapters will describe the Video Copy Detection algorithms followed
by a description of the program created and the results that were attained. Below is
a quick summary of the following chapters.
• Background - This chapter discusses the algorithms used in Video Copy De-
tection and shows that little research has been completed that focuses on the
benefits and drawbacks associated with the addition of a pre-processing step.
• Signature Methods - This chapter discusses the Video Copy Detection algo-
rithms that were implemented.
• Transformations - This chapter discusses the different algorithms used to trans-
form videos. Eight different transformations were utilized that are commonly
seen in copied videos [19].
• Log-Polar - This chapter discusses what Log-Polar is and how it was imple-
mented.
• Video Copy Detection Program - This chapter discusses the work accomplished
to create a fully functional program that implements Video Copy Detection
algorithms.
• Results - This chapter shows the results gathered by comparing real-life videos,
and then discusses the results achieved by changing the compression ratio of
the Log-Polar transformation.
5
• Discussion - This chapter compares and contrasts the overall results.
• Future Work - This chapter discusses how the program created can be used
to gather more results and the different ways Log-Polar can be applied as a





Research into Video Copy Detection began in the early 2000s and has since become
an area of active investigation. Many different techniques have been created to solve
the problem of detecting copied videos. Almost all of the techniques focus on methods
to summarize the video into short, compact, and robust signatures or methods to find
and compare signatures in a database. Little research has been devoted to determining
what pre-processing steps can be utilized to aid the signature creation.
In 2007 a paper titled Video Copy Detection: a Comparative Study [19], by Law-
To et al., was created to summarize the research completed up to 2007. The paper
describes multiple methods to calculate signatures and includes some discussions on
signature comparison and the results they achieved. There are two types of signature
categories that are discussed; Global and Local. Global methods rely on calculating
signatures based on global features such as contrast, brightness or other full frame
comparisons. Local methods rely on finding specific points in a frame and computing
a signature based on those points.
There are three different methods discussed for the Global category. The first
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is a Temporal method which relies on time based information alone to define the
signature. The second is a Ordinal method which relies on calculating a signature
frame by frame with no relation to time. The third is a Temporal-Ordinal method
which utilizes both time and individual frame information to calculate the signature.
There are also three methods discussed for the Local category. The first is called
AJ (for Alexis Joly) and relies on choosing specific frames (or key frames) and calcu-
lating a signature based on specific points in each frame. The second is called Video
Copy Tracking (ViCopT) which computes specific points for every frame and then
tracks their trajectories. The third is called Space Time Interest Points (STIP) which
computes a signature based on points in the videos that have a significant variation
in both space and time.
Since 2007 there have been many different techniques discussed. Some of these
techniques are ones that were previously known but have become common in new
algorithms.
The term Key Frames has become very popular. Key Frames are ones that are
taken out of a video and provide an overall description of the video. Key Frames
often are chosen based on grouping similar frames and then choosing a representative
frame from that group [13] [15] [17] [41]. By choosing Key Frames, the number of
frames in the video is reduced and the computation time of the algorithm is reduced.
Shot Boundary Detection has been known and now become more popular. Shot
Boundaries are calculated in different ways, but all describe the boundary between
different scenes of a video. One method described both by Law-To et al. and Ping-
Hao et al. is by subtracting two frames from time t and t + 1 [19] [42]. Then when
the distance exceeds a threshold the frame is at a scene change and the frame is
considered an anchor frame. Ping Hao et al. use the distance between anchors as the
signature [42]. Leon et al. combine Shot Boundary Detection with Tomography to
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create a tomography image [20]. A tomography in this paper is based on combining
a fixed line from each frame, for the entire shot, to create a new image. The paper
discusses using horizontal lines, vertical lines, or any other line patterns.
Utilizing audio for Video Copy Detection has now become a more popular method.
Saracoglu et al. utilize two signatures, one for the audio signal and one for the video.
The two signatures are compared separately and the final results compared [16].
Yoshiaki et al. propose a signature where the audio power signal is compared for
local minimum and maximum points over a specified window [14].
Discrete Cosine Transformation (DCT) coefficients are used in multiple algo-
rithms. Zhihua et al. use DCT coefficients because many videos and images are
compressed using DCT coefficients. The paper determines Key Frames for the video
and then accesses DCT coefficients directly; bypassing the need to uncompress the
data. This paper selects low to middle frequency DCT coefficients as the final sig-
nature [18]. Hualing et al. use three-dimensional DCT coefficients which takes into
account the normal two-dimensional Ordinal DCT coefficients and adds the third di-
mension of time [24]. Yusuke et al. use a DCT-sign-based feature where they compute
the DCT coefficients and then use the sign function to convert the DCT coefficients
into a binary-type string [39].
Other methods that have become popular are SIFT and SURF. SIFT, or Scale-
Invariant Feature Transform, is a local method that utilizes scale-invariant keypoints
and was originally designed for image matching [23]. Lowe describes identifying inter-
est points that are invariant to scale and orientation and determined by calculating
the gradients around the points [23]. Hong et al. use SIFT to determine the main
features of the videos after determining key frames [22]. SURF, or Speeded-Up Ro-
bust Features, is also a scale and rotation-invariant descriptor similar to SIFT. SURF
relies on wavelet responses around the interest points rather than the gradient. SURF
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also relies on specific frames and minimizes the output signature [1].
Other recent algorithms have focused on combining different approaches. Cor-
vaglia et al. use the term multi-feature to describe an approach that uses dominant
colors, color layout and an ordinal measure that is based on average luminance [5].
Yonghong et al. use the term multimodal to describe an approach that uses SIFT,
SURF, DCT and audio [38].
Finally there is a small segment that utilizes some pre-processing steps. Huamin
et al. use a pre-processing step to smooth frames with Gaussian filters, then choose
three representative frames from each shot boundary and then resize the frames to
128x128 pixels. The authors use this technique to normalize the frames for subsequent
signature creation and speed up the signature creation process. The authors in this
paper use temporal and ordinal salient point detection by utilizing the Harris point
detection algorithm, which relies on detection of corners and edges. With the pre-
processing step reducing frame size to a known 128x128 pixels the author is able
to reduce the time to calculate the Harris points [29]. Esmaeili et al. use a pre-
processing step that smooths the video frames by applying a Gaussian filter spatially
and temporally and then downsamples the video frames in both dimensions. The
resulting videos are downsampled to 4 Frames/s and 144x176 pixels [8]. Dutta et
al. pre-processes videos by converting to greyscale and applying a mean filter and
histogram equalization. The paper explains the pre-processing steps reduce the color
changes the videos might have, the noise that might be applied to the video and the
change in contrast and brightness [7].
The papers mentioned above all apply pre-processing steps, but are oriented to-
ward improving the robustness of the algorithms vice improving speed. Huamin et al.
and Esmaeili et al. do allude to the fact that the computational cost of the algorithms
will be reduced, but do not provide quantitative analysis to the benefits [29] [8]. This
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thesis attempts to provide such a quantitative analysis and offer a new pre-processing
step that can be implemented in most, if not all, of the current signature algorithms.
The next few chapters discuss the implementation of the Video Copy Detection




3.1 Global Temporal Method
3.1.1 Overview
This method is based upon calculating a signature from the temporal information
of frames. The basic method to calculate the signature is described in [19] and the
signature comparison method was chosen separately for the purposes of this thesis.
This method calculates a vector by calculating the difference between subsequent
frames (Temporal Activity) and then choosing the largest differences (Data Reduc-
tion). This vector exhibits large values where frames differ the most, which occurs at
scene transitions and fast motion. The vector is then Fourier Transformed and the
phase information is saved as the final signature. Figures 3-1 and 3-2 show the layout
of the overall method and the specifics of the signature creation.
Figure 3-1: Global Temporal Method
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Figure 3-2: Feature Extraction for the Global Temporal Method
Once signatures are created for they two videos, they are compared with the




The first step in the Global Temporal method involves computing the difference be-
tween frames (Temporal Activity Calculation). The video frames from both the
current time and a previous time are converted to greyscale to provide a single value
for each pixel location (i.e intensity). Both frames are subtracted on a pixel-by-pixel
basis and then multiplied by a weighting factor K(i). The weighting factor is designed
to favor central pixels. Once this is accomplished all the pixel values are summed to
create a single value for the a(t) vector for time t. This is performed over the entire
video to create a vector called the Temporal Activity (a(t)). Since no previous frame
is available at the first iteration, the first value of a(t) starts at the second frame in




K(i)(I(i, t)− I(i, t− 1))2 (3.1)
a(t) = Temporal Activity
K(i) = Weight Function (emphasis on central pixels)
I(i, t) = Intensity of each pixel (current time)
I(i, t− 1) = Intensity of each pixel (past time)
N = Number of pixels in frame
The weight function K(i) applies emphasis to the center pixels by using a multi-
plication factor of 1 at the center and linearly decreasing to 0 at the corners of the
image. A graphical representation of the weight matrix can be seen in Figure 3-4.
The Temporal Activity is output from the iterations through each frame and the
resulting vector has a shape that shows larger values where subsequent frames are
dissimilar and smaller values where subsequent frames are similar. A typical output
can be seen in Figure 3-5.
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Figure 3-3: Global Temporal Algorithm - Temporal Activity
Figure 3-4: Global Temporal Algorithm - Weight Plot
15
Figure 3-5: Global Temporal Algorithm - Temporal Activity
Once the Temporal Activity is created, the algorithm searches through the vector
and finds 16 maximum values. For each of these maximum values a vector is extracted
that includes the maximum value and values surrounding it, totaling 16 values. Once
the values are extracted they are placed into a new vector based on the time sequence
of the original Temporal Activity. Thus the final vector has a length of 256 with time
data preserved. Figure 3-6 shows the process used.
Figure 3-6: Global Temporal Method Selection Process
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Figure 3-7 shows the vector of length 256 for the original a(t) seen in Figure 3-5.
Figure 3-7: Global Temporal Algorithm - Temporal Activity Maximum Values
This new vector is then Fast Fourier Transformed and the resulting phase output
values are saved as the final signature. The output when this is applied to Figure 3-7
can be seen in Figure 3-8.
3.1.3 Comparison Method
In [19] they describe comparison methods focused on rapid searches in large database
environments. Since this thesis is focused on increasing the speed during creation of
the signature, the more complex comparison methods described are not necessary and
would only distract from the final goal. A simple vector comparison tool is utilized
to compare the candidate video with the reference video.
This simple comparison method is a vector tool, defined in Introduction to Linear
Algebra by Gilbert Strang [32], called the Cosine Formula. The Cosine Formula
measures the angle between two unit vectors and outputs a single value that describes
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Figure 3-8: Global Temporal Algorithm - Temporal Signature
the angle between the two vectors. The Cosine Formula is given by equations 3.2, 3.3
and 3.4. See section 10.1 for more information on the Cosine Formula.
Cosine(θ) =
v · w
||v|| ∗ ||w|| (3.2)
v · w =
N∑
i=1
vi ∗ wi (3.3)







Equation 3.2 defines the dot product of two unit vectors, equation 3.3 defines the
dot product and equation 3.4 defines the magnitude of both of the vectors multiplied
together. A two dimensional version of the Cosine Formula is shown in Figure 3-9
where the two vectors v and w define the unit vectors of two different signatures and
θ defines the angle between the two.
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Figure 3-9: Cosine Formula Vectors
The Cosine Formula describes the angle between the two vectors and the output
ranges from -1 (180 degrees) through 0 (90 degrees) to +1 (0 degrees). This angle
correlates the two vectors well and can provide a tool to determine if the videos are
copies. A value of +1 indicates the videos are exact copies and a value of -1 indicates
the videos are exactly opposite. A value of 0 indicates that the videos are completely
uncorrelated. This provides a simple means to determine the similarity of the videos
and to make a vote based on a comparison of a single value.
3.1.4 Voting Method
With the single value output from the Cosine Formula, the vote function simply has
to compare a single value to determine the similarity and set a threshold that defines
if the video is considered a copy. The default threshold used in this thesis is set where
values less than or equal to 0 are not copies and values greater than 0 are copies.
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3.2 Global Temporal-Ordinal Method
3.2.1 Overview
This method is based on calculating a signature from the temporal and ordinal in-
formation of frames and is summarized by Law-To, et al. in Video Copy Detection:
A Comparative Study [19] and originally created by Chen et al. in Video Sequence
Matching Based on Temporal-Ordinal Measurement [4].
This method splits each video frame into multiple segments and outputs a vector
for each segment for the entire video that has values that range from 1 to the frame
count.
Once the signature is created for two videos, the signatures are compared by
utilizing a custom comparison method defined by Chen et al. [4] which performs a
correlation type comparison. See Figures 3-10 and 3-11 for a visual representation of
this process.
Figure 3-10: Global Temporal Ordinal Method
3.2.2 Signature Algorithm
The first step in the Global Temporal-Ordinal Method involves converting a frame to
greyscale, then splitting the frame into multiple segments and computing the average
intensity of each block. The frame is converted to greyscale and then based on the
criteria chosen for the number of segments, the frame is split evenly into the number
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Figure 3-11: Global Temporal Ordinal Method - Signature Algorithm
of segments. The segments allowed by the program vary from 2x2 to 9x9 for a total
of 4 segments to 81 segments. Once the frame is split into segments the average value
is computed for each segment and saved to a vector. This process is repeated for each
frame throughout the entire video length. Once all values are saved there will be a
set of vectors representing each segment all with a length equal to the video frame
count. Figure 3-12 shows a typical vector output for a single segment representing
the average grey value for each frame for all frames.
Figure 3-12: Global Temporal Ordinal Algorithm - Average Grey Value Segment 0
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Once all vectors are created the algorithm performs operations on each of these
vectors individually. The values are reassigned based on the magnitude of each. The
maximum value is found and replaced with a value of 1. The next maximum value
is found and replaced with a value of 2. This is performed until the entire vector
has been replaced and all the values are between 1 and the frame count. These final
vectors are then considered the final signature for this algorithm. Figure 3-13 shows
the final signature for the same video and segment as Figure 3-12.
Figure 3-13: Global Temporal Ordinal Algorithm - Signature
Figure 3-14 graphically shows an example of how the average intensity values,
seen on the top, are converted to single digit values based on the segments through
time. The final vectors are on a per segment basis and for the following example they
would be [1 2 3], [2 3 1], [1 3 2] and [1 2 3].
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Figure 3-14: Global Temporal Ordinal Algorithm - Segment Example
3.2.3 Comparison Method
The comparison method originally defined by Chen et al. was utilized in this research
[4]. The method involves a distance function that performs a custom version of
correlation between vectors for the specified segment. Equations 3.5, 3.6 and 3.7






















|M + 1− 2 ∗ i| (3.7)
The above equations are based on the assumptions that the length of the query
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D = Overall distance for all segments
Vq = Query video
Vr = Reference video
p = Comparison point between the two vectors
K = Number of segments
dp = Distance between the two vectors at time p
CM = Normalizing factor
λk = Signature of segment k
M = Length of query video
video is much less than the reference video and that p varies sequentially during the
calculation from 1 to N −M . These two assumptions show that the smaller query
vector is correlated with the larger reference video over the entire length of the larger
reference video.
To compare any size candidate video with any size reference video a few additional
assumptions were made in this thesis. To compare videos that were the same size, p
was set to 0 and the same comparison was made. In cases where the candidate video
was much longer than the reference video, the videos were simply swapped and the
same comparison algorithm was utilized.
Once all of the dp are calculated, the values from each segment are summed to
output a single value D which describes the overall dissimilarity.
3.2.4 Voting Method
With the single value output from the Dissimilarity, the vote function simply has to
compare a single value to determine the similarity and set a threshold that defines





A key concept described in [19] was the ability of the algorithms to perform well when
videos had been transformed. They describe some typical transforms and utilize the
transforms to determine how well each algorithm would perform.
The transforms defined in the paper include:
• Contrast increase 25%
• Contrast decrease 25%
• Crop 5% with black window
• Gaussian Radius-2 blur
• Letter-box
• Insertion of small logo
• Zoom 0.8 with black window
• Zoom 1.2
The following chapter describes the algorithms used to implement each of the
transformations. References are made to OpenCV which is a software library that




Contrast of an image is the range between the minimum and maximum intensity
values. A greyscale image with a large contrast will have less grey and more black
and white colors. A greyscale image with a small contrast will have more grey and
less black and white colors.
The algorithm used in this thesis modifies the contrast frame by frame. The
algorithm calculates parameters based on the greyscale version of each frame and
then utilizes that information to modify the color video. The modified frames are
then saved to a new video file. Figures 4-1 and 4-2 show examples of an increase and
decrease in contrast.
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Figure 4-1: Contrast Increase
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Figure 4-2: Contrast Decrease
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4.1.2 Algorithm
To change the contrast of an image the frame is first converted to greyscale. Once the
frame is converted, a histogram of the frame is used to determine the minimum and
maximum pixel values in the image (Figure 4-3 shows this as Min and Max). The
difference between these values defines a range called OriginalRange.
OriginalRange = Max−Min = OriginalMax−OriginalMin (4.1)
This range is multiplied by a scaling factor (s) which creates a new range (NewRange)
which is larger (contrast increase) or smaller (contrast decrease). For example; to in-
crease contrast by 25% set s to 1.25 and to decrease contrast by 25% set s to 0.75.
NewRange = (OriginalRange) ∗ s = NewMax−NewMin (4.2)
The new and original values can then be used to create an equation of a line which
can be used to map input pixel values to output pixel values. Figure 4-3 shows the
new line (solid line) used to map the values for a contrast decrease example. The





b = NewMin−m ∗Min (4.4)
y = mx+ b (4.5)
OutputP ixel = s ∗ InputP ixel + b (4.6)
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Figure 4-3: Contrast Decrease Conversion Mapping
If the calculation produces output pixel values outside the range of 0 to 255 they




Crop is the process of removing unwanted data by selecting a region of the image to
keep and removing all other data. This algorithm keeps the inner 95% of the image
but retains the same image size. The outer 5% is set to zero (represented as black).
This produces a final video with a small border of black surrounding each frame.
Figure 4-4 shows an example of cropping.
Figure 4-4: Crop with Black Window
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4.2.2 Algorithm
To crop the image, the size of the current frame is determined and the size is multi-
plied by a 0.95 factor to determine the final frame size. Once the final size frame is
determined the difference represents the border size of the original frame to be set to
zero. These values are set to zero and the process is repeated for each frame and the
final video is saved.
Figure 4-5 shows an example of this process for a image with original dimensions
640x480. Multiplying each dimension by 95% yields a frame size of 608x456. This
smaller frame is then placed into a final image of size 640x480 with the remaining 5%
represented by black values.




Blur is the process of reducing the variations between pixels by adjusting individual
pixels based on their neighboring pixels. A specific number of neighboring pixels
are chosen and, based on the variation between the neighbors, the individual pixel
is modified. By increasing the amount of blur, images begin to look smoother and
with less detail. Figure 4-6 shows an example of a blurred image. There are many
methods to perform a blur function, the one chosen for this implementation is a
Gaussian Radius-3 blur1. A Gaussian Radius-3 blur uses a Gaussian function to
create a 3x3 matrix (called a 3x3 kernel). This matrix is then convolved with the
frame to produce a blurred image. The blur function is performed automatically by
OpenCV with the cvSmooth function [37].
1Law-To et al. originally chose a Gaussian Radius-2 blur, but a Gaussian Radius-3 blur was used as
OpenCV requires an odd number for the kernel size.
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Figure 4-6: Gaussian Radius-3 Blur
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4.3.2 Algorithm
The cvSmooth method performs the blurring automatically based upon the given
kernel size and type of blur to perform. With a Gaussian Radius-3 blur, cvSmooth
calculates a standard deviation that is used to create the values in the 3x3 kernel.
OpenCV defines the Gaussian standard deviation, as seen in equation 4.7, automati-
cally based upon the kernel size [36].
σ = 0.3(n/2− 1) + 0.8 (4.7)
where n = 3
Equation 4.8 is used to determine the values for each of the locations in the 3x3
kernel [32].
h(x, y) = e−
x2+y2
2σ2 (4.8)
With the kernel defined, OpenCV then convolves the kernel with the frame by
sequencing the kernel throughout the frame. The center value of the kernel is moved
from left to right and top to bottom through all frame pixels. For each pixel location,
the values in the kernel are multiplied by the frame values and averaged together. See
Figure 4-7 for a graphical representation showing the calculation of a single output
value2. This new value is then saved in a new frame at the current pixel location.
When pixel locations on the edges are encountered, the edges are replicated
(padded) with the edge values to allow the averaging process to take place [2]. See
Figure 4-8 for an example of the padding process. This algorithm is performed on all
frames for the entire video and saved to a new video file.
2For a more detailed calculation of this example see Appendix 10.1
35
Figure 4-7: Gaussian Radius-3 Blur Example




Letter-box is a result of video content size not being the same size as the monitor
displaying the video. To not distort the original video aspect ratio, a black border is
placed on the horizontal or vertical axes. A video that is too wide for a display will
be seen with black borders on the top and bottom of the video. A video that is not
wide enough for a display will be seen with black borders on the sides of the video.
To simulate this letter-box effect, the video is transformed frame by frame by
shrinking the video content vertically and replacing the extra space above and below
the image with black3. This produces a video that looks similar but with black
borders on the top and bottom of the video frames. Figure 4-9 shows an example of
this effect.
3Law-To et al. simulate the letter-box effect by distorting the original image to create the letter-box
effect as seen in Figure 4-9. The same method is used in this thesis and though it is not the true definition





To transform a video to letter-box and make the video contain the same dimensions
and contain the same overall data, the video must first be resized. The video is resized
using the cvResize function provided by OpenCV [37]. This function resizes a frame
to fit a final dimension specified. The resize function utilizes a bilinear interpolation to
resize the image. A bilinear interpolation uses the four nearest neighbors to determine
the output value. The values adjacent but not diagonal are used for this purpose and
can be described by the following equation from Digital Image Processing [11]:
v(x, y) = ax+ by + cxy + d (4.9)
To create the letter-box form with horizontal black bars, the image is resized to
95% of the original height with the same width. The new smaller frame is then placed
into a frame of the original size and the remaining top and bottom portions of the
frame are set to black. This process is performed on all frames for the entire video




Logo insertion is the process of replacing part of a frame with a logo and performing
this for the entire video. A simple logo is utilized and placed in the bottom center
region of the video on a frame by frame basis. Figure 4-10 shows a logo placed in the
image.
Figure 4-10: Logo Insertion
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4.5.2 Algorithm
A predefined logo is placed into the frame at the specified location of 25% of the total
height and 50% of the total width. This places the logo in the middle of the frame
and a quarter of the way from the bottom. This process is performed on all frames




Zooming a frame is the process of resizing the current frame to a new size. Similar
to the letter-box transform, the cvResize function is used to resize the frame and the
bilinear interpolation is again chosen. The resize is performed for both a zoom out
and a zoom in. The zoom out results in black borders on all sides and a zoom in
results in the cropping of the frame and filling the frame with the cropped data. See
Figures 4-11 and 4-12.
Figure 4-11: Zoom Out with Black Window
42
Figure 4-12: Zoom In
4.6.2 Algorithm
To zoom a frame out, the frame is resized to 80% of its original size using the cvResize
function and a bilinear interpolation. The new frame to be saved is the same size as
the original frame and the resized frame is placed into the center of the new frame
and all the remaining border values are set to black. This produces a frame with a
black border on all sides. This process is performed on all frames for the entire video
and saved to a new video file.
To zoom a frame in, the frame is resized to 120% of its original size using the
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cvResize function and a bilinear interpolation. The new frame to be saved is the
same size as the original frame and the resized frame is placed in the center of the
new frame and all extra pixels are discarded. This process is performed on all frames





Log-Polar is a transformation mapping that transforms Cartesian coordinates into
Log-Polar coordinates. Log-Polar performs a data reduction during the mapping
process. The transform mimics the mapping that the eye performs by having radial
and data reduction properties that are centered around a focal point [25]. Data reduc-
tion is performed by first choosing a focal point and then creating concentric circles
whose distance from the focal point increases logarithmically. Each of these circles
is divided at certain radius degrees and each segment created by these intersections
defines what will become a single point in the final output.
Log-Polar provides many benefits that have made it beneficial in multiple applica-
tions. Richard Messner utilized Log-Polar for real-time image processing and pattern
recognition in his PHD thesis, “Smart visual sensors for real-time image processing
and pattern recognition based upon human visual system characteristics (matrix in-
version, subtractive inhibition, multiple spatial filtering)” [26]. Pavlo Melnyk utilized
Log-Polar to create a composite image sensor in his PHD thesis, “Biologically in-
spired composite image sensor for deep field target tracking” [25]. Dragan Vidacic
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utilized Log-Polar for feature extraction in his PHD thesis, “Biologically inspired fea-
ture extraction for rotation and scale tolerant pattern analysis” [40]. These papers
have noted Log-Polar as having the benefits of rotation intolerance, scale intolerance
and data reduction.
This thesis utilizes Log-Polar for its data reduction capability and because videos
are inherently a visual process for humans. The expectation is that the data reduc-
tion can be accomplished without affecting the algorithm as it is anticipated that
the important information to describe a video is located in the center. Log-Polar
accomplishes this by making the center of the original image more important (larger
in size) in the destination image and content on the periphery of the original image
to be less important (smaller in size).
5.2 Log-Polar Theory
The Log-Polar transformation is accomplished by remapping the original image from
Cartesian coordinates to Polar coordinates. To make the remapping process focus
more on the center of the image and less on the periphery, the log function is utilized.
The log function is applied to the length of the vector (
√
X2 + Y 2). To allow the
magnitude (P ) of the destination image to change, a magnitude factor (M) is utilized.
The resulting magnitude is seen in equation 5.1 [37].
P = M ∗ log(
√
X2 + Y 2) (5.1)
To calculate the phase of the destination image the inverse tangent is utilized in
the same manner as converting Cartesian coordinates to Polar coordinates. Equation
5.2 shows the phase calculation [37].
θ = arctan (Y/X) (5.2)
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Figure 5-1: Log-Polar
Figure 5-1 shows a graphical representation of the Log-Polar process when con-
verting from Cartesian space to Log-Polar space. The Log-Polar circles are mapped
onto the original image and the data outside of the largest circle is discarded when it
is mapped to Log-Polar space.
Figures 5-2 through 5-7 are examples showing actual output from the Log-Polar
transformation.
Figure 5-2 shows the original image in Cartesian and then final image in Log-Polar.
The image shows that concentric circles in Cartesian space are lines in Log-Polar
space. This happens because each circle has the same magnitude (P ) from the center
of the image for all phase values. The other effect seen in this image is that the first
few circles in the Cartesian space become thicker lines in the Log-Polar space. This
occurs due to the Log sampling where the compression is least in the center of the
image.
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Figure 5-2: Image of Circles
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Figure 5-3: Image of Lines
Figure 5-3 shows the example of how lines in the Cartesian space look after con-
version to the Log-Polar space. Two ideas are shown here, the first being that the
line is drawn at a phase value that in Log-Polar leads to values over the entire phase
region of the Log-Polar image. The second idea shown is the effect of the Log sam-
pling where the Log-Polar space shows a decreasing width of the original lines as they
are compressed more for larger magnitude values.
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Figure 5-4: Image of Wedge and Circles
Figure 5-4 shows an original image with various widths of circles and a wedge.
This image shows a couple different effects of Log-Polar. The first effect seen is the
location of the wedge. From the location of the wedge in the upper right quadrant
of the Cartesian space we can see that in the Log-Polar space the wedge is in the
lower portion of the image and due to the increasing size of the wedge at increasing
magnitudes, the shape remains relatively constant for all phase values. The next
effect is the two circles. The thicker circle in the Log-Polar space has a thicker line
in the Log-Polar space due not only to a thicker line but also to being closer to the
center. The thinner line is not very apparent in the Log-Polar space because it is thin
and further from the center of the image.
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Figure 5-5: Image of Motor Controller
Figures 5-5 through 5-7 show the effect of Log-Polar on a real image and also the
effect when the inverse of the Log-Polar transform is applied. The original image is
shown in Figure 5-5 and shows a picture of a motor controller. Figure 5-6 shows the
Log-Polar of Figure 5-5 with a magnitude setting of 40 (a 57% reduction in size).
Figure 5-7 shows the inverse Log-Polar applied to Figure 5-6. Figure 5-7 shows how
the center data has a high resolution and the periphery has a lower resolution that
lowers as the distance from the center increases. This image shows how Log-Polar
retains most of the image with a focus on the center while still achieving a 57%
compression.
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Figure 5-6: Image of Motor Controller with Log-Polar
Figure 5-7: Image of Motor Controller after Inverse of Log-Polar
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5.3 Log-Polar Implementation
Log-Polar was implemented in this thesis by utilizing the cvLogPolar function pro-
vided by the OpenCV Library [37]. The cvLogPolar function provides a method where
the user supplies a source image, a destination image, the location of the center of
the Log-Polar, the magnitude (M) and the type of interpolation to utilize.
For the purpose of Video Copy Detection, cvLogPolar is utilized to convert each
frame to Log-Polar on a frame-by-frame basis. This process is in addition to the
normal processing to compute the signature. Once the frame has been converted,
the subsequent processing by the Video Copy Detection algorithm is expected to be
quicker due to the smaller frame size.
To properly utilize the cvLogPolar function, the size of the destination frame must
be determined. The implementation chosen was to modify the destination frame size
based on the magnitude factor. This implementation varies both the size and the
resolution of the destination frame with a single magnitude factor. The center of the
Log-Polar process was the center of the source image. The magnitude was determined
to be optimal at 10 and is allowed to be varied from 2 to 40 within the program
(see Figure 5-8 for an example of the compression at different magnitude settings).
The interpolation method was set to Bilinear Interpolation and outlier destination
pixels were set to black (inherent from mapping a square image to a polar coordinate
system).
Once these parameters are passed to the cvLogPolar function, OpenCV determines
a map that will be used to convert the source image into the destination image and
then uses a remap function to perform the process. The remapping process uses the
bilinear interpolation when necessary to perform the mapping function. Interpolation
is necessary when multiple points in the source frame are being remapped to a single
point in the destination frame as seen in Figure 5-9.
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Figure 5-8: Log-Polar Compression Examples
Figure 5-9: Interpolation Example
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The next chapter takes the signature methods, transformations and pre-processing
algorithms and combines them into a fully defined program that implements the
features necessary to gather results for comparing Video Copy Detection algorithms
with and without Log-Polar.
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Chapter 6
Video Copy Detection Program
6.1 Overview
There was no available code to be used as a starting point for this thesis, so the first
step was to create a working program that can detect copied videos and then add the
Log-Polar transform. There were many coding platform options to choose from to
implement this thesis. The best choice based on speed, ease of implementation, and
forward compatibility was a open source implementation in C++ [21] [28].
All coding was written in C++ for the Linux Operating System. Linux was chosen
for its ease in installing and implementing coding projects as well as its open source
nature [3]. C++ was chosen as the language of choice because it is one of the most
common coding languages and provides a compiled program that runs fast [21] [28].
C++ was also chosen as it meshes well with the C++ implementation of the OpenCV
project [37].
The next few sections describe the open source libraries and programs used in
the C++ implementation. The final section describes the program created and its
available functions.
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6.2 Libraries and Programs
6.2.1 OpenCV
A common technique taught to all programmers is the idea of object oriented pro-
gramming (OOP). One of the main ideas behind OOP is that code should be reused,
and one of the best ways to do this is to design building blocks (i.e. functions), that
can then be used to perform certain tasks [27]. With image processing it is imperative
to have these building blocks in order to accomplish a task easily. Image processing
often involves complex algorithms that would be time consuming to recode every
project with the same accuracy and speed that a well known algorithm can provide.
For image processing the most well known set of building blocks is the OpenCV
(Open Source Computer Vision) library. This library provides an extensive number
of functions that provide the basics necessary to design and code complex image pro-
cessing programs. There are currently over 2,500 optimized algorithms implemented
into OpenCV [37]. OpenCV is designed for real-time applications, which means it is
well adapted to deal with video processing [37].
OpenCV provides many different benefits. OpenCV provides video functions such
as reading/writing various video files and providing methods to access/modify indi-
vidual raw pixel data in real time. OpenCV is an active open source project with over
48,000 users (Yahoo! OpenCV Group member count) and available free for research
and commercial use [12] [37]. OpenCV is also implemented in C, C++, Python and
Java languages.
OpenCV is utilized in this program to read videos, write videos, display videos,
convert videos to greyscale, perform Log-Polar and more. With C++ and OpenCV
chosen the next step was to choose a program to write the code in.
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6.2.2 Eclipse
To write the code, a free open source program called Eclipse was utilized which
provides the resources to write, compile and debug the code. This program was
chosen because it is an open source Integrated Development Environment (IDE) that
is used in both Linux and Windows as an alternative to programs such as Microsoft
Visual Studio [9].
6.2.3 Gnuplot
To graph data a program called Gnuplot was used [34]. This is a free open source
plotting program in Linux. Gnuplot allows the user to fully define the desired plot.
6.2.4 GTKMM
GTKMM, or GIMP Toolkit minus minus, is a C++ Graphical User Interface (GUI)
library that provides the ability for easy implementation of a full program [35]. A
GUI was created for this program to make the thesis code simple to use and have the
ability to compile into a stand-alone application.
6.2.5 FFTW
FFTW, or Fast Fourier Transform in the West, is a popular implementation of the
Fast Fourier Transform for the C language [33]. FFTW is a free open source software
library that can be used in many different computer architectures. FFTW offers a
well implemented and well analyzed software design to improve the performance of
the algorithm [10].
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6.3 Video Copy Detection Program
With all of the basic building blocks chosen, the program was created. The final
product has many available functions and settings for the user to choose from.
The program is divided into multiple tabs with different functions in each. The
first two tabs (Main and Batch) perform the Video Copy Detection. In both tabs the
user defines Reference videos and Candidate videos. Reference videos are considered
to be originals. Candidate videos are considered possible copies. In this program
the Reference videos are ones that are known to be originals and once the signature
is calculated, it is stored in a database and recalled when needed. Since Candidate
videos are not known, the signatures are calculated for every comparison.
The first tab is the Main tab which allows the user to choose two videos and then
determine if they are copies (see Figure 6-1). The specific algorithm, whether or not
to use Log-Polar and other algorithm settings can be chosen from this tab. Figure
6-2 shows the comparison that is performed.
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Figure 6-1: Main Program Tab
Figure 6-2: Main Program
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Figure 6-3: Batch Program Tab
The second tab is the Batch tab which allows the user to choose two folders and
compare all videos in one folder to all videos in the other folder (see Figure 6-3).
Figure 6-4 shows an example of the first iteration of the program where it calculates
the signature for Video 1, then calculates the signature for Video 4, and then compares
them, then calculates the signature for Video 5 and compares them, then calculates
the signature for Video 6 and compares them. The next iteration, the program will
calculate the signature for Video 2 and then compare versus the signatures from the
database for Video 4, Video 5 and Video 6.
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Figure 6-4: Batch Program
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Figure 6-5: Main Program Settings Tab
The two comparison tabs both utilize the Main tab settings which allow the user
to change variables, define comparison methods, plot data and view data (see Figure
6-5). With the Temporal algorithm the user is able to define the number of max-
imum values to choose and the length of segment around the maximum values to
utilize (see Section 3.1 for more information on the Temporal algorithm). With the
Temporal-Ordinal algorithm the user is able to define the number of region divisions
(see Section 3.2 for more information on the Temporal-Ordinal algorithm). Both
algorithms share a Log-Polar scale setting.
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Figure 6-6: Demo Tab
The third tab is the Demo tab which allows the user to choose various options that
are applied to the chosen file and show the output (see Figure 6-6). This tab uses the
written code and proves that the process works by outputting various graphs, images
and videos. This is helpful with debugging the code to guarantee the code works as
expected.
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Figure 6-7: Transform Tab
The fourth tab is the Transform tab which allows the user to choose a video, apply
a transform and automatically save the new video (see Section 4 for more information
on the transforms) (see Figure 6-7). The transform section also allows the user to
apply the Log-Polar transform to the video before being saved.
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Figure 6-8: Get Signature Tab
The last tab is the Get Signature tab which allows the user to choose a folder and






With a fully implemented program created the next step is to gather results. To
adequately determine the effect of adding a Log-Polar pre-processing step, multiple
results are necessary. The first section, Transformation, defines how the algorithms
react when a video is compared with the transformed version of the same video. The
second section, Different Videos, compares the ability of the program to detect when
videos are not copies. The third section, Similar Videos, compares the ability of the
program to detect videos that are not identical copies but contain the same visual
content.4 The last section, Parameter Variation, shows how the algorithms react to
different Log-Polar Magnitude parameters.
All of the results obtained were gathered using a video corpus that incorporates a
total of 31 videos. These videos are various commercials; downloaded as a represen-
tation of actual videos.
4A category comparing exact copies of videos is unnecessary as the algorithms consistently calculate the




The results in this section define how each of the videos in the corpus compare with
the transformed version of that same video. There are 21 videos from the corpus that
were transformed with 8 different transformations. The transforms were described in
Chapter 4 and summarized below.
• Contrast increase 25%
• Contrast decrease 25%
• Crop 5% with black window
• Gaussian Radius-3 blur
• Letter-box
• Insertion of small logo
• Zoom 0.8 with black window
• Zoom 1.2
Each of the 21 original videos was compared with the transformed versions of that
original video. Figure 7-1 shows this process graphically for a single original video
(the Reference) and the transformed videos (the Candidates).
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Figure 7-1: Transformation Results Block Diagram for a Single Original Video
69
7.2.2 Results
Table 7.1: Transformation Results Summary
No Log-Polar Log-Polar Percent Change
Temporal
Percent Detected Correctly 96.3% 93.7% -3%
Time (Min) 67 49 -27%
Temporal Ordinal
Percent Detected Correctly 99.5% 100% +1%
Time (Min) 135 62 -54%
Table 7.1 shows the summary of all the transformation results combined. The
Percent Detected Correctly row describes the average value for all 21 videos. The
Time row describes the sum of all the computation times. The results show the
Temporal algorithm had a reduction in time by 27% with a reduction in accuracy by
3%. The Temporal-Ordinal results show a reduction in time by 54% with an increase
in accuracy by 1%.
The Percent Detected Correctly shows a high level overview of the algorithms
final output based on a single threshold value. This however does not give a full
view of how much the algorithms are being changed with the addition of Log-Polar.
To describe this better Figures 7-2 to 7-9 have been added. These show the actual
values before the threshold decision is made. The data represents the average value
for all 21 videos for their respective transform. The blue line (squares) is the original
algorithm, the red line (diamonds) is the algorithm with Log-Polar and the green line
(triangles) is the threshold limit. Two additional lines are provided to describe the
Mean of the two values.
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Figure 7-2: Temporal - Transformation Results Average Values
Figure 7-2 shows the average value for each of the transforms for the Temporal
algorithm. These are the actual values before thresholding is applied and before a
decision is made if the value is a copy or not. In this figure the threshold is set to a
minimum of 0 (i.e. greater than 0 is a copy). The average value for all transforms
without Log-Polar is 0.59 and with Log-Polar is 0.57. This figure shows that the
addition of Log-Polar decreased the average value by 3.3%. This brings the Log-
Polar line closer to the threshold and thus reduces the accuracy.
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Figure 7-3: Temporal - Transformation Results Standard Deviation Values
Figure 7-3 shows the standard deviation for the Temporal algorithm with and
without Log-Polar applied. This graph represents the consistency of the average
values seen in Figure 7-2. The average value for the standard deviation without Log-
Polar is 0.26 and with Log-Polar is 0.29. This represents a increase in the deviation
by 10.3%. This means there is more variability with values when Log-Polar is applied.
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Figure 7-4: Temporal - Transformation Results Average Values with Standard Devi-
ation
Figure 7-4 shows the average value for each transform with the standard deviation
overlaid for the case without Log-Polar applied. The vertical lines represent one
standard deviation around the average value. This figure shows that the values for
each transform are wide spread depending on the videos that are analyzed. With
an average value of 0.59 and a average standard deviation of 0.26, the average value
changes by 44%.
Figure 7-4 also shows that for certain transforms, like zoom and letterbox, a
standard deviation of 0.26 lowers the values to below the threshold. This results in
copied videos not being detected as copies.
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Figure 7-5: Temporal - Transformation Results Average Values with Standard Devi-
ation
Figure 7-5 is the same as Figure 7-4 but with Log-Polar applied. This figure shows
that the values for each transform are wide spread similar to Figure 7-4. With an
average value of 0.57 and a average standard deviation of 0.29, the average value
changes by 51%. This is a 7% increase from the case without Log-Polar. This means
on average Log-Polar will reduce the accuracy and increase variability of the values.
Figure 7-5 also shows that for certain transforms like zoom, letterbox and contrast
increase, a standard deviation of 0.29 lowers the values to below the threshold where
videos are detected incorrectly.
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Figure 7-6: Temporal-Ordinal - Transformation Results Average Values
Figure 7-6 shows the average value for each of the transforms for the Temporal-
Ordinal algorithm. In this algorithm the threshold is set to a maximum of 0.5 (i.e.
less than 0.5 is a copy). The average value for all transforms without Log-Polar is
.054 and with Log-Polar is .053. This is a decrease further from the threshold by
1.8%. This means the accuracy is better when Log-Polar was added.
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Figure 7-7: Temporal Ordinal - Transformation Results Standard Deviation Values
Figure 7-7 shows the standard deviation for the Temporal-Ordinal algorithm. The
average value for the standard deviation without Log-Polar is .0320 and with Log-
Polar is .0322. This represents a increase by 0.6% when Log-Polar is added. This
difference is small but does represent a slight increase in the variability associated
with the values.
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Figure 7-8: Temporal Ordinal - Transformation Results Average Values with Standard
Deviation
Figure 7-8 shows the average values with the standard deviation overlaid for
Temporal-Ordinal without Log-Polar. The standard deviation is noticeably smaller
with the Temporal-Ordinal algorithm compared to the Temporal algorithm. Here the
average value is .054 with a average standard deviation of .0320. Taking into account
a threshold value of 0.5, the standard deviation affects the values by 5.8%. This shows
that the variability of the values for different videos is much smaller and on average
does not cause the values to exceed the threshold.
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Figure 7-9: Temporal Ordinal - Transformation Results Average Values with Standard
Deviation
Figure 7-9 shows the same values as Figure 7-8 but with Log-Polar. The standard
deviation appears very similar to Figure 7-8. Here the average value is .053 with
average standard deviation of .0322. Taking into account the threshold at 0.5 this
is a 5.8% variation. This value matches Figure 7-8 and shows that the addition of




This section describes the ability of the algorithms to correctly detect when videos
are not copies. This set of results compares the two algorithms with and without
Log-Polar. A total of 24 different videos were compared against each other for a total
of 576 comparisons (24x24). The results were summed and formulated into Table 7.2.
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7.3.2 Results
Table 7.2: Different Video Results Summary
Temporal Temporal Log-Polar Temporal-Ordinal Temporal-Ordinal Log-Polar
Correct 310 286 502 506
Incorrect 266 290 74 70
Total Time (Min) 231 181 382 224
Log-Polar Difference -24 Detections, -50 Min. +4 Detections, -158 Min.
Table 7.2 describes the videos by Correct and Incorrect. Correct is when the
algorithm determines that the different videos are actually different. During the
comparison iterations the video is compared with the exact same video in which case
Correct is also defined as determining this to be a copy. Incorrect is then the total
comparisons minus the Correct comparisons.
The data shows that the Temporal algorithm with the addition of Log-Polar did
not detect as many videos correctly but did improve the time. With the addition of
the Log-Polar a reduction of 4.2% of detections was noted and a reduction of 21.6%
with time.
The data shows that the Temporal-Ordinal algorithm with the addition of Log-
Polar detected more videos correctly and improved the time. With the addition of





This section describes the ability of the algorithms to correctly detect videos when
they are similar. The videos in this section are all of the same content but with
various differences. The videos are all real content uploaded online by different users.
Some of differences between the videos are size, additional scenes, recording of a tv
screen, etc.
A total of 7 videos are used in this section. The videos were compared in the same
manner as the Different Videos section with a total of 49 comparisons (7x7).
7.4.2 Results
Table 7.3: Similar Video Results Summary
Temporal Temporal Log-Polar Temporal-Ordinal Temporal-Ordinal Log-Polar
Correct 35 29 37 45
Incorrect 14 20 12 4
Total Time (Min) 20 17 32 20
Log-Polar Difference -6 Detections, -3 Min. +8 Detections, -12 Min.
The data shows that the Temporal algorithm with the addition of Log-Polar did
not detect as many videos correctly but did improve the time. With the addition of
Log-Polar a reduction of 12.2% of detections was noted and a reduction of 15% with
time.
The data shows that the Temporal-Ordinal algorithm with the addition of Log-
Polar detected more videos correctly and improved the time. With the addition of





All of the results up to this point have analyzed the addition of Log-Polar with a
pre-determined magnitude parameter setting (M = 10). This section investigates
how the magnitude parameter affects the results. Each magnitude change results
in a different compression ratio as described previously in Chapter 5. Larger values
lead to larger frames (less compression) and smaller values lead to smaller frames
(more compression). The 24 videos used in the Different Videos results section were
utilized to gather these results. In the Video Copy Detection Program, the Log-Polar
Magnitude can vary from 2 to 40 with increments of 2. The Log-Polar Magnitude for




Table 7.4: Temporal Log-Polar Magnitude Change
Correct Incorrect Time (Min.)
M=2 313 263 175
M=6 313 263 196
M=10 286 290 181
M=14 312 264 217
M=20 286 290 230
No Log-Polar 310 266 231.4
Table 7.5: Temporal-Ordinal Log-Polar Magnitude Change
Correct Incorrect Time (Min.)
M=2 504 72 225
M=6 504 72 255
M=10 506 70 224
M=14 504 72 302
M=20 506 70 271
No Log-Polar 502 74 382
Table 7.4 and 7.5 show that the Log-Polar Magnitude can be significantly de-
creased and still provide a high accuracy and minimal time. A Magnitude of 10 was
chosen for the results section based on reasonable accuracy and time savings for both
algorithms. Overall greater compression times can be achieved with smaller Magni-
tude values, however smaller values do not always result in the fastest times. There
are many factors involved in Video Copy Detection and a few possibilities are dis-
cussed in the following Chapter that describe possible reasons why smaller values did





The results gathered encompass different detection methods a Video Copy Detection
algorithm must be able to withstand and still detect if a video is a copy or not.
The transformation results cover the ability of an algorithm to detect a copied video
when a specific transform is applied. This is useful to analyze how the addition of
Log-Polar affects the algorithm when dealing with specific transforms. The different
videos results cover the ability of an algorithm to detect videos that are not copies.
This allows Log-Polar to be applied and see if it affects Video Copy Detection in a
non-copied scenario. The similar videos results cover the ability of an algorithm to
detect actual transformed and modified videos. This is a real example of videos that
would need to be detected and show that the addition of Log-Polar does not affect the
accuracy. The parameter variation results cover the ability of the algorithm to detect
copied videos with severe data compression. These categories of results show that
Log-Polar is a viable compression method for pre-processing in different scenarios.
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8.2 Transformation
The results for the transformation section showed a large reduction in computation
time with a minimal degradation of the output values and overall accuracy. The
Temporal-Ordinal algorithm outperformed the Temporal algorithm when Log-Polar
was added by achieving a greater reduction in computation time by a factor of two.
This reduction is key because the Temporal-Ordinal algorithm takes almost twice as
long to compute. The Temporal-Ordinal algorithm is also the more accurate of the
two algorithms and achieves a greater accuracy when paired with Log-Polar.
When comparing the different transforms based on the output values, a few dis-
tinctions can be made. The Temporal Algorithm was most robust to 4 of the 8
different transforms while the Temporal-Ordinal Algorithm was most robust to 6 of
the 8 transforms. The differences between the average value and standard deviations
were also smaller for Temporal-Ordinal. Therefore it can be concluded that while
both algorithms do perform better with a Log-Polar pre-process step, the Temporal-
Ordinal algorithm lends itself better to integration with Log-Polar.
Looking at the transformation values for the different algorithms, there are a few
conclusions that can be made. The values for the Temporal algorithm showed worse
performance with zooming and letterbox, medium performance with contrast changes
and blurring and best performance with logo and crop. This is likely due to the fact
that the Temporal algorithm relies on calculating the difference between frames. In
cases like zooming and letterbox, the frame sizes are changing significantly which
change the pixel locations and values and thus change the temporal activity. With
contrast changes and blurring, the values stay in the same location but have slightly
modified values. With only slightly modified values the temporal activity is only
slightly changed as well. With logo and crop the same pixels remain, but a few of the
values are set to different consistent values. Thus with logo and crop when the frame
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differences are made, the logo or outer cropped image will subtract to zero and not
contribute to the temporal activity.
The Temporal-Ordinal algorithm values show good performance with all the trans-
forms except with contrast changes. This would be expected based on the way
Temporal-Ordinal relies on averaging in each segment to then calculate the final
signature. Zooming, logos, cropping, etc. all change some of the information of the
pixels, but not much with respect to averaging an image in four segments. Contrast
changes however would increase or decrease the entire image and therefore change
the average values for all pixels and directly affect the averaging.
The standard deviations between the two algorithms exhibited large differences.
The Temporal algorithm had large standard deviations and Temporal-Ordinal had
small standard deviations. This shows that the Temporal algorithm had more dif-
ficulty detecting copies with some videos and less difficulty detecting copies with
other videos. The Temporal-Ordinal algorithm had a much smaller variance between
videos. The Temporal algorithm relies on individual pixel content to determine the
temporal activity and thus the signature. Temporal-Ordinal algorithm relies on av-
eraging multiple pixels that eventually are used in calculating a signature. Therefore
when transforms are applied to different videos, the Temporal algorithm is likely to
change drastically because the content is changed and the Temporal algorithm re-
lies on every pixel individually. The Temporal-Ordinal algorithm is able to be more
consistent between different videos because the effect on individual pixels is muted
because of the averaging.
Additional research with a larger database set and synthetic data would provide
a better understanding of the exact reasons why the algorithms behave the way they
did with both value and standard deviation.
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8.3 Different Videos
The results when comparing different videos are similar to the Transformation results.
Both algorithms had better computation times with minimal effect to the accuracy.
The Temporal-Ordinal algorithm performed better with Log-Polar. The accuracy of
the Temporal algorithm was only 54% without Log-Polar and 50% with Log-Polar.
This accuracy is low for a Video Copy Detection Algorithm, but is acceptable in this
thesis, as the difference between without Log-Polar and with Log-Polar is the key
factor.
It is likely that the reason the Temporal-Ordinal algorithm performed better with
the addition of Log-Polar would be that the Log-Polar image focuses on the most
important (i.e. center) information in a video. Therefore when calculating the average
values for each segment, the pixel values used are more important. More research
would be required to determine the exact reason why the Temporal-Ordinal algorithm
performs better with Log-Polar applied.
8.4 Similar Videos
The Similar Videos results showed the same trend as discussed previously. The ad-
dition of Log-Polar decreased the computation time with a minor effect on the accu-
racy. The Temporal-Ordinal algorithm still outperforms the Temporal algorithm and
achieves better accuracy with Log-Polar.
8.5 Parameter Variation
The results from varying the Magnitude parameter show how robust the algorithms
are to compression settings. The algorithms performed well with compression ratios
near 98%. The results also showed that certain Magnitude settings had optimal
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computation savings. A Magnitude of 6 resulted in a longer computation time then
did a Magnitude value of 10 for both algorithms. The most likely reason for this
phenomenon is based on the computation performances of the software and hardware
for different values. More investigation is needed to fully determine this cause.
8.6 Summary
Overall the results show that using Log-Polar as a pre-processing step decreases com-
putation time with minimal impact on the accuracy of the algorithm. This is a promis-
ing step toward faster Video Copy Detection algorithms. This thesis also shows that





This research proves the viability of utilizing Log-Polar as a pre-processing step by
focusing on time and accuracy. These two areas are key to proving Log-Polar pre-
processing works, but leaves other areas open for future research. The future work
that needs to be accomplished should focus on four general categories: pre-processing,
Log-Polar pre-processing, Local based algorithms, and transformations.
Pre-processing requires more future work to determine other types of pre-processing
that can be applied and also how they can be meshed together. Log-Polar was utilized
as a data reduction technique, but other data reduction methods should be analyzed
to compare and contrast with Log-Polar. An analysis on how to mesh multiple pre-
processing steps together would also be useful. For example, meshing key frames with
data reduction has the potential to save a significant amount of time.
The second area that needs more research is the addition of Log-Polar as a pre-
processing method. Log-Polar was utilized to reduce the size of a full frame based on
the center of a video frame. The assumption was that the most important information
is in the center of the frame. More research needs to be completed to determine if
the center of an image is the best location or if there are other focal areas that would
be better to use as the center for Log-Polar. This could be accomplished by using
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Local based methods to determine these focal points or even using eye pattern data
to determine what a focal point is. With focal points, multiple smaller Log-Polar
images could be created that center on these points. Other Log-Polar settings should
be analyzed as well, including data reduction in the magnitude and phase orientation
instead of only magnitude. The Log-Polar implementation chosen was based on an
OpenCV implementation. A customized implementation would provide better results.
The current method calculates a new Log-Polar map based for each frame where a
single Log-Polar mapping calculated once for an entire video would save time.
Next, research needs to be completed that analyzes how Log-Polar data reduction
affects the ability for Local algorithms to perform. With a much smaller frame size,
Local based algorithms will calculate much quicker but will they be able to detect
the required interest points with such a small data set has yet to be seen with Video
Copy Detection.
The final area that requires more research is the transformation results. Based
on the available database size, statistical analysis can provide some information, but
a true statistical analysis would require more data. Utilizing synthetic videos and a
much larger database set would provide a better understanding on how the imple-
mented algorithms behave with transforms and how Log-Polar affects them. This
database set should include synthetic videos, more videos, more transforms and also
more real-world transformed videos. Analyzing more similar real-world videos would





10.1 Gaussian Radius-3 Blur
10.1.1 Introduction
To perform different operations on images, it is common to utilize a kernel and con-
volve it with an image [11]. A kernel is a matrix of values and convolution is performed
by the kernel on an image. The kernel size and values are defined to produce specific
results. Convolution is the process of multiplying and summing. In the context of
image processing the term convolution is used to denote either convolution or corre-
lation, depending on the requirements to flip the kernel. In this case of a Gaussian
Radius-3 blur this is negligible as the kernel is the same when flipped.
This thesis uses a Gaussian Radius-3 Blur which is a special kernel that causes
the output image to become blurred. The term Radius-3 means that this kernel is
3x3 in size.
Equations 10.1 and 10.2 are the governing equations describing how to calculate
the values for the kernel [36] [32]. Equation 10.1 describes the standard deviation
where n is the size of the kernel that is desired. Equation 10.2 describes how to form
the kernel, where x and y represent the distance from the center of the kernel. This
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kernel has the shape of a standard Gaussian distribution.
σ = 0.3(n/2− 1) + 0.8 (10.1)
h(x, y) = e−
x2+y2
2σ2 (10.2)
Below is the calculation for the Gaussian Radius-3 blur. Figure 10-1 shows the
resulting kernel.
h(−1,−1) = exp −21.805 = 0.33
h(−1, 0) = exp −11.805 = 0.57
h(−1,+1) = exp −21.805 = 0.33
h(0,−1) = exp −11.805 = 0.57




h(+1,−1) = exp −21.805 = 0.33






Figure 10-1: Gaussian Radius-3 Kernel
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10.1.2 Example
Figure 10-2 is an example of the Gaussian Radius-3 Blur used to determine the value
of a new pixel. For a simple example the kernel is applied to a location within the
image where the value is 180. After applying the kernel the value becomes 151.
This value is achieved by multiplying the kernel values by the pixel values in the
image, summing them and then dividing by the average value of the kernel. See the
calculations below for actual values.
Figure 10-2: Gaussian Radius-3 Blur Example
H(−1,−1) = 0.33 ∗ 130 = 42.9
H(−1, 0) = 0.57 ∗ 150 = 85.5
H(−1,+1) = 0.33 ∗ 130 = 42.9
H(0,−1) = 0.57 ∗ 150 = 85.5
H(0, 0) = 1 ∗ 180 = 180
H(0,+1) = 0.57 ∗ 150 = 85.5
H(+1,−1) = 0.33 ∗ 130 = 42.9
H(+1, 0) = 0.57 ∗ 150 = 85.5
H(+1,+1) = 0.33 ∗ 130 = 42.9
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OutputSum = 42.9 ∗ 4 + 85.5 ∗ 4 + 180 = 693.6





This example shows the calculation for a single value. To perform this operation
on the entire image the kernel is convolved with the image for every pixel value and
resulting outputs saved to a new image. In this thesis when the kernel is at the edge
of the image, the image is padded with the same value as the edge. See Figure 10-3
for an example of padding.




The cosine formula is a method for determining the angle between two vectors. In
this thesis the angle between two vectors was used as a way to determine how similar
two signatures were.
The cosine formula is based on the properties associated with the dot product of
two unit vectors. The dot product is a special multiplication where the individual
components are multiplied and added [32]. Equation 10.5 shows a generic form for
the dot product between two vectors v and w (Equations 10.3 and 10.4).
v =
[





w1 w2 · · · wn
]
(10.4)
v · w = v1 ∗ w1 + v2 ∗ w2 + · · ·+ vn ∗ wn (10.5)
Unit vectors are defined as having a length equal to one [32]. The length of a
vector equals one when the vector is divided by its length. The length of a vector is





2 + · · ·+ v2n (10.6)
The dot product of the two unit vectors v and w produce the cos(θ) as seen in
Equation 10.7. Figure 10-4 shows a graphical representation of two unit vectors. The
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next section shows a proof of how the dot product of unit vectors results in the cos(θ).
cos(θ) =
v · w
||v|| ∗ ||w|| (10.7)
Figure 10-4: Two Vectors
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10.2.2 Proof
To prove that the dot product of two unit vectors describes the cosine of the angle
between them, a simple example of two vectors is used [32]. The two vectors are
described in Equations 10.8 and 10.9 and graphically represented in Figure 10-5.











Performing the dot product of these vectors







v1 · w2 = cos(θ1) cos(θ2) + sin(θ1) sin(θ2) (10.11)








{cos(A−B) + cos(A+B)} (10.13)
and substituting into Equation 10.11
v1 · w2 = cos(θ1 − θ2) (10.14)
Since θ1 − θ2 = θ3
v1 · w2 = cos(θ3) (10.15)




||w2|| = cos(θ3) (10.16)
which generalizes to
v · w
||v|| ∗ ||w|| = cos(θ) (10.17)
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10.2.3 Examples
Below are a few examples showing the calculation of the Cosine Formula for two
vectors at 0◦, 53◦, 90◦ and 180◦ separation.
Figure 10-6: Two Vectors - 0◦ Separation
Figure 10-6 shows two vectors v and w at 0◦ separation. For this example v and











The length of the vectors are calculated as follows
||v|| =
√






32 + 12 =
√
10 (10.21)
Performing the dot product
v · w = 3 ∗ 3 + 1 ∗ 1 = 10 (10.22)
Plugging into the Cosine Formula
v · w
||v|| ∗ ||w|| =
10√
10 ∗ √10 = 1 (10.23)
Therefore when two vectors are exact copies they produce an output of 1.
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Figure 10-7: Two Vectors - 53◦ Separation
Figure 10-7 shows two vectors v and w at 53◦ separation. For this example v and











The length of the vectors are calculated as follows
||v|| =
√









Performing the dot product
v · w = 1 ∗ 3 + 3 ∗ 1 = 6 (10.28)
Plugging into the Cosine Formula
v · w
||v|| ∗ ||w|| =
6√
10 ∗ √10 = 0.6 (10.29)
Therefore when two vectors are similar they produce an output between 0 and 1.
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Figure 10-8: Two Vectors - 90◦ Separation
Figure 10-8 shows two vectors v and w at 90◦ separation. For this example v and











The length of the vectors are calculated as follows
||v|| =
√
02 + 32 = 3 (10.32)
||w|| =
√
32 + 02 = 3 (10.33)
Performing the dot product
v · w = 0 ∗ 3 + 3 ∗ 0 = 0 (10.34)
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Plugging into the Cosine Formula
v · w




Therefore 90◦ separation between two vectors has an output of 0.
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Figure 10-9: Two Vectors - 180◦ Separation
Figure 10-9 shows two vectors v and w at 180◦ separation. For this example v and



















32 + 12 =
√
10 (10.39)
Performing the dot product
v · w = −3 ∗ 3 +−1 ∗ 1 = −10 (10.40)
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Plugging into the Cosine Formula
v · w
||v|| ∗ ||w|| =
−10√
10 ∗ √10 = −1 (10.41)
Therefore when two vectors are exactly opposite they produce an output of -1.
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