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O objetivo principal deste trabalho consiste em mostrar a existe^ncia de metricas com curva-
tura de Ricci positiva na classe conforme de uma metrica Riemanniana com curvatura escalar
positiva em variedades compactas de dimens~ao 3 e 4. Catino-Djadli [3] e Gursky-Viaclovsky
[13] mostraram que se as curvaturas escalar e de Ricci de uma metrica g satisfazem a uma
desigualdade integral em uma variedade compacta tridimensional, ent~ao g e conforme a al-
guma metrica de curvatura de Ricci positiva. No primeiro artigo os autores trabalham em
variedades tridimensionais e no segundo em variedades de dimens~ao 4.
Palavras Chaves: Metricas conformes, curvatura de Ricci positiva, desigualdade integral.
v
Abstract
The main objective of this work is to show the existence of metrics with positive Ricci
curvature in the class as a Riemannian metric with positive scalar curvature on compact
manifolds of dimension 3 and 4. Catino-Djadli [3] and Gursky-Viaclovsky [13] showed that
bends climbing and Ricci of a metric g satises an integral inequality in a three-dimensional
compact manifold, then g is according to some metric of positive Ricci curvature. In the
rst article the authors work in three-dimensional manifolds and second manifolds 4.
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Em 1904, o france^s Henri Poincare apresentou uma conjectura sobre a esfera tridimensi-
onal que intrigou grandes mentes da matematica por quase um seculo ate sua prova em
2002 por G. Perelman. Hoje ela e conhecida como a Conjectura de Poincare. Desde que
Poincare lancou sua conjectura, muitos matematicos dedicaram-se a encontrar propriedades
topologicas ou geometricas de uma variedade atraves de sua estrutura metrica. Como exem-
plo, podemos perguntar sob quais condic~oes no tensor curvatura uma variedade Riemanniana
e homeomorfa ou difeomorfa a uma forma espacial.
Em 1951, Rauch H.E. [21] perguntou se uma variedade Riemanniana Mn compacta sim-
plesmente conexa de dimens~ao n com curvatura seccional no intervalo (1; 4] e necessariamente
homeomorfa ou difeomorfa a esfera Sn. Devido ao trabalho de Berger e Klingenberg sabe-se
que a resposta a esta pergunta e positiva para o caso de ser homeomorfa e devido ao trabalho
de Brendle e Shoen [1] o resultado e verdadeiro para o caso diferenciavel, hoje conhecido
como o Teorema da Esfera Diferenciavel.
Em [4] os autores mostraram que dada uma variedade Riemanniana fechada (M; g) de











onde Ricg, Rg e Wg s~ao o tensor de Ricci, a curvatura escalar e o tensor de Weyl da metrica
g, respectivamente, ent~ao segue que M e difeomorfa a esfera S4 ou ao espaco projetivo RP 4.
Na primeira parte deste trabalho iremos apresentar um resultado semelhante ao resultado
em [4], porem para variedades tridimensionais. Mais precisamente, provaremos no Captulo
2 o seguinte teorema de Catino e Djadli [3].
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Teorema 0.1. Seja (M3; g) uma variedade Riemanniana fechada de dimens~ao 3 com cur-








ent~ao M e difeomorfa a uma forma espacial esferica.
A grosso modo, a demonstrac~ao deste teorema consiste em mostrar que a variedade
admite uma metrica de curvatura de Ricci positiva, e ent~ao usar o resultado de Hamilton
[14] sobre uxo de Ricci para concluir o resultado. Em 1982, Hamilton introduziu o uxo de





Ent~ao ele mostrou em [14] que se g(0) possui curvatura de Ricci positiva, ent~ao o uxo
converge para uma metrica de curvatura seccional constante positiva, e isto implica que M
e difeomorfa a uma forma espacial esferica.
Na segunda parte do trabalho, captulo 3, apresentaremos um resultado de Gursky e
Viaclovsky [13] em variedades de dimens~ao 4. Em resumo, esse resultado nos diz que sobre
certas condic~oes a variedade admite uma metrica de curvatura de Ricci positiva. Mais
precisamente, mostraremos o seguinte teorema.
Teorema 0.2. Seja (M4; g) uma variedade Riemanniana fechada de dimens~ao 4 com cur-








para algum t0  1, ent~ao existe uma metrica conforme ~g = e 2ug com R~g > 0 e 2(At0~g ) > 0.
Isso implica a desigualdade tensorial
(t0   1)R~g~g < 2Ric~g < (2  t0)R~g~g: (2)
As demonstrac~oes dos teoremas 0.1 e 0.2 consistem em deformar conformemente a metrica














onde Ric~g e R~g s~ao o tensor de Ricci e a curvatura escalar da metrica ~g, respectivamente, e
f e uma func~ao suave positiva a ser escolhida adequadamente. A escolha de f e de tal forma
que a equac~ao possua soluc~ao para t < 0 sucientemente grande em valor absoluto.
Usaremos o metodo da continuidade para mostrar que esta equac~ao, no caso de dimens~ao
3, possui soluc~ao para t0 = 2=3, e no caso de dimens~ao 4, possui soluc~ao para t0 = 1.
Concluremos que a metrica conforme correspondente a essa soluc~ao sera a metrica que nos
da o resultado para o teorema.
Apresentaremos neste trabalho as demonstrac~oes dos Teoremas 0.1 e 0.2 contidas em [3] e
[13], respectivamente. No captulo 1 ser~ao apresentadas as denic~oes basicas e as ferramentas
necessarias para um bom entendimento dos captulos posteriores. Os captulos 2 e 3 s~ao
dedicados as demonstrac~oes dos resultados principais. Alem disso, fazemos ao nal destes





Neste captulo apresentaremos algumas denic~oes basicas da geometria Riemanniana, bem
como ferramentas que ser~ao utilizadas ao longo do trabalho. Em todo o texto usaremos a
notac~ao de Einstein que diz quendices repetidos abaixo e acima representam somas variando







1.1 Metricas Riemannianas e Curvatura
Em todo o texto iremos denotar por X (M) o conjunto de todos os campos de vetores suaves
em uma variedade diferenciavel M e por C1(M) o conjunto de todas as func~oes suaves
f : M ! R:
Denic~ao 1.1. Uma metrica Riemanniana em uma variedade diferenciavel M e um tensor
suave g do tipo (2; 0) em M tal que em cada ponto p 2M , a aplicac~ao gp : TpM TpM ! R
dada por
gp(u; v) := g(U; V )(p);
onde U; V 2 X (M) s~ao tais que U(p) = u e V (p) = v, e um produto interno em TpM .
Uma variedade Riemanniana (M; g) e uma variedade diferenciavel M munida com uma
metrica Riemanniana g.
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Denic~ao 1.2. Uma conex~ao am r em uma variedade diferenciavel e uma aplicac~ao
r : X (M)X (M)! X (M);
que sera denotada por rXY := r(X;Y ), satisfazendo as seguintes propriedades:
i) rfX+gYZ = frXY + grYZ;
ii) rX(Y + Z) = rXY +rXZ;
iii) rX(fY ) = (Xf)Y + frXY ;
para todo X;Y; Z 2 X (M) e f; g 2 C1(M).
Teorema 1.3. Dada uma variedade Riemanniana (M; g) existe uma unica conex~ao am r
satisfazendo as condic~oes:
i) [X; Y ] = rXY  rYX (simetrica);
ii) Xg(Y; Z) = g(rXY; Z) + g(X;rXZ) (compatvel com a metrica):
A conex~ao dada pelo Teorema 1.3 e chamada de Conex~ao Riemanniana ou de Levi-Civita.
A menos que se diga o contrario, iremos trabalhar com esta conex~ao.
























onde (gij) s~ao as componentes da metrica neste sistema de coordenadas e (g
ij) e sua inversa.
Denic~ao 1.4. Seja T um tensor do tipo (r; 0). A derivada covariante rT de T e um tensor
de ordem (r + 1; 0) denido como
rT (X1;    ; Xr; X) := (rXT )(X1;    ; Xr)
:= X(T (X1;    ; Xr)) 
rX
k=1
T (X1;    ;rXXk;    ; Xr):
5












Denic~ao 1.5. Seja (M; g) uma variedade Riemanniana. O tensor curvatura de (M; g) e o
tensor de tipo (3; 1) denido como
R(X;Y )Z := rYrXZ  rXrYZ +r[X;Y ]Z;
onde r e a conex~ao Riemanniana e X; Y; Z 2 X (M).
Usando a metrica, obtemos um tensor do tipo (4; 0) denido por
R(X; Y; Z;W ) = hR(X;Y )Z;W i;





































 ljk    pjk lip +  pik ljp: (1.2)
Proposic~ao 1.6. Tem-se as seguintes propriedades para o tensor curvatura
i) Rijkl =  Rjikl = Rjilk = Rlkji;
ii) Rijkl +Riklj +Riljk = 0 (1
a identidade de Bianchi);
iii) Rijkl;m +Rijlm;k +Rijmk;l = 0 (2
a identidade de Bianchi);
iv) 2gijriRjk = rkRg (2a identidade de Bianchi contrada).
Proposic~ao 1.7 (Identidade de Ricci). Seja T um tensor do tipo (r; 0), com r > 0. Ent~ao





Note que na formula anterior aparecem dois somatorios, um em l e outro em m.
A curvatura seccional de um plano  2 TpM gerado pelos vetores X e Y e denido
como
K(X; Y ) =
R(X; Y;X; Y )
jX ^ Y j2 =
R(X;Y;X; Y )
kXk2kY k2   hX; Y i2 ; (1.3)
onde X; Y 2 TpM s~ao quaisquer vetores que formam uma base para . E possvel mostrar
que (1.3) independe da base escolhida no plano .
Variedades Riemannianas que possuem curvatura seccional constante s~ao chamadas de
formas espaciais.
O Tensor de Ricci e um tensor do tipo (2; 0) denido como






e a curvatura escalar e denida como
Rg := g
ijRij:
O tensor curvatura pode ser escrito como
R = Wg   Rg
2(n  1)(n  2)g  g +
1
n  2Ricg  g
= Wg + Ag  g;









e o tensor de Schouten e  e o produto de Kulkarni-Nomizu, que e denido como
AB(X; Y; Z;W ) = A(X;W )B(Y; Z) + A(Y; Z)B(X;W )
A(X;Z)B(Y;W )  A(Y;W )B(X;Z);
para quaisquer tensores simetricosA eB do tipo (2; 0). Observe queAg e um tensor simetrico.
Veja [6] para mais detalhes.
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Proposic~ao 1.8. Uma variedade Riemanniana (Mn; g) possui curvatura seccional constante





onde  e o produto de Kulkarni-Nomizu.
1.2 Subvariedades Riemannianas
Sejam Mn e M
m+n
variedades diferenciaveis e f : M ! M uma imers~ao. Pelo Teorema da
Func~ao Inversa, para cada p 2 M existe uma vizinhanca V de p em M , tal que f : V ! M
e um mergulho. Segue que f(V ) e uma subvariedade mergulhada de M . Como V e f(V )
s~ao difeomorfos, temos que
dfp : TpM ! Tf(p)f(V )
e um isomorsmo para todo p 2 V . Assim podemos identicar V com f(V ) e campos
X 2 X (V ) com df(X) 2 X (f(V )). Se (M; g) e uma variedade Riemanniana, ent~ao consi-
derando a metrica f g em M teremos que f e uma imers~ao isometrica. Daqui em diante
iremos considerar que M M . Observe que para todo p 2M , podemos decompor TpM na
soma direta
TpM = TpM  (TpM)?:
Considere r a conex~ao Riemanniana de M e dena r : X (M)X (M)! X (M) por
rXY = (rXY )?;
onde X e Y s~ao extens~oes locais de X e Y a M , respectivamente. Pode-se mostrar que r
assim denida e a conex~ao Riemanniana de M .
A segunda forma fundamental da imers~ao f e a aplicac~ao bilinear simetrica
B : X (M)X (M)! (X (M))?
dada por
B(X;Y ) = rXY  rXY;
onde X;Y 2 X (M) e X e Y s~ao extens~oes locais de X e Y , respectivamente, a M . Pode-
se mostrar que para todos X;Y 2 X (V ) o valor de B(X; Y ) n~ao depende das extens~oes
escolhidas.
8
Dado p 2M e  2 (TpM)?, dena a aplicac~ao linear S : TpM ! TpM por
S(u) =  (ruN)?;
onde ()? denota a componente tangente e N e uma extens~ao local do vetor  normal a M .
Observe que a aplicac~ao S satisfaz
hS(u); vi = hB(u; v); i;
para todo u; v 2 TpM . Segue da simetria da aplicac~ao B que S e uma aplicac~ao auto-
adjunta.
Proposic~ao 1.9 (Equac~ao de Gauss). Para todos X;Y; Z;W 2 TpM vale
R(X; Y; Z;W ) = R(X;Y; Z;W ) + hB(X;W ); B(Y; Z)i   hB(X;Z); B(Y;W )i:
onde B e a segunda forma fundamental de M .
1.3 Operadores Diferenciaveis e a Formula de Bochner-
Weitzenbock
Denic~ao 1.10. Seja (M; g) uma variedade Riemanniana. Dada uma func~ao f 2 C1(M),
denimos o campo gradiente de f como o unico campo de vetores rgf 2 X (M) tal que
rf(X) = X(f) = df(X) = g(rgf;X);
para todo X 2 X (M).
Em coordenadas, obtemos





Denic~ao 1.11. A Hessiana de f e um tensor do tipo (2; 0), denotada por r2f e denida
como
r2f(X;Y ) = Y (X(f)) rYX(f):
A Hessiana e um tensor simetrico. De fato,
r2f(X; Y ) r2f(Y;X) = (Y X  XY )(f)  (rYX  rXY )(f)
= [X;Y ](f)  [Y;X](f)
= 0:
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Denic~ao 1.12. Seja X 2 X (M). O divergente de X com respeito a metrica g e denido
como
divgX = tr(Y ! rYX):








onde ! e a 1-forma denida como !(Y ) = g(X; Y ):
Denic~ao 1.13. Seja f 2 C1(M). O Laplaciano de f com respeito a metrica g e denido
como









Teorema 1.14 (Formula de Bochner-Weitzenbock). Seja (Mn; g) uma variedade Rieman-
niana de dimens~ao n. Seja f 2 C1(M). Ent~ao
1
2
g(jrgf j2g) = jr2gf j2g + hrgf;rg(gf)i+Ricg(rgf;rgf): (1.5)
Demonstrac~ao. A demostrac~ao pode ser encontrada em [22].
Corolario 1.15 (Formula Integral de Bochner-Weitzenbock). Sejam (Mn; g) uma variedade










Demonstrac~ao. Pelo Teorema da Diverge^ncia obtemos queZ
M
g(jrgf j2g) dVg = 0
e Z
M





Logo, como M e sem fronteira, integrando a formula de Bochner-Weitzenbock, (1.5),
obtemos o resultado desejado.
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1.4 Func~oes Simetricas Elementares e o Tensor de Schou-
ten




i1i2 : : : ik ;
No decorrer deste trabalho, iremos utilizar apenas os casos onde k = 1 ou 2. Note que,




i = 1 + 2 + : : :+ n; (1.7)






















Diremos que um tensor simetrico A do tipo (2; 0) pertence a  +2 , ou seja, A 2  +2 , se seus
autovalores pertencem a  +2 .
Denotaremos por k(Ag) as func~oes simetricas aplicadas aos autovalores do tensor de
Schouten com respeito a metrica g. Neste caso











Alem disso, quando a metrica a qual as func~oes simetricas elementares est~ao relaciona-
das forem diferentes da metrica ao qual os tensores est~ao denidos, usaremos as seguintes
denic~oes
1(~g












onde ~g e g s~ao metricas Riemannianas. Observe que, por (1.4) e (1.10) temos
1(Ag) = tr(Ag) =
Rg





































































































2(n  2)(n  1)Rg; (1.19)
ou ainda, por (1.10) e (1.18)
1(A
t









n  2 1(Ag): (1.20)



























































Denic~ao 1.16. Seja A : V ! V uma aplicac~ao linear auto-adjunta, onde V e um espaco
com produto interno de dimens~ao n. A primeira transformac~ao de Newton associada a A e
T1(A) := 1(A)  I   A; (1.24)
onde I e a identidade em V.
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Para t 2 R denimos a transformac~ao linear

















isto e, a primeira transformac~ao de Newton surge a partir da diferenciac~ao de 2.
Demonstrac~ao. Sabemos que 2(A) =
X
1i<jn





















































































































































Perceba que fazendo S1 + S2, varios termos ser~ao cancelados, a saber






























































































Proposic~ao 1.18. Se os autovalores de A est~ao em  +2 , ent~ao T1(A) e positivo denido.
Consequentemente, para t  1,







tambem e positiva denida.
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Demonstrac~ao. Para demonstrac~ao, ver [2] e [10].
Agora, associaremos a Atg o tensor denido por
cAtg :=  Atg + 1n1(Atg)g;








Vejamos o seguinte lema
Lema 1.19. Os tensores cAtg e Atg satisfazem as seguintes igualdades
i) 1(cAtg) = 1(Atg);
ii) 2(cAtg) = 2(Atg):
Demonstrac~ao. i) Temos que,



















1(cAtg) =  1(Atg) + 21(Atg) = 1(Atg):









































































1(cAtg)2   12 jcAtgj2g
= 2(cAtg):
Proposic~ao 1.20. Se para alguma metrica Riemanniana g em M temos Atg 2  +2 , ent~ao







g)g > 0: (1.28)





g)g   Atg > 0. Ou seja,
 Atg + 1(Atg)g > 0:
Por outro lado, pelo Lema 1.19 1(cAtg) = 1(Atg), assim

































Como Atg 2  +2 , ent~ao 1(Atg)g > 0 e 2(Atg)g > 0. Com isso, pelo Lema 1.19 obtemos
que 1(cAtg)g > 0 e 2(cAtg)g > 0. Dessa forma, cAtg 2  +2 . Pela Proposic~ao 1.18 a primeira
transformac~ao de Newton T1(cAtg) e positiva denida.
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Portanto,
T1(cAtg) = Atg + n  2n 1(Atg)g > 0:
1.5 Metricas Conformes
Duas metricas Riemannianas g e ~g em uma variedade diferenciavel M s~ao ditas conformes
se existe uma func~ao positiva suave f : M ! R tal que
~g = fg:
O conjunto de todas as metricas conformes a uma metrica g e chamado de classe conforme
e e denotado por [g], isto e,
[g] :=
n
~g = fg = f 2 C1(M) e positiva
o
:
Note que se ~g 2 [g], ent~ao podemos escrever ~g = eug, onde u 2 C1(M).










onde M e uma variedade diferenciavel fechada de dimens~ao n  3. Restrito a uma classe













O numero Y (M; [g]) e chamado invariante de Yamabe.
E possvel mostrar que Y (M; [g]) > 0 se, e somente se, existe ~g 2 [g] tal que R~g > 0.
Resultado analogo vale para o invariante negativo e nulo. Ver [18] para detalhes.
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Proposic~ao 1.21. Seja (Mn; g) uma variedade Riemanniana n-dimensional. Se ~g = e 2ug,
ent~ao






Rg + 2(n  1)(gu)  (n  1)(n  2)jrguj2g

: (1.31)
Demonstrac~ao. Ver [8] para demonstrac~ao.










































































Vejamos a seguinte observac~ao importante que sera bastante utilizada no decorrer do
trabalho.
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Note tambem que se ~g = e 2ug, ent~ao
dVg = e
nudV~g; (1.38)
ja que, em coordenadas, dVg =
p
detgijdx.
1.6 Elipticidade e Estimativa Gradiente
Seja 








onde x; y 2 
 e
Ck;(
) = fu 2 Ck(
); kukCk;(
) <1g:
Dada uma variedade Riemanniana (M; g) compacta, considere um numero nito de cartas











Denic~ao 1.24. Sejam M uma variedade Riemanniana, k 2 N e  2 (0; 1). Dena o
espaco de Holder em M como
Ck;(M) = fu 2 Ck(M); kukCk;(M) <1g:
Seja (Mn; g) uma variedade Riemanniana fechada de dimens~ao n  3. Nos proximos




onde ~g = e 2ug, para alguma func~ao u 2 C1(M) e f 2 C1(M). Considere o operador
Gt(u) = 2(g
 1At~g)  f 2e4u: (1.40)










para algum t  1 onde ~g = e 2ug. Assuma que At~g 2  +2 . Ent~ao o operador linearizado em
u,
Lt : C2;(M)! C0;(M);




 1At~g)  f 2e4u: (1.43)







































































































(f 2e4us) = 4f 2e4u': (1.48)
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Combinando (1.44), (1.45), (1.47) e (1.48), conclumos que


















































































































































































































Para t  1, a Proposic~ao 1.18 implica que Lt(At~g) e positivo denido, e assim Lt e elptico.
Como os coecientes de ' s~ao estritamentes negativos, temos que o operador linearizado em
u e inversvel no espaco de Holder.









onde Riljm s~ao as componentes do tensor curvatura de Riemann de g.




























rmglk@rgjk   grmglk@kgjr + glrgmk@jgrk
+ glrgmk@rgjk   glrgmk@kgjr
o
:







kmglr@kgjr   grmglk@kgjr + glkgmr@jgkr
+ glkgmr@kgjr   glrgmk@kgjr
o
= grmglk@jgrk: (1.51)












o que implica que
@jg
lm =  glrgkm@jgrk =  glkgrm@jgkr =  grmglk@jgrk: (1.52)






















lm =  @i ljm   @i mjl : (1.53)



















a segunda igualdade segue permutando os ndices do primeiro termo e a terceira igualdade
segue de (1.2) e do fato que em coordenadas normais em p tem-se que  kij(p) = 0.











Demonstrac~ao. Ver o Lema 4.1 de [13].
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para algum   t  1 com At~gt 2  +2 . Assuma que ut  , onde  e uma constante
independente de t. Ent~ao krgutkg;1 < C0, onde C0 depende somente de (M; g) e .
Demonstrac~ao. Considere a func~ao h = jruj2. ComoM e compacta e h e contnua, suponha
que o maximo de h ocorre em um ponto p 2M . Tome um sistema de coordenadas normais
(x1; x2; : : : ; xn) em p. Ent~ao gij(p) = ij,  
i
jk(p) = 0 e @igij(p) = @ig
ij(p) = 0.
Dessa forma, localmente, podemos escrever h como
h = glmulum: (1.55)












Como num sistema de coordenadas normais, as primeiras derivadas da metrica se anulam
em p, obtemos que X
l
uliul = 0 (1.57)















+ 2glmulijum + 2g
lmuliumj:
Como p e ponto de maximo, @j@i(g
lmulum) e negativa semidenida e temos, em p, que





















Recordamos da Proposic~ao 1.18 que


















Por outro lado, como r2h e simetrica ent~ao existe uma base ortonormal em p de autove-
tores de r2h. Isto implica que todos os autovalores s~ao n~ao positivos, ja que r2h e negativo







Mas como Ltij e positivo denido, obtemos que L
t
ii > 0 para todo i. Logo,
g(r2h; L)  0:













Agora, diferenciaremos a equac~ao (1.39) am de substituir o termo ulij por termos de




g)ij + uij   ur rij +
1  t
n  2g

























































2e4u + 4f 2e4uum:

















2e4u + 4f 2e4uum: (1.63)































































2e4u + 4f 2e4uum: (1.65)






















2e4u + 4f 2e4ujruj2: (1.66)
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Tlljrguj4  C1jrguj2 + C2jrguj;
onde C1 e C2 dependem apenas de (M; g) e .
Como  > 0 e Tll e positiva denida, temos
jrguj4  C 01jrguj2 + C 02jrguj:





jrguj3 . Dessa forma, podemos ver que jrguj
e limitada, pois caso contrario teramos 1  0, o que e um absurdo.
Logo, krgukg;1  C0, onde C0 depende somente de (M; g) e .




para algum   t  1 tal que At~gt 2  +2 ,  < ut <  e krutkg;1 < C0. Ent~ao para 0 <  < 1,
kutkg;C2;  C2, onde C2 depende somente de (M; g).




variedades de dimens~ao 3
Neste captulo, trabalharemos apenas com variedade de dimens~ao 3 e temos como objetivo
principal provar o seguinte resultado de Catino e Djadli [3]
Teorema 2.1. Seja (M3; g) uma variedade Riemanniana fechada de dimens~ao 3 com cur-








ent~ao existe uma metrica ~g conforme a g tal que Ric~g e sempre positivo.
A demonstrac~ao deste teorema consiste em deformar a metrica g conformemente atraves




onde ~g = e 2ug, At~g = Ric~g  
t
4
R~g~g e f e uma func~ao suave positiva a ser escolhida. Usaremos




metrica correspondente a essa soluc~ao tera Ricci positivo.
Assim, sob essa condic~ao no tensor de Ricci, um resultado de Hamilton [14] garante que
a variedade e difeomorfa a uma forma espacial esferica, ou seja, M admite uma metrica com
curvatura seccional constante.
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Corolario 2.2. Seja (M3; g) uma variedade Riemanniana fechada de dimens~ao 3 com cur-








Ent~ao M admite uma metrica com curvatura seccional constante.
Demonstrac~ao. A demonstrac~ao segue direto do Teorema 2.1 e do resultado de Hamilton
[14] para variedades Riemannianas de dimens~ao 3.
2.1 Limite Superior




para algum t 2 [; 2
3
] com At~g 2  +2 . Ent~ao ut  , onde  depende somente de (M; g).












para todo x 2M .
Lembre-se que, da Proposic~ao 1.22, temos
At~g = A
t





Como M e compacta, seja p 2M maximo de ut, assim (rgut)(p) = 0. Logo, em p, temos
At~g = A
t
g +r2gut + (1  t)(gut)g:





g) + gut + (3  3t)(gut)
= 1(A
t
g) + (4  3t)(gut)
 1(Atg);
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Note que, por (1.20), 1(A
t
g) = (4  3t)1(Ag)  (4  3)1(Ag), 8 t  . Assim,



















ja que a curvatura escalar Rg e positiva.
Portanto, ut  , onde  so depende de (M; g).
2.2 Limite Inferior




























Demonstrac~ao. Fazendo t = 1 e n = 3 na Proposic~ao 1.22, obtemos


































 du  12 jrguj2gg
2
~g





 dui   1
4
jrguj2gRg + 2hr2gu; du
 dui
  jrguj2ggu  jrguj4g
= jAgj2g + jr2guj2g +
3
4












e 4ujA~gj2~g = jAgj2g + jr2guj2g +
3
4






jrguj2Rg + 2r2gu(rgu;rgu) (2.5)
  jrguj2ggu:
Dessa forma, por (1.11), (2.4) e (2.5), obtemos






















jrguj2Rg   2r2gu(rgu;rgu) + jrguj2gu:
= 22(Ag) + (gu)
2   1
2
jrguj4g + (gu)Rg   jr2guj2
























































Note que, usando a segunda identidade contrada de Bianch e a Identidade de Ricci,
obtemos
div G = gijri











































































































































































onde ~g = e 2ug.
Demonstrac~ao. Como At~g 2  +2 , pela Proposic~ao 1:20, obtemos  At~g >  1(At~g)~g: Por outro
lado,




~g) = 1(A~g) + 3(1  t)1(A~g)
= (4  3t)1(A~g):
Asssim,  1(At~g)~g =  (4  3t)1(A~g)e 2ug. Com isso,  At~g >  (4  3t)1(A~g)e 2ug: Conse-
quentemente,
 A~g   (1  t)1(A~g)e 2ug >  (4  3t)1(A~g)e 2ug:
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Logo,
A~g < (3  2t)1(A~g)e 2ug:





A~g(rgu;rgu) < 3  2t
8
R~gjrguj2ge 2u: (2.6)
Lembre que pela Proposic~ao 1.22, temos que
At~g = A
t











Aplicando em rgu, temos













































































































Portanto, segue o resultado.





















Demonstrac~ao. Da Proposic~ao 1.21, temos que
R~ge
 2u = Rg + 4gu  2jrguj2g:
Multiplicando ambos os lados por 1
8
























































































Lema 2.7. Seja At~g 2  +2 , com t 2 [; 23 ], dado " > 0 temos queZ
M
R2~ge










onde ~g = e 2ug.







o que implica que R~g > 0:






, com a =
p
"R~ge
 2ut > 0 e b =
1p
"




















































Proposic~ao 2.8. Seja ' 2 C1(M) tal que para ~g = e 2'g, tem-se que Vol(M; ~g) = 1. Se p
e um ponto onde ' atinge o mnimo, temos que
e 3'(p)Vol(M; g)  1
e existe C0 dependendo somente de (M; g) tal que '(p)  C0. Se jrg'jg  C1, ent~ao
max'  C00;
onde C0































(e 3')  Vol(M; g):
Como ' atinge o mnimo em p, max (e 3') = e 3'(p) e com isso
1  e 3'(p)Vol(M; g):
Vejamos que '(p) e limitada por uma constante que depende somente de (M; g). De fato,
e3'(p)  Vol(M; g);
















Agora, seja q 2 M onde '(q) = max' e seja  : [0; l] ! M uma curva diferenciavel, onde
l = diam(M), tal que (0) = q e j0(t)j = 1, para todo t 2 [0; l]. Pelo Teorema do Valor
Medio, temos
('  )(t)  ('  )(0)
t
= ('  )0(c); para algum c 2 (0; t):
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Assim,
j ('  )(t)  ('  )(0) j = j (rg'((c))  0(c) j  t
 l  j rg'((c))  0(c) j
 l  j rg'((c)) j  j 0(c) j
= l  j rg'((c)) j
 l  C1:
Por outro lado, se t0 2 [0; l] e tal que (t0) = p, ent~ao
j ('  )(t0)  ('  )(0) j = j '(p)  '(q) j
 j '(q) j   j '(p) j :
Logo,
j '(q) j   j '(p) j  l  C1;
o que implica que
j '(q) j  l  C1+ j '(p) j  C00;
ou seja,
j '(q) j  C00;
onde '(q) = max '.
Portanto,
max '  C00:

















































Por outro lado, como

















3 = 1, temos que



























































g) = 2(Ag) + (1  t)(5  3t)1(Ag)2; (2.14)
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Considere ~g = e 2utg. Por (1.37), (2.13) e (2.14), obtemos que
e4utf 2 = 2(g
 1A~g) + (1  t)(5  3t)1(g 1A~g)2
= e 4ut2(A~g) + e 4ut(1  t)(5  3t)1(A~g)2
= e 4ut

















































































Como o coeciente de t2 e positivo, o graco de P2(t) e uma parabola de concavidade
voltada para cima. Ja que o discriminante e negativo n~ao existem razes reais e segue que



































































, com a =
p
"R~ge

















o que implica queZ
M
R2~ge















































































































Sabemos pela Proposic~ao 1.21 que R~ge



















































































Como P2(t) > 0 podemos escolher " =
32
5  4tP2(t) > 0. Dessa forma,
8P2(t)
"
  (1  t)  1
4
= 0: (2.15)







































que e um polino^mio em t
onde seu graco tem concavidade voltada para cima e n~ao possui razes reais.
Finalmente, lembrando que pela Proposic~ao 2.3, temos que existe  que n~ao dependente
de t tal que ut  . Logo, pela Proposic~ao 1.28 temos krgutkg;1  C0, com C0 dependendo




















































 ' dV~g: Note que i(g) = i(g), para todo  > 0;
constante, pois neste caso Rg = 





2 . Temos que
I(M; g) := inf







Seja ' 2 C1(M) tal que krg'kg;1  C0, onde C0 e dada pela Proposic~ao 1.28, e se




















 ' dV~g. Por outro lado I(M; g) e a



















































Armac~ao 2.10. t > C > 0, para alguma constante que depende somente da classe
conforme de g..
































































R2g dVg, por hipotese.












































log t   C(g): (2.16)
Agora, sejam pt; qt 2 M e uma geodesica  : [0; l] ! M tal que (0) = pt e (1) = qt,
com j0(s)j = 1, s 2 [0; l], onde ut(pt) = minut e ut(qt) = maxut. Assim, usando o fato de



























ut  C(M; g): (2.17)
Comparando as desigualdades (2.16) e (2.17), vermos que
min
M




log t   C(g);



















































Logo, log t  log  2
3








  C = :
Portanto, ut  , onde  depende somente de (M; g).
2.3 Demonstrac~ao do Teorema Principal
Para demonstrar o resultado principal, Teorema 2.1, usaremos o metodo da continuidade.
Observe que 2(A

g) > 0 para  < 0 com jj sucientemente grande, pois



















; existe uma soluc~ao ut 2 C2;(M) de (2:18) com At~gt 2  +2

:
Armac~ao 2.11. S 6= ;.
Claramente, com a escolha de f , u  0 e uma soluc~ao para t = . Como Ag e denido
positivo, segue que 1(A

g) > 0 e 2(A

g) > 0, o que implica que A

g 2  +2 . Logo  2 S.
Armac~ao 2.12. S e aberto.
Suponha que t0 2 S, ent~ao existe ut0 soluc~ao de (2.18). Pela Proposic~ao 1.25 o operador
linearizado em ut0 ,
Lt0 : C2;(M)! C0;(M);
e inversvel. Pelo Teorema da Func~ao Implcita, temos que existe uma vizinhanca Vt0 de t0
e uma func~ao contnua h : Vt0 ! C2;(M) tal que h(t0) = ut0 e F (t; h(t)) = 0, para todo
t 2 Vt0 . Alem disso, a condic~ao At~gt 2  +2 e uma condic~ao aberta.
Logo, S e aberto e, como f 2 C1(M), pela teoria de regularidade elptica segue que
ut 2 C1(M):
Armac~ao 2.13. S e fechado.
Seja (tn)  S uma seque^ncia convergente, por exemplo para t0 2 [; 2=3], e considere as
correspondentes soluc~oes (utn) em C
2;(M) de (2.18). Pela Proposic~ao 2.3, existe ; inde-
pendente de t, tal que ut  . Assim, pela Proposic~ao 1.28 temos que sup
M
jrgutj < C0, para
alguma constante C0 independente de t, e pela Proposic~ao 2.9 existe ; independente de t, tal
que ut  . Pela Proposic~ao 1.29, existe uma constante C2 que depende somente de (M; g)
tal que kutkg;C2;  C2. Assim pelo Teorema de Arzela-Ascoli, existe uma subseque^ncia, que
continuaremos denotando por (utn), que converge na norma C
2 para alguma func~ao ut0 em
C2(M). Como a converge^ncia e na norma C2, segue que ut0 e soluc~ao de (2.18).
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Vejamos que At0~gt0 2  
+
2 . De fato, por (2.18) e pela Observac~ao 1.23 temos que
f 2e4ut0 = 2(g





















~gt) + jAt~gt j2 > 0;




)2 > 0: (2.20)
Por outro lado, por continuidade temos que 1(A
t0
~gt0
)  0, ja que lim tn = t0 e tn 2 S.








Com isso, temos que (tn) converge para t0. Logo S e fechado.
Portanto S = [; 2=3].
A metrica ~g = e
 2u 2
3 g satisfaz 2(A
2
3






























Nesta sec~ao faremos uma aplicac~ao do Corolario 2.2 envolvendo hipersuperfcies compactas
de dimen~ao 3 imersas em formas espaciais de dimens~ao 4, seguindo o que foi feito em [15].
Teorema 2.14. Se (M3; g) e uma hipersuperfcie compacta de dimens~ao 3 numa forma
espacial F 4(c) de dimens~ao 4 e curvatura seccional c, tal que a curvatura escalar de M e
positiva e a segunda forma fundamental de M , B, satisfazZ
M

32c2   12cjBj2   213jBj4

dVg  0 (2.21)
ent~ao M e difeomorfa a uma forma espacial esferica de dimens~ao 3. Em particular, se M e
simplesmente conexa, ent~ao M e difeomorfa a esfera S3 de dimens~ao 3.
Demonstrac~ao. Escolha um sistema de coordenadas locais ortonormais fe1; e2; e3; e4g em
F 4(c) tal que restrita a M , os vetores fe1; e2; e3g s~ao tangentes a M . Ent~ao, pela Proposic~ao
1:9, temos a equacao de Gauss
Rijkl = Rijkl + (hikhjl   hilhjk); (2.22)
para 1  i; j; k; l  3, onde hij e a segunda forma fundamental e Rijkl e Rijkl s~ao os tensores
curvatura de Riemann de F 4(c) e M , respectivamente. Como F 4(c) e uma forma espacial,
pela Proposic~ao 1:8, temos
Rijkl = c(ikjl   iljk): (2.23)
Alem disso, como a matriz (hij)1i;j3 e simetrica, podemos escolher fe1; e2; e3g tal que
(hij)1i;j3 seja diagonal, isto e,
hij = 0 se i 6= j e 1  i; j  3: (2.24)
Note que por (2.22), (2.23) e (2.24),
Rijkl = c(ikjl   iljk) + (hikhjl   hilhjk): (2.25)
Suponha que i 6= k. Da, se i = j ou k = j, ent~ao Rijkj = 0. Caso contrario, i 6= j, por
exemplo, ent~ao tambem temos Rijkj = 0. Logo, quando i 6= j temos que Rijkj = 0 para todo




Rijkj = 0; (2.26)
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para i 6= k e 1  i; k  3.







c(iijj   ijji) + (hiihjj   hijhji): (2.27)













= 2c+Hhii   h2ii; (2.28)
para cada i xado, onde H =
3X
j=1
hjj e a curvatura media de M . Portanto,
Ricii = 2c+Hhii   h2ii
para cada i 2 f1; 2; 3g. Logo
Ric2ii = 4c
2 + 4cHhii   4ch2ii +H2h2ii   2Hh3ii + h4ii




















































































Assim, por (2.30) e (2.32), obtemos
3
8
R2g   jRicj2g =
3
8






















































































































































































































































































































































32c2   12cjBj2   213jBj4 dVg  0;
por hipotese.
Portanto, M e uma variedade Riemanniana compacta de dimens~ao 3 com curvatura














variedades de dimens~ao 4
Neste captulo iremos considerar (M4; g) uma variedade Riemanniana compacta de dimens~ao





















o tensor de Schouten.
Pela Proposic~ao 1.21 mostra-se que F2 e um invariante conforme, isto e,
F2(efg) = F2(g); (3.2)





onde [g] e a classe conforme de g.











Observe que, com t = 1 temos o tensor de Schouten.
56
Nosso principal interesse e provar o seguinte teorema
Teorema 3.1. Seja (M4; g) uma variedade Riemanniana fechada de dimens~ao 4 com cur-








para algum t0  1, ent~ao existe uma metrica conforme ~g = e 2ug com R~g > 0 e 2(At0~g ) > 0.
Isso implica a desigualdade tensorial
(t0   1)R~g~g < 2Ric~g < (2  t0)R~g~g: (3.6)
Um corolario imediato e aplicar o teorema para t0 = 1.
Corolario 3.2. Seja (M; g) uma variedade Riemanniana fechada de dimens~ao 4 com curva-
tura escalar constante positiva. Se F2([g]) > 0, ent~ao existe uma metrica conforme ~g = e 2ug
com R~g > 0 e 2(A
t0
~g ) > 0. Em particular, o tensor de Ricci satisfaz
0 < Ric~g < R~g~g:
Demonstrac~ao. Perceba que se F2([g]) > 0 a equac~ao (3.5), do Teorema 3.1, em t0 = 1
tambem e positiva. Logo, segue o resultado.
3.1 Limite Superior




para algum t 2 [; 1], onde ~g = e 2ug. Ent~ao ut  , onde  depende apenas de g.





















(gut)g + dut 


















g) + gut + (2  2t)(gut)
= 1(A
t
g) + (3  2t)(gut)
 1(Atg);





























Portanto, ut  , onde  so depende de (M; g).
3.2 Limite Inferior













































 Y (M; [g]):














= t > 0:




satisfazendo krutkg;1 < C0, onde ~gt = e 2utg, ent~ao ut > , onde  depende somente de g,
C0 e log t.
Demonstrac~ao. Temos por (1.23)
2(A
t
g) = 2(Ag) +
3
2
(1  t)(2  t)(1(Ag))2: (3.8)
Considere ~gt = e
 2utg. Por (1.37), (3.7) e (3.8), temos

































































pois e 4ut dVg = dV~gt .


































































log t   C(g): (3.9)
Agora, sejam pt; qt 2 M e uma geodesica  : [0; l] ! M tal que (0) = pt e (1) = qt,
com j0(s)j = 1, s 2 [0; l], onde ut(pt) = min ut e ut(qt) = maxut. Assim, usando o fato que




























ut  C(M): (3.10)
Comparando as desigualdades (3.9) e (3.10), podemos ver que
min
M












C(g) + C(M; g)

:
Portanto, ut  , onde  depende somente de g, C(g) + C(M; g) e log t.


















1; para todo t 2 [; 1]:
Logo, log t  log 14 ; para todo t 2 [; 1]. Assim,





  C = ;
onde  depende somente de (M; g).
3.3 Demonstrac~ao do Teorema Principal
Finalmente, usando os resultados anteriores, podemos provar o Teorema 3.1. A demons-
trac~ao segue de forma analoga a demonstrac~ao do Teorema 2.1, no captulo anterior, sendo




g) > 0 para  < 0 com jj sucientemente grande, pois
2(A













t 2 [; 1]; existe uma soluc~ao ut 2 C2;(M) de (3:11) com At~gt 2  +2

:
Armac~ao 3.6. S 6= ;.
Claramente, com a escolha de f , u  0 e uma soluc~ao para t = . Como Ag e denido
positivo, segue que 1(A

g) > 0 e 2(A

g) > 0, o que implica que A

g 2  +2 . Logo  2 S.
Armac~ao 3.7. S e aberto.
Suponha que t0 2 S, ent~ao existe ut0 soluc~ao de (3.11). Pela Proposic~ao 1.25 o operador
linearizado em ut0 ,
Lt0 : C2;(M)! C0;(M);
e inversvel. Pelo Teorema da Func~ao Implcita, temos que existe uma vizinhanca Vt0 de t0
e uma func~ao contnua h : Vt0 ! C2;(M) tal que h(t0) = ut0 e F (t; h(t)) = 0, para todo
t 2 Vt0 . Alem disso, a condic~ao At~gt 2  +2 e uma condic~ao aberta.
Logo, S e aberto e, como f 2 C1(M), pela teoria de regularidade elptica segue que
ut 2 C1(M):
Armac~ao 3.8. S e fechado.
Seja (tn)  S uma seque^ncia convergente, por exemplo para t0 2 [; 1], e considere as
correspondentes soluc~oes (utn) em C
2;(M) de (3.11). Pela Proposic~ao 3.3, existe ; inde-
pendente de t, tal que ut  . Assim, pela Proposic~ao 1.28 temos que sup
M
jrgutj < C0, para
alguma constante C0 independente de t, e pela Proposic~ao 3.5 existe ; independente de t, tal
que ut  . Pela Proposic~ao 1.29, existe uma constante C2 que depende somente de (M; g)
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tal que kutkg;C2;  C2. Assim pelo Teorema de Arzela-Ascoli, existe uma subseque^ncia, que
continuaremos denotando por (utn), que converge na norma C
2 para alguma func~ao ut0 em
C2(M). Como a converge^ncia e na norma C2, segue que ut0 e soluc~ao de (3.11).
Vejamos que At0~gt0 2  
+
2 . De fato, por (3.11) e pela Observac~ao 1.23 temos que
f 2e4ut0 = 2(g





















~gt) + jAt~gt j2 > 0;




)2 > 0: (3.13)
Por outro lado, por continuidade temos que 1(A
t0
~gt0
)  0, ja que lim tn = t0 e tn 2 S.








Com isso, temos que (tn) converge para t0. Logo S e fechado.
Portanto S = [; 1].
A metrica ~g = e 2ut0g satisfaz 2(A
t0
~gt0
) > 0 e R~gt0 > 0:
Pela Proposic~ao 1.20 temos que

























2Ric~g > (t  1)R~g~g: (3.14)
Por outro lado, tambem pela Proposic~ao 1.20, sabemos que


















2Ric~g < (2  t)R~g~g: (3.15)
Conclumos por (3.14) e (3.15) que
(t  1)R~g~g < 2Ric~g < (2  t)R~g~g;
onde t 2 [; 1]:
Assim, conclumos a demonstrac~ao.
3.4 Aplicac~ao
Nesta sec~ao faremos uma aplicac~ao em variedades Riemannianas fechadas de dimens~ao 4
com curvatura escalar positiva. Ver [13] para mais detalhes.
Denic~ao 3.9. A Q-curvatura de Branson e denida por
Qg =   1
2(n  1)gRg +
n3   4n2 + 16n  16










 (n  2)2 + 4












ent~ao Pg  0, e KerPg = fconst:g:
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Dena br2gu = r2gu  14(gu)g. Assim,
jbr2guj2 = jr2guj2   14(gu)2;
o que implica que
4
3

















pois Ricg  Rgg, por hipotese. Consequentemente, Pg  0.
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Por [[20], Teorema A], g e homotetica a S4, ou seja, existe uma constante positiva  > 0
tal que g = gS4 , onde gS4 e a metrica cano^nica de S4. Assim, Rg = 12 1 e























Logo rgu = 0, o que e um absurdo, pois supomos u n~ao constante.
Portanto, KerPg = fconst:g:
Teorema 3.12. Seja (M4; g) uma variedade Riemanniana fechada de dimens~ao 4 com cur-









ent~ao o operador de Paneitz e n~ao-negativo, Pg  0, e Ker Pg = fconst.g. Portanto, por um
resultado em [4], existe uma metrica conforme ~g = e 2ug com
Q~g = const:















Qg dVg = 4
Z
M
2(Ag) dVg = F2([g]):







Logo, podemos aplicar o Teorema 3.1 com t0 = 0 para obter uma metrica conforme
~g = e 2ug,
Ric~g < R~g~g:
Pela Proposic~ao 3.11, conclumos que o operador de Paneitz P~g e n~ao-negativo e KerP~g =
fconst:g.
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