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Power saving mechanisms defined by the IEEE 802.16e standard are 
evaluated, in particular with regard to the Quality of Service provided to 
application data. A new solution is then proposed for data scheduling policies 
implemented by the Base Station so as to explicitly take energy constraints into 
account. Chapter 1 introduces the motivations behind this thesis. The general 
approaches previously proposed in literature are introduced in Chapter 2. 
Chapter 3 provides an overview of the IEEE 802.16e MAC layer, focusing in 
particular on the functionalities introduced to support the Quality of Service and 
the sleep mode mechanism. The standard sleep mode is evaluated in Chapter 4 
through a set of extensive simulations. Based on the results of our performance 
evaluation, in Chapter 5 we introduce our energy-* scheduling framework which 
can help in reducing further the energy consumption through a centralised 
control over the sleep periods of the MSs. Finally, in Chapter 6 we draw the 
conclusions of our work. 
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Nei prossimi anni, le tecnologie wireless di nuova generazione offriranno 
servizi a banda larga agli utenti mobili. Questi servizi saranno resi accessibili 
attraverso tablet o smartphone comunque alimentati a batteria. Una grande fetta 
del consumo energetico di questi terminali mobili è dovuta all’invio e alla 
ricezione di dati attraverso la loro interfaccia wireless. Per questo motivo tali 
tecnologie wireless dovranno predisporre dei meccanismi di risparmio 
energetico al fine di massimizzare la durata della batteria e così incrementare la 
soddisfazione degli utenti.  
A tale scopo le principali tecnologie di nuova generazione definiscono 
funzioni di risparmio energetico a livello di Medium Access Control (MAC) che 
permettono ai terminali di spegnere la loro interfaccia wireless durante i periodi 
d’inattività al fine di minimizzare il consumo energetico. Tali meccanismi 
purtroppo possono provocare effetti negativi sui servizi offerti agli utenti 
peggiorandone la qualità. Alcuni servizi di tipo real time per loro natura hanno 
delle richieste improrogabili sulla qualità del servizio fornito dalla rete e quindi 
non possono tollerare un suo peggioramento.  
Lo standard di comunicazione wireless IEEE 802.16 definisce un 
meccanismo di power saving chiamato sleep mode. Tre differenti classi di sleep 
mode sono definite, ciascuna definita per servire nel miglior modo possibile un 
determinato tipo di traffico: classe I traffico best effort, senza particolari garanzie 
sulla qualità del servizio, classe II traffico real time, con garanzie sulla qualità del 
servizio, classe III traffico multicast e broadcast. Alcuni aspetti del protocollo di 
sleep mode sono non specificati nello standard, i produttori di hardware hanno 
quindi la possibilità di colmare queste lacune in modo da avere un vantaggio 
competitivo sugli altri.  
Il lavoro svolto durante il dottorato e presentato in questa tesi si prefigge 
l’obiettivo di verificare la correttezza e l’efficacia del meccanismo di sleep mode 
definito nello standard IEEE 802.16e, ponendo particolare attenzione alla sua 
interazione con la qualità del servizio offerta dalla rete. Nel nostro studio 
abbiamo considerato due tipi di traffico con differenti richieste di qualità del 
servizio: traffico web e traffico voce (Voice over IP). La valutazione delle 
prestazioni si è svolta attraverso l’uso di un simulatore di rete ad eventi. Al fine 
di catturare come i fattori del sistema influenzano le prestazioni della qualità del 
servizio e il consumo energetico una parte della valutazione è stata svolta 
usando una tecnica di analisi statistica chiamata analisi 2k · r!. I risultati del 
nostro studio hanno mostrato come lo sleep mode riesce a diminuire 
significativamente il consumo energetico dei terminali evidenziando allo stesso 
tempo la criticità della sua configurazione. In alcuni casi infatti una 
configurazione non ottimale può degradare significativamente le prestazioni del 
sistema portando la qualità del servizio a livelli inaccettabili.  
Infine, partendo dai risultati della valutazione delle prestazioni, abbiamo 
progettato una framework di scheduling con l’obiettivo di ridurre ulteriormente il 
consumo energetico. La nostra framework permette di implementare al suo 
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interno potenzialmente ogni politica di scheduling al fine di renderla efficiente dal 
punto di vista energetico. L’efficacia della nostra proposta è stata verificata 





Mobile Broadband Wireless Access (BWA) networks will offer in the 
forthcoming years multiple and differentiated services to users with high mobility 
requirements, connecting via portable or wearable devices which rely on the use 
of batteries by necessity. Since such devices consume a relatively large fraction 
of energy for transmitting/receiving data over-the-air, mechanisms are needed to 
reduce power consumption, in order to increase the lifetime of devices and 
hence improve user’s satisfaction. Next generation wireless network standards 
define power saving functions at the Medium Access Control (MAC) layer, which 
allow user terminals to switch off the radio transceiver during open traffic 
sessions for greatest energy consumption reduction. However, enabling power 
saving usually increases the transmission latency, which can negatively affect 
the Quality of Service (QoS) experienced by users. On the other hand, imposing 
stringent QoS requirements may limit the amount of energy that can be saved. 
The IEEE 802.16e standard defines the sleep mode as power saving 
mechanism with the purpose of reducing energy consumption. Three different 
operation classes are provided, each one to serve different class of traffic: class 
I, best effort traffic, class II real time traffic and class III multicast traffic. Several 
aspects of the sleep mode are left unspecified, as it is usually done in 
standards, allowing manufacturers to implement their own proprietary solutions, 
thus gaining a competitive advantage over the rivals. 
The work of this thesis is aimed at verifying, the effectiveness of the power 
saving mechanism proposed into IEEE 802.16e standard, focusing on the 
mutual interaction between power saving and QoS support. Two types of delay-
constrained applications with different requirements are considered, i.e., Web 
and Voice over IP (VoIP). The performance is assessed via detailed packet-level 
simulation, with respect to several system parameters. To capture the relative 
contribution of all the factors on the energy- and QoS-related metrics, part of the 
evaluation is carried out by means of 2k · r! analysis. Our study shows that the 
sleep mode can achieve significant power consumption reduction, however, 
when real time traffic is considered a wise configuration of the parameters is 
mandatory in order to avoid unacceptable degradation of the QoS. 
Finally, based on the guidelines drawn through the analysis, we extend 
our contribution beyond a simple evaluation, proposing a power saving aware 
scheduling framework aimed at reducing further the energy consumption. Our 
framework integrates with existing scheduling policies that can pursue their 
original goals, e.g. maximizing throughput or fairness, while improving the 
energy efficiency of the user terminals. Its effectiveness is assessed through an 
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Chapter 1  
 
Introduction 
The advent of the Internet played a breakthrough in our daily activities; 
Internet did not just represent a new means of communication, but a whole new 
world where new opportunities could have created and grown. Whether we know or 
not, the Internet radically reoriented the way people work, communicate, play and 
learn. Recently, another revolution has just started: the next generation of mobile 
Broadband Wireless Access (BWA) networks made available into powerful and low 
cost handheld devices all the services previously accessible only on desktop 
computers connected to the Internet by means of high bandwidth wired connection.  
In the last ten years, new wireless standards like LTE and IEEE 802.16e have 
been defined in order to enable reliable and low latency data connection to mobile 
terminals. Those technologies exploit the most recent advances in radio 
communications, like H-ARQ, MIMO and smart antennas to provide a bandwidth 
comparable with wired connections. 
However, just providing high bandwidth is not sufficient to enable applications 
like Voice over IP (VoIP) and Digital Video Broadcasting (DVB) to be used on 
wireless systems, i.e. Quality of Service (QoS) guarantees are required to be 
provided by Medium Access Control (MAC). In the last years a large effort has 
been put into defining solutions at the MAC layer (e.g. data scheduling algorithms) 
to meet the QoS requirements. As a consequence, new wireless standards define 
a set of functionalities to provide service guarantees for multimedia and interactive 
services [1].  
On the other hand, users connect to mobile BWA networks via handheld or 
wearable devices, which, by necessity, rely on the use of batteries [2]. Thus, it is 
clear that prolonging the battery lifetime as much as possible is another desirable 
feature for improving the overall user quality of experience (QoE). Since a relatively 
large fraction of energy is consumed by portable devices for transmitting/receiving 
data over-the-air, the most common way to reduce power consumption is to 
temporarily switch off the radio sub-system, i.e., put the radio in a sleep state. For 
this reason broadband wireless standards define power saving functionalities which 
allow the terminals to reduce their power consumption. Unfortunately, doing so can 
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threaten the QoS, because packets are forced to remain in the transmission buffer 
until when the radio sub-system becomes awake again, thus enforcing larger 
delays and packet losses than without power saving techniques. Therefore, in 
general, the QoS and power conservation objectives are contrasting. 
One of the technologies competing in the mobile BWA run is the IEEE 802.16 
[4], which includes the Orthogonal Frequency Division Multiplexing (OFDMA) air 
interface and supports mobility with users since its ‘e’ amendment in 2005 [5]. QoS 
is supported since its early versions [7], while the power saving mechanisms have 
been added only recently to cope with the power conservation issue of mobile 
users. Specifically, two different types of power saving mechanisms have been 
defined for user data traffic, to better suit the needs of bursty and real-time 
applications, respectively. With power saving class I, sleep and listening phases 
alternate, where the latter are only used by the Mobile Station (MS) to receive 
control messages. The MS returns back into the normal mode when it wants to 
transmit uplink data or it receives a control message that indicates the presence of 
buffered downlink data. The listening phases have a fixed length while the sleep 
states duration is variable; it starts from an initial value and it is doubled each time 
until a maximum value is reached. On the contrary, sleep and listening periods with 
power saving class II have a fixed length, and data can be transmitted/received 
while in the listening phase. For both classes, the IEEE 802.16e standard only 
specifies the range of allowed values for the system parameters that drive the 
dynamics of power saving mechanisms, not the specific values. 
In this work we aim at analyzing in detail the power saving mechanism 
defined in the standard IEEE 802.16e. Our main goal is to assess its performance 
and evaluate how it is influenced by system factors. Our focus is in particular on 
the mutual interaction between power saving and the QoS, i.e. we study how the 
power saving can mine the QoS and vice versa how stringent QoS requirements 
can limit the effectiveness of the power saving. 
Power saving mechanisms have been extensively studied in the context of 
wireless local and personal area networks but less attention has been paid on 
mobile BWA systems, in general, and IEEE 802.16e, in particular. While the 
majority of the works on assessing the performance of the IEEE 802.16e sleep 
mode use an analytic approach to model the system, only a few evaluations have 
been carried on through simulations. However all those studies use poor and 
unreliable traffic models like simplified version of real traffic patterns or poisson 
traffic. Another significant flaw shared among all the previous studies in literature is 
the following: the focus of the investigation is on the energy consumption alone, 
with little or no attention to achieving QoS objectives. This approach is reasonable 
for some but not all applications envisaged for mobile BWA. In particular, QoS 
guarantees are of paramount importance for all the applications based on human 
interaction, like Web or VoIP, which are considered in our work. Our goal is to 
derive guidelines for optimally setting the power saving parameters in order to 
reduce power consumption, while meeting at the same time some QoS objectives. 
Since the characteristics and QoS requirements of Web and VoIP are different, and 
different power saving classes are specified by the IEEE 802.16e, we conduct two 
separate studies. Also, since the behaviour of Web and VoIP is poorly captured by 




is carried out via packet-level simulation, which allows us to use realistic, though 
complex, models.  
The main disadvantage of performing such a detailed packet-level simulation 
study is that huge computational and time resources are needed. In fact, 
phenomena happen on different times scales, e.g., the interval between two 
consecutive Web page downloads is in the order of seconds, while sleep/awake 
cycles are in order of milliseconds. Also, measures can only be taken when the 
system reaches a steady-state, so as to neglect any transient effects due to initial 
biases. Finally, to assess the statistical confidence of the results obtained, several 
independent replications of the same scenario must be performed. Since there are 
many factors that can impact on the system performance, performing a so-called 
full factorial analysis, i.e., simulating every possible combination of the factors, is 
not feasible. We decided to tackle the problem of the high number of factors by 
resorting to the 2k ⋅ r! analysis [24, 25]. Basically, this method requires simulating 
all the possible combinations of only two values per factor, which yields a 
substantial reduction of the number of simulations. The statistical confidence of the 
results obtained can be verified a posteriori in a simple manner. Further 
investigation has been also performed to study specific system instances, with 
those values that have been left out in the 2k ⋅ r! analysis. 
Based on the results of the performance evaluation, we move a step forward 
and devise a framework, called energy-*, which brings an additional energy saving 
by enforcing a network-wide, rather than per-user terminal, policy. The basic 
intuition behind the framework is described in the following. In addition to traditional 
cellular services, like voice and SMS, it is expected that a substantial amount of the 
capacity of BWA networks will be consumed by elastic applications, including peer-
to-peer, TCP and rate-adaptive multimedia services. Since these new applications 
are not very sensitive to delays, the scheduler on the Base Station (BS) can take 
advantage of the different and time-varying channel conditions of user terminals to 
maximize the transmission efficiency, thus, increasing the channel capacity [33]. 
Therefore, it can happen that a user terminal is not granted access to the medium 
for some time, though it has backlogged data in either direction, because other 
user terminals can make a better use of the wireless channel. With the proposed 
energy-* framework, such situations are exploited by BS which forces the idle user 
terminals to switch off their radio sub-systems, in accordance with the protocol-
dependent power saving mechanism.  
The framework is designed in order to allow the implementation of any 
scheduling algorithm, which can be fit to pursue their original goals, e.g. 
maximizing throughput or fairness, while improving the energy efficiency of the 
user terminals. The effectiveness of the proposal is assessed through an extensive 
packet-level simulation campaign with realistic FTP and Video On Demand traffic. 
The rest of the manuscript is organized as follows: Chapter 2 provides an 
overview of the power saving mechanisms defined in other WLAN technologies, in 
Chapter 3 we introduce the basics of the IEEE 802.16 standard and an overview of 
its sleep mode, in Chapter 4 we present our performance evaluation of the sleep 
mode, in Chapter 5 we introduce and evaluate our scheduling framework aimed at 
minimising further the energy consumption, finally Chapter 6 depicts the 
conclusions of our work. 
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Chapter 2  
 
Power Management In WLANs  
The study of power management in WLAN has been a florid topic of 
research. Often devices using wireless connectivity are battery powered, hence 
reducing the power consumption increasing battery lifetime is one of the most 
important design requirements. Even if the battery capacity is expected to increase 
in the next years, the difference between the provided capacity and the energy 
consumption is expected to increase as well. For this reason power management 
recently became a must in the development of mobile devices. Power 
management of wireless interfaces is an important aspect, since the wireless 
network adapter is recognised as a significant source of energy consumption. 
In the last years research on power saving management has mainly focused 
on strategies for IEEE 802.11 (WiFi) [6] networks, motivated mainly by the large 
popularity of this standard. 
In this chapter we shell survey the state of the art on power management in 
wireless networks. We first overview the solutions for the WiFi environment in 
Section 2.1 and then we address the solutions proposed for generic WLANs in 
Section 2.2. 
2.1 Power management in IEEE 802.11 WLANs 
IEEE 802.11 standard defines a Power Saving Mode (PSM) in order to 
minimize the energy consumption from the wireless interface. When enabled, its 
main goal is to let the wireless interface active only for the time necessary to 
exchange data, switching into sleep mode as soon as there is no more data to 
exchange.  
In infrastructure-based mode, power management is achieved exploiting the 
central role of the Access Point (AP). During registration, a mobile station (MS) 
informs the AP whether it is using PSM or not. PSM enabled MS, can be in active 
mode or sleep mode. When a MS is in sleep mode it is unreachable and the AP 
buffers data destined to it.  
Figure 1 illustrates the operations for PSM enabled MSs. Every beacon 




all the MSs in the network. This beacon frame contains the parameters needed by 
the MSs to synchronize with the AP. Each MS wakes up periodically to decode the 
beacon frame which also includes a Traffic Indication Map (TIM). TIM specifies 
which MSs have frames buffered waiting for transmission, all the MSs with buffered 
data remain active while the others go to sleep until the beginning of the next 
beacon period. 
 In order to download the data buffered at the AP, the MS sends a special 
message, PS-Poll, which signals to the AP that the MS is awake and waiting for 
data. Upon receiving a PS-Poll message, the AP sends the first burst of data to the 
MS and waits for ACK. If there is still more data to be sent, the AP sets a bit in the 
data frame (the more data bit). If the more data bit is set, the MS sends another 
PS-Poll until there are no more data to fetch. As soon as the whole procedure 
terminates, the MS puts its wireless interface in the sleep mode.  
When instead an MS has uplink data to send, it simply switches back to the 
active mode and perform its regular procedures.  
As widely demonstrated in literature [53,54], the PSM, as defined by 
standard, achieves the goal of saving energy, especially when the network activity 
is low. However its effectiveness is strictly dependant on the number of MSs in the 
system, since PSM relies on the standard contention procedure. In [55] for 
example, the authors show how PSM efficiency can be reduced to 60-70% when 
the number of MSs increases up to 10.  
Another flaw of the IEEE 802.11 PSM is represented by the fact that it 
implements a static policy. A significant issue is that the Beacon Period is fixed and 
remains constant regardless the system load. This static behaviour can lead to 
significant performance degradations in some specific scenarios where the power 
consumption even increases with PSM, [53,54]. 
When TCP traffic or interactive request/response applications are considered, 
the use of PSM can lead to undesired behaviours. As a matter of facts, PSM forces 
an interface to switch back to the sleep mode as soon as data have been 
transmitted. When the response data arrive from the server, they have to be 
buffered at the AP until the next beacon occurs. This delay increases the RTT 
when TCP is in place or simply increases the execution time at the application 
level. 
The latter issue can be avoided considering shorter intervals than the 100 ms 
 
Figure 1. IEEE 802.11 PSM Operations. 
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of the beacon interval, however this could be too large to provide good 
performance especially to interactive applications that are sensitive to connection 
RTT. On the other hand, when bursty applications are considered, reducing the 
beacon interval is not the solution, e.g. some applications, like web, are 
characterized by data transfer phases interleaved by idle periods without network 
activity. In this case, although there is no network activity during idle periods, the 
MS wakes up frequently to check for incoming data resulting in a large amount of 
wasted energy. In this case, even a 100 ms period could be too short to minimize 
the power consumption. 
This problem of PSM static behaviour that fails to adapt to variations in 
network conditions and application requirements have been widely recognised. 
Ideally, the power management should maintain the interface active when there 
are packets to transfer, disabling it as long as the node is idle. In this direction 
several enhancements to standard PSM have been proposed in the literature. 
In [54] the authors propose a Bounded-Slowdown (BSD) protocol that 
dynamically adapts its behaviour to network conditions. Its goal is to minimize the 
power consumption while guaranteeing that the RTT does not increase over a 
given percentage. This is accomplished by the interface staying active for a short 
period after sending a request and then adaptively listening to a subset of beacons 
when the network is idle. Staying active after transmission reduces communication 
delays but increases the power consumption, on the other hand, listening only for a 
subset of the beacon messages saves energy but increases delays. BSD is 
demonstrated to be effective in reducing both the power consumption (by 1-14%) 
and the average web page retrieval time (by 5-64%) especially when the RTT is 
lower than the beacon period.  
In [56] the authors propose an enhancement of BSD, the Smart Power-
Saving Mode (SPSM). SPSM estimates the future idle time duration and then 
defines the set of points in the future to wake up and check for beacon messages. 
SPMS performs similarly to BSD in bounding the additional delay while achieves 
better results in terms of energy saving.  
More recently, [8] proposes a different approach. The authors present a 
Cross Layer Energy Manager (XEN) that uses cross layer information to drive the 
activation of the PSM over the time. XEN observes the traffic generated by the host 
and consequently switches on/off the power saving mode. In particular, a detection 
unit is implemented to catch the beginning of bursts and user think time. The 
proposal does not work only at the MAC layer but it exploits cross layer 
information. 
2.2 Power management in generic WLANs 
In literature, the quest for energy saving in wireless communication has been 
carried on not only at the level of the MAC layer. The state of the art proposes 
several works addressing the issue from a high level (e.g. at the application level), 
relaying upon a generic WLAN technology.  
These approaches usually result in an increased flexibility with respect to 
solutions implemented at the MAC layer. The proposals can be grouped based on 
their target: non-real time applications and real-time applications. 
An example of power management scheme specifically designed for web 




web pages are pre-fetched and then transferred over the WLAN in a single burst, 
minimizing the transmission time and consequently maximizing the amount of time 
during the wireless interface is switched off. The proposal is demonstrated to be 
effective without introducing significant additional delays. The two main 
weaknesses of the proposal are the fact that it is tied to a specific type of traffic and 
that it requires modifications to pre-fetch the web pages. 
In [59] inactivity timeouts are used to decide when switch off the wireless 
interface. A client centric approach is proposed without the need for modifications 
on the AP, consequently packets received during sleep periods are lost.  
In [60] the authors formulate the energy-saving problem as a linear 
programming problem where also the maximum tolerable amount of degradation in 
terms of additional delay is accounted. The optimal energy management policy is 
then derived.  
As far as real time applications are concerned, the time constraints imposed 
to the transmission process by applications like VoIP or Video Streaming do not 
allow the use of the previously mentioned solutions which are specifically designed 
for non real time traffic. For this reason in literature several ad hoc solutions have 
been proposed in order to reduce the energy consumption without jeopardizing the 
fulfilment of service guarantees.  
In [61] the author proposes an application layer technique for real time traffic 
to put the wireless interface to sleep when the idle period is expected to start. A 
client-side prediction algorithm based on the history is used to estimate the inter-
packet arrival times. The best results are obtained when the incoming traffic is 
regular and wrong predictions result in packet loss and quality degradation. Traffic 
shaping techniques can be applied to enhance the performance of the proposal, 
but the shaper should be applied as close as possible to the MS since traffic 
transmission over the Internet introduces jitter in the delay changing the profile of 
the traffic.  
Finally, in [62] a proxy-assisted solution is proposed to maximize the length of 
sleep periods. A proxy deployed right before the wireless link buffers packets 
destined to the same MS and sends them into a single burst. At the end of each 
burst, the proxy informs the client that data transmission will be suspended for a 
given time interval. With this information the client can switch off its radio interface 
for the announced amount of time. The proposed solution is demonstrated to be 
effective with real time traffic, leading to energy saving between 50% and 80%. 
 8 
Chapter 3  
 
IEEE 802.16e  
Mobile WiMax is a broadband wireless solution defined to enable the 
convergence of mobile and fixed broadband networks through an innovative radio 
access technology and a flexible network architecture.  
Its latest revision, the IEEE 802.16e [5], has been designed in order to 
support the following features:  
• High Data Rates, MIMO technology, flexible sub-channelization schemes, 
Advanced Modulation and Coding enable the technology to support peak 
data rates up to 63 Mbps in downlink and 28 Mbps in uplink per sector with 
10 MHz channel 
• Quality Of Service (QOS), the overall system architecture has been 
specifically designed to support per flow quality of service to enable real-
time traffic delivery 
• Scalability, the physical layer is able to work with different channelizations 
from 1.25 to 20 MHz in order to comply with varied world wire requirements 
• Security, support for the latest security protocols and diverse user 
credentials 
• Mobility, the standard supports optimized handover schemes with latencies 




The standard specifies the data and control plane of the MAC and physical 
layers, as illustrated in Figure 2. More specifically the MAC is composed by three 
sub-layers: the Service-Specific Convergence Sublayer (SSCS), the MAC 
Common Part Sublayer (MAC CPS) and the Security Sublayer. The MAC CPS in 
particular is the core of the architecture, i.e. it is responsible for bandwidth 
management and QoS enforcement. 
In this chapter we report the basics of the IEEE 802.16e standard, focusing in 
particular on the aspects specifically relevant to this work. We first introduce a 
summary of the standardization history in Section 3.1, we provide a general 
description of the main functionalities provided by the standard in Section 3.2 and 
eventually we provide an exhaustive description of the power saving functionalities 
in Section 3.3. For a comprehensive description of the standard and the MAC layer 
specified therein, we refer the reader to [3], [4] and [5]. 
3.1 Summary of IEEE 802.16 history 
Over the last years, IEEE 802.16e has been established as one of the most 
promising wireless technologies for broadband wireless metropolitan area network.  
Its first release the IEEE 802.16-2001 [3] was published in 2002; this version, 
also known as simply WiMax, defines a wireless standard for metropolitan area 
networks (MANs) where the subscribers have a fixed position. The main goal was 
to define an alternative technology to cabled access connections (e.g. DSL lines) 
for residential and commercial users, providing access to the Internet or services 
(e.g. digital video broadcasting). The resulting network structure (illustrated in 
Figure 3 (a)) is a Point-to-Multi-Point (PMP) communication system where a Base 
Station (BS) communicates with fixed Subscriber Stations (SS), typically routers 
placed on roofs of buildings. Since this first release, the Medium Access Control 
(MAC) layer is defined in order to support Quality Of Service (QoS) to connections 
 
Figure 2. IEEE 802.16 stack. 
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enabling real time services. The use of several frequencies was allowed only 
through Line Of Sight (LOF) operations.  
In 2004 a new major revision was released the IEEE 802.16-2004 [4]. Its 
main goal was to introduce the support for additional physical layers which allows 
non-LOS connectivity: orthogonal frequency division multiplexing (OFDM) and 
orthogonal frequency division multiple access (OFDMA). 
In 2005, an amendment, the IEEE 802.16e [5], also called Mobile WiMax, 
was defined. This new milestone in particular added several new features aimed at 
supporting the mobility of terminals (Mobile Stations, MS). New features such as 
handover and power saving were introduced enabling the coexistence of fixed and 
mobile terminals. The revisited network structure illustrated in Figure 3 (b). 
For a complete description of the IEEE 802.16 history and its future 
developments we remind to [52]. 
3.2 MAC Protocol  
The IEEE 802.16e standard defines a Point-to-Multi-Point (PMP) 
communication system where the BS broadcasts to all the MSs1 in the downlink 
direction and coordinates their transmissions in the uplink direction. More 
specifically, uplink and downlink data transmissions are performed separately using 
two possible configurations: Time Division Duplexing (TDD) where downlink and 
uplink transmissions occur at different times usually sharing the same frequency 
and Frequency Division Duplexing (FDD) where downlink and uplink transmissions 
are performed simultaneously on separate frequencies.  
Regardless of the duplexing strategy, the BS always coordinates the access 
to the wireless means not only in downlink but also uplink: an MS requiring uplink 
transmission has to request for an uplink grant before transmitting.  
The transmission allocation is performed periodically according to the 
scheduling policy deployed into the BS, the scheduling period has a fixed length 
and it is called frame. Figure 4 illustrates the frame format when TDD is used as 
duplexing strategy. At the beginning of each downlink sub frame, the BS 
broadcasts the downlink and uplink MAP messages (respectively DL-MAP and UL-
MAP) in order to communicate the allocated transmission opportunities, called also 
                                                       
 






























bursts. These maps notify the stations the start and the end times of their 
downlink/uplink grants. It is important to underline that the uplink sub frame is 
delayed respect to the downlink sub frame, this additional delay, called uplink 
allocation start time, has the purpose of giving enough time to SSs to decode the 
UL-MAPs and to take internal scheduling decisions on the data to be transmitted. 
Right before the MAPs, at the very beginning of each downlink sub frame, the 
BS transmits preamble sequence to let the SSs regain synchronization after the 
end of the previous frame. This sequence is composed by a predefined and well-
known bit sequence. With the same purpose, each SS transmits a physical 
preamble in uplink direction at the beginning of every uplink transmission in order 
to synchronize the BS receiver. 
The whole MAC protocol is connection oriented; all unidirectional connections 
are uniquely identified through a 16-bit connection identifier (CID). Higher layer 
Service Data Units (SDUs) are accepted by the 802.16 MAC layer and 
encapsulated in Protocol Data Units (PDUs). Their classification and mapping into 
appropriate CID is required in order to provide QoS guarantees.  
 
Figure 4. IEEE 802.16e frame format. 
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According to the uplink and downlink transmission opportunity boundaries, 
the MAC layer can perform fragmentation, packing or concatenation. With 
fragmentation a single SDU can be fragmented into multiple variable length PDUs, 
inversely, with packing MAC layer can pack more than one single SDU into one 
PDU, see Figure 5. Concatenation instead is the fact of transmitting many PDUs in 
the same transmission opportunity. These features included into the standard 
provide to the system the flexibility of transmitting SDUs potentially of any length 
into the variable size transmission opportunities granted by the scheduler. Their 
use is implementation dependent and therefore it is unspecified. Each practice has 
its advantages and drawbacks, making it suitable for a certain specific scenario. 
For example, when the radio channel is relatively bad or application packets too 
long, fragmenting helps in reducing the risk of loosing a whole SDU to the risk of 
loosing only a single fragment paid with the additional overhead of header 
information. On the other hand, when the radio channel is good, packing might be 
applied to allow fewer headers to be needed.  
3.2.1 Physical Layer 
IEEE 802.16 standard supports different non-interoperable physical layers. Its 
2004 version [4] included the support for Orthogonal Frequency Multiple Access 
(OFDMA) that is widely recognized as the most convenient encoding strategy. 
OFDMA in particular has been designed to support non-LOS communication and to 
support a wide range of bandwidths and frequencies.  
OFDMA is the multi-user version of the Orthogonal Frequency Division 
Multiplexing modulation scheme, often presented as the best performing 
transmission technique for wireless systems. OFDM is based on the principle of 
transmitting at the same time on many narrow band orthogonal frequencies, called 
subcarriers. Those frequencies are orthogonal each other eliminating, in theory, 
inter channel interference. Each single frequency channel is potentially modulated 
with a different modulation. Over the time the data symbols (also called OFDM 
symbol) are transmitted using one of the modulation types allowed (e.g. BPSK, 
QPSK, QAM-16 and QAM-64). As a result of this scheme, the bandwidth 
associated with a single channel and a single modulation is much smaller than the 
bandwidth of the whole system. This peculiarity allows OFDM to have better 
resistance to multipath propagation. 
 




In OFDMA the scheme is similar. The subcarriers are grouped into subset of 
subcarriers, each one representing a subchannel. As illustrated in Figure 6, the 
subcarriers forming a subchannel may be adjacent or not according to the adopted 
permutation mode. Two families of distribution modes can be distinguished: 
distributed permutation mode where the subcarriers are distributed pseudo 
randomly (e.g. PUSC mode) or contiguous permutation mode where adjacent 
subcarriers are grouped together (AMC mode). 
Each subchannel is assigned to one or more users for transmit/receive data, 
in downlink one subchannel is allowed to be assigned to different receivers or 
groups of receivers while in uplink a subchannel can be assigned to only to one 
transmitter. A receiver/transmitter can use more than one subchannel for its 
purposes at the same time.  
This particular subchannel allocation scheme results in the two-dimensional 
frame structure illustrated in Figure 4. Multiple access can be performed not only 
with time shifted transmissions (as in OFDM) but also assigning different 
subchannels to different users.  
For each downlink/uplink transmission the best modulation has to be selected 
in order to assure reliable communication at the most convenient rate. At this 
purpose, Mobile WiMax introduced Advance Modulation and Coding (AMC). AMC 
enables MS/BS to select the best modulation for uplink/downlink transmission 
according to the status of each subchannel. In order to share channel quality 
information with the BS a fast feedback channel (Channel Quality Information 
CHannel, CQICH) is defined for periodic report from each MS. 
Even if the best modulation is selected, the ideal transmission does not exist 
and errors can always occur. In order to detect data corruption of a MAC PDU an 
optional 32 bits CRC can be added at the end of the packet. In order to recover 
PDU corruption and assure reliable transmission, the Automatic Repeat reQuest 
(ARQ) mechanism is used. The ARQ is a control mechanism where the receiver 
asks the transmitter to send again a corrupted block of data. For each frame the 
receiver sends back an acknowledgment (ACK) or a non acknowledgment (NACK) 
to indicate the good or bad reception of the last transmitted frame. When an NACK 
is received, the transmitter resends the corrupted packet. In order to increase its 
efficiency, a sliding window mechanism that allows multiple concurrent 
transmissions is implemented.  
ARQ implementation is optional but it is highly recommended especially in 
systems with mobile nodes where the time variability of the channel can cause 
frequent bad channel conditions. In order to improve further ARQ efficiency, in 
Mobile WiMax Hybrid ARQ (HARQ) has been introduced. HARQ mechanism uses 
 
Figure 6. OFDMA structure. 
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an error control code in addition to data retransmission to ensure more reliable 
communication. The main difference with ARQ is that in HARQ subsequent 
retransmissions are combined with the previous erroneously received 
transmissions in order to enhance the decoding probability. In IEEE 802.16 two 
variants of HARQ are supported: 
• Incremental Redundancy, every retransmission has different information 
than the previous. Each retransmission uses a different coding set in order 
to gain extra information every time.  
• Chase combining, every retransmission has the same information as the 
others. The receiver uses combining techniques to combine the received 
bits adding extra energy to the transmission.  
3.2.2 MAC QoS Support and Scheduling 
Each connection has a set of associated QoS parameters negotiated during 
the connection establishment phase. When the creation of a new connection is 
requested, the admission control evaluates the network status and accepts a new 
service only if it is possible to provide the full set of QoS guarantees that the new 
flow has requested. When the flow is admitted, one new CID is created with the set 
of QoS parameters previously negotiated.  
The whole MAC layer is designed to guarantee the respect of the QoS 
agreements. The scheduling policy in particular, regardless that it is not specified 
by standard, has to take into account the QoS requirements of each connection to 
guarantee the respect of the constraints.  
Figure 7 illustrates the blueprint of the MAC layer architecture in both SSs 
and BS. At the BS each downlink connection has a packet queue. According to the 
QoS parameters and the status of each queue, the BS downlink scheduler 
periodically selects the SDUs to be transmitted in the incoming frame. On the other 
side the architecture is similar, a queue for each uplink traffic flow resides on the 
SS. 
As previously illustrated, the BS has control also over uplink transmissions. A 
SS to transmit uplink data has to request for a grant from the BS before 
 




transmission. In order to inform the BS of the amount of uplink bandwidth needed 
by each SS, uplink bandwidth requests are sent. An uplink bandwidth request can 
be incremental or aggregate. If it is aggregate the SS indicates the whole backlog 
amount, while if it is incremental only the difference between the current backlog 
and the one specified through the last request is specified. SSs notify the BS the 
amount of backlogged bytes, in one of the following uplink bandwidth request 
mechanisms: unsolicited requests, broadcast/ multicast pools and piggybacking. 
Based on the uplink requests from each SS and the amount of bandwidth 
granted so far, the BS uplink scheduler can estimate the residual backlog of uplink 
connections and consequently allocate future transmission opportunities according 
to the QoS parameters. Although uplink bandwidth requests are per connection 
basis, the BS provides grant to the SS not just for a specific connection. For this 
reason, a scheduler implemented on the SS is needed in order to redistribute the 
uplink capacity provided by the BS to each single SS flow.  
Since it would be unfeasible mapping the QoS requirements of all the 
possible application, a limited set of pre-defined classes of scheduling services is 
defined into the standard. For each class the following information are specified: 
1. QoS service requirements, e.g. delay requirements, minimum guaranteed 
bandwidth. Table 1 provides a quick overview of the service requirements 
that might be defined according to the scheduling service adopted 
2. Packet arrival pattern, it specifies the size of data packets and their 
periodic/ aperiodic intervals 
3. Uplink bandwidth request mechanism, it specifies the uplink bandwidth 
request mechanism adopted 
Each scheduling service is specifically tailored to support a specific class of 
applications, consequently determining its scheduling service, its QoS parameters 
and its mode to request for uplink grants. 
The first release of IEEE 802.16 [3] defines four scheduling services classes: 
UGS, rtPS, nrtPS and BE. In its last amendment, the IEEE 802.16e [5], introduces 
an additional service class the ertPS. In the following we provide a short 
description of each one. 
Unsolicited Grant Service (UGS) is designed to support real time applications, 
with stringent delay requirements. The service is tailored for traffic generating fixed-
size data packets at periodic intervals. The service is guaranteed to be defined so 
as to closely follow the pattern of packet arrivals. As far as uplink grants are 
Table 1. Traffic Requirements Description 
QoS Requirement Description 
Maximum sustained 
traffic rate 
The maximum peak rate of the service 




The minimum rate reserved for the flow 
Maximum latency The maximum latency between the 




concerned, they are scheduled on a periodic basis without the need for a request. 
Period and amount of grants are negotiated in the setup phase through the QoS 
parameters. Since grants are provided with the same pace of data traffic, loss of 
synchronization between BS and application can lead to undesirable delays. The 
main drawback of UGS is the potential waste of bandwidth. Since grants are 
assigned regardless of the actual backlog at SSs, when an application is idle the 
SS can not exploit the assigned transmission opportunities. In order to overcome 
this issue ertPS has been proposed for applications with idle periods. 
Extended Real-time Polling Service (ertPS) is a revisited version of UGS 
introduced in [5]. This service class has been recognized as the most suitable 
option for soft real-time traffic with variable source rate [26], because it succeeds in 
minimizing the resources usage with a limited additional delay. An ertPS 
connection is provided with a fixed grant, in bytes, in a periodic unsolicited manner. 
The period is one of the negotiated QoS parameters. The size of the grant is 
indicated by the connection via a bandwidth request header. If the size indicated is 
zero, then the BS continues providing unsolicited grants large enough for the MS to 
transmit a bandwidth request header, also called unicast polls. Normal operation is 
resumed when the MS indicates a non-zero request. An example of application 
well suited for ertPS is VoIP with silence suppression which has a constant bit rate 
during talk-spurt while no packets are generated during silence periods. 
Real-time Polling Service (rtPS) is designed for real time applications with 
less stringent delay requirements generating variable-size data packets at periodic 
intervals. An example is Moving Pictures Expert group (MPEG) videos which have 
a variable bit rate and a variable packet size. Unlike UGS and ertPS, no periodic 
uplink grants for data transmission are provided by the BS. Instead, periodic 
unicast pools are granted in order to allow each SS to provide a feedback on its 
amount of backlog. A periodic unicast pool consists of an uplink allocation from the 
BS to a certain SS, the grant is specifically of the size to send a bandwidth request 
PDU to update the BS on the amount of data waiting to be sent. The polling 
interval of this service can be specified during the connection setup.  
Non Real-time Polling Service (nrtPS) and Best Effort (BE) service classes 
are designed for applications that do not have delay requirements. The main 
difference between nrtPS and BE is that the latter guarantees a minimum amount 
of bandwidth negotiated at the time of setup by means of the Minimum Reserved 
Traffic Rate parameter. As far as uplink scheduling is concerned, BE and nrtPS 
connections typically use contention-based bandwidth requests except for the 
unicast pools granted to nrtPS connections on a large time scale (e.g. in the order 
of one second or less) to provide the minimum negotiated uplink bandwidth.  
Contention-based bandwidth requests or multicast/multicast polls is the way the 
nrtPS and BE connections communicate its backlog to the BS after an inactivity 
period. The BS allocates in uplink a certain amount of slots for these polls which 
are advertised in the UL-MAP. After being idle for a while, the SS sends a 
bandwidth request through one of the allocated slots. However this transmission 
can collide with those from other MSs responding to the same broadcast poll. In 
this case, the procedure is re-iterated after a timeout, employing a binary 
exponential backoff scheme to reduce the likelihood of further collision. When a 
response eventually reaches the BS, it schedules a unicast poll for the MS to 




for a certain amount of time. When an SS is not idle, it can always send an 
unsolicited bandwidth request for one of its connections through one of the grant 
allocated for the transmission of data. Optionally, unsolicited bandwidth requests 
can be piggybacked through data PDUs by means of a specific 2 bytes MAC 
subheader.  
3.3 Power saving features 
Power saving mode, also known as sleep mode, has been introduced by ‘e’ 
amendment to the standard in 2005 jointly with a set of features aimed at 
supporting mobility.  
According to the standard, any MS can be in one of three possible states: 
normal, sleep or listening. MSs in normal state have power saving disabled, thus 
they require full power. When a terminal activates power saving, it alternates 
between sleep and listening phases. In the sleep state the MS turns its radio 
transceiver off, thus reducing the overall power consumption. Listening phases 
happen between two consecutive sleep periods, and they are used to send/receive 
data.  
The IEEE 802.16e specifies three power saving classes each one tailored for 
a specific class of traffic. Each instance of class has a unique id, which is called 
sleep id (SLPID). A CID can be associated to only one SLPID. One or more CIDs, 
belonging to one MS, can be associated with the same SLPID. An MS is in Sleep 
mode when all of its associated power saving classes are in Sleep mode. In the 
following we describe briefly describe each power saving class. 
Power saving class I is designed for elastic traffic. An MS that wants to 
activate the sleep mode sends a sleep request (MOB_SLP-REQ) message to the 
BS containing the preferred power saving parameters. The BS can accept, refuse 
or change these parameters in a sleep response (MOB_SLP-RSP) message. The 
standard also allows the BS to initiate this procedure with an unsolicited 
MOB_SLP-RSP. When an MS enters the sleep mode, it alternates between 
listening and sleep phases. The sleep phase has a variable length: its size is 
doubled after each listening phase starting from the value of the initial sleep 
window size (Wmin) until the maximum sleep window size (Wmax) is reached. The 
listening window has a fixed length (listening window size, Wlisten). During listening 
phases the MS turns on its receiver and waits for a traffic indicator (MOB-TRF-IND) 
from the BS. This message contains a list of positive or negative indications, one 
for each MS, indicating if there are downlink data waiting for transmission in the 
BS. If a positive indication is present, the MS deactivates the sleep mode and 
 
Figure 8. Power saving class I (top) and class II (bottom) examples. 
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returns to the normal state. The sleep mode can be asynchronously deactivated by 
the MS: if the MAC receives data to send from the application layer, it can move to 
the listening state and respond to a broadcast poll from the BS. After that, in 
absence of collision, the BS considers the MS awake. The resulting behaviour for 
class I is illustrated in the top part of Fig. 8, which shows the sleep and listen 
phases of an MS activating power saving at time t0. It is assumed that the MS does 
not receive uplink/downlink traffic for the whole time interval depicted. As can be 
seen, the first sleep window has minimum size, which is then doubled after each 
listen phase until the maximum value Wmax is reached. 
Class I power saving is well suited for applications that generate bursty traffic, 
because the exponential increase of the sleep window allows both small and large 
inactivity periods to be accommodated. However, this mechanism can lead to 
severe performance degradation of applications characterized by low data rates 
but carrying data from applications with strict delay constraints. In fact, an 
unpredictably large latency may be introduced to awake from a sleep period. The 
power saving class II fixes this issue. In this case, when an MS enables the sleep 
mode, it periodically alternates between awake and sleep states of fixed duration, 
as specified in the sleep request/response messages. Unlike class I, the awake 
states are exploited to send/received user data. The MOB_TRF-IND message is 
not used with class II, since the MS re-enters the sleep state regardless of the 
presence of any further uplink/downlink data enqueued. The sleep and listen 
phases of an MS with power saving class II enabled are illustrated in the bottom 
part of the example in Fig. 8. As can be seen, unlike with class I, the sleep window 
remains constant after each listen phase, and traffic can be transmitted/received in 
these periods without deactivating power saving. 
Finally, the class III is designed for management connections. A connection 
that enables the class III sleep mode enters once into a sleep phase of fixed 
duration, after which the power saving process is automatically disabled until 
another explicit request is sent. In this study we only consider power saving class I 





Chapter 4  
 
Power saving performance 
evaluation 
The power saving mode presented in Section 3.3 has been introduced to 
solve a practical issue: the short battery lifetime of mobile terminals in broadband 
wireless systems. Its effectiveness has been assessed in several works in 
literature, mainly through analytical models, less frequently by simulations.  
Although the definition of an analytical model for the mere power saving 
dynamics is feasible, the definition of a model for the whole wireless system is 
impossible without reducing its complexity. However, since the power saving model 
is integrated into the wireless system, its dynamics are noticeably influenced by the 
rest of the system and vice versa. For this reason an analytic evaluating only the 
power saving lacks of accuracy. 
Instead, a simulative approach allows a more accurate evaluation since it 
takes into account all the aspects of the system. However, the simulation model 
must be defined with an acceptable level of accuracy to guarantee reliability of 
results. In literature a few evaluations of the IEEE 802.16e power saving features 
have been performed, however most of them rely on simulation models which lack 
of realism, e.g. a simplified network structure or unrealistic traffic models.  
In this first part of our work we aim at assessing the performance of the sleep 
mode defined into IEEE 802.16e through simulations. In our simulations we 
adopted realistic traffic models in order to enhance the reliability of the results.  
In our analysis we focus in particular on the quality perceived by the end user, 
i.e. we measure not only the energy consumption but also other application-related 
metrics which influence user’s perception. Our main goal is to derive a set of 
guidelines for setting the system parameters to minimize the energy consumption 
while maintaining the service quality over an acceptable level. 
Since the parameters influencing the results are several (both system and 
power saving factors), we first run a preliminary 2k ⋅ r! factorial analysis to identify 
which ones influence the system significantly. Instead of running a full analysis that 
requires all possible combinations of factors, this methodology allows evaluating 
 20 
the effects of each single factor analysing the results of a subset of the possible 
scenarios. Based on the results of this preliminary analysis, we run a full analysis 
considering only the factors of interest. 
The rest of the chapter is organised as follows: in Section 4.1 we illustrate the 
motivations behind the analysis providing also an overview of the state of the art, in 
Section 4.2 we provide an introduction on the simulation methodology we adopted, 
Sections 4.3 and 4.4 show the results of our simulations respectively for class I 
sleep mode and class II sleep mode, finally in Section 4.5 we summarize the 
conclusions of our evaluation.  
4.1 Motivation and state of the art overview 
Power saving mechanisms have been extensively studied in the context of 
wireless local and personal area networks (e.g., [8, 9]). Less literature is instead 
available in the case of mobile BWA systems, in general, and IEEE 802.16e, in 
particular. With regard to IEEE 802.16e power saving class I only, analytical 
models have been proposed in [10, 11, 12, 13, 14, 15], which have been validated 
to some extent through simulation. In these studies, traffic is characterized as a 
Poisson arrival process. In [16] a more realistic analytical traffic study is performed 
using a discrete-time queuing model. In this work an arrival process modelled 
through a Markov chain with short range traffic correlation is used instead of the 
classic Poisson arrival process. To assess the performance with more realistic 
traffic models, packet-level simulation has been used in [17, 18], where the authors 
use the Network Simulator 2. In particular in [18], we presented a preliminary 
performance evaluation with the same simulator used to obtain the results in the 
current work. In our previous work only power saving class I was involved, i.e., no 
class II power saving for multimedia applications, and with two traffic models, i.e., 
telnet and asymptotic TCP, which are very simple compared to the realistic HTTP 
traffic that we use in the present work. Therefore, the scope of [18] is much more 
limited than that of this work. Furthermore, a few preliminary studies exist 
proposing heuristic algorithms to adapt the power saving parameters to minimize 
energy consumption [19, 20]. With regard to power saving class II, results obtained 
with an analytical model, under simplifying assumptions, are presented in [21]. 
Additionally, two contributions for joint scheduling and sleep period activation exist: 
Chen et al. in [22] describe an algorithm that is proved to produce an optimal 
schedule for CBR traffic sources, like VoIP traffic without Voice Activity Detection 
(VAD); the algorithm proposed by Choi et al. [23], instead, combines the benefit of 
power saving class I and class II for VoIP traffic, by exploiting the silence periods to 
prolong the sleep phases. 
What all the previous studies in the literature have in common is that the 
focus of the investigation or proposal is on the energy consumption alone, with little 
or no attention to achieving QoS objectives. This approach is reasonable for some 
but not all applications envisaged for mobile BWA. In particular, QoS guarantees 
are of paramount importance for all the applications based on human interaction, 
like Web or VoIP, which are considered in our work. In particular, our goal is to 
derive guidelines for optimally setting the power saving parameters in order to 
reduce power consumption, while meeting at the same time some QoS objectives. 
Since the characteristics and QoS requirements of Web and VoIP are different, and 




separate studies. Also, since the behaviour of Web and VoIP is poorly captured by 
simplified traffic models, like Poisson arrival rate processes, performance analysis 
is carried out via packet-level simulation, which allows us to use realistic, though 
complex, models.  
The main disadvantage of performing such a detailed packet-level simulation 
study is that huge computational and time resources are needed. In fact, 
phenomena happen on different times scales, e.g., the interval between two 
consecutive Web page downloads is in the order of seconds, while sleep/awake 
cycles are in order of milliseconds. Also, measures can only be taken when the 
system reaches a steady-state, so as to neglect any transient effects due to initial 
biases. Finally, to assess the statistical confidence of the results obtained, several 
independent replications of the same scenario must be performed. Since there are 
many factors that can impact on the system performance, performing a so-called 
full factorial analysis, i.e., simulating every possible combination of the factors, is 
not feasible. We decided to tackle the problem of the high number of factors by 
resorting to the 2k ⋅ r! analysis [24, 25]. Basically, this method requires simulating 
all the possible combinations of only two values per factor, which yields a 
substantial reduction of the number of simulations. The statistical confidence of the 
results obtained can be verified a posteriori in a simple manner. Further 
investigation has been also performed to study specific system instances, with 
those values that have been left out in the 2k ⋅ r! analysis. 
4.2 Simulation methodology and settings 
Two extensive simulation campaigns have been conducted to investigate the 
performance of IEEE 802.16e devices and applications with power saving class I 
and class II enabled, respectively. For both studies we have used the following 
methodology. First, we have identified which system parameters might impact on 
the performance, in terms of either application-related or energy consumption 
metrics. A 2k ⋅ r! factorial analysis [25] has been run to assess their relative 
contribution to the metrics of interest. An extended analysis has been then carried 
out to derive guidelines for the configuration of the system, with respect to changes 
of the most important factors only. In this section, we briefly summarize the 2k ⋅ r! 
factorial analysis technique and we describe the general simulation assumptions, 
including the main design choices that we have taken when implementing IEEE 
802.16e in our simulator. The energy consumption metrics, which are common to 
power saving class I and class II, are also defined, at the end of the section. 
Additional experiments have also been run to further investigate some 
specific system aspects. To obtain statistically confident results, the method of 
independent replications has been used. The 95% confidence intervals were 
computed for all scenarios, and they are reported as error bars in graphs, unless 
they are negligible with respect to the estimated mean values plotted. 
4.2.1 2k ⋅  r! factorial analysis 
The 2k ⋅ r! factorial analysis is a technique aimed at separating out the effects 
of all parameters on the performance of a system, obtaining for each one the 
relative and absolute contributions in terms of a performance index. This method is 
based on a set of simulations in which the k parameters to be investigated are 
varied among two fixed value (one low and one high). Every scenario is replicated r 
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times, each with a different seed for initializing the random number generators, to 
quantify the contribution of the statistical variations and experimental errors. The 
results of this analysis are the absolute and relative contributions of all the 
parameters and combinations thereof. The combination of two or more parameters 
is the effect due to the mutual variation of them. An absolute contribution 
represents the variation of the performance index in absolute terms with respect to 
the corresponding parameter: a positive (negative) value indicates an increment 
(decrement) of the object function with a higher value of that factor. A relative 
contribution is a percentage that indicates the slice of the total shift of performance 
index due to the variation of the value of a parameter from the low to the high 
value. The variations of the results that cannot be considered to depend on the 
factors, but might be due to statistical errors or parameters not considered into the 
analysis, fall into the measure called unexplained variations. Starting from the 
value of the unexplained variations, the confidence interval of the absolute 
contributions is calculated; this interval helps to understand how much reliable the 
contributions are. 
For the results presented in Section 4.3.1 and Section 4.4.1, we have verified 
a posteriori the statistical reliability of the 2k ⋅ r! method used as follows. First, we 
have checked that the scattered plot of residuals versus the predicted response did 
not show any visible trends. Second, we have found that the normal quantile-
quantile (Q-Q) plot of errors was approximately linear. The verification plots are 
included in Appendix C. The interest reader can find further details on the 
application of the 2k ⋅ r! method to our simulation analysis in Appendix A, while a 
complete description of the tool used can be found in Appendix B. 
4.2.2 Design choices 
As is often the case with standards, the IEEE 802.16e leaves unspecified 
several issues not affecting inter-operability, so as to allow vendors to differentiate 
their products. Several design choices and assumptions are therefore needed in 
order to have an operating model of the system to be evaluated. We now describe 
the choices and assumptions made in this study to fill in the relevant gaps from the 
standard.  
Power saving class I 
Regarding power saving class I, the standard does not specify what the 
conditions are for triggering the powers saving mechanism. Intuitively, it would be 
desirable for an MS to request power saving to be activated as soon as there are 
no more data to transmit. However, in practice, this can lead to a high number of 
power saving activation requests, which are soon after withdrawn due to the arrival 
of further packets from the upper layers. Therefore, we propose to use a 
straightforward solution based on an idle timer. The idle timer is started with a 
timeout equal to Widle as soon as the transmission buffer becomes empty and it is 
stopped when a packet is received from the upper layers. An MS only begins the 
process for activating power saving when the idle timer expires. The higher the idle 
time is, the lower is the responsiveness to detect idle periods, but also the lower is 
the number of spuriously detected idle periods. Therefore, power saving class I is 
driven by both the BS and the MSs. In fact, the former can indicate the presence of 
downlink traffic by means of the traffic indicator messages during the listening 




request message, and they can terminate them when uplink data is received by 
sending a contention-based bandwidth request. 
Another open issue is the scheduling algorithm employed by the BS to 
allocate grants in the downlink and uplink sub-frames for BE connections. For both 
directions we used an approach based on round-robin service, as proposed in [7], 
which provides the connections with minimum rate guarantees and has low 
computational complexity, i.e., Θ(1). Specifically, the scheduler works by providing 
every connection with a fixed amount of service, in bytes, called quantum, at every 
visit. However, strict priority is given to control data messages, i.e., the traffic 
indicator messages, with respect to regular data. In the uplink sub-frame, any 
capacity that is not allocated as grants to the MSs is indicated by the BS as 
available for the transmission of contention-based bandwidth requests. 
Power saving class II 
For ertPS connections we employ the scheduler proposed by Chen et al. [22], 
which has been proved to minimize the fraction of time an MS is required to stay 
awake for sending/receiving data. The scheduler uses a service table, which is 
updated whenever a new ertPS connection is established or torn down. Every 
entry of the service table contains the list of MSs that are awake in the 
corresponding frame. Once per frame, the BS moves from one entry of the service 
table to the next one in a circular manner, and it schedules downlink and uplink 
grants to the listed MSs, if traffic is present. This scheduler is well suited for power 
saving class II connections, since it allows uplink and downlink sleep periods to be 
synchronized. Ideally, any MS is required to stay awake just for one frame to 
transmit/receive the packets received by the MS/BS. Hence, a listening period 
equal to one frame could be selected. However, doing so might create problems 
with ON/OFF traffic. Let us assume, in fact, that the BS performs admission control 
based on the average, rather than peak, rate requested by the connections, so as 
to exploit the statistical multiplexing among the different data sources. In these 
assumptions, there can be frames when not all the MSs scheduled can be actually 
served, because they overflow the capacity of a single frame. If the listening 
window is greater than one frame, then some of the MSs can be served in the 
subsequent frame, thus incurring a very small performance penalty, i.e., delay is 
increased by the duration of one frame. On the contrary, if the listening window is 
exactly one frame, then all overflowing MSs must wait until the next period to 
receive/transmit the backlogged data. The impact of the choice of the listening 
window size on the performance is evaluated through simulation in the 
performance analysis section. 
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When VoIP traffic is considered, the solution above can be optimized to 
exploit the mutual silence periods. Therefore, in our simulator, we implemented the 
scheduler in [22] combined with a hybrid power saving class I/class II mechanism 
inspired by [23]. Specifically, when both the downlink and the uplink connections of 
an MS have not received data for a period, called idle timeout, the sleep window 
size is increased by its initial size. Unlike class I, power saving class II is 
completely driven by the BS, as illustrated by means of the example in Fig. 9. As 
shown in the figure, the BS uses unsolicited MOB_SLP-RSP messages to indicate 
the switch from the power saving class II to the power saving class I, or vice versa, 
at the beginning, or end, of any mutual silence periods, respectively. 
4.2.3 Simulation settings 
The reference simulation scenario that we have used to assess the 
performance of power saving class I and class II consists of an IEEE 802.16e cell 
with a variable number of MSs. The physical and MAC parameters are reported in 
Table 2. We assume ideal channel conditions. Therefore, the mechanisms for error 
recovery available at the MAC layer, such as ARQ (Automatic Repeat request) or 
H-ARQ (Hybrid-ARQ), are disabled. We assume that segmentation occurs at the 
 
Figure 9. ertPS polling service behavior with the power saving mechanism. 
 
Table 2. Physical / MAC parameter values. 
Name Value 
Division duplex mode TDD 
DL/UL sub-channelization scheme PUSC 
Physical channel model Ideal (bit error rate = 0) 
OFDM symbols per frame 47 
OFDM symbols in the DL sub-frame 35 
OFDM symbols in the UL sub-frame 12 
Frame duration 5 ms 
Uplink allocation start time 8.723 ms 
MCS for control messages and maps  QPSK-1/2, rep. code 1 





Logical Layer Control (LLC), so that the MAC layer receives data units of up to 
190 bytes, which it can fragment/pack into MAC PDUs for efficiency reasons. For 
simplicity of analysis, all the simulations, reported in Section 4.3 and Section 4.4, 
have been obtained with MSs employing the same MCS during the whole 
simulation duration. According to sample tests, whose results are not reported, this 
led to the same conclusions drawn by employing different mixes of MCSs. 
The choice of using a simplified channel model adds two important benefits to 
the analysis. Firstly, the effects of the power saving mechanism are not perturbed 
by the specific radio propagation model employed. The second benefit is that, in 
our simulated system, the scheduling function plays a minor role on the system 
dynamics, because there are no long-term and short-term differences between the 
MSs. On the other hand, under different conditions, there might be long service 
“pauses” for a given MS, due to persistently poor channel conditions, which would 
heavily depend on the discipline adopted for resource allocation. Therefore, in the 
analysis, it would very hard to distinguish such effects from those of power saving. 
4.2.4 Simulation metrics 
In order to evaluate the performance of the power saving mechanism we 
have defined two metrics. First, the inactivity cycle (δ) is the ratio between the 
number of frames where the MS has been sleeping and the total simulation 
duration, in frames. Second, the transition rate (γ) is the average number of state 
transitions of any MS per second. These indexes do not measure directly the 
energy consumption rate, but they are good indicators of how much energy can be 
saved using power saving, and they can be used effectively for relative 
comparisons. In general, the actual power consumption (Ptot), in mW, is a function 
of δ and γ: 
Ptot = Psl ⋅δ +Paw ⋅ (1−δ)+Etr ⋅γ , (1) 
where Paw and Psl are the average power consumption per frame in the 
awake and the sleep state, respectively, and Etr is the energy consumed for an 
awake-to-sleep or sleep-to-awake transition. The values of Paw, Psl, and Etr are 
hardware-dependent. A discussion on how their relative contribution impacts on 
the performance is carried out in the performance analysis sections.  
4.3 Performance evaluation: class I 
In this section we study the power saving class I, with interactive best-effort 
traffic. The target application for this type of traffic is Web, which is modeled as 
follows. 
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First, we assume the Web server to be co-located with the BS. This 
assumption does not reduce the generality of our findings in the two following 
scenarios, which are of particular interest for mobile BWA networks: the bottleneck 
of end-to-end Web transfers is the last-mile radio link, which has smaller bandwidth 
and greater packet loss/delay than the BS’s Internet connection; the MSs of an 
IEEE 802.16 cell connect to Web sites through a proxy that is co-located with the 
BS. Second, without loss of generality, we assume that any MS has one BE 
connection with the BS in downlink, for receiving HTTP data and TCP 
acknowledgements, and another one in uplink, for sending HTTP requests and 
sending TCP acknowledgements. Figure 10 illustrates the HTTP data exchange 
sequence for a single session. The session begins with the client sending an HTTP 
request to the server. After having received the body of the page, it then requests 
the embedded objects, if any, after waiting a random interval. The number and size 
of the embedded objects are drawn randomly, as the size of the main page. When 
a page is completely received by the MS, it backs off for a random time interval to 
model the time while the user actually reads the content received. The parameters 
for configuring the random variables required are taken from [27] and reported in 
Table 3. TCP Reno is used as the transport layer protocol.  
In addition to the power saving metrics already defined, the HTTP page delay 
(or delay, for short) is used to assess the performance of Web traffic from the 
user’s point of view. Specifically, the delay is the session duration, i.e., the interval 
 
Figure 10. Illustration of a Web traffic session. 
 
Table 3. Traffic model parameters. 





Mean = 10.7 kB 
Std. dev. = 25 kB 
Minimum = 100 B 





Mean = 7.8 kB 
Std. dev. = 126.2 
kB 
Minimum = 50 B 
Maximum = 2 MB 
Number of 
embedded 
objects per page (Nd) 
Truncated 
Pareto 
Mean = 5.64 
Max. = 53 
Reading time (Dpc) Exponential Mean = 25 sec 
Parsing time (Tp) Exponential Mean = 0.13 sec 





between when the MS first receives an HTTP request from upper layers and when 
it completely receives the main page and all its embedded objects from the BS. 
In a real deployment, it is reasonable to assume that traffic with higher priority 
than best-effort would exist. To model this situation, we simulated the presence of 
higher priority traffic by withdrawing from any frame a random portion drawn from a 
Poisson random variable with mean 0.4 and truncated to the frame size. The 
simulation parameters are summarized in Table 4. 
In addition to the power saving parameters, we consider the following 
additional factors to be relevant for the power saving class I study: i) the downlink 
scheduling quantum (Nsched), i.e., the amount of bytes that every connection is 
allocated each time it is visited by the round-robin scheduler; and ii) the number of 
MSs (Nms) in the network. 
4.3.1 Factorial analysis 
We begin our study by reporting the results from a 2k · r! analysis carried out 
with the high/low values reported in Table 5. With regard to the power saving 
parameters, these values have been selected among the full range of possible 
choices [28], based on preliminary and empirical considerations [18]. The quantum 
low value is equal to the LLC maximum segment size, i.e., 190 bytes, while its high 
value is infinite, which means that every time the downlink scheduler visits a 
connection, it serves entirely its backlog. Finally, the low value for the number of 
MSs is straightforward, i.e., only a single MS, while the high value is chosen so that 
the system is working in high load conditions, i.e., the average frame utilization of 
the downlink sub-frame is about 0.8. 
The results of the factorial analysis are illustrated through a set of tables 
which show the absolute and relative contributions of each factor or combination of 
them, along with the baseline value. The latter is the average value of the results 
among all the scenarios. The absolute contributions are calculated using (2) and 
can be used a posteriori to retrieve the mean response iy  of any scenario i as: 
Table 4. Network configuration. 
Name Value 
Number of sub-channels  30 
Bandwidth request minimum 
back-off window size 
3 opportunities 
Bandwidth request maximum 
back-off window size 
63 opportunities 
MCS 16-QAM-1/2 
Average frame occupancy (not BE traffic) 40% per sub-frame 
 
Table 5. Low/high values of power saving class I 
parameters. 
Name Symbol [low, high] values 
Initial sleep window size Wmin [10, 50] frames 
Listening window size Wlisten [2, 30] frames 
Idle timeout Widle [2, 40] frames 
Maximum sleep window size Wmax [128, 1024] frames 
Number of MSs Nms [1, 40]  
Downlink scheduler quantum Nsched [190, ∞] bytes 
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yi = q0 + Si, j ⋅qj
j=1
2k
∑ , (2) 
where q0 is the baseline and qj’s are the absolute contributions. The tables 
also report the unexplained variation, that is the sum of two components: (i) 
statistical errors; (ii) variation due to secondary factors. The confidence intervals of 
the absolute contributions are estimated from the unexplained variation. Note that 
all the confidence intervals in tables are small. For each table the factors and their 
combinations are reported in decreasing order of their relative contribution, 
provided that it is not negligible. 
We begin by reporting the results obtained in terms of the delay in Table 6. 
As can be seen, the most relevant factors are the quantum (Nsched) and the number 
of MS (Nms), whereas the contribution of any power saving parameter is very small. 
Specifically, the delay increases when the number of MSs increases, since the 
wireless resources are shared among a higher number of users, while the impact 
of the quantum can be explained as follows. When the Nsched  value is higher the 
scheduler provides MSs with a larger amount of slots at every visit, which 
increases the average round duration, hence the session duration .  
In general, enabling power saving increases the delay of downlink data 
directed to the MSs, because data can arrive at the BS during the sleep phases. In 
these cases, the BS has to wait until the next listening window to wake-up the MS. 
On the other hand, uplink data is not affected by the power saving mechanism, 
because when an MS receives data, exits immediately from the sleep state, if 
enabled, and sends a bandwidth request to the BS to indicate the presence of 
data. Since web traffic is mostly driven by the MS, where the HTTP client resides, 
the additional delay caused by the power saving is negligible, irrespective of the 
settings used. 
The performance in terms of the power saving metrics is reported in Table 7. 
With regard to the inactivity cycle, we note that the absolute contributions are small 
compared to the baseline. This can be explained as follows. The web traffic 
employed is such that there are three reasons for the communication between the 
BS and MS being idle: (i) the user thinking time, which is rather large, i.e., in the 
Table 6. Factorial analysis class I, delay results. 
Metric HTTP page delay (seconds) 
Base 1.923086 
Unexplained variations 7.70% 
Confidence intervals (95% level) ± 0.011306 
Factor / Combination Absolute contribution 
Relative 
contribution 
Nms 0.654216 57.74% 
Nsched × Nms 0.35338 16.85% 
Nsched 0.326765 14.40% 
Widle × Nsched × Nms -0.0636 0.55% 
Widle × Nms -0.06338 0.54% 
Widle × Nsched -0.05774 0.45% 
Widle -0.05752 0.45% 
Widle × Nsched × Nms 0.039231 0.21% 
Widle × Nsched 0.039231 0.21% 





order of several seconds; (ii) the parsing time, which occurs after the main HTML 
page has been downloaded and is in the order of tens of milliseconds; and, (iii) the 
pauses due to the TCP congestion control algorithm. These inactivity periods are of 
different orders of magnitude and, thus, their effect on the system dynamics is very 
different. The user thinking time in most cases is long enough for the MS to reach 
the maximum value of the sleep window size, irrespective of the values of the 
power saving parameters. This explains why the baseline is high, i.e., close to 
87%. Parsing time periods only occur once per session and have a limited duration 
compared to the user thinking time, thus producing a small effect on the inactivity 
cycle. Finally, the TCP pauses are most often not long enough to trigger the 
transition to the sleep state, since they are in the order of a few frames. 
As far as the relative contributions are concerned, the major influence comes 
from the listening window size (Wlisten), the maximum sleep window size (Wmax) and 
their combination. In fact, the higher Wlisten is, the longer are the phases when the 
MS remains awake to receive traffic indications from the BS per sleep cycle. On 
the other hand, higher Wmax yields longer sleep cycles, thus producing higher 
inactivity ratio. The Wmin and Widle parameters have a similar effect from a 
qualitative point of view, but their impact is limited compared to the others. Finally, 
when Nms is high, the time to complete a Web session is greater, as reported in 
Table 6. Since the user thinking time elapses between the start times of any two 
consecutive sessions, regardless of their duration, the inactivity cycle decreases 
when Nms increases, because the active phase of the session is longer. 
In Table 7 we also report the 2k ⋅ r! analysis for the transition rate, which is 
mostly biased by Wmax. In fact, by increasing this value the average duration of the 
Table 7. Factorial analysis class I, power saving metrics. 
Metric Inactivity cycle (δ)  Metric 
Transition rate (γ) 
























Wlisten -0.05205 49.34% Wmax -1.01711 87.90% 
Wmax 0.036651 24.47% Wlisten -0.15117 1.94% 
Wlisten × Wmax 0.030377 16.81% Wmin -0.12794 1.39% 
Nms -0.01591 4.61% Wlisten × Wmax 0.126273 1.35% 
Widle -0.00682 0.85% Widle -0.12187 1.26% 
Nsched × Nms -0.00582 0.62% Nsched 0.099616 0.84% 
Wmin 0.005072 0.47% Nsched × Nms 0.098091 0.82% 
Nsched -0.00495 0.45% Widle × Nsched × Nms -0.09525 0.77% 
Widle × Nsched -0.00233 0.10% Widle × Nms -0.09495 0.77% 
Wlisten × Wmin 0.002244 0.09% Widle × Nsched -0.09418 0.75% 
   Nms 0.078521 0.52% 
   Wmin × Nsched  × Nms -0.04855 0.20% 
   Wmin × Nsched -0.04836 0.20% 
   Wmin × Nms -0.04735 0.19% 
   Widle × Wmin 0.046242 0.18% 
   Widle × Wmin × Nsched × Nms 0.043713 0.16% 
   Widle × Wmin ×Nsched 0.043051 0.16% 
   Widle × Wmin × Nms 0.042628 0.15% 
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sleep cycles increases, as well. Therefore, there are less transitions in the unit of 
time. Moreover, there is a hidden impact due to Nsched, which is negligible when this 
parameter is considered alone, but becomes noticeable when it is combined with 
other factors. As already mentioned, a higher value of Nsched produces longer round 
durations, on the average. It is, thus, possible that an MS is put to sleep even while 
it is active, because other MSs are being served. Such spurious sleep phases do 
not last long, hence they do not produce noticeable effects on the inactivity cycle, 
but increase significantly the number of transitions. 
To conclude, it is worth reporting that, in all the simulation runs, we have 
verified that the sleep requests sent from the MSs are never rejected by the BS, 
even though this might happen in principle. In other words, it never happens that 
the BS has no data addressed to the MS when it requests the sleep mode 
activation. This is due to the client-driven nature of the Web traffic, and makes the 
contribution of Widle negligible for all metrics. 
By summarizing, the following conclusions can be drawn from the 2k · r! 
analysis: (i) the number of MSs and the quantum of the downlink scheduler have a 
minor impact on the energy-related metrics; (ii) the delay does not depend 
significantly on how the power saving parameters are set; and, (iii) the idle timeout 
and the initial sleep window size have a negligible impact on the energy-related 
metrics too. 
4.3.2 Further investigation 
In this section we build on the findings so far and we investigate the system 
response when the factors are set to intermediate values, i.e., not only to the 
low/high limits values as in the 2k · r! analysis. For each performance index, we run 
a set of simulations where the values of the factors with least impact are constant 
and equal to one of the limit values considered in the previous section. 
We focus on the delay first. The power saving parameters are set so as to 
provide best performance in terms of the energy consumptions: Widle = 2 frames, 
Wlisten = 2 frames, Wmin = 10 frames, and Wmax = 1024 frames. Since the two 
parameters that have the greatest impact on the delay are Nms and Nsched, we 
simulate additional scenarios with finer granularity than the low/high values 
 




considered so far. Figure 11 shows the delay when the number of MSs increases 
from 5 to 40 in steps of 5. Nsched is varied between 190 B and 20 kB. As expected, 
the average delay increases with the network load and it decreases with Nsched. 
The impact of Nsched is greater at high loads, while it is negligible when the system 
is underloaded. Additionally, the curves with Nsched equal to 190 B and 1 kB are 
almost overlapping, as those with Nsched equal to 10 kB and 20 kB. 
The average number of MSs scheduled in downlink per frame is reported in 
Fig. 12. As can be seen, the lowest value of Nsched allows the scheduler to serve 
the highest number of users per frame while a threshold effect can be observed 
with the other values. This is because with 1000 B, the scheduler is able to fill 
entirely the frame with data addressed to a single MS. Further increases of Nsched 
lead to the same result, in terms of the number of MSs scheduled per frame, but 
the average round duration increases accordingly. 
 
Figure 12. Average number of MSs served in a frame. 
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Figure 13 illustrates the inactivity ratio and transition rate with different values 
of Nsched and Nms. These results integrate and confirm the findings of the 2k · r! 
analysis. In fact, as can be seen, the greater Nsched is, the longer the time interval 
between two consecutive transmissions to the same MS. If this inter-service period 
is longer enough to trigger the power saving mechanism, the MS can sleep while 
the scheduler serves other MSs. This phenomenon introduces additional delay, 
thus slightly reducing the inactivity cycle, and at the same time it increases 
significantly the transition rate. This phenomenon is more evident with a high 
number of MSs.  
 





We now investigate the overall power consumption (see Section 3.4). The 
values of Paw and Psl in (1) are taken from [29], while Etr is varied between 0, i.e., 
the state transition has a negligible energy cost, and the energy consumed in a 
frame by an awake MS, called Eaw, which we claim to be an upper bound of the 
state transition energy cost. The power consumption is shown in Fig. 14 with 
varying k = Etr/Eaw. In all cases, the curves increase when k approaches 1, i.e., the 
energy spent for a transition becomes dominant. As shown previously, Nsched 
affects only slightly the power consumption, but its effect is noticeable with a great 
number of MSs and high values of k. 
 
Figure. 14. Power consumption with different Etr/Eaw ratios and Nsched 
equal to 190 bytes (top) and 20 kB (bottom), respectively. 
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We conclude the analysis by showing in Fig. 15 the probability mass function 
of the sleep window size with 40 MSs, and different values of Nsched. As can be 
seen, the curves with smaller values of Nsched lie above the others for all the values 
of the sleep window size except for the minimum value, i.e., 10 frames. In fact with 
high values of the downlink scheduler quantum, spurious sleep periods are more 
frequent, which favors sleep window with the smallest size. 
4.4 Performance evaluation: class II 
As shown in the previous section, using power saving class I introduces 
additional transmission latency because packet queues grow while the MSs are in 
their sleep phases. This delay is only tolerable by best-effort or elastic applications. 
On the other hand, soft real-time applications require that the delay of (most) 
packets is bounded, otherwise unbearable service degradation is perceived by the 
user. As already mentioned, power saving class II is more suitable for these 
applications, since the additional latency due to sleep phases is bounded. The 
most relevant application with soft real-time requirements for IEEE 802.16e 
networks is VoIP. In this section we assess the performance of VoIP traffic when 
MSs use power saving class II mechanisms and scheduling on the BS is done as 
described in Section 3.3. 
 




The network simulation settings are summarized in Table 8. The number of 
sub-channels is equal to 10, which is a typical value for re-use factor 1/3 using 
sectorized antennas. The uplink sub-frame overhead is the fraction of the uplink 
sub-frame reserved for control traffic, i.e., channel feedback and ranging. 
In our simulations VoIP traffic is generated according to the specifications of 
the GSM.AMR [30] codec, which produces packets of 32 bytes every 20 ms. In the 
downlink direction only, we modeled the delay introduced by the backbone until the 
VoIP packet enters the BS’s MAC via a Laplacian distribution with mean equal to 
80ms [27]. We assume that every two VoIP packets are aggregated together to 
save bandwidth by reducing the protocol overhead due to headers and that Robust 
Header Compression (ROHC) is used at the MAC layer [5]. Furthermore, since 
VoIP applications are delay-sensitive, MAC SDUs containing VoIP data are 
allowed to remain in the transmission buffer for at most 200ms, otherwise they are 
discarded by the MAC. Note that the latter is the only condition for which a VoIP 
MAC SDU can be discarded, since channel conditions are ideal. To assess the 
quality of service perceived by the user, we used the Mean Opinion Score (MOS) 
as the performance index [31]. The MOS maps the combined effects of mouth-to-
ear delay and losses into subjective quality levels, ranging from 1 (unbearable 
quality) to 5 (excellent quality). In practice, MOS ranging between 3.5 and 4.5 is 
acceptable for most users. Note that the MOS is an inherently uni-directional 
metric, but VoIP traffic is bi-directional. Therefore, we computed the MOS on a per-
MS conversation as the lowest MOS obtained between downlink and uplink. 
Table 8. Network configuration. 
Name Value 
Uplink polling service ertPS 
Number of downlink sub-channels  10 
MCS 16-QAM-1/2 
Uplink sub frame overhead 30% 
VoIP aggregation 2 
VoIP inter-arrival time 20 ms 
Unsolicited polling interval 20 ms 
Average downlink backbone delay 80 ms 
Maximum MAC SDU lifetime 200 ms 
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With regard to the Voice Activity Detection (VAD) model, we used the bi-
directional model described in [32], which represents the whole conversation 
through an eight-state Markov chain depicted in Fig. 16. The states drawn with 
dashed ellipses are states of mutual silence, in which both speakers are silent, all 
the other states describe active talking periods: either only one side of the 
conversation is active or the two parties are talking at the same time. From the 
point of view of power saving, it does not make any difference whether a single 
party is active or both at the same time, since the radio interface must be enabled 
in any case for receiving and/or sending data. The theoretical average duration of 







A Talks, B Silent
State 1















B Talks, A Silent
Double speak
Mutual silence
One party is speaking
 
Figure 16. The Markov chain used to model a bi-directional VoIP 
conversation [32]. 
Table 9. Average state duration time and stationary 
probability of bi-directional VoIP conversation. 
State description Average duration (ms) 
Steady-state 
probability 
A talks, B silent 
B talks, A silent 152 0.327 
Double Talk, A is interrupted 
Double Talk, B is interrupted 223 0.024 
Mutual silence, A spoke last 
Mutual silence, B spoke last 306 0.084 
Short silence gap while A  
talks, B silent 
Short silence gap while B 






4.4.1 Factorial analysis 
The power saving and network parameters used in the 2k · r! analysis are 
reported in Table 10. 
We begin the analysis with the energy-related metrics. The results from the 
2k · r! analysis are reported in Table 11. As can be seen, changes to the inactivity 
cycle are almost only due to the listening window size. With power saving class II, 
the MS remains awake for Wlisten frames every unsolicited polling interval, unless a 
prolonged mutual silence period happens, which triggers the linear sleep window 
increase. The amount of energy saved during the mutual silence phases largely 
depends on Wmax, which upper bounds the sleep window size. Therefore, Wmax and 
Wlisten × Wmax are the other factors with noticeable effect on the inactivity cycle 
metric. Additionally, Wmax has a prominent impact on the transition rate, because 
every time the sleep window increases, one or more state transitions are saved. 
However, mutual silence periods occupy a small fraction of the conversation, thus 
the absolute effect of Wmax on the transition rate is limited. For both energy-related 
metrics, the contribution due to the number of MSs and the idle timeout is 
negligible. 
We now discuss the results obtained for the MOS, which are reported in 
Table 12. Unlike for the energy-related metrics, where a single parameter 
jeopardizes the overall contribution, the situation with the MOS is more complex, 
since there are three parameters that play a major role in affecting the 
performance. More specifically, two of them, i.e., Wlisten and Nms, impact for about 
Table 11. Factorial analysis class II, power saving metrics. 
Metric Inactivity cycle (δ)  Metric 
Transition rate (γ) 
















Wlisten – 0.11458 96.20% Wmax – 3.88489 95.63% 
Wmax + 0.019775 2.87% Widle + 0.489056 1.52% 
Wlisten × Wmax + 0.010414 0.79% Widle × Wmax + 0.489056 1.52% 
Widle – 0.00245 0.04% Nms + 0.172056 0.19% 
Widle × Wmax – 0.00245 0.04% Nms × Wmax + 0.172056 0.19% 
Widle × Wlisten – 0.00123 0.01% Wlisten – 0.14044 0.12% 
Widle × Wlisten × Wmax – 0.00123 0.01% Wlisten × Wmax – 0.14044 0.12% 
   Nms × Wlisten – 0.0805 0.04% 
   Nms × Wlisten × Wmax – 0.0805 0.04% 
 
Table 10. Low/high values of power saving class II 
parameters. 
Name Symbol Parameter values 
[low, high] 
Listening window size Wlisten [1, 3] frames 
Idle timeout Widle [2, 4] frames 
Maximum sleep window size Wmax [4, 16] frames 
Number of MSs Nms [1, 50] 
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90%, while Wmax has a ~7% relative contribution. The effect of Widle is negligible. 
The importance of Wlisten and Nms can be explained as follows. The scheduler 
implemented for ertPS serves in every frame all the MSs included in the service list 
of the static table computed. At high loads, due to the statistical multiplexing of the 
activity periods of the VoIP conversations, it can happen that the resources in a 
frame cannot satisfy the users currently active. Fig. 17 shows an example of 
overflow due to a short value of Wlisten . For instance we have four MSs and only 
one packet can be scheduled in a frame. The upper bar illustrates the case where 
the Wlisten is set to one frame and Wmin  is set to three while the lower bar the case 
where the Wlisten is set to two frame and Wmin  is set to three. As can be seen the 
delay in the first case is higher than the that in the second one. If Wlisten is set to the 
minimum value the ertPS scheduler does not have enough space to transmit all 
enqueued packets before the sleeping period thus some packets are delayed to 
the next listening interval.  
Therefore, if Wlisten is set to one frame, which is the case that yields lowest 
power consumption, the BS cannot schedule the overflowing MSs in the 
subsequent frame, because they will be in a sleep state according to the power 
saving class II periodic sleep/listening mechanism. This produces a delay increase, 
which might also lead to the buffered MAC SDUs being discarded, due to lifetime 
expiration, hence, to a MOS reduction. This phenomenon is very much limited 
when either the network load is very low or Wlisten is larger than one frame. Finally, 
the MOS decrease due to the high value of Wmax is because of the additional 
waiting time of the MAC SDUs interrupting the mutual silence periods, during which 
the sleep window is increased up to Wmax. 
 




By summarizing, the energy consumption is mostly influenced by the Wlisten 
and Wmax parameters, in terms of the inactivity cycle and transition rate, 
respectively. The same parameters impact on the MOS performance too, which is 
however also affected by the network load. 
4.4.2 Further investigation 
The 2k ⋅ r! analysis showed the existence of a trade-off between the 
performance in terms of energy consumption and MOS, but cannot give us 
quantitative indications on how to best select the parameters that minimizes the 
energy consumption within the above set, because it only considers the low/high 
limit values. To overcome this limitation, we report below selected results with 
intermediate values of the most relevant factors, so as to find which combinations 
of them yield acceptable VoIP quality, i.e., the MOS is above 3.5. 
Figure 18 shows the MOS for different values of Wmax and Wlisten when the 
network load is high, i.e., the number of MSs is equal to 50. As can be seen, the 
Table 12. Factorial analysis class II, MOS results. 
Metric MOS uplink 
Base 3.381909 




Factor / Combination Absolute contribution 
Relative 
contribution 
Wlisten 0.600824 30.67% 
Nms -0.59022 29.60% 
Nms × Wlisten 0.584081 28.99% 
Wmax -0.30073 7.68% 
Nms × Wlisten × Wmax -0.07204 0.44% 
Nms × Wmax 0.070348 0.42% 
Widle × Wmax 0.061644 0.32% 
Wlisten × Wmax -0.0553 0.26% 
Widle 0.037435 0.12% 
 
 
Figure 18. MOS vs. Wmax, with 50 MSs. 
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MOS indicates unbearable quality for all values of Wmax when the listening window 
size is equal to one frame. On the other hand, increasing Wlisten beyond the value 
of two frames does not show a noticeable improvement of the MOS, which lies 
above 3.5 as long as Wmax is smaller than or equal to 12 frames. 
We now report the results obtained in the same scenarios described above, 
but in terms of the overall power consumption. The latter is obtained from (1) using 
the values found in [29]. The power consumption with fixed number of MSs and 
maximum sleep window is shown in Fig. 20 and Fig. 19, respectively. As can be 
seen, while setting Wlisten to 1 frame can seriously threaten the performance 
perceived by the user, in terms of MOS, it provides only a limited gain in the overall 
power consumed by the MSs with respect to when it is equal to 2 frames, of about 
20%. Roughly the same gain can be obtained by increasing the Wmax parameter 
from the minimum value, i.e., disabling the sleep window increase, to the maximum 
value considered, i.e., 16 frames. The number of MSs does not affect the power 
 
Figure 20. Power consumption vs. Wmax, with 50 MSs. 
 
 





consumption significantly because of the joint ertPS scheduling and power saving 
activation policy adopted. 
In Fig. 21 we then show the MOS with a varying number of MSs from 1 to 50, 
when Wmax is equal to 8 frames. As can be seen, the number of MSs is irrelevant, 
unless the listening window size is minimum, in which case no more than 40 MSs 
are supported at satisfactory quality. 
To conclude, we perform a sensitivity analysis of the power consumption, with 
respect to the values of Psl and Paw, which are the power consumption values in the 
sleep and awake state, respectively. To this aim we define k = Psl / Paw, which is 
increased from 10–3 (Paw >> Psl) to 10–1 (Paw ≈ Psl). Four possible combinations of 
Wmax and Wlisten are shown in Fig. 22 when the number of MSs is maximum. Higher 
Psl values yield greater power consumption. This graph confirms the factorial 
analysis conclusions. 
 
Figure 21. MOS vs. Nms, with Wmax equal to 8 frames. 
 
 
Figure 22. Power consumption vs. k, with 50 MSs and different 
combinations of Wlisten and Wmax. 
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4.5 Conclusions  
In this chapter we have investigated the class I and class II power saving 
mechanisms of IEEE 802.16e, respectively with Web and VoIP traffic. Performance 
has been evaluated via an extensive packet-level simulation campaign, with 
several different combinations of the power saving and network parameters and 
traffic conditions. The following conclusions can be drawn from the results 
obtained. 
With regard to Web traffic, we have found power saving class I achieves 
significant power consumption reduction, measured in terms of both the fraction of 
time the radio transceiver is switched off, which is between 80% and 90%, and the 
rate of on/off state transitions, which is less than 3 transitions/s. As a matter of fact, 
the power saving class I of IEEE 802.16e matched very well the network dynamics 
of the HTTP sessions, which consist of intermittent user-initiated bursts of data. 
Furthermore, the delay introduced by the power saving mechanism itself is 
negligible, with respect to the queueing latency, which, in turn, mostly depends on 
the network load and scheduling configuration. Therefore, the power saving 
parameters can be set to maximally reduce power consumption, according to the 
guidelines described in detail in the paper, since this does not jeopardize the QoS 
perceived by the users. 
For VoIP traffic, which uses power saving class II, scheduling and power 
saving activation decisions were taken according to an algorithm recently 
published in the literature, which minimizes the theoretical power consumption 
without considering VAD. We have then proposed a modification of the above 
function that reduces further the power consumption by exploiting the mutual 
silence periods of the downlink/uplink voice sources. Moreover, our analysis has 
shown that the VoIP sessions can be statistically multiplexed to achieve a higher 
number of MSs served in the system. However, at high network loads, a wise 
configuration of the power saving parameters is required, otherwise the QoS 
perceived by the users becomes unbearable, in terms of the MOS metric. 
Therefore, with VoIP, the amount of energy that can be saved is limited by the 





Chapter 5  
 
Energy-* scheduling framework  
The performance evaluation illustrated in Chapter 4 shows that the sleep 
mode defined into IEEE 802.16 standard is effective in reducing the energy 
consumption both when non real time and real time traffic are considered. System 
and power saving settings have to be carefully tuned in order to avoid undesirable 
drawbacks in the quality of service.  
While real time traffic in particular is sensible to service degradation which 
can lead to service outages, non real time traffic is not sensible to delays or jitters. 
The latter can be exploited by the BS scheduler in order to increase further the 
energy saving of terminals with non real time traffic. In particular even greater 
energy savings can be obtained if the user terminals are put to sleep while there is 
network activity, by trading off performance for battery duration in a controllable 
way.  
In this chapter we propose a framework, in which existing wireless scheduling 
algorithms can be fit to pursue their original goals, e.g. maximizing throughput or 
fairness, while improving the energy efficiency of the user terminals. The idea is to 
exploit the possibility of non real time application to stretch their delays in order to 
increase further the energy saving. In the proposed framework, potentially any 
scheduling policy can be implemented in order to be power saving efficient.  
Its effectiveness is assessed in this context through an extensive packet-level 
simulation campaign with realistic FTP and Video On Demand traffic. 
The chapter is organized as follows: in Section 5.1 an overview of the related 
works and the state of the art is provided, in Section 5.2 the design of our 
scheduling framework is presented, Section 5.3 shows the results of the 
performance evaluation of our proposal and eventually Section 5.4 draws the 
conclusions. 
5.1 State of the art and related works 
In the last years, the power consumption problem had become of paramount 
importance also in the field of resource allocation and scheduling for wireless 
broadband networks. As pointed out in [33], the energy efficiency has become one 
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important feature of a generic scheduling algorithms. Most of the works on this 
topic concentrate on evaluating the performance of the sleep mode through 
mathematical models [10], [11], [12] and [13] or simulations [18]. All these works 
hypothesize the use of a well known scheduling policy which is completely 
unaware of the possibility that a terminal can temporarily switch off its wireless 
adapter to save energy. In certain situations, these policies can produce 
scheduling results improper from the point of view of energetic efficiency of MSs. A 
scheduler that takes into account also the power saving status together with the 
usual system parameters can decrease the power consumption maintaining high 
the overall system performance. For this reason, the idea of an energy efficient 
scheduling policy has been investigated deeply in the last years. Most of this works 
focused on real-time traffic and therefore they consider the class II sleep mode [38] 
[39] [40] and [41]. These papers propose scheduling policies that try to allocate the 
periodic transmissions of flows in order to maximize the inactive time of each 
terminal without violating the time constraints. The particular structure of class II 
sleep mode allows the terminals to sleep and awake periodically only to receive or 
send data. A sleep mode aware real time scheduler which helps to maximize the 
unavailable periods jointly with the class II sleep mode can help to save more 
energy than any other policy.  
Only two works focused on non real time traffic using class I sleep mode. In 
[42], the authors proposed a rearrangement technique for unicast and multicast 
traffic which aims to wake up the MSs to receive both type of traffic once if 
possible. The only work which concerns unicast non real time traffic is [43]. The 
goal of the proposed scheduler, the Longest Virtual Burst First, is to minimize the 
energy consumption of each terminal by scheduling packets in bursts as much long 
as possible. The paper assumes that each terminal has associated a minimum and 
a maximum rate. The idea is to serve as much as possible the mobile station with 
the best channel conditions, called primary station, and to schedule the other 
awake stations, called secondary stations, only to maintain the experienced rate 
over the minimum threshold service. When the primary station has reached the 
maximum rate, it is forced to sleep and another primary station is elected. At the 
end of each scheduling epoch, the algorithm updates the perceived rate by all 
terminals, both awake and sleep. If a sleeping terminal is about to perceive a 
service rate under the minimum threshold, the scheduler forces to wake up the 
terminal in order to guarantee the minimum rate. This solution is not general 
enough as the one we proposed in this work, since it features just one integrated 
scheduling policy that cannot be substituted in case of different scheduling goals. 
5.2 Design 
The basic rationale behind the proposed framework is to implement 
scheduling at the BS in two steps. 
In the first step, a set of awake MSs A is managed by an MS scheduler. 
Those MSs currently in the set A will be maintained in normal mode according to 
the power saving mechanism. All the remaining MSs will instead be sleep mode 
enabled, and therefore will either be in the set L of MSs in the listening phase, or 
the set S of MSs in the sleeping state (thus temporarily unreachable by the BS). An 




sleep response message, or an MS in L can be awakened and thus moved to A by 
sending a positive traffic indicator message. 
On the other hand, in the second step, a packet scheduler selects packets for 
transmission in downlink and grants bandwidth in uplink, as usual, but only 
considering the backlog of the MSs in the set A. Figure 23 schematically illustrates 
the relationship between the MS and packet schedulers in the proposed 
framework. 
The management of set A shows in general a trade-off between energy 
efficiency and system utilization. In order to improve the former, the smaller the set 
A, the better, which means A should in general include a strict subset of all MSs 
having backlog in downlink and/or uplink. Of course, this may eventually lead to 
system underutilization, if the average load offered by MSs in A is much lower than 
the overall load in the system. Ideally, the optimal solution would be to manage A 
so that the corresponding backlog is sufficient to schedule the whole next frame 
(when possible), and then to change A frame by frame. Such a solution would 
waste neither energy nor system capacity, since the frame would be always utilized 
at maximum with the minimum number of awake MSs. Unfortunately, it is also 
unfeasible, because MSs with the sleep mode enabled can only be awakened if in 
the listening phase. 
Therefore, we devise a feasible version of the ideal solution to manage set A, 
by increasing to multiple frames, in a controlled manner, the time scale over which 
MSs enter or exit set A. To this aim, we define a downlink (uplink) scheduling 
horizon, denoted by dlh  ( ulh , respectively), as the overall number of downlink 
(uplink) sub-frames that would be required to transmit the whole current backlog of 
the MSs in A. We assume that the MS scheduler can access all the information 





Figure 23. Scheme of the proposed framework. 
 46 
former, i.e. backlog, is easily available for downlink connections, since the 
transmission buffers reside in the BSs, and can be estimated for uplink connections 
by means of the received bandwidth requests. The latter, i.e. the transmission rate, 
is indicated by the MSs through Channel Quality Indication (CQI) messages for 
downlink and can be inferred from physical layer measurements on data 
transmissions for uplink. Furthermore, for the computation of the horizons, no 
further changes are assumed in the channel quality of all MSs, and, for simplicity, 
the MAC and physical layer overheads, due to, e.g., header, CRC, padding, may 
be ignored. 
Furthermore, we define two threshold values lowτ  and highτ , respectively, which 
are used to identify a target working range for the scheduling horizons dlh  and ulh , 
as illustrated in Figure 24. More specifically, the MS scheduler will act as follows: 
frame by frame, and separately for the two directions, the scheduling horizon is 
compared to lowτ  and highτ . If the horizon is smaller than lowτ , then more MSs 
should be added to the awake set A in order to prevent service under-run, i.e. a 
certain amount of wireless resources remains unused. On the other hand, if the 
horizon is greater than highτ , then there are too many MSs in the awake set, which 
leads to service over-run, i.e. the packet scheduler is provided with more MSs than 
it can serve in a reasonable amount of frames, which will in turn force MSs to stay 
awake without receiving/transmitting. Therefore, by setting the range ,low highτ τ⎡ ⎤⎣ ⎦ , 
one can control the trade off between capacity waste due to service under-runs 
and energy inefficiency due to service over-runs. 
Obviously, the outcome of such comparison for downlink and uplink could 
provide contrasting indications, for example because uplink and downlink might 
well have different loads. To solve this issue, we adopt the policy to favor energy 





















hDL < τhigh 
hDL > 
τhigh 
hUL < τlow ADD MSs HOLD REMOVE MSs 
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place. The proposed rule is then to wake up MSs only if dl lowh τ<  and 
ul
lowh τ< , but 
to remove MSs from A as soon as at least one of the scheduling horizons exceeds 
highτ . In both these cases, the MS scheduler has to add/remove MSs until the 
working conditions are restored. The actions taken by the MS scheduler in all the 
possible cases are summarized in Figure 25. 
The policy used to decide which MSs to add/remove into/from A  is of course 
a key part of the proposed framework. In fact, even though the packet scheduler 
actually schedules frames, it works only with a subset of the MSs, i.e., those 
included in set A by the MS scheduler. By considering how this set is managed, it 
should clearly appear that the packet scheduler takes decisions only on the time 
scale of a few frames, while scheduling decisions on a longer time scale, on which 
QoS guarantees typically depend, are taken by the MS scheduler when selecting 
new MSs to move into set A, or old MSs to move out of set A. The latter selection 
policies can be easily implemented based on a score ranking: Each MS has an 
associated score which indicates the relative priority of entering/leaving set A. 
When the MS scheduler has to remove some MSs from A, the one in A with the 
least score is selected first. On the other hand, if the MS scheduler needs to wake 
up some MSs, the one in L with the highest score is selected first. 
It is easy to understand that almost any wireless scheduling algorithm 
currently proposed in the literature can be used for dynamically computing scores 
associated to MSs based on their current or historical backlog, the channel state, 
the QoS requirements, or whatever else. In this sense, we claim that we are 
proposing a general energy-* scheduling framework, rather than a specific solution, 
since existing wireless scheduling algorithms can be fit to pursue their original 
goals, e.g. maximizing throughput or fairness, while improving the energy efficiency 
of the mobile terminals. This is achieved by letting them select MSs to be awake, 
instead of the next packet to be transmitted. 
In order to demonstrate this concept, we have considered  in our performance 
evaluation two popular channel-aware scheduling algorithms to be implemented in 
the MS scheduler for ranking MSs: Max-C/I [34] and Proportional Fair Queueing 
(PFQ) [35]. In the former, the score of each MS is proportional to its current 
channel quality, while, in the latter, the score is determined as a function of both 
the channel quality and the amount of backlog. 
Finally, since the actual scheduling is managed by the MS scheduler, we 
deemed it reasonable to look only at system utilization within the packet scheduler. 
Therefore, a Max-C/I algorithm is always assumed in this step. 
5.2.1 Implementation issues 
In the following we discuss some aspects to be considered with regard to an 
actual implementation of the energy-* framework described above in an IEEE 
802.16 network. 
Firstly, IEEE 802.16 allows power saving to be enabled both by an MS, 
through a MOB_SLP-REQ message, and the BS, via a MOB_SLP-RSP message. 
The former, i.e. an MS-driven approach, has been always assumed in the previous 
works in the literature that have analyzed the performance of power saving, without 
considering the BS scheduler. As already mentioned, in this work we move a step 
forward and propose a framework that allows the BS to better tune the power 
saving activation depending on the channel and traffic conditions. To this aim, the 
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most sensible choice is to consider power saving as BS-driven, rather than 
controlled essentially by the MSs in a decentralized manner. Hence, we assume 
that the MSs never enter power saving, unless it is the BS to force them via 
unsolicited MOB_SLP-RSP messages. 
The second problem is that the BS requires fresh information about the MSs 
in a sleep state, in order to decide which ones should be inserted into the awake 
set. Specifically, the backlog and the transmission rate for both directions are 
needed, but not available because uplink bandwidth requests and CQI updates are 
suppressed during the sleep windows. The only available data are the backlog of 
downlink connections, since their transmission buffers reside in the BS itself. The 
counter-measure that we propose is that, for each MS entering its listen phase, the 
BS sends a unicast poll and an RNG-REQ message. In this way, the MS will have 
an opportunity to convey both the current amount of backlogged data and an 
indication of the downlink channel quality. The major advantage of this mechanism 
is that it only requires a simple function to be added to the BS with no modifications 
to both the MAC protocol and the MSs. The only minor inconvenience is that an 
MS cannot be included in set L until the BS receives the response to its polls, i.e. 
with a latency of 2-3 frames depending on the system configuration. 
Finally, it is worth noting that the BS does not have total control on when to 
force an MS to sleep. Specifically, activating power saving would interrupt abruptly 
both H-ARQ processes and other request/response exchange of MAC control 
messages, which is not allowed by the standard. Moreover the BS in the sleep 
mode activation process must consider that the uplink has an allocation start time 
due to the delay between the map which notifies the grant and the allocation itself. 
For example if the BS has scheduled an uplink grant, it can not force the MS to 
sleep before the allocation. To keep track at the BS of such pending exchanges, 
we propose to introduce a simple locking mechanism as follows. For each MS, the 
BS maintains a counter c, which is initially set to 0: 
c is incremented when a new H-ARQ process is occupied, either in uplink or 
downlink, or when the BS allocate a grant for uplink transmission; 
c is decremented when a downlink or uplink H-ARQ process becomes idle, 
because either a positive acknowledgment is received or transmitted, respectively, 
or the maximum re-transmission limit of the process is exceeded and when an 
uplink grant previously annunciated is actually allocated. 
5.3 Performance evaluation 
The performance evaluation of algorithms for advanced wireless network 
architectures, like WiMAX, is a critical task, which requires deep understanding of 
the phenomena under investigation. This is due to the high number of factors that 
contribute to the dynamics of the system. Due to such an inherent complexity, 
theoretical and analytical models are most always deemed inappropriate, unless 
for proof-of-concept analysis and derivation of performance bounds. For these 
reasons we use simulation, since many components of the system can be modeled 
with a high degree of realism. 
In this section we evaluate the performance of our proposed solution in two 
typical application scenarios with very different characteristics: bulk file transfer and 
video on demand. To this aim, we used ns-2 with our own implementation of the 




these two cases are presented separately below, after a description of the 
simulation settings.  
5.3.1 Simulation settings 
We consider a single 802.16 cell with a variable number of MSs. Table 13 
summarizes the values used for the most relevant system parameters. 
In order to have a realistic characterization of the system, we consider time-
varying channel conditions with an associated transmission error probability. In 
particular, channel state is modeled by means of a Discrete-Time Markov Chain 
according to [36]. The time unit of the DTMC is the frame, and each state 
represents a different channel response (defined by a target MCS). Moreover, to 
represent two different operating conditions, the DTMC may have either 4 or 8 
states. In the former case, only the less efficient MCSs are considered to model 
“bad” channel conditions, while, in the latter case, also the most efficient ones are 
considered to model “good” channel conditions (see Table 13). All states have the 
same average sojourn time equal to 1 α , where α  is a simulation parameter 
modeling the time scale of channel variability.  
We assume a symmetric channel: Each MS uses the target MCS associated 
with the current state of its channel for uplink transmission, and advertises it to the 
BS via CQI (Channel Quality Indicator) messages, which are sent once every four 
frames. Because of this, it may happen that the BS uses an MCS for downlink 
transmission other than the current target MCS for a given MS. Let 0BER  denote 
the target bit error rate, if the target MCS is used for downlink transmission. The 
actual BER is then computed according to the following formula: 
BER = BER0 ⋅2
δ , (1) 
where δ is an integer representing the “distance” between the MCS used for 
transmission and the target MCS, with positive (negative) values if the latter is 
more (less) robust than the former. 
To recover from packet losses, H-ARQ is activated for each connection. The 
chase-combining effect is modeled by reducing the BER  computed according to 
(1) by a factor of 3 for each subsequent transmission. The maximum number of H-
ARQ retransmissions is set to four, after which the residual BER gets values in the 
order of 1.0E-7. 
As far as power saving is concerned, the maximum sleep window size is set 
to 512 frames, the minimum sleep window size to 80 frames, while two different 
values are considered for the listening window size, 3 and 40 frames, respectively. 
Simulation results are produced for different values of the threshold lowτ  (τ  
hereafter), while highτ  is always set twice the value of lowτ .  
Bulk file transfer is modeled as continuous FTP over TCP traffic, with an 
infinite backlog at the application level. The buffer at the MAC level is assumed to 
have infinite size. On the other hand, video on demand (VoD) traffic is generated 
from a pre-encoded trace of an episode of cartoon “Futurama”, encoded with the 
MPEG4 PAL standard (25 frames per second, a packet every 40 ms) [37]. Packet 
size varies from 27 bytes to 28 Kbytes, while the average data rate is 310 Kbits/s. 
In this case, the buffer at the MAC level is set to 1MB, which is enough to contain 5 
seconds of played video in the worst case. For simplicity, in both the FTP and VoD 
cases we assume that the traffic source resides on the BS. 
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For each considered scenario, we run 20 independent simulations in order to 
derive the 95% confidence interval for each estimated metric. The duration of each 
run is 500 s for FTP traffic scenarios and 1200 s for VoD traffic scenarios, 
respectively, which were verified to be long enough to produce statistically sound 
results. In order to remove initialization biases, we did not collect samples during 
the first 100 s of each run. 
5.3.2 Simulation metrics 
The efficiency of the power saving mechanism is measured by the sleep ratio, 
defined as the ratio between the number of frames when the MS has been 
sleeping and the total number of frames. Energy efficiency on a specific device is 
directly related to such metric through the energy consumption figures of the 
device in the sleep and awake states. For the sake of generality, we preferred to 
consider this metric instead of the overall absolute energy consumption, which is 
device-dependent.  
The performance at the application level is measured by the downlink 
throughput, in the case of FTP traffic, and the frame loss, in the case of VoD. The 
former is defined as the average number of file bits per second successfully 
transferred to the application client on the MS, while the latter is the ratio between 
the number of video frames which are lost, because of buffer overflow (which, 
according to our settings, means that at least one out of the packets transporting 
the frame was being buffered without transmission for at least 5 s, and the total 




The performance results of the proposed mechanism are compared against 
those obtained in the so-called baseline scenario, in which power saving is active 
but without the proposed energy-* framework. More specifically, scheduling in the 
baseline case (either PFQ or Max-C/I) is performed on all the awake MSs, and a 
simple policy to enable and disable the sleep mode is implemented, i.e., an MS is 
forced to activate the sleep mode only when it has no more buffered data waiting 
for transmission, and to wake up when uplink or downlink data has arrived. Results 
with the baseline scenario can be considered as a lower bound for the sleep ratio. 
5.3.3 FTP traffic scenario 
The main goal of the analysis carried out in this subsection is to evaluate the 
performance of the proposed framework in a specifically challenging scenario for 
power saving, i.e., the one with bulk traffic. In fact, the latter can be represented by 
a continuous file transfer over TCP, so that an amount of data equal to the current 
value of the congestion window is always provided for transmission at the source. 
Therefore, after the slow start initial phase, the likelihood that there is no downlink 
backlog for each MS is quite low (the exact figures being very much depending 
actually also on the scheduling policy). This is not in favor of the usual power 
saving policy, such as that implemented in the baseline scenario, which enables 
MS sleeping only when there is no backlog. 
Table 13. IEEE 802.16e system parameter values. 
Name Value 
Division duplex mode TDD 
DL Sub-channelization scheme PUSC 
UL Sub-channelization scheme PUSC 
OFDM symbols per frame 47 
OFDM symbols in the DL sub-frame 35 
OFDM symbols in the UL sub-frame 12 
Frame duration 5 ms 
Uplink allocation start time 8.723 ms 




LLC maximum segment size 100 bytes 
Mac buffer size 5 seconds 
Average sojourn time (1/") 200 frames 












Target BER (for any MCS) 1.3E-5 
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We consider a network with a fixed number of 35 MSs, equally distributed 
between good and bad channel conditions (the odd MS is a “bad” one). Figures 26, 
27, 28 and 29 illustrate the results for the considered scenario in the case of the 
Max-C/I and PFQ scheduling policies, respectively. In both cases, the sleep ratio 
(Figures 26 and 28) and the overall cell throughput (Figures 27 and 29) are 
reported as a function of the system parameter τ, for two MSs with different 
channel conditions, “good” vs. “bad”, respectively, and two different values, 3 vs. 
40 frames, of the listening window size. Moreover, the corresponding values of 
each metric for the baseline scenario are represented in the respective graphs by a 
dotted horizontal line. In the latter case, only the results for the listening window 
size equal to 3 frames are reported, since those with different values are very 
similar. 
 
Figure 26. FTP traffic, 35 MSs, Max-C/I scheduler, Sleep ratio. 
 




We start analyzing the results for the baseline scenario, in which the sleep 
mode is activated only when an MS has no backlog in both directions. As 
expected, the sleep ratio is zero with PFQ (Figure 28), and is quite low with Max-
C/I (Figure 26). In fact, with a fair policy as PFQ, the system tends to grant a 
smaller amount of capacity to all the MSs in a round robin manner, which makes it 
unlikely to transmit all the backlog at each round (and thus go sleeping). This 
phenomenon is so relevant in the considered scenario that no MS is ever able to 
sleep. On the other hand, with an opportunistic scheduler like Max-C/I, it is very 
likely that grants are more bursty, following the channel dynamics, and also more 
frequent for the subset of MSs with a good channel. This implies in general a 
higher chance of eventually exhausting all the backlog, and therefore activating 
power saving. In fact, MSs with a good channel are able to achieve a sleep ratio 
around 0.4, while MSs with a bad channel achieve 0.15. 
Let us consider now the performance results for the proposed framework, and 
show how it can improve the energy efficiency compared with the baseline 
scenario. 
 
Figure 29. FTP traffic, 35 MSs, PFQ scheduler, overall network throughput. 
 
Figure 28. FTP traffic, 35 MSs, PFQ scheduler, sleep ratio. 
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First of all, we note that, with both Max-C/I and PFQ, respectively, the lower τ, 
the higher the sleep ratio, irrespectively of the other parameters settings. This can 
be explained since, with higher values of τ, the scheduling horizon of the frame 
work is longer, and therefore the number of MSs that must be kept awake in the 
awake set  A is higher. In particular, after a threshold value around 80 frames, the 
actual value of parameter τ is no more affecting the sleep ratio (and, more 
generally, the performance of the system). It is very interesting to note, however, 
that while this asymptotic behaviour tends to the baseline scenario in the case of 
Max-C/I (Figure 26), meaning that the subset of MSs that are kept awake by the 
proposed framework tends to include all those with some buffered data, this is not 
the case for PFQ. In fact, even in the worst case, the proposed framework is able 
to achieve a sleep ratio of around 0.4, respective 0.15, for good, respective bad, 
MSs, while there is no power saving in the corresponding baseline scenario. This is 
of course at a cost in terms of performance, as will be highlighted below. 
By still looking at Figures 26 and 28, we also note, as expected, that MSs 
with a better channel quality always get a higher sleep ratio. This is because of 
both the better spectral efficiency achieved by such MSs, and the higher 
scheduling priority. Moreover, the sleep ratio is also very much affected by the 
listening window size. In particular, as expected, the larger the listening window 
size, the smaller the sleep ratio.   
As already mentioned, the gain in terms of energy efficiency has a cost in 
terms of performance. If we look at Figures 27 and 29 first, we can see that a 
higher sleep ratio always results in a lower overall cell throughput. In particular, 
when considering values of τ below the threshold, the trade-off between energy 
efficiency and performance is clearly highlighted: the lower τ, the higher the sleep 
ratio and the lower the throughput. The reason is obviously that, with lower values 
of τ, it is higher the chance that the system utilization is reduced, since the more 
the BS forces MSs to sleep even though they have buffered data. In practice, our 
framework turns any work-conserving scheduling algorithm into a non work-
conserving one, so utilization can only be reduced. 
With values of τ higher than the threshold, we observe again a difference 
between Max-C/I and PFQ. In particular, in the former case the overall throughput 
is basically the same as the baseline scenario, while, in the latter case, it is always 
lower. Therefore, by pre-selecting a subset of backlogged MSs for scheduling, the 
framework is intrinsically changing the basic operation of a scheduler like PFQ, 
allowing for more frequently voiding the backlog in any case. As already noted, this 
is confirmed by a substantial gain in power efficiency, since the sleep ratio is raised 
from zero up to 0.4. 
5.3.4 VOD traffic scenario 
VoD is inherently a variable bit rate traffic, with soft QoS constraints in terms 
of delay and packet loss. In this scenario, we are interested in understanding to 
what extent the proposed framework is able to exploit the periods during which the 
bit rate of VoD source is low (or zero) in order to increase energy efficiency. 
We consider a network with a fixed number of 25 MSs, equally distributed 
between good and bad channel conditions, which corresponds to an average 
downlink sub-frame utilization equal to 0.8. In the baseline scenario, there is no 




Figures 31, 31, 33 and 33 show the simulation results in the case of the Max-
C/I and PFQ scheduling policies, respectively. In both cases, the sleep ratio 
(Figures 31 and 33) and the frame loss (Figures 31 and 33) are reported, again as 
a function of the system parameter τ, for two MSs with different channel conditions, 
“good” vs. “bad”, respectively, and two different values, 3 vs. 40, of the listening 
window size. The results for the baseline scenario are represented in the 
respective graphs by a dotted horizontal line. 
As far as the baseline case and the sleep ratio are considered, we can 
observe the same pattern as in the bulk traffic case, i.e., the sleep ratio is much 
higher with Max-C/I than with PFQ. However, we can note that in this case the 
sleep ratio is not zero, though quite low, with PFQ, while it is quite high with Max-
C/I. We can ascribe this change to the variable bit rate characteristics of VoD 
traffic, which allow for more frequent periods with no backlog at the BS that can be 
exploited by the power saving mechanism. 
As far as the proposed framework is concerned, we observe again that the 
sleep ratio increases by decreasing the value of τ below a given threshold, which is 
 
Figure 31. VoD traffic, 25 MSs, Max-C/I scheduler, Frame loss. 
 
Figure 31. VoD traffic, 25 MSs, Max-C/I scheduler, Sleep ratio. 
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around 80 also in this case (see Figures 31 and 33). More specifically, even though 
the gain margin over the baseline case is reduced with Max-C/I, because the sleep 
ratio is already quite high due to the traffic characteristics, we are still able to obtain 
an increase between 0.1 to 0.2, depending on the channel conditions, for 
acceptable values of the frame loss (e.g., τ = 40). However, the efficiency of the 
framework is truly demonstrated by the PFQ case, where the sleep ratio increases 
from around 0.05 to more than 0.6 even in the asymptotic behavior above the 
threshold value of τ. This is particularly relevant because: (i) it is obtained basically 
at no cost in terms of quality of service, since the frame loss is still zero, which is 
the most relevant metric for streaming video, and (ii) PFQ is much likely the most 
appropriate service discipline for this kind of traffic, since (proportional) fairness 
provides a minimum service guarantee for each VoD connection. 
Figures 31 and 33 better highlights the actual trade-off between energy 
efficiency and performance by varying τ. In particular, we can see that the frame 
loss steeply increases to unacceptable values immediately below the threshold, in 
the case of the smaller listening window size. However, we observe that, for a 
higher value of the latter, i.e. 40 in our simulations, and both with the Max-C/I and 
the PFQ scheduling policies, there is a range of values below the threshold, i.e., 
between 40 and 80, for which the frame loss is stuck to zero, or slightly increases 
but to values below 0.05 for MSs with a bad channel. As already observed, if we 
look at Figures 31 and 33, we can see that the corresponding values of the loss 
ratio keep increasing by decreasing τ, and are greater than those obtained in the 
baseline scenario. In general, depending on the specific scenario, one can think of 
tuning down the value of τ as far as the quality of service, measured by a specific 




Finally, by looking at the results obtained in all considered scenarios we can 
see that a tradeoff occurs with different values of τ. This is because the optimal 
setting of this parameter is very sensitive to the network load and the number of 
mobile stations in the cell. We leave the development of an algorithm that 
dynamically adapts τ to network load for future work. 
5.4 Conclusions 
In this chapter we presented a framework to add power saving functionalities 
to any data schedulers. Based on the conclusions of Chapter 4 we designed a 
framework where potentially any scheduling policy can be implemented in order to 
make it power saving aware. While the original policy is maintained, the framework 
provides a module to manage the sleep periods of the stations. As demonstrated in 
the performance evaluation section, our proposal helps to improve the energy 
efficiency of the terminals. In some cases this improvement shows a drawback in 
terms of less throughput and additional delay but this trade off is tunable.  
 
Figure 33. VoD traffic, 25 MSs, PFQ scheduler, Frame loss. 
 
Figure 33. VoD traffic, 25 MSs, PFQ scheduler, Sleep ratio. 
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Chapter 6  
 
Conclusions 
In this thesis we carried out an extensive study of the power saving 
mechanism defined in IEEE 802.16e.  
In the first part we presented an exhaustive performance evaluation of the 
sleep mode as defined in the standard. We aimed at evaluating its effectiveness 
considering different traffic scenarios, in particular we considered both best effort 
and real time traffic to evaluate respectively class I and class II sleep modes. In 
order to evaluate how the system settings influence the results we run a 
preliminary analysis to expose the factors that mostly influence the performance. 
Eventually, we drew the following conclusions: 
• In best effort traffic scenarios, the use of class I is effective. In particular, 
since the delay does not depend significantly on how the class I power 
saving parameters are set they can be tuned to maximize the sleep time. 
Our simulations with web traffic showed that the energy consumption can 
be reduced by 90% without affecting noticeably the page delay.  
• The load of the network and other network parameters like idle timeout and 
initial sleep window size have a negligible impact on the energy-related 
metrics. 
• In VoIP traffic scenarios, the use of class II is effective, however the 
experience related metrics (e.g. MOS for VoIP) are significantly 
influenced by power saving settings. Rather than best effort traffic, for 
some value of sleep mode settings, the quality of the service can 
decrease below an acceptable level.  
• In sleep mode class II, energy related metrics and MOS are mainly 
influenced by the size of the listening window and the maximum sleep 
window size. Their values result in a trade off between energy 
consumption and the quality of the conversation. For this reason they 
must be tuned accordingly. 
Based on the results of the first part, we designed an energy aware 
scheduling framework to improve further the energy efficiency. The framework 




a power efficient scheduler. The rationale behind our proposal is to reduce further 
the energy consumption of MSs forcing the sleep mode to be enabled also when 
there is network activity. We evaluated the proposal through an extensive set of 
simulations where FTP and Video On Demand traffic is simulated. The proposal is 





Usually, to study a system through simulation, the analyst designs a 
simulation campaign where the system is emulated in different scenarios 
characterized by different values of the factors. In general the goal of a properly 
designed simulation campaign is to obtain the maximum knowledge with the 
minimum number of simulations [44]. Thoughtful design of the campaign also helps 
in separating out the effects of factors affecting the performance, and in 
determining if a factor has a significant or negligible effect on the response 
variable. The latter is not always totally obvious because the response can change 
with different values of a factor, but observed differences might be simply due to 
random variations caused by measurement errors and other parameters that were 
not under control. 
If there are no computational constraints on the simulation campaign to be 
run, one can straightforwardly run one simulation for every possible combination of 
all the factors. This kind of analysis is called full factorial, and it can be automated 
to some extent with publicly available tools like [45], [46] and [47], which are 
developed for widely used network simulators, i.e. SWAN, ns-2, and openWNS. 
Even though automation can lessen the burden of configuring and running the 
experiments, still the running time of a full factorial analysis can be quite high. In 
fact, if there are k factors, given that the n-th factor has ni  levels, a full factorial 







=∏  (3) 
It is easy to see that n can grow very large even with a relatively small 
number of factors, due to the product in (3). Therefore, it is not always possible to 
run a full factorial analysis, because of constraints on the overall running time of 
simulations, or on the amount of output data to be collected and analyzed. In most 
cases, a fractional factorial analysis is carried out instead, where the system 
response to only a subset of all the possible combinations of factors is actually 
investigated. To reduce the number of required experiments, one can decrease the 




possible, because the analyst does not have enough insight of the system to 
determine a priori if there are factors that have a minor impact on the performance. 
Therefore, it is necessary to design a simulation campaign with a reduced numbers 
of levels in order to preliminary evaluate how each variation of the factors 
influences the responses. The 2k ⋅ r factorial analysis is an established method of 
system analysis [25], where only two levels for each factor are retained. Others can 
be re-introduced in subsequent phases of the analysis, based on the results 
obtained with this preliminary analysis. This method is well-known and widely used 
in practice. For instance, in [49] the authors use 2k ⋅ r factorial analysis to evaluate 
the performance of a novel routing protocol for mobile ad-hoc wireless networks. In 
[50] this method is used to identify the parameters that influence the performance 
of the video transmission over frame relay networks. The 2k ⋅ r factorial analysis is 
not only useful in networking but there are several works that exploit it in different 
fields, e.g. in [51] it is used to investigate the impact of the design parameters of a 
chip packaging process. 
In the following we provide a detailed description of the 2k ⋅ r factorial 
methodology adopted in the performance evaluation of this work.  
In order to facilitate the execution of the analysis we developed a new tool 
that implement all the procedures for running a 2k ⋅ r factorial analysis in a simple 
and sound manner. The tool, called factorial2kr, has been developed within 
the ns2measure [48] framework, which is an integrated module, in a mature state 
of development, for collecting and analyzing statistical data with the widely used 
network simulator ns-2. The tool has been made available in [24]. 
For the sake of completeness, Appendix A provides a short description of the 
factorial2kr tool.  
Methodology description 
The 2k ⋅ r factorial analysis helps in separating out the effects of all factors 
obtaining for each one the relative and absolute contributions in terms of a 
performance index. It needs a simulations set in which the k parameters to be 
investigated are fully varied between two fixed value (one low and one high, 
respectively) to evaluate the contribution of every factor. Every scenario is 
replicated r times, each time with different seeds for initializing the random number 
generators, to evaluate the contribution of the statistical variations and 
experimental errors. The results of this analysis are the absolute and relative 
contributions of all factors and of any possible combination of them. The 
combination of two or more factors is the effect due to the mutual variation of these 
factors. An absolute contribution represents the variation of the performance index 
in absolute terms with respect to the corresponding parameter: a positive value 
indicates an increment of the object function with a higher value of that factor. A 
relative contribution is a percentage that indicates the slice of the total shift of 
performance index due to the variation of the value of a parameter from the low to 
the high value. The variations of the results that cannot be considered to depend 
on the factors, but might be due to statistical errors or parameters not considered 
into the analysis, fall into the measure called unexplained variations. Starting from 
the value of the unexplained variations, the confidence interval of the absolute 
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contributions is calculated; this interval helps to quantify the reliability of the 
computed contributions.  
In the following we are going to illustrate how the contribution are evaluated 
starting from the responses of all replicas in each scenario.  
The analytical model used to represent the response of any scenario in the 
simple k = 2 case is the following: 
0 a b b b a b a by = q +q x +q x +q x x +e⋅⋅ ⋅ ⋅ ⋅  
where q0 accounts for the amount of response that does not change between 
the different scenarios (a kind of baseline), whereas the other qi terms represent 
each the contribution of a different factor i, xi is either 1 or –1 depending on 
whether the level is low or high, respectively, and e accounts for the experimental 
error. Moreover, the interferences due to interactions between factors are also 
taken into account: two, or more, factors are said to interact if the amount of effect 
of one depends upon the level of the others. The term qij accounts for the 
combined effect of factors i and j. 
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where iy  is the average result of the i-th scenario and S is a matrix called 
sign table; an example of it is the following (in the two-factor scenario): 
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
S
− −⎡ ⎤





This matrix is formed using the following guidelines. The first column of the 
matrix consists of all 1’s and is used to calculate the average of all scenario results, 
the next two columns represent a single parameter and contain basically all 
possible combination of –1 and 1. The fourth column is the product of the entries in 
the previous columns and corresponds to the combined effect of the two 
parameters. Each row has associated a single scenario in which the parameters 
and the value of each element in the row is 1 if the value of the corresponding 
factor is high, otherwise it is –1. 
The qi’s are absolute contributions; if we want to derive the relative 
contributions, we have to compute the variations. Specifically, the total variation or 
Total Sum of Squares (SST) is given by: 
( )2i, j
i, j
y y−∑  
where y  is the mean of responses from all replications of all experiments, 
while yij is the result of the j-th replica of the i-th scenario. The SST can be divided 
into several parts as follows: 
( )2 2 2 22 ... 2 ...k ki, j a a b i, j
i, j i, j




SST SSA SSAB SSE= +…+ +…+  
where 0 ... ...i, j i, j a a ab a be = y q q x q x x− − ⋅ − − ⋅ ⋅ − , and SSA, SSB, SSAB are 
variations explained by factors A, B and interaction AB, respectively. The SSE is 
the unexplained variation attributed to the experimental errors and parameters that 
were not under control. 
Since the total variation can be represented by the following: 
( )2 2 2 2 20ij ij ij
i, j i, j i, j
SST = y y = y y = y q = SSY SS0− − − −∑ ∑ ∑  
we can write this relation as SST = SSY – SS0 = SSA + SSB + … + SSAB + 
… + SSE. This can be used as a lead to compute SSE. In conclusion, the sum of 
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From the sum of squares we can obtain the percentage of the variation of y 
due to the j-th effect evaluating the ratios between the sum of squares of the 
factors and the total sum of squares. 
Confidence intervals for the effects can eventually be derived by computing 







The quantity on the right side of this equation is called Mean Square of Errors 
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The confidence intervals for the effects are: 
qi = t 1−
2







⋅ sqi  
where the t-value is read at 2 ( 1)k r⋅ −  degrees of freedom. The confidence 
interval can be used to understand if a factor can be ignored or not. Starting from 
the assumption that the statistical errors must be negligible in a well designed 
simulation campaign, if the range of the absolute contribution of one factor contains 
the zero, the effect of that factor can be ignored. 
The statistical confidence of the results is based on the following 
assumptions, which ensure that the observations are independent and normally 
distributed with constant variance: 
(i) the model errors are statistically independent; 
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(ii) the errors are normally distributed; 
Visual tests can be run a posteriori on the results to check whether the 
assumptions hold with an acceptable approximation: 
(i) (independent errors) We compute the residuals and prepare a scattered 
plot of residuals versus the predicted response. Any visible trends in the 
scatter plot indicate a dependence of errors on the factors levels. If the 
residuals are one or more orders of magnitude smaller than the predicted 
response, any trend can be ignored. 
(ii) (normally distributed errors) We prepare normal quantile-quantile (Q-Q) 






Appendix B  
 
Factorial2kr tool 
The factorial2k tool is released under GPL and it is publicly available2. 
As described below, it performs the post simulation analysis using the 
factorial methodology. 
The first step is to run a simulation campaign designed according to the 2k ⋅ r 
factorial guidelines: two only levels for each of the k factors (one high and one low) 
are mutually varied all together obtaining all the possible combinations. Each 
combination represents a scenario that must be replicated with different random 
seeds r times. Starting from the raw data collected using ns2measure, the 
factorial2kr tool analyzes the results performing all the passages previously 
illustrated finally showing as output the absolute and relative contributions of each 
factor and their combinations. Moreover, the tool uses the results of the single 
replicas to evaluate the statistical errors, which are summarized by the confidence 
interval of the absolute contributions and the percentage of the unexplained 
variations. The obtained output is shown in Table 14. 
The interpretation of the output is as follows. The base value of the response 
variable is y. Each factor, or combination of factors, i contributes to the final value 
of the metric by an amount equal to xi, i ∈ {A, B, C, AB, AC, BC, ABC } in absolute 
terms. For instance, if xA > 0, this means that the metric of interest increases by xA 
by switching the level of factor A from low to high. Similarly, if xAB < 0, this means 
that the metric of interest decreases as factors A and B switch from low to high 
level together. Note that this is in addition to any change of the metric of interest 
due to each single factor. The relative weight of each factor, or combination of 
factors, is reported in the last column as a percentage of variation. The rows with 
the highest values of pi correspond to the most important factors, as far as the 
metric of interest is concerned. Note that 100ip e= −∑ , i.e. in general there is a 
fraction of the variation which cannot be explained by changing the values of the 
factors. This unexplained variation is the sum of two components: i) errors due to 
                                                       
 
2 Further information can be found in the following web page: http://cng1.iet.unipi.it/wiki/index.php/Factorial2kr 
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the initialization of the random number generators and ii) errors due to the system 
parameters not considered as factors in the analysis. 
All the passages performed according to the guidelines of the factorial 
methodology are based on the assumptions of independent and normally 
distributed errors. Such assumptions must be verified to validate the analysis. To 
this purpose, the tool provides, in two different files, the raw data to plot the 
residuals versus the predicted response and the normal quantile-quantile (Q-Q).  
 
Table 14. Example output of analysis 2k ⋅  r. 













A xA cA pA 
B xB cB pB 
C xC cC pC 
A*B xAB cAB pAB 
A*C xAC cAC pAC 
B*C xBC cBC pBC 







Visual Tests For Factorial Analysis 
Assumptions 
The 2k ⋅ r! analysis relies on the assumption of independent and normally 
distributed errors. The validity of this assumption can be verified a posteriori 
through visualization of two plots:  the scattered plot of residuals versus the 
predicted response and the normal quantile-quantile (Q-Q) plot of errors. First, 
either the plot of residuals must not show any visible trends or the residuals must 
be one or more orders of magnitude smaller than the predicted response. Second, 
the normal Q-Q plot must be approximately linear. The Q-Q and residuals plots are 
shown in Fig. 34 and Fig. 35, for power saving class I, and in Fig. 36 and Fig. 37 



























































Normal Quantile-Quantile Transition Rate BE traffic
 














































Plot of Residuals Transition rate BE traffic
 


































































Normal Quantile-Quantile Transition Rate VoIP traffic
 
















































Plot of Residuals Transition rate VoIP traffic
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