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AN ITÔ FORMULA FOR ROUGH PARTIAL DIFFERENTIAL EQUATIONS.
APPLICATION TO THE MAXIMUM PRINCIPLE
ANTOINE HOCQUET AND TORSTEIN NILSSEN
Abstract. We investigate existence, uniqueness and regularity for solutions of rough parabolic
equations of the form ∂tu − Atu − f = (X˙t(x) · ∇ + Y˙t(x))u on [0, T ] × Rd. To do so, we
introduce a concept of “differential rough driver”, which comes with a counterpart of the usual
controlled paths spaces in rough paths theory, built on the Sobolev spacesW k,p.We also define
a natural notion of geometricity in this context, and show how it relates to a product formula for
controlled paths. In the case of transport noise (i.e. when Y = 0), we use this framework to prove
an Itô Formula (in the sense “chain rule”) for Nemytskii operations of the form u 7→ F (u),where
F is C2. Our method is based on energy estimates, and a generalization of the Moser Iteration
argument to prove boundedness of a dense class of solutions of parabolic problems as above. In
particular, we avoid the use of flow transformations by working directly at the level of the original
equation. We also address independently the case when F (u) = |u|p with p ≥ 2, and show that
an Itô Formula holds for continuous solutions of (non-necessarily parabolic) equations in Lp.
As an application of these results, we investigate the homogeneous Dirichlet boundary problem
on a bounded, smooth domain, and show that a weak maximum principle holds for sufficienlty
smooth coefficents.
Keywords — rough paths, rough PDEs, energy method, weak solutions, Itô formula, maximum
principle
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1. Introduction
Motivations. Consider a stochastic partial differential equation with multiplicative noise of
the form
dut −∆utdt = bi(t, x)∂iut ⋆ dXt + c(t, x)ut ⋆ dYt , on (0, T ]× Rd (1.1)
(with implicit summation over repeated indices), where T ∈ (0,∞) denotes a fixed time
horizon, X and Y are fractional Brownian motions with Hurst index H > 1/3, and where for
now the product “⋆” is subject to different possible meanings (for instance Stratonovitch or Itô).
Equations such as (1.1) arise in many different Stochastic models. To name a few, this includes
Filtering Theory [31], Stochastic McKean-Vlasov equations [37], or pathwise stochastic control
problems (see for instance [10, Example 2] and references therein). In the more general context
of a degenerate left hand side, this type of noise appears in stochastic transport equations (with
c = 0), where a regularization by noise phenomenon is observed [21, 11]. More generally, it
is also relevant in the context of stochastic conservation laws, see [30] for an overview. We
also mention the works [14, 8] where the authors solve an equation similar to (1.1), with the
difference that they consider a vector field b(t, x) which is rough with respect to the space-like
variable.
The way (1.1) is usually dealt with is by definition of an appropriate functional setting, in
which standard Itô Calculus tools can be used. We refer for instance to the classical works
of Pardoux, Krylov and Rozovskii [48, 41]. Although these approaches are quite sucessful, it
is well-known that the solution map X 7→ u is not continuous in general. This constitutes an
importantmotivation for introducing a rough paths formulation of (1.1) (in particular because the
examples given above display a need for stability results, see [24]). Rough parabolic differential
equations such as (1.1) have been investigated in [9, 23, 10, 24] where a viscosity formulation
is proposed, based on ideas of Lions and Souganidis [43, 44]. Despite their success, these
papers appeal to an extensive use of flow transformation techniques, which has some conceptual
disadvantages. In particular, they have to make the assumption that the solutions are obtained
as limits of approximations. To the best of our knowledge, the Feynmann-Kac representation
technique used in [16], constitutes the first attempt to deal with (1.1) directly (there is also the
semigroup approach of Gubinelli, Deya and Tindel [28, 17], but their results do not seem to
cover the case of a gradient noise as above).
One of our main purposes in this paper is to pursue the variational approach initiated by
Deya, Gubinelli, Hofmanova and Tindel in [18], by defining, among other things, a suitable
functional setting for generalized versions of (1.1). In this sense, we will particularly emphasize
the topological aspects associated with (1.1), for instance by introducing the controlled paths
spaces Dα,pB , as well as their parabolic counterpart Hα,pB (see sections 3 and 4). Working with
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classical PDE techniques such as energy estimates and maximum principles, our contribution
can be seen as an attempt to extend Krylov’s analytic approach [38] to the RPDE context. One
of the key concepts we will use here is that of an “unbounded rough driver”, as introduced by
Bailleul and Gubinelli in [4]. More specifically, we will introduce a notion of “differential rough
driver”, which is a particular case of the former (see Definition 2.1). We will also provide a
natural, intrinsic notion of geometricity for differential rough drivers. As investigated in Section
A, geometric differential rough drivers display remarkable algebraic properties. In particular,
they are simultaneously symmetric, closed and renormalizable in the sense of [4, definitions
5.3, 5.4 & 5.7]. In contrast with the previous works [18, 35, 36], we will be able to consider
these objects “as such”, in the sense that we will not refer to any (geometric) finite-dimensional
rough path. This observation, which can be seen as one of our main contributions, allows us
to (hopefully) improve the clarity of the presentation, but also to gain generality in the statements.
Stochastic parabolicity and criticality. In contrast with the recent developments on rough
parabolic equations [28, 32, 34, 33, 27, 47, 3], the noise term in (1.1) is finite-dimensional, so
that in appearance (1.1) does not fall into the category of “singular PDEs”. However, difficulties
arise from the fact that the operation u 7→ b · ∇u is unbounded, a side effect of which is that
the low time-regularity of solutions implies in turn low space-regularity, as can be seen by the
scaling properties of the equation. In fact, in the case when H = 1/2 and c = 0, the transform
(t, x) → (λ2t, λx) leaves the equation invariant (at least formally, using the scaling properties
of the Brownian Motion). Leaving aside mathematical rigor, this indicates that the regularity
of the left hand hand side matches that of the right hand side, and hence in general (1.1) cannot
be considered as a perturbation of a heat equation at small scales. In this sense, the equation
(1.1) is “not really parabolic” and the use of semigroups and variation of constants formulae is
irrelevant (we nevertheless refer to the recent work [26] in a similar context). We also point out
that the scaling invariance of (1.1) indicates that it is “critical” in the sense given in [33, Section
8], and this is the case regardless of the space dimension d.
To illustrate these difficulties, let for simplicity d = 1, H = 1/2, let b be a constant and set
c = 0. Assume for a moment that the symbol “⋆” in (1.1) stands for Itô integration. Computing
(formally) the Itô Formula for the square of the L2-norm of the solution, one sees that the
correction term is given by
´
Rd
b2(∂xu)
2, which dangerously competes with the conservative
term −2 ´
Rd
(∂xu)
2 brought by the Laplacian. In particular, the usual technique to obtain an
a priori estimate for u fails unless 1/2b2 < 1, which is known as the strong parabolicity
assumption. This condition is in fact necessary to ensure well-posedness as can be seen by
taking the spatial Fourier Transform in the equation (we refer the reader to [41, Section III.3]).
If on the other hand (1.1) is understood in the Stratonovitch sense, the latter problem disappears,
and this is to be related to the fact that a Stratonovitch equation satisfies a “standard” chain rule
of the form
d(F (u)) = F ′(u) ◦ du (1.2)
(meaning in particular that no correction term of the above form appears). Besides introducing
a new functional framework for (1.1), our main objective in this paper is to investigate the
chain rule (1.2), which will be systematically addressed in the transport-noise case (see the next
paragraph), assuming “geometricity of the driving noise” (in the sense that the geometricity is
understood at the level of the differential rough driver, see Definition 2.2). In the stochastic
setting the geometricity assumption essentially means that (1.1) should be understood in the
Stratonovitch sense. Though this assumption will be essential in the above analysis, we point
out that (1.1) can always be translated in terms of an equivalent Stratonovitch equation. If strong
parabolicity is assumed, it is straightforward that this corrected equation is still of the form
(2.20) given above, and hence our main results still apply in this practical case.
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Generalization: solvability and Itô Formula. In this paper, we introduce a generalization
of (1.1), written in the form{
dut − (Atu+ ft(x))dt = dBtut , on (0, T ]× Rd
u0 given in L
p(Rd) ,
(1.3)
where the unknown ut(x) is seen as a path with values in the Lebesgue space Lp(Rd), for some
p ∈ [1,∞]. Here B denotes a geometric, differential rough driver, formally:
dBt := dσ
i
t(x)∂i + dρt(x) (1.4)
for given coefficients (σi)1≤i≤d, ρ, which are sufficiently regular with respect to x. According to
the usual rough paths terminology,B is in fact an enhancement of a continuous path b : [0, T ]→
D1 where D1 is the space of differential operators of order one (endowed with an appropriate
family of semi-norms). This means that the value of the coefficients in (1.4) is not sufficient
to fully characterize the meaning of (1.3), and additional information – essentially yielding
a “prescribed value” for the ill-defined iterated integral
˜
s<r1<r2<t
dBr1 ◦ dBr2 – is needed.
Throughout the paper, we will assume that b has bounded 1/α-variation for some α > 1/3,
covering in particular (1.1) with H > 1/3. The symbols “d” in (1.4) indicate that the equation
(1.3) should be understood in terms of a suitable rough integration map, which is well-defined
for paths u : [0, T ] → Lp that are controlled by B (this notion will be introduced in Section
3). Concerning the left hand side of (2.20), we will assume throughout the paper that At is a
time-dependent family of elliptic operators on divergence form
Atu(x) = ∂i(a
ij(t, x)∂ju(x)), (1.5)
whith coefficientsaij being possibly discontinuous but bounded above and below (see assumption
2.1), while the free term f will be an element of the Sobolev space L2(0, T ;H−1). Our first
main achievement is to prove well-posedness for (1.3) in the case where B is geometric, hence
generalizing the results of [35]. This will be done in Section 5.
Next, we will address the problem of writing an Itô formula for solutions of (1.3), where in
addition of geometricity, we will assume that B is “transport-like”, that is:
ρ = 0 in (1.4) (1.6)
(see Definition 2.5 for a formal definition). The problem of writing a chain rule for (1.3) arises
in a very natural way when studying the well-posedness of (1.1), as illustrated by the previous
paragraph and the search for an energy estimate (this corresponds to the choice F (z) = z2 in
(1.2)). In the stochastic setting, we mention the works of Krylov in [39, 40], where specific
care is given for the case F (z) = |z|p, p ≥ 2. (We also refer to [53], in the case of space-time
white noise.) The justification that a chain rule holds is also useful to establish comparison
principles, where the corresponding choice of function would typically be F (z) = z± (or a
suitable regularized version thereof).
Under the assumption (1.6), we will prove that a chain rule like (1.2) holds for any F ∈
C2(R,R) with F (0) = F ′(0) = 0. Concretely, we will see that
d(F (u))− F ′(u)(Atu+ f)dt = dB(F (u)) (1.7)
(see Theorem 2.1 for a precise statement). We point out that, because of the lack of space-
regularity of solutions, the formula (1.7) is by no means trivial. In particular, the solution u does
not satisfy the hypotheses of [22, Proposition 7.6] in general, see Remark 2.4. In some sense,
(1.7) can be seen as a parabolic analogue to the renormalization property for transport equations
in Sobolev spaces, in the sense of Di Perna and Lions [19] (see also [2, 15]). This result will
be applied in particular to obtain a weak maximum principle for an appropriate subclass of
problems of the form (1.3), as will be stated in Theorem 2.3.
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Due to the relative length of this paper, and since this drastically complicates the algebra, the
treatment of the general Itô Formula in the geometric case (e.g. taking ρ 6= 0 in (1.4)), will be
addressed in detail in a future work. Similarly, we could have considered more general operators
A (for instance adding a perturbation bi(t, x)∂iu+ c(t, x)u with integrability conditions on b, c,
see [35]) and addressed more general boundary problems, but we chose to restrict to the above
scenario for the sake of simplicity.
Organization of the Paper Our main result concerning the chain rule for (1.3), namely
Theorem 2.1, will be given in Section 2, where we also introduce notations and definitions. In
particular, we introduce an intrinsic formulation of (1.3), in the spirit of [18]. We will complete
our result by providing the chain rule for the case of interest F (u) := |u|p, p ≥ 2, where we
allow for broader conditions on u (especially we do not assume any parabolic structure here).
However, this result holds provided the solutions are continuous (in time and space). This will
be stated in Theorem 2.2. In Section 3, we make some reminders, about rough paths theory
mainly, and also about the so-called “Rough Gronwall Lemma”, as stated in [18]. The main
novelty of this section is that we introduce a notion of “controlled path space”Dα,pB , with respect
to a differential rough driverB, and quickly discuss existence (and uniqueness) of the Gubinelli
derivative. We then state and (re-)prove the so-called “remainder estimates” as given by Deya,
Gubinelli, Hofmanova and Tindel in [18, Theorem 2.5]. We provide an alternative formulation
of this result, which has the conceptual advantage of being understood as an a priori estimate
in Dα,pB (as in the usual finite-dimensional controlled path picture). In Section 4, we define
a suitable functional setting for rough parabolic equations by introducing the spaces Hα,pB and
their local analogue. We will then state one of the core arguments of this paper, which is the
“product formula” (Proposition 4.1). In Section 5, we use this result to solve a class of rough,
non-degenerate parabolic equation with free terms in the space L2(H−1). This is done via
energy estimates, and the use of the Rough Gronwall Lemma. Section 6 is devoted to the study
of Banach algebras A [u] generated by a continuous solution u, with application to the proof of
Theorem 2.2. We will first prove an Itô Formula for holomorphic functions, and then conclude
by approximating F (z) := |z|p via the sequence Fn(z) = (n−2 + z2)p/2. Besides proving the
chain rule for the Lp-norm of solutions, one of the interests of this section is that it provides a
direct proof of the Itô Formula for continuous approximations of the parabolic problem (1.3).
This avoids in particular the use of any external references for chain rules in a classical PDE
setting (though chain rules for equations of the form (1.1) with X ∈ C1 should be well-known
in principle, it is actually not so straightforward to find a systematic proof in the literature). In
Section 7 we show, using a Moser Iteration, that a “large” class of solutions to rough parabolic
problems of the form (1.3) are bounded. This fact, together with a density argument, will be
the core argument in Section 8 in order to prove Theorem 2.1. Section 9 is devoted to the proof
of Theorem 2.3. After addressing the solvability of the homogeneous Dirichlet problem on a
smooth, bounded domain, we show, using our Itô Formula, that the solutions satisfy a weak
maximum principle.
Finally, in Appendix A, we discuss the “renormalization property” for geometric differential
rough drivers, hence generalizing [18, Section 3.2]. Though being rather technical, this property
is crucial to obtain the product formula (i.e. Proposition 4.1). In particular, it is shown that our
notion of geometricity introduced in Section 2ensures the renormalization property, seeTheorem
A.1.
2. Preliminaries and main results
2.1. Notation. Throughout the paper, the notationK ⊂⊂ Rd stands for “K is a compact set in
Rd”. The symbol T > 0 refers to a finite, fixed time-horizon.
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By N, we denote the set of natural integers 1, 2, . . . , and we let N0 := N ∪ {0}, while
Z := N0 ∪ (−N). Real numbers are denoted by R, complex numbers by C, and moreover we
make use of the notation R+ := [0,∞).
Given Banach spacesX, Y, we will denote by L (X, Y ) the space of linear, continuous maps
from X to Y, endowed with the operator norm. For f in X∗ := L (X,R), we denote the dual
pairing by
X∗
〈
f, g
〉
X
(i.e. the evaluation of f at g ∈ X). When they are clear from the context, we will simply omit
the underlying spaces and write 〈f, g〉 instead.
Sobolev spaces and scales. For an open smooth domain U ⊂ Rd, we will consider the
usual Lebesgue and Sobolev spaces in the space-like variable: Lp(U), W k,p(U), for k ∈ N0,
and p ∈ [1,∞], and we distinguish the case p = 2 by writing Hk(U) := W 2,k(U). We denote
their respective norms by | · |Lp(U), | · |W k,p(U), | · |Hk(U). With the exception of Section 3.2, the
notations Lp, W k,p and Hk refer to the whole space scenario U = Rd. When k is negative, we
defineW k,p to be the range of the linear mapping
T : (Lp)Nk ∋ h 7→ Th := (∂γhγ)|γ|≤|k| (weak sense), (2.1)
where |γ| := γ1+ · · ·+ γd andNk :=
∑
|γ|≤|k| |γ|. The norm of an element f ∈ W k,p is defined
as the infimum of the Lp-norms over every possible antiderivative of f, that is:
|f |W k,p := inf
h∈(Lp)Nk such that f=Th
∑
|α|≤|k|
|hγ |Lp, (2.2)
which is equivalent to the usual norm Sobolev norm when p > 1, see e.g. [6]. If U ⊂ Rd is
open with smooth boundary and if p ∈ [1,∞], we define the spacesW k,p0 as
W k,p0 (U)
def
=
{
f ∈ W k,p s.t. (n · ∇)jf = 0 for j ∈ N0, j < k − 1/p
}
.
where n denotes the outward unit vector associated to ∂U. As is well known, for p 6= ∞ and
k ∈ N0 we have (W k,p0 (U))∗ ≃ W−k,p′ where 1/p + 1/p′ = 1. It should be observed however
that for p = 1 the conventions (2.1)-(2.2) lead only to the relation
W−k,1 →֒ (W k,∞0 )∗, (2.3)
and that this embedding is not surjective.
In the sequel, we call a scale any graded family of topological vector spaces of the form
(Ek, | · |k)k∈I with I ⊂ Z such that Ek is continuously embedded into Ek−1, for each k ∈ I. In
the context of (1.3), we do not need the set I to be infinite in general. In fact, the set
I := {−3,−2,−1, 0, 1, 2, 3} (2.4)
will be sufficient for our purposes. Our framework is somewhat similar as that of a Gelfand
triple V →֒ H ≡ H ′ →֒ V ′, except more spaces are needed. The latter picture also suffers
the fact that in Rd, there is of course no order between Lp and Lq for different values of p, q.
This will be circumvented by considering the Fréchet spacesW k,ploc , andH
k
loc, which are defined
as usual through the property “u ∈ W k,ploc ⇔ u ∈ W k,p(K), ∀K ⊂⊂ Rd” (and similarly forHkloc).
For 0 ≤ s ≤ t ≤ T and f = fr(x) we use the notation
‖f‖Lr(s,t;Lq) :=
(ˆ t
s
(ˆ
Rd
|fr(x)|qdx
)r/q
dr
)1/r
,
and for simplicity we will sometimes write ‖f‖Lr(Lq) as a synonym for ‖f‖Lr(0,T ;Lq). Further-
more, the space of continuous functions with values in a Fréchet space (E,Γ) will be denoted
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by C(0, T ;E). It is equipped with the family of semi-norms ‖f‖C(0,T ;E),γ := supr∈I γ(fr), for
any semi-norm γ ∈ Γ of E.
Controls and p-variation spaces. We will denote by∆,∆2 the simplices
∆ := {(s, t) ∈ [0, T ]2 , s ≤ t} , ∆2 := {(s, θ, t) ∈ [0, T ]3 , s ≤ θ ≤ t} . (2.5)
If E is a vector space and g : [0, T ]→ E, we define a two-parameter element δg as
δgst := gt − gs, for (s, t) ∈ ∆.
Similarly, we define another operation δ˜ by letting, for any g : ∆→ E, δ˜g be the quantity
δ˜gsθt := gst − gsθ − gθt, for (s, θ, t) ∈ ∆2,
and we recall that Kerδ˜ = Imδ. As usual in the framework of controlled paths, we will omit the
symbol ˜ on the second operation, and write abusively δ as a synonym for δ˜.
Wecall control on I any superadditivemapω : ∆→ R+, namely such that for all (s, θ, t) ∈ ∆2
ω(s, θ) + ω(θ, t) ≤ ω(s, t). (2.6)
(Note that the property (2.6) implies in particular that ω(t, t) = 0 for any t ∈ [0, T ].) We will
call ω regular if in addition ω is continuous. All the controls considered in this paper satisfy
this property.
If E is equipped with a family of semi-norms Γ, and α > 0, we denote by Vα1 (0, T ;E) the set
of paths g : [0, T ]→ E admitting left and right limits with respect to each of the variables, and
such that for each γ ∈ Γ, there exist a regular control ωγ : ∆→ R+ with
γ
(
δgst
) ≤ ωγ(s, t)α , (2.7)
for every (s, t) ∈ ∆. Similarly, we denote by Vα2 (0, T ;E) the set of 2-index maps g : ∆ → E
such that gtt = 0 for every t ∈ [0, T ] and
γ
(
gst
) ≤ ωγ(s, t)α , (2.8)
for all (s, t) ∈ ∆, and some family of regular controls ωγ. Note that g ∈ Vα1 (0, T ;E) if and only
if δg ∈ Vα2 (0, T ;E).
If (E, | · |E) is a Banach space, one defines a semi-norm J·KVα2 on Vα2 (0, T ;E) by taking the
infimum of ω(0, T )α over every possible control ω such that (2.8) holds. Alternatively, it is
equivalently defined as the q-variation of g with q := 1
α
. Namely, for 0 ≤ s ≤ t ≤ T, denoting
by Cs,t(g) := {ω : ∆s,t → R+ control s.t. (2.8) holds}, we have the property
JgKVα(s,t;E)
def
= inf
{
ω(s, t)α, ω ∈ Cs,t(g)
}
= ‖g‖Vα(s,t;E) def=

 sup
π∈Ps,t
∑
(ti,ti+1)∈π
|gtiti+1 |qE


1
q
, (2.9)
where we define Ps,t as the set of partitions of [s, t], that is Ps,t :=
{
π ∈ 2[s,t], # π < ∞
}
,
and where the notation “(ti, ti+1) ∈ π” is a shorthand for “{ti, ti+1} ⊂ π, such that ti < ti+1.”
We point out that the equality J·KVα = ‖ · ‖Vα has been investigated in [35].
By Vα2,loc(0, T ;E) we denote the space of maps g : ∆→ E such that there exists a countable
covering {Ik}k of I satisfying g ∈ Vα2 (Ik;E) for any k. We also define the set V1+2 (0, T ;E) of
“negligible remainders” as
V1+2 (0, T ;E) :=
⋃
α>1
Vα2 (0, T ;E),
and similarly for V1+2,loc(0, T ;E).
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2.2. Differential rough drivers. Before we give the formal definition of a differential rough
driver, let us quickly explain our approach in order to solve (1.3).
For simplicity, let A = 0 and assume that f is smooth. Let b : [0, T ]→ D1 be α-Hölder with
α > 1/3. Integrating formally (1.3) in time, we have
ut − us −
ˆ t
s
frdr = (bt − bs)us +
ˆ t
s
dbr(ur − us)
= B1stus +
¨
s<r1<r<t
dbr[dbr1ur1 + dr1fr1]
and thus
δust =
ˆ t
s
frdr +B
1
stus +B
2
stur1 + o(t− s), (2.10)
where we introduce the two-index map B = (B1, B2) defined as
B1st := bt − bs ∈ D1, B2st :=
¨
s<r1<r<t
dbrdbr1 ∈ D2 , 0 ≤ s ≤ t ≤ T , (2.11)
and where the smallness of the term o(t − s) in (2.10) is justified by the fact that one expects
any “reasonable” solution to satisfy an estimate of the form
|(
¨
s<r1<r<t
dbrdbr1)(ur1 − us)|W−3,p . (t− s)3α .
Note that when α > 1/2, the latter quantities are canonically defined via Riemann-Stieltjes
integration, according to an immediate generalization of Young Theorem [52]. This is in
contrast with the case α ≤ 1/2, where (2.11) does not make sense in general. Indeed, while the
definition of B1st seems not problematic for b continuous (just let B
1 := δb), this is no longer
true for the second component since it involves a limiting operation. (If b(n) → b uniformly
on [0, T ], the limit
˜
s<r1<r2<t
db(n)db(n) will typically depend on the approximating sequence
{b(n), n ∈ N}, if there exists any limit at all.) If there is such an object however, we expect it to
satisfy the so-called Chen’s relation
B2st = B
2
sθ +B
2
θt +B
1
θtB
1
sθ, for any 0 ≤ s ≤ θ ≤ t ≤ T, (2.12)
which reflects the linearity of the integral, and its additivity with respect to the domain of
integration. An essential insight of rough paths theory is that, assuming that B2st is given
with the property (2.14) (together with an appropriate analytic condition of the form (2.16)),
then one can simply define the solution u to (1.3) by the expansion (2.10). Following Davie’s
interpretation of rough differential equations [13], we will therefore say that u is a solution
to (2.20) if (2.10) holds. Since we have no requirement on the remainder o(t − s) in (2.10)
other than smallness in time (in a suitable Sobolev space), the fact that the above expansion is
sufficient to fully caracterize the solution u is not completely obvious. It is in fact a consequence
of the “Sewing Lemma”. For the reader’s convenience, we will recall a version of this lemma in
infinite dimensions, see Section 3.
The above picture is nothing but a “non-commutative analogue” of the usual rough paths
theory. Namely, one subtitutes real numbers – inwhich the coordinates of a path x : [0, T ]→ Rm
live – with operators (which are non-commutative objects), and we further let m = 1 (the case
of b : [0, T ] → (D1)m with m > 1 could be relevant in the case of systems, but we will not
discuss this generalization here). We refer for instance to the works [20, 12] (see also [4, Section
2]) for similar generalizations. Recall that a continuous, m-dimensional, 1/α-rough path is a
pair
X ≡ (X1,µ, X2,µν)1≤µ,ν≤m in Vα2 (0, T ;Rm)× V2α2 (0, T ;Rm×m), (2.13)
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such that Chen’s relations hold, namely:
δX1,µsθt = 0 , δX
2,µν
sθt = X
1,µ
sθ X
1,ν
θt , for (s, θ, t) ∈ ∆2 , 1 ≤ µ, ν ≤ m. (2.14)
Roughy speaking, the relations (2.14) indicate that X1,µst has the form x
µ
t − xµs ≡
´ t
s
dxµr for
some path x : [0, T ]→ Rm (determined up to a constant byX1) whileX2,µνst should be thought
of as a prescribed value for the (generally ill-defined) iterated integral
˜
s<r1<r2<t
dxνdxµ. If
x is smooth, there is a canonical lift of x to a rough path S2(x) ≡ (X1, X2), and it is indeed
defined as
X1st := δxst
def
= xt − xs, and X2st :=
¨
∆[s,t]
dxr2 ⊗ dxr1 , for (s, t) ∈ ∆.
By definition, the set of geometric rough paths corresponds to the closure (with respect to the
rough paths metric) of the canonical lifts S2(x) when x is smooth. We refer the reader to the
monographs [46, 25, 22] for a thorough introduction to geometric rough paths.
A useful notion is that of an unbounded rough driver. It was first introduced in [4], in the
context of transport equations. In this paper however, we chose to focus on unbounded rough
drivers that are given by differential operators, in contrast with the presentation given in the
previous works [35, 36]. We chose logically to call such objects “differential rough drivers”. In
the sequel we will denote by
D1 :=
{
T ≡ σi(x)∂i + ρ(x), s.t. (ρ, σ) ∈ W 2,∞ ×W 3,∞
}
,
D2 :=
{
T ≡ τ ij(x)∂ij + σi(x)∂i + ρ(x), s.t. (ρ, σ, τ) ∈ W 1,∞ ×W 2,∞ ×W 3,∞
} (2.15)
It is easily seen that Di ⊂ ∩3k=−3+iL (W k,p,W k−i,p) for i = 1, 2, and each p ∈ [1,∞]. In
addition we have the property that D1 ◦ D1 ⊂ D2,
Definition 2.1 (differential rough driver). Let α > 1/3. A pair of 2-index maps B ≡ (B1, B2)
is called a differential rough driver of regularity α if and only if
(RD1) Bi takes values in Di for i = 1, 2, and there exists a regular control ωB : ∆→ R+ such
that
|Bist|L (Hk ,Hk−i) ≤ ωB(s, t)iα , (2.16)
for every (s, t) ∈ ∆, any i ∈ {1, 2} and k such that −3 ≤ k − i ≤ k ≤ 3.
(RD2) Chen’s relations hold true, namely, for every (s, θ, t) ∈ ∆2, we have
δB1sθt = 0 , δB
2
sθt = B
1
θtB
1
sθ . (2.17)
Regarding the definition of Di, for i = 1, 2, it is easily seen that any differential rough driver can
be extended to a family of differential operatorsB
p
over the scale (W k,p)k∈I , for any p ∈ [1,∞].
For the sake of simplicity we will abuse notation and use the same symbol B for every such
extension.
Let (Ek)k∈I be a scale such that there exists p ∈ [1,∞] with the property that Ek →֒ W k,p for
each k ∈ I.We will say that B is a differential rough driver with respect to the scale (Ek)k∈I if
it is a differential rough driver such that the following holds
(RD1*) B maps the scale (Ek) into itself, namely:
BistEk ⊂ Ek−i , −3 ≤ k − i ≤ k ≤ 3, (s, t) ∈ ∆,
and the estimate (2.16) is satisfied with (Hk) being replaced by (Ek).
Example 2.1. Letm ∈ N and consider a continuous rough path (X1,µ, X2,µν)1≤µ,ν≤m with values
in Rm, and with finite 1/α-variation such that α ∈ (1/3, 1/2]. Consider σ ∈ W 3,∞(Rd;Rm×d)
and ρ ∈ W 2,∞(Rd,Rm), and for (s, t) ∈ ∆, i = 1, 2, define B ≡ (B1, B2) as:
B1st := X
1,µ
st (σ
µ
j ∂j + ρ
µ), B2st := X
2,µν
st (σ
µ
j ∂j + ρ
µ)(σνi ∂i + ρ
ν),
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for every (s, t) ∈ ∆. Then, B is easily seen to fulfill the properties (RD1)-(RD2).
Note that, if b : [0, T ] → D1 is a continuous path with finite variation (with respect to
the operator norm topology of ∩3k=−2L (Hk, Hk−1)), one can always define the canonical lift
B ≡ (B1, B2) := S2(b) as the differential rough driver given by
B1st := δbst ∈ D1 and
B2st :=
ˆ t
s
(br − bs)dbr ∈ D2,
(2.18)
The latter integral is well-defined in the sense of Riemann-Stieltjes, in the space D2 endowed
with the operator norm of ∩3k=−1L (Hk, Hk−2).
This observation leads us naturally to the following definition.
Definition 2.2 (Geometric differential rough driver). Let p ∈ [1,∞]. Given a differential rough
driver B with regularity α > 1/3, we will say that B is geometric if there exists a sequence of
paths b(n) ∈ C1(0, T ;D1), n ≥ 0, such that letting B(n) := S2(b(n)) we have
ρα(B(n), B)
def
=
∑3
k=−2
‖b(n)− B10 ·‖L∞(0,T ;L (Hk ,Hk−1))
+
∑2
i=1
∑3
k=−3+i
JBi(n)−BiKViα(0,T ;L (Hk ,Hk−i)) → 0. (2.19)
2.3. Notion of solution. Our ansatz is an equation of the form
dv = fdt + dBg (2.20)
on [0, T ]×Rd, where f is p-integrable as a mapping with values inW−1,p for some p ∈ [1,∞),
while g, as well as the unknown v, are by assumption bounded paths from [0, T ] to Lp. We are
ultimately interested in the case where the drift depends itself on the solution, and where g = v,
but for pedagogical purposes we shall state our definitions in this more general setting.
The following notion of solution was introduced in [4], see also [18].
Definition 2.3 (Weak solution). Let T > 0, α ∈ (1/3, 1/2] and fix q ∈ [1,∞]. Assume that we
are given f ∈ L1(0, T ; (W 1,q)∗) and that g is a path such that g ∈ L∞(0, T ; (Lq)∗). A mapping
v : [0, T ] → (Lq)∗ is called a weak solution to the rough PDE (2.20), with respect to the scale
of test functions (W k,q)k∈N, if v belongs to L∞(0, T ; (Lq)∗) and is such that for every φ ∈ W 3,q,
and every (s, t) ∈ ∆ :
〈δvst, φ〉 =
ˆ t
s
〈
fr, φ
〉
dr + 〈(B1st +B2st)gs, φ〉+ 〈v♮st, φ〉 , (2.21)
for some v♮ ∈ V1+2,loc(0, T ; (W 3,q)∗).
Though the notion of weak solution fulfills the minimal requirement under which remainder
estimates (see Proposition 3.3) are possible, it is somehow too general for the scope of this
paper. Due to the parabolic nature of the problem we are addressing in the present work, it is
indeed expected that solutions live in a “better space” than just L∞(0, T ; (Lq)∗). This motivates
the introduction of the following.
Definition 2.4 (Lp-solution). Letting p, p′ ∈ [1,∞] so that 1/p + 1/p′ = 1, we will say that
v is an Lp-solution of (2.20) if it is a weak solution with respect to the scale of test functions
(W k,p
′
)k∈N0 , and such that moreover
v ∈ L∞(0, T ;Lp) ∩ Lp(0, T ;W 1,p). (2.22)
Similarly, we will say that v is an Lploc-solution (or, letting U ⊂ Rd, an “Lp(U) solution”) if
it fulfills the above properties, where each occurence of the Sobolev spaces in the space-like
variable is replaced by its local counterpart.
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We will now make some further assumptions on B.
2.4. Transport-like drivers. For a geometric rough path (X1,µ, X2,µν)1≤µ,ν≤m it is well-known
that the symmetric part of X2 is expressed in terms of X1, as follows
symX2,µνst ≡
X2,µνst +X
2,νµ
st
2
=
XνstX
µ
st
2
, for all 1 ≤ µ, ν ≤ m, (2.23)
and every (s, t) ∈ ∆ (it suffices to use an approximating sequence and to observe that the
symmetric part is continuous with respect to the topology of uniform convergence, see [45]).
Imposing in turn (2.23) yields the possibility of approximating (X1, X2) by a sequence of
absolutely continuous paths, so that a geometric rough path is alternatively defined as a couple
(Xµ,Aµν)1≤µ,ν≤m where the last component is called the Levy area and corresponds to the
antisymmetric tensor:
A
µν
st :=
Xµν2,st −X2,νµst
2
, 1 ≤ µ, ν ≤ m, (s, t) ∈ ∆.
Now, consider (B1, B2) as in Example 2.1, and assume moroever that ρ = 0. Obviously, B1
satisfies the first order Leibniz rule
B1st(φψ) = (B
1
stφ)ψ + φ(B
1
stψ), (2.24)
for all (s, t) ∈ ∆, and φ, ψ ∈ C∞c , Concerning the second component, if we denote by
V µ := σµ · ∇ for µ = 1, . . . , m, we have on the other hand:
B2st(φψ) ≡ X2,µνst [(V µV νφ)ψ + (V νφ)(V µψ) + (V µφ)(V νψ) + φ(V µV νψ)]
=(B2stφ)ψ + φ(B
2
stψ) +
(
XµstX
ν
st
2
+ Aµνst
)
[(V νφ)(V µψ) + (V µφ)(V νψ)] (2.25)
where we have used the geometricity of X, and denoted by A its Lévy area, namely the
antisymmetric matrix corresponding to Aµν := 1/2(X2,µν − X2,νµ). Now, because of the
symmetry in µ and ν of the last summand in (2.25), the summation against Aµν vanishes,
yielding the formula
B2st(φψ) = (B
2
stφ)ψ + (B
1
stφ)(B
1
stψ) + φ(B
2
stψ), for φ, ψ ∈ C∞c . (2.26)
This observation motivates the following.
Definition 2.5. Let B be a geometric differential rough driver of regularity α > 1/3. We will
say that B is transport-like if it satisfies the relations (2.24) and (2.26) for any (s, t) ∈ ∆ and
φ, ψ ∈ C∞c .
Remark 2.1. Transport-like drivers are geometric by definition. In general, the question arises
whether the conditions (2.24)-(2.26) imply the geometricity ofB.We conjecture that the answer
is yes, however due to the academic nature of this question, we prefer to address it in a future
work.
Remark 2.2. For B defined as in Example 2.1, the antisymmetry of the Lévy Area gives the
relation
B2st =
XµstX
ν
st
2
V µV ν + Aµνst V
µV ν
=
1
2
B1stB
1
st +
1
2
A
µν
st [V
µ, V ν ],
(2.27)
where, interestingly enough, one recognizes the Lie Bracket [V k, V l] = V kV l − V lV k. In
particular we see that the second term above is a differential operator of first order only (in
contrast with B2).
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In general for a differential rough driver B, we can introduce the “bracket”
Lst := B
2
st − B1stB1st, (2.28)
by analogy with the bracket [X ]st := X2st − 12(X1st)2 of a one-dimensional, 2-step rough path
X. In contrast with what is encountered in the classical theory, note that the bracket does not
vanish in general forB geometric, which is a side effect of the non-commutativity of the algebra
of differential operators. However, if B is transport-like, elementary computations using (2.26)
show that for any φ, ψ ∈ C∞c :
Lst(φψ) = (B
2
stφ)ψ + (B
1
stφ)(B
1
stψ) + φ(B
2
stψ)
− 1
2
(B1stB
1
stφ)ψ − (B1stφ)(B1stψ)− φ
1
2
(B1stB
1
stψ)
= (Lstφ)ψ + φ(Lstψ), for all φ, ψ ∈ C∞c , (s, t) ∈ ∆,
(2.29)
showing thatL takes values in the space of derivations D˙1. In particular, unlessB1st is an element
ofD0,we see that Lst has strictly lower order thanB2st,which can be seen as a non-commutative
counterpart of the fact that [X ] = 0 for a real-valued, geometric rough path X.
Remark 2.3. If B denotes a differential rough driver, let L be its “bracket” as defined in (2.28).
By definition of L, we have
B2st(φψ) = (B
2
stφ)ψ + (B
1
stφ)(B
1
stψ) + φ(B
2
stψ)− lst(φ, ψ)
where lst denotes the (generally unbounded) bilinear operator
φ, ψ 7→ lst(φ, ψ) = Lst(φψ)− (Lstφ)ψ − φ(Lstψ) . (2.30)
To give a concrete example, consider a filtered probability space (Ω,A, {Ft, t ∈ [0, T ]}),
let W : Ω × [0, T ] → R be a Brownian motion, and fix V ∈ D1 \ D0. Define the (random)
differential rough driver BItoˆ = B(ω) by BItoˆ,1st := (Wt − Ws)V and, observing that a.s.´ t
s
(Wr−Ws)dWr = 12 [(Wt−Ws)2−(t−s)] (Itô sense), letBItoˆ,2st := 12 [(Wt−Ws)2−(t−s)]V 2.
With this definition, we have
Lst ≡ BItoˆ,2st −
1
2
BItoˆ,1st B
Itoˆ,1
st = −
(t− s)
2
V 2 ,
showing that L ∈ D2 \ D1, almost surely. In particular, B is not transport-like by Remark 2.2.
Moreover, with the notation (2.30) we have lst(φ, ψ) = (t− s)(V φ)(V ψ).
2.5. Assumptions on the coefficients and main results. In the whole paper, we consider a
second order differential operator of the form
At = ∂i(a
ij(t, ·)∂j · ) (2.31)
and where we will assume the following.
Assumption2.1. Wehavea = (aij)1≤i,j≤d ∈ L∞([0, T ]×Rd;Rd×d), and there exists a coercivity
constant ϑ > 0 such that for a.e. (t, x) ∈ [0, T ]× Rd :
ϑ
∑d
i=1
ξ2i ≤
∑
1≤i,j≤d
aij(t, x)ξiξj , ξ ∈ Rd . (2.32)
Beforewe state ourmain result, we shall first define a set of “admissible” functionsF : R→ R,
namely such that there is an Itô Formula for F (u).We let
C2adm := {F ∈ C2(R;R), s.t. F (0) = F ′(0) = 0 and |F ′′|L∞ <∞}. (2.33)
With this definition, we have the following.
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Theorem 2.1 (Itô Formula). Let A and B such that the assumptions 2.5 and 2.1 hold, and
assume in addition that B is transport-like, see Definition 2.5. Let u be an L2-solution of (1.3).
For every F ∈ C2adm it holds the chain rule
dF (u) = F ′(u)(Au+ f)dt+ dB[F (u)], (2.34)
in the sense that the path [0, T ]→ L1, t 7→ F (ut) is an L1-solution to the above equation. More
explicitly, we have for any φ ∈ W 3,∞ :
〈δF (u)st, φ〉 =
ˆ t
s
〈
F ′(ur)Arur, φ
〉
dr +
〈
(B1st +B
2
st) (F (us)) , φ
〉
+ 〈F ♮st, φ〉 (2.35)
for some unique remainder term F ♮ ∈ V1+2,loc(0, T ;W−3,1).
If in addition u : [0, T ]×Rd → R is compactly supported, then (2.35) holds for any F in C2.
Remark 2.4. As already mentioned in the introduction, the chain rule (2.34) is highly non-trivial
for Nemystkii operations of the above form, no matter how smooth F : R→ R is as a function.
As a matter of fact, the rough integral ˆ t
s
DF (ur)[dur] (2.36)
is not even well-defined a priori for an L2-solution u of (1.3), and this is so regardless of the
regularity of F.
Towit, note that the expression (2.36), implicitly appeals to a enhancement of u : [0, T ]→ L2,
as a rough path u = (u1, u2) In particular, we aim to find a topological vector spaceK such that
L2 is continuously embedded inK and such that ui : [0, T ]2 → K⊗i, for i = 1, 2. Leaving aside
the question of the choice of tensor product for K⊗2 (and whether a sense can be given to the
rough integral u2st ≡
´ t
s
δusr ⊗ dur inK⊗2), we see thatK must be chosen such that
u
1 ≡ δu ∈ Vα2 (0, T ;K) . (2.37)
For an L2-solution u, we only expect that δu ∈ Vα2 (0, T ;H−1) (see Section 3), and hence the
condition (2.37) imposes that H−1 →֒ K. In particular, this requires that the nonlinear operator
F¯ : H−1 → L1, u 7→ F¯ (u) := F (u(·))
be of class C1, which is cleary not the case of any smooth function F .
Consider now p ≥ 2, and forR > 0 letFR be a suitable truncation of the functionF (z) := |x|p,
such that FR ∈ C2adm and FR → F in C2, as R → ∞. Assuming that u lies in the space
L∞(Lp) ∩ L2(W 1,p) while f ∈ L2(W−1,p), it is a simple exercise to show that it holds at the
limit:
du = p|u|p−1(Au+ f)dt+ dB(|u|p) (2.38)
(L1-sense).
More generally, let u ∈ L∞(Lp) ∩ Lp(W 1,p), p ≥ 2, such that u is an Lp-solution of an
abstract equation
du = fdt+ dBu, u0 ∈ Lp, (2.39)
with a given f ∈ Lp(0, T ;W−1,p) (possibly depending on u itself). The question whether an
Itô Formula of the form (2.38) holds is particulary relevant for applications. Such statement
is possible, even though no strong ellipticity condition enters into consideration here. There is
however a “price to pay”, for one needs to assume that u : [0, T ]×Rd is a continuous mapping.
Theorem 2.2. Fix p ≥ 2. Let u ∈ C([0, T ] × Rd), be a continuous, Lp solution of (2.39), for
some f ∈ L1(W−1,p) and u0 ∈ Lp.
Then, we have in the L1-sense:
d(|u|p) = p|u|p−1fdt+ dB(|u|p). (2.40)
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To be more concrete we now give some by-products of our results. Consider B ≡ (B1, B2)
as in Example 2.1 with ρ = 0 and where (X1,µ, X2,µν)1≤µ,ν≤m is geometric. It is easily seen that
B is a geometric differential rough driver with respect to the scale (W k,∞0 (D))k∈I . This allows
us to investigate the following homogeneous Dirichlet problem on D :

du−A(t, x)udt = dBu , on R+ ×D ,
u(0) = u0 ,
ut|∂D = 0 (trace sense), for all t ≥ 0.
(2.41)
But first, we need a suitable notion of solution for (2.41).
Definition 2.6. We will say that u solves the Dirichlet problem (2.41), if and only if u is an
L2(D)-solution to the equation du = Audt+dBu, in the sense of Definition 2.4, and such that
in addition
u ∈ L2(0, T ;W 1,20 (D)). (2.42)
We have the following.
Theorem 2.3 (weak maximum principle for (2.41)). Assume that D ⊂ Rd is open, bounded,
and has a smooth boundary ∂D. Let A,B1, B2, be subject to the above conditions. Assume
moreover that
σ ∈ W 3,∞0 (D;Rm×d), (2.43)
and
a ∈ L1(0, T ;W 1,∞0 (D)).
There exists a unique solution u ∈ C(0, T ;L2)∩L2(0, T ;W 1,20 ) of the Dirichlet problem (2.41).
Moreover, it holds u ∈ L∞([0, T ]×D) and we have the following maximum principle for u:
min (0, ess infD u0) ≤ u(t, x) ≤ max (0, ess supD u0) a.e. for (t, x) ∈ [0, T ]×D.
3. Controlled paths
3.1. Some useful results. For pedagogical purposes, we first recall some elements of Rough
Path Theory from the point of view adopted in [29] (for the “classical” approach we also refer
to [46]). The main problem addressed by this theory is, roughly speaking, to give a meaning to
incremental equations of the form
ut − us =
ˆ t
s
H, for (s, t) ∈ ∆, (u0 given). (3.1)
where∆ ∋ (s, t) 7→ Hst is a “jet” associated to the quantity one wishes to integrate. A concrete
example is given by the Riemmann-Stieljes integral
´ t
s
H ≡ ´ t
s
frdXr where f and X are
α-Hölder with α > 1/2, an associated first order approximation of which is provided by the jet
Hst := fsδXst . (3.2)
The exact value of
´ t
s
fdX is then obtained by taking the limit of
∑
(ti,ti+1)∈π
Htiti+1 over
partitions π ⊂ [0, T ]whose mesh size goes to 0. If in addition the integrand f is itself expressed
as an integral againstX, say δfst :=
´ t
s
gdX for some g ∈ C1, then a much better approximation
of the former integral is generally provided by the jet
H˜st := fsδXst + gs
ˆ t
s
δXsrdXr, (3.3)
as easily seen by Taylor formula. In general when α ≤ 1/2, the first choice (3.2) leads to an
undefined exact value for
´ t
s
H, which naturally leads us to investigate generalizations of (3.3).
In particular, if X is endowed with an enhancement to a rough path (X1, X2), the expression
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(3.3) still makes sense, provided one replaces the iterated integral
´
δXdX by its postulated
valueX2.
In fact, the Sewing Lemma (which for the reader’s convenience will be stated below) asserts
in particular that if α > 1/3, then there is a unique couple (u, u♮) such that ut − us = H˜st+ u♮st
and
|u♮st| ≡ |ut − us − H˜st| . (t− s)3α. (3.4)
We have in fact
u♮st = −Λst
[
(s, θ, t) 7→ δH˜sθt ≡ H˜st − H˜sθ − H˜θt
]
,
where Λ is called the Sewing Map and is a linear, continuous operation. In general, if (Hst) is
such that (δHsθt) belongs to the domain ofΛ, then the equation (3.1) is meaningful if understood
as the equality ut− us = Hst−Λst(δH), and this is consistent with the usual Riemann-Stieljes
integration.
The following result, which is of fundamental importance in this paper, summarizes what we
discussed above.
Proposition 3.1 (Sewing Lemma). Let E be a Fréchet space endowed with a family of semi-
norms Γ. Define Z1+(0, T ;E) as the set of 3-index maps h : ∆2 → E such that
• there exists a continuousH : ∆→ E with h = δH ;
• for every semi-norm γ ∈ Γ there is a regular control ωh,γ : ∆→ R+ and aγ > 1, such
that
γ (hsθt) ≤ ωh,γ(s, t)aγ , (3.5)
uniformly as (s, θ, t) ∈ ∆2.
Then, there exists a continuous linear map Λ : Z1+(0, T ;E)→ V1+2 (0, T ;E)which is a right
inverse for δ, in the sense that
δΛ = id |Z1+ , (3.6)
and such that for every γ, aγ > 1 there is a constantC(aγ) > 0 so that for anyh ∈ Z1+(0, T ;E) :
γ (Λhst) ≤ C(aγ)ωh,γ(s, t)aγ , for every (s, t) ∈ ∆ , (3.7)
where ωh,γ is any regular control satisfying (3.5). In addition, Λ is unique in the class of linear
mappings fulfilling the properties (3.7)-(3.6).
Proof. A proof of the Sewing Lemma in a Banach space can be found e.g. in [28]. The extension
to Fréchet spaces is straightforward (a proof can be found in [35, Appendix A2]). 
Besides rough integration, one of the main tools that we shall use in this paper is a Gronwall-
type argument which is well-adapted to incremental equations of the form (3.1). We will
extensively make use of the following version of this result, whose proof is due to [18].
Lemma 3.1 (Rough Gronwall). Let G : [0, T ] → R+ be a path such that there exist constants
κ, L > 0, a regular control ω, and a superadditive map ϕ with:
δGst ≤
(
sup
s≤r≤t
Gr
)
ω(s, t)κ + ϕ(s, t), (3.8)
for every (s, t) ∈ ∆ under the smallness condition ω(s, t) ≤ L.
Then, there exists a constant τκ,L > 0 such that
sup
0≤t≤T
Gt ≤ exp
(
ω(0, T )
τκ,L
)[
G0 + sup
0≤t≤T
|ϕ(0, t)|
]
. (3.9)
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3.2. The space of controlled paths. In this paragraph we consider a smooth domain U ⊂ Rd
and we fix p, p′ ∈ [1,∞] so that 1/p + 1/p′ = 1. For notational simplicity, we will omit the
domain of integrability and denote by Lp = Lp(U), W k,p = W k,p(U), and so on. In the
remainder of the section, we will assume that
B ≡ (B1, B2) is a differential rough driver of regularity α > 1/3 . (3.10)
Given g ∈ L∞(0, T ;Lp)∩Vα(0, T ;W−1,p)wewill say that g is controlled byB, if there exists
g′ ∈ L∞(0, T ;Lp) ∩ Vα(0, T ;W−1,p) such that the element Rg of Vα2 (0, T ;W−1,p) defined as
Rgst := δgst −B1stg′s, for every (s, t) ∈ ∆, (3.11)
verifies
‖Rg‖V2α2 (0,T ;W−2,p) <∞ (3.12)
(notice the loss of a space-derivative in the above). Abusively, we call g′ “the Gubinelli
derivative” of g, though g′ could be non-unique in principle (at least without any further
assumption on B, see Remark 3.1 below). Whenever k ≥ 0, and y ∈ Vkα2 (0, T ;W−k,p), we
shall use the notations
JyK
[kα]
−k (s, t) := ‖y‖Vkα2 (s,t;W−k,p), for (s, t) ∈ ∆,
and
JyK
[kα]
−k := JyK
[kα]
−k (0, T ),
which are motivated by the fact that for y as above the quantity ω(s, t) := ‖y‖1/(kα)
Vkα2 (s,t;W
−k,p)
is a
regular control such that JyK[kα]−k (s, t) = ω(s, t)
kα.
Having Proposition 3.3 in mind, the following definition provides a “natural” Banach space
framework that comes with (1.3).
Definition3.1. Givenα ∈ (1/3, 1/2],wedefine the space of controlled pathsDα,pB ≡ Dα,pB ([0, T ]×
U) as those couples (g, g′) ∈ Vα(0, T ;Lp)2 such that g is controlled by B with Gubinelli deriv-
ative g′.
Furthermore, equipped with the norm
‖(g, g′)‖Dα,p
B
([0,T ]×U) := ‖(g, g′)‖L∞(0,T ;Lp(U)) + JRgK[2α]−2 + Jδg′K[1α]−1 , (3.13)
the space Dα,pB ([0, T ]× U) is a Banach space. (The proof of this fact is omitted).
Given f ∈ Lp(0, T ;W−1,p), u0 ∈ W−1,p, and (g, g′) ∈ Dα,pB , it is easily seen that there exists
a unique couple (u, u♮) ∈ C(0, T ;W−3,p)× V1+2 (0, T ;W−3,p) such that for any (s, t) ∈ ∆ :
ut − us =
ˆ t
s
frdr +B
1
stgs +B
2
stg
′
s + u
♮
st, (3.14)
(Indeed, it is sufficient in this case to apply Proposition 3.1 to the ’jet’ Hst := B1stgs + B
2
stg
′
s,
and then to observe that (s, t) 7→ ´ t
s
fr + Hst − ΛstδH is necessarily the increment of some
function u.) In the case where g′ = g, for simplicity we shall abbreviate (3.14) as
u = πDα,p
B
(f ; g) . (3.15)
Testing (3.14) against any φ ∈ W 3,p′, one sees in particular that u = πDα,p
B
(f ; g) implies the
relation
du = fdt+ dBg , (3.16)
in the sense of Definition 2.3.
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Remark 3.1. It is natural to ask underwhich condition one can have uniqueness of a representation
u = πDα,p
B
(f, g), which relates the Doob-Meyer decomposition Theorem for semi-martingales.
Such uniqueness is certainly not true in general because our definition of a differential rough
driver could accomodate that of B˙ := X˙∂x, where X ∈ C∞(0, T ;R) and for simplicity we let
d = 1. Indeed, in this case one can arbitrarily choose g = 0 for any u and alternatively represent
the element u = πDα,p
B
(f, g) via πDα,p
B
(f + X˙∂xg, 0).
In the finite-dimensional case however (for instance replacingB by a rough path of 1/α-finite
variation with values in R), the decomposition (3.16) is indeed unique in the case where X is
truly rough i.e. when there exists a dense set of times t ∈ [0, T ] such that
lim sup
s→t
|Xst|
ωX(s, t)2α
=∞. (3.17)
The situation here is different in the sense that assuming B = Xσ · ∇ with X as in (3.17)
does not guarantee uniqueness of the couple (f, g) in (3.16). To wit, assume that d = 2, and let
B as above with σ = (0, 1). If (f, g) satisfy (3.16), then it is immediately seen that any path of
the form t 7→ gt(x, y) + g˜t(x) where ∈˜Vα(0, T ;L2(R)) is a function of the first variable only,
will also satisfy (3.16). In this counterexample, one sees that the space-like variable plays an
important role in the discussion, and that if one really wants to have some kind of Doob-Meyer
decomposition, then some “non-degeneracy” assumptions on the differential operator σ · ∇ are
in order. Let us now formulate a natural sufficient condition under which uniqueness of the
Gubinelli derivative holds.
Assume that we are given a differential rough driver B, with the property that there exists
γ ∈ [2α, 3α),
such that the followingH2-coercivity assumption holds:〈
B1stϕ,B
1
stϕ
〉
H1,H1
≡ 〈B1stϕ,B1stϕ〉L2 + 〈∇B1stϕ,∇B1stϕ〉L2 ≥ λωB(s, t)γ|ϕ|2H2 (3.18)
for some λ > 0, independently of ϕ in H2, and for each (s, t) ∈ ∆ ∩D2, where we are given
some dense subsetD of [0, T ].
Denote by B1,†st the adjoint of B
1
st with respect to the H
1-inner product. Then, by the Lax-
Milgram Theorem, the operator B1,†st B
1
st : H
2 → L2 is invertible, with a bounded inverse
Tst = (B
1,†
st B
1
st)
−1 : H2 → H2.
The operator norm of Tst is estimated above as
|Tst|L (H2,H2) ≤ λ−1ωB(s, t)2α−γ ,
and by symmetry one obtains a similar bound on Tst, seen this time as an operator from H−2
into itself.
If (fs, gs) is a candidate for the above decomposition and ifRu ∈ Vα2 (0, T ;H−1)∩V2α2 (0, T ;H−2)
is as in (3.11), one infers from the above discussion and the definition of Ru:
gs = TstB
†
stδust −TstB†stRust =: T 1 + T 2.
But it holds, for any s, t ∈ ∆ ∩D2,
|T 2|H−2 ≤ λ−1ωB(s, t)2α−γ|B1,†st Rust|H−2 ≤ λ−1ωB(s, t)3α−γ |Rust|H−1.
Assuming for simplicity that all the above controls are proportional to t− s one sees by letting
tn ց s, tn ∈ D, that
T 2 ≤ C(B, λ)(tn − s)α‖Ru‖Cα(0,T ;H−1) → 0 as n→∞.
Hence, gs is in this case uniquely determined by the relation
gt = lim
s→t,s∈I
TstB
1,†
st δust in H
−1,
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from which it follows that f is unique as well, proving our claim.
Example 3.1. Let d = 1, and consider a 1-dimensional, α-Hölder rough path (X1, X2) ∈
C α(0, T ;R) such that for some I as above it holds
|Xst| ≥ c(t− s)γ, for every (s, t) ∈ ∆I ,
where we are given some constant γ ∈ [α, 2α) (this implies in particular true roughness for X ,
in the sense of (3.17)). Moreover, let σ ∈ W 3,∞ and ρ ∈ W 2,∞ be bounded below, namely such
that there exist constants σ, ρ > 0 with the property that σ(x) ≥ σ and ρ(x) ≥ ρ, for almost
every x ∈ Rd.
Then, it is easily seen that (3.18) holds with the differential rough driverB given by Example
2.1, where λ = λ(c, σ, ρ) > 0.
3.3. Remainder estimates. Conversely, starting from the relation (3.16) for some g ∈ L∞(0, T ;Lp),
one would like to know whether (u, g) belongs to Dα,p, and obtain an estimate of (u, u′) in this
space in terms of f and g. This is made possible by the following result.
Proposition 3.2. Consider f ∈ L1(0, T ;W−1,p) let (g, g) ∈ Dα,pB , and define v := πDα,pB (f ; g)
as in (3.14). Then, v is controlled byB with Gubinelli derivative v′ = g. Moreover, the following
estimate holds
JRvK
[2α]
−2 (s, t) ≤ C
[ ˆ t
s
|fr|W−2,pdr + ωB(s, t)2α‖v, g‖L∞(s,t;Lp)
+
1
2
(
JRgK
[2α]
−2 (s, t) + ωB(s, t)
αJδgK
[1α]
−1 (s, t)
) ]
.
In particular, if v = v′ = g, we have
JRvK
[2α]
−2 (s, t) ≤ 2C
[ˆ t
s
|fr|W−2,pdr + ωB(s, t)2α‖v‖L∞(s,t;Lp) + ωB(s, t)αJδvK[1α]−1 (s, t)
]
.
(3.19)
Before we proceed to the proof of Proposition 3.2, let us observe the following. There exists
a family (Jη)η∈(0,1) of bounded linear maps Jη ∈ L
(
W k,p,W k,p
)
, η ∈ (0, 1), k ∈ Z being
arbitrary, such that:
• Jη maps W
k,p into C∞, for every η ∈ (0, 1) . (3.20)
For some constant CJ > 0, for any ℓ ∈ N0 with |k − ℓ| ≤ 2 : if 0 ≤ k ≤ ℓ ≤ 3, then
• |Jη|L (W k,p,W ℓ,p) ≤
CJ
ηℓ−k
, for all η ∈ (0, 1) . (3.21)
Finally, if 0 ≤ ℓ ≤ k ≤ 3, then
• | id−Jη|L (W k,p,W ℓ,p) ≤ CJηk−ℓ , for all η ∈ (0, 1) . (3.22)
Indeed, in the case when U ≡ Rd and p ∈ [1,∞] it suffices to consider for instance Jηf :=
η−dρ( ·
η
) ∗ f, where ρ is a radially symmetric, smooth function integrating to one.
Remark 3.2. If U is a smooth, compactly supported domain and k ≥ 0, we can as well define
Jη : W
k,p
0 (U)→ W k,p0 (U) by the same convolution operation, composed first withmultiplication
by a cut-off functionΘη(x). As observed in [18], the cutoff is needed to circumvent the fact that
convolution with ρ(·/η)η−d necessarily increases the support of an element. When k < 0 we
can always identifyW k,p with a subspace of (W−k,p
′
0 )
∗ and obtain similar estimates by duality.
For further details about this procedure, we refer the reader to the appendix in [35].
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Remark 3.3. When p ∈ (1,∞), it is possible to work with fractional powers and obtain similar
estimates on the scale (Hs,p)s∈R consisting of the Bessel Potential spaces (these are defined by
interpolation, see for instance [51]). It is indeed sufficient in this case to define Jη as a Fourier
cut-off. If U is a smooth bounded domain, one can alternatively let
Jη = e
η2∆,
where ∆ denotes the Dirichlet Laplacian on U.
From now on, we shall refer to (Jη)η∈(0,1) as a family of smoothing operators.
With this observation at hand, we can now proceed to the proof of the above lemma.
Proof of Proposition 3.2. Note that
Rvst := δvst − B1stgs ≡
ˆ t
s
frdr +B
2
stgs + v
♮
st,
where v♮ := −Λ(δ[(B1 + B2)g]). Using (3.21)-(3.22), we can interpolate these two different
expressions for Rg, by writing
|Rvst|W−2,p ≤ |Jη(
ˆ t
s
fdr +B2stgs + v
♮
st)|W−2,p + |(id−Jη)[δvst −B1stgs]|W−2,p
. |
ˆ t
s
frdr|W−2,p + |B2g|W−2,p + |v
♮
st|W−3,p
η
+ η22‖v‖L∞(Lp) + ηωB(s, t)α‖g‖L∞(Lp).
(3.23)
In order to estimate v♮, recall that δv♮ ≡ −δΛ[δ(B1g + B2g)] = −δ(B1g + B2g), but from
Chen’s relations (2.17) we have for (s, θ, t) ∈ ∆2 :
−δ(B1g +B2g)sθt = B1θt(δgsθ − B1sθgs) +B2θtδgsθ = B1θtRgsθ +B2θtδgsθ ,
from which we immediately infer, thanks to the continuity of the Sewing mapΛ (see Proposition
3.1):
|v♮st|W−3,p ≤ CΛ,α
(
ωB(s, t)
αJRvK
[2α]
−2 (s, t) + ωB(s, t)
2αJδvK
[1α]
−1 (s, t)
)
. (3.24)
Now, since (3.23) is true for arbitrary η ∈ (0, 1), we can choose η := λωB(s, t)α for some
λ > 0 big enough. We obtain from (3.24):
|Rvst|W−2,p ≤
(ˆ t
s
|fr|W−2,pdr
)
+ ωB(s, t)
2α‖v, g‖L∞(s,t;Lp) + Jv
♮K
[3α]
−3 (s, t)
λωB(s, t)α
≤
(ˆ t
s
|fr|W−2,pdr
)
+ ωB(s, t)
2α‖v, g‖L∞(s,t;Lp)
+
1
2
(
JRgK
[2α]
−2 (s, t) + ωB(s, t)
αJδgK
[1α]
−1 (s, t)
)
,
provided that ωB(s, t) ≤ L(α).
This shows the claimed property. 
In general, for an equation of the form
dv = fdt + dBv , (3.25)
we would like to obtain an estimate on the W−3,p-norm of the remainder v♮ := −Λ[δ((B1 +
B2)v)], explicitly in terms of ‖f‖L1(0,T ;W−1,p) and ‖v‖L∞(Lp) only. The following result says
that this is indeed possible, even considering drifts terms f that take values inW−2,p.
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Proposition 3.3 (Remainder estimates). Let p ∈ [1,∞] and let v ∈ L∞(0, T ;Lp) such that
dv = fdt+ dBv, (3.26)
for some f ∈ Lp(0, T ;W−2,p), in the sense of Definition 2.3.
Then, the remainder v♮ ≡ −Λ[(s, θ, t) 7→ δ(B1v + B2v)sθt] has locally finite 13α-variation.
Moreover, there are constants C,L > 0 depending only on α, such that for each (s, t) ∈ ∆
subject to the smallness condition
ωB(s, t) ≤ L,
it holds
Jv♮K
[3α]
−3 (s, t) ≤ C
(
ωB(s, t)
3α‖v‖L∞(s,t;Lp) + ωB(s, t)α
ˆ t
s
|fr|W−2,pdr
)
. (3.27)
Proof. The main idea goes back to [18], where a similar – though slighlty different – statement
was shown. See also [35, Proposition 3.1].
By definition of a weak solution, there exists some z ∈ (1, 3α] such that v♮ has finite 1/z-
variation, namely:
ωz(s, t)
def
= Jv♮K
1/z
Vz2 (s,t;W
−3,p) <∞.
Furthermore, we recall the following property (see [35]): for any (s, t) ∈ ∆,
ωz(s, t) = inf
{
ω(s, t), ω : ∆[s,t] → R+ control such that (ω)z ≥ |v♮|W−3,p
}
. (3.28)
Making use of Chen’s relations (2.17), and of the right inverse property of Λ (see Proposition
3.1) we have for (s, θ, t) ∈ ∆2,
δv♮sθt = B
1
θt(δvsθ − B1sθvs) +B2θtδvsθ ≡ B1θtRvsθ +B2θtδvsθ ,
by definition of Rv in (3.11). Taking theW−3,p-norm and then using (3.19), we obtain
|δv♮sθt|W−3,p ≤ ωB(s, t)αJRvK[2α]−2 (s, t) + ωB(s, t)2αJδvK[1α]−1 (s, t)
. ωB(s, t)
α
ˆ t
s
|f |W−2,pdr + ωB(s, t)3α‖v‖L∞(s,t;Lp) + ωB(s, t)2αJδvK[1α]−1 (s, t) (3.29)
so that the problem boils down to estimating the term JδvK[1α]−1 (s, t). To obtain such an estimate,
we proceed as in the proof of Proposition 3.3, writing
δvst =
ˆ t
s
frdr +B
1
stvs +B
2
stvs + v
♮
st
= (id−Jη)δvst + Jη(
ˆ t
s
frdr +B
1
stvs +B
2
stvs + v
♮
st)
(3.30)
where Jη, η ∈ (0, 1), denotes a family of smoothing operators. Making use of the properties
(3.20)–(3.22) we obtain
|δvst|W−1,p . η‖v‖L∞(s,t;Lp) + 1
η
ˆ t
s
|fr|W−2,pdr + ωB(s, t)α‖vs‖L∞;Lp
+
ωB(s, t)
2α
η
‖vs‖L∞(s,t;Lp) + ωz(s, t)
z
η2
by definition of the control ωz. Going back to (3.29) and making the choice
η := λωB(s, t)
α, (3.31)
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for some parameter λ > 0 (to be fixed later), we obtain the inequality
|δv♮sθt|W−3,p ≤ CJ
(
ωB(s, t)
α
ˆ t
s
|fr|W−2,pdr(1 + λ−1)
+ ωB(s, t)
3α‖v‖L∞(Lp)(1 + λ+ λ−1) + ωz(s, t)zλ−2
)
. (3.32)
Observe further that in (3.31), η must belong to the interval (0, 1) by definition of a family of
smoothing operators, which will always be true if (s, t) ∈ ∆ is chosen so that ωB(s, t) < L :=
λ−1/α. If we fix λ > 0 sufficiently large so that
CΛ,zCJ
λ2
≤ 1
2
(3.33)
CΛ,z being the norm of the Sewing Map, this leads to the smallness assumption:
ωB(s, t) ≤ L := (CΛ,zCJ)−1/(2α) . (3.34)
Now, applyingProposition 3.1 and using (3.33), we see that for any (s, t) ∈ ∆withωB(s, t) ≤ L,
it holds
|v♮st|W−3,p ≤ Cz
(
ωB(s, t)
3α‖v‖L∞(Lp) + ωB(s, t)α
ˆ t
s
|fr|W−2,pdr
)
+
1
2
ωz(s, t)
z,
for some universal constant Cz > 0. By the inequality (a + b)ǫ ≤ aǫ + bǫ for a, b ≥ 0 and
ǫ ∈ [0, 1], we have
|v♮st|1/zW−3,p ≤ (Cz)1/z
[
ωB(s, t)
3α/z‖v‖1/zL∞(Lp)
+ ωB(s, t)
α/z
( ˆ t
s
|fr|W−2,pdr
)1/z]
+
1
21/z
ωz(s, t)
By [25, p.22], the above right hand side is a control, hence we infer from the property (3.28) that
ωz(s, t) ≤ (Cz)1/z
[
ωB(s, t)
3α/z‖v‖1/zL∞(Lp)
+ ωB(s, t)
α/z
(ˆ t
s
|fr|W−2,pdr
)1/z]
+
1
21/z
ωz(s, t),
which shows that for any z ∈ (1, 3α]
|v♮st|1/zW−3,p ≤ ωz(s, t) ≤ (Cz)1/z
(
1− 1
21/z
)−1 [
ωB(s, t)
3α/z‖v‖1/zL∞(Lp)
+ ωB(s, t)
α/z
(ˆ t
s
|fr|W−2,pdr
)1/z]
. (3.35)
Letting now z = 3α yields the inequality (3.27). 
From the latter proposition we deduce the following.
Corollary 3.1. Let v be as in Proposition 3.3 and suppose that α ∈ (1/3, 1/2]. There is constant
L depending on B, α and f in L1(0, T ;W−2,p) such that for ω(s, t) ≤ L,
JδvK
[1α]
−1 (s, t) ≤ C(1 + ‖v‖L∞(s,t;Lp))
[(ˆ t
s
|fr|W−2,pdr
)α
+ ωB(s, t)
α
]
(3.36)
for ωB(s, t) +
´ t
s
|fr|W−2,pdr ≤ L.
As a consequence, if f ∈ L1(0, T ;W−2,p), we have
dv = fdt + dBv if and only if: v is controlled by B with v′ = v and v = πDα,p
B
(f, v) .
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Proof. Writing as before that δv = (id−Jη)δv + Jη(
´
fdr+B1v +B2v + v♮), and then using
(3.20)–(3.22), we have
JδvK
[1α]
−1 (s, t) .
(
η+ωB(s, t)
α+
ωB(s, t)
2α
η
)
‖v‖L∞(s,t;Lp)+ 1
η
ˆ t
s
|fr|W−2,pdr+
Jv♮K
[3α]
−3 (s, t)
η2
.
Combining with Proposition 3.3, this gives
JδvK
[1α]
−1 (s, t) ≤ C
(
η + ωB(s, t)
α +
ωB(s, t)
2α
η
+
ωB(s, t)
3α
η2
)
‖v‖L∞(s,t;Lp)
+ (
1
η
+
ωB(s, t)
α
η2
)
ˆ t
s
|fr|W−2,pdr. (3.37)
Upon choosing
η := ωB(s, t)
α + (
ˆ t
s
|fr|W−2,pdr)α,
in (3.37), we obtain the estimate
|δvst|W−1,p .
(ˆ t
s
|fr|W−2,pdr)α + ωB(s, t)α
)
‖v‖L∞(s,t;Lp)
+ (
ˆ t
s
|fr|W−2,pdr)1−α + ωB(s, t)α(
ˆ t
s
|fr|W−2,pdr)1−2α
and the conclusion follows by the observation that 1− α ≥ α. 
4. The spacesHα,pB and their declensions
This section is devoted to the definition of a natural functional setting for rough partial
differential equations of the form (1.3). In a second part, we will address the problem of
obtaining an explicit equation for the product of two elements u ∈ L∞(Lp) and v ∈ L∞(Lp′),
where 1/p+1/p′ = 1 and such that du = fdt+dBuwhiledv = gdt+dBv on [0, T ]×Rd,where
B is a geometric, differential rough driver (here we consider f and g as given distributions). If
B is transport-like, we expect that uv solves the problem
d(uv) = (ug + fv)dt+ dB(uv), (4.1)
which is guessed by applying formally [22, Proposition 7.6] on the square map, and then
polarizing. The first and second order “Leibniz rules” (2.24),(2.26), are of course, crucially
used here. In general, when B is only geometric, we will obtain a similar relation.
4.1. A natural Banach space setting. Let p ∈ [1,∞], fix a domain U ⊂ Rd, and consider a
differential rough driverB of regularity α > 1/3.We define a spaceHα,pB ([0, T ]×U) as follows:
Hα,pB ([0, T ]× U)
:=
{
u ∈ L∞(Lp) ∩ Dα,pB , ∃f ∈ Lp(W 1,p(U)), s.t. u = πDα,pB (f, u),
and s.t. ‖u‖Hα,p
B
([0,T ]×U) := ‖u‖L∞(Lp(U)) + ‖∇u‖Lp(Lp(U)) + ‖f‖Lp(W 1,p(U))
+ ‖δu‖Vα2 (0,T ;W−1,p) + ‖Ru‖V2α2 (0,T ;W−2,p) <∞
}
,
(4.2)
where we recall notation (3.15) and where, for simplicity, we shall from now on abuse notation
by writing “u ∈ Dα,pB ” provided (u, u) ∈ Dα,pB . As before, in the case when U = Rd we omit to
indicate the domain, and we define local versionsHα,pB,loc of these spaces by the property
u ∈ Hα,pB,loc ⇔ u|[0,T ]×K ∈ Hα,pB ([0, T ]×K) for everyK ⊂⊂ Rd,
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which, considering a sequence of compactsKn ↑ Rd and the family of seminorms ‖u‖Hα,p
B
([0,T ]×Kn),
makesHα,pB,loc a Fréchet space.
Given u andB as above, we point out that if f is such that u = πDα,p
B
(f, u), then f is uniquely
determined by u andB, as can be immediately seen by Proposition 3.1. Therefore the definition
of the norm ‖ · ‖Hα,p
B
in (4.2) is not ambiguous.
As an important consequence of Proposition 3.2, Proposition 3.3 and Corollary 3.1, we have
that for u ∈ Hα,pB :
The norms ‖u‖Hα,p
B
([0,T ]×U) and
‖u‖L∞(Lp(U)) + ‖∇u‖Lp(Lp(U)) + ‖f‖Lp(W−1,p(U)) + Ju♮K[3α]−3 are equivalent. (4.3)
Given U ⊂ Rd,we also introduce the weak spacesHα,pB,w(U), endowed with the topology such
that u(n) ≡ πDα,p
B
(f(n), u(n))→ u ≡ πDα,p
B
(f, u) if and only if
u(n)→ u weakly-∗ in L∞(0, T ;Lp(U)) ∩ L2(0, T ;W 1,p(U)) , (4.4)
f(n)→ f weakly-∗ in Lp(0, T ;W−1,p(U)) , (4.5)
(δu(n), Ru(n))→ (δu, Ru) in Vα2 (0, T ;W−1,pw (U))× Vα2 (0, T ;W−2,pw (U)) , (4.6)
where we recall that Ru stands for (s, t) 7→ δust − B1stus. Note that (2.3) comes with a “twist”,
because the last property does not mean that the couple (δu(n), Ru(n)) converges with respect
to the weak topology of Vα(0, T ;W−1,p)× Vα(0, T ;W−2,p) (which is not easily manipulated).
However, this will not be an obstacle in practice, as illustrated by the next Lemma.
Recall that, given a a measurable space (M,Σ, µ) so that µ(M) <∞ a family F ⊂ L1(µ) is
said to be equi-integrable if the following holds: for all ǫ > 0, there exists δ(ǫ) > 0 so that for
every E ∈ Σ with µ(E) < δ(ǫ), we have
sup
f∈F
ˆ
E
|f |dµ < ǫ. (4.7)
As is well-known, the Dunford-Pettis Theorem (see e.g. [1]) asserts that a bounded family
F ⊂ L1(M) is relatively weakly compact if and only if F is equi-integrable and bounded.
Lemma 4.1 (Hα,pB -weak stability). Fix an open setU ⊂ Rd, let p ∈ (1,∞] and consider a family
{B(n), n ∈ N} ∪ {B} of differential rough drivers such that ρα(B(n), B)→ 0 where ρα is the
distance introduced in (2.19). Let {v(n), n ∈ N} ∈ ∏n∈NHα,pB(n)(U) be uniformly bounded in
the sense that
‖v(n)‖Hα,p
B(n)
(U) ≤ C , (4.8)
for some constant C > 0, independent of n ∈ N.
Then, there exists v ∈ Hα,pB (U), and nk ր∞, k →∞, such that
u(nk)→ u in Hα
′,p
B,w(U), for any α
′ < α . (4.9)
Furthermore, in the case p = 1, a similar conclusion holds if in addition {v(n), f(n),
n ∈ N} is equi-integrable where f i(n) ∈ Lp(Lp(U)), i = 0, . . . d, is such that dv(n) =
∂if
i(n)dt + dB(n)v(n), and we adopt the convention that ∂0 = id .
Proof. The properties (4.4)-(4.5) are just a consequence of Banach-Alaoglu Theorem, together
with the definition of the spaces Hα,pB .
Similarly, from the very definition of ‖v(n)‖Hα,p
B
we have the bound
‖δv(n)‖Vα,p2 (W−1,p(U)) + ‖Rv(n)‖Vα,p2 (W−2,p(U)) ≤ C
hence the property (4.6) (where α has to be replaced by any α′ < α) follows by an immediate
generalization of Proposition 5.28 in [25], together with the compact embeddings W−k,p →֒
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W−k,pw for k = 1, 2. (Note that similar Aubin-Lions-type compactness results were obtained in
[36, Appendix A].)
Now, let f(n) ∈ Lp(W−1,p) such that dv(n) = f(n)dt+dBv(n) for each n ∈ N. Testing the
equation against φ ∈ W 3,p′(U) then yields for every (s, t) ∈ ∆ :
〈δvst(n), φ〉 − 〈[B1st(n) +B2st(n)]vs(n), φ〉 −
ˆ t
s
〈fr(n), φ〉dr = 〈v♮st(n), φ〉, (4.10)
where v♮st(n) ∈ V1+2 (0, T ;W−3,p(U)) denotes the remainder term, which is explicitly given by
Λst[B
1(n)Rv(n) +B2(n)δu(n)].
Wenow show that v belongs toHα,pB . In (4.10), the left hand side converges towards 〈δvst, φ〉−
〈[B1st+B2st]vs, φ〉−
´ t
s
〈fr, φ〉dr, for any (s, t) ∈ ∆, as an obvious consequence of (4.6) and (4.5).
Concerning the remainder term, it converges to some element 〈v♮, φ〉 ∈ V3α′2 (0, T ;R) for any
α′ < α, as a consequence of (4.6) together with the continuity of the sewing map Λ. Using the
convergence ofB(n) and Proposition 3.3, we see that v♮ defined below is actually an element of
V3α(0, T ;W−3,p).By (4.3), we obtain as well that (δv, Rv) belongs toVα2 (W−1,p)×V2α2 (W−2,p).
This finishes the proof of the Lemma. 
4.2. Main result: product formula. Let u ∈ Hα,pB , and v ∈ Hα,p
′
B with 1/p + 1/p
′ = 1. If B
is geometric, it seems natural to expect that the pointwise product uv belongs to Hα,1Q for some
(possibly new) differential rough driverQ. The main result of this section gives a justification of
this intuition, by showing that an “integration by parts formula” (or simply product formula) for
uv is satisfied. Reiterating the product formula will ultimately allow us to prove the chain rule
for polynomials of elements u ∈ Hα,2B that are are locally bounded, and then to conclude by a
density argument (this last step is however not trivial, see Section 8). Notice that this approach
is somewhat similar to the proof of the finite-dimensional Itô formula given for instance in [50].
In what follows, we consider a fixed open set D ⊂ Rd .
Proposition 4.1 (General product formula). Let B be a geometric, differential rough driver
of regularity α ∈ (1/3, 1/2], fix p, p′ ∈ [1,∞] with 1/p + 1/p′ = 1, and consider two ele-
ments u, v ∈ Hα,1B (D) such that u ∈ L∞(Lp(D)) ∩ Lp(W 1,p(D)) while v ∈ L∞(Lp
′
(D)) ∩
Lp
′
(W 1,p
′
(D)). Let f i, gi ∈ L1(0, T ;L1(D)), 0 ≤ i ≤ d, such that
du = ∂if
idt+ dBu, dv = ∂ig
idt+ dBv, on [0, T ]× Rd,
in the L1-sense (see Definition 2.4), with the convention that ∂0 = id . Assume furthermore that
for i = 0, . . . , d, the pointwise products ∂iu(·)gi(·−a) and f i(·−a)∂iv(·) are inL1(0, T ;L1(D)),
for any a ∈ Rd with |a| ≤ 1.
Then, the following holds:
(i) The two parameter mapping Q ≡ (Q1, Q2) defined for (s, t) ∈ ∆ as
Q1st := B
1
st +M
1
st, Q
2
st := B
2
st +M
1
stB
1
st +M
2
st + (M
1
st)
2, (4.11)
whereM denotes the multiplicative part of B (in the sense of Definition A.1), is itself a
differential rough driver.
(ii) The pointwise product uv belongs toHα,1Q (D) and is an L1(D)-solution of
d(uv) = (u∂ig
i + ∂if
iv)dt+ dQ(uv) . (4.12)
Regarding the definition of the spacesHα,pB,loc, we have the following immediate consequence
of Proposition 4.1.
Corollary 4.1. Let B be as in Proposition 4.1, and suppose further that B is transport-like, see
Definition 2.5. Fix p, p′ ∈ [1,∞] so that 1/p+ 1/p′ = 1, and let u ∈ Hα,pB,loc be such that
du = fdt+ dBu , on [0, T ]× Rd, (4.13)
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in Lploc, in the sense of Definition 2.4.
The following holds.
(I) If v ∈ Hα,p′B,loc is an Lp
′
loc-solution of dv = gdt + dBv on [0, T ] × Rd, then we have
uv ∈ Hα,1B,loc and uv is an L1loc-solution of
d(uv) = (ug + fv)dt+ dB(uv) . (4.14)
(II) In the case where p = 2 and u belongs toL∞loc, then for each n ∈ N0 we have un ∈ Hα,1B,loc,
and moreover:
d(un) = nun−1fdt+ dB(un) , on [0, T ]× Rd (4.15)
(L1loc-sense).
Remark 4.1. A similar conclusion as that of Corollary 4.1 holds ifB is only assumed geometric.
In this case, it is easily seen by induction that for every n ∈ N :
d(un) = nun−1fdt + dQ(n)[un]
in L1loc, where Q(n) is the differential rough driver defined as
Q1(n) := B1 + nM1, while Q1(n) := B2 + nM1B1 + nM2 + n2(M1)2 .
Before we proceed to the proof of Proposition 4.1, we need to introduce some additional
notation. In what follows, we fix a bounded, open set D′ ⊂ D, such that
γ := 1 ∧ dist(D′, ∂D) > 0 .
Notation 4.1. For ǫ ∈ (0, 1] we will denote byD′ǫ the ǫγ-fattening of D′, namely
D′ǫ := {x+ ǫh ∈ Rd, x ∈ D′ and h ∈ Bγ}.
For suchD′, we further define a set ΩD
′
ǫ ⊂ Rd × Rd as follows:
ΩD
′
ǫ :=
{
(x, y) ∈ D ×D, x+ y
2
∈ D′ , x− y
2
∈ Bǫ
}
. (4.16)
Notation 4.2. For k ∈ I ⊂ Z we define a linear, one-to-one transform Tǫ, by the formula
TǫΦ(x, y) :=
1
(2ǫ)d
Φ
(
x+ y
2
+
x− y
2ǫ
,
x+ y
2
− x− y
2ǫ
)
, (4.17)
for all Φ ∈ W k,∞0 (Rd × Rd). In particular, identifying Φ ∈ W k,∞0 (ΩD′) with its extension by 0
outside its support, we have a one-to-one mapping Tǫ : W
k,p
0 (Ω
D′
1 )→ W k,p0 (ΩD′ǫ ).
Before we make sense of the product u(x)v(x) as an element of Hα,1B ([0, T ] × D′), an
intermediate step is to show that their tensor product Π(x, y) := u(x)v(y) belongs to a similar
space, for a well-chosen differential rough driver Γ(B).
Proposition 4.2. Consider u, v as in Proposition 4.1. Define Π := u⊗ v in the sense that
Π(x, y) := u(x)v(y) , for every (x, y) in ΩD
′
1 . (4.18)
Then, we have
Π ∈ Hα,1Γ(B)(ΩD
′
1 ) (4.19)
where Γ(B) denotes the differential rough driver given for (s, t) ∈ ∆ by
Γ(B)1st := B
1
st ⊗ id+ id⊗B1st, Γ(B)2st := B2st ⊗ id+B1st ⊗B1st + id⊗B2st (4.20)
(the fact that this is indeed a differential rough driver will be seen in Appendix A). Moreover the
mapping r ∈ I 7→ fr ⊗ vr + ur ⊗ gr, is Bochner integrable in the spaceW−1,1(ΩD′1 ), and Π is
an L1(ΩD
′
1 )-solution of
dΠ = (f ⊗ v + u⊗ g)dt+ dΓ(B)Π. (4.21)
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Proof of Proposition 4.2. The proof is based on the algebraic identity
δΠst −
ˆ t
s
(f ⊗ v + u⊗ g)dr − Γ1st(B)Πs − Γ2st(B)Πs
= u♮st ⊗ vs + us ⊗ v♮st + (δust − B1stus)⊗ δvst +B1stus ⊗ (δvst − B1stvs) + ΛstΞ (4.22)
where ΛstΞ denotes the Sewing Map applied to the 3-parameter family
Ξ : ∆2 → W−1,1(ΩD′1 ), (s, θ, t) 7→ Ξsθt ≡ δusθ ⊗
´ t
θ
grdr +
´ t
θ
fdr ⊗ δvsθ,
while as before u♮ := −Λ[δ(B1u + B2u)] and v♮ = −Λ[δ(B1v + B2v)]. Using the definition
of the spaces Hα,pB , it is indeed easily checked that the r.h.s. of (4.22) belongs to the space
V2(0, T ;W−3,1(ΩD′1 )), thus showing (4.21). As a consequence of (4.3), this also implies that Π
belongs toHα,1Γ(B)(ΩD
′
1 ). For details, we refer to [35, Section 5]. 
Before we proceed to the proof of the main result, let us observe that if a ∈ W−k,p′ and
b ∈ W k,p, then the product ab has a well-defined meaning as an element of ab ∈ W−1,1 (it
suffices to write a in terms of its antiderivatives, and to integrate by parts). Moreover, if a, b are
measurable, then the adjoint of Tǫ is given by the formula
T ∗ǫ [a(x)b(y)] = 2
−da
(x+ y
2
+ ǫ
x− y
2
)
b
(x+ y
2
− ǫx− y
2
)
. (4.23)
Testing against Φ ∈ W k,∞0 (ΩD′1 ), and doing the change of variables (x+, x−) := χ(x, y) ≡
(x+y
2
, x−y
2
), this gives the formula
〈T ∗ǫ v,Φ〉
=
ˆ
B1 W
−k,1(D′)
〈
a
( ·+ǫx−)b( · −ǫx−),Φ ◦ χ−1(·, x−)〉
W k,∞0 (D
′)
dx− . (4.24)
Now, in the general case where a ∈ W−k,p′ is not measurable, it is easily seen that (4.24) is still
meaningful. This will be useful in the sequel.
We can now turn to the proof of the main result.
Proof of Proposition 4.1. First note that in Proposition 4.2, the domain ΩD
′
1 can be replaced by
ΩD
′
ǫ for any ǫ > 0, yielding a similar conclusion. In particular, for any ǫ ∈ (0, 1), the restriction
of Π = u ⊗ v to ΩD′ǫ belongs to the space Hα,1Γ(B)(ΩD
′
ǫ ) and is an L
1(ΩD
′
ǫ )-solution of (4.21),
where we further let
f := ∂if
i, and g := ∂ig
i .
Similarly, the Bochner integral which defines the drift term
Dt :=
ˆ t
0
(fr ⊗ vr + ur ⊗ gr)dr, t ∈ [0, T ],
is convergent in the spaceW−1,1(ΩD
′
ǫ ).
Hence, testing (4.21) against Φ := TǫΨ, where Ψ is a generic element in W
3,∞
0 (Ω
D′
1 ), and
letting for (s, t) ∈ ∆ :
Πǫs := T
∗
ǫ Πs, D
ǫ
st := T
∗
ǫ Dst, Γ
1,ǫ
st (B) := T
∗
ǫ Γ
1
st(B)(T
∗
ǫ )
−1, Γ2,ǫst (B) := T
∗
ǫ Γ
2
st(B)(T
∗
ǫ )
−1,
(4.25)
we end up with the following equation in L1(ΩD
′
1 ) :
dΠǫ = D˙ ǫdt + dΓ(B)ǫΠǫ (4.26)
Moreover, by continuity of the transform Tǫ, it is clear that Πǫ belongs toHα,1Γ(B)(ΩD
′
1 ).
We will now address the proof of Proposition 4.1 into 3 steps.
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Step 1: uniform bound on the drift. If Φ ∈ W 1,∞0 (ΩD′1 ) and (s, t) ∈ ∆, we have by definition
of D ǫ :
〈δD ǫst,Φ〉 =
ˆ t
s
〈ur ⊗ gr + fr ⊗ vr, TǫΦ〉dr. (4.27)
Fix r ∈ [s, t] such that u ≡ ur belongs to W 1,p, and let Φˇ(x+, x−) := Φ ◦ χ−1(x+, x−) =
Φ(x+ + x−, x+ − x−).Making use of (4.24), we have for the first term in (4.27):
〈u⊗ g, TǫΦ〉 =
ˆ
B1 W
−1,p′ (D′)
〈
g(· − ǫx−), u(·+ ǫx−)Φˇ(·, x−)
〉
W 1,p(D′)
dx−
=
¨
B1×D′
gi(x+ + ǫx−)(−1)i∂+i
[
u(x+ + ǫx−)Φˇ(x+, x−)
]
dx+dx−
where in the above expression, ∂+ denotes derivation with respect to the variable x+. Hence,
we have
〈u⊗ g, TǫΦ〉 ≤
¨
B1×D′
|gi(x+ − ǫx−)||∂iu(x+ + ǫx−))|(|Φˇ|+ |∇+Φˇ|)dx+dx−
≤ |Φ|W 1,∞
ˆ
B1
ˆ
D′+ǫx−
|gi(x+ − 2ǫx−)||∂iu(x+)|dx+dx−
≤ |Φ|W 1,∞
ˆ
B1
|gi(ǫx−)∂iu|L1(D′ǫ)dx− , (4.28)
where for simplicity we denote by
gi(ǫx−)(x+) :=
{
gi(x+ − 2ǫx−) if x+ − 2ǫx− ∈ D′ǫ
0 otherwise .
(Note that, by assumption, the right hand side in (4.28) is finite.) Doing similar computations
for the second term, and then integrating in time, we end up with the estimate
|δD ǫst|W−1,1(ΩD′1 )
≤
ˆ
B1
(
‖∂iugi(ǫx−)‖L1(s,t;L1(D′ǫ)) + ‖f i(−ǫx−)∂iv‖L1(s,t;L1(D′ǫ))
)
dx−
=: ωD,D′ǫ(s, t) (4.29)
(ωD,D′ǫ is a regular control since positive linear combinations of controls are controls).
Step 2: convergence of the remainder term. For a.e. r ∈ [s, t], it is straightforward that we
have the inequality
|Πǫr|L1(ΩD′1 ) ≤ |D
′
ǫ||ur|Lp(D′ǫ)|vr|Lp′(D′ǫ).
Therefore, by Theorem A.1 together with Proposition 3.3 we obtain the following bound on the
remainder Πǫ,♮ := −Λ[δ(Γ1,ǫ(B)Π + Γ2,ǫ(B)Π)]:
|Πǫ,♮st |W−3,1(ΩD′1 ) ≤ C
(
|D′ǫ|‖ur‖L∞(Lp(D′ǫ))‖vr‖L∞(Lp′ (D′ǫ))ωB(s, t)3α
+ ωD,D′ǫ(s, t)ωB(s, t)
α
)
, (4.30)
for every (s, t) ∈ ∆ such that ωB(s, t) ≤ L for some L(α) > 0, and every ǫ ∈ (0, 1).
Fix
ψ ∈ W 3,∞0 (B1), with
ˆ
B1
ψ(x−)dx− = 1 , (4.31)
and for (s, t) as above, denote by ℓǫst the element ofW
−3,1(D′) defined as
〈ℓǫst, φ〉 := 〈Πǫ,♮st , (φ⊗ ψ) ◦ χ〉, for φ ∈ W 3,∞0 (D′).
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Bydefinition of ℓǫ and the estimate (4.30), we deduce that ℓǫ is uniformly bounded inV3α2,loc(0, T ;W−3,1w (D′)).
Proceeding as in the proof of Lemma 4.1, we infer the existence of ℓ ∈ V3α2,loc(0, T ; (W 3,∞0 (D′))∗)
and ǫn ց 0 such that for any α′ < α and every φ ∈ W 3,∞0 (D′)
〈ℓǫn, φ〉 → 〈ℓ, φ〉 in V3α′2,loc(0, T ;R) (4.32)
which in particular implies convergence in the C(∆;R)-sense.
It remains to show that ℓst belongs to W−3,1(D′) for any (s, t) ∈ ∆. In (4.30), substitute D′
with anyK ⊂ D′ and then take the limit as ǫ→ 0. This yields
|ℓst|(W 3,∞0 (K))∗ ≤ C
[
|K|‖u‖L∞(Lp(K))‖v‖L∞(Lp′ (K))ωB(s, t)3α
+
(‖∂iugi‖L1(s,t;L1(K)) + ‖f i∂iv‖L1(s,t;L1(K)))ωB(s, t)α]. (4.33)
This implies that |ℓst|(W 3,∞0 (K))∗ goes to 0, as |K| → 0.As is well-known (see e.g. [5, Proposition
4.4.2 p. 263&Proposition 1.3.3 p. 9]) this implies that ℓ is an element of the subspaceW−3,1(D′).
This proves the claimed property.
Step 3: passage to the limit in the equation Fix any φ ∈ W 3,∞(D) with compact support in
D′, and test all the terms in (4.21) against
Φǫ(x, y) := (Tǫ(φ⊗ ψ)) ◦ χ(x, y) ≡ φ(x+ y
2
)ψ(
x− y
2ǫ
)(2ǫ)−d, for (x, y) ∈ ΩD′ǫ ,
which is a well defined element of W 3,∞(ΩD
′
ǫ ). Using again Theorem A.1 and dominated
convergence, we have
W−1,1(ΩD
′
1 )
〈
δD ǫst,Φ
〉
W 1,∞0 (Ω
D′
1 )
→
ˆ t
s
W−1,1(D′)
〈
urgr + frvr, φ
〉
W 1,∞0 (D
′)
dr ,
as ǫ→ 0, while
W−1,1(ΩD
′
1 )
〈
Γ1,ǫst (B)Π
ǫ
s,Φ
〉
W 1,∞0 (Ω
D′
1 )
→
W−1,1(D′)
〈
(B1stus)vs + vsB
1
stus, φ
〉
W 1,∞0 (D
′)
≡ 〈(B1st +M1st)(uv), φ〉 = 〈Q1(uv), φ〉,
by definition of Q, where we have made use of the relation (A.1). Similarly, using (A.2), it is
seen that
W−2,1(ΩD
′
1 )
〈
Γ2,ǫst (B)Π
ǫ
s,Φ
〉
W 2,∞0 (Ω
D′
1 )
→ 〈(B2stus)vs + (B1stus)(B1stvs) + us(B2stvs), φ〉
≡ 〈(B2st +M1stB1st +M2st + (M1st)2)(uv), φ〉 = 〈Q2(uv), φ〉 . (4.34)
and also that 〈δΠǫst,Φ〉 → 〈δ(uv)st, φ〉. Using the previous step, we thus obtain
〈δ(uv)st, φ〉 =
ˆ t
s
〈
ug + fv, φ
〉
dr +
〈
(Q1 +Q2)st(uv), φ
〉
+
〈
ℓst, φ
〉
, (4.35)
for every (s, t) ∈ such that ωB(s, t) ≤ L. The equation (4.35) holds for any open and bounded
D′ ⊂ D with positive distance from D. Thus, it remains true for D itself, which shows that uv
is an L1(D)-solution of (4.12).
It remains to show that Q is a differential rough driver, for which it suffices to check that
Chen’s relations (2.17) hold. But these are an immediate consequence of (A.4) and the linearity
of δ, since:
δQ2sθt ≡ δ(B2 +M1B1 +M2 + (M1)2)sθt
= B1θtB
1
sθ +M
1
θtB
1
sθ +M
1
sθB
1
θt + (B
1
θt −M1θt)(M1sθ) + 2M1θtM1sθ
= (B1θt +M
1
θt)(B
1
sθ +M
1
sθ) ≡ Q1θtQ1sθ,
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for (s, θ, t) ∈ ∆2. This shows that Q is a differential rough driver.
Finally, thanks to Corollary 3.1, we further see that uv is controlled byQ, and thus it belongs
toHα,1Q,loc. This achieves the proof of (ii) and the proposition. 
Remark 4.2. If B is not geometric, its bracket L (see (2.28)) is generally not first order. Interst-
ingly enough, this gives a new interpretation of the usual stochastic parabolicity assumption, in
the context of an equation driven by a Brownian Motion. Indeed, using the notations of Remark
(2.3), we see that (4.34) must be generally changed for
lim
ǫ→0
〈
Γ2,ǫst (B)Π
ǫ
s,Φ
〉
=
〈
(B2stus)vs + (B
1
stus)(B
1
stvs) + us(B
2
stvs), φ
〉
≡ 〈B2st(usvs), φ〉+ 〈lst(us, vs), φ〉 ,
If we let furthermore u = v where u is an L2-solution of (1.3), B = BItoˆ, and φ = 1, we have
〈lst(us, us), 1〉 = (t− s)
ˆ
D
(V us)
2dx .
The latter competes with the term−2ϑ˜
[s,t]×D
|∇u|2dxdr, which is brought by the elliptic part
of the equation. In particular, the usual technique to obtain the energy estimate on u fails, unless
the coefficients of V are taken small with respect to ϑ. This illustrates the importance of the
geometricity assumption in our results.
5. Parabolic equations with free terms
In this section we investigate existence, uniqueness and stability for parabolic rough partial
differential equations of the form
du = (Au+ f)dt+ dBu, on [0, T ]× Rd
u0 ∈ L2(Rd),
(5.1)
where f belongs to the space L2(0, T ;H−1). This generalizes the case treated in [35] (with
b = c = 0). We have the following.
Theorem 5.1 (Solvability in the energy space). Let f ∈ L2(0, T ;H−1), fix u0 ∈ L2 and consider
a geometric, differential rough driver B with regularity α ∈ (1/3, 1/2]. There exists a unique
L2-solution u = u(u0, f ;B) to (5.1), and it belongs to the spaceHα,2B (Rd).
Moreover, the solution map is continuous in the following sense
(C1) for every (u0, f) ∈ L2 ×L2(H−1), the map B 7→ u(u0, f ;B) is continuous from the set
of geometric differential rough drivers (endowed with the distance ρα, see (2.19)) into
the weak spacesHα′,2B,w for any α′ < α, see (4.4)–(4.6).
(C2) for B fixed the map u(·, ·;B) : L2×L2(H−1)→ Hα,2B is continuous, with respect to the
strong topologies.
Proof of Theorem 5.1. The proof essentially follows the lines of [35] but since our assumptions
on B are more general, we provide a complete proof.
Step 1: Bounds on the drift term. Consider an L2-solution u ∈ Hα,2B of the equation (5.1).
Applying Proposition 4.1 with u = v, we have that u2 ∈ Hα,1Q whereQ is the shifted differential
rough driver defined in (4.11). Moreover, u2 solves in the L1-sense:
du2 = 2u(Au+ f)dt+ dQ(u2). (5.2)
We want to test against φ = 1, and then apply Rough Gronwall, but for this we need first an
estimate on u2,♮, which itself follows from Proposition 3.3, together with the estimate on the
30 ANTOINE HOCQUET AND TORSTEIN NILSSEN
drift. The analysis of the linear part of the drift leads to the estimate:∣∣∣ ˆ t
s
(uAu)dr
∣∣∣
W−1,1
≤ ‖a‖∞(‖∇u‖2L2(s,t;L2) + ‖u∇u‖L1(s,t;L1)) (5.3)
whereas for the free term, considering anti-derivatives, we findˆ t
s
|uf |W−1,1dr ≤
(‖u‖L2(s,t;L2) + ‖∇u‖L2(s,t;L2)) ‖f‖L2(s,t;H−1). (5.4)
Step 2: Energy inequality and application to uniqueness. Letting ωD(s, t) be the sum of the
right hand sides in (5.3) and (5.4), one can then apply Proposition 3.3 to obtain
|u2,♮st |W−3,1 ≤ C
(
ωB(s, t)
αωD(s, t) + ‖u‖2L∞(s,t;L2)ωB(s, t)3α
)
. (5.5)
for every (s, t) ∈ ∆ with ωB(s, t) ≤ L for some absolute constant L > 0.
Next, one can take φ = 1 ∈ W 3,∞ in (5.2), so that by Assumption 2.1 it holds for every s, t
as above:
δEst := δ(|u|2L2)st +
ˆ t
s
|∇ur|2L2dr
.ϑ
¨
[s,t]×Rd
−∂iur(x)f ir(x)dxdr + 〈u2s, (Q1,∗st +Q2,∗st )1〉+ 〈u2,♮st , 1〉
.ϑ ‖f‖L2(s,t;L2)‖∇u‖L2(s,t;L2) + |us|2L2(ωB(s, t)α + ωB(s, t)2α) + |u2,♮st |W−3,1,
.ϑ ‖f‖L2(s,t;L2)‖∇u‖L2(s,t;L2) + (ωB(s, t)α + ωB(s, t)α + ωB(s, t)3α) sup
r∈[s,t]
Er
+ ωB(s, t)
α‖f‖L2(s,t;H−1)(‖∇u‖L2(s,t;L2) + ‖u‖L2(s,t;L2))
Making use of Young Inequality ‖f‖L2(s,t;L2)‖∇u‖L2(s,t;L2) ≤ 12ǫ‖f‖2L2(s,t;L2) + ǫ2‖∇u‖2L2(s,t;L2)
for a sufficiently small ǫ(ϑ) > 0, the first term in the right hand side can be absorbed to the left.
Hence, taking L smaller if necessary, we infer that for any (s, t) ∈ ∆ with ωB(s, t) ≤ L, it holds
the incremental inequality
δEst ≤ ωB(s, t)α(supr∈[s,t]Er) + ‖f‖2L2(s,t;H−1).
By Lemma 3.1, we deduce the estimate
(supt∈[0,T ]Et) ≡ ‖u‖2L∞(0,T ;L2) + ‖∇u‖2L2(0,T ;L2)
≤ C(ϑ, ‖a‖L∞) exp
{
ωB(0, T )
τα,L
}[
|u0|2L2 + ‖f‖2L2(0,T ;H−1)
]
. (5.6)
The uniqueness is now straightforward, because the difference v ≡ u1− u2 of two L2-solutions
to (5.1) must be an L2-solution of (5.1), with f = 0 and v0 = 0, hence yielding from (5.6) that
v = 0.
Step 3: Existence. Existence and continuity rely mostly on the stability result shown in Lemma
4.1, together with the fact that B is geometric. It should be noted that the latter assumption is
essential.
Consider a sequence B(n) → B as in Definition 2.2. and assume without loss of generality
that each B(n) is transport-like (it is sufficient to regularize the leading order coefficients).
By standard results on parabolic equations, there exists a unique u(n) in the energy space
L∞(L2) ∩ L2(H1), solving (5.1) in the sense of distributions.
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Using moreover the fact that B(n) = S2(b(n)), it is easily deduced from (5.1) that u(n) is an
L2-solution of (5.1), in the sense of Definition 2.4. Consequently, the previous analysis shows
that we have a uniform bound
‖u(n)‖2L∞(0,T ;L2) + ‖∇u(n)‖2L2(0,T ;H1) ≤ C
(
ϑ, ‖a‖L∞ , ‖f‖L2(0,T ;H−1), |u0|L2, T
)
.
As a straightforward consequence of this, we obtain as well the uniform estimate
‖u(n)‖Hα,2
B
≤ C ′,
for another such constant C ′. By Lemma 4.1 we see that {u(n), n ∈ N} has a (possibly non-
unique) limit point u ∈ Hα,2B such that u(nk)→ u inHα
′,2
B,w for any α
′ < α, and where nk ր∞.
In particular, each of the terms in the equation on u(nk) converges to the expected quantities
associated to the limit u. This shows the claimed existence.
Step 4: Stability . We can now repeat the argument of Step 3 with any sequence B(n) of
geometric, differential rough drivers (e.g. not necessarily defined as a canonical lift S2(b(n))).
This will imply the convergence of a subsequence u(nk) → uHα
′,2
B . From the uniqueness part,
there can be at most one such limit u, and therefore every subsequence of u(n) converges to u.
This implies the convergence of the full sequence, for the topology of Hα′,2B,w, for any α′ < α,
and the claimed continuity (C1).
To show (C2), note that if u and v are L2-solutions of
du = (Au+ f)dt+ dBu, u0 = u
0, dv = (Av + g)dt+ dBv, v0 = v
0,
where u0, v0 ∈ L2, and f, g ∈ L2(H−1), then w := u− v solves the problem
dw = (Aw + f − g)dt+ dBw, w0 = u0 − v0 .
Therefore, the strong continuity of the solution map with respect to (u0, f) follows from the
estimate (5.6), together with Proposition 3.3 and the equivalence of norms (4.3). 
6. Algebras ofHα,1B,loc
Let B be transport-like. In Section 4 we have seen in particular that for any bounded element
u ∈ Hα,2B,loc satisfying (2.39), then um belongs to the space Hα,1B,loc, for every m ∈ N0, and
moreover dum = mum−1fdt + dB(um) (L1loc-sense). By linearity we obtain the chain rule for
polynomials, that is:
dP (u) = P ′(u)fdt+ dB(P (u)), where P =
∑
m≤n
amX
m. (6.1)
In this section we are more generally interested in the algebra generated by one element
u ∈ Hα,2B,loc∩L∞, that is, roughly speaking, the smallest Banach spaceA [u] →֒ Hα,1B,loc containing
the polynomials
∑
amu
m. The first step in the proof of Theorem 2.2 is to show that an Itô
Formula for analytic functions of the solution (a property that is not fulfilled by the mapping
R→ R, F (z) := |z|p when p /∈ 2N0).
6.1. Holomorphic Itô Formulae. We need first to introduce some notation.
Notation 6.1. Given u ∈ Hα,2B,loc ∩ L∞, we denote by
P[u] :=
{ ∑
0≤m≤n
amu
m, for some n ≥ 0 and (am) ∈ Cn
}
. (6.2)
From Leibniz formula, it is clear that P[u] is included in C(L1loc) ∩ L1(W 1,1loc ) ∩ L∞.
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Notation 6.2. Given u ∈ Hα,2B,loc ∩ L∞, v ∈ P[u], we define
9v9 = inf
P :P (u)=v
{(|P |+ |P ′|+ |P ′′|)(‖u‖L∞)},
where the infimum is taken over every possible polynomial with complex coefficients such that
P (u) = v, and from now on, given P ≡∑0≤m≤n amXm, we adopt the notation
|P |(X) def=
∑
0≤m≤n
|am|Xm. (6.3)
It is easy to show with the definition (6.3) that 9 · 9 defines a norm on P[u]. As a matter
of fact, (P[u],9 · 9) is a complex normed algebra, in the sense that the norm satisfies the
submultiplicativity property 9vw9 ≤ 9v 9 9w 9 . (In particular, its completion A [u] defined
below is a Banach Algebra, but this property will not be used in the paper.)
We have the following result.
Lemma 6.1 (Holomorphic Itô Formula in the bounded case). Let u ∈ Hα,2B,loc([0, T ]×Rd) be an
L2loc-solution of (2.39). Assume furthermore that u is bounded i.e. u ∈ L∞([0, T ] × Rd). The
following assertions are true.
(P1) There is a topological embedding (P[u],9 · 9) →֒ Hα,1B,loc;
(P2) The completion of (P[u],9 · 9) is the Banach algebra
A [u] := {F (u), F ∈ Hol(0, ‖u‖L∞)} ,
where Hol(0, ‖u‖L∞) is the space of functions wich are holomorphic on the open ball
B(0, ‖u‖L∞) ⊂ C and continuous on B¯(0, ‖u‖L∞). The latter space is endowed with
the norm
9 v9 := inf
v=F (u)
∑
m≥0
(m!)−1|F (m)(0)|(‖u‖mL∞ +m‖u‖m−1L∞ +m(m− 1)‖u‖m−2L∞ ). (6.4)
In particular, for any F ∈ Hol(0, ‖u‖L∞) we have F (u) ∈ Hα,1B and it holds in L1 :
dF (u) = F ′(u)fdt+ dB(F (u)), (6.5)
in the sense of Definition 2.4.
Proof of Lemma 6.1. Proof of (P1). Let K ⊂⊂ Rd, and fix v ≡ P (u) ∈ P[u]. We aim to
evaluate theHα,1B (K)-norm of P (u), and estimate it in terms of the quantity 9v 9 . Elementary
computations yield for the driftˆ t
s
|P ′(ur)fr|W−1,1(K)dr ≤ |P ′′|(M)E1/2s,t ‖f‖L2(s,t;H−1)+|P ′|(M)|K|1/2(t−s)1/2‖f‖L2(s,t;H−1)
where M := ‖u‖L∞ , and we shall also denote by Es,t := ‖∇u‖2L2(s,t;L2). Proposition 3.3 then
yields
JP ♮(u)KV3α2 (W−3,1) .
(
ωB(s, t)
α|P ′′|(M)E1/20,T + |P ′|(M)|K|1/2T 1/2
)
‖f‖L2(s,t;H−1)
+ ωB(s, t)
3α|P |(M)|K|. (6.6)
On the other hand, estimating directly P (u) and∇(P (u)) in L1(L1(K)), it is immediate that
‖P (u)‖L1(W 1,1(K)) ≤ T 1/2|K|1/2|P ′|(M)‖∇u‖L2 + T |K||P |(M). (6.7)
Adding (6.6)-(6.7), and using Corollary 3.1, we see that there exists a constantC > 0 depending
only on the quantities T, |K|, |f |L2(H−1) and ‖∇u‖L2(L2)) > 0, so that for every P ∈ C[X ] :
‖P (u)‖Hα,1
B
(K) ≤ C(|P |+ |P ′|+ |P ′′|)(M) . (6.8)
Taking the infimumover allP such thatP (u) = v, this yields the claimed topological embedding.
AN ITÔ FORMULA FOR ROUGH PDES 33
Proof of (P2). To prove that (P[u],9 · 9) →֒ A [u] holds, consider a Cauchy sequence vn :=
Qn(u) ≡
∑
a
(n)
m um in P[u]. In particular the sequence {|Qn|(M), n ∈ N} is bounded, namely
there exists C > 0 such that for every n ≥ 0∑
m∈N0
|a(n)m |Mm ≤ C,
hence the sequence {b(n), n ≥ 0} ⊂ ℓ1 defined for each n ≥ 0 as b(n) := (a(n)m Mm)m≥0 is
bounded. Since ℓ1 is the dual space of c0, there is a weak-* limit b ∈ ℓ1 for some subsequence
(b(nk))k≥0 implying in particular the convergence of each coordinate. In particular, for every
fixedm0 ≥ 0, we have
a(nk)m0 →
bm0
Mm0
, as n→∞,
from which we infer, using Fatou Lemma:∑
m∈N0
|bm| ≡
∑
m∈N0
|am|Mm ≤ C. (6.9)
Next, define F (z) :=
∑
m∈N0
amz
m, and observe that F is holomorphic inside its domain of
absolute convergence, which by (6.9) contains the closed ball B¯(0,M).We have F (u) ∈ A [u]
and dominated convergence implies that 9vn − F (u)9 ≡
∑
m≥0 |a(n)m − am|Mm → 0. This
shows the claimed embedding.
Conversely, let F ≡ ∑m∈N0 amzm ∈ Hol(0,M) and consider the family of polynomials
Pn(z) :=
∑n
m=0 amz
m, n ∈ N, where for simplicity we let am := F (m)(0)/m!, m ≥ 0. With
the definition (6.4), we have
9Pn(u)− F (u)9 ≤
∑
m≥n+1
|am|(1 +m+m(m− 1))Mm −→
n→∞
0 ,
since by assumption the radius of convergence of F is greater than or equal toM ≡ ‖u‖L∞. By
the embedding shown in (P1), this also implies convergence of Pn(u) towards some v in Hα,1B ,
which by identification of the limits is equal a.e. to F (u). The definition of the norm ‖ · ‖Hα,1
B
implies that one can take the limit in each of the terms in the equation on Pn(u), hence showing
that the claimed equation holds on F (u). This shows the opposite inclusion, and ends the proof
of Lemma 6.1. 
Having Lemma 6.1 at hand, we can now proceed further by showing an Itô Formula for
analytic functions of a continuous (but not necessarily bounded) solution.
Corollary 6.1 (Holomorphic Itô Formula in the continuous case). Let u ∈ Hα,2B,loc ∩ C([0, T ]×
Rd), be an L2loc-solution of (2.39), for some f ∈ L2(H−1loc ) and some u0 ∈ L2loc. Let U be an
open set of the complex plane containing the real line, and let F : U→ C be analytic.
Then, F (u) belongs toHα,1B,loc and moreover:
dF (u) = F ′(u)fdt+ dB(F (u)), (6.10)
in the L1loc-sense.
Proof. We will proceed by a localization argument. Fix K ⊂⊂ Rd, let MK := ‖u‖L∞([0,T ]×K)
and consider ρ > 0 such that
ρ < dist([−MK ,MK ],C \ U), (6.11)
Next, denote by τ the modulus of continuity of u : [0, T ]×K → R evaluated at ρ/2, in the
sense that max(|t − s|, |x − y|) ≤ τ implies |u(t, x) − u(s, y)| ≤ ρ/2. Let Iρ := ⌈Tτ ⌉ and let
{xj, j = 1, . . . Jρ} ⊂ K be a finite set such that ∪Jρj=1B(xj , τ) ⊃ K, each point xj being distinct
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from the others. Consider a family of smooth, compactly supported functions χj, j = 1, . . . Jρ
such that
1B(xj ,τ) ≤ χj ≤ 1B(xj , 32 τ).
Furthermore, for i, j as above, denote by uij := u(iτ, xj).
Fix now i ∈ {0, . . . , Iρ}. For each n ≥ 0, there exists a polynomial P in(X) with degree less
than or equal to nJρ, such that
dkP in(x)
dxk
∣∣∣
x=uij
=
dkF (x)
dxk
∣∣∣
x=uij
, for every (k, j) ∈ {0, . . . , n} × {1, . . . , Jρ}. (6.12)
(To prove the existence of P in it suffices to invert a linear system, which can be done canonically
provided the values (uij, j ≤ Jρ)’s are distinct.)
Having this definition at hand, we let for any 1 ≤ j ≤ Jρ :
vij
def
= u− uij and
{
Qijn (X)
def
= P ijn (X + u
ij)
F ijn (X)
def
= F ijn (X + u
ij)
.
Then, for any φ ∈ W 3,∞0 (K) and (s, t) ∈ ∆[iτ,(i+1)τ), we see that it holds
〈δP in(u)st, φ〉 =
∑
1≤j≤Jρ
〈
δ
[
Qijn (v
ij)
]
st
, χjφ
〉
=
∑
1≤j≤Jρ
[ ˆ t
s
〈
[Qijn ]
′(vijr )fr, χjφ
〉
dr +
〈
(B1st +B
2
st)
[
Qijn (v
ij)
]
, χjφ
〉
+
〈
(Qijn (v
ij))♮st, χjφ
〉]
. (6.13)
Clearly, we have
‖P in(u)− F (u)‖Hα,1
B
([iτ,(i+1)τ)×K)
≤
∑Jρ
j=1
|χj|W 3,∞‖Qijn (vij)− F ij(vij)‖Hα,1
B
([iτ,(i+1)τ)×B(xj ,τ))
,
hence from Lemma 6.1 together with (6.12), we infer that
‖P in(u)− F (u)‖Hα,1
B
([iτ,(i+1)τ)×K) ≤ C
Jρ∑
j=1
|χj|W 3,∞ 9Qijn (vij)− F ij(vij)9
≤ C
Jρ∑
j=1
∑
l≥n+1
F (l)(uij)
l!
‖u− uij‖lL∞([iτ,(i+1)τ)×K) −→
n→∞
0. (6.14)
This shows in particular that (6.10) holds with respect to the scale W k,∞([iτ, (i + 1)τ) ×
K;C), k ≥ 0, for eachK ⊂⊂ Rd, and each i ∈ {0, . . . , Iρ}. Since our notion of solution is also
local in time, the claim follows. 
We can now proceed to the proof of the main result of this section.
6.2. proof of Theorem 2.2. The function F : z 7→ |z|p/(p(p− 1)) being singular at z = 0, we
define, for n ∈ N :
Fn(z) :=
( 1
n2
+ z2)p/2
p(p− 1) ,
which is holomorphic inside the domain Un := {z ∈ C, |Im(z)| < 1n}. Letting v(n) := Fn(u)
and making use of Corollary 6.1, we see that
dv(n) = h(n)dt + dBv(n) (6.15)
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holds in L1loc, where we further let forK ⊂⊂ Rd and φ ∈ W 1,∞0 (K),
〈h(n), φ〉 := −
ˆ
K
1
p− 1
[(
(p− 2)u2( 1
n2
+ u2)
p
2
−2 + (
1
n2
+ u2)
p
2
−1
)
f i∂iuφ
+ u(
1
n2
+ u2)
p
2
−1(f i∂iφ+ f
0φ)
]
dx . (6.16)
ForK as above, we have the uniform estimateˆ t
s
|hr(n)|W−1,pdr . (ess sup
r∈[s,t]
|ur|p−2Lp(K))‖f‖L2(s,t;W−1,p(K))‖∇u‖L2(s,t;Lp(K))
+ (ess sup
r∈[s,t]
|ur|p−1Lp(K))‖f‖L2(s,t;W−1,p(K)), for any (s, t) ∈ ∆.
Using now Proposition 3.3 together with Corollary 3.1, we see that the family {v(n), n ∈ N0}
is bounded inHα,1loc , hence it is pre-compact by Lemma 4.1. On the other hand, we clearly have
v(n) → |u|p, almost everywhere. By dominated convergence we can take the limit in each of
the terms, yielding〈 δ(|u|p)st
p(p− 1) , φ
〉
=
¨
[s,t]×K
[− |u|p−2f i∂iuφ+ |u|p−1
p− 1 , ∂iφ
]
dxdr
+
ˆ
K
|ur|p(B1,⋆st +B2,⋆st )φdx+ 〈v♮st, φ〉
≡
〈 |u|p−1
p− 1 f, φ
〉
+
〈
(B1st +B
2
st)
( |u|p
p(p− 1)
)
, φ
〉
+ 〈v♮st, φ〉 ,
for some v♮ ∈ V1+2 (0, T ;W−3,1loc ).
This demonstrates that (2.40) holds in Lploc. To show that the equation holds in L
p, it suffices
to consider a sequence φn ∈ W 3,∞0 (Rd) and φ ∈ W 3,∞ such that φn → φ. Testing the equation
against φn, and then using that u ∈ L∞(Lp), u ∈ Lp(W 1,p) ⊂ L2(W 1,p) and f ∈ L2(W−1,p),
we can eventually take the limit as n→∞. This finishes the proof of Theorem 2.2. 
7. Boundedness of solutions
In this section, we go back to our parabolic setting and investigate boundedness of solutions
for RPDEs of the form
du = (Au+ f)dt+ dBu, in [0, T ]× Rd,
u0 ∈ L∞ ∩ L2,
(7.1)
where the free term f will be subject to additional conditions, see Assumption 7.1, andA fulfills
Assumption 2.1.
We now recall a classical interpolation inequality, the proof of which can be found in [42].
Proposition 7.1. For every f in the space L∞(0, T ;L2) ∩ L2(0, T ;W 1,2), then f belongs to
Lρ(0, T ;Lσ) for every ρ, σ such that
1
ρ
+
d
2σ
≥ d
4
and


ρ ∈ [2,∞] , σ ∈ [2, 2d
d−2
] for d > 2
ρ ∈ (2,∞] , σ ∈ [2,∞) for d = 2
ρ ∈ [4,∞] , σ ∈ [2,∞] for d = 1 .
(7.2)
In addition, there exists a constant Cρ,σ > 0 (not depending on f in the above space) such that
‖f‖Lρ(0,T ;Lσ) ≤ Cρ,σ
(
‖∇f‖L2(0,T ;L2) + ess sup
r∈[0,T ]
|fr|L2
)
. (7.3)
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As a consequence, it can be checked that whenever r, q ∈ [1,∞] are numbers satisfying
1
r
+
d
2q
≤ 1, (7.4)
then it holds the inequality
‖u‖
L
2r
r−1 (L
2q
q−1 )
≤ Cr,q‖u‖L∞(L2)∩L2(H1). (7.5)
7.1. Moser Iteration. Recall the basic idea ofMoser’s iteration principle. Ifu ∈ L∞(0, T ;L2)∩
L2(0, T ;H1) solves a parabolic equation of the form (7.1) where the coefficients are smooth
enough then its iterated powers are, roughly speaking, solutions of a similar PDE. To illustrate
the argument, let us first consider the simple case where A = ∆, f = 0, and u is an L2-solution
of (7.1). For κ ≥ 2, we define the map v := uκ/2. After some computations, we see that
formally:
d(v2)− dB(v2) = 2
(
v∆v − κ − 2
κ
|∇v|2
)
dt =: D˙ (κ)dt . (7.6)
In particular, it is easily seen that the drift term D (κ) is uniformly bounded as κ becomes
arbitrarily large: we have in fact
|δD (κ)st |W−1,1 ≤ ωκ(s, t) . ‖∇v‖2L2(s,t;L2) + (t− s)‖v‖2L∞(s,t;L2).
Testing (7.6) against φ = 1, and then estimating the remainder 〈v2,♮, 1〉 by theW−3,1-norm as in
Proposition 3.3, it follows thanks to the Rough Gronwall Lemma that
sup
0≤r≤T
|vr|2L2 ≡ sup
0≤r≤T
|ur|κLκ ≤ C|u0|κLκ (7.7)
for a constant C depending on α, ωB, T, but not on the parameter κ ≥ 2. Now, a classical result
states that
|f |Lκ(X,M,µ) →
κ→∞
|f |L∞(X,M,µ),
for any σ-finite measure space (X,M, µ) and every f ∈ L∞ such that f ∈ Lq for some
q ∈ [1,∞). Therefore, taking the κ-th root of (7.7) and sending κ to infinity yields an a priori
estimate for the L∞-norm of u. In turn, this proves the boundedness of any solution with
bounded intial datum.
The general case follows basically the same ideas, namely for any κ ≥ 2 it is possible find
a bound for v := uκ/2 in the energy space, depending on known quantities. Thanks to (7.3),
we will then obtain a recursive relation between different moments of u. The conclusion will be
obtained by the following iteration lemma, whose proof is immediate by induction and therefore
omitted.
Lemma 7.1 (Recursive argument). Assume that we are given a sequence of numbersΦn, n ≥ 0,
and positive constants ǫ, γ, and τ ≥ 1, such that for all n ≥ 1 :
Φn ≤ γτn−1Φ1+ǫn−1. (7.8)
Then, the following estimate holds: for any n ≥ 0 we have
Φn ≤ γ
(1+ǫ)n−1
ǫ τ
(1+ǫ)n−1
ǫ2
−n
ǫΦ
(1+ǫ)n
0 . (7.9)
Using this basic fact, togetherwith an approximation argument, wewill show that a sufficiently
large class of non-degenerate parabolic equations have solutions u ∈ Hα,2B that are bounded.
We need now to consider a more restrictive class of free terms.
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Assumption 7.1. We assume that
f ∈ M := Lr(0, T ;W−1,q) ∩ L2r(0, T ;W−1,2q) ∩ L1(0, T ;W−1,1) ∩ L2(0, T ;H−1),
where the exponents r ∈ (1,∞] and q ∈ (1 ∨ d
2
,∞) are subject to the conditions
1
r
+
d
2q
< 1. (7.10)
Remark 7.1. For instance, using Sobolev embeddings, it is easily checked that Assumption 7.1
is fulfilled for f ∈ Lr(0, T ;Lq), where r and q are subject to (7.10).
We have the following.
Proposition 7.2. Let Assumption 7.1 hold, suppose that u0 ∈ L2∩L∞, and assume that u is the
solution of (7.1) given by Theorem 5.1. Then, u is bounded. Furthermore, we have the estimate
‖u‖L∞ ≤ C(‖u0‖L∞ , ϑ, ‖a‖L∞ , ‖f‖M , ωB, α, r, q),
where the above constant depends on the indicated quantities, but not on u in the spaceHα,2B .
7.2. Preliminary discussion. Consider u ∈ Hα,2B ∩ L∞, L2-solution of (1.3). Our purpose in
the present paragraph is to set up the iteration argument, in order to apply Lemma 7.1. Let
κ ≥ 2, and assume moreover that u : [0, T ]×Rd → R is continuous. We have by Theorem 2.2:
δ|u|κst =
ˆ t
s
κ|u|κ−1r (Au+ f)dr + (B1st +B2st)|us|κ + uκ,♮st (7.11)
in the L1-sense.
Hence, assume from now on that (7.11) holds, and define
v := |u|κ/2.
we have the following identities:
v∂iv =
κ
2
(∂iu)|u|κ−1 ∂iv∂jv = κ
2
4
(∂iu)(∂ju)|u|κ−2.
Hence denoting by (f i) any antiderivative of f, and by v2,♮ := uκ,♮, it holds for every φ ∈ W 3,∞
that
〈δ(v2)st, φ〉 − 〈(B1st +B2st)(v2), φ〉 − 〈v2,♮, φ〉,
=
¨
[s,t]×Rd
[
− 4(κ − 1
κ
)
aij(∂iv)(∂jv)φ− 2aijv(∂iv)(∂jφ)
]
dxdr
+
¨
[s,t]×Rd
[
− 2(κ − 1)f i(∂iv)v1− 2κφ− κf iv2− 2κ ∂iφ
]
dxdr =: 〈δD (κ)st , φ〉. (7.12)
Testing the drift against φ ∈ W 1,∞ with |φ|W 1,∞ ≤ 1, and making use of the estimates
v1−2/κ ≤ 1 + v, v2−2/κ ≤ 1 + v2,
valid for κ ≥ 2, it is immediately seen that
|δD (κ)st |W−1,1 ≤ 4(
κ − 1
κ
)‖a‖L∞‖∇v‖2L2(s,t;L2) + 2‖a‖L∞‖v∇v‖L1(s,t;L1)
+ 2(κ − 1)
(
‖f‖L2r(s,t;L2q)‖∇v‖L2(s,t;L2)‖v‖
L
2r
r−1 (s,t;L
2q
q−1 )
+ ‖f‖L2(s,t;L2)‖∇v‖L2(s,t;L2)
)
+ κ
(
‖f‖Lr(s,t;Lq)‖v2‖
L
r
r−1 (s,t;L
q
q−1 )
+ ‖f‖L1(s,t;L1)
)
.
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Whence, letting ρ0 := 2r/(r − 1) and σ0 := 2q/(q − 1), we infer that
|δD (κ)st |W−1,1 . ‖∇v‖2L2(s,t;L2) + ‖v∇v‖L1(s,t;L1)
+ κ
(
‖f‖L2r(s,t;L2q)‖∇v‖L2(s,t;L2)‖v‖Lρ0(s,t;Lσ0 ) + ‖f‖Lr(s,t;Lq)‖v‖2Lρ0(s,t;Lσ0)
+ ‖f‖L2(s,t;L2)‖∇v‖L2(s,t;L2) + ‖f‖L1(s,t;L1)
)
. (7.13)
We now let φ = 1 in (7.12) and transfer to the left hand side the negative term. For |t − s|
small enough, this yields
δ(|v|2L2)st +
ˆ t
s
|∇v|2L2dr . κ
(
‖f‖L2r(s,t;L2q)‖∇v‖L2(s,t;L2)‖v‖Lρ0(s,t;Lσ0)
+ ‖f‖L2(s,t;L2)‖∇v‖L2(s,t;L2)
)
+ |vs|2L2ωB(s, t)α + |v2,♮st |W−3,1,
where the above implicit constant depends on ϑ. Therefore, by Proposition 3.3 and (7.13), we
get
δ(|v|2L2)st +
ˆ t
s
|∇v|2L2dr . κ
(‖f‖L2r(s,t;L2q)‖∇v‖L2(s,t;L2)‖v‖Lρ0(s,t;Lσ0)
+ ‖f‖Lr(s,t;Lq)‖v‖2Lρ0(s,t;Lσ0) + ‖f‖L2(s,t;L2)‖∇v‖L2(s,t;L2) + ‖f‖L1(s,t;L1)
)
+ ‖v‖2L∞(s,t;L2)ωB(s, t)α + ωB(s, t)α
(‖∇v‖2L2(s,t;L2) + ‖v∇v‖L1(s,t;L1)). (7.14)
Using the interpolation inequality (7.3), the first term in the right hand side of (7.14) is estimated
as follows
κ‖f‖L2r(s,t;L2q)‖∇v‖L2(s,t;L2)‖v‖Lρ0(s,t;Lσ0) ≤ ǫ
2
‖∇v‖2L2(s,t;L2)+
κ2
2ǫ
‖f‖2L2r(s,t;L2q)‖v‖2Lρ0(s,t;Lσ0),
where ǫ > 0 is arbitrary (note that both terms above are control functions). We proceed similarly
for the third term, writing
κ‖f‖L2(s,t;L2)‖∇v‖L2(s,t;L2) ≤ ǫ
2
‖∇v‖2L2(s,t;L2) +
κ2
2ǫ
‖f‖2L2(s,t;L2).
For t ∈ [0, T ], define Gt := ‖v‖2L∞(0,t;L2) +
´ t
0
|∇v|2L2dr, and fix ǫ > 0 sufficiently small
(depending on r, q only). Absorbing to the left in (7.14), we end up with the estimate
δGst .r,q,ϑ
(
ωB(s, t)
α + (t− s)1/2) sup
r∈[s,t]
Gr
+κ2
(
‖f‖2L2(s,t;L2)+ ‖f‖L1(s,t;L1)+ ‖f‖2L2r(s,t;L2q)‖v‖2Lρ0(s,t;Lσ0)+ ‖f‖Lr(s,t;Lq)‖v‖2Lρ0(s,t;Lσ0)
)
,
for any |t− s| small enough.
Applying Lemma 3.1, we obtain the bound(
sup
r∈I
Gr
)
≡ ‖v‖2L∞(0,T ;L2) + ‖v‖2L2(0,T ;H1) ≤ γκ2
(
1 + ‖v‖2Lρ0(Lσ0)
)
, (7.15)
where the above constant γ > 0 depends on the quantities r, q, ϑ, T, ‖f‖M , ωB and α but not
on κ, neither on v in C(L2) ∩ L2(H1).
We now want to apply Lemma 7.1. To this end, let ǫ > 0 be such that
1
r
+
d(1 + ǫq)
2q
≤ 1 (7.16)
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(note that such a number exists from (7.10)). For ǫ as above, observe that
1
ρ0(1 + ǫ)
+
d
2(1 + ǫ)σ0
≥ d
4
,
which means in particular that the exponents
ρ := ρ0(1 + ǫ), σ := σ0(1 + ǫ)
satisfy the condition (7.2).
Let n ≥ 1. In (7.15), making the substitution κ := κn = 2(1 + ǫ)n, we obtain
‖|u|(1+ǫ)n‖Lρ(Lσ) . ‖|u|(1+ǫ)n‖L∞(L2)∩L2(H1)
. (1 + ǫ)n
(
1 + ‖|u|(1+ǫ)n‖Lρ0(Lσ0 )
)
= (1 + ǫ)n(1 + ‖|u|(1+ǫ)n−1‖1+ǫLρ(Lσ)), (7.17)
where to obtain the first estimate we have used the interpolation inequality (7.5) on |u|(1+ǫ)n.
Otherwise stated, if one defines the sequence
Φn := ‖u‖(1+ǫ)
n
Lρ(1+ǫ)n(Lσ(1+ǫ)n)
+ 1 , n ≥ 0,
then the estimate (7.17) shows that for any n ≥ 1 :
Φn ≤ γ(1 + ǫ)n−1Φ1+ǫn−1
where the constant γ > 0 depends only upon the quantities
ϑ, r, q, ‖a‖L∞ , ‖f‖M , ωB, and α.
Applying now (7.9), this yields for every n ∈ N0 :
Φn ≤ γ
(1+ǫ)n−1
ǫ (1 + ǫ)
(1+ǫ)n−1
ǫ2
−n
ǫ ‖u‖(1+ǫ)n
L
2r
r−1 (L
2q
q−1 )
(7.18)
from which
‖u‖L∞ ≡ lim
n→∞
(Φn)
(1+ǫ)−n ≤ C(‖u‖C(L2)∩L2(H1) + 1), (7.19)
for another constant C > 0 as above. Having this at hand, we can now proceed to the proof of
Proposition 7.2.
7.3. Proof of Proposition 7.2. Consider an approximating sequence B(n) = S2(b(n)) as in
Definition 2.2. By the classical PDE theory, if we denote by u(n) the corresponding weak
solution (i.e. in the sense of distributions) of
∂u(n)
∂t
− Au(n) = f + b˙(n)u(n) , (7.20)
then u(n) is well defined and unique in the class L∞(L2)∩L2(H1). It is easily seen that in fact,
u(n) ∈ Hα,2B and is an L2-solution of
du(n) = (Au(n) + f)dt+ dB(n)u(n)
Indeed, writing the integral form of (7.20), then adding and subtracting us(n) in the integrand,
we have
ut(n)− us(n)−
ˆ t
s
(Au(n) + f)dr = B1st(n)us(n) +
ˆ t
s
dbr(n)(ur(n)− us(n))
= B1st(n)us(n) +B
2
st(n)us(n) +
ˆ t
s
dbr(n)R
u(n)
sr ,
and the claim follows by direct evaluation of Ru(n) in V2α2 (0, T ;H−2) (details are left to the
reader).
Moreover, for f as in (7.1), it is known that u(n) is continuous, as a mapping from [0, T ]×Rd
toR (it is even γ-Hölder for some γ > 0 depending on the data, see for instance [42, Chapter 3]).
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As a consequence, using Corollary 6.1 the map v(n) := |u(n)|κ/2 is an L1-solution to (7.11)
where B has been replaced by B(n). Consequently, the analysis made in the above paragraph
ensures that
‖u(n)‖L∞([0,T ]×Rd) ≤ C,
for a constant depending on known quantities but not on n ≥ 0.Using Banach Alaoglu Theorem,
the weak-∗ lower-semicontinuity of theL∞ norm, and uniqueness of the limit inC(L2)∩L2(H1)
this implies that u satisfies the same estimate. This proves the proposition. 
8. Proof of Theorem 2.1
In order to prove Theorem 2.1, we first demonstrate that the Itô Formula holds when u is
bounded. Approximating our solution by a sequence of bounded elements, we will then show
that the latter formula is preserved at the limit, proving the result in the general case.
8.1. Proof of the Itô Formula when u is bounded. Let u be an L2-solution of
du = (Au+ f)dt+ dBu
u0 ∈ L2 ∩ L∞,
(8.1)
where f belongs to L2(H−1), and such that moreover u ∈ Hα,2B ∩ L∞. By Lemma 6.1, if P is a
polynomial we have in particular P (u) ∈ Hα,1B,loc. LetM := ‖u‖L∞. If one assumes in addition
that P ′(0) = P ′′(0) = 0, then the inequalities
|P (z)| ≤ |z|2|P ′′|L∞([−M,M ]), |P ′(z)| ≤ |z||P ′′|L∞([−M,M ]), for |z| ≤M,
show that P (u) belongs to L∞(L1) and similarly that |∇u||P ′(u)| is an element of L1(L1).
Hence, a direct evaluation shows that for P as above, it holds
‖P (u)‖L∞(L1)∩L1(W 1,1) ≤ C(|P ′′|L∞([−M,M ]))‖u‖L∞(L2)∩L2(H1) . (8.2)
Similarly, the drift term D :=
´ ·
0
P ′(u)(Au+ f)dr belongs to L1(W−1,1) as can be seen by
the estimate
|δDst|W−1,1 :=
∣∣∣ ˆ t
s
P ′(u)(Au+ f)dr
∣∣∣
W−1,1
≤ C (‖a‖L∞ , ‖u‖L∞(L2)∩L2(H1), ‖f‖L2(H−1), |P ′′|L∞([−M,M ])) . (8.3)
Hence, from Proposition 3.3 and (4.3), we obtain the following estimate inHα,1B :
‖P (u)‖Hα,1
B
≤ C(‖a‖L∞ , ‖u‖C(L2)∩L2(H1), ‖f‖L2(H−1), |P ′′|L∞([−M,M ])) . (8.4)
Denote byPadm([−M,M ]) the set of all polynomials as above, equipped with the norm ofC2adm,
that is |P |C2adm := |P ′′|L∞([−M,M ]). The estimate (8.4) shows that we have constructed a bounded
linear map
ϕu : Padm([−M,M ])→ Hα,1B , P 7→ ϕu(P ) := P (u) ,
which can therefore be uniquely extended to a mapping
u∗ : C2b (−M,M)→ Hα,1B , (8.5)
with the same operator norm as ϕu. Considering any converging sequencePn → F inC2adm, and
then making use of Lemma 4.1, it is easily checked that a.e., F (u) = u∗(F ). This demonstrates
in particular that F (u) belongs toHα,1B and that it solves the equation
d(F (u)) = F ′(u)(Au+ f)dt + dB(F (u))
in L1, in the sense of Definition 2.4. This shows the claimed Itô formula in the case where u is
bounded.
We can now finish the proof of Theorem 2.1.
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8.2. End of the proof of Theorem 2.1. By density one can consider sequences (f(n)) and
(u0(n)) such that for every n ∈ N0 :
• f(n) satisfies Assumption 7.1;
• u0(n) is bounded;
and such that as n→∞ :
u0(n)→ u0 strongly in L2, (8.6)
f(n)→ f strongly in L2(H−1) . (8.7)
By Proposition 7.2, the corresponding solution u(n) ∈ Hα,2B is bounded, and moreover, by the
continuity shown in Theorem 5.1 we have
u(n)→ u strongly in L∞(L2) ∩ L2(H1). (8.8)
Moreover, from (8.8), there exists a subsequence (still denoted by u(n) in the sequel) such that
u(n)→ u almost everywhere on [0, T ]× Rd. (8.9)
By the intermediate result shown in the above paragraph, if F ∈ C2adm, we have F (u(n)) ≡
u(n)∗(F ) ∈ Hα,1B , and moreover, for every φ ∈ W 3,∞ :
〈δF (u(n)), φ〉 − 〈F (u(n)), (B1,∗st +B2,∗st )φ〉 − 〈F (u(n))♮st, φ〉
= −
¨
[s,t]×Rd
[
aijF ′(u(n))∂ju(n)∂iφ+ a
ijF ′′(u(n))∂ju(n)∂iu(n)φ
+ f i(n)∂iu(n)F
′′(u(n))φ+ f i(n)F ′(u(n))∂iφ
]
dxdr, (8.10)
where (f i(n))i=0,...,d, denotes any anti-derivative associated with f(n).
As mentioned before, for each n ∈ N, the operator norm of the extended linear map u(n)∗,
which is defined in (8.5), is the same as that of ϕu. As a consequence, the estimate (8.4) remains
true if the polynomial P is replaced by F. In particular, there is a constant C such that for any
n ∈ N :
‖F (u(n))‖Hα,1
B
≤ C. (8.11)
By Lemma 4.1, we infer that (up to some new extraction)
F (u(n))→ F (u) strongly in C(0, T ;W−1,1). (8.12)
Now, fixing φ ∈ W 3,∞(Rd), (s, t ∈ ∆), it suffices to check that each term in (8.10) converges
to the expected quantity. But using (8.8), (8.9), together with dominated convergence, we have¨
[s,t]×Rd
−aijF ′′(u(n))∂ju(n)∂iu(n)φ→
¨
[s,t]
−aijF ′′(u)∂ju∂iuφ.
Similarly, using (8.7) we have
¨
[s,t]×Rd
−f i(n)(F ′′(u(n))∂iu(n)φ+ F ′(u(n))∂iφ)dxdr
→
¨
[s,t]×Rd
−f i(F ′′(u)∂iuφ+ F ′(u)∂iφ)dxdr =
ˆ t
s
〈f, F ′(u)φ〉dr.
Finally, from (8.12), we have that for any (s, t) ∈ ∆ :
〈δF (u(n))st, φ〉+ 〈F (us(n)), (B1,⋆st +B2,⋆st )φ〉
→ 〈δF (u)st, φ〉+ 〈F (us), (B1,⋆st +B2,⋆st )φ〉
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while Banach Alaoglu Theorem ensures the existence of a limit F (u)♮st for F (u(n))
♮
st, but
this limit is unique from the identification of the limiting equation, and thus belongs to
V2(0, T ;W−3,1) by Proposition 3.3.
This finishes the proof of Theorem 2.1. 
9. Proof of Theorem 2.3
Remark 9.1. For a domainD ⊂ Rd with smooth boundary, elements ofW k,p0 (D) for 0 ≤ k ≤ 3
and p ∈ [1,∞] are naturally identified inW k,p(Rd) through the embedding map
ιD :W
3,p
0 (D) →֒ W 3,p(Rd),
where for any φ inW 3,p0 (D), we define
ιDφ(x) :=
{
φ(x) if x ∈ D
0 if x /∈ D .
This operation is of course linear and continuous. In particular, by duality, for every distribution
g ∈ W−3,p′(Rd), the restriction g|D ≡ ι∗Dg to a smooth domainD is well defined.
9.1. Proof of the solvability. Identify the test functionsW k,p0 (D) as elements ofW
k,p(Rd) as
in Remark 9.1, and then define
σ˜ := ιD(σ), (B˜
1, B˜2) := (X1σ˜ · ∇, X2(σ˜ · ∇)2).
Moreover, let u˜0 := ιD(u0). Concerning the elliptic part, we define
a˜ij(t, x) :=
{
aij(t, x) if (t, x) ∈ [0, T ]×D
1i=j otherwise,
and we let A˜ := ∂i(a˜ij∂j ·). With these definitions, A˜, B˜, fulfill the hypotheses of Theorem 5.1
so that there exists a unique L2-solution u ∈ Hα,2B ([0, T ]× Rd) to
du = A˜udt+ dB˜u, on [0, T ]× Rd. (9.1)
The element v := ι∗D(u) is the natural candidate to solve the Dirichlet problem (2.41). In
order to check that this is indeed the case, let us remark thatw := ι∗
Rd\D(u) is a classical solution
to
∂tw = ∆w on [0, T ]× (Rd \D), w0 = 0,
and hence w = 0. This shows that u is supported in [0, T ] × D. Since on the other hand u
belongs to L2(H1(Rd)), this implies that its trace onto [0, T ] × ∂D is well defined, so that
v ≡ ι∗D(u) ∈ L2(H10(D)). This shows that v solves the Dirichlet problem (2.41).
9.2. Proof of the maximum principle. The proof uses the so-called Stampacchia truncatures
approach. Namely, let us fix a map G ∈ C1(R) such that the following properties are satisfied:
|G′|L∞(R) <∞, (9.2)
G is increasing on (0,∞), (9.3)
G(x) = 0 whenever x ≤ 0. (9.4)
Let F ∈ C2(R) be defined by
F (x) :=
ˆ x−M
0
G(y)dy, x ∈ R,
where we denote by
M = max(0, ess supD u0) <∞.
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By Theorem 2.1 applied to F (note that u has compact support) the following equation holds:
〈δF (u)st, φ〉 =
ˆ t
s
〈G(ur −M)Aur, φ〉dr + 〈(B1 +B2)stF (us), φ〉+ 〈F ♮st, φ〉,
for some remainder F ♮ ∈ V1+(0, T ;W−3,1). Next, we arrange the drift term as follows:
〈G(u−M)Au, φ〉+ 〈aijG′(u−M)∂iu∂ju, φ〉 = 〈−aijG(u−M)∂ju, ∂iφ〉
= 〈F (u), ∂j(aij∂iφ)〉 .
Hence, denoting by D :=
´ ·
0
G(ur −M)Arurdr, we have for each (s, t) ∈ ∆ :
|δDst|W−2,1 ≤ ‖a‖L∞
¨
[s,t]×D
G′(u−M)|∇u|2dxdr + ‖a‖L1(s,t;W 1,∞)‖F (u)‖L∞(s,t;L1) .
Therefore, testing the equation against φ = 1 and then using Assumption 2.1 gives
δ(|F |L1)st +
¨
[s,t]×D
G′(u−M)|∇u|2dxdr
.ϑ ‖a‖L∞‖F‖L∞(s,t;L1)ωB(s, t)α + ‖F‖L∞(s,t;L1)ωB(s, t)α‖a‖L1(s,t;W 1,∞), (9.5)
for any (s, t) such that ωB(s, t) ≤ L(B, ϑ, ‖a‖L∞). Applying Lemma 3.1, we obtain that
‖F‖L∞(L1) ≤ C
(
ϑ, ‖a‖L∞ , ‖a‖L1(W 1,∞), ωB, α
) |F (u0)|L1 ≡ 0,
from which we conclude that u ≤M a.e.
The proof of the estimate below is similar. Theorem 2.3 is now proved. 
Appendix A. Appendix: renormalization property
In the context of transport equations, the property (4.1) is known as renormalization (see e.g.
[19]). Recall that, informally speaking, a renormalized solution of a given PDE is defined as a
map u, such that every composition of u with a smooth function is a weak solution to a “similar
PDE”.
In this appendix, we are going to prove that provided B is geometric, then the family
(Γǫ(B))ǫ∈(0,1) as introduced in Proposition 4.1, is uniformly bounded (see Theorem 2.3 for
a precise statement). This fact, is at the core of the proof of the product formula in Section 4. A
fortiori, it relates to the chain rule stated in Theorem 2.1 and the fact that the solutions of (1.3)
are “renormalised” in the sense given above.
In what follows, we fix D′ ⊂ D ⊂ Rd as in Section 4 and, recalling Notation 4.16, we will
further denote by Ω := ΩD
′
while Ωǫ := ΩD
′
ǫ .
A.1. Algebraic preliminaries. We start with a Lemma.
Lemma A.1. Let B be a geometric differential rough driver. There exists a multiplication
operatorM1st so that the following Leibniz rule holds
B1st(φψ) = (B
1
stφ)ψ + φ(B
1
stψ)−M1stφψ, (A.1)
for every φ, ψ ∈ C∞c . Similarly, there existsM2st so that for φ, ψ as above:
B2st(φψ) = (B
2
stφ)ψ + (B
1
stφ)(B
1
stψ) + φ(B
2
stψ)−M1stB1st(φψ)−
(
M2st + (M
1
st)
2
)
φψ . (A.2)
Definition A.1. Let D0 be the space of multiplication operators with coefficients inW 2,∞. The
couple
M := (M1,M2) : ∆→ D0 × D0 , (A.3)
is referred to as the multiplicative part of B. It is not a differential rough driver in general,
however it satisfies
δM1sθt = 0, δM
2
sθt = (B
1
θt −M1θt)(M1sθ) , for (s, θ, t) ∈ ∆2 , (A.4)
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which correspond to Chen’s relations in this context.
Proof. It is well-known that a multiplication operator Mf of the form Mfh := x 7→ f(x)h(x)
for h ∈ L2, is bounded if and only if |f |L∞ <∞, and that the map f ∈ L∞ 7→Mf ∈ L (L2, L2)
is an isometry (see for instance [49]). By an immediate generalization, for i = 1, 2, we see that
the couple (j1, j2) defined as
j1 : (W
3,∞)d ×W 2,∞ → D1 (σ, ρ) 7→ σi∂i + ρ ,
j2 : (W
3,∞)d×d × (W 2,∞)d ×W 1,∞ → D2 (λ, µ, ν) 7→ λij∂ij + µi∂i + ν ,
is a continuous isomorphism, whereDi, i = 1, 2, are equippedwith the operator-norm topologies
as in Definition 2.1.
Let ξ ∈ C1(0, T ;D1), and define the canonical lift Ξ := S2(ξ) as in (2.18). Denoting by
(σ1st, ρ
1
st) := j
−1
1 (Ξ
1
st), (σ
2
st, µst, ρ
2
st) = j
−1
2 (Ξ
2
st) , for (s, t) ∈ ∆,
we see by definition of Ξ that there are absolutely continuous paths σ : [0, T ] → (W 3,∞)d and
ρ : [0, T ]→ W 2,∞ so that σ1 = δσ, ρ1 = δρ and
σ2,ijst =
ˆ t
s
σ1,isr σ˙
j
rdr, µ
i
st =
ˆ t
s
(σ1,j∂j σ˙
i
r+ρ
1
srσ˙
i
r+σ
1,i
sr ρ˙r)dr, ρ
2
st =
ˆ t
s
(σ1,isr ∂iρ˙r+ρ
1
srρ˙r)dr,
(A.5)
where the above integrals are to be understood as convergent quantities in W 3,∞, W 2,∞,W 1,∞
in the Bochner sense.
Obviously, if φ, ψ ∈ C∞c , we have
Ξ1st[φψ] ≡ (σ1,ist ∂i + ρ1st)[φψ] = (Ξ1stφ)ψ + φ(Ξ1stψ)−M1stφψ , (A.6)
where M1st denotes the operator φ 7→ ρ1st(·)φ. Concerning the second component, we have by
direct computation
Ξ2st[φψ] = (σ
2,ij
st ∂ijφ)ψ + σ
2,ij
st [∂iφ∂jψ + ∂jφ∂iψ] + φ(σ
2,ij
st ∂ijψ)
+ (µist∂iφ)ψ + φ(µ
i
st∂iψ) + ρ
2
stφψ . (A.7)
Using the explicit formula (A.5) for σijst, together with the symmetry in i, j, we obtain for the
second term in the r.h.s. of (A.7):
σ2,ijst [∂iφ∂jψ + ∂jφ∂iψ] =
1
2
σ1,ist σ
1,j
st ∂iφ∂jψ
= (σ1,ist ∂iφ)(σ
1,j
st ∂jψ) ≡ ([Ξ1 − ρ1]stφ)([Ξ1 − ρ1]stψ)
This yields the equality
Ξ2st[φψ] = (Ξ
2
stφ)ψ + (Ξ
1
stφ)(Ξ
1
stψ) + φ(Ξ
2
stψ)− ρ1stΞ1st[φψ]− (ρ2st + (ρ1st)2)φψ . (A.8)
Now, let ξ(n) ∈ C1(0, T ;D1), n ∈ N0, such that Ξ(n) ≡ S2(ξ(n)) →ρα B. Making use of
the isomorphisms (j1, j2) we see that the coefficients
(σ1(n), ρ1(n); σ2(n), µ(n), ρ2(n)) ≡ (j−11 Ξ1(n); j−12 Ξ2(n))
converge to (j−11 B; j
−1
2 B), in the space(
(W 3,∞)d ×W 2,∞)× ((W 3,∞)d×d × (W 2,∞)d ×W 1,∞) .
This implies in particular that one can take limits in the identities (A.6),(A.8), hence showing
the claimed property. 
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Remark A.1. In the transport case, i.e. when M1 = M2 = 0, the relations (A.1) and (A.2) can
be understood as duality relations (in the algebraic sense) of the form
≪ B, φψ ≫ = ≪ Γ(B), φ⊗ ψ ≫ (A.9)
where for a differential rough driverB and a functionΦ, the brackets simply indicate a pointwise
evaluation of the form ≪ B,Φ ≫:= Bst[Φ](0) for some fixed pair (s, t) ∈ ∆, and Γ denotes
the “co-product”
Γ : Vα2 (D1(Rd)× D2(Rd)) −→ Vα2 (D1(Rd × Rd)× D2(Rd × Rd))
(B1, B2) 7−→ Γ(B) :=
{
Γ1(B) := B1 ⊗ id+ id⊗B1
Γ2(B) := B2 ⊗ id+B1 ⊗ B1 + id⊗B2 (A.10)
(for a quick introduction to co-algebras and their applications in analysis, we refer for instance
to [7]). This observation may not seem so surprising, as the set D of differential operators with
smooth coefficients is itself endowed with a natural co-algebra structure (precisely encoding
Leibniz Formula).
The point here is that, in some sense, transport-like drivers “inherit” the co-algebra structure
of D, a property that fails for differential rough drivers in general. Indeed, while the family
(Γst(B))(s,t)∈∆ fulfills the axioms (RD1)-(RD2) regardless of the class of differential rough
driversB considered, the property (A.9) however, does not hold in general ifB is not transport-
like. On the other hand, if B is geometric but not transport-like, then Lemma A.1 essentially
asserts that (A.9) remains true up to a suitable zero order correction term. This fact is what
ultimately allows us to form the product of two elements ofHα,2B for B geometric.
A.2. Renormalization property for geometric differential rough drivers. According to the
terminology introduced in [18], We will now show that any geometric differential rough driver
is “renormalizable”, more precisely:
Theorem A.1 (Renormalization property). Let B be a geometric, differential rough driver with
regularity α > 1/3.
The differential rough driver Γ(B) defined in (A.10) is renormalizable, by which we mean
that for each i ∈ {1, 2} and −3 ≤ k − i ≤ k ≤ 0, the following uniform bounds hold
|T−1,∗ǫ Γist(B)T ∗ǫ |L (W 1,k(Ω),W 1,k−i(Ω)) ≤ CωB(s, t)iα (A.11)
where C > 0 denotes a constant which is independent of ǫ ∈ (0, 1], while ωB is the regular
control introduced in Definition 2.1.
Remark A.2. If B is transport-like, it is convenient to introduce the 2-parameter mapping
L ≡ (L1, L2) defined as
L1st := B
1
st , L
2
st ≡ Lst := B2st −
1
2
B1stB
1
st, (s, t) ∈ ∆, (A.12)
which which we refer to as the reduced form ofB, and whose knowledge is clearly equivalent to
that of B. The advantage of considering the above pair instead of B itself is that for a geometric
differential rough driver, the bracket L2 is a first order differential operator, as opposed to B2.
WhenB is transport-like, we already saw in Remark 2.2 that L2 has pure order one. The general
case follows similarly.
Proof of Theorem A.1. Note first that
TǫΦ(x, y) :=
1
(2ǫ)d
Φ
(
χ+(x, y) +
χ−(x, y)
ǫ
, χ+(x, y)− χ−(x, y)
ǫ
)
,
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where we make use of the alternative system of coordinates χ ≡ (χ+, χ−) : Ω → Rd × B1
defined as
χ(x, y) :=
(
x+y
2
, x−y
2
)
, for (x, y) ∈ Ω . (A.13)
Note further that |detDχ| = 2−d and that √2χ is a rotation. By a common abuse of notation,
we will denote by ∇± the gradient with respect to the new coodinates x+ ≡ χ+(x, y) and
x− ≡ χ−(x, y). Formally: ∇± = ∇x ±∇y.
Step 1: estimates on the reduced form We first show that for i = 1, 2, and Φ ∈ W k,∞0 (Ω) :
|(∇±)k−i(Tǫ)−1[(Li,⋆x + Li,⋆y )TǫΦ]|L∞(Ω) ≤ CωB(s, t)iα|Φ|W k,∞0 (Ω) (A.14)
where L is the reduced form of B, as introduced in see Remark A.2.
Fix i ∈ {1, 2}. Since the bracket of a geometric differential rough driver is first order (see
RemarkA.2), and since this is also the case ofL1 ≡ B1, we can alwayswrite thatLi,⋆st = Tist+H ist
where T ∈ V iα2 (D˙1) has pure order one, while H ∈ V iα2 (D0) (it suffices to use coefficients).
Thus, for any φ, ψ ∈ C∞c , (s, t) ∈ ∆ we have
Li,⋆st (φψ) = (T
i
stφ)ψ + φ(T
i
stψ) +H
i
stφψ .
By density, it will be enough to show the claimed bounds on test functions of the formΦ(x, y) =
φ(x+y
2
)ψ(x−y
2
), with φ ∈ W k,∞, ψ ∈ W k,∞, where k ∈ {1, 2, 3} and ψ is compactly supported
in B1 = {x− ∈ Rd : |x−| ≤ 1}. For such Φ, we have
(Li,⋆x + L
i,⋆
y )TǫΦ(x, y) = ǫ
−d(Tix + T
i
y)
[
φ(
x+ y
2
)
]
ψ(
x− y
2ǫ
)
+ ǫ−dφ(
x+ y
2
)(Tix + T
i
y)
[
ψ(
x− y
2ǫ
)
]
+ ǫ−d(H ix +H
i
y)φ(
x+ y
2
)ψ(
x− y
2ǫ
) =: Iǫ+ + I
ǫ
− + I
ǫ
0.
Denoting by σ ∈ Vα2 (0, T ; (W 4−i,∞)d) the associated family of coefficients, and making use
of the new coordinates we have for the first term
Iǫ+ ◦ χ−1(x+, x−) =
1
2ǫd
(σst(x+ + x−) + σst(x+ − x−)) · ∇φ(x+)ψ(x−
ǫ
) ,
and therefore:
(Tǫ)
−1[Iǫ+ ◦ χ−1](x+, x−) =
1
2
(σst(x+ + ǫx−) + σst(x+ − ǫx−)) · ∇φ(x+)ψ(x−) .
Hence, we obtain
ess sup
x+,x−
|(Tǫ)−1[Iǫ+ ◦ χ−1](x+, x−)| ≤ |σst|L∞|∇+Φ|L∞ ≤ CωB(s, t)iα|Φ|W 1,∞ ,
which shows the claimed property for k = 1.
For the second term, we have
ǫdIǫ− ◦ χ−1(x+, x−) =
(σst(x+ + ǫx−)− σst(x+ − ǫx−)
2ǫ
)
· ∇ψ(x−)φ(x+) ,
but from Taylor Formula, it holds for a, b ∈ Rd :
|σst(a)− σst(b)| = |(a− b) ·
ˆ 1
0
∇σkst(a + (b− a)τ)dτ | ≤ |a− b||∇σst|L∞ , (A.15)
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which in turn provides the estimate
ess sup
x+,x−
|(Tǫ)−1[Iǫ− ◦ χ−1](x+, x−)| ≤ ωB(s, t)iα ess sup
x+,x−
{|x− · ∇ψ(x−)||φ(x+)|}
≤ ωB(s, t)iα|Φ|W 1,∞ ,
since by assumption ψ is supported on the unit ball of Rd. This yields the claimed estimate for
k = 1.
The estimate for Iǫ0 when k = 1 is obvious, and therefore left to the reader.
In the more general case when k ∈ {2, 3}, it is enough to make use of the commutator
identities
∇+Tǫ = Tǫ∇+, and ∇−Tǫ = ǫ−1Tǫ∇−. (A.16)
The proof adapts immediately from that of [35, Proposition 6.1], hence we leave the details to
the reader.
Step 2: uniform estimates on the first component. Recall that B1 = L1 by definition of the
reduced form. Therefore, letting
Γ1,ǫst (B)
def
= T ⋆ǫ Γ
1
st(B)(T
⋆
ǫ )
−1, (s, t) ∈ ∆, (A.17)
we infer from (A.14) that
|Γ1,ǫst (B)|L (W−k+1,1(Ω),W−k,1(Ω)) ≤ |Γ1,ǫst (B)⋆|L (W k,∞0 (Ω),W k−1,∞0 (Ω))
≡ |T−1ǫ (L1,⋆x,st + L1,⋆y,st)Tǫ|L (W k,∞0 (Ω),W k−1,∞0 (Ω)) ≤ CωB(s, t)
α ,
for any k ∈ {1, 2, 3}.
Step 3: uniform estimates on T−1ǫ Γ
2(B)Tǫ. Defining
Γ2,ǫ(B) := T ⋆ǫ Γ
2(B)(T ⋆ǫ )
−1 (A.18)
and recalling that L2 := B2 − 1/2B1B1, we have the algebraic identity
Γ2,ǫ(B) ≡ T−1ǫ
(
1
2
B1xB
1
x + L
2
x +B
1
xB
1
y +
1
2
B1yB
1
y + L
2
y
)
Tǫ
= T−1ǫ
(
1
2
(B1x +B
1
y)
2 + L2x + L
2
y
)
Tǫ .
Otherwise said, we have the formula
Γ2,ǫ(B) =
1
2
Γ1,ǫ(B)Γ1,ǫ(B) + Lǫ , where Lǫ := T−1ǫ (L2x + L2y)Tǫ. (A.19)
If k ∈ {−1, 0} the estimate (A.14) particularized for i = 2, implies the uniform bound
|Lǫ|L (W k,1,W k−1,1) ≤ CωB(s, t)2α . (A.20)
We can now conclude thanks to (A.20) and Step 2, since for k = 0,−1 :
|Γ2,ǫ(B)|L (W k,1,W k−2,1)
≤ 1
2
|Γ(B)1,ǫ|L (W k,1,W k−1,1)|Γ(B)1,ǫ|L (W k−1,1,W k−2,1) + |Lǫ|L (W k,1,W k−2,1) ≤ CωB(s, t)2α ,
which finishes the proof of Theorem A.1. 
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