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A simple result concerning integral inequalities enables us to give an alternative 
proof of Waltman’s theorem: lim,,, Ib a(s) ds = co implies oscillation of the 
second order nonlinear equation y”(t) + a(t)f(y(t)) = 0; to prove an analog of 
Wintner’s theorem that relates the nonoscillation of the second order nonlinear 
equations to the existence of solutions of some integral equations, assuming that 
lim,, ,(b a(s) ds exists; and to give an alternative proof and to extend a result of 
Butler. An often used condition on the coefficient a(t) is given a more familiar 
equivalent form and an oscillation criterion involving this condition is established. 
1. INTRODUCTION 
In Ill], Waltman showed that if 
lim .’ 
! t+m 0 
a(s) ds = 00 (1.1) 
then the superlinear equation 
y”(t) + a(t) p+ ‘(t) = 0, tE 10, to) (1.2) 
is oscillatory. 
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Here a(t) is a piecewise continuous function on 10, co) and n is a positive 
integer. We say that (1.2) is oscillatory if all continuable solutions (defined 
on the whole of [0, co)) have arbitrarily large zeros. 
It was later observed by Wong [ 141 that the same proof works and hence 
the same result holds for the more general nonlinear equation 
where f is a locally continuous function on (-a, co) such that 
J!!(Y) > 0 for y # 0 and f’(y) > 0, (1.4) 
and even for the still more general equation 
Y”O> + 4r) f(v(t)) .!a’(~>> = 0% tE [O, a), (l-5) 
where g is a positive continuous function. We shall see in the next section 
that we can further relax the condition on g to 
g-‘(s) is locally integrable and s 
J 
.s du 
->o 
0 g(u) 
for s#O. (1.6) 
In this paper we give a new proof of the above results using the theory of 
integral inequalities and derive some further results made possible by this 
technique. In particular we prove in Section 3 an analog of Wintner’s 
theorem for the general nonlinear equation (1.3) under a mild condition on f, 
namely, lim,, * oo f(y) = f co. This theorem relates the nonoscillation of 
(1.3) to the existence of a solution of the integral Riccati equation 
We use this theorem to give a new proof and an extension of a result of 
Butler [ 11, a sufficient oscillation condition for superlinear equations. A 
prototype of such equations is the generalized Emden-Fowler equation 
v”(t) + a(t) I YW en Y@> = 0, fE 10, co), yE (0, co). (1.7) 
Equation (1.7) is said to be superlinear if y > 1 and sublinear if y < 1. 
A certain condition on the coefficient a(t) has appeared in the work of 
various authors: 
for all large T, iim $f 1’ a(s) ds > (>)O. (1.8) -4 T 
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See Erbe [3], Onose [9] and Wong [ 151. In Section 4 we show that this 
condition is in fact equivalent to a much more familiar one and discuss its 
role in the study of oscillation criteria. 
All functions in the paper are real-valued. 
2. INTEGRAL INEQUALITIES AND WALTMAN'S THEOREM 
We need the following simple result from the theory of integral 
inequalities, see, e.g., Walter [ 10, p. 141. 
LEMMA 1. Let k(t, s, z) be a real-valued function oft E [b, c), s E (b, c) 
and z E (b, C] such that for Jxed t and s, k is a nondecreasing function of z. 
Let g(t) be a given function on [b, c), and let v, w be functions on 1 b, c) 
satisfying 
v(s), w(s) E [ii, C] for ah s E (6, c), k(t, s, v(s)) and 
k(t, s, w(s)) are locally integrable functions in s for fixed t, 
and for all t E [b, c) 
v(t) = g(t) + 1.’ k(t , s, u(s)) ds, 
.b 
w(t) 3 g(t) + 1’ W > s, w(s)) ds. 
-b 
(2.1) 
Then v(t) < w(t) for all t E [b, c). 
The significance of this result is that once an integral inequality of the 
form (2.1) is known, then a lower bound of w can be found by replacing the 
inequality by an equation and solving the latter. 
LEMMA 2. Suppose that the function f satisfies (1.4). Let y be a positive 
solution of (1.3) on [b; c) for some 0 < b < c < 00, and suppose there exists a 
point b E [b, c) such that 
- fG + jl a(s) ds + !if ‘($~~(y~~)” ds > m (2.2) 
for all t E [b, c), where m is Q positive constant. Then y’(t) < -mf (y(b)) for 
all t E [b, c). 
Proof It is easy to verify that on [6, c), (1.3) is equivalent to the integral 
equation 
y’(t) Y’(b) --= 
f (y(t)) 
-jzjz + !’ Q(s) ds + 
6 J 
.‘f ‘(YWlY’(S)12 ds 
6 f*(m) . 
(2.3) 
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By (2.2) we have 
--h+j* f2(y(s)) 
f (Y(4) 
V’(Y(4)IY’(412 & ’ t E [b, c). (2.4) 
Since the integral in (2.4) is nonnegative y’ is negative on 16, c). Let w(t) = 
-y’(t). Then (2.4) becomes 
w(t) > w-(y(t)) + j; f(r(t>> 
f’(Y@))[-y’(s)l w(s) & 
f2(YW * 
Define 
kk s, z> = f(y(t)) f’(Y(s))l-Y’(S)1 z, 
f ‘(Y(S)> 
for t E [6, c), s E 16, c) and z E 10, 00). We see that in the domain of 
definition k(t, s, z) is nondecreasing in z for fixed t and s. Hence Lemma 1 
applies, with g(t) = @(y(t)), and we have w(t) > u(t), where u(t) satisfies 
the equation 
et> = w-(y(t)> + j: f(YW> 
f’(Y@))l-Y’(S)1 u(s) & 
s ‘(Y(S)> 
(2.5) 
provided that V(S) E [0, co) for all s E [6, c). By first dividing (2.5) by 
f(y(t)) and then differentiating, we see easily that u(t) 3 constant, which is 
seen to be mf(y(b)) by letting t = b in (2.5). Thus 
-v’(t) = w(t) > u(t) = @-(y(b)). 
Remark 1. Waltman’s theorem follows easily from Lemma 2. Suppose 
that (1.3) has a nonoscillatory solution y. We may assume that y(t) > 0 on 
[b; 00). It follows from (1.1) that (2.2) is satisfied on [b, co) for some b large 
enough. Thus y’(t) < --mf(y(b)) for all t > b, implying that y must have a 
zero in [b, co). This is a contradiction. 
Remark 2. Wong’s extension of Waltman’s theorem as well as the 
improved version using (1.6) can be established along similar lines. Let 
G(z) = (i &/g(u). Instead of (2.3), the integral equation equivalent to (1.5) 
is 
G(Y’@)) = G(Y’(~)) .’ 
- f(y(t)> - f(y(b)) + 5 a(s)ds + 1, J 
.‘f’(y(s)) Y’(S) G(Y’(s)) ds 
fVY(S)) * 
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Due to condition (1.6), the last integral is nonnegative. Thus for b large 
enough, (1.1) implies that 
G(Y’W) > m + 
- f(&)) ’ .i 
‘f’(y(s>>[-y’(s)ll-G(y’(s))l ds 
b f ‘(Y(S)) 
for all t > b. In particular G( y’(r)) < 0 for t > b, implying y’(t) < 0. Letting 
w(t) = -G(y’(t)) and proceeding as before we see that -G(y’(t)) > a 
positive constant for t > b, implying that -y’(t) > a positive constant, and 
so y must have a zero in [b, 00). 
Remark 3. Although f’ is required to exist in condition (1.4), a 
continuity argument can be used to cover the case in which f is merely 
monotonically nondecreasing, for instance f(y) = sgn y. Notice that 
condition (1.6) does not assume g to be positive or continuous. However, 
g(s) must take positive values near s = 0. 
Remark 4. It is an interesting question whether the Waltman-Wong 
theorem can be extended to equations of the form 
Y”(t) + c ai(t)A(Y(t>) gj(Y’(t)) = 03 
i=l 
where fi and gi satisfy (1.4) and (1.6), respectively, for all i, and the a,‘s 
satisfy (1.1) (or weaker versions). When a, > 0, the answer is trivially in the 
affirmative. 
It is known that in case (1.2) is linear (n = 0), much less than (1.1) is 
sufficient for oscillation. Let J be a subset of 10, co); we say that 
lim,A (t) = co if for any integer N > 0 there exists a T such that A(t) > N for 
all t E [T, co) n J. Olech et al. [ 81 have shown that if there exists a subset J 
of infinite measure such that lim, Ig a(s) ds = co then (1.2) with n = 0 is 
oscillatory. For an improvement of this result, see Theorem 2 of Kwong and 
Zettl 161. For the general equation (1.3) this is not necessarily true. We have, 
however, the following 
COROLLARY 3. Let us assume (1.4) and there exists a constant a such 
that f (y)/y > a > 0 for ally. Suppose there is a union of disjbint open 
intervals J= UE, (bi, ci) such that lim infi+, (ci - bi) > 0 and 
lim, Ji a(s) ds = 03. Then (1.3) is oscillatory. 
Suppose the contrary and (1.3) has a nonoscillatory solution y, which may 
be taken to be positive on [b; co) for some 8. By hypotheses, there exists an 
n such that 
- fs + Ji a(s) ds > --$- 
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for all t E [b,, cn], and c, -b, > 6, where 6 = { lim infi+, (ci - bi). An 
application of Lemma 2 gives y’(f) < -( l/c&)f(y(b,)) < -y(b,)/6 < 
-NG’k - U f or all t E [b,, c,,]. Thus y has a zero in [b,, cn], 
contradicting our assumption. 
COROLLARY 4. Suppose that lim inft+, Jb a(s) ds > --a~ and (1.3) has a 
nonoscillatory solution y, such that y(t) > 0 on (6, 0~)); then 
I Tf’(YwlY’w2 ds < o. -6 f’(YW * 
Proof. Suppose the contrary. Then (2.2) will be satisfied on [b, 00) for 
some b large enough. 
3. AN ANALOG OF WINTNER'S THEOREM 
For the linear equation y” + a(t) y = 0 on [0, co), Wintner [ 131 proved 
that if lim I-roo ji a(s) ds exists and is finite, then nonoscillation is equivalent 
to the existence of a solution on some half infinite ray [t,, co) to the Riccati 
integral equation 
r(t) = fY; a(s) ds + Jm r2(s) ds 
-f I 
Such a solution r is related to some nonoscillatory solution y of the linear 
differential equation by r = y’/y. This result has been extended by Willett 
[ 121, and Kwong and Zettl [ 71 to include more general coeficients a(t). In 
this section we prove an analog of the above result for (1.3) under the con- 
dition 
yliym f(y) = *co. (3-l) 
THEOREM 1. Suppose that f satisJies (1.4) and (3.1) and that 
lb+, 1; 4s) d s exists and is finite. If (1.3) has a nonoscillatory solution y 
then on some half ray [t,, co) the integral equation 
Y’W _ A(t) + !p’” “yb;$‘l ds 
s (Y(f)> 
(3.2) 
is satisfied, where A(t) = (7 a(s) ds. 
Conversely if (3.2) is satisfied by some function y of one sign on [t,, co), 
then y is a nonoscillatory solution of (1.3). 
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As a consequence, for any nonoscillatory solution y of (1.3), 
lim,, Y’(Olf(Y(4) = 0. 
Proof: The converse part is obvious. Suppose that y is a nonoscillatory 
solution of (1.3) and y(t) # 0 on [t,, co). By Corollary 4, 
I Tf’(Yw)~Y’w ds < co . *0 f2(YW . 
Integrating (1.3) once, we have for t E [to, co) 
y'(t) ___ = a + fin a(s) ds t 
f(YW) -t 
1 ?f’(YwlY’w12ds 
f2(YW ’ 
(3.3) 
“I 
where a is the constant 
We need to show that a = 0. Without loss of generality we may assume 
that y > 0 on (t,, co). 
Suppose that a < 0. Let 6 be so large that 
I !. 1” a(s) ds < - $ for all t E (6, co) and 1 
~“f’(Y(s>>b’(s)12 ds < _ 5 
.6 -6 f ‘(Y(S)) 4’ 
By (3.3) we see that condition (2.2) of Lemma 2 is satisfied on [b; co) with 
b = 6. Thus it follows that y has a zero in [b, co), a contradiction. 
Now assume that a > 0. Then, since lim,,, y’(t)/f (y(t)) = a by (3.3), we 
have y’(t)/‘(y(t)) > a/2 for all t > some t, > t,. Thus 
I ~mf’(Y(sN[Y’w2 ds > 2 .“f ‘(Y(S)) Y’(S) ds . *I f “(Y(S)) ’ 2 I, ! f(Y(S)) 
= fi; + ln f(y(t)) , 
f (y(td> 
By Corollary 4 and (3.1) we have 
lim y(t) < co, ,+CO 
which, however, contradicts the inequality, y’(t) > (a/2) f (y(f)) which 
implies that y’ is increasing in t. This completes the proof of the theorem. 
Remark 1. A weaker form of Theorem 1 was proved in Butler [2], 
where it was shown that a > 0 under the additional assumption that A(t) 2 0. 
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Remark 2. The same arguments lead to the following conclusion under 
a weaker hypothesis. Suppose that f satisfies (1.4) and (3.1) and that 
(k a(s) ds is bounded b e ow. 1 If (1.3) has a nonoscillatory solution y then on 
some half ray [to, co), the integral equation 
y’(t) 
f~=a- )4sW+ J J 
-“f’(Yw>lY’(s)l* ds 
t 
f ‘(Y(S)> 
is satisfied for some constant a such that 
lim inf J a(s) ds < a < lim s,up ?’ a(s) ds. 
1 t-02 0 + 0 
For the more special Emden-Fowler equation, and under the assumption 
that lim SU~~+~ Ik a(s) ds < co, we can determine the constant a by a 
technique introduced in Kwong and Zettl 171. Denote the function j”b a(s) ds 
by x(t), and we have 
-co < li? if Z(t) < lim “,up A(t) ( co. -I (3.4) 
Define 
a= inf A E (-co, co): ] 
I 
.m m-4: dt < o. 
-0 t I 
and 
p=sup 
I 
dt<cx,. 
I 
In [ 71 it was shown that 
THEOREM 2. Suppose that (3.4) holds and let _a and CT be defined as 
above. If the Emden-Fowler equation (1.7), y E (0, a), has a nonoscillatory 
solution y, then _a = C? = a and on some half ray [to, 00) 
(3.5) 
As a consequence, ifg # 5, then (1.7) is oscillatory. 
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Proof: From the Remark above we see that (3.5) must hold for some 
constant a. It follows from (3.5) that y’(t)/y)‘(t) is bounded, say, -M < 
y’(t)/yY(t) < M for some positive constant M. Then 
Thus 
--Mt < Yl- Y(t) ~- 
’ l--y 
Y 1 - YkJ < Mt 
l--y * 
y’-‘(t) a& for t>t, 
4 
for t>max tO,d , 
I i c 
wherec=ll-ylMandd=y’-Y(t,). 
If (r > cl, choose any A such that a > 1 > cr. It follows from (3.5) that for t 
larger than some constant t, (may be taken greater than t, and d/c) 
y’(t) 
y’(t> > 1 -A(t). 
Thus 
from which 
! 
.* [YW12 
f* Y’+y(s) 
ds>j - .cc Y’(S) 2 yy-‘(s) ds 
I I -12 Y’(S) 
>’ 
I 
m 
’ 2c 
PW-4: &= oc) 
f2 s 
In the last step we used the definition of g. The above relation contradicts the 
existence of the integral in (3.5). Thus we must have a < e. Similarly we 
have a > E. Thus _a > a > E, implying that _a = E. 
Making use of Theorem 1, we can give an alternative proof and an 
extension of a sufficient oscillation criterion of Butler [ 1 ] for a certain class 
of “superlinear” equations of the form (1.3), that includes (1.7) with y > 1. 
THEOREM 3. Suppose that the function f satisfies (1.4) as well as the 
following conditions: 
.*a dy 
J - *1 f(Y) < Oo7 (3.6) 
the essential infimum of f’(y) on any closed set that 
excludes zero is positive, (3.7) 
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and 
J 
.’ dy 
J 
.O dy 
---z 
0 f(Y) -Jo= O”- 
Suppose that A(t) = j,oO a(s) ds exists and 
then either 
or 
lim inf J A(s) ds > --oo; 
J ,-cc 0 
ImA:(s)ds= oo 
-0 
liF+stpi: (A(t)+!:A:(s)ds) dt= co, 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
where A+(s) = max{A(s), 0}, implies that (1.3) is oscillatory. 
If instead of (3.7) we have 
f’(y) > c > 0 for some constant c and for all y (3.12) 
then lim T-ra, 1; (A(t) + c j,oO A:(s) ds) dt = co implies oscillation even 
without assuming (3.8) and (3.9). 
ProoJ: Suppose that (1.3) has an eventually positive solution y. Then by 
Theorem 1, (3.2) holds. Thus 
(3.13) 
This together with (3.9) and (3.8) implies that y is bounded below away 
from zero. Thus f ‘(y(t)) > E > 0 for some constant E, by (3.7). From (3.13) 
we see that (y’(t)/f (y(t)))’ > A:(t). Thus 
J -“f ‘(y(s))[y’(s)12 ds > e .a, A? (s) ds I f ‘(Y(S)> ’ f + ! . 
This contradicts (3.2) if (3.10) is assumed to hold. Now suppose (3.11) 
holds. It is, in view of (3.9), equivalent to either lim SUP~,~ ,li A(s) ds = co 
or J”r I,00 A:(s) ds dt = a. In the former case integrating (3.13) leads to a 
contradiction, using (3.6). In the latter case we see that 
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liy+sJp jOr k(t) + !:“““/‘~~~(!;,‘““‘) dt 
A(t)+ej’SA;(s)ds)dt=m. 
t 
Integrating (3.2) leads also to a contradiction using (3.6). 
The second part of the theorem can be proved in a similar way. 
Remark 1. Conditions (3.10) and (3.11) can be combined into the more 
convenient form 
liy 2pi.l (A(t) + tA:(t))dt = co. t 0 
This is seen by changing the order of integration in the double integral in 
(3.11) and taking into account (3.9). 
Remark 2. In its original form, Butler’s theorem is the first part of 
Theorem 3 without assuming (3.8). Indeed in the original proof [ 1, p. 791, it 
was attempted to show that either (3.8) or (3.12) must hold in general, but 
the proof only works in case f’ is a continuous function in a neighborhood 
of zero, a condition not assumed in the hypotheses. In other words the first 
part of the theorem still holds if (3.8) is replaced by the assumption thatf is 
continuously differentiable. 
Remark 3. Under further restriction on the negative part of A(t), Butler 
showed that (3.11) is also necessary for the oscillation of (1.3). For details 
see [l]. 
The same kind of arguments lead to the following oscillation criterion 
applicable in case (3.9) is not satisfied, for the more special superlinear 
Emden-Fowler equation (1.7) with y > 1. For this equation (3.12) is not 
satisfied. 
THEOREM 4. Suppose A(t) = f,” a(s) ds is defined. Then either 
or for some 6 > 0 (notice that 6 can be very large) 
li? s,“p 
- J( 
.: A(t)+bfO-Fds)dt=m 
-t 
(3.14) 
(3.15) 
implies that (1.7) with y > 1 is oscillatory. 
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Proof: If a nonoscillatory solution exists, then by Theorem 1, (3.2) holds. 
It implies that tim,,, y’ (t)/vY(t) = 0. Hence for any E > 0, there is a t, such 
that y’(t)/$‘(t) < E for r > t,. As in the proof of Theorem 2, this implies 
y’-‘(t) > l/(ct + d) with c= E(Y - l), d=y’-y(t,). By choosing E small 
enough and t large enough, we have YJJ~-‘(~) > 8/t. 
(3.16) 
and we proceed as in the proof of Theorem 3. 
Remark 1. Either condition (3.14) or (3.15) is implied by the condition 
lir:s_up!.‘(A(I)+GA:(t))dt=oo. + 0 
However, unlike Remark 1 after Theorem 3, the converse may not be true. 
Remark 2. We can get a stronger condition than (3.15) as follows. Take 
any 6, > 0; define 
A,(r)=max 
.m A:(s) 
A(t)+&,!, sds,O 
Then 
for any 6, > 0 implies oscillation. This idea can be iterated to get 
successively stronger conditions.’ The proof is obtained by substituting the 
estimate (obtained from (3.2) and (3.16)) 
into (3.2) again to yield a better estimate. 
4. CONDITION (1.8) 
THEOREM 5. Condition (1.8) on the coeflcient a(t) is equivalent to the 
following condition: either 
fil j]: a(s) ds = 00 (4.1) 
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or 
.I 
lim I 0 a s ds t+m -0 
exists and isJnite and 
1 A(t) = /.m a(s) ds > (>)O, 
-I 
for all large t. (4.2 
Proof Let us assume (1.8). Define A(t) = s6 a(s) ds. We first claim tha - .t 
lim inf,+, A(t) # -co. Suppose that this is false. Then there exists a 
sequence t, 1 co such that T(t,) < -n. For large T, 
(‘l”a(s)ds=~(t,)-A(T)<-n-~(T)+-m 
.T 
as n + 00, contradicting (1.8). If lim inf,,, z(t) = co, we have (4.1). Thus 
we assume that lim inf t-a, x(t) = a # co. Suppose that lim SUP~+~ A(t) = 
/? > a. Then there exist two sequences t, T 00, T, T co such that A(t,,) + a 
and z(T,,) + j3. Then 
lfrn a(s) ds = x(t,) - x(T,) 
- Tra 
will be < -(/I - a)/2 (with appropriate modification if /I = co) for m, n 
sufficiently large. This contradicts (1.8). Thus lim,,, x(t) exists, and A(T) = 
lim,+, 1; a(s) ds = lim inf,+, s$ a(s) ds > (>)O as assumed in (1.8). 
The sufftciency part is obvious. 
Alternative (4.1) is uninteresting in view of Waltman’s theorem. If f 
satisfies the hypotheses of Theorem 3, the other alternative, (4.2), is then 
thoroughly covered by Butler’s necessary (Remarks 3 after Theorem 3) and 
sufficient (Theorem 3) criterion for oscillation. Hence condition (1 .S) is of no 
further value in the study of “superlinear” equations. 
It would be interesting to know if an analogous necessary and sufftcient 
condition for oscillation of “sublinear” equations can be found for coef- 
ficients a(t) satisfying (4.2). 
For general functions f, Wong [5] proved that if a(t) satisfies (1.8) and 
(1.3) is nonoscillatory (hence we have alternative (4.2)), then any eventually 
positive solution is eventually increasing (nondecreasing). This also follows 
easily from Theorem 1 and (3.2). 
The proof of some oscillation criteria depends on getting a lower bound 
for the integral in (3.2) which involves the function f’(y(s)). The fact that 
there is no a priori estimate on y presents a difficulty which can be overcome 
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by introducing extra restriction on a(t) such as (1.8). The same goal can 
sometimes be achieved by using (3.9), as in the proof of Theorem 3. 
Another means of exploiting (4.2) is to deduce from other additional 
hypotheses that y’ cannot be eventually nonnegative. The following is an 
example. 
THEOREM 6. We assume condition (4.2) on the coefficient a(t) of the 
sublinear equation (1.7), y E (0, 1). Zf there exists a positive C2 function 4(t) 
on [0, a~) such that 4” < 0 and 
lim “,up 1.’ #y(s) a(s) ds = 00, 
+ -0 
(4.3) 
then (1.7), y E (0, 1) is oscillatory. 
Proof Suppose that (1.7) has an eventually positive solution. Define 
z(t) = [ y(t)/#(t)jY and /I = I/y. The following identity can be easily verified: 
& (#24-‘)‘(t) = & W-‘)‘(fo) - -I:, 4s) @‘(s) ds 
- I( p$iqs> z4-3 (s) z’2(s) ds _ 1.’ @“(sl $‘@) ds (4.4) 
. ‘0 . to 
for all t E [to, co), over which y(t) > 0. Since the last two terms in (4.4) are 
nonpositive, (4.4) implies that ($z4-’ )‘(t,) < 0 for a sequence of points 
t, ] co. By substituting the definition of z into the above inequality and 
carrying out the differentiation, we obtain y’(t,) < 0, contradicting (4.2). 
This completes the proof. 
Remark 1. Wong [ 15, Theorem l(c)] has proved that the same result 
holds if 4’ is assumed to be nonincreasing and convex. 
Remark 2. Identity (4.4) has proved to be very useful in the study of 
sublinear equations. For some recent results, see Kwong and Wong [4, 51. 
The following condition on a(t) is related to (1.8): there exists a sequence 
T,, ] co such that 
.I 
1 a(s) ds > 0 forall t>T,,. (4.5) T” 
The foilowing result can be proved in much the same way as Theorem 5. 
Hence we omit the proof. 
AN APPLICATION OF INTEGRAL INEQUALITY 11 
THEOREM I. Condition (4.5) is equivalent o: either 
lim 1” a(s) ds = 03 
,-a, .o 
or 
lim inf,,, if, a(s) ds = A is finite and (A - +fb a(s) ds) 
assumes positive value for at least one t in any half infinite 
ra.v [b, co), b>O. 
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