Abstract-In this work we introduce an approach for modeling and analyzing collective behavior of a group of agents using moments. We represent the occupation measure of the group of agents by their moments and show how the dynamics of the moments can be modeled. Then approximate trajectories of the moments can be computed and an inverse problem is solved to recover macro-scale properties of the group of agents. To illustrate the theory, a numerical example with interactions between the agents is given.
I. INTRODUCTION
Inspired by the numerous examples of collective behavior occurring in nature and society [9] , [12] , it is essential to understand the macro-scale behavior of a group of particles or agents, based on micro-scale dynamics of each individual. More than the theoretical interest, this conceptual problem occurs in various applications, such as biology [12] , material science [30] , [35] , and macro-economy [11] . Also among humans, many collective phenomena in society can be treated in such a framework [9] , [29] , where an important open question is how to intervene in moving crowds, especially in situations of panic [6] , [31] , [40] . However, such systems typically contain a large number of agents, often too large for considering each agent individually.
In this work we propose a model reduction techniques for systems containing a large number of identical nonlinear subsystems. We utilize a lifting technique, combined with approximations, by which one instead of directly addressing the nonlinear systems, considers the action of a transfer operator similar to the Koopman operator [34] . This technique lifts nonlinear problems into infinite dimensional problems (cf. [5] , [34] ), which however gain structures that admit natural approximations by finite dimensional linear or quadratic systems. We propose to develop this framework for the multi-agent applications such as crowd dynamics, opinion dynamics and other macroscopic control problems. In particular, when the system consists of a finite number of agents, the distribution of the agents can be described via the nonnegative measure given by
in which φ k are selected kernel functions. The proposed approach builds on approximating an infinite dimensional system (i.e., the distribution of agents) in terms of a truncated sequence of moments, by which analysis and prediction for the overall system are facilitated. An important aspect of this approach is thus the quantification of the errors introduced due to the moment approximation. We note that the presented method also allows for studying control of such systems (see Remark 1), which will be considered in a forthcoming paper. The outline of this article is as follows: in section II we introduce some background material, and in section III we introduce the methodology in detail and derive bounds for the error induced by the approximation of the moments. Section IV discusses approximation procedures and the reconstruction of a distribution from the moments, and in section V we show some numerical examples.
II. BACKGROUND
This section introduces some background material and also sets up notation used throughout the rest of the paper.
A. From moments to distribution -the inverse problem
Given a compact set K ⊂ R d and a sequence of continuous kernel functions φ k ∈ C(K), k = 1, . . . , M , the corresponding moments of a nonnegative distribution dµ ∈ M + (K) are defined as
The problem of computing the moments given a distribution is straight forward and requires little attention, whereas the inverse problem of recovering a nonnegative distribution dµ from a sequence of numbers m :
T is a well studied classical problem in mathematics [1] , [24] , [25] . Although this inverse problem is in general ill-posed and there may be an infinite family of solutions, the set of moments still gives valuable macro-scale information about the distribution. For example they can be used to give an estimate of the distribution with a resolution that depends on the kernel functions chosen and the accuracy of the moments, or to bound the mass of the measure in a given region [21] , [27] . From the perspective of multi-agent systems this means that, e.g., in an evacuation scenario, we could answer questions regarding bounds or estimates on the number of individuals that are located in a certain area.
Polynomial moments have also been used previously in the literature on crowd control [42] , as they can be used to specify a certain polygon shape [28] . Moment problems also occur in many other application areas such as spectral estimation [10] , [39] , optimal control [14] , [20] , and modeling the distribution of stochastic processes, e.g., in a chemical plant [36] or in an electrical or mechanical system [16] .
B. The logarithmic norm
For linear systemsẋ = Ax, the largest real part of the eigenvalues of A can be used to determine stability and give bounds on how sensitive the system is to perturbations. These concepts can be generalized to nonlinear systems by using the so called logarithmic norm [37] , [38] . The logarithmic norm of a matrix A ∈ R d×d is defined as
where · is an induced matrix norm from some vector norm. This allows a tighter bound for the norm of the matrix exponential exp(At) , ∀t ≥ 0, by distinguishing between forward and reverse time.
Since ν[A] could be negative, the bound in Lemma 1 is tighter than using other matrix norms such as the induced 2-norm A 2 . Moreover, we can obtain the following result easily.
Lemma 2: If the induced 2-norm is taken as the matrix norm in (2), then
, where λ max (·) is the maximal eigenvalue of a matrix.
As mentioned above the logarithmic norm can be generalized to nonlinear systemsẋ = f (x). To this end, consider the nonlinear mapping f : K ⊂ X → X. If f is Lipschitz on K, then we define its least upper bound Lipschitz constant as
Based on this, the least upper bound logarithmic Lipschitz constant is defined by
where I + hf denotes the mapping
is the nonlinear generalization of the logarithmic norm (2) , and if f is a C 1 mapping it can be computed as the logarithmic norm of the Jacobian of f [37, p. 672] .
Lemma 3: If the function f : D ⊂ X → X is continuously differentiable and domain D is convex and compact, then
This lemma gives a way to compute the least upper bound logarithmic Lipschitz constant M [f ].
III. REPRESENTING MULTI-AGENT SYSTEMS BY

MOMENTS
Consider a multi-agent system consisting of N identical agents. Let K ⊂ R d be a compact set and let the state of agent i be x i ∈ K, for i = 1, . . . , N . The distribution of the agents can be described in a concise way by a nonnegative measure dµ ∈ M + (K) via
This occupation measure is a time-dependent distribution which conveys all information about the current states of the agents in the system. We will use an approximation of this distribution in order to avoid having to compute the dynamics of each individual agent, which would be too expensive when the number of agents N is large. Let φ k ∈ C(K), for k = 1, . . . , M , be a set of kernel functions. The corresponding moments of distribution (5) are defined by
for k = 1, . . . , M . In order to capture the collective behavior composed by all the individuals, we approximate the dynamics of dµ(x) by considering approximate dynamics of the finite set of moments {m k } M k=1 . The approximated dynamics is then used to estimate the moments at a given time, and the distribution representing the particle distribution can be reconstructed accordingly by solving a moment matching problem. In the following subsections we show how the dynamics of these moments can be approximated for different kinds of systems, and also derive bounds for the approximation errors.
A. Modeling basic systems of agents
We start with deriving the moment dynamics for systems where the dynamics of each individual is governed only by a spacial vector field. This basic scenario is involved in many applications, such as crowd evacuation in a domain with obstacles [15] and movement analysis for a particle accelerator [41] . Let the dynamics of each individual be governed byẋ
Correspondingly, the dynamics of the moments satisfieṡ
If the function
, where a k ℓ ∈ R are some coefficients, then by the linearity of the integral and definition (6), the dynamics of the moments system (8) is approximated bẏ
Thus the overall system can be approximated by the linear systemṁ
where
M is a vector of the approximate moments. The accuracy of the model (9) and the amount of information it carries about the multi-agent nonlinear systems (7) depend on the number of moments and on the selected kernel functions φ k . Denote the approximation error of function
Then the following result gives the error bound of moment system (9). Theorem 4: Let m(t) be the solution of approximated system (9) starting from initial condition m(0), and let m(t) be the solution of (8) starting from m(0). Then the difference of the two solutions ∆m(t) = m(t) − m(t) is bounded by
, and by
Proof: See appendix. Corollary 5: If ν[A] < 0 and ∆m(0) = 0, then ∆m(t) defined as that in Theorem 4 is bounded by
for any t ∈ [0, ∞). Remark 1: Note that the proposed approach can be generalized to systems with control
In this case, the dynamics of the moments satisfieṡ
This can be approximated by the bilinear system
, under the condition that the error (10) is small and each component j of the vector-valued function
In this paper we focus on the modeling, and the control problem will be further studied in a forthcoming paper.
B. Modeling multi-agent systems with interactions
In multi-agent systems, besides a spacial vector field, the interactions between each pair of individuals often play an essential role for its collective behavior. To account for this in the model, consider nonlinear interactions governed by the dynamicsẋ
Then the exact moments dynamics is given bẏ
Similarly to the previous case, provided that for (x, y) ∈ K 2 we have a good approximation for the function
by the linearity of the integral and (6), the moment dynamics can be approximated aṡ
The general nonlinear interaction (12) is thus approximated by a simple quadratic system, and the approximation error in (14) is denoted by
To bound the approximation error of the moments dynamics, we introduce the matrices B ℓ = [b where
. By compactness of C + we have that β is finite. This gives the following theorem.
Theorem 6: Let m(t) be the solution of approximated system (15), and let m(t) be the solution of true moments dynamics (13) , then the difference between the solutions ∆m(t) = m(t) − m(t) is bounded by
if β = 0, and by
if β = 0, where ε k (x) is defined in (16) .
Proof: See appendix. Corollary 7: If β < 0 and ∆m(0) = 0, then ∆m(t) is bounded by
for any t ∈ [0, ∞).
Finally we note that if the dynamics of a system consists of both a special vector field and an interaction term, then each of them can be modeled separately and the resulting moments dynamics would involve both a linear and a quadratic term.
IV. ALGORITHM FOR MOMENT BASED MODELLING
In order to make the proposed algorithm for moment based modeling implementable, in this section we discuss how the approximation of the dynamics is done in (10) and (16) , and how to reconstruct a nominal distribution from the moments.
A. Moment dynamics approximation and regularization
There are several ways in which the dynamics of the moments can be estimated. One natural approximation would be to use L ∞ approximation, since according to Theorem 4 and 6 the L ∞ norm of the approximation errors (10) and (16) are directly reflected in the moment error ∆m.
Another approximation method that could be used is L 2 approximation. What makes this approximation appealing is that it is cheap to compute, since for linearly independent kernels the solution can be found by solving a finite linear system of equations (see, e.g., [26, Sec. 3.6] ).
However, we note that the moment error ∆m depends not only on the instantaneous error in the dynamics, but also on the propagation of the error in time, which is governed by ν[A] and ν[ B ℓ ], respectively. Thus in the procedure of approximation it is of interest to balance the trade-off between both factors. To this end, we introduce constraints on the logarithmic norms ν 2 [A] and ν 2 [ B ℓ ], resulting in the optimization problems
and
where · * is either L 2 or L ∞ norm, and γ ℓ ∈ R for ℓ = 0, . . . , M are some constants. Remark 2: Other quantifications of the mismatch can of course also be used in the approximations (17) and (18) . Moreover, there are several other concerns that could also of interest to include. One of these is stability of the resulting moment system. Another is its invariance with respect to the set C + . For the basic systems discussed in Sec. III-A, this is the invariance of a linear system, which is related to positive and monotone systems [4] , [32] . A weaker condition related to positive systems are so called eventually positive systems [2] , [3] , which could potentially also be of interest. For agents with interactions the approximate system is a quadratic system, whose invariance is related to copositive matrices [19] . However, the cone formed by all copositive matrices is hard to characterize [13, Sec. 1], indicating that invariance with respect to a more general cone might also be difficult.
B. Reconstruction of the distribution
As mentioned in section II-A, from a finite set of moments we can compute bounds on the distribution [27] or obtain a nominal estimate of the distribution (5). This kind of reconstruction can in many cases be done by solving a convex optimization problem, e.g., a problem on the form
Here, Φ is a convex function, and the constraints (19b) are either enforcing exact matching of the moments or represents a suitable approximate matching (see, e.g., [7] , [8] , [22] , [33] ). An example of such a problem with approximate moment matching is the following total variation minimization problem
where λ is a regularization parameter.
V. NUMERICAL EXAMPLE
In this section the collective behavior of a multi-agent system is investigated using the proposed approach. The dynamics of each individual involves nonlinear components, which can lead to intricate collective behaviors on a macroscopic level. In particular, we consider the scenario where the particles are driven by a time-invariant spacial field plus a repulsive force between each pair of individuals. The dynamics of particle i iṡ for i = 1, 2, . . . , N , where x i ∈ R is the state of particle i. The behavior of a system consisting of 10 4 homogeneous particles governed by dynamics (21) is simulated, and the trajectories of all particles are shown in Figure 1 . As can be seen, the collective behavior of the system gives rise to a formation consisting of three clusters. The initial position of each agent was drawn from a uniform distribution on the interval [−1.5, 1.5], and which of the three clusters a particular agent converges to depends on its initial position.
In this example we consider different sets of kernel functions. In each set a total of 15 kernel functions are used, and for each set the region on which we approximate the dynamics is taken to be the compact interval K = [−2, 2]. First we consider the monomials, i.e., φ k (x) = x k−1 , where k = 1, . . . , 15. The approximations are carried out for (10) and (16) with f (x) = −x and g(x, y) = 2e −0.6(x−y)
respectively. An L 2 approximation is obtained by solving a (20), and histogram of the true particle distribution. Top row is a reconstruction using the true moments and the middle row is using the moments with dynamics obtained via L 2 approximation.
system of linear equations, however due to ill-conditioning the CVX-solver [17] , [18] cannot solve the L ∞ approximation. The trajectories of the approximated moment system are compared with those of the real moment system in Figure 2 for
However, what is important for understanding the collective behavior of the underlying system is the information carried about the distribution of particles by the approximated moments. In Figure 3 we present total variation reconstructions (20) performed at times t = 3 and t = 100. The figure shows reconstructions from the true and approximated moments, as well as histograms of the true particle distributions. From the results in Figure 3 we see that the approximated moments capture the behavior of the overall system quite well and that the difference in the true and approximated moments only gives rise to a small difference between the reconstructed distributions. Note that these are only nominal reconstructions and that a more thorough analysis needs to be performed in order to determine, e.g., bounds on the number of agents in a certain region. This will be subject to further research.
Next we consider when the kernel functions are the Chebyshev polynomials, normalized to be orthogonal on the interval K. These gives a more well-condition L ∞ optimization problem which can be solved by CVX, and approximate moment trajectories are shown in Figure 4 . In the approximate model, some of the higher order moment start to deviate from the true moments at around time 1, whereas the errors in the lower order moments remain small throughout the whole interval [0, 3] .
Finally we also consider kernel functions that are monomials multiplied with Gaussian functions, i.e., of the form The trajectories are for the true system, the L 2 approximated system, and the L ∞ approximated system.
2 . This gives more spatial localization of the information carried by each moment, but in order to still convey some global information of the distribution we take the last kernel function to be the constant functions, i.e., φ 15 (x) ≡ 1. In this example we take i = 0, 1 and j = 1, . . . , 7, where the centers ρ j are taken as equidistant points in interval [−1.5, 1.5] while σ is set to 2/3. We preform two different L 2 approximations for the dynamics: one as before just minimizing the L 2 norm, and one including constraints on the logarithmic norms as in (17) and (18) . The latter is also solved using CVX. As shown in Figure 5 the two approximations behave well for t ∈ [0, 3], however in this particular case the logarithmic norm bounds have a stabilizing effect on the approximation on longer time scales, as can be seen in Figure 6 . Reconstructions from true and approximate moments at the time points t = 3 and 100 show decent results also in this case, and are omitted due to space considerations.
APPENDIX
A. Proof of Theorem 4
Let E k = x∈K ε k (x)dµ(x), then the moment system (8) can be rewritten asṁ
Since by (9) the approximated system
T . By solving the linear system of ODEs (22), using Lemma 1 and the fact that 
B. Proof of Theorem 6
By (16) the dynamics (13) can be rewritten aṡ
where E k = x∈K y∈K ε k dµ t (x)dµ t (y). T , we write the dynamics in vector form aṡ m(t) = B(m) + E(t).
Similarly to the proof of Theorem 4, we now investigate the dynamics of the norm of the error: ∆m(t) = m(t) − m(t) . To this end, we consider the Dini derivative D + t (also known as the upper right-hand derivative [23] ) of m(t) − m(t) . This gives the inequalities shown in (23) , where the second equality is a Taylor series expansion, the first inequality is the triangle inequality (and note that lim h→0 O(h 2 )/h = 0), the second inequality follows by (3), and the last equality follows by (4) since the limit exists. Thus, by Lemma 3 we get that If β = 0 the conclusion follows since the distribution (5) has total mass 1. If β = 0, using the Grönwall-Bellman inequality (see, e.g., [23] ) we get that ∆m(t) ≤ ∆m(0) + 
