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HIGH-DIMENSIONAL LINEAR MODELS WITH MANY
ENDOGENOUS VARIABLES
By Alexandre Belloni, Christian Hansen and Whitney Newey
High-dimensional linear models with endogenous variables play
an increasingly important role in recent econometric literature. In
this work we allow for models with many endogenous variables and
many instrument variables to achieve identification. Because of the
high-dimensionality in the second stage, constructing honest confi-
dence regions with asymptotically correct coverage is non-trivial. Our
main contribution is to propose estimators and confidence regions
that would achieve that.
The approach relies on moment conditions that have an additional
orthogonal property with respect to nuisance parameters. Moreover,
estimation of high-dimension nuisance parameters is carried out via
new pivotal procedures. In order to achieve simultaneously valid con-
fidence regions we use a multiplier bootstrap procedure to compute
critical values and establish its validity.
1. Introduction. We consider estimation of parameters in high-dimen-
sional linear regression models with many endogenous variables:
yi = x
′
iβ0 + ξi, E[xiξi] 6= 0.
We allow for cases where p, the dimension of the endogenous variable xi,
is large relative to the sample size n; and we consider cases where many
or all of the parameters in β are of interest. This structure arises naturally
in many structural economic models. For example, one may be interested
in estimating a demand relationship in which the quantity demanded of a
given product may depend on its own price as well as the price of other
related products. In this case, yi represents the (log) quantity sold of the
product of interest, xi represents the vector of (log) prices of all potentially
related products including the price of the product of interest, and i indexes
independent markets in which data on these products are available. β0 then
provides information on own- and cross-price elasticities for a given product.
Of course, informative estimation and inference about β is impossible
without further structure. We adopt an instrumental variables (IV) frame-
work and assume that a set zi of K instruments with K ≥ p is available such
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2that E[ziξi] = 0. We thus work in a model with many endogenous variables
and many instruments.
To cope with the high-dimensionality of β0, we adopt a sparse model-
ing framework and assume that the number of non-zero elements in β0 is
small relative to the sample size. We also make use of sparsity assumptions
over first-stage relationships. Specifically, suppose we are interested in a par-
ticular element, β0,j , of the vector β0. We define an instrument specific to
β0,j as a linear combination z
′
iµj of the available high-dimensional set of
instruments that satisfies the usual IV moment restriction E[(yi − β0,jxj,i−∑
k 6=j β0,kxk,i)(z
′
iµj)] = 0 and require that µj is a sparse vector. When we
are interested in multiple elements of β0, we form a different linear combi-
nation of the available set of instruments for each element of interest and
require that all such linear combinations are sparse. We also note that the
rank condition for identification, which we maintain, will implicitly restrict
the association between each of these constructed linear combinations.
In principle, there are many ways to choose the µj used to define the linear
combinations of instruments we use to identify the β0,j. We exploit this to
choose the µj to guarantee a type of orthogonality between the constructed
instrument z′iµj and the nuisance function in the moment condition for β0,j ,∑
k 6=j β0,kxk,i. Specifically, we choose the µj so that E[xi,−jz
′
iµ
j
0] = 0 while
requiring that E[xi,jz
′
iµ
j
0] 6= 0. The second condition is simply the usual in-
strument relevance condition. The first condition ensures that the moment
condition used to identify β0,j is locally insensitive, or orthogonal, to the
value of the high-dimensional set of nuisance parameters {β0,k}k 6=j . This or-
thogonality is a key ingredient to producing post-model-selection estimators
that are
√
n-consistent and asymptotically normal and post-model-selection
inferential procedures that are uniformly valid across a wide range of data
generating processes (DGPs) that include cases where perfect model selec-
tion is theoretically impossible. For further detail and discussion, see, for
example, [7], [18], and [10].
We provide a simple-to-implement multi-step estimation and inference
procedure for the structural parameters. We obtain initial estimates of β0
by adapting the estimator of [23]. We then obtain estimates of the µ0,j
through a novel estimation procedure that builds upon [1]. Given these es-
timates, we construct the empirical analog of the IV moment condition for
β0,j by plugging in the estimated values for {β0,k}k 6=j and µ0,j and solve
for the final estimator of β0,j . The final step of the procedure is trivial,
and the first two steps proceed by solving high-dimensional convex opti-
mization problems for which efficient optimization routines are available.
A major novelty of our approach is that it is formulated in such a way
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that we may use simple, nuisance parameter free values for the penalty pa-
rameters involved in the two penalized optimization problems even when
model errors are heteroskedastic. Thus, we avoid potentially complicated
and theoretically problematic data-dependent choice of tuning parameters.
The proposed high-dimensional estimation procedure may be of substantive
interest outside of the present context. Finally, we employ the multiplier
bootstrap for inference about parameters of interest in β0. Following, e.g.,
[11], we establish that the multiplier bootstrap provides valid simultane-
ous confidence regions allowing for a high-dimensional set of parameters of
interest; see also [20] for an application in a linear model with exogenous
right-hand-side variables.
Our paper contributes to the growing literature on inference for struc-
tural parameters in sparse high-dimensional IV settings. Much work in this
setting focuses on the case where the dimension of the endogenous variable
is small but there are a large number of available instruments; e.g. [2], [3],
[5], [4], [6]; or a large number of instruments and controls; e.g. [17], [18]. [7]
considers estimation of treatment effects in IV models with binary instru-
ment and endogenous variable in the presence of a high-dimensional set of
control variables in detail. In a different but tangentially related direction,
[27] and [9], among others, consider estimation in the presence of a high-
dimensional set of instruments allowing for some of the instruments to be
invalid with data-dependent selection of the valid and invalid instruments.
The work in the present paper is most closely related to [21] and especially
[23], both of which consider estimation in models with a large number of en-
dogenous variables. Both papers adopt similar estimation strategies to that
employed in this paper though neither explicitly constructs instruments to
guarantee orthogonality and [21] focuses on establishing oracle estimation
results rather than providing a uniformly valid inferential procedure.
Regarding uniform valid inference, the work of [29] proposes a unifying
treatment for various models with linear moment conditions based in de-
biasing ideas and many endogenous variables are discussed in the appendix
as one of the many examples. Another related work is [25], developed con-
currently with this work, proposes the use of related de-biasing ideas after
the use of lasso on estimated regressors (the projection of the endogenous
variables on the instruments) to obtain initial estimates of the coefficients
of these endogenous variables. This has the nice feature to allow the authors
to invoke the regularity conditions on the design matrix that are standard
in the literature (e.g. restricted eigenvalue conditions) but additional penal-
ization is needed to handle the error in the estimated regressors. We also
note that the work [23] is currently being revised and also pursues uniform
4valid inference building upon ideas from [26].
Our paper provides a useful complement to the existing high-dimensional
IV work by allowing for a high-dimensional set of endogenous variables,
providing an easy-to-implement estimation procedure with a simple pivotal
tuning parameter choice, and establishing a uniformly valid inferential pro-
cedure for a high-dimensional set of coefficients of interest within the linear
IV model. We explicitly allow non-i.i.d. observations, non-exponential tails,
provide procedures where penalty parameters are pivotal, and confidence
regions that are simultaneously valid for many parameters. An important
technical contribution of our work is a new bound on the sensitivity quantity
that was proposed in [23]. We note that in Section 9 of [23], a related pivotal
problem was proposed to identify invalid moment conditions when an initial
estimator βˆ is available. The pivotal estimation for the orthogonalization/de-
biasing step seems to be new as well.
The remainder of the paper is organized as follows. We first restate the
model and provide a detailed outline of the estimation approach in Section
2. In Section 3, we provide conditions under which we verify that the pro-
posed estimator has desirable properties and under which we can produce
inferential statements that are uniformly valid over a large class of models.
We present proofs of the main results in the appendix.
2. Model and Method. We consider a linear instrumental variable
model
(2.1) yi = x
′
iβ0 + ξi, E[xiξi] 6= 0
where potentially many of the components of x are correlated with the noise
term ξ where a K-dimensional vector of valid instruments z is available.
Valid instruments satisfy the following orthogonal condition
(2.2) E[z(y − x′β0)] = 0
which can be used to identify β0 under appropriated conditions. (Therefore
if the jth component of x is not correlated with the noise, xj is a valid
instrument.) It follows that we need at least as many instruments as the
dimension of β0 (i.e. K ≥ p).
To construct estimators and associated honest confidence regions, we will
construct an instrument tailored for each component β0j of interest. More
formally we will consider a linear combination of the original instruments
z′µ, to create a moment condition whose unique solution is θ = β0j
E[(y − xjθ − x′−jβ0,−j)z′µj ] = 0
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where µj is a non-zero K-dimensional vector. It follows that there are many
choices of µj that satisfy the relation above by (2.2). We exploit the freedom
to pick µj to choose µj0 so that an orthogonality condition also holds, namely
(2.3) E
[
1
n
n∑
i=1
xi,−jz′i
]
µj0 = 0
while having z′µj0 correlated with xj , i.e. E
[
1
n
∑n
i=1 xijz
′
iµ
j
0
]
6= 0. Such or-
thogonality condition plays a key role in our results to reduce the impact of
estimation mistakes of β0,−j. We will define µ0j as
(µj0, ϑ
j
0) = argmin
µ,ϑ
E[ 1n
∑n
i=1(xij − z′iµ− x′i,−jϑ)2] : E[ 1n
∑n
i=1x−jz
′
iµ] = 0.
In order to construct our estimator for β0j , we will need estimates of the
nuisance parameters ηj0 = (β0,−j , µ
j
0) which are attainable under sparsity
conditions to cope with their high-dimensionality.
Estimators for β0 that can achieve good rates of convergence have been
proposed in the literature [23]. Here we propose to use
(2.4)
(βˆ, tˆ) ∈ argminβ,t ‖β‖1 + λt‖t‖∞
| En[(y − x′β)zℓ] | ≤ τtℓ, ℓ ∈ [K]
{En[(y − x′β)2z2ℓ ]}1/2 ≤ tℓ, ℓ ∈ [K]
In order to estimate a µj0 we will also build upon these self-normalization
ideas to achieve a procedure that does not require to tune parameters. How-
ever additional constrains are necessary to achieve the orthogonality condi-
tion (2.3). Our proposed estimator seems to be new and can be of indepen-
dent interest in other setting:
(2.5)
(µˆj, ϑˆj , tˆj) ∈ argminµ,t,ϑ ‖µ‖1 + ‖ϑ‖1 + λt‖t‖∞
vij = xj − z′µ− x′−jϑ
| En[vjzℓ] | ≤ cτtzℓ , {En[v2j z2ℓ ]}1/2 ≤ tzℓ , ℓ ∈ [K]
| En[vjxℓ] | ≤ cτtxℓ , {En[v2jx2ℓ ]}1/2 ≤ txℓ , ℓ ∈ [p] \ {j}
| En[xℓz′µ] | ≤ cτtxzℓ , {En[{xℓz′µ}2]}1/2 ≤ txzℓ , ℓ ∈ [p] \ {j}
where c ≥ 1 is a fixed constant.1
Based on the estimates ηˆj = (βˆ−j , µˆj) of η
j
0 = (β0,−j , µ
j
0) based on (2.4)
and (2.5), we compute our estimate βˇj as the solutions of
(2.6) 0 = 1n
∑n
i=1(yi − xijθ − xi,−jβˆ−j)z′iµˆj.
1This constant accounts for non-i.i.d. setting. We can take c = 1 if the data is i.i.d..
6It follows the estimator can be computed in closed form as
(2.7) βˇj =
Ωˆ−1j
n
n∑
i=1
(yi − x′iβˆ−j)z′iµˆj
where Ωˆj =
1
n
∑n
i=1 xijz
′
iµˆ
j is an estimate of Ωj = E[
1
n
∑n
i=1 xijz
′
iµ
j
0].
Next we construct simultaneous confidence regions for the coefficients
corresponding to all components in a set S ⊆ {1, . . . , p}, i.e. for a given α ∈
(0, 1), we choose a critical value c∗α,S such that with probability converging
to 1− α we have
(2.8) βˇj − c∗α,S
σˆj√
n
≤ β0j ≤ βˇj + c∗α,S
σˆj√
n
for all j ∈ S
where the estimate of σ2j = Ω
−2
j E[
1
n
∑n
i=1{(yi − x′iβ0)z′iµj0}2] is given by
(2.9) σˆ2j = Ωˆ
−2
j
1
n
n∑
i=1
{(yi − x′iβˆ)z′iµˆj}2.
We apply the procedure (2.5)-(2.7) to each component j ∈ S to obtain
βˇj and use a multiplier bootstrap to compute the appropriate critical value
in (2.8). The confidence bands have the desired asymptotic coverage even in
cases where the cardinality of S is larger than the sample size n as our analy-
sis builds upon results for high-dimensional central limit theorems developed
in [11, 13, 14, 15, 16]. We define the vector Ĝ as
(2.10) Ĝj := − 1√
n
n∑
i=1
giσˆ
−1
j Ωˆ
−1
j (yi − x′iβˆ)z′iµˆj , j ∈ S
where (gi)
n
i=1 are independent standard normal random variables indepen-
dent from (yi, xi, zi)
n
i=1. We compute the critical value c
∗
α,S as the (1 − α)-
quantile of the conditional distribution of
max
j∈S
|Ĝj |
given the data. For the readers convenience Appendix A provides a detailed
description of the algorithm to be implemented for the proposed estimators
and confidence regions.
3. Theoretical Results. Next we provide regularity conditions on the
data generating process (2.1)-(2.2) under which the estimators and confi-
dence regions proposed in Section 2 are guaranteed to perform well despite
model selection mistakes and high-dimensionality of nuisance parameters.
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3.1. Rates of Convergence of βˆ in (2.4). We first establish bounds for the
ℓq-error of the estimator βˆ defined as in (2.4). Such bounds will yield rates
of convergence that are useful to the development of confidence regions (2.8)
since the procedure relies on having estimators of the nuisance parameters.
In order to analyze this estimator we consider the ℓq-sensitivity coefficients
proposed in [22] which account for the instruments. For q ≥ 1, and Ψ =
1
nZ
′X, define
(3.1) κZXq (s, u) = min
J :|J |≤s
(
min
θ∈CJ (u):‖θ‖q=1
‖Ψθ‖∞
)
where CJ(u) = {θ ∈ Rp : ‖θJc‖1 ≤ u‖θJ‖1}, u > 0 and J ⊆ {1, . . . , p}. These
sensitivity quantities are useful to establish convergence in the ℓq-norms
for penalized estimators as shown in [24, 23]. Next we establish new lower
bounds on the ℓq-sensitivity coefficients for q ∈ {1, 2} that are of independent
interest. These lower bounds lead to sharp rates for many design of interest
in econometric settings.
Theorem 1. We have that for q ∈ {1, 2}
κΨq (s, u) ≥ maxm≥s
{
σmin(m)√
m
− σmax(m)√
m
(1 + u)
√
s/m
}
s1/2−1/q
{1+(1+u)
√
s/m}(1+u)
where
σmin(m) := min|M |≤m
max
|J |≤m
σmin(ΨJ,M ),
σmax(m) := max|M |≤m
max
|J |≤m
σmax(ΨJ,M ),
where σmin(A) is the smallest singular value of the matrix A, and σmax(A)
denotes the maximum singular eigenvalue of A, and AJ,M denotes a subma-
trix {Aj,m} where j ∈ J and m ∈M .
Theorem 1 extends the scope of designs for which we have lower bounds.
The main difficulty is to handle non-symmetric matrices Ψ with off-diagonal
elements that are not small. The proof relies on sparse singular values de-
composition (via σmin(m) and σmax(m)) which are akin to sparse eigenvalues
that were used in the literature, see e.g. [8, 4]. The following corollaries pro-
vides bounds under primitive conditions. The result of Theorem 1 can also
be applied in the presence of weak instruments as illustrated below.
Corollary 1. Suppose that the K × p matrix Ψ has m-sparse singular
values bounded from below by µn > 0 and from above by 1 for m = (64s/µ
2
n).
Then, the matrix Ψ satisfies
κΨq (s, 3) ≥ cµ2ns−1/q q ∈ {1, 2}
8for some universal constant c > 0.
The next corollary considers the case of random design with strong in-
struments.
Corollary 2. Suppose that (zi, xi)
n
i=1 are i.i.d. random vectors such
that E[maxi∈[n] ‖(zi, xi)‖2∞] ≤ Kn, and that E[zix′i] has s(1+u)2 log n-sparse
singular values bounded from below by c > 0 and from above by C < ∞.
Then, with probability 1 − o(1), as n grows, the matrix Ψ = 1n
∑n
i=1 zix
′
i
satisfies
κΨq (s, u) ≥
c˜s−1/q
(1 + u)2
q ∈ {1, 2}
provided that (1 + u)6s2Kn log(Kp) = o(n) where the constant c˜ depends
only on c and C.
Under conditions of Corollary 2 and the typical case that u ≤ 3, we have
(3.2) κΨq (s, 3) ≥ s−1/qc′
with high probability. In turn, under Condition IV1 below, (3.2) allows the
pivotal estimator proposed in (2.4) to achieve optimal rates. In the analysis
of subsequent sections we will assume directly (3.2) given that Corollary 2
provides an interesting set of data generating processes that imply it with
high probability.
Condition IV1. (i) The vectors {(yi, zi, xi, ξi), i = 1, . . . , n} are indepen-
dent across i obeying (2.1) and (2.2) with ‖β0‖0 ≤ s. (ii) Suppose that the se-
quence Mnzξ := maxj≤K E[ 1n
∑n
i=1 |zijξi|3]1/3/E[ 1n
∑n
i=1 |zijξi|2]1/2 satisfies
Mnzξ log
1/2(npK) = o(n1/6) and define Hn := maxj≤K ‖ 1n
∑n
i=1 z
2
ijxix
′
i‖∞.
Condition IV1 is a standard condition allows for heteroskedasticity. It
restricts the number of covariates and instruments, but it allows for them
to be larger than the sample size. The next theorem establishes bounds on
the estimation error βˆ − β0.
Theorem 2. Under Condition IV1, setting the parameters λt = 1/(2Hn)
and τ = n−1/2Φ−1(1− α/(2p)), for α ∈ (n−1, 1), provided τ ≤ 12λtκZX1 (s, 3)
holds with probability at least 1− ǫ, we have that with probability 1− α{1 +
o(1)} − ǫ the estimator defined in (2.4) satisfies
‖βˆ − β0‖q ≤ 4τ
maxj≤K{ 1n
∑n
i=1 z
2
ijξ
2
i }1/2
κZXq (s, 3)
.
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Theorem 2 has several important features. First it allows for heteroskedas-
ticity which is prevalent in econometric applications. Second, the definition
of the estimator (2.4) uses penalty parameters that do not depend on any
unknown quantity. In particular, it bypasses the need for cross validation
which can be effective in some cases but validity is not typically established
in the literature. This approach builds upon self-normalized ideas that were
applied in [1] to error-in-variables models.
3.2. Rates of Convergence of µˆj in (2.5). Next we consider the estima-
tion of the nuisance parameter µj0 for all j ∈ S. Our analysis still also relies
on ℓq-sensitivity coefficients proposed in [22] but for different choice of de-
sign matrix given by Ψj =
1
n Z˜
′Z˜ where Z˜ = (Z,X−j) and further restricting
to directions δ ∈ CJ(u). We define
(3.3) κZ˜Z˜q (s, u) = min
j∈S
min
J :|J |≤s
(
min
θ∈C˜j,J (u):‖θ‖q=1
‖Ψjθ‖∞
)
where C˜j,J(u) = {θ ∈ CJ(u) : ∃θ1, θ2, θ = θ1 − θ2, ‖En[x−jz′θm]‖∞ ≤
2τ maxk∈[p]\{j}{En[x2k(z′θm)2]}1/2,m = 1, 2}. In many designs we can estab-
lish lower bounds on κZ˜Z˜q (s, u) ignoring the additional restrictions.
In what follows we define vij := xij − z′iµj0 − x′iϑj0, j ∈ S. Define:
M¯nvz := E[maxi≤n,j∈S,k |vijzikE[vijzik]|2]1/2,
M¯nvx := E[maxi≤n,j∈S,k |vijxikE[vijxik]|2]1/2,
M¯nxz := E[maxi≤n,j∈S,k |xikz′iµj0E[xikz′iµj0]|2]1/2, and
M¯n := M¯nxz ∨ M¯nvz ∨ M¯nvx.
Note that in the i.i.d. setting we have M¯n = 0.
Condition IV2. For each j ∈ S: (i) The vectors {(zi, xi), i = 1, . . . , n} are
independent across i ∈ [n] obeying (2.1), (2.2), and (2.3) with ‖µj0‖0 ≤ s.
(ii) We assume: Var( 1√
n
∑n
i=1 xikz
′
iµ
j
0)
1/2 ≥ c˜, Var( 1√
n
∑n
i=1 vijzik)
1/2 ≥ c˜,
Var( 1√
n
∑n
i=1 vijxiℓ)
1/2 ≥ c˜, E[ 1n
∑n
i=1 |xikz′iµj0|3] ≤ C, E[ 1n
∑n
i=1 |vji zik|3]1/3 ≤
C, and E[ 1n
∑n
i=1 |vijxik|3]1/3 ≤ C. Furthremore, It holds that log1/2(pnK) =
o(n1/6) and Cn−1M¯n log(Kpn) = o(1). Also define Hn := Hxn ∨ Hzn ∨ Hxzn
where Hxn := maxk∈[K] ‖ 1n
∑n
i=1 z
2
ikxix
′
i‖∞, Hxn := maxℓ∈[p] ‖ 1n
∑n
i=1 x
2
iℓziz
′
i‖∞,
and Hzn := ‖ 1n
∑n
i=1 z
2
ikziz
′
i‖∞.
Condition IV2 contains a mild condition on the design, is a standard
condition allows for heteroskedasticity and fixed design. The next theorem
summarizes the properties of the estimator defined in (2.5).
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Theorem 3. Under Condition IV2, setting the parameters λt = 1/(2Hn)
and τ = 1.1n−1/2Φ−1(1 − α/(2|S|(K + p)), for α ∈ (n−1, 1), provided
τ ≤ 12λtκZ˜Z˜1 (s, 3) holds with probability at least 1 − ǫ, we have that with
probability 1−α{1 + o(1)} − ǫ− o(1) the estimator defined in (2.5) satisfies
uniformly over j ∈ S
‖(µˆj , ϑˆj
0
)− (µj
0
, ϑj
0
)‖q ≤ 4τ ‖t(µ
j
0
, ϑj
0
)‖∞
κZ˜Z˜q (s, 3)
where ‖t(µj0, ϑj0)‖2∞ = max
ℓ∈[p]\{j},k∈[K]
n∑
i=1
x2iℓ(z
′
iµ
j
0)
2
n
∨
n∑
i=1
x2iℓv
2
ij
n
∨
n∑
i=1
z2ikv
2
ij
n
.
3.3. Linear Representation and Simultaneous Confidence Bands. In this
section we turn to the construction of confidence regions. A critical in-
termediary step is to establish a linear representation for the estimators
βˇj , j ∈ S, despite of the high-dimensional nuisance parameters. Moreover,
we will achieve results uniformly over a large class of data generating pro-
cesses including many where we cannot avoid model selection mistakes.
We will assume the following condition. In what follows the sequence
δn → 0 is fixed, and we let vij := xij−z′iµj0−x′i,−jϑj0, and define the following
momentsMnvz := maxj∈S,k∈[K]E[ 1n
∑n
i=1 |vji zik|3]1/3/Var( 1√n
∑n
i=1 vizik)
1/2,
Mnxz := max
j∈S,k∈[p]\{j}
E[ 1n
∑n
i=1 |xikz′iµj0|3]1/3/Var( 1√n
∑n
i=1 xikz
′
iµ
j
0)
1/2.
Condition IV. The data {Wi = (yi, ξi, xi, zi, z′iµS0 , viS), i = 1, . . . , n}
is independent across i and obey the model (2.1)-(2.2). We have ‖β0‖0 +
maxj∈S ‖µj0‖0 ≤ s and ‖β0‖∞ + maxj∈S ‖µj0‖∞ ≤ C. The following mo-
ment conditions hold: E[ 1n
∑n
i=1(W
′
iθ)
4]1/4 ≤ C‖θ‖ for every θ ∈ Rdim(Wi),
minj∈S |E[ 1n
∑n
i=1 xijz
′
iµ
j
0]| ≥ c, Kn = E[maxi≤n ‖Wi‖q∞] < ∞ for some
q > 4, K
2/q
n log
1/2(Kpn) ≤ δnn1/2, s log(pKn) ≤ δn
√
n. With probability
1 − o(1) we have κZXq (s, 3) ≥ s−1/qc and κZ˜Z˜q (s, 3) ≥ s−1/qc for q ∈ {1, 2}.
Conditoins IV1 and IV2 also hold.
Condition IV corresponds to standard assumptions in the literature with
strong instruments. The moments conditions are similar to the ones used in
[4] and allow the use of self-normalized moderate deviation theory. We note
that Condition IV also imposes Conditions IV1 and IV2 which in turn allows
us to use the estimators studies in sections 3.1 and 3.2 of the nuisance pa-
rameters. The conditions on the sensitivity quantities are comparable to the
restricted eigenvalue condition in the literature of high-dimensional sparse
models, see [22].
The following is among our main results. It establishes a linear represen-
tation of the proposed estimators βˇj , j ∈ S.
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Theorem 4 (Uniform Linear Representation). Under Condition IV,
uniformly over j ∈ S we have
√
nσ−1j (βˇj − β0j) =
σ−1j Ω
−1
j√
n
n∑
i=1
(yi − x′iβ0)z′iµj0 +OP(δn).
An important feature of Theorem 4 is its validity uniformly over the class
of data generating processes that satisfy Condition IV. In particular, the
result covers data generating processes for which model selection mistakes
are likely to happen. Next we build upon Theorem 4 to establish various
useful results.
A consequence of Theorem 4 is the construction of confidence intervals
for each component as
√
nσ−1j (βˇj − β0j)  N(0, 1). Importantly, it holds
uniformly over data generating processes with arbitrary small coefficients.
Indeed, the orthogonality condition mitigates the impact of model selection
mistakes which are unavoidable for those components.
Corollary 3 (Componentwise Confidence Intervals). Let Mn be the
set of data generating processes that satisfies Condition IV for a fixed n. We
have that
lim
n→∞ supM∈Mn
max
j∈S
∣∣PM (√n|βˇj − β0j | ≤ Φ−1(1− α/2)σj)− (1− α)∣∣ = 0
Further, the result also holds when σj is replaced by σˆj as defined in (2.9).
Next we turn to simultaneous confidence bands over S ⊂ {1, . . . , p} com-
ponents of β0. We allow for the cardinality of S to also grow with the sam-
ple size (and potentially S = {1, . . . , p}). This exploits new central limit
theorems for high dimensional vectors, see [16] and the references therein.
The following result provides sufficient conditions under which the multiplier
bootstrap procedure based on (2.10) yields (honest) simultaneous confidence
bands.
In what follows we let An ≥ maxj∈S E[ n−1σ3jΩ3j
∑n
i=1 |ξiz′iµj0|3] and Bq¯,n ≥
1
n
∑n
i=1 E[maxj∈S |ξiz′iµj0|q¯] for some q¯ > 3. Note that Bq¯,n ≤ K q¯n provided
that q¯ ≤ q/2. However, Bq¯,n can be bounded in various settings if |S| is
bounded.
Theorem 5. Let Mn be the set of data generating processes that satisfy
Condition IV for a fixed n. Furthermore, suppose that δn log
3/2(n|S|)(1 +
maxj∈S ‖µj0‖) = o(1), A2n log7(|S|) = o(n), B1/q¯q¯,n log2(|S|) = o(n1/2−1/q¯), and
12
K
4/q
n log
5(|S|) = o(n) holds. For the critical value cα,S computed via the
multiplier bootstrap procedure, we have that
lim
n→∞ supM∈Mn
∣∣∣∣PM(βˇj − c∗α,S σˆj√n ≤ β0j ≤ βˇj + c
∗
α,S σˆj√
n
, ∀j ∈ S
)
− (1− α)
∣∣∣∣ = 0
Theorem 5 yields simultaneous confidence regions that are uniformly valid
across models that satisfy Condition IV and the additional growth conditions
on the n, log |S| and various moments. In particular, they allow for (sequence
of) models where model selection mistakes are unavoidable.
4. Monte Carlo Experiments. In this section we investigate the fi-
nite sample performance of the proposed estimators via numerical simula-
tions. We consider the following data generating process
y = x′β0 + ε, xj = x˜j +
L∑
ℓ=1
zL(j−1)+k, ε = ζ + x˜′γ0
where β0 = (1, .8, .6, .4, .2, 0, . . .)
′, γ0 = (.1, .2, .3, .4, .5, .6, .7, .8, .9, 1, 0, . . .)′,
z ∼ N(0, IFp), x˜ ∼ N(0,Σ), Σij = 0.3|i−j|, and ζ ∼ N(0, 1/42). This corre-
sponds to the case that L instruments are useful for each covariate.
Uniform over {1, 2, 3} Bias
n p K L rp(.05) ℓ∞ β01 β02 β03
500 30 30 1 0.060 0.1744 -0.0130 -0.0244 -0.0199
500 30 90 3 0.053 0.0868 -0.0019 0.0022 0.0010
500 100 100 1 0.040 0.1636 -0.0091 -0.0108 -0.0199
500 100 300 3 0.077 0.0831 -0.0011 -0.0030 0.0013
500 300 300 1 0.057 0.1451 -0.0056 -0.0089 -0.0183
500 300 900 3 0.060 0.0734 0.0012 0.0012 0.0029
The table above illustrates how the proposed procedure accurately con-
trols size where the confidence region aims to simultaneously cover the first
three components. The table also reports the bias in the estimation of each
component. To achieve correct size in this high-dimensional settings it is
critical to obtain a low bias and this is what the table reports.
Acknowledgement.We thank Victor Chernozhukov and Denis Chetverikov
for several comments and suggestions.
APPENDIX A: PROOFS OF SECTION 3
Proof of Theorem 1. Let T ⊂ [p] and δ ∈ CT (u), i.e., ‖δT c‖1 ≤
u‖δT ‖1. Let m ∈ N and denote by T1 the support of the m-largest com-
ponents (in absolute value) of δ, T2 the subsequent m-largest, etc. For any
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µ ∈ RK , such that ‖µ‖0 ≤ m, we have
‖Ψδ‖∞ = maxµ
∣∣∣ µ′‖µ‖1Ψδ∣∣∣ ≥ ∣∣∣ µ′√m‖µ‖Ψδ∣∣∣ ≥ ∣∣∣ µ′√m‖µ‖ΨδT1∣∣∣− ∣∣∣ µ′√m‖µ‖ΨδT c1 ∣∣∣
≥
∣∣∣ µ′√m‖µ‖ΨδT1∣∣∣−∑ℓ≥2 ∣∣∣ µ′√m‖µ‖ΨδTℓ ∣∣∣
≥
∣∣∣ µ′√m‖µ‖UΛV δT1∣∣∣−∑ℓ≥2 ∣∣∣ µ′√m‖µ‖ΨδTℓ∣∣∣
where UΛV denotes the SVD of ΨJµ,T1 . By definition of σmin(m), by suitably
choosing Jµ = support(µ) to correspond to the largest singular values Λjj,
j = 1, ...,m, we have that Λjj ≥ σmin(m) for j = 1, . . . ,m. We can assume
σmin(m) > 0 otherwise the result is trivial.
Since the columns of U ′ associated to Jµ span Rm, we can let µ be such
that U ′µ = V δT1 , so that ‖µ‖ = ‖δT1‖, and recall that by assumption
Λjj ≥ σmin(m). Hence∣∣∣∣ µ′√m‖µ‖UΛV δT1
∣∣∣∣ ≥ σmin(m)√m ‖δT1‖.
Moreover, we have∣∣∣∣ µ′√m‖µ‖ΨδTℓ
∣∣∣∣ = ∣∣∣∣ µ′√m‖µ‖ΨJµ,TℓδTℓ
∣∣∣∣ ≤ σmax(m)√m ‖δTℓ‖.
where the last inequality follows by definition of σmax and |Jµ| ≤ m, |Tℓ| ≤
m.
By construction of the sets {Tℓ}ℓ≥1, we have ‖δTℓ‖1/
√
m ≥ ‖δTℓ+1‖.
Thus we have
‖Ψδ‖∞ ≥ σmin(m)√m ‖δT1‖ −
σmax(m)√
m
∑
ℓ≥1 ‖δTℓ‖1/
√
m
≥ σmin(m)√
m
‖δT1‖ − σmax(m)√m (1 + u)‖δT ‖1/
√
m
≥ σmin(m)√
m
‖δT1‖ − σmax(m)√m (1 + u)‖δT ‖
√
s/m
where we used that ‖δ‖1 ≤ (1 + u)‖δT ‖1, which is implied by ‖θ0 + δ‖1 ≤
‖θ0‖1, and |T | = s.
To conclude the proof note that by a similar argument
‖δ‖ ≤ ‖δT1‖+
√
s/m(1 + u)‖δT ‖ ≤ {1 + (1 + u)
√
s/m}‖δT1‖
and that ‖δ‖/‖δ‖1 ≥ 1/{
√
s(1 + u)}.
Proof of Corollary 1. Take θ ∈ CJ(u) for some J ⊂ [p], |J | ≤ s.
Note that
‖Ψθ‖∞
‖θ‖q ≥(1) maxm≥s
{
σmin(m)√
m
− σmax(m)√
m
(1 + u)
√
s/m
}
s1/2−1/q
{1+(1+u)
√
s/m}(1+u)
≥(2) s
1/2−1/q
8
µ2n
16
√
s
= s
−1/q
8
µ2n
16
14
where (1) follows from Theorem 1, (2) by settingm = 64s/µ2n and u = 3.
Proof of Corollary 2. Take θ ∈ CJ(u) for some J ⊂ [p], |J | ≤ s.
Note that
‖Ψθ‖∞
‖θ‖q ≥(1) ‖E[zx′]θ‖∞/‖θ‖q − ‖(En − E)[zx′]θ‖∞/‖θ‖q
≥(2) max
m≥s
{
σmin(m)√
m
− σmax(m)√
m
(1 + u)
√
s/m
}
s1/2−1/q
{1+(1+u)
√
s/m}(1+u)
−‖(En − E)[zx′]θ‖∞/‖θ‖q
≥(3) s1/2−1/q2(1+u) maxm≥s(1+u)2
{
c√
m
− C(1+u)
√
s/m√
m
}
−‖(En − E)[zx′]‖∞‖θ‖1/‖θ‖q
≥(4) s
−1/q
2(1+u)
c
2
c
2C(1+u) − ‖(En − E)[zx′]‖∞‖θ‖1/‖θ‖q
where (1) follows from the triangle inequality, (2) follows from Theorem 1,
(3) by restricting the maximum and Holder’s inequality, and (4) by setting
m = 4sC2(1 + u)2/c2 and using that s(1 + u)2 log n ≥ m for n large.
Next we control ‖(En−E)[zx′]‖∞ via Lemma 2(2). Note that |E[zijxik]| ≤
1
2E[z
2
ij + x
2
ik] ≤ Kn. Therefore
E[‖(En − E)[zx′]‖∞] ≤ C ′
√
Knn−1 log(Kp) +K1/2n n
−1 log(Kp)
Then with probability 1− ℓn, for some ℓn → 0, by Markov’s inequality
‖(En − E)[zx′]‖∞ ≤ C ′′
√
Knn−1 log(Kp)/ℓn
Moreover, if q = 1, ‖θ‖1/‖θ‖q = 1, and if q = 2, ‖θ‖1/‖θ‖q ≤ (1 + u)s1/2.
Therefore, with probability 1− ℓn we have
‖(En − E)[zx′]‖∞‖θ‖1/‖θ‖q ≤ C ′′′(1 + u)s1−1/q
√
Knn−1 log(Kp)/ℓn
The result follows provided n is large enough so that
C ′′′(1 + u)s1−1/q
√
Knn−1 log(Kp)/ℓn ≤ s
−1/q
4(1 + u)
c
2
c
2C(1 + u)
which is possible for ℓn → 0 slowly enough under (1+u)6s2Knn−1 log(Kp) =
o(1), and we obtain
κΨq (s) ≥ s−1/qc
c/C
16(1 + u)2
q ∈ {1, 2}
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Proof of Theorem 2. Let tj(β) = { 1n
∑n
i=1 z
2
ij(yi−x′iβ)2}1/2 and Uij =
zij(yi−x′iβ0) = zijξi is such thatMnzξ ≥ E[ 1n
∑n
i=1 |Uij |3]1/3/E[ 1n
∑n
i=1 |Uij |2]1/2
for all j ≤ K. By Lemma 7.4 in [19], we have
(A.1)
P
(∣∣ 1
n
∑n
i=1 zij(yi − x′iβ0)
∣∣ > τtj(β0)) = P(∣∣∣ 1√n∑ni=1 Uij∣∣∣ > √nτ ∥∥∥U·j√n∥∥∥)
≤ {1− Φ(√nτ)}
(
1 + Aℓ3n
)
= α2K
(
1 + A
ℓ3n
)
for some ℓn → ∞ given the assumption Mnzξ log1/2(Knp) = o(n1/6) in
Condition IV1 and the choice of τ . Then by the union bound we have that
β0 is feasible in the proposed optimization problem with probability at least
1− α
(
1 + A
ℓ3n
)
. Therefore
(A.2) ‖βˆ‖1 + λt‖tˆ‖∞ ≤ ‖β0‖1 + λt‖t(β0)‖∞
Since ‖t(βˆ)‖∞ ≤ ‖tˆ‖∞ and |tj(βˆ)− tj(β0)| ≤ Hn‖βˆ − β0‖1, by setting λt =
1
2Hn
we have
1
2
‖βˆT c‖1 ≤ 3
2
‖β0 − βˆT ‖1
Next note that with probability 1− α(1 + o(1))
‖ 1nZ ′X(βˆ − β0)‖∞ ≤ ‖ 1nZ ′(Y −Xβˆ)‖∞ + ‖ 1nZ ′ξ‖∞
≤ τ‖tˆ‖∞ + τ‖t(β0)‖∞
≤ τλt ‖βˆ − β0‖1 + 2τ‖t(β0)‖∞
≤ τ
λtκZX1 (s,3)
‖ 1nZ ′X(βˆ − β0)‖∞ + 2τ‖t(β0)‖∞
where the first inequality follows from the triangle inequality, the second by
feasibility of (βˆ, tˆ) and (A.1), and the third inequality follows from (A.6). The
fourth inequality follows from the definition of the ℓ1-sensitivity κ
ZX
1 (s, 3).
Therefore we have(
1− τ
λtκZX1 (s,3)
)
κZXq (s, 3)‖βˆ − β0‖q ≤ 2τ‖t(β0)‖∞
and the result follows from the condition τ ≤ 2−1λtκZX1 (s, 3) holding with
probability 1− ǫ.
Proof of Theorem 3. We begin by defining some convenient notation.
We fix a j ∈ S. Let t = (tx′, tz ′, txz ′)′ be a vector in R2(p−1)+(K−1). Define
16
the functions
txzℓ (µ) = { 1n
∑n
i=1 |xiℓz′iµ|2}1/2, ℓ ∈ [p] \ {j}
txℓ (µ, ϑ) = { 1n
∑n
i=1 |xiℓ(xj − z′iµ− x′i,−jϑ)|2}1/2, ℓ ∈ [p] \ {j}
tzℓ(µ, ϑ) = { 1n
∑n
i=1 |ziℓ(xj − z′iµ− x′i,−jϑ)|2}1/2, k ∈ [K].
Next define the random variables U˜xziℓ = xiℓz
′
iµ
j
0, U˜
x
iℓ = xiℓvij and U˜
z
ik =
ziℓvij, ℓ ∈ [p] \ {j} and k ∈ [K], so that E[ 1n
∑n
i=1 U˜
xz
iℓ ] = 0, E[
1
n
∑n
i=1 U˜
x
iℓ] =
0, and E[ 1n
∑n
i=1 U˜
z
ik] = 0 by (2.3) and the definition of (µ
j
0, ϑ
j
0). Finally
we define Uhiℓ = U˜
h
iℓ − E[Uhiℓ] for h = z, x, zx. Therefore we have Mh,j ≥
E[ 1n
∑n
i=1 |Uhiℓ|3]1/3/E[ 1n
∑n
i=1 |Uhiℓ|2]1/2 for h = x, z, xz by Condition IV2.
Since
∑n
i=1 U
h
iℓ =
∑n
i=1 U˜
h
iℓ since E[
∑n
i=1 U˜
h
iℓ] = 0 we have that
(A.3)
P
(
∃(ℓ, h) :
∣∣∣ 1√n∑ni=1 U˜hiℓ∣∣∣ > c√nτ
∥∥∥∥ U˜h·ℓ√n
∥∥∥∥)
= P
(
∃(ℓ, h) :
∣∣∣ 1√n∑ni=1 Uhiℓ∣∣∣ > c√nτ
∥∥∥∥ U˜h·ℓ√n
∥∥∥∥)
≤ P
(
∃(ℓ, h) :
∣∣∣ 1√n∑ni=1 Uhiℓ∣∣∣ > √nτ ∥∥∥Uh·ℓ√n∥∥∥)
+P
(
∃(ℓ, h) :
∥∥Uh·ℓ∥∥ > c∥∥∥U˜h·ℓ∥∥∥)
where the constant c was taken as c = 1.1.
To bound the first term in the RHS of (A.3) note that E[Uhiℓ] = 0 for
h = z, x, xz and each corresponding ℓ. Then by Lemma 7.4 in [19], for
h = x, z, xz and each corresponding ℓ, we have
(A.4)
P
(∣∣∣ 1√n∑ni=1 Uhiℓ∣∣∣ > √nτ ∥∥∥Uh·ℓ√n∥∥∥) ≤ {1 − Φ(√nτ)}(1 + Aℓ3n)
= α2|S|(K+2p)
(
1 + Aℓ3n
)
for some ℓn → ∞ given our condition Mh,j log1/2(|S|Kpn) = o(n1/3), h =
z, x, and the choice of τ .
To bound the second term in the RHS of (A.3) we have
(A.5)
P
(
∃(ℓ, h) :∑ni=1(Uhiℓ)2 > c2∑ni=1(Uhiℓ + E[U˜hiℓ])2)
≤ P
(
∃(ℓ, h) :∑ni=1 UhiℓE[U˜hiℓ] > c2−12c2 ∑ni=1(Uhiℓ)2 + (E[U˜hiℓ])2)
≤ P
(
∃(ℓ, h) :∑ni=1 UhiℓE[U˜hiℓ] ≥ c′n)
+P
(
∃(ℓ, h) : c2−12c2
∑n
i=1(U
h
iℓ)
2 + (E[U˜hiℓ])
2 < c′n
)
= o(1)
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Indeed we have that for An =
1
n
∑n
i=1 E[(U
h
iℓ)
21{|Uhiℓ| ≤
√
log n}]
P
(∑n
i=1(U
h
iℓ)
2 < Ann− tn
) ≤ P (∑ni=1(Uhiℓ)21{|Uhiℓ| ≤ √log n} < Ann− tn)
≤ exp(−t2n/2 log2 n)
by Hoefding inequality. Note that E[ 1n
∑n
i=1(U
h
iℓ)
2]−An ≤ E[
∑n
i=1(U
h
iℓ)
21{|Uhiℓ| >√
log n}] ≤ E[ 1n
∑n
i=1 |Uhiℓ|3]/
√
log n = o(1) by Condition IV2. Also by Con-
dition IV2 we have E[ 1n
∑n
i=1(U
h
iℓ)
2] ≥ c˜.
Next by Markov’s inequality
P
(
∃(ℓ, h) :
n∑
i=1
UhiℓE[U˜
h
iℓ] ≥ c′n
)
≤ E
[
max
ℓ,h
∣∣∣∣∣ 1n
n∑
i=1
UhiℓE[U˜
h
iℓ]
∣∣∣∣∣
]
/c′
Then by Lemma 2(2) we have
P
(
∃(ℓ, h) :∑ni=1 UhiℓE[U˜hiℓ] ≥ c′n) ≤ C√n−1 log(Kpn)
+Cn−1E[maxi,ℓ,h |UhiℓE[U˜hiℓ]|2]1/2 log(Kpn)
= o(1)
since Cn−1E[maxi,ℓ,h |UhiℓE[U˜hiℓ]|2]1/2 log(Kpn) = o(1) by Condition IV2.
Then by combining the union bound with (A.4) and (A.5), we have that
(µj0, ϑ
j
0) is feasible in the proposed optimization problem with probability at
least 1− α
(
1 + A
ℓ3n
)
− o(1). Therefore
(A.6) ‖µˆj‖1 + ‖ϑˆj‖1 + λt‖tˆ‖∞ ≤ ‖µj0‖1 + ‖ϑj0‖1 + λt‖t(µj0, ϑj0)‖∞
Next note that
(A.7)
|txzk (µˆj)− txzk (µj0)|2 = |{ 1n
∑n
i=1 |xikz′iµˆj|2}1/2 − { 1n
∑n
i=1 |xikz′iµj0|2}1/2|2
≤ 1n
∑n
i=1 |xikz′i(µˆj − µj0)|2
≤ ‖µˆj − µˆj0‖21H2n
|tzk(µˆj , ϑˆj)− tzk(µj0, ϑj0)|2 ≤ 1n
∑n
i=1 |zik{z′i(µˆj − µj0) + x′i,−j(ϑˆj − ϑj0)}|2
≤ {‖µˆj − µˆj0‖1 + ‖ϑˆj − ϑj0‖1}2H2n
|txk(µˆj, ϑˆj)− txk(µj0, ϑj0)|2 ≤ 1n
∑n
i=1 |xik{z′i(µˆj − µj0) + x′i,−j(ϑˆj − ϑj0)}|2
≤ {‖µˆj − µˆj0‖1 + ‖ϑˆj − ϑj0‖1}2H2n
where Hn ≥ max
k∈[K],ℓ∈[p]
{‖En[z2kzz′]‖∞, ‖En[z2kxx′]‖∞, ‖En[x2ℓzz′]‖∞}.
Next let Tj := supp(µ
0
j , ϑ
j
0). Since ‖t(µˆj, ϑˆj)‖∞ ≤ ‖tˆ‖∞, using (A.7) and
the definition of λt =
1
2Hn
, by (A.6) we have
‖(µˆj , ϑˆj)T cj ‖1 ≤ ‖(µ
j
0, ϑ
j
0)‖1 + λt‖t(µj0, ϑj0)‖∞ − λt‖t(µˆj , ϑˆj)‖∞ − ‖(µˆj , ϑˆj)Tj‖1
≤ ‖(µj0, ϑj0)− (µˆj , ϑˆj)Tj‖1 + λt‖t(µj0, ϑj0)− t(µˆj, ϑˆj)‖∞
≤ ‖(µj0, ϑj0)− (µˆj , ϑˆj)Tj‖1 + 12‖(µj0, ϑj0)− (µˆj, ϑˆj)‖1
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so that ‖(µˆj , ϑˆj)T cj ‖1 ≤ 3‖(µ
j
0, ϑ
j
0)− (µˆj, ϑˆj)Tj‖1. Furthermore, note that
(A.8) |tˆℓ| ≤ ‖t(µj0, ϑj0)‖∞ +
‖(µj0, ϑj0)− (µˆj , ϑˆj)‖1
λt
Next note that with probability 1 − α{1 + o(1)} for all j ∈ S we have
(µj0, ϑ
j
0) is feasible to the corresponding (2.5). Then defining Z˜ = [Z;X−j ],
θj0 = (µ
j
0, ϑ
j
0), and θˆ
j = (µˆj , ϑˆj), we have
‖ 1n Z˜ ′Z˜(θˆj − θj0)‖∞ ≤ ‖ 1n Z˜ ′(Xj − Z˜θˆj)‖∞ + ‖ 1n Z˜ ′(Xj − Z˜θj0)‖∞
≤ τ‖tˆx‖∞ + τ‖t(µj0, ϑj0)‖∞
≤ τλt ‖θˆj − θ
j
0‖1 + 2τ‖t(µj0, ϑj0)‖∞
≤ τ
λtκZ˜Z˜1 (s,3)
‖ 1n Z˜ ′Z˜(θˆj − θj0)‖∞ + 2τ‖t(µj0, ϑj0)‖∞
where the first inequality follows from the triangle inequality, the second
by feasibility of (µˆj, tˆ) and (A.1), and the third inequality follows from
(A.8). The fourth inequality follows from the definition of the ℓ1-sensitivity
κZ˜Z˜1 (s, 3).
Therefore we have(
1− τ
λtκZ˜Z˜1 (s,3)
)
κZ˜Z˜q (s, 3)‖θˆj − θj0‖q ≤ 2τ‖t(µj0, ϑj0)‖∞
provided the condition τ ≤ 2−1λtκZ˜Z˜1 (s, 3) holding with probability 1−ǫ.
Proof of Theorem 4. For convenience we will use the notation En[·] =
1
n
∑n
i=1[·i]. By (2.7) we have
(A.9) βˇj := Ωˆ
−1
j En[(y − x′βˆ−j)z′µˆj]
where Ωˆj := En[xjz
′µˆj]. Next we rearrange the expression (A.9). It follows
that
βˇj = Ωˆ
−1
j En[{ξ + xjβ0j − x′(βˆ−j − β0,−j)}z′µˆj ]
= Ωˆ−1j β0jEn[xjz
′µˆj ] + Ωˆ−1j En[{ξ − x′−j(βˆ−j − β0,−j)}z′µˆj ]
= β0j + Ωˆ
−1
j En[ξz
′µˆj ]− Ωˆ−1j (βˆ−j − β0,−j)′En[xi,−jz′iµˆj ]
= β0j + Ωˆ
−1
j En[ξz
′µj
0
] + Ωˆ−1j En[ξz
′](µˆj − µj
0
)
−Ωˆ−1j (βˆ−j − β0,−j)′En[x−jz′µj0]− Ωˆ−1j (βˆ−j − β0,−j)′En[x−jz′](µˆj − µj0)
=: β0j + Ωˆ
−1
j En[ξz
′µj
0
] +Bj
1
−Bj
2
− Bj
3
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Therefore we have
√
nΩˆj(βˇj − β0j) =
√
nEn[ξz
′µj0] +OP(δn)
Step 2 below shows that with probability 1− o(1) uniformly over j ∈ S
|Bj1|+ |Bj2|+ |Bj3| ≤ Cs log(pKn)/n.
Under Condition IV, we have that s log(pKn) ≤ δn
√
n, so that we ob-
tain the stated linear representation, namely uniformly over j ∈ S, with
probability 1− o(1) we have
√
nΩˆj(βˇj − β0j) = 1√n
∑n
i=1 ψj(yi, xi, zi) +OP(δn)
where ψj(yi, xi, zi) = (yi − x′iβ0)z′iµj0 is a zero mean random variable.
The result follows by (A.10) noting that
√
n|(Ωˆj − Ωj)(βˇj − β0j)| ≤ maxj∈S |Ωˆj − Ωj| Ωˆ
−1
j√
n
∑n
i=1 ψj(yi, xi, zi)
+|Ωˆj − Ωj|OP(δn)
≤ OP(δn log−1/2(Kpn))max
j∈S
1√
n
n∑
i=1
ψj(yi, xi, zi)
≤ OP(δn)
since Ωˆj is bounded away from zero with probability 1 − o(1) by Step 2
below, maxj∈S 1√n
∑n
i=1 ψj(yi, xi, zi) = OP(log
1/2 |S|) and |S| ≤ p.
Step 2. (Auxiliary Calculations for Bj1, B
j
2, B
j
3.) In what follows over uni-
formly over j ∈ S. First we show that under Condition IV we have with
probability 1− o(1) for q ∈ {1, 2}
‖βˆ − β0‖q ≤ Cs1/q
√
log(pKn)
n
and max
j∈S
‖µˆj − µj0‖q ≤ Cs1/q
√
log(pKn)
n
since |S| ≤ p. The first rate follows from Theorem 2 provided (i) κZXq (s, 3) ≥
s−1/qc for q ∈ {1, 2} and (ii) maxk∈[K]En[ξ2z2k] ≤ C with probability 1 −
o(1). Indeed, (i) holds by Condition IV. Relation (ii) holds by Markov’s
inequality and Lemma 2(3) using the relations E[maxi≤n ‖ξizi‖2∞] ≤ K4/qn ,
maxk∈[K]E[ 1n
∑n
i=1 ξ
2
i z
2
ik] ≤ C and K4/qn logK = o(n).
The second rate follows from Theorem 3 provided that we have the follow-
ing bounds (i) κZ˜Z˜q (s, 3) ≥ s−1/qc for q ∈ {1, 2}, (ii) maxk≤p En[x2k(z′µj0)2] ≤
C and (iii) maxk≤K En[v2j z
2
k] ≤ C with probability 1− o(1). Again, (i) holds
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by Condition IV. Relations (ii) and (iii) hold by the following moment condi-
tions maxℓ∈[p],j∈S E[ 1n
∑n
i=1 x
2
iℓ(z
′
iµ
j
0)
2] ≤ C, maxk∈[K],j∈S E[ 1n
∑n
i=1 v
2
ijz
2
ik] ≤
C, E[maxi≤n,j∈S ‖(vij , z′i, x′i, z′iµj0)‖4∞] ≤ K4/qn and K4/qn log(pKn) = o(n)
combined with Markov’s inequality and Lemma 2(3).
Next note that uniformly over j ∈ S
(A.10)
|Ωˆj − Ωj| = |En[xjz′µˆj]− E[ 1n
∑n
i=1 xijz
′
iµ
j
0]|
≤ |En[xjz′µj0] + En[xjz′(µˆj − µj0)]|+ |En[xjz′µj0 − E[xjz′µj0]]|
≤ ‖En[xjz]‖∞‖µˆj − µj0‖1 + |En[xjz′µj0 − E[xjz′µj0]]|
≤ O(δn log−1/2(Kpn))
with probability 1−o(1) under Condition IV as maxj∈S ‖En[xjz]‖∞ ≤ C and
maxj∈S |En[xjz′µj0 −E[xjz′µj0]]| ≤ C{K2/q log(pKn)/n}1/2 with probability
1 − o(1). Moreover, since min j ∈ S|Ωj| > c by Condition IV, we have that
minj∈S |Ωˆj | is bounded away from zero with probability 1− o(1).
Next we proceed to bound each term Bjk, k = 1, 2, 3, j ∈ S. It follows
that
maxj∈S |Bj1| = maxj∈S |Ωˆ−1j En[ξz′](µˆj − µj0)|
≤ maxj∈S |Ωˆ−1j |‖En[ξz′]‖∞‖µˆj − µj0‖1
≤ Cs log(|S|Kpn)/n
since ‖En[ξz]‖∞ ≤ τ maxk≤K En[ξ2z2k]1/2 ≤ Cτ with probability 1− o(1) by
(A.1) and the argument above, and maxj∈S ‖µˆj − µj0‖1 ≤ Cs
√
log(pKn)/n
with probability 1− o(1).
Moreover we have
maxj∈S |Bj2| = maxj∈S |Ωˆ−1j (βˆ−j − β0,−j)′En[x−jz′µj0]|
≤ maxj∈S |Ωˆ−1j |‖En[x−jz′µj0]‖∞‖βˆ−j − β0,−j‖1
≤ Cs log(|S|Kpn)/n
since maxj∈S ‖En[x−jz′µj0]‖∞ ≤ τ maxℓ∈[p],j∈S En[x2ℓ (z′µj0)2]1/2 ≤ Cτ with
probability 1 − o(1) by (A.4) and the argument above, and ‖βˆ − β0‖1 ≤
Cs
√
log(pKn)/n with probability 1− o(1).
Finally, we have
maxj∈S |Bj3| = maxj∈S |Ωˆ−1j (βˆ−j − β0,−j)′En[x−jz′](µˆj − µj0)|
≤ maxj∈S |Ωˆ−1j |‖βˆ−j − β0,−j‖1‖En[x−jz′](µˆj − µj0)‖∞
≤ Cs log(|S|Kpn)/n
since ‖En[xi,−jz′i](µˆj−µj0)‖∞ ≤ ‖En[x−jz′]µˆj‖∞+‖En[x−jz′]µj0‖∞ ≤ τ‖tˆ‖∞+
τ‖t(µ0j , ϑj0)‖∞ ≤ C
√
log(pKn)/n with probability 1 − o(1) and ‖βˆ−j −
β0,−j‖1 ≤ Cs
√
log(pKn)/n with probability 1− o(1).
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Proof of Corollary 3. The result follows directly from the linear
representation of Theorem 4 combined with an application of the Lya-
punov central limit theorem since ψ¯j(yi, xi, zi) = Ω
−1
j σ
−1
j (yi − x′iβ0)z′iµj0,
i = 1, . . . , n, are independent random variables with E[ψ¯j(yi, xi, zi)] = 0,
E[ 1n
∑n
i=1 ψ¯
2
j (yi, xi, zi)] = 1, and E[
1
n
∑n
i=1 |ψ¯j(yi, xi, zi)|3] ≤ C.
Next we show that the distribution of the (maximum) estimation error is
close to the distribution of the maximum of a (sequence of) Gaussian vectors.
Let (Gj)j∈S denote a tight zero-mean Gaussian vector whose dimension |S|
could grow with n. The covariance matrix associated with G is given by
Vjk = (E[
1
n
∑n
i=1 ψ¯j(yi, xi, zi)ψ¯k(yi, xi, zi)])j,k, j, k ∈ S where ψ¯j(yi, xi, zi) =
Ω−1j σ
−1
j (yi − x′iβ0)z′iµj0. We have the following lemma.
Lemma 1. In addition to Condition IV, suppose that A2n log
7(|S|) = o(n)
and B
1/q¯
q¯,n log
2(|S|) = o(n1/2−1/q¯) where An ≥ maxj∈S E[ n−1σ3jΩ3j
∑n
i=1 |ξiz′iµj0|3]
and Bq¯,n ≥ 1n
∑n
i=1 E[maxj∈S |ξiz′iµj0|q¯] for some q¯ > 3. Then we have that
sup
t∈R
∣∣∣∣P (maxj∈S |√nσ−1j (βˇ0j − β0j)| ≤ t
)
− P
(
max
j∈S
|Gj | ≤ t
)∣∣∣∣ = o(1)
Proof of Lemma 1. It is convenient to define
Z = maxj∈S |
√
nσ−1j (βˇj − β0j)|,
Z¯ = maxj∈S
∣∣∣ 1√n∑ni=1 ψ¯j(yi, xi, zi)∣∣∣ , and
Z˜ = maxj∈S |Gj |
where (Gj)j∈S is a Gaussian vector with zero mean and covariance matrix
given by Vjk = E[n
−1∑n
i=1 ψ¯j(yi, xi, zi)ψ¯k(yi, xi, zi)], j, k ∈ S.
By the triangle inequality we have
|Z − Z˜| ≤ |Z − Z¯|+ |Z¯ − Z˜|
≤ maxj∈S
∣∣∣√nσ−1j (βˇj − β0j)− 1√n∑ni=1 ψ¯j(yi, xi, zi)∣∣∣+ |Z¯ − Z˜|
≤ OP(δn) + |Z¯ − Z˜|
where the last inequality follows from the linear representation established
in Theorem 4 under Condition IV.
To bound |Z¯−Z˜| we will apply Theorem 3.1 in [16]. LetXij = σ−1j Ω−1j (yi−
x′iβ0)z
′
iµ
j
0, E[Xij ] = 0, Yi ∼ N(0,E[XiX ′i]), Ln = maxj∈S E[ 1n
∑n
i=1 |Xij |3],
Mn,X(δ) =
1
n
∑n
i=1 E[maxj∈S |Xij |31{maxj∈S |Xij | > δ
√
n/ log |S|}], and
Mn,Y (δ) =
1
n
∑n
i=1 E[maxj∈S |Yij|31{maxj∈S |Yij | > δ
√
n/ log |S|}]. Thus
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Z¯ = maxj∈S |n−1/2
∑n
i=1Xij | and Z˜ = maxj∈S |n−1/2
∑n
i=1 Yij |. Theorem
3.1 in [16] shows that for every Borel set A ⊆ R such that
P (maxj∈S n−1/2
∑n
i=1Xij ∈ A) ≤ P (maxj∈S n−1/2
∑n
i=1 Yij ∈ ACδ)
+C ′ log
2 |S|
δ3
√
n
{Ln +Mn,X(δ) +Mn,Y (δ)}
where ACδ = {t ∈ R : dist(t, A) ≤ Cδ} is an Cδ-enlargement of A, and
|S| > 2. By definition of An we have
Ln = max
j∈S
E[ 1n
∑n
i=1|Xij |3] = max
j∈S
E[σ−3j Ω
−3
j
1
n
∑n
i=1|ξiz′iµj0|3] ≤ An.
Since 1n
∑n
i=1 E[maxj∈S |ξiz′iµj0|q¯] ≤ Bq¯,n, we have that
Mn,X(δ) =
1
n
∑n
i=1 E[maxj∈S |Xij |31{maxj∈S |Xij | > δ
√
n/ log |S|}]
≤ 1n
∑n
i=1 E[maxj∈S |Xij |3maxj∈S |Xij |q¯−3/{δ
√
n/ log |S|}q¯−3]
≤ 1n
∑n
i=1 E[maxj∈S |Xij |q¯]/{δ
√
n/ log |S|}q¯−3
≤ Bq¯,n{log(|S|)/(δ
√
n)}q¯−3
Next note that
Mn,Y (δ) =
1
n
∑n
i=1 E[maxj∈S |Yij |31{maxj∈S |Yij| > δ
√
n/ log |S|}]
≤ 1n
∑n
i=1 E[maxj∈S |Yij |q¯]/{δ
√
n/ log |S|}q¯−3
≤ Cq¯ logq¯/2(|S|)n
∑n
i=1maxj∈S E[|Yij |2]q¯/2/{δ
√
n/ log |S|}q¯−3
=
Cq¯ logq¯/2(|S|)
n
∑n
i=1maxj∈S E[|Xij |2]q¯/2/{δ
√
n/ log |S|}q¯−3
≤ Cq¯ logq¯/2(|S|)Bq¯,n{log(|S|)/(δ
√
n)}q¯−3
Setting δ := A
1/3
n log
2/3(|S|)
γ1/3n1/6
+
B
1/q¯
q¯,n log
3/2−1/q¯(|S|)
γ1/q¯n1/2−1/q¯
, we have
P (|Z¯ − Z˜| > Cδ) ≤ C ′γ + C ′/n.
By Strassen’s Theorem, there exists a version of Z˜ such that∣∣∣Z¯ − Z˜∣∣∣ = OP
(
A
1/3
n log
2/3(|S|)
n1/6
+
B
1/q¯
q¯,n log
3/2−1/q¯(|S|)
n1/2−1/q¯
)
The result then follows from Lemma 2.4 in [14] so that supt∈R |P (Z ≤ t)−
P (Z˜ ≤ t)| = o(1) by noting that E[Z˜] ≤ C
√
log |S| since E[G2j ] = 1, provided
that √
log |S|
(
δn +
A
1/3
n log
2/3(|S|)
n1/6
+
B
1/q¯
q¯,n log
3/2−1/q¯(|S|)
n1/2−1/q¯
)
= o(1),
which holds under A2n log
7(|S|) = o(n) and B1/q¯q¯,n log2(|S|) = o(n1/2−1/q¯).
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Proof of Theorem 5. Let c∗α denote the (1 − α)-conditional quantile
of Z˜∗ = maxj∈S |Ĝj | and c0α denote the (1 − α)-conditional quantile of Z˜ =
maxj∈S |Gj | where G is a Gaussian random vector defined in Lemma 1. For
some sequence ϑn → 0 defined in Step 3 below we have that
P
(
max
j≤S
|√nσˆ−1j (βˇ0j − β0j)| ≤ c∗α
)
= P
(
|√nσ−1j (βˇ0j − β0j)| ≤ c∗ασj/σˆj ,∀j ∈ S
)
≤(1) P
(
maxj∈S |
√
nσ−1j (βˇ0j − β0j)| ≤ c∗α(1 + εn)
)
+ o(1)
≤(2) P
(
maxj∈S |
√
nσ−1j (βˇ0j − β0j)| ≤ c0α−ϑn
)
+ o(1)
≤(3) P
(
maxj∈S |Gj | ≤ c0α−ϑn
)
+ o(1)
= 1− α+ ϑn + o(1)
where inequality (1) holds by |σj/σˆj | ≤ (1 + εn) with probability 1 − o(1)
established in Step 2, (2) follows from c∗α(1 + εn) ≤ c0α−ϑn with probability
1 − o(1) by Step 3 below, (3) follows by Lemma 1, and the last step by
definition of c0α−ϑn .
The reverse inequality holds by a similar argument.
Step 2. Claim: for some εn = O(δn log
1/2(n|S|)) we have
(A.11) P
(
max
j∈S
|σj/σˆj | ∨ |σˆj/σj | ≤ 1 + εn
)
≥ 1− o(1)
Let ψ˜j(y, x, z) = ψj(y, x, z, βˆ, µˆ
j) and ψj(y, x, z) = ψj(y, x, z, β0, µ
j
0), so that
σj = Ω
−1
j {E[ 1n
∑n
i=1 ψ˜
2
j (yi, xi, zi)]}1/2, we have that
|σˆj − σj| ≤ Ωˆ−1j |En[ψ˜2j (y, x, z)]1/2 − En[ψ2j (y, x, z)]1/2
+En[ψ
2
j (y, x, z)]
1/2 − E[ 1n
∑n
i=1 ψ
2
j (yi, xi, zi)]
1/2|
+|Ωˆ−1j − Ω−1j |E[ 1n
∑n
i=1 ψ
2
j (yi, xi, zi)]
1/2
≤ Ωˆ−1j En[{ψ˜j(y, x, z)− ψj(y, x, z)}2]1/2
+Ωˆ−1j
|En[ψ2j (y,x,z)]−E[ 1n
∑n
i=1 ψ
2
j (yi,xi,zi)]|
En[ψ2j (y,x,z)]
1/2+E[ 1
n
∑n
i=1 ψ
2
j (yi,xi,zi)]
1/2
+
|Ωj−Ωˆj |
ΩˆjΩj
E[ 1n
∑n
i=1 ψ
2
j (yi, xi, zi)]
1/2
= Ωˆ−1j {T j1 + T j2 + T j3 }
By the definitions Kn = E[maxi≤n ‖Wi‖q∞]1/q, ψ˜j(y, x, z) and ψj(y, x, z),
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and the triangle inequality we have uniformly over j ∈ S
(A.12)
|T j1 | = En[{ψ˜j(y, x, z) − ψj(y, x, z)}2]1/2
≤ En[{(µˆj − µj0)′z}2ξ2]1/2 + En[{x′(βˆ − β0)}2(z′µˆj)2]1/2
≤ C
√
s log(Kpn)
n maxi≤n |ξi|
+C
√
s log(Kpn)
n maxi≤n,j∈S
{|z′iµj0|+ |z′i(µˆj − µj0)|}
= OP
(
K
1/q
n
√
s log(Kpn)
n +
√
s log(Kpn)
n K
1/q
n s
√
log(pKn)
n
)
where we used that maxi≤n,j∈S ‖(ξi, xi, zi, z′iµj0)‖∞ = OP(K1/qn ), the (pre-
diction) rate of convergence for βˆ and µˆj , j ∈ S, and the condition on s, n,
p, K, and δn in Condition IV.
Next we bound maxj∈S |T j2 |. Let Xij := ψj(yi, xi, zi)σ−1j Ω−1j , j ∈ S, p =
|S| ≥ 2, k = 2, and note that E[ 1n
∑n
i=1 ψ
2
j (yi, xi, zi)] = σ
2
jΩ
2
j . Thus by
Lemma 2(3) we have
E[maxj∈S |T j2 |] ≤ E
[
maxj∈S |En[ψ2j (y, x, z)] − E[ 1n
∑n
i=1 ψ
2
j (yi, xi, zi)]|/σ2jΩ2j
]
.
√
log(|S|)
n M
1/2
k +Mk
log(|S|)
n
.
log1/2(|S|)K2/qn√
nminj∈S σjΩj
where we used that Mk = E[maxi≤n ‖Xi‖2∞] ≤ K4/qn σ−2j Ω−2j by Condition
IV. Thus by Markov’s inequality we have
max
j∈S
|T j2 | = OP(
log1/2(|S|)K2/qn√
nminj∈S σjΩj
) = OP (δn log
1/2(|S|))
under K
2/q
n ≤ δn
√
nminj∈S σjΩj implied by Condition IV.
For the last term, we have with probability 1− o(1)
maxj∈S |Ωˆj − Ωj|E[
1
n
∑n
i=1 ψ
2
j (yi,xi,zi)]
1/2
Ωj
≤ maxj∈S |En[xjz′(µˆj − µj0)]|σj + |En[xjz′−jµj0]− 1n
∑n
i=1 E[xijz
′
iµ
j
0]|
≤ maxj∈S{En[x2j ]}1/2{En[{z′−j(µˆj − µj0)}2]}1/2σj
+maxj∈S |En[xjz′−jµj0]− 1n
∑n
i=1 E[xijz
′
iµ
j
0]|σj
.
√
n−1s log(pKn) +
√
n−1 log(|S|)m¯2 +
√
n−1 log(n)m¯2 + n−1K2n log n
. δn(1 + maxj∈S ‖µj0‖)
where m¯2 := maxj∈S{ 1n
∑n
i=1 E[x
2
ij(z
′
iµ
j
0)
2|}1/2 ≤ Cmaxj∈S ‖µj0‖, and we
used that E[maxi≤n,j∈S |xijz′iµj0|2]1/2 ≤ K2/qn . Note that the first step follows
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from E[ 1n
∑n
i=1 ψ
2
j (yi, xi, zi)]
1/2 = σjΩj ≤ C and the triangle inequality, the
second step from Cauchy–Schwarz inequality, the third from the (prediction)
rate of convergence that holds with probability 1 − o(1), Lemma 2(2) and
Lemma 4. The last step follows from the growth conditions in Condition IV.
Since Ωj is bounded away from zero and from above, the last argument also
implies that Ωˆj is also bounded from below uniformly in j ∈ S and n with
probability 1− o(1).
Combining these relations we have
εn ≤ Cδn log1/2(n|S|)(1 + max
j∈S
‖µj0‖).
Step 3. Claim: there is a sequence ϑn → 0 such that
P (c∗α(1 + εn) > c
0
α−ϑn) = o(1)
where εn is defined in Step 2.
Recall that Ĝj = 1√n
∑n
i=1 giψˆij where ψˆij := σˆ
−1
j Ωˆ
−1
j (yi − x′iβˆ)z′iµˆj =
σˆ−1j Ωˆ
−1
j ψ˜j(yi, xi, zi, βˇj , βˆ−j , µˆ
j) and define
Z¯∗ = max
j∈S
∣∣∣∣∣ 1√n
n∑
i=1
giψ¯j(yi, xi, zi)
∣∣∣∣∣ , Z˜∗ = maxj∈S |Ĝj |, and Z˜ = maxj∈S |Gj |
where (Gj)j∈S is a zero mean Gaussian vector with covariance matrix given
by Cjk = E[
1
n
∑n
i=1 ψ¯j(yi, xi, zi)ψ¯k(yi, xi, zi)], and Z˜
∗ is associated with the
multiplier bootstrap as defined in (2.10).
We have that
(A.13)
|Z˜∗ − Z˜| ≤
∣∣∣Z˜∗ − Z¯∗∣∣∣+ ∣∣∣Z¯∗ − Z˜∣∣∣
≤ max
j∈S
∣∣∣ 1√n∑ni=1 gi{ψˆij − ψ¯j(yi, xi, zi)}∣∣∣+ ∣∣∣Z¯∗ − Z˜∣∣∣
To control the first term of the RHS in (A.13) note that conditional
on (yi, xi, zi)
n
i=1,
1√
n
∑n
i=1 gi{ψˆij − ψ¯j(yi, xi, zi)} is a zero-mean Gaussian
random variable with variance En[{ψˆij − ψ¯j(y, x, z)}2]. By Step 2’s claim
(A.11) and (A.12), with probability 1− o(1) we have uniformly over j ∈ S
En[{ψˆj − ψ¯j(y, x, z)}2]1/2 ≤ |σˆ−1j Ωˆ−1j − σ−1j Ω−1j |En[ψ2j (y, x, z, βˇj , ηˆj)]1/2
+σ−1j Ω
−1
j En[{ψ˜j(y, x, z) − ψj(y, x, z)}2]1/2
. εn
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from the calculations in Step 2, since σˆj, σj, Ωj, Ωˆj and En[ψˆ
2
j (y, z)]
1/2 are
bounded away from zero and from above with probability 1−o(1). Therefore
we have with probability 1− o(1) that
E
[
maxj∈S
∣∣∣ 1√n∑ni=1 gi{ψˆj(yi, xi, zi)− ψ¯j(yi, xi, zi)}∣∣∣ | (yi, xi, zi)ni=1]
. εn
√
log |S| =: In
by Corollary 2.2.8 in [31].
To control the second term of the RHS in (A.13) we apply Theorem 3.2
in [16] and a conditional version of Strassen’s theorem due to [28]. We have
Z¯∗ = maxj∈S |Xj | and Z˜ = maxj∈S |Yj| where Xj = 1√n
∑n
i=1 giψ¯j(yi, xi, zi),
j ∈ S, and Y ∼ N(0,E[ 1n
∑n
i=1 ψ¯(yi, xi, zi)ψ¯
′(yi, xi, zi)]) ∈ R|S|. Note that
E[Xj ] = E[Yj] = 0 and E[X
2
j ] = E[Y
2
j ] = 1 for all j ∈ S. Let
∆ = max
j,k∈S
|En[ψ¯j(y, x, z)ψ¯k(y, x, z)] − E[ 1n
∑n
i=1ψ¯j(yi, xi, zi)ψ¯k(yi, xi, zi)]|.
We will consider the event En = {∆ ≤ ∆¯}. Conditionally on En, by Theorem
3.2 in [16] we have that for every δ > 0 and every Borel subset A ⊂ R
P (max
j∈S
Xj ∈ A | (yi, xi, zi)ni=1) ≤ P (max
j∈S
Yj ∈ Aδ) + Cδ−1
√
∆¯ log(|S|)
for some universal constant C > 0 where Aδ = {t ∈ R : dist(t, A) ≤ δ}. By
a conditional version of Strassen’s theorem, we have there is a version of Z˜
such that
P (|Z¯∗ − Z˜| > δ) ≤ P (Ecn) + Cδ−1
√
∆¯ log(|S|).
The result will follow from a suitable choice of ∆¯ → 0 and δ → 0. We have
that
E[∆] ≤ CE[Er[En[riψ¯ijψ¯ik]] ≤ C
√
n−1 log(|S|2)E[maxj,k∈S En[ψ¯2ijψ¯2ik]1/2]
= C
√
n−1 log(|S|2)E[maxj,k∈S En[ξ4i |z′iµj0z′iµk0|2]1/2]
≤ C
√
n−1 log(|S|2)E[maxj,k∈S,i≤n |z′iµj0z′iµk0 |En[ξ4i ]1/2]
≤ C
√
n−1 log(|S|2)E[maxj,k∈S,i≤n |z′iµj0z′iµk0 |2]1/2{E[ 1n
∑n
i=1 ξ
4
i ]}1/2
≤ C
√
n−1 log(|S|2)K2/qn
For γ ∈ (0, 1), we can set ∆¯ = γ−1
√
n−1 log(|S|2)K2/qn , we have P (Ecn) =
O(γ) and by setting δ = γ−1{∆¯ log |S|}1/2 we have
|Z¯∗ − Z˜| = OP
(
n−1/4 log3/4(|S|)K1/qn
)
=: IIn
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where IIn → 0 under n−1K4/qn log5(|S|) = o(1) under Condition IV since
q ≥ 4.
For notational convenience let rn := ℓn(In + IIn)→ 0 for some ℓn →∞,
and ℘n = P (|Z˜∗ − Z˜| > rn)1/2 = o(1). Letting Un := P (|Z˜∗ − Z˜| > rn |
(yi, xi, zi)
n
i=1) note that
P (Un > ℘n) = E[1{Un > ℘n}]
≤ E[Un]/℘n
= ℘n
so that P (|Z˜∗ − Z˜| > rn | (yi, xi, zi)ni=1) ≤ ℘n with probability at least
1− ℘n. Then, by definition of the quantile function we have that
(1 + εn)c
∗
α ≤ (1 + εn)(c0α−℘n + rn)
= c0α−ϑn − {c0α−ϑn − c0α−℘n}+ c0α−℘nεn + (1 + εn)rn
≤ c0α−ϑn −
c(ϑn−℘n)
E[Z˜]
+ c0α−℘nεn + (1 + εn)rn
≤ c0α−ϑn
where the third step we used Corollary 2.1 in [12], and we set ϑn → 0 so
that E[Z˜]{c0α−℘nεn + rn(1 + εn)} = o(ϑn − ℘n). Note that because E[Z˜] ≤
C
√
1 + log |S| and c0α−℘n ≤ C
√
1 + log(|S|/{α − ℘n}), we can find such
sequence ϑn → 0 provided that we have
εn(1 + log |S|) = O(δn log1/2(n|S|)(1 + max
j∈S
‖µj0‖) log |S| = o(1),
rn = o(1) and also
rn
√
log |S| = ℓnO(εn
√
log |S|+ n−1/4 log3/4(|S|)K1/qn )
√
log |S|
= ℓnO(δn log
3/2(n|S|)) + ℓnO(n−1/4K1/qn log5/4(|S|))
= o(1)
implied by Condition IV where δn log
3/2(n|S|) = o(1), maxj∈S ‖µj0‖ ≤ C
and n−1K4/qn log5(|S|) = o(1) are assumed.
APPENDIX B: AUXILIARY LEMMAS
Lemma 2. Let Xi, i = 1, . . . , n, be independent random vectors in R
p,
p ≥ 3. Define m¯k := maxj≤p 1n
∑n
i=1 E[|Xij |k] and Mk ≥ E[maxi≤n ‖Xi‖
k∞].
Then we have the following bound
(1)E
[
maxj≤p 1n
∑n
i=1 |Xij |
] ≤ CM1n−1 log p+ Cm¯1
(2)E
[
maxj≤p 1n |
∑n
i=1Xij − E[Xij]|
] ≤ C√m¯2n−1 log p+M1/22 n−1 log p
(3)E
[
maxj≤p 1n
∣∣∑n
i=1 |Xij |k − E[|Xij |k]
∣∣] ≤ CMk log pn +C√Mkm¯k log pn
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for some universal constant C.
The following lemma is a version of a result in [30].
Lemma 3. Let (Xi), i = 1, . . . , n, be independent (across i) random
vectors such that Xi ∈ Rp with p ≥ 3 and (E[max1≤i≤n ‖Xi‖2∞])1/2 ≤ K.
Furthermore, for k ≥ 1, define
δn :=
K
√
k√
n
(
log1/2 p+ (log k)(log1/2 p)(log1/2 n)
)
,
Then, there is a universal constant C such that
E
[
sup‖θ‖0≤k,‖θ‖=1
∣∣ 1
n
∑n
i=1{(θ′Xi)2 − E[(θ′Xi)2]}
∣∣]
≤ Cδ2n + Cδn sup‖θ‖0≤k,‖θ‖=1
√
1
n
∑n
i=1 E[(θ
′Xi)2]
Let (Wi)
n
i=1 be a sequence of independent copies of a random element W
taking values in a measurable space (W,AW ) according to a probability law
P . Let F be a set of suitably measurable functions f : W → R, equipped
with a measurable envelope F : W → R. Let Gn(f) = n−1/2
∑n
i=1 f(Wi) −
E[f(Wi)].
Lemma 4 (Maximal Inequality adapted from [14]). Suppose that F ≥
supf∈F |f | is a measurable envelope for the finite class F with ‖F‖P,q¯ < ∞
for some q¯ ≥ 2. Let M = maxi≤n F (Wi) and σ2 > 0 be any positive constant
such that supf∈|F| ‖f‖2P,2 ≤ σ2 ≤ ‖F‖2P,2. Then
EP [max
f∈F
|Gn(f)|] ≤ K
(√
σ2 log
( |F|‖F‖P,2
σ
)
+
‖M‖P,2√
n
log
(
|F|‖F‖P,2
σ
))
,
where K is an absolute constant. Moreover, for every t ≥ 1, with probability
> 1− t−q/2,
max
f∈F
|Gn(f)| ≤ (1 + α)EP [max
f∈F
|Gn(f)|]
+K(q¯)
[
(σ + n−1/2‖M‖P,q¯)
√
t+ α−1n−1/2‖M‖P,2t
]
, ∀α > 0,
where K(q¯) > 0 is a constant depending only on q¯.
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