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ABSTRACT
Optimal experimental design for generalized linear models is often done using a
pseudo-Bayesian approach that integrates the design criterion across a prior distri-
bution on the parameter values. This approach ignores the lack of utility of certain
models contained in the prior, and a case is demonstrated where the heavy focus
on such hopeless models results in a design with poor performance and with wild
swings in coverage probabilities forWald-type confidence intervals. Design construc-
tion using a utility-based approach is shown to result in much more stable coverage
probabilities in the area of greatest concern.
The pseudo-Bayesian approach can be applied to the problem of optimal design
construction under dependent observations. Often, correlation between observa-
tions exists due to restrictions on randomization. Several techniques for optimal de-
sign construction are proposed in the case of the conditional response distribution
being a natural exponential family member but with a normally distributed block ef-
fect . The reviewed pseudo-Bayesian approach is compared to an approach based
on substituting the marginal likelihood with the joint likelihood and an approach
based on projections of the score function (often called quasi-likelihood). These
approaches are compared for several models with normal, Poisson, and binomial
conditional response distributions via the true determinant of the expected Fisher in-
formation matrix where the dispersion of the random blocks is considered a nuisance
parameter. A case study using the developed methods is performed.
The joint and quasi-likelihood methods are then extended to address the case
when the magnitude of random block dispersion is of concern. Again, a simulation
study over several models is performed, followed by a case study when the condi-
tional response distribution is a Poisson distribution.
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Chapter 1
INTRODUCTION
It is perhaps not too much of an exaggeration to say that the rich development
of normal-theory linear models has been a major force behind much of statistics and
scientific discovery in the last century. When data was not quite normal then trans-
formations were used to make the data normally distributed with constant variance.
For example, Box and Cox (1964) is a widely used method that has garnered more
than 100,309 citations according to the Web of Science.
The need to make the data more like the assumptions of the linear model de-
creased as modern computing power increased. Generalized linear models (GLMs)
were developed by Nelder and Wedderburn (1972) as a generalization of the linear
model to a larger variety of response distributions and non-linear relationships be-
tween the mean and the variance.
GLMs are usually restricted to responses from the natural exponential family, but
their adoption allowed practitioners to better explore new kinds of data. Responses
composed of success and failures, counts of pits on a polished surface, and even time
between failures all can be represented using this technique. Software to fit GLMs
is ubiquitous. Applications in the literature are numerous.
The complexity of GLMs has made experimental design a difficult task. Bayesian
D-optimality (Chaloner and Larntz, 1989) is one approach for designing experiments
for GLMs. Chapter 2 discusses Bayesian D-optimal designs for GLMs. This ap-
proach is presently implemented in commercial software. Philosophically, the ap-
proach is a hybrid of frequentist and Bayesian approaches, somewhat to its own
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detriment. Issues are identified when the Bayesian prior covers models with no ac-
tive effects. The asymptotic criterion is related to drastically different small-sample
performance. Ways to determine if a design is suffering from these maladies are
suggested.
GLMs rely strongly on independence of observations, but in many industrial ex-
periments this is simply not true. Generalized linear mixed models (GLMMs) are
a generalization of generalized linear models in which correlated random effects
are introduced into the GLM to induce correlation among the observations. Some
need exists for general methods to design exact experiments for GLMMs. (Sinha
and Xu, 2011) developed sequential designs for conditionally natural exponential
responses, and Waite and Woods (2015) developed approximate-block exact-point
designs for conditionally natural exponential responses. Additional discussion of
Waite (2012) andWaite andWoods (2015) is in Appendix B. Additional work for spe-
cific responses include Moerbeek et al. (2001), Moerbeek and Maas (2005), Ouwens
et al. (2006), Tekle et al. (2008), Niaparast (2009), and Niaparast and Schwabe (2013).
Woods and Van de Ven (2011) provided a general method but restricted the model
to the form in generalized estimating equations analysis.
Chapter 3 develops methods for design construction for GLMs where a blocking
effect is distributed randomly (which includes the case of split-plot experiments). De-
signs are constructed to learn as much as possible about the fixed effects  related to
the location of the design points while the dispersion of the random block is treated
as a nuisance parameter. Several approaches are explored, and recommendations are
made for the practitioner.
Chapter 4 picks up where Chapter 3 leaves off and examines the situation where
greater importance is imparted to the magnitude of the dispersion of the random
2
blocks. Again, several approaches are explored, and recommendations are made for
the practitioner.
Finally, Chapter 5 reviews the unique contributions of this work. Directions for
future research are suggested.
3
Chapter 2
BAYESIAN D-OPTIMAL DESIGN ISSUES FOR GENERALIZED LINEAR
MODELS
Bayesian D-optimal designs have become computationally feasible to construct
for simple prior distributions. Some parameter values give rise to models that have
little utility to the practitioner for effect screening. For some generalized linear mod-
els such as the binomial, inclusion of such models can cause the optimal design to
spread out toward the boundary of the design space. This can reduce theD-efficiency
of the design over much of the parameter space and result in the Bayesian D-optimal
criterion’s divergence from the concerns of a practitioner designing a screening ex-
periment.
2.1 Introduction
Screening experiments address the situation when a process is not well under-
stood and the experimenter wishes to learn which effects are important and which
are unimportant with respect to controlling the response over the design space. The
screening problem is well understood for linear models, but little attention has been
paid to this problem in a non-linear setting. This may be due, in part, to the fact
that most non-linear models require a level of understanding of the system to be
able to define the model, and such a level of understanding may obviate the need
for screening. Yet the need for screening designs arises in practice for Generalized
Linear Models (GLMs).
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Screening designs, and experimental designs in general, must address many con-
cerns that sometimes conflict. Many numerical criteria exist describing desirable
qualities of experimental designs. One strategy for constructing designs is to focus
on finding a design that is best with respect to just one such criterion, and these
are referred to as optimal designs. To create an optimal design one must specify a re-
gion of interest for a set of model input variables (called the design space), specify a
mathematical model, select the sample size of the design, and choose the optimality
criterion. A computer algorithm chooses the design points in the design space based
on an optimization scheme that maximizes (or minimizes) the criterion.
Criteria for optimal designs are often functions of the Fisher information matrix
I . Common “alphabetic criteria” for linear models are given by Atkinson et al. (2007):
• A-optimality where trace [I 1] is minimized.
• D-optimality where jIj is maximized.
• E-optimality where supa0a=1Var[a0^] is minimized.
Khuri et al. (2006) reviewed issues associated with designing experiments for GLMs,
principal among which was what they termed the design dependence problem — the in-
formation matrix for non-linear models is dependent on the parameter values of the
model. This leaves the practitioner seeking a screening design in the uncomfortable
position of having to have a good estimate of the parameter values in order to design
an experiment to get a good estimate of the parameter values.
Bayesian and pseudo-Bayesian approaches provide a way to address the design
dependence problem. These solutions can range from simply integrating a criterion
over a prior distribution to a full decision-theoretic treatment of the screening deci-
sion problem. Chaloner and Larntz (1989) searched for an exact design  in the space
of all candidate designs that maximizes the Bayesian D-optimality (DB-optimality)
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which will be denoted as (). This criterion is with respect to a prior distribution
p() over a parameter space :
() =
Z

log jI(; )jp() d: (2.1)
Evaluating (2.1) often requires numerical integration methods, but when the dimen-
sion of becomes larger than 1 or 2 the number of samples required by Monte Carlo
integration techniques makes such techniques prohibitively expensive. A cubature
scheme from Gotwalt et al. (2009) has made possible the evaluation of and search
over this criterion. It is implemented in the commercial software JMP, Version 10
(2013).
TheDB criterion has an appealing interpretation when parameters are fit by maxi-
mum likelihood. It can be regarded as simply integrating a weightedD criterion over
the parameter space, in which case it can be thought of as minimizing the volume
of the expected asymptotic confidence region of the parameters. In terms of a full
Bayesian formulation, theDB criterion can be seen as maximizing the expected Shan-
non information (among other interpretations). Yet the criterion can lead to designs
that under-perform at screening when compared to other designs. This can happen
for the following reasons:
• Compromises in how the prior is defined (i.e. as a product of independent
priors) needed for computation, overly-broad priors, and/or the curse of di-
mensionality can lead to designs where the number of distinct points collapses
to very few stuck on or near the boundary of the design space.
• When the GLM is for a lattice distribution then the DB-criterion may lead the
optimization algorithm to a place where a large bias in the Wald confidence
intervals exists, resulting in larger parameter estimate variances than nearby
designs.
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• For the binomial GLM, the s-shaped link function means that designs that
differ greatly in parameter values may have very similar shapes over the de-
sign space, and this requires attention when defining the prior to avoid over-
weighting certain models that tend to draw the DB-optimal design points to-
ward the boundaries of the design space.
We examine these issues for the binomial GLM to demonstrate the effect on optimal
screening designs.
Consider the following motivating example. A DB-optimal design was con-
structed for simple regression with a binomial GLM where x 2 [30; 80] with i.i.d.
samples Xi  Bin(6; (xi)) and the canonical link. Independent priors
0  Unif( 72; 72) and 1  Unif( 0:4; 0:4)
yielded the DB-optimal design
30 30 33:87 33:87 76:05 76:05 80 80

:
Setting 0 = 11:66, the value of 1 was varied over 500 equally spaced values in
[ 0:4; 0]. At each parameter setting 5,000 samples were generated according to the
true distribution and the coverage of Wald-type confidence intervals were measured.
The true coverage of the 95% confidence interval ranged between 87.2% and 100%.
The coverage estimates are presented in Figure 1. The amount of over-estimation of
the design’s local performance exceeds the under-estimation raising questions about
the overall performance of the design in terms of estimating the value of the param-
eters.
In section 2.2 we discuss approaches to screening designs for non-linear models.
In section 2.3 we discuss concerns for choosing a prior distribution and problems
7
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Figure 1. Wald-type confidence interval coverage for 95% confidence intervals
around 1.
that can develop from compromises in the specification. In section 2.4 we discuss
how the difference between log jIj and the covariance of the parameter estimates at
each  can lead to a DB-optimal design that is near a design with better D-efficiency
over a majority of the parameter space.
2.2 Optimal Nonlinear Design
As reviewed in Khuri et al. (2006) and in Atkinson et al. (2007), the design depen-
dence problem has been addressed several ways in the literature. Perhaps the easiest
approach to create a design is the use of locally optimal designs where the practitioner
simply guesses at the true value of the parameters, perhaps by relying on historical
data or subject matter experts. Locally optimal designs based on 0 when the true
parameter value is  may have poor performance the larger the distance between 
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and 0. The maximin design is
argmax

min
2
log jI(; )j
where is the bounded space of parameters that are to be considered. Atkinson et al.
(2007) noted that this approach is not always desirable as it can tend to overemphasize
the importance of models with parameters on the edge of the parameter space.
When a full prior is defined over  then we may use a Bayesian approach.
Chaloner and Verdinelli (1995) and DasGupta (1995) discuss Bayesian experimen-
tal design in terms of a decision theoretic approach from Lindley (1972). A utility
function U(d; ; ; Y ) is defined in terms of the design , possible data Y , parameter
values , and terminal decision d. Following Clyde (2001) the posterior expected utility
is
max
d
Z

U(d; ; ; Y )p(jY; ) d = U(; Y )
and the pre-posterior expected utility U() is
U() =
Z


U(; Y )p(Y j) dY
=
Z


max
d
Z

U(d; ; ; Y )p(jY; )p(Y j) d dY :
The optimal design is then ? = argmax U().
Chaloner and Verdinelli (1995) note a number of utility functions that yield the
DB criterion in (2.1), including maximizing the expected Shannon information
U(x; ; ; Y ) = logfp(jY; )g
where they rely on a normal approximation
jY;   N(^; [nI(^; )] 1):
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They suggest another approximation
jY;   N(^; [R + nI(^; )] 1)
where R is the matrix of second derivatives of the logarithm of the prior density
function. This second approximation yields a different criterionZ

log jR + I(; )jp() d: (2.2)
which is related to the information matrix using the full prior instead of just the like-
lihood. Chaloner and Verdinelli (1995) presented strengths of both approximations
but recommend using (2.1) for reasons including avoiding specification of R, the ap-
peal of such criterion in non-Bayesian frameworks, and less dependence on sample
size.
Atkinson et al. noted that the approach of (2.1) is sometimes called a pseudo-
Bayesian approach since I does not incorporate p() in its expectation as in (2.2).
This independence of I from the prior, in the case of GLMs, allows for an easy
modification to make (2.1) robust to link choice. Let link gi have prior probability i.
Then letting Igi be the information matrix with respect to link gi we can useX
i
i
Z
i
log jIgi(; )jp(jgi) d
as a robust criterion. Firth and Hinde (1994) and Lohr (1995) showed that (2.1)
is invariant to reparameterization. Atkinson et al. (2007) also described many other
criteria called Bayesian D-optimality, Sándor and Wedel (2001) used the kth root
instead of log for scaling within the integral in (2.1), and other small changes to (2.1)
exist in the literature. In this paper we rely on (2.1) defined in Chaloner and Larntz
(1989) as it occurs often in the literature and is implemented in JMP’s Nonlinear
Design Platform.
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An advantage that DB-optimal designs have over locally optimal designs is that
they tend to spread their design points around the design space more so than the
locally optimal design, making the DB-optimal design more robust to poor guesses
for  than the locally optimal design. There are two cases where there will be very few
distinct design points in the DB-optimal design: when the prior is very narrow, or
when the prior is very broad. When the prior is narrow, theDB-optimal design nears
locally optimal designs. Section 2.3 describes how broad priors can cause design
points to be forced to a few places on the boundary.
DB-optimal designs are computationally expensive to generate because the inte-
gral in (2.1) is very difficult to calculate, more so as the dimension of  increases
beyond 1 or 2 dimensions. Several approaches to this problem have been proposed.
Woods et al. (2006) used simulated annealing to search the design space and esti-
mates based on the sum of local optimality criteria. Dror and Steinberg (2006) sam-
pled from the prior and used clustering on the generated locally optimal designs to
achieve good designs. Gotwalt et al. (2009) relied on a cubature scheme that pro-
vides high accuracy with very few evaluations for several sample problems, and this
method is used throughout this paper to calculate DB-optimal designs.
Simple coordinate exchange (Meyer and Nachtsheim, 1995) is used in the method
to search the design space for an optimal design. The cubature itself is related to
the radial-spherical cubature from Monahan (2001) used for calculating normal-prior
Bayesian integrals. In the implementation by Gotwalt et al. (2009), a set of radii
are chosen according to a Radau-Gauss-Legendre rule (see Davis and Rabinowitz,
2007). Random rotations are then applied to spherical cubatures at each radii to
estimate (2.1). This approach shows surprising accuracy for very few cubature points,
increases in complexity only polynomially with the parameter space, and has very few
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tuning parameters. Also, the speed of the algorithm makes this method preferable
to the other two methods for several sample problems.
2.3 Utility and Prior Specification
There is little benefit to the practitioner performing a screening experiment where
the response does not change by some practical minimum over the design space.
Screening experiments are conducted to find ways to control a response, and such
models cannot be controlled because they are almost constant. Better estimates of
the parameters only serve to show that the effects are practically insignificant. Worse
estimates make it unlikely that the practitioner will identify the effects as statistically
different from zero.
This is in stark contrast to the benefit when some effect is practically significant.
In such a case, properly identifying an effect as practically significant is the goal of the
screening experiment. False identification of an effect as important (a type I error)
causes a slight inconvenience for the practitioner in the presence of some correctly
identified important effects. Only failure to identify an important effect (a type II
error) greatly reduces the benefit of the experiment to the practitioner.
These values are not reflected in U(d; ; ; Y ). Instead, U(d; ; ; Y ) as in (2.1) can
be seen as relentlessly focusing on reducing the determinant of the covariance of the
parameter estimates, even over models where better estimates do no good. This issue
may be addressed in two equivalent ways: either the utility function can be weighted
to discount parameter values that give rise to models where the response does not
change by some practical minimum, or the prior may be restricted away from such
parameters.
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Taking a more liberal view of the prior in (2.1) beyond a representation of how
believable certain parameters are to the practitioner lends perspective to the perfor-
mance of the design. Given a prior p1 with bounded support, expanding that support
to p2 has the effect of sacrificing the performance of the design over the support of p1
to improve the performance over p2. Thus, the practitioner should ask themselves if
they would be willing to sacrifice efficiency over part of the parameter space to gain
efficiency over another part. Put another way, it may make sense to craft a prior to
cover certain models where the efficiency of the estimators is more important than
in other models.
In addition to a loss of efficiency, some non-linear model DB-optimal designs
can have the number of distinct points collapse in the presence of a large proportion
of models that are very flat over the design space. This may mean that models where
change is focused within the design space will have lower efficiency than alternative
designs. This can cause further issues as discussed in section 2.4.
Most GLMs require the linear predictor to be nearly constant for the response
to be nearly constant, but the binomial GLM can exhibit nearly-constant responses
when the parameters are large in magnitude. If a practitioner constructs a prior that
is overly broad, either intentionally or as a simplification for computational concerns,
then the DB-optimal design can give too much importance to such nearly-constant
models. Computational difficulties arise when the prior covers models where the
value of log jIj can vary widely.
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2.3.1 GLMs with Near Constant Responses
GLMs with a near constant linear predictor have very flat responses and tend to
bias theDB-optimal design by drawing points to the boundary of the design space. In
the case of the binomial GLM, when the linear predictor is nearly zero everywhere the
relative importance of the model in (2.1) is maximal. We may write the information
matrix for GLMs as d()X0VX where d() is related to dispersion (which is constant
for the binomial model) andV is a diagonal matrix with elements that are functions of
the mean for each design point (Myers et al., 2012). The entries ofV for the binomial
GLM are proportional to (xi)
 
1 (xi)

which is maximal when the linear predictor
is zero.
The binomial GLM also admits models where the parameters of the linear pre-
dictor are large but the response over the design space is very near 0 or 1. These
models have an intercept in the linear predictor that is very different from the other
parameters, causing the response’s s-shape to shift out of the design space. These
models have very small values of jIj as samples from within the design space can
tell us very little about the shape of the response. The log-scaling of (2.1) tends to
inflate the relative importance of these shifted models, as well as the benefit of small
improvements in their determinant.
Figure 2 shows the value of the determinant of the information matrix in terms
of fraction of the parameter space from a design over [ 1; 1] and with the prior
noted on the plot. Plots (a1) and (a2) include flat-in-the-design-space models in the
prior’s support and show a sharp spike in the value of the determinant, whereas (b1),
(b2), (c1), and (c2) do not include very flat models. Though the log-scaling reduces
the impact of the all-zero model, it increases the relative importance of the shifted
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models that occur in greater proportions in (a1) and (a2). This suggests that there
are conditions on the prior parameter distribution where alternative scaling (such
as using the kth root instead of log as in Sándor and Wedel (2001)) may produce
preferable screening designs.
DB-Optimal Design for 0  Unif( 10; 10); 1  Unif(0; 10)
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Figure 2. Fraction of parameter space plots for the DB-optimal designs under
various priors. Plots (a1), (b1), and (c1) show the fraction of the parameter space at
or below that determinant, whereas plots (a2), (b2), (c2) show the fraction of the
parameter space at of below that log determinants. Plots (a1) and (a2) show the
behavior of the determinant when models that do not vary in the design space are
in the prior’s support. Plots (b1), (b2), (c1), and (c2) represent the same design, that
only includes in the prior models that vary in the design space, plotted at different
scales.
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2.3.2 Simplified Priors and Shifted Models
A practitioner constructing the prior for a binomial GLM screening design may
include a single effect that is dramatic or several effects that are more modest yet im-
portant. The algorithm fromGotwalt et al. (2009) requires the prior to be of a specific
form, and the implementation in JMP 10 requires independent prior distributions for
each parameter. If the practitioner simplifies their prior to maintain coverage then
they will include many shifted models in the periphery of the simplified parameter
space. This can quickly become a problem as the number of parameters can increase
exponentially with the number of factors, and the proportion of the peripheral to the
center of the parameter space increases exponentially in the number of parameters.
Shifted models in locally optimal designs force the design points toward the
boundary of the design space, and the effect of including such models in the prior
is DB-optimal designs with points focused near the boundary of the design space.
Consider regression on a simple binomial GLM with the canonical link and mean
response (x). The parameterization in terms of 0 and 1 is not as intuitive as a
parameterization in terms of the 50% quantile 0 and a scale parameter . Let  be
the value of t so that (0+ t=2)  (0  t=2) = . We may express the relationship
of these parameterizations as
0 / 01  / 11 0 /
0

1 / 1 :
Note that increasing 1 affects both the center and scale of the link function. Suppose
that our best representation of the prior is 0  Unif(30; 80) and   Unif(5; 50)
independently. Figure 3 shows the prior in the reparameterized space (a) and the
prior in the original parameterization (b). Surrounding these are the models and
locally optimal designs at those models (c1), (c2), (c3), and (c4) that are included in
16
30 50 70
10
20
30
40
50
φ0
φ δ
−30 −20 −10 0
0.
05
0.
20
0.
35
θ0
θ 1
x x
x
30 50 70
0.
0
0.
4
0.
8
−30+0.2*x
π x
30 50 70
0.
0
0.
4
0.
8
−22+0.20*x
x
π x
30 50 70
0.
0
0.
4
0.
8
−1.2+0.4*x
π x
30 50 70
0.
0
0.
4
0.
8
−15+0.05*x
π x
(a) (b) (c1)
(c4)(c3)(c2)
Figure 3. Plot (a) represents an independent prior on the reparameterized space.
Plot (b) is the region in (a) converted into the original parameterization. Plots (c1),
(c2), (c3), and (c4) show models with 8-point locally optimal designs denoted with
circles.
a simplified independent uniform prior over the ’s but not included in the original
reparameterization.
Locally optimal designs for these shifted models have very small determinants
and are highly inefficient for practically significant models. The DB-optimal design
with the following prior
0  Unif( 8; 8) and 1  Unif(1; 10)
is less efficient over 4% of the parameter space [ 10; 10][1; 10] than theDB-optimal
design with uniform prior over that space. This 4% includes other models that vary
outside of the design space. By removing 20% of the models in the parameter space
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we observed only a slight effect on the efficiency of the DB-optimal design when 
is low dimensional.
As the dimension of the parameter space increases, the curse of dimensionality
and the requirement of a simple prior can quickly increase the fraction of shifted
models in the parameter space. The motivating example in the introduction is a case
where the proportion of models varying primarily outside of the design space is large.
When the parameter space is of a higher dimension then the log jIj diverges further
and further from the nearest low-order polynomial. The high variability of the nearly
flat binomial GLMmodels can exacerbate errors in the computation scheme for (2.1).
2.3.3 Computational Difficulty
The log-determinant of the information matrix is very smooth everywhere except
as the design points collide with the boundary of the design space. Even though it is
smooth, the log-determinant can change very quickly when the determinant is near
zero. These features can make numerical calculation of an optimal design difficult,
and can result in odd behavior. Several times the algorithm generated designs that,
when the uniform prior was narrowed, the design became worse over a majority of
the narrower prior’s support.
The procedure by Gotwalt et al. (2009) calculates weights and abcissae based on
spherical cubatures with radii according to the abcissae of a Radau-Gauss-Laguerre
scheme. Though we can calculate these radial abcissae and weights by root find-
ing (Press et al., 2007) or by eigenvalue-based (Gautschi, 2004) approaches, both
approaches quickly degrade due to numerical issues as the number of abcissae in-
crease (e.g. in 64-bit floating point format the weights and abcissae for a 16-point
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quadrature begin to lose accuracy). Since the spherical cubatures in the procedure
have a fixed number of abcissae, we may increase the number of spheres at random
rotation, but this does not address the issues of finer features being missed due to
the spacing of the radii.
Increasing the number of random starting locations also does not solve the nu-
merical issue since the cubature scheme remains fixed except for the random rota-
tions. The practitioner might consider using a more expensive estimation technique
for (2.1) once a design has been selected, comparing the two estimates of the crite-
rion. Adjusting the prior by moving its center and changing its spread may provide
different designs. If the design fails to be robust to such manipulation then the prac-
titioner could order the designs based on higher fidelity approximations of (2.1).
2.4 Poor Coverage and Few Design Points
Wald-type confidence intervals can have poor coverage for lattice distributions
like the binomial GLM, and this is related to higher order terms in the asymptotic
expansion for the parameter estimates. Parameter estimation forGLMs is often done
by maximum likelihood (McCullagh and Nelder, 1989), and the maximum likelihood
estimates (MLEs) are asymptotically normally distributed. If ^ is the MLE for  and
for a design  then
p
n(^   )) N 0;I(;) 1 :
The series of papers Brown et al. (2001), Brown et al. (2002), and Brown et al.
(2003) describe the issues of coverage related to estimating the proportion in a bi-
nomial random variable. They found that for Xi  Bin(n; p) i.i.d. certain “unlucky”
combinations of n and p produced radically different coverage for confidence inter-
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Figure 4. Wald-type confidence interval coverage for 95% confidence intervals
around 1.
vals, and that difference between the presumed and realized coverage became larger
as p neared 0 or 1. They further showed that the main culprit was the discrete nature
of the binomial response. These same issues effect binomial regression, as shown in
Figure 1.
The DB-optimality criterion can be viewed as minimizing the volume of the con-
fidence region around the asymptotically normal parameter estimates. Methods such
as that of Firth (1993) exist to correct for some of the bias, but the DB-optimality
criterion is blind to such bias, and the act of correcting this bias may introduce new
problems for the optimization scheme. It may be that the DB-optimal is a design
that is very close to a design with a better capacity to estimate parameters.
Let the design from the motivating example be design 1, and consider the new
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design, design 2, as 
30 33:87 37 45 54 73 76:05 80

:
Figure 4 shows the true coverage of the 95% confidence interval on 1 for the two
designs. The better spread of the points in design 2 prevented the design points from
all accumulating on “bad-luck” values for the various parameters. This suggests that
the spread of points which often occurs in DB-optimal designs may serve as a buffer
against the bias of (2.1) with respect to the true parameter estimate variances and that
such designs are likely closer to the true optimal (with respect to the actual parameter
estimate covariance) than designs with few unique support points.
2.5 Conclusion
Three concerns forDB-optimal designs have been identified. First, the prior may
be used to modify the measure of the utility of models. Two types of models that
may reside in high density regions of the prior but that have little utility were identi-
fied. These models introduce bias in the DB-optimal design that, under conditions
such as extreme misspecification or simplification of priors in higher dimensional
parameter spaces, can have a noticeable effect on the design. In the binomial GLM
with canonical link the effect was to force design points towards extremes of the de-
sign space. Down-weighting or eliminating such models from the prior can improve
the D-efficiency of the design over a majority of the design space.
Second, computational issues of the DB-optimal criterion were described. Priors
that include a large proportion of nearly-flat-in-the-design-space models and param-
eter values may contribute to numerical problems in estimating (2.1).
Third, the well known problem of bias due to relying on asymptotics in lattice
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and skewed distributions was shown to have an effect on DB-optimal designs with
priors that can cause the number of distinct design points to be small. When (2.1)
is evaluated over few distinct design points then (2.1) may diverge from the goals of
screening and result in a design that is sub-optimal.
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Chapter 3
COMPARISON OF METHODS FOR DESIGNING EXPERIMENTS FOR
GENERALIZED LINEAR MODELS WITH RANDOM BLOCKS
Industrial experiments often involve non-normal responses and restrictions on
randomization. Though much work has been done to address the need of experi-
mental design techniques for generalized linear models (GLMs) with complete ran-
domization, very little work has been done to address this situation when complete
randomization is not possible (e.g. random blocks, split plot designs, et cetera). Here,
an optimal design approach for GLMs with random blocks is pursued via several
possible design construction criteria, and an approach is advocated based on the de-
terminant of the expected informationmatrix using a quasi-likelihood approximation
of the score function. The proposed criteria are compared via numerical estimation
of expected information matrix determinant from their respective designs.
3.1 Introduction
Not all industrial experiments can meet the assumptions and material require-
ments of completely randomized designs. It is often necessary to run experiments
in blocks, and often these blocks are treated as random effects. When a main effect
is confounded with blocks the experiment is called a split-plot experiment (Cox and
Reid, 2000). Industrial experiments are often split plot experiments (Goos, 2002).
The problem of designing such experiments is well studied in the case of linear mod-
els with normal responses; however, little is known in the more general case when the
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response conditioned on any random effects is a member of the exponential family
of distributions.
GLMs with random blocks (described in more detail in Section 3.2) are a type of
generalized linear mixed model (GLMM), and while a large body of work exists sur-
rounding the analysis of such models, work on the related problem of experimental
design has been less general. A review of the literature found a body of work for
specific response distribution such as Moerbeek et al. (2001), Moerbeek and Maas
(2005), Ouwens et al. (2006), Tekle et al. (2008), Niaparast (2009), and Niaparast and
Schwabe (2013). Some work, such as Woods and Van de Ven (2011), focused on
specific analysis techniques and took on associated model restrictions. The recent
work of Waite and Woods (2015) focused on the more general case but used approx-
imate blocks and hence did not produce exact designs. Sinha and Xu (2011) created
a method for exact design construction but only for sequential designs. Here, we
examine general approaches which can be applied to any exponential family member
to create exact designs.
Optimal design is an area of experimental design where a criterion, which will
be referred to as a design criterion, is optimized with respect to the design points.
These design criteria often deal with the variance of parameter estimates or some
information measure of the design. In this work, a set of four design criteria were
investigated to identify a way to construct optimal designs for GLMs having random
blocks. The four criteria ranged from naively ignoring the dependency structure
to approximations of the likelihood or score functions as described in Section 3.3.
The investigation focused on five models: a second order normal model, a first and
second order binomial model, and a first and second order Poisson model, selected
for having sufficiently interesting features in the design space.
24
Section 3.3 also describes a higher fidelity method for estimating the determinant
of the expected information matrix for design comparison (the reference criterion).
Section 3.4 describes a simulation study comparing the design criteria using the refer-
ence criterion at each of the selected models. Section 3.5 looks at the design criteria
by examining the changes in the surfaces generated by the criteria as the parameters
are varied. The methods are applied to a case study in Section 3.6 to design an exper-
iment on the rolling of metal ingots. Finally, Section 3.7 describes the conclusions
of this work and suggests future directions for research.
3.2 The Conditional GLM Model with Random Blocks
There are varied definitions of the exponential family that change as one moves
from general mathematical statistics or likelihood to generalized linear models. The
definition favored by McCullagh and Nelder (1989), Hardin and Hilbe (2012), Myers
et al. (2012), and Stroup (2013) is that a random variable Y belongs to the exponential
family (the single-parameter natural exponential family) when its likelihood can be
written in the form:
fY (yj; ) = exp

y   b()
a()
+ c(y; )

; (3.1)
where  is the canonical parameter that can always be written as a function of the
expected value and  is a dispersion parameter. In this work (3.1) is used. Further
discussion can be found in Jorgensen (1987) and Agresti (2013).
When the response distribution is a member of the exponential family and the
canonical parameter is some function of a linear combination of parameters and
predictors then the model is called a generalized linear model. When the canonical
parameter  is the linear predictor xT then the GLM is said to have a canonical link.
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Table 1 contains the normal, Poisson, and binomial distributions factored into their
natural exponential form (3.1).
Table 1. Common members of the natural exponential family of distributions
factored into (3.1).
N(; ) Poi() Bin(n; p)
  log  log

p
1 p

a()  1 1
b() 2=2 e n log(1 + e)
E[Y ] =  = b0()  e n e
1+e
Var[Y ] = a()b00()  e n e
(1+e)2
 (1  )=n
bn(); n > 2 0 e 
c(Y ;)  1
2
log(2)  Y 2
2
  log Y ! log  n
Y

*
Pn
k=1( 1)k 1(k   1)!Sn;k

b0()
k,
Sn;k in a Stirling number of the second kind.
When random effects are included in the linear predictor the model is said to be a
generalized linear mixed model. When each yi has a single random effect indexed by
zi then the model is sometimes called a random block GLM (RBGLM) or a random
intercept GLM with conditional response density
fY jU (yju;; ) = exp
(
nX
i=1
yi
 
xTi  + z
T
i u
  b xTi  + zTi u
a()
+ c(yi; )
)
(3.2)
where u = [U1 : : : Um] corresponds to the m random block effects. The marginal
likelihood (with respect to ) is
L() = fY (y) =
Z
fY jU (yju)fU (u) du: (3.3)
The integral in (3.3) often has no closed form and introduces significant difficulties
in applying existing approaches to experimental design to the RBGLM problem. In
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this chapter the random effect density fU is an i.i.d. multivariate normal density with
constant covariance  2I.
There are two main problems in designing experiments for any GLMM. The
first problem, which is not addressed in this paper, is what is frequently termed
the design dependence problem (Khuri et al., 2006). Specifically, the information matrix
often contains the parameters we wish to estimate. The second problem, which
is the main thrust of this work, is finding a way to handle the intractability of the
expected information matrix I so that one may design efficient experiments. This is
especially problematic as certain approximations used in approaches that work well
for parameter estimation of GLMMs lead to high dimensional integration problems
in evaluating I .
Sinha and Xu (2011) developed sequentially D-optimal designs for RBGLMs
by evaluating I numerically. Correspondence with the authors revealed that R’s
integrate function (R Development Core Team, 2011), which uses a C implementa-
tion of the Gauss-Kronod adaptive quadrature as implemented in LAPACK’s dqagi
routing (Anderson et al., 1999), was used to evaluate the somewhat simpler integral
based on the existing data. Such an approach is especially prudent for GLMs and
GLMMs because of the design dependence problem. However it is sometimes im-
practical to conduct an experiment sequentially, as is the present case where an exper-
iment must be run in blocks. Also, sequential designs can sometimes be less efficient
than optimal designs.
In this work the same quadrature scheme used in Sinha and Xu (2011) was applied
to evaluate integrals that did not have a closed form. Though previous work has
used either numerical quadrature, Taylor-like approximations, or both, a study of
Gauss-Hermite fixed quadrature versus truncated Taylor series approximations for
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the second cumulant of the binomial and Poisson models revealed that numerical
quadrature yielded superior results.
Figure 5 shows the error for approximations using progressively higher order
Hermite quadrature and Taylor series for the expected value of the b00() function
from the binomial and Poisson distributions. The approximation was compared to a
Monte Carlo approximation of the integral using 20,000,000 samples at each of 121
equally spaced points in [ 4:5; 4:5]. Adaptive quadrature was also compared to the
Monte Carlo results and verified the accuracy of the approximations. Figure 5 shows
superior performance of the quadrature for the binomial and Poisson cases. The best
accuracy was attained by the dqagi routine. For this reason numerical quadrature was
used in the implementation of the criteria discussed in the following section.
Figure 5. Range of errors for approximating integral of
R
b00(x+ u)fU(u) du for
quadrature of 2; 4; : : : ; 16 points and Taylor series expansions of order 2; 4; : : : ; 16.
3.3 Criteria
Two types of criteria must be detailed: design criteria for use in optimal design
construction and a reference criterion to compare the final designs. Subsection 3.3.1
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describes a high fidelity estimate of a D-criteria for a design that serves as the ref-
erence criterion for optimal design comparison in Section 3.4. Subsections 3.3.2
through 3.3.4 describe the design criterion. Each design criterion () is related to
an information matrix I for  with the goal that the -optimal design will allow for
efficient estimation of . All of the design criteria considered are similar to the D-
optimality criterion (Kiefer, 1959) in the sense that they seek to increase determinants
of exact or approximate information matrices. In this work the values  log(1 + jIj)
are presented rather than the more traditionally recorded jIj .
3.3.1 Reference Criterion
Direct application of quadrature to estimate the true likelihood is problematic
since one would be forced to evaluate a high-dimensional integral. However, the
observed score vectors (when Y is known) separate into simple one-dimensional
integrals that are amenable to numerical integration or direct evaluation, the outer-
products of which constitute the observed information matrices. The expected in-
formation matrix can then be calculated by application of Monte Carlo sampling of
the observed information matrices. Bootstrap confidence intervals were also con-
structed about the reference criterion’s point estimate.
Though Monte Carlo methods are guaranteed to converge, the slow rate of con-
vergence can be problematic. The use of low-discrepancy sequences (Niederreiter,
2010) such as the scrambled Sobol sequence provided much faster convergence, but
construction of confidence intervals with resampling techniques such as the boot-
strap produce grossly conservative results. Better results can be achieved by taking
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distinct subsequences and constructing t-based confidence intervals, but anecdotal
evidence suggested that even these were grossly conservative.
3.3.2 Naive and Joint Likelihood Criteria
The optimal design for the GLM without the random block is an appropriate
baseline for comparing the performance of other methods. Specifically, the Naive
criterion Naive(X;; ;  2) is
Naive(X;; ; 
2) =   log(1 + jINaivej); where
VNaive = diag
i=1;:::;n

b00(xi)
a()

;
INaive = XTVNaiveX:
Wolfinger (1993) and McCulloch (1997) both examined the situation when the
joint likelihood fY jU (yju)fU (u) is used as if the random block effectsU were observ-
able - an approach called h-likelihood by Lee et al. (2006). This “joint distribution”
approach yields a very similar information matrix and criterion to the naive approach.
The Joint criterion Joint(X;; ;  2) is
Joint(X;; ; 
2) =   log 1 + XTVJointX; where
VJoint = diag
i=1;:::;n
(
E

b00(xTi  + z
T
i U

)
a()
)
;
I Joint = XTVJointX:
Experimental designs are isomorphic under permutation of blocks and permutation
of runs within blocks. However, the Naive and Joint criteria remain constant under
all permutations of runs. Extending the information matrix to include  2 yields an-
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other diagonal matrix with both trace and determinant proportional to the original
information matrix, leaving this issue unresolved.
Implementation of the Joint criterion for the normal and Poisson distributions
are simple. In the case of the normal distribution the information matrices involve
matrices
VNaive =
1
22
I and VJoint =
1
22
I:
Both differ from the V matrix of the true likelihood information matrix where
V =
 
2I+  2ZZT
 1
=
1
2
I  
2
22( 2 + 2)
ZZT: (3.4)
The Poisson distribution also admits closed form Naive and Joint informaton matri-
ces, where the V matrices have non-zero entries:
[VNaive]ii = e
i ; and
[VJoint]ii = E

b00(i + zTi U)

= E

e+z
T
i U

=
Z
1p
2 2
e+z
T
i Ue 
(zTi U)
2
22 dU
= e
Z
etz
T
i U
1p
2 2
e 
(zTi U)
2
22 dU

t=1
(3.5)
= exp

 +
1
2
 2

;
where (3.5) is simplified by noticing it contains the normal moment generating func-
tion evaluated at 1.
3.3.3 Pseudo-Bayesian Criterion
In the pseudo-Bayesian approach we integrate the observed information matri-
ces over the distribution of U looking for a design that finds the maximum mean
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observed information. This approach is essentially the method from Chaloner and
Larntz (1989) where we add one to the determinant to prevent the log-scaling
from over-weighting nearly singular observed information matrices. Implementa-
tion made use of the “radial-spherical” numerical quadrature described by Monahan
(2001) and Gotwalt et al. (2009). The observed information matrices I(u) are:
I(u) = XTBX; where B = diag
k

b00(xTk + z
T
ku)
	
and the criterion is then:
Bayes(X;; ; 
2) =
Z
Rm
log

1 +
I(u)fU (u) du :
3.3.4 Quasi-likelihood Criterion
Quasi-likelihood, as described in Godambe (1991), Small and McLeish (1994),
and Heyde (1997) involves finding the quasi-score function (also called the quasi-
score estimating equations) which is the projection of the score function onto a
family of zero-mean functions H in a Hilbert space equipped with inner product
hX; Y i = E[XY ]. The quasi-score function G is the member of H that has maxi-
mum information E(G) under a Loewner ordering where
E(G) = E
h
G(s)(G(s))T
i
;
in which the “standardized” quasi-score function G(s) is
G(s) =  E
h
_G
iT
E

GGT
 1
G
and the matrix of derivatives E

_G

has (i; j)th entry
E
h
_G
i
ij
= E

@Gi
@j

;
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(for specifics see Heyde 1997, and for a discussion of Loewner ordering see
Pukelsheim 2006). The Loewner ordering guarantees that the quasi-score function
is maximally correlated (within H) with the true score (when it exists) and that the
quasi-information matrix E is in some sense D-optimal among all the functions inH.
Since the variance of the score function is the expected information matrix, the vari-
ance of the quasi-score function may serve as a good approximation to the expected
information matrix.
Restricting the approximation of the score function to families of functions with
zero expectation is necessary for estimation problems. It also provides a useful sim-
plification to finding the quasi-score function and calculating its variance. Let U be
the score function, L the likelihood, and G 2 H, then
E[GUT] =
Z
G

@ logL
@
T
L =
Z
G

@L
@
T
=  
Z 
@G
@

L =  E _G
(again,for specifics see Heyde, 1997). Since G comes from a chosen family H, one
may choose H so that it is easier to evaluate  E _G than E[GUT]. Fortunately, the
quasi-information matrix in the case of normal response with normal random effect
is proportional to the true expected information matrix. This is unique among the
above-proposed design criteria.
Historically, quasi-likelihood began with Wedderburn (1974) related to GLMs
and later McCullagh and Nelder (1989) related to GLMMs in which the quasi-score
function was derived with respect to linear functions of the form
H = fA(Y   )g
where  = E[Y] = E

b0( + ZU)

. The resulting quasi-information matrix E is
E = E [ _]TCov[Y ] 1E [ _]
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where, assuming a single random intercept U , we have
_() = diag
i
fb00(i + U)g
Cov[Y ] = E

diag
i
fa()b00(i + U)g

+ E

b0( + U)b0( + U)T
  T:
Stating the linear predictor in terms of  + ZU then we may take the quasi-
information matrix E with respect to  so that
QL(X;; ; 
2) =   log 1 + jIQLj; where
IQL = XTEX:
Note that this is a first order approximation as the space H only involves linear
functions. Higher order approximations are possible but introduce difficulties not
explored here.
3.4 Simulation Study
Because of the computational cost of constructing and evaluating designs, designs
and analyses were limited to the models described in Table 6. These models were
chosen by visual inspection so that they had some non-flat mean behavior in the
design space [ 1; 1] [ 1; 1]. The number of design points was chosen to be a small
number of runs greater than the number that provided a very good design when no
random effect was present. It was hoped that this choice would force the various
design criteria to make compromises that may better demonstrate the relative merit
of the different design criteria.
A simulation study was conducted to measure the relative performance of the
proposed design criteria. Three distributions, the normal, Poisson, and binomial,
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Table 2. Distribution, run count, and deterministic part of the linear predictor for
the models used in the simulation study.
Distribution Runs Linear Predictor
Normal 10 10 + 7x1 + 5x2   5x21   5x22
Poisson 6  2 + 0:5x1 + 0:5x2 + 0:125x1x2
Poisson 10 5 + 0:125x2 + x1x2   1x21   0:5x22
Binomial 8 1 + 5x1 + 10x2 + 3x1x2
Binomial 10 2 + 10x2   5x21
were chosen due to their applicability to industrial problems, and a set of RBGLM
models were defined (see Table 6). The simulation was then divided into two parts.
Optimal designs for each model and criteria were found at  2 f0:05; 0:25; 0:5; 1; 2g.
Then, the reference criterion was estimated according to the method described in
subsection 3.3.1.
3.4.1 Optimal Designs
For each criteria and for each model, over 1,000 random design matrices X with
xij  Unif( 1; 1) were generated. Designs were optimized using coordinate ex-
change (Meyer and Nachtsheim, 1995) employing Brent’s method for minimization
(Press et al., 2007) for each line search. The first half of the design points were as-
signed to one block, and the second half were assigned to another block. Numerical
integration was done using dqagi adaptive quadrature, except in the case of Bayes
where 3 random rotations and 8 radial steps were used. Both quadrature settings
were chosen because they demonstrated sufficient numerical accuracy on several test
functions.
Once optimal designs were found, each optimal design was used as a starting
design for additional optimization under each of the other design criteria. This step
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was performed to reduce the chance that any particular design performed well due
to a particularly “lucky” random starting design.
3.4.2 Results
Since all criteria are of the form   log(1 + jIj), more negative values of the crite-
ria are superior to more positive values. To address the issue of permutability of the
Naive and Joint designs, all designs having the top 3 values of their respective crite-
rion had their reference criterion calculated, and only the best performing of these
was presented in the results. This included designs that used the optimum from the
other criteria as starting designs. As such, the reference criterion values for the Naive
and Joint results are optimistic.
As mentioned previously, the quasi-likelihood information matrix matches the
true information matrix for the normal-normal case. This can be seen in Table 3
where the QL approach outperforms the other criteria at all random effect standard
deviations  . The remaining methods all have approximately equal values.
Table 3. The standard deviation  of the random effect and the reference criterion
for optimal designs with respect to the proposed criteria and a normal response
with quadratic linear predictor in 10 runs.
Exact Reference Criterion
Criteria  = 0:05  = 0:25  = 0:5  = 1:0  = 2:0
QL -9.141 -8.849 -8.264 -7.243 -5.975
Bayes -9.136 -8.722 -8.262 -7.238 -5.968
Joint -9.136 -8.722 -8.262 -7.238 -5.968
Naive -9.136 -8.722 -8.262 -7.238 -5.968
Figure 6 presents the results with respect to the binomial-normal and Poisson-
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normalmodels in Table 6 . Table 6 contains 95% confidence intervals estimated from
the empirical bootstrap distribution of 1; 000; 000 samples resampled 200 times. Very
oftenQL outperforms the other design criteria ormatches the top performance. This
fails in the case for the linear binomial model at  = 0:05 and the quadratic binomial
model at  = 2. The remaining orderings of the Joint, Naive, and Bayes methods
do not appear to adhere to any specific pattern. Note that numerical difficulties
prevented evaluation of the criteria at the quadratic Poisson model for  = 2:0, and
so these entries are missing from Figure 6. The relative efficiency of QL designs
to Naive designs presented in Table 4 demonstrates that ignoring the dependency
structure (as in the Naive approach) is inadvisable, and that there are cases where
using QL provides a large increase in design efficiency.
The results in Tables 3 and Figure 6 suggest that the QL approach is superior in
many situations, but the QL approach may be problematic in cases with very large
 2. When  is very small the quality of the QL design is still competitive with the
best Joint design, so this case may not be as much a concern as when  is large.
Further investigation was undertaken to visualize the approximations in terms of
determinants of information matrices.
3.5 Determinant Surfaces and Approximation Fidelity
Contour plots of the Joint and QL criteria as well as the reference criterion were
constructed for simple scenarios with a binomial and Poisson response. The lin-
ear predictor in each scenario had no intercept term and a fixed design with design
points (1; 0) and (0; 1). Two parameters 1 and 2 were then varied over a range
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Figure 6. 95% bootstrap confidence intervals of the reference criterion for designs
constructed with the Naive, Joint, and QL methods (left to right, in each cell), for
the four non-normal models (from left to right: the linear binomial BinL, the
quadratic binomial BinQ, the linear Poisson PoiL, and the quadratic Poisson PoiQ)
at increasing dispersion parameters (from top to bottom:  = 0:05; 0:25; 0:5; 1; 2).
The Poisson linear and Poisson quadratic results at  = 2:0 were not calculated due
to numerical issues.
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Table 4. For each of the four non-normal models presented in Table 6 each with p
parameters, and at the varied random effect standard deviation  , the relative
D-efficiencies of the quasi-likelihood designs to that of the best permutation of the
naive approach are given (Rel. Eff.). Relative efficiency is with respect to the point
estimates of the reference criterion.
Model  p Rel. Eff.
Binomial-Linear 0.05 4 100.1%
0.25 4 101.2%
0.5 4 102.2%
1 4 105.9%
2 4 153.6%
Binomial-Quadratic 0.05 6 103.5%
0.25 6 109.9%
0.5 6 114.2%
1 6 117.7%
2 6 127.7%
Poisson-Linear 0.05 4 100.2%
0.25 4 100.1%
0.5 4 100.0%
1 4 101.1%
Poisson-Quadratic 0.05 6 100.1%
0.25 6 101.7%
0.5 6 103.1%
1 6 107.4%
to construct the contours plots. Figure 7 presents the surfaces for a binomial re-
sponse where 1 and 2 each vary over [ 5; 5], at  = 0:05; 0:025; 0:5; 1; 2. Figure 8
presents the surfaces for a Poisson response where 1 and 2 each vary over [ 2; 2],
at  = 0:05; 0:25; 0:5. Larger  values posed numerical issues for the implementation
with respect to Poisson response. Each plot was evaluated over a grid of 81  81
points. The Naive and Bayes criteria were not investigated in this analysis due to
poor performance in the previous section.
Several interesting features appear in Figure 7 where the response is Binomial.
Note that the true determinant surface has a somewhat diamond shape to the con-
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tours away from the center, and as  increases it becomes more round then eventually
more square. TheQL criterion replicates the movement from diamond to round, but
as  becomes very large the QL method breaks down. The 4-way symmetry that is
part of this specific binomial model is no longer reflected in the QL surface.
The Joint criterion appears to be very close to the true surface when  = 0:05 but
retains the diamond shape to the outer contours for all values of  . The Joint also
suffers no breakdown for large  which may explain the case from Figure 6 where
Joint outperformed QL at large  .
Interesting features also appear in Figure 8 where the response is Poisson. Note
that the strong curves in the true surface are not well represented in either the Joint or
QL surfaces, though the QL surface does present some curvature. Higher order QL
criteria may be better able to capture these curves. From these plots it seems that QL
is a better approximation than Joint for the true surface as long as  2 is not too large,
and further supports the use of the QL criterion for optimal design construction.
Both Figure 7 and Figure 8 suggest that the QL criterion retains features of the
jIj surface not represented by the Joint criterion. This further supports the use of
QL when  is not too large. Admittedly, these surfaces are constructed for rather
artificial problems. Next, we turn our attention to an applied industrial problem first
highlighted by Cox and Snell (1989) concerning the effect of heating and soak times
on the rollability of metal ingots.
3.6 Case Study: Ingot Rollability
Cox and Snell (1989) presented failure data for an experiment on the effect of
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Figure 7. Criteria profiles for the reference criterion (MCQuad), the
quasi-likelihood criterion, and the Joint criterion for the linear model without
intercept and binomial response having points at (0; 1) and (1; 0) while the
parameters 1 (on the horizontal axis) and 2 (on the vertical) are varied.
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Figure 8. Criteria profiles for the reference criterion (MCQuad), the
quasi-likelihood criterion, and the Joint criterion for the linear model without
intercept and Poisson response having points at (0; 1) and (1; 0) while the
parameters 1 (on the horizontal axis) and 2 (on the vertical) are varied.
heating and soaking times on a binary quality characteristic from metal ingots rolled
into sheets. The data is presented in Table 5. The relatively high proportion of
failures at the top right of the table and frequent defects on the reverse-diagonal
suggests that a non-trivial model is appropriate. However, in the presence of very
little data on the right side off-the-diagonal, there is much room for argument as to
the correct form of the model. Herein the true model is assumed to be the maximum
likelihood fit of the GLM with canonical link and a full quadratic linear predictor
 11:65 + 2:875x1 + 0:3199x2   0:04138x1x2   0:3649x21   0:002474x22;
where x1 is soak time and x2 is heating time. A normally distributed random effect
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with standard deviation 0:5 is assumed to be added to the linear predictor to represent
blocking. Optimal designs were constructed using the Naive, Joint, Bayes, and QL
criterion over the design space where soak time was restricted to [1; 4] and heating
time was restricted to [7; 50]. The optimal designs were to be run in 2 blocks of 5
runs each, where each run consisted of 10 ingots.
Table 5. Ingot experimental data in heating and soaking time and failure count (k=n
where k is the number of ingots unsuitable for rolling and n is the number of ingots
tested).
Heating Time
Soaking Time 7 14 27 51
1.0 0/10 0/31 1/56 3/13
1.7 0/17 0/43 4/44 0/1
2.2 0/7 2/33 0/21 0/1
2.8 0/12 0/31 1/22 0/0
4.0 0/9 0/19 1/16 0/1
Each design criteria was applied to 1,000 random starting designs with design
points distributed uniformly over the design space. Coordinate exchange was again
used, and once the optimal designs were found they were used as starting designs
for the other criteria. Once all optimization steps completed designs within a small
numerical distance from the best value of each design criteria were evaluated with the
reference criterion using 4,000,000 samples. The empirical quantiles of the bootstrap
distribution using 800 resamples where used to construct 95% confidence intervals,
presented in Figure 9. Note that the best and worst designs for the Joint design
criterion are presented.
As can be seen in Figure 9 the QL method outperformed the others. Though
difficult to see, the intervals for the best Joint design and the QL design are disjoint
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Figure 9. 95% confidence intervals for the reference criterion of designs for the
ingot-rolling case study. Note that the best and worst designs for the Joint criterion
are displayed, and that the QL interval is disjoint from the Joint intervals.
intervals. The QL optimal design is presented in Figure 10 where the contours rep-
resent the mean proportion that fail. The best Joint design was not far behind the
QL design, yet the worst Joint design underperformed all other designs. Figure 11
presents the best and worst Joint designs. There are 126 non-isomorphic designs that
have identical Joint criterion value. A single run of coordinate exchange (with Brent’s
method) often does many more evaluations of intermediate designs than there are
optimal Joint designs. It may be feasible in many cases where the computational
requirements of the QL criterion cannot be met to use the Joint criterion with co-
ordinate exchange to construct candidate designs and then use the QL criterion to
evaluate the best candidate design.
It’s difficult to visually inspect designs for GLMMs because the mean and vari-
ance are related in complex ways. It is interesting that the Joint optimal designs share
a point in the top-left corner, whereas the QL-optimal design has two points near
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Figure 10. Design optimal with respect to the QL-criterion.
Figure 11. Permutations of the Joint optimal design having the best (left) and worst
(right) reference criterion. Note that in the pessimistic Joint optimum design the
top left symbol represents two design points from the first block.
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each other in the center of the design space. The fact that the QL-optimal design
is better than the set of non-isomorphic Joint-optimal designs (in terms of the refer-
ence criterion) is not easy to predict from visual inspection. Yet this outcome agrees
with the strong performance of the QL criterion demonstrated in Section 3.4, and
the fidelity of the QL approximation as intimated in Section 3.5.
3.7 Conclusion
In investigating a small collection of design criteria for optimal design, a quasi-
likelihood based approach seems superior to the remaining criteria. In Section 3.4
the simulation study supported the use of QL except when the random effect vari-
ance was large. In Section 3.5 the surface made by the criteria while changing the
parameter values over a simple design showed that the QL criterion often yielded a
surface that more closely matched jIj than the other design criteria. Section 3.5 also
demonstrated a breakdown of the QL method, but only when  is large. Finally, in
Section 3.6 these methods were applied to a real problem, and again the QL method
produced a superior design in terms of jIj. QL also has theoretical justification as it
is based on the projected score function. The main drawback of the QL method is
that it is more computationally burdensome than the Joint or Naive methods. Fur-
ther, no general result for the maximum magnitude of jIj exists for the investigated
models, and so it is not possible to know if QL produced designs anywhere near the
best possible constructions.
One issue not discussed is that the Fisher information matrix used in the ref-
erence criterion is related to a first order approximation of the parameter estimate
covariance. Early investigations not presented found that the ordering of jIj did not
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necessarily correspond to the ordering of jCov[^]j, which may be more of a concern
for practitioners than jIj. It may be possible to incorporate bias reductions into
the QL framework to produce a quasi-information matrix that better matches the
covariance of the parameter estimates. Another issue not investigated is the perfor-
mance of the criteria when  2 is not considered a nuisance parameter, though this is
investigated in the next chapter.
Applications of the QL technique extend beyond those outlined in the introduc-
tion. When there is more than one level of nested random effects a QL approach
can again be employed but the computations become more difficult. Designing ex-
periments for over-dispersed exponential family members can be dealt with if each
observations is allowed its own random intercept term. Designs with multiple corre-
lated responses can also be modeled using a shared random intercept.
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Chapter 4
OPTIMAL EXPERIMENTS FOR NON-NUISSANCE DISPERSION
RANDOM BLOCK DESIGNS
The previous chapter reviewed design criteria that treated the dispersion of the
random effect as a nuisance parameter. Expanding the approaches of the previous
chapter to consider the dispersion parameter introduces novel and vexing difficulties.
Here, approaches based on information matrices are pursued via similar approxima-
tions explored in the preceding chapter. First, a comparison of methods is made
in terms of correlation to the true score function. Next, optimal designs are con-
structed and a comparison of those designs is made in terms of the determinant of
the true expected information matrix. Finally, a case study using the developed meth-
ods is conducted. Recommendations are then made for the practitioner and future
directions for research are suggested.
4.1 Introduction
Recall that the random block model for generalized linear models (GLMs) in-
volves conditionally independent observations YijjUi, where j iterates over the ele-
ments sharing block i, belonging to the natural exponential family. In this model
observations in the same block share Ui  N(0; ). Letting fU be the normal density,
the likelihood fY is then
fY (y) =
Y
i2blocks
Z
exp
8<: X
j2block i
yij(ij + ui)  b(ij + ui)
a()
+ c(yij; )
9=; fU(ui) dui:
48
The functions a(), b(), and c() are a specific factorization of the conditional distri-
bution for natural exponential family members. The fixed effect ij = xTij where
xij is the design point in the experimental region. Here, our goal is to find xij to
provide good estimates of  and  .
In the previous chapter  was considered a nuisance parameter, however this will
no longer be the case. Whereas the linear quasi-likelihood estimating equation and
its associated design construction criterion were sufficient to create designs when
only  was of concern, attention to  requires further effort. Many common condi-
tional distributions have quadratic variance functions, and so a larger class of func-
tions must be examined when constructing a quasi-likelihood approach. Section
4.2 describes several design construction criteria that consider  : Subsection 4.2.1
describes a method in terms of the joint distribution, Subsection 4.2.2 describes a
method that assumes the form of a normal distribution, and Subsection 4.2.3 de-
scribes the quadratic quasi-likelihood method.
There are two convenient ways to examine the proposed criteria: in terms of cor-
relation of the approximate score functions with the true score function, and in terms
of determinants of the expected Fisher information matrix for constructed designs.
In Section 4.3, a normal-form substitution and a quasi-likelihood approximation to
the true score function are constructed and examined to determine which is best cor-
related with the true score function. In Section 4.4, a comparison between the joint
distribution approach and the quasi-likelihood approach in terms of the determinant
of the true expected Fisher information matrix is performed. These comparisons are
followed by a case study in Section 4.5 where a validation experiment with a Poisson
response is planned. Finally, Section 4.6 concludes the work and suggests further
directions of inquiry.
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4.2 Design Criteria
All of the construction techniques reviewed here involve optimal designs (Kiefer,
1959), which involve optimizing a criterion with respect to the design points. Co-
ordinate exchange (Meyer and Nachtsheim, 1995) was used for optimization and
was implemented in the R software. Brent’s method for minimization (Press et al.,
2007) was used for line searching within the coordinate exchange algorithm. Each
optimization required random starting designs which were drawn point-wise from a
uniform distribution over the design space (again, using the R software).
As in the previous chapter several criteria are investigated for their suitability
in optimal design construction. First, the “Joint” method is described, where the
joint distribution is used as the likelihood instead of the correct marginal distribution.
Next, two versions of a criterion based on assuming a normal conditional distribu-
tion are derived. Finally, quasi-likelihood criteria are derived. The normal methods
and the quasi-likelihood methods are then compared in Section 4.3 in terms of their
correlation to the true score function. (The Joint method, lacking zero-expectation
at the step of score function derivation, is not included in the analysis of Section 4.3,
but is compared to the quasi-likelihood methods in Section 4.4).
The discussion of the methods makes use of various matrices of moments. De-
fine the matrices K1, K2, and K3 as follows:
K1 = E

(Y   )(Y   )T = CovY ;
K2 = E

vec

(Y   )(Y   )T vec(Y   )(Y   )TT; and
K3 = E

vec

(Y   )(Y   )T(Y   )T:
Since the conditional distributions reviewed are all members of the natural exponen-
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tial family, the ith order cumulants are just the ith derivative of b(). The matrices of
moments can then be calculated after expansions and expression in terms of those
cumulants. For the Poisson distribution and a few other conditional response/link
function combinations, the expected value of these cumulants admits a closed form.
However, this is not the case for the binomial distribution, where numerical integra-
tion must be employed. In this work the dqagi routine (as implemented in R) was
used.
Numerical integration introduces two difficulties. First, the higher order cumu-
lants in K2 are both quickly alternating and sharply peaked. It was hoped that the
accuracy was sufficient for design construction. Second, the cumulants must be eval-
uated at each step of the optimization routine, causing the optimal binomial design
to take substantially more time than the optimal Poisson design. Lengthy run-times
were addressed by bringing a large amount of computing power to bear on the prob-
lem.
4.2.1 Joint Distribution
The Joint method, as in the previous chapter, treats the likelihood as a joint dis-
tribution of the random effect and the conditional response. Another way to think
about such an approach is that the Ui’s are treated as missing data. The full derivation
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of this criterion is in the Appendix, Section A.1. The information matrix has entries:
Ii;i = Ii;Ub(i) = E

b00(i + zTi U)
a()

;
Ii;j = Ii;Ub(j) = Ii; = IUi;Uj = 0;
IUi;Ui =
X
j:Zij=1
E

b00(j + Ui)

a()
+
1

IUi; = E

Ui
 2

= 0; and
I; = E
"Pb
i=1 U
2
i   2
 3
+
1
 2
#
=
b  1
 2
:
This design criterion prefers designs that maximize the product of the information
at each point with the product of the sums of information within each block. Unfor-
tunately, the expectations of the score functions derived in this way are not zero, and
so it is not possible to directly compare the quasi-information values for the various
parameters.
Calculating this criterion is very easy as it only requiresE[b00(+U)] to be evaluated
for each of the n runs. Further, this can be calculated exactly for the Poisson case as
well as other important cases, but cannot be calculated exactly for the binomial case.
4.2.2 Normal-Normal Closed Form
The normal-normal closed form approach is to simply derive the true information
matrix under the normal conditional distribution (up to the mean and covariance of
the distribution). The criterion then uses this form but with the mean and covariance
of the true distribution. Technical details are in Appendix SectionA.3.2. The plurality
of criteria in this section is due to the two estimating equations for  that can be
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derived. Consider the general formG that defines a full quadratic estimating equation
G = (Y   )TA(Y   )  vT(Y   )  Tr [K1A] : (4.1)
Under the normal-normal model, one may derive
A =
1
2
K 11
@K1
@
K 11 and (4.2)
v = K 11

@
@

: (4.3)
This derivation requires that one realize that, though the normal-normal model mean
is not a function of  , for most other models (including the binomial and Poisson)
the mean is a function of  . A first derivation took v = 0 so that criterion is referred
to as the first normal criterion (Normal1). When v is as in (4.3) then that is referred
to as the second normal criterion (Normal2).
The criteria are both relatively computationally cheap to calculate on their own,
but properly adjusting them to include a quasi-information representation of  re-
quires the calculation of K1, K2, and K3. This can be very expensive as K2 is an
n2  n2 matrix of linear combination of cumulants. Again, these cumulants can be
calculated exactly for certain conditional distributions, but numerical integration is
required for the binomial case. Due to this, and to the relatively poor performance
in Section 4.3, a full derivation of an information matrix was not pursued for design
construction in Section 4.4.
4.2.3 Quasi-Likelihood
The quasi-likelihood method relies on the projection of the true score function
into a space of functions where we can better evaluate the required integrals. Such
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a Hilbert-space approach was discussed some in the last chapter, and is greatly ex-
panded in Heyde (1997) and Small and McLeish (1994). Here, the inner product
hF;Gi = E[FG] over a space of zero-expectation functions is used to find a projec-
tion onto functions of the same form as in (4.1).
The identified optimal projection is called the quasi-score function or estimating
equation. The variance of this (appropriately standardized) yields a quasi-information
scalar or matrix (depending on the dimension of G). The optimal linear quasi-score
function is derived in Appendix Section A.3.3.2. The optimal quadratic quasi-score
function is derived in Appendix Section A.3.3.3. The optimal combination of the
two is derived in Appendix Section A.3.3.4, where the quasi-information matrix is
also derived. The optimal quasi-score functions follow (4.1) and has terms A and v
where
vec

A

=

K2   vec

K1

vec

K1
T 
vec

@K1
@

; and
v = K 11

@
@

;
where “ ” represents a generalized inverse. Here, the Moore-Penrose inverse was
used.
The criterion derived from the optimal quasi-information matrix is the most ex-
pensive design criterion to calculate as it requiresK1,K2,K3 as well as several deriva-
tive matrices. Yet it is also the only approach with an optimality property: it is most
correlated with the true score function.
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4.3 Simulation Study: Comparison of Information for 
One way to evaluate the criteria is in terms of the magnitude of the correlation of
the estimating equation with the true score function for  . When an optimal quasi-
estimating function exists then it maximizes the magnitude of the correlation with
the true score function (Heyde, 1997). Here, let F be the score function and G the
quasi-score function, then the squared-correlation 2
2 =
E[GF ]2
E[G2]E[F 2]
:
Heyde (1997) gives, and it is easy to show, that  E[ _G] = E[GF ] when E[G] = 0. As
F is difficult to work with, one can instead compare quasi-score function based on
the magnitude of the correlation up to the E[F 2] term. Thus, given two competing
quasi-score functions G and G0, we may compare them by comparing
2G /
E[ _G]2
E[G2]
to E[
_(G0)]2
E[(G0)2]
/ 2G0 ;
where the larger value is a “better” quasi-score function in the sense that it is more
correlated with the true score function. Further, the relative magnitude of the im-
provement can be calculated since
2G
2G0
=
E[ _G]2=E[G2]
E[ _G0]2=E[G02]
:
In this section a simulation study over a space of possible parameter values is per-
formed to compare the quality of the optimal quadratic estimating equation to a
normal-form derived estimating equation and a baseline optimal linear estimating
equation.
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4.3.1 Simulation
The linear and quadratic Poisson models and linear and quadratic binomial mod-
els from the previous chapter (and given in Table 6) were revisited and 3,200 random
draws from a uniform distribution over the space given in Table 7 were taken for
each model. At each draw the quasi-information from the optimal linear (LinOpt),
optimal quadratic (QuadOpt), and optimal linear and quadratic estimating equations
(CombOpt) were used to calculate quasi-information. Also at each draw, the first and
second form normal criteria (Normal1 and Normal2 respectively) were calculated.
Table 6. Distribution, run count, and deterministic part of the linear predictor for
the models used in the simulation study.
Distribution Runs Linear Predictor
Poisson 6  2 + 0:5x1 + 0:5x2 + 0:125x1x2
Poisson 10 5 + 0:125x2 + x1x2   1x21   0:5x22
Binomial 8 1 + 5x1 + 10x2 + 3x1x2
Binomial 10 2 + 10x2   5x21
Table 7. The simulation in Section 4.3 involved drawing random samples uniformly
from the parameter space defined for each of the models. “NA” indicates that the
parameter was not included in the model.
Parameter Space
Model  0 1 2 12 11 22
Poisson Linear [0.05,0.5] [-2,2] [-2,2] [-2,2] [-1,1] NA NA
Poisson Quadratic [0.05,0.5] [-5,5] [-2,2] [-2,2] [-1,1] [-1,1] [-1,1]
Binomial Linear [0.05,0.5] [-2,2] [-5,5] [-5,5] [-3,3] NA NA
Binomial Quadratic [0.05,0.5] [-2,2] [-5,5] [-5,5] [-3,3] [-2,2] [-2,2]
56
4.3.2 Results
As can be seen in Figure 12, the CombOpt estimating function is most correlated
with the true score function over the parameter spaces for each model. Interestingly,
this criterion offers the largest improvement in the binomial cases. In the Poisson
case, the improvement is still present, but Normal1 and Normal2 are somewhat com-
petitive. Figure 13 shows the relative efficiency of CombOpt versus the next best
estimating equation. This displays the improvement of CombOpt for the binomial
models in a more striking manner, showing relative efficiency in excess of 600%.
The effect is more modest in the Poisson models, peaking around 500% efficiency.
The difference between CombOpt and QuadOpt is small in all of the investi-
gated models. Figure 14 gives the relative efficiency of CombOpt to QuadOpt. The
change is maximal for a small proportion of Poisson models, and even then it only
reaches 108%. efficiency. Most of the computational burden in evaluating QuadOpt
is in numerically evaluating the n2n2 moment matrixK2, which in turn can be used
to evaluate LinOpt. Once both QuadOpt and LinOpt are evaluated, evaluating Com-
bOpt is trivial. For this reason CombOpt is pursued in the remainder of this work.
CombOpt’s inclusion of a linear termmay be important for other natural exponential
family members not reviewed in this work.
Though having an estimating equation that is highly correlated with the true score
function is suggestive that the overall design quality will be improved, a direct com-
parison of criteria in terms of traditional design characteristics is preferable. In the
next section, the D-criterion of designs constructed using the quasi-information ma-
trices is compared to the Joint method.
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Figure 12. Information with respect to  versus fraction of the parameter space for
the linear Poisson model (top left), the linear binomial model (top right), the
quadtratic Poisson model (bottom left), and the quadratic binomial model (bottom
right). The criteria presented are the first and second normal criteria (Normal1 and
Normal2), the linear quasi-information (LinOpt), the quadratic-only
quasi-information (QuadOpt), and the combined full quadratic quasi-information
(CombOpt).
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4.4 Simulation Study: Comparing Optimal Designs by D-Optimality
Though Section 4.3 showed that, in one sense, the full quadratic quasi-likelihood
approach was preferable to using a form derived from the normal distribution, the
regularization of zero expectation estimating equations means that no comparison
could be made between the quasi-likelihood method and the Joint method. Here,
the D-criterion of the optimal designs generated using the Joint criterion (Joint), the
criterion using quasi-likelihood only with respect to  (QL1), and the full quadratic
quasi-likelihood criterion (QL2) are constructed for the models in Table 6. The
optimal designs are compared in terms of the   log(1 + jIj) where more negative
values are better designs.
4.4.1 Simulation
For the linear and quadratic Poisson models at p 2 f0:05; 0:25; 0:5g, 200 ran-
dom starting designs were optimized for each criteria. The QL1 optimal design was
the optimal quasi-likelihood design from the previous chapter. The binomial optimal
designs were constructed similarly, however, the complexity in calculating QL2 for
the binomial cases meant that the run time was dramatically increased. Optimizing
a single random start took between 3 and 6 days on a 2.3 GHz Intel i7 workstation.
The iterative nature of the design construction process leaves little hope for speeding
the process along through parallelization. A minimum of 4 designs were constructed
for each  under QL2, and then QL2 was applied (but not optimized) to the optimal
designs from the other criteria. The Joint optimal design from the previous chapter
and the Joint optimal design from this chapter, when taken as starting designs for op-
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Figure 13. Relative efficiency (ratio of information with respect to  ) of the full
quadratic quasi-information criterion (CombOpt) versus the best of the linear
quasi-information, the first normal criterion, and the second normal criterion for
the linear Poisson model (PoiL), the quadratic Poisson model (PoiQ), the linear
binomial model (BinL), and the quadratic binomial model (BinQ).
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Figure 14. Relative efficiency (ratio of information with respect to  ) of the full
quadratic quasi-information criterion (CombOpt) versus the quadratic-only
quasi-information (QuadOpt) for the linear Poisson model (PoiL), the quadratic
Poisson model (PoiQ), the linear binomial model (BinL), and the quadratic
binomial model (BinQ). This shows the amount gained by expanding the family of
functions to include linear terms in the quasi-likelihood derivation.
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timization under QL2 for all models considered, yielded local optima that were often
inferior to discovered designs having random starts. Because of this, and the high
amount of non-convexity in the design space, results for the binomial distribution
should underestimate performance of the QL2 criterion.
Once the optimal design was selected, the Monte Carlo method of estimating the
criterionwas used over 1,000,000 samples, andwas re-sampled 800 times to construct
bootstraped 95% confidence intervals. These results are presented in Figure 15.
4.4.2 Results
As can be seen in Figure 15, the performance of the QL2 method was preferable
in the Poisson model cases. The improvement may look large due to the strong
separation of the confidence intervals, but the relative efficiency of the Poisson QL2
designs is only 101% to 102% in most cases, finding a maximum relative efficiency
of 112% over the Joint design in the 8 run linear Poisson model with p = 0:5.
Figure 15 tells a different story for the binomial models where the QL2 method
greatly under-performs the competing methods. This under-performance is trou-
bling, but could have a number of causes. As mentioned in the previous subsection,
the limited number of multi-starts could have lead to local optima with poor per-
formance. Another issue with the binomial models is that their expected cumulants
have no closed form, requiring the use of numerical integration. The higher cumu-
lants are ill-suited for numerical integration, being strongly peaked and alternating
between positive and negative values. Error from numerical integration may have
contributed strongly to the poor performance. The several cases when QL1 outper-
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formed QL2 suggests that these two sources of difficulty may be the culprit behind
the poor performance of the QL2 method.
The models here were selected somewhat artificially to try to explore the behavior
of the proposed design criteria. Application to a real-world problem provides insight
as well as further evidence to QL2’s superior performance in the Poisson cases. Such
a real-world problem is presented next, where optimal designs are constructed for a
case study involving the amount of damage taken by bomber aircraft in terms of the
flight crew experience and bomb load of the aircraft.
4.5 Case Study: Bomber Loads and Air-Crew Experience
A retrospective analysis involving a Poisson response that could be analyzed with
random blocks was described in Montgomery et al. (2015). During the Vietnam war,
the number of locations taking damage on the bomber aircraft was recorded along
with the the bomb load and the total months of aircrew experience. The data, repro-
duced in Table 8, records these values for several sorties of two types of aircraft: the
McDonnel Douglas A-4 Skyhawk and the Grumman A-6 Intruder. The analysis in
Montgomery et al. (2015) used fixed blocking.
Here, an experiment to validate the model is constructed. The method using the
joint distribution described in the previous chapter (Joint1), the method using the
joint distribution from this chapter (Joint2), and the two quasi-likelihood methods
QL1 ( is nuisance) and QL2 ( is not nuisance) are used.
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Figure 15. Confidence intervals for the reference criterion of optimal designs
constructed using the Joint method, the quasi-likelihood method from the previous
chapter (QL1), and the quasi-likelihood method from this chapter (QL2). The plots
in each row are for the linear Poisson (PoiL), quadratic Poisson (PoiQ), linear
binomial (BinL), and quadratic binomial (BinQ) models from Table 6 respectively.
The plots in each column are for the standard deviation of dispersionp
 2 f0:05; 0:25; 0:5g respectively. The intervals are 95% bootstrapped confidence
intervals.
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Table 8. Damage data for 14 sorties flown by A-4 Skyhawk aircraft and 14 sorties
flown by A-6 Intruder aircraft during the Vietnam war with the number of months
experience (Exp.) of the flight crew and the amount of ordinance (Ord.).
A-4 Skyhawk A-6 Intruder
Exp. Ord. Exp. Ord.
4 91.5 7 116.1
4 84 7 100.6
4 76.5 7 85
5 69 10 69.4
5 61.5 10 53.9
5 80 10 112.3
6 72.5 12 96.7
6 65 12 81.1
6 57.5 12 65.6
7 50 8 50
7 103 8 120
7 95.5 8 104.4
8 88 14 88.9
8 80.5 14 73.7
8 73 14 57.8
4.5.1 Model
Maximum likelihood fits of the data in Table 8 varied depending on the model
used. For the purposes of the simulation, the first order model used was
Yij =  0:12 + 0:17xExp.   :014xOrd. + Ui
where Ui  N(0; 0:3252) independent and identically distributed for i = 1; 2. Designs
with 2 blocks of 4 runs each were constructed using the Joint method from the
previous chapter (Joint1), the Joint method from this chapter (Joint2), the quasi-
likelihood method where  is a nuisance parameter (QL1), and the quasi-likelihood
method of this chapter (QL2).
Designs were evaluated as before, with 50,000 Monte Carlo samples and 200
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bootstrap re-samples used for construction of confidence intervals. The value
  log(1 + jIj) was used in the optimization scheme and is presented.
4.5.2 Results
The results of the design construction are given in Figure 16. Two of the designs
are given in Figure 17. First order Poisson designs on cuboidal regions tend to focus
design points at the corners, so there is not as much of a chance to see differences in
the designs from the various criteria. QL1 andQL2 both constructed the same design
that was best among all optimal designs. The Joint1 method also constructed this
design, but as it is invariant to permutation it also constructed much poorer designs.
Joint2 constructed a design that Joint1 avoided, which had poorer performance.
The relative efficiency of the quasi-likelihood designs to the Joint2 designs is
422%. This is a very large increase in efficiency, and the reader is cautioned that
this may be a better-than-average scenario for the design criteria. Since the set of
optimal designs over all values of the parameters is finite in this case, discrete jumps
in efficiency can lead to very large efficiencies near such jumps.
Considering the criteria, the Joint2 criteria may under-perform because, in treat-
ing U as a parameter, the information matrix constructed has a number of entries
indirectly concerned with  equal to the number of blocks. This may be why the
design in Figure 17 for Joint2 focuses all of its repeated runs within blocks in the
same design point. A possible solution not explored here may be to instead use
IUi;Ui =
0@ X
j:Zij=1
E

b00(j + Ui)

a()
+
1

1A1=m ; (4.4)
where m is the number of blocks, in the Joint2 criterion. If m is raised very high
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it may provide an appropriate “fix” for the Joint1 criterion to avoid permutational
invariance while not sacrificing too much information for .
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Figure 16. The reference criterion (D-criterion) for the optimal designs under a
first-order quasi-likelihood with respect to  (QL1) only and with a full
second-order quasi-likelihood term with respect to  , as well as the Joint criterion
with respect to  (Joint1) only and including  (Joint2). Note that, since the Joint
criterion with respect to  only is invariant under permutation of runs, three such
permutations are presented as Joint1.1, Joint 1.2, and Joint1.3.
4.6 Conclusion
Section 4.3 showed that the quasi-likelihood method had better correlation with
the true score function than the normal-normal methods. Section 4.4 showed that, in
the Poisson case, these designs were better or similar to those constructed using the
other criteria. Section 4.5 performed a case study on a Poisson response and had the
full quadratic quasi-likelihood approach achieve more than 400% relative efficiency
over the best competing designs (with respect to both  and  ). Taken together, this
is strong evidence that quasi-likelihood approaches are a viable method for optimal
design construction in the Poisson case. Though not reviewed here, other members
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Figure 17. Two of the optimal designs from the case study, with the number of
design points in block 1 and block 2 denoted in parentheses next to the location of
the design point, and with the the design space indicated by the light gray rectangle.
The left design was optimal for quasi-likelihood with and without treating  as a
nuisance parameter, and is also one of the permutations of the Joint (with respect
to  only) optimal design. The right design is optimal for the Joint method detailed
in this chapter.
of the exponential family have expected cumlants with closed forms under specific
link functions such that efficient calculation of quasi-likelihood criteria is possible.
For the Poisson case and other cases with closed form expected cumulants the
quasi-likelihood technique as implemented requires surprisingly little coding to con-
struct optimal designs. Once the closed form cumulant calculations are performed
and converted to moments, all that is needed is coordinate exchange and Brent’s
method for minimization to search for the optimal value of the criterion, where the
criterion requires solving a set of linear equations and then calculating a determinant.
This was simple to implement both in C (using standard libraries) and in R code. The
added complexity for the binomial case was in the use of numerical quadrature to
find the expected cumulants.
It’s difficult to draw a conclusions about optimal design construction for the bino-
mial cases. Greater computing power than available to this author could be applied
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to the problem. Alternatively, a different form of estimating equation might lead
to easier calculations. Further, additional work is needed to either find estimating
equations for which closed form expectations can be found, or improvements to the
applied numerical quadrature must be applied to the binomial case. Non-adaptive
quadrature would be better suited to exploit the massive parallel capacity of readily
available graphics cards, whereas adaptive quadrature is ill suited to such hardware.
Another avenue for future work could be in adjusting the Joint method to create
better designs. The joint method is certainly susceptible to the much ballyhooed
criticism of “ad-hockery”. Yet the Joint method from the previous chapter often
included designs similar to the quasi-likelihood optimal design, and as discussed in
Subsection 4.5.2 the Joint method in this chapter may over-weight the importance of
 . The Joint method’s much lower computational requirements make it an attractive
direction for development.
68
Chapter 5
CONCLUSIONS AND FUTURE WORK
Optimal design of experiments for generalized linear models is still not well un-
derstood. Here, certain issues with an existing technique were identified and an
alternative philosophy was suggested. Little is known about exact design for the ex-
ponential family of conditional distributions when random blocks are present. New
methods for optimal design construction were proposed and compared, and a rich
set of future research problems identified. Though the methods proposed show
improvement over naive approaches but more work is needed to compare the per-
formance of the methods to medthods designed for specific distributions. Though
the work presented seeks to suggest a course of action, in some sense it raises more
questions than it answers.
In Chapter 2 theDB-optimality criterion was examined and several flaws pointed
out. First, the traditional approach of using a prior rather than a utility based ap-
proach was called into question. An example was shown where this artificial em-
phasis on null-models lead to poorer performance of designs and to regions of high
bias. The bias caused the coverage probability of Wald-type confidence intervals on
the parameter estimates to differ to a greater degree than the nominal rate from the
asymptotic covariance, raising the question of the propriety of the criteria for design
construction. An alternative approach that used utility and ignored the null models
was then shown to have more regular coverage probability.
The methods discussed in Chapter 2 led to a possible method for designing ex-
act experiments when random blocks were present. Such design for non-normal
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responses were heretofore unavailable. In this work several methods of design con-
struction were formulated and compared for both the situation when the random
effect dispersion parameter is a nuisance parameter (Chapter 3) and when it is not a
nuisance parameter (Chapter 4).
In Chapter 3 an approach to estimating the true determinant of the expected
Fisher information matrix was described and expanded in Chapter 4 to handle the
case when  is a non-nuisance parameter. A novel approach to design construction
based on the joint distribution of the observations and the random block was for-
mulated, and this approach was expanded in Chapter 4 to include the case when  is
non-nuisance. Chapter 3 also included the quasi-likelihood approach which, though
not novel, has not before been used when the analysis is not planned to be done
with quasi-likelhood methods. An extension of the first-order quasi-likelihood ap-
proach in Chapter 3 was described in Chapter 4. It included a full quadratic optimal
estimating equation for  .
A large simulation study was conducted in Chapter 3 to suggest which method
was most appropriate for construcitng designs chiefly concerned with estimating .
It was shown that the quasi-likelihood method was superior to the other methods
in a large proportion of the test cases. Breakdown of the quasi-likelihood method
at large dispersion parameters was also shown, and the danger inherent to the per-
mutable Joint criterion was detailed. A case study using a binomial response on
rolling metal ingots resulted in the quasi-likelihood design showing a 12% improve-
ment in efficiency over the naive approach, and larger gains over some of the worst
permutations of the joint method.
Two simulation studies were conducted in Chapter 4 to suggest which methods
were most appropriate for constructing designs concerned both with estimating 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and  . An analysis of the correlation between the approximate score functions and
the true score function showed that simply using the form from the normal distri-
bution in design construction could be disastrous, strongly suggesting that a quasi-
likelihood approach is superior. The second simulation study, which focused on
actual design construction, showed that the quasi-likelihood method was superior to
the other methods in the Poisson case, but results for the binomial case were unclear
and suggested numerical integration problems. Chapter 4 also contained a case study
involving design of a validation experiment for a model involving counts of damage
on bomber aircraft. The optimal quasi-likelihood design had a relative efficiency over
the joint method of more than 400%.
Taken together, the evidence supports the use of quasi-likelihood when accurate
calculation is possible. Such an approach may be extended to other natural expo-
nential family distributions and link functions when the expected cumulants can be
evaluated or approximated accurately through different quadrature methods. The de-
signs and their information criterion values can be compared to other methothods
for future design construction techniques. A similar analysis to that performed here
is needed for a larger family of models with other conditional response distributions.
The suggestedmodification of the Joint criterion given in (4.4) can be investigated
and may have preferable performance while avoiding the high computational costs
of the full quasi-likelihood methods. Further, it may be possible to optimally choose
the weighting parameter on the random effects using quasi-likelihood methods.
The general quasi-likelihood approach suggests that, in the case that the expected
cumulant function doesn’t admit a closed form, other families of estimating functions
can be explored. Alternatively, functional approximations to the cumulant functions
may yield exact solutions that are nearer to the true values than those values approxi-
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mated by quadrature, or better methods of quadrature could be developed to address
the special cases like the binomial.
Finally, though not directly explored here, the formulated criteria can all be ap-
plied to multiple conditional response distributions, providing a new way to account
for designs involving multiple correlated responses, and is a fruitful direction for
future research.
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APPENDIX A
RESULTS FROM CHAPTER 4
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The Joint and quasi-likelihood methods from Chapter 4 are both derived here
in detail. Section A.1 details the Joint method. Section A.2 gives several lemma
required in subsequent sections. Section A.3.2 describes construction of the normal-
normal model estimating equations and subsequent method. Section A.3.3 details
the derivation of the quasi-likelihood estimating equations with the linear optimal
estimating function for  in A.3.3.1, the linear optimal estimating equation for dis-
persion parameter  in A.3.3.2, the optimal quadratic estimating function for  in
A.3.3.3. Section A.3.3.4 describes the optimal combination of linear and quadratic
quasi-likelihood estimating functions for  .
A.1 Joint Criterion,  Non-Nuissance
The Joint criterion is motivated by handling the joint distribution instead of true
marginal likelihood. Taking this approach, the log-likelihood `Joint is then
fY jU (Y ;U ) = exp

Yi(i + z
T
i U )  b(i + zTi U)
a()
  c(Yi; )

fU (U ) = (2)
 b=2 exp
(
  1
2
bX
j=1
U2j
)
`Joint(;U ; ) = log fY jU (Y ;U )fU (U):
The traditional approach of taking the score function with respect to  and  is
insufficient because it is invariant to permutations of runs without respect for block
membership. To remedy this, the random intercept terms Ui are also treated as
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parameters. The entries of the score function follow
Si =
Yi   b0(i + zTi U )
a()
fY jU ;
SUi =
X
j:Zij=1
Yj   b0(j + Ui)
a()
  Ui

;
S =
1
2 2
bX
i=1
U2i  
1

:
The information matrix would then have entries:
Ii;i = Ii;Ub(i) = E

b00(i + zTi U)
a()

;
Ii;j = Ii;Ub(j) = Ii; = IUi;Uj = 0;
IUi;Ui =
X
j:Zij=1
E

b00(j + Ui)

a()
+
1

IUi; = E

Ui
 2

= 0;
I; = E
"Pb
i=1 U
2
i   2
 3
+
1
 2
#
=
b  1
 2
:
A.2 Moment Matrices
Definition A.2.1. Define the matrices K1, K2, and K3 as follows:
K1 = E

(Y   )(Y   )T = CovY ;
K2 = E

vec

(Y   )(Y   )T vec(Y   )(Y   )TT; and
K3 = E

vec

(Y   )(Y   )T(Y   )T:
Lemma A.2.2. For matrices A and B, vectors v and w, and random vector Y with mean 
E

vTA(Y   )wTB(Y   ) = vTAK1BTw:
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Proof. Note that
E

vTA(Y   )wTB(Y   ) = EvTA(Y   )(Y   )TBTw
= vTAE

(Y   )(Y   )TBTw
= vTAK1B
Tw:
Result A.2.3. For matrices A and B the trace of the product
Tr

AB

=
nX
i=1
nX
j=1
AijBji =
nX
i=1
AiiBii +
X
i6=j
AijBji:
Result A.2.4. For matrices A and B the trace of the product
Tr

AB

= vec

AT
T
vec

B

= vec

BT
T
vec

A

= vec

A
T
vec

BT

= vec

B
T
vec

AT

:
Lemma A.2.5. For vector v and matrix A
vTAv = Tr

vvTA

:
Proof. Observe
vTAv =
nX
i=1
nX
j=1
vivjAij =
nX
i=1
Aiiv
2
i +
X
i6=j
Aijvivj = Tr

vvTA

from Result A.2.3.
Lemma A.2.6. For matrix A and random vector Y with mean vector  the expectation of the
quadratic form
E

(Y   )TA(Y   ) = TrK1A:
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Proof. Express the expectation as a trace by writing
E

(Y   )TA(Y   ) = ETr(Y   )TA(Y   )
and then exchange the order of the terms
E

Tr

(Y   )TA(Y   ) = TrE(Y   )(Y   )TA = TrK1A:
Lemma A.2.7. For n length vectors v and w and n n square matrix A
vTAw = vec [A]T vec

vwT

:
Proof. Note that
vTAw =
nX
i=1
nX
j=1
viwjAij
=

A11; A21; : : : ; An1; A12; : : : ; An2; : : : ; A1n; : : : ; Ann

 v1w1; v2w1; : : : ; vnw1; v1w2; : : : ; vnw2; : : : ; v1wn; : : : ; vnwnT
= vec

A
T
vec

vwT

:
Lemma A.2.8. For n length vectors vi, i = 1; 2; 3; 4 and n n square matrices Aj , j = 1; 2
vT1A1v2v
T
3A2v4 = vec

A1
T
vec

v1v
T
2

vT3A2v4
= vec

A1
T
vec

v1v
T
2

vT4A
T
2 v3
= vec

A1
T
vec

v1v
T
2

vec

v3v
T
4
T
vec

A2

:
Proof-sketch. Apply Lemma A.2.7 and transpose the right side.
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Corollary A.2.9. For matrices A and B, vector v, and random vector Y with mean 
E

(Y   )TA(Y   )vTB(Y   ) = vecATK3BTv:
Proof-sketch. The result follows directly from application of Lemma A.2.8.
Corollary A.2.10. For matrices A and B and random vector Y with mean 
E

(Y   )TA(Y   )(Y   )TB(Y   )
= vec

A
T
K2 vec

B

:
Proof-sketch. The result follows directly from application of Lemma A.2.8.
A.3 Quasi-Likelihood Results
This section is organized as follows. First, some technical results regarding quasi-
likelihood and optimal estimating equations are reproduced from Heyde (1997) and
used to motivate quasi-likelihood in design construction. Next, the exact informa-
tion matrix is constructed for the normal conditional response distribution, and then
it is put into the quasi-likelihood framework for comparison. This is followed by the
derivation of the optimal linear estimating equation for , the optimal linear estimat-
ing equation for  , the optimal strictly quadratic estimating equation for  , and the
optimal quadratic estimating equation for  .
A.3.1 Definition and Optimality Conditions
Consider a random sample Y from a distribution dependent on parameters 
taking values in . Let U be the score function from the distribution of Y , and let
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G be a square-integrable function with E[G(;Y )] = 0. The standardized estimating
equation Gs is
Gs =  E

_G

E

GGT
 1
G
with information criterion E(G)
E(G) = EGsGTs  = E _GEGGT 1E _G:
Heyde (1997) provides the following equivalent definitions of optimal estimating
functions.
Definition A.3.1 (Heyde 1997, p. 12). G? is an optimal estimating function with H
if
E(G?)  E(G) (A.1)
is nonnegative definite for all G 2 H,  2 , and P.
Definition A.3.2 (Heyde 1997, p. 12). G? is an optimal estimating function with H
if
E

(U G)(U G)T  E(U G?)(U G?)T (A.2)
is nonnegative definite for all G 2 H,  2 , and P.
The proof provided for the equivalence uses the fact that E[GUT] =  E _G so
that
E

GsU
T
s

=  E _GTEGGT 1EGUT = EGsGTs 
and similarly that E

UsG
T
s

= E

GsG
T
s

.
Heyde (1997, Section 2.3) shows that the following scalar criterion are equivalent
to Definitions A.3.1 and A.3.2:
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1. Tr
E(G?)  TrE(G) 8G 2 H;
2. det
E(G?)  detE(G) 8G 2 H.
One interpretation of G? being the optimal estimating equation is that its stan-
dardization G?s is a projection of U onto H. Consider the Hilbert space equipped
with inner product hX;Yi = EXTY and inner-product norm. Using Definition
A.3.2, since the difference is non-negative definite, the optimal estimating equation
G? satisfies
inf
G2H
Tr
h
E

(U Gs)(U Gs)T
i
;
and since
Tr
h
E

(U Gs)(U Gs)T
i
= kU Gsk2
the optimal estimating function is the projection of U onto H.
Another interpretation ofG? is that it is maximally correlated withU in the vector
correlation sense where the correlation  is defined as
2 =
det
h
E

GUT
i2
det
h
E

GGT
i
det
h
E

UUT
i :
Since det

UUT

is constant, this immediately follows from definition A.3.1. Note
that G? and G?s yield the same correlation, and that if the estimating equations are
scalar then this definition reduces to the standard Pearson correlation.
These equivalent definitions and their consequences are not helpful in construct-
ing the optimal estimating function, however a convenient theorem is provided to
assist in this endeavor.
Theorem A.3.3 (Heyde 1997, p. 14). G? 2 H is an optimal estimating function within H if
E

G?sG
?
s
T

= E

GsG
?
s
T

= E

GsGs
T

(A.3)
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or equivalently

E

_G
 1
E

GG?T

is a constant matrix for allG 2 H. Conversely, ifH is convex andG? 2 H is an optimal estimating
function then (A.3) holds.
Theorem A.3.3 can be applied to construct the optimal estimating function by
specifying a family of functions H up to some parameter vector v, set the form of
G? to have parameter w, and then set w to eliminate v from the expression.
A.3.2 Standardized Normal-Normal Estimating Equations
Following the approach of Diggle et al. (2002) we will derive score function for
the normal-normal model (where a closed form marginal likelihood is tractable) with
respect to the parameter  and then extend these functions to the case at hand. Let
K1 = ZZ
T + 2I and  = . Under the normal-normal model the log-likelihood is
proportional to
`(; ; 2) /  1
2
log jK1j   1
2
(Y   )TK 11 (Y   ): (A.4)
and yields a score function with respect to 
G =
1
2
(Y   )TK 11
@K1
@
K 11 (Y   ) 

@
@
T
K 11 (Y   ) 
1
2
Tr

K 11
@K1
@

(A.5)
where @K1
@
= ZZT and @
@
= 0. Note that
E
"
@
@
T
K 11 (Y   )
#
= 0
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and that
E

(Y   )TK 11
@K1
@
K 11 (Y   )

= Tr

K1K
 1
1
@K1
@
K 11

= Tr

K 11
@K1
@

so that E[G] = 0.
It is insightful to look at how the derived function G compares to the optimal
estimating function in the family H
H = H = (Y   )TA(Y   ) + vT(Y   ) + c : EH = 0	:
This can be done by comparing the relative magnitudes of correlation to the score
function U or by comparing the magnitude of the information matrices (here, scalars)
for the estimating equations. To calculate Gs first rewrite G as
G = (Y   )TA(Y   ) + vT(Y   ) + c
where
A =
1
2
K 11
@K1
@
K 11 ;
v =  K 11

@
@

; and
c =  1
2
Tr

K1
 1

@K1
@

:
Then,
E[ _G] = Tr

K1

@A
@

  vT

@
@

+

@c
@

E[GG] = vec[A]TK2 vec[A] + vTK1v + c2 + 2vec[A]TK3v + 2cTr[K1A]
where
@A
@

=  K 11

@K1
@

K 11

@K1
@

K 11 +
1
2
K 11

@2K1
@ 2

K 11 ; and
@c
@

=
1
2
Tr

K1
 1

@K1
@

K1
 1

@K1
@

  1
2
Tr

K1
 1

@2K1
@ 2

:
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The quasi-information matrix is then E[ _G]2=E[G2].
Calculation of the quasi-information matrix is straightforward if cumbersome.
For notational convenience let (j)i = b(i)(j + zTj U). The mean and its derivative
with respect to  are
i = E


(i)
1

; and

@i
@

= E


(i)
1

U2   
2 2

:
Calculating K1 by entry yields
[K1]ii = E

Y 2i   2Yii + 2i

= E
h

(i)
2 +
 

(i)
1
2   2(i)1 i + 2i i
= E


(i)
2

+ E
h 

(i)
1
2i  2i ;
[K1]ij = E [YiYj   Yij   Yji + ij]
=
8><>: E[
(i)
1 
(j)
1 ]  ij when Yi and Yj share a block,
0 otherwise;
so that
K1 = E

1
T
1
  T + diag E2	 :
Note the constant value of the i; jth entry when Yi and Yj do not share a block means
that all higher order derivatives are 0 as well. For @K1=@ we have
@ [K1]ii
@
= E


(i)
2

U2   
2 2

+ E
 

(i)
1
2U2   
2 2

  2E


(i)
1

U2   
2 2

i; and
@[K]ij
@
= E


(i)
1 
(j)
1
U2   
2 2

  E


(i)
1

U2   
2 2

j   E


(j)
1

U2   
2 2

i:
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For the second derivative we find
@2[K]ii
@ 2
= E


(i)
2

U4   6U2 + 3 2
4 4

+ E
 

(i)
1
2U4   6U2 + 3 2
4 4

  2E


(i)
1

U4   6U2 + 3 2
4 4

i   2E


(i)
1

U2   
2 2
2
; and
@2[K]ij
@ 2
= E


(i)
1 
(j)
1

U4   6U2 + 3 2
4 4

  E


(i)
1

U4   6U2 + 3 2
4 4

j
  E


(j)
1

U4   6U2 + 3 2
4 4

i   2E


(i)
1

U2   
2 2

E


(j)
1

U2   
2 2

:
A.3.3 Optimal Estimating Equations
In this section specifics of implementation in terms of the bare cumulants func-
tion b() and its derivatives is avoided due to the tremendous amount of book-keeping
required. All of such work is relatively straightforward expansions of central mo-
ments in terms of cumulants, and the evaluation of such expansions in terms of
normal expectation of the random effect. Here, the optimal quasi-likelihood esti-
mating equations are derived. First, the calculation of the optimal with respect to 
is addressed. Next, the discussion moves to the linear optimal estimating function
for dispersion parameter  followed by the quadratic optimal estimating equation for
 . Finally, the section concludes with a brief discussion of numerical difficulties and
a possible numerical method for avoiding explicit derivation of optimal estimating
equations.
89
A.3.3.1 Optimal Estimation of 
We begin by considering the family of estimating function H,
H = A Y    : A is real	 :
EveryG 2 H hasE[G] = 0. Finding the optimal suchG is a relatively straightforward
application of Theorem A.3.3.
Theorem A.3.4 (Optimal Linear Equation for ). The standardized optimal estimating
equation Gs for  in the family H where
H = A Y    : A is real	
is
Gs = _K1(Y   )
with quasi-information matrix
E(G) = _K1 _:
Proof. Closely following Heyde (1997), consider G 2 H, then note
E

_G

=  A _; where  _
ij
=

@i
@j

;
E

GG?

= AK1A
?:
The expression
  _ 1A 1AK1A?
is constant with respect to A only when
A? = K 11 :
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Thus, by Theorem A.3.3 the standardized optimal linear estimating equations for 
are
_K 11 (Y   )
with quasi-information matrix
_K 11 _:
Because of the independence of the Us and conditional independence of the
Y jUs the structure of _ is diagonal. Specifically
_ = diag

E[b00(i + zTi U)]

:
Since K1 is the covariance matrix, it can be simply calculated from the cumulants.
A.3.3.2 Optimal Linear Approximation for 
The normal, Poisson, and binomial distributions all have quadratic variance func-
tions. First, the linear optimal equation is described, with the quadratic optimal equa-
tion described in the next subsection.
Theorem A.3.5 (Optimal Linear Equation for  ). The standardized optimal estimating
equation Gs for  in the family H where
H = vT Y    : v is real	 :
is
Gs =

@
@
T
K 11 (Y   )
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with quasi-information matrix
E(G) =

@
@
T
K 11

@
@

:
Proof. The estimating equations of this form have
E[ _G] = E
"
@v
@
T
(Y   )
#
  vT

@
@

=  vT

@
@

E[G2] = vTE

(Y   )(Y   )Tv = vTK1v:
Let G? represent the optimum estimating equation with v = w, then by Theorem
A.3.3 the optimal estimating function makes constant for arbitrary G 2 H the equa-
tion
E[ _G] 1E[GG?] =
vTK1w
 vT  @
@

so
w = K 11

@
@

:
The standardized estimating function can be assembled from
G =

@
@
T
K 11 (Y   )
E[ _G] =  

@
@
T
K 11

@
@

;
E[G2] =

@
@
T
K 11

@
@

;
and is then
 E _GEG2 1G = @
@
T
K 11 (Y   ):
The quasi-information is thus 
@
@
T
K 11

@
@

:
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The interaction with the first-order quasi-likelihood for mean i can then be writ-
ten
E
"
eTi _K
 1
1
 
Y   @
@
T
K 11
 
Y   # = eTi _K 11 @@

by Lemma A.2.2.
A.3.3.3 Optimal Quadratic Approximation for 
Here the strictly quadratic optimal estimating equation is constructed. In the next
section the optimal estimating equation having linear and quadratic terms is given.
Theorem A.3.6 (Optimal Strictly Quadratic Equation for  ). The standardized optimal
estimating equation Gs for  in the family H where
H = (Y   )TB(Y   )  Tr[K1B] : B is real	
is
vec

A
T
vec
 
@K1
@

vec

A
T
K2   vec

K1

vec

K1
T
vec

A
(Y   )TB(Y   )  Tr[K1B]
where B has values according to
vec

B

=

K2   vec

K1

vec

K1
T 
vec

@K1
@

:
Above, the minus exponent represents generalized inverse (such as Moore-Penrose inverse). The quasi-
information matrix is
E(G) =

vec

B
T
vec
 
@K1
@
2
vec

B
T
K2   vec

K1

vec

K1
T
vec

B
 :
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Proof. First, note that for G 2 H, E[G] = 0. To see this apply Lemma A.2.2 and then
Lemma A.2.5 to convert to trace. Next, note that
E[ _G] =  E
"
@
@
T
B(Y   )
#
  E

(Y   )TB

@
@

  Tr

@K1
@

B

+ E

(Y   )T

@B
@

(Y   )

  Tr

K1

@B
@

=  Tr

@K1
@

B

=   vecBT vec @K1
@

by Result A.2.3. For matrices A and B
E[GAGB] = E

(Y   )TA(Y   )(Y   )TB(Y   )  Tr[K1A] Tr[K1B]
= vec

B
T
K2 vec

A
  vecBT vecK1 vecK1T vecA
= vec

B
T
K2   vec

K1

vec

K1
T
vec

A

by Corollary A.2.10. Theorem A.3.3 gives that the optimal estimating function will
have matrix A so that
vec

B
T
K2   vec

K1

vec

K1
T
vec

A

  vecBT vec  @K1
@

is proportional to a constant with respect to B, which happens when
vec

A

=

K2   vec

K1

vec

K1
T 
vec

@K1
@

where the minus exponent represents generalized inverse (such as Moore-Penrose
inverse). Thus, the standardized estimating function is then
vec

A
T
vec
 
@K1
@

vec

A
T
K2   vec

K1

vec

K1
T
vec

A


(Y   )TA(Y   )  Tr[K1A]

;
and the quasi-information is 
vec

A
T
vec
 
@K1
@
2
vec

A
T
K2   vec

K1

vec

K1
T
vec

A
 :
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The interaction with the first-order quasi-likelihood for mean i can then be writ-
ten
E
h
eTi _K
 1
1
 
Y   E[ _G] 1E[G2]Gi
= E[ _G] 1E[G2]E
h
eTi _K
 1
1
 
Y    Y   TA Y   i
= E[ _G] 1E[G2] vec

A
T
K3K
 1
1
 
_
T
ei
making use of Corollary A.2.9.
A.3.3.4 Combining Equations
LetG1 represent the optimal linear quasi-score equation from TheoremA.3.5 and
letG2 be the optimal strictly quadratic quasi-score function from TheoremA.3.6. We
can re-use Theorem A.3.3 over the class H defined as
H = 1G1 + 2G2 : 1; 2 2 R	
to find the optimal linear combination of the two functions. Optimality requires
calculation of the cross term
E

G1G2

= E
" 
Y   TB Y   @
@
T
K 11 (Y   )
 

@
@
T
K 11 (Y   ) Tr [K1B]
#
= vec

B
T
K3K
 1
1

@
@

:
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The optimal weights 1 and 2 are then
1 =
E

_G1

E

G22
  E _G2EG1G2
E

G21

E

G22
  EG1G22 and
2 =
E

_G2

E

G21
  E _G1EG1G2
E

G21

E

G22
  EG1G22 :
The optimal estimating equation then is G where
G = 1G1 + 2G2;
E

_G

= 1E

_G1

+ 2E

_G2

; and
E[G2] = 21E

G21

+ 22E

G22

+ 212E

G1G2

:
The quasi-information entry for  is then
E(G) = 
2
1E

_G1
2
+ 22E

_G2
2
+ 212E

_G1

E

_G2

21E

G21

+ 22E

G22

+ 212E

G1G2
 :
It is relatively straightforward to use the existing cross terms to find the cross terms of
the combined quadratic estimating equation for  with the optimal linear estimating
equations for .
A.3.3.5 Numerical Approximation
Evaluation of K1, K2, and K3 can require substantial, sometimes prohibitive,
amounts of numerical integration. One possible reason for poor results in the pre-
vious chapter is likely numerical error from said numerical integration. As such, a
better approach is required. Fixed Hermite quadrature was tried and produced large
errors. Adaptive quadrature was then used and had better accuracy but that accuracy
decayed for the higher order moments.
Another method was attempted, in which derivation and evaluation of the opti-
mal estimating equation for  was avoided, but this method also had poor results. It
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is included because it may be a preferable way forward in certain situations. Since
E(G) is maximized by the true score function, the parameters of the estimating equa-
tion are included in the optimization algorithm. Thus, the design is constructed by
finding the best design points and best estimating equation for  simultaneously.
Coordinate exchange was used in the specific implementation. The specific imple-
mentation still required that the moment matrices be evaluated numerically, but the
specific optimal B and v were not input into the process. Very often the algorithm
would generate ill-conditioned parameter matrices and begin producing nonsense
results. If the numerical stability of the calculation could be included in the optimiza-
tion then it is possible such a method could yield designs with lower computational
overhead in certain situations.
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APPENDIX B
DISCUSSION OF WAITE (2012) AND WAITE AND WOODS (2015)
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The recent work of Waite and Woods (2015), drawing heavily from the disserta-
tion Waite (2012), described methods for design construction when the conditional
response distribution is a member of the exponential family and random blocks are
present. This is the topic of the present work, and so many similarities exist between
Waite (2012), Waite and Woods (2015), and the present work. However, substan-
tial differences also exist, and the nature of these differences is illuminating to both
approaches and sometimes suggestive of directions for future research.
The methods developed in Waite (2012) and Waite and Woods (2015) do not
produce exact designs, instead assigning each block a weighting coefficient. Few
final weights were given, but several weights in Waite (2012) do not support exact
designs. In fact, one design in three blocks ended up being two blocks due to a
zero weight on a specific block. The use of approximate blocks is not required in
any of the design construction criterion described, and may exist only to speed along
optimization. However, the use of approximate blocks means that the results in
Waite (2012) and Waite and Woods (2015) (including the relative efficiencies) are
not directly comparable to the work here. Here, designs are exact with exact blocks.
Blocking is a way to address a restriction on randomization, i.e. when runs can
be randomized within a block but not between blocks. If the practitioner is free to
choose the number of blocks and the allocation of runs to blocks then the practi-
tioner must enumerate exact designs at differing numbers of blocks and runs per
block. An approximate design approach may suggest which exact design parameters
are most likely to yield a good design. However, only exact designs can be performed.
Comparing the construction criteria from Waite (2012), Waite and Woods (2015),
and this work for producing exact and approximate designs would be an interesting
direction for future work.
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Waite (2012) preferred the use of analytic approximations to quadrature in evalu-
ating integrals, and this resulted in some methods which can be evaluated faster than
most methods described here. Some additional care is due in Waite (2012) as trun-
cated Taylor series are integrated without establishing a radius of convergence and
presented as an approximation. Work presented here demonstrated that, for certain
problems, the Taylor error did not converge or was very slow to converge, especially
when compared to quadrature.
Brushing away these concerns, the implementations of the approximations to
the information matrices described in Waite (2012) and Waite and Woods (2015)
allows construction of Bayesian D-optimal designs. Thus, Waite (2012) and Waite
andWoods (2015) addressed the design dependency problemwhereas this work does
not. Waite (2012) andWaite andWoods (2015) also consideredmuch larger ranges of
the random effect dispersion parameter  . In addition, an asymptotic approximation
for logistic regression was presented. Both of these exceed the scope of the work
here. Analytical approximations of the moments could allow for fast computation
of the construction criterion presented here, and is an area for future research.
Waite (2012) andWaite andWoods (2015) described a method they call naive out-
come enumeration which roughly corresponds to the reference criterion described
in this work. One key difference is that the reference criterion uses adaptive quadra-
ture and applies it to the unique output values post-multiplying them by the output
frequency. Adaptive quadrature was used because fixed Gauss-Hermite quadrature
provided insufficient accuracy for sample problems and began to degrade as the num-
ber of points became large. Here, the use of the reference criterion includes approxi-
mate confidence intervals from the bootstrap distribution, whereas Waite (2012) and
Waite and Woods (2015) use the point estimate with lower fidelity fixed quadrature
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as the true value. The use of fixed quadrature allows naive outcome enumeration
to be used as a design criterion, but stochastic optimization techniques were not de-
scribed, so it’s difficult to know how reliably the method produced the true optimal
design when the sample space could not be completely enumerated. Further, the
use of fixed quadrature in an optimization context when the function to be numer-
ically integrated can be strongly peaked is problematic. Future work could be done
to access the naive output enumeration construction criterion in terms of the refer-
ence criterion, and compared to the other methods described here as well as in Waite
(2012) and Waite and Woods (2015).
Waite (2012) and Waite and Woods (2015) approximated the information matri-
ces where  is treated as a nuisance parameter. In this work, both the case when
 is nuisance and  is non-nuisance are addressed. Here, substantial differences in
constructed designs and their relative reference criterion values suggest that this dis-
tinction is important. It is unclear ad facie how to modify the construction criterion
in Waite (2012) and Waite and Woods (2015) to accommodate the dispersion param-
eter, and is an area for future research.
Waite (2012) andWaite andWoods (2015) focused on informationmatrix approx-
imations that used models where the conditional response distribution is treated as
the marginal response distribution and a working covariance structure is introduced.
This biased these methods as the change of the mean due to the random effect was
not represented. Further, justification for using a working covariance structure is, in
this author’s view, somewhat thin. Waite and Woods (2015) used an attenuation pro-
cedure attributed to Zeger et al. (1988) to adjust for the systematic error introduced
into the means, but this adjustment is insufficient. Direct numerical computation
shows that the given attenuation was systematically lower than an attenuation that
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would minimize the integrated square error between the function expressing the true
marginal mean and the attenuated approximation. This is presented in Figure 18.
Since this attenuation is with respect to  , locally optimal logistic regression with
canonical link designs could be constructed with a pre-calculation of an optimal at-
tenuation. This was not explored in Waite (2012), Waite and Woods (2015), and is
not explored further here.
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Figure 18. Integrated square error of the attenuated sigmoid with respect to the
marginal sigmoid with dispersion  .
Quasi-likelihood for Poisson distributed data was explored by Waite (2012) and
Waite and Woods (2015) where it was noted that the quasi-likelihood design had
100% relative efficiency. Quasi-likelihood for binomial response and second order
quasi-likelihood for the dispersion parameter were not explored byWaite andWoods
(2015) or Waite (2012) but are explored here.
Finally, the models reviewed in Waite (2012) and Waite and Woods (2015) were
mainly first order models that often did not include interaction. Here, models includ-
ing interaction and quadratic terms were examined. The inclusion of quadratic and
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interaction terms cause features of the approximate information matrices to be ex-
posed that are not otherwise obvious under a strictly first-order model. Higher order
models tend to paint a better picture of the fidelity of the information matrix approx-
imation. Plots of determinant surfaces are provided here to motivate discussion of
these features. The performance of the construction criteria from Waite (2012) and
Waite and Woods (2015) for exact designs could be examined with respect to the
models detailed here, and would facilitate a better direct comparison of all of the
methods described in both sets of work.
Waite (2012) and Waite and Woods (2015) provided an important and unique
contribution to the area of experimental design for generalized linear models with
random blocks. Considered in concert with the work here, interesting questions are
raised. Empirical results and theoretical justification suggests that a quasi-likelihood
approach may be acceptable, but limitations imposed by the computational require-
ments have not been solved. Marginal methods show limitations in that they are not
suited for when  is non-nuissance, but the speed with which they may be evaluated
makes them applicable in situations where quasi-likelihood can not yet be applied.
Beyond this, the relative merits of the two approaches remains unknown.
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