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InvestIgacIón
Resumen
En este artículo se presenta un análisis de vibra-
ciones en motores de inducción por medio de 
Modelos Ocultos de Markov (Hidden Markov Mo-
del–HMM) aplicado a características obtenidas de 
la Descomposición de Modo Empírico (Empirical 
Mode Decomposition–EMD) y transformada de Hil-
bert-Huang de señales de vibración obtenidas en las 
coordenadas x y y, con el fin de detectar fallas de 
funcionamiento en rodamientos y barras. Además se 
presenta un análisis comparativo de la capacidad de 
las señales de vibración en dirección x y en direc-
ción y, para aportar información en la detección de 
fallas. Así, un HMM ergódico inicializado y entrena-
do por medio del algoritmo de máxima esperanza, 
con convergencia en 10e-7 y un máximo de itera-
ciones de 100, se aplicó sobre el espacio de carac-
terísticas y su desempeño fue determinado mediante 
validación cruzada 80-20 con 30 fold, obteniendo 
un alto desempeño para la detección de fallas en 
términos de exactitud.
Palabras clave: descomposición de modo empírico, 
detección de fallas, Modelos Ocultos de Markov, 
motores de inducción, procesamiento de señales.
Abstract
This paper presents a vibration analysis on induc-
tion motors using Hidden Markov Models (HMM) 
applied to features obtained from the Empirical 
Mode Decomposition (EMD) and Hilbert-Huang 
transform to vibration signals obtained in the coordi-
nates x and y, in order to detect malfunctions in bea-
rings and bars. Additionally, a comparative analysis 
of the ability of the vibration signals in the x and y 
directions to provide information for failures detec-
tion is presented. Thus, an ergodic HMM initialized 
and trained by expectation maximization algorithm 
with convergence at 10e-7 and maximum iterations 
of 100 was applied to the feature space and its per-
formance was determined by cross-validation with 
80-20 with 30 fold for obtaining high performance 
fault detection in terms of accuracy.
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INTRODUCCIÓN
La confiabilidad es un factor clave de competiti-
vidad en los procesos productivos del mercado 
actual; sin embargo, la maquinaria utilizada en di-
chos procesos, como los motores, sufren desgastes 
y averías que pueden llevar a una interrupción in-
esperada en las líneas de producción. Estos moto-
res tienen una vida útil y un desgaste por el uso a 
través del tiempo, lo que lleva a que su eficiencia 
sea cada vez menor (Santana & Madiedo, 2007)
(Ho Soon, Chong, & Su, 2006); de ahí la necesi-
dad de implementar sistemas de mantenimiento 
preventivo y correctivo, mediante sistemas eficien-
tes de detección de fallas que eviten largas paradas 
en las líneas de producción (Fulufhelo V., Nelwa-
mondo, & Marwala, 2006), (Hernández, Carro, de 
Oca, García, & Fernández, 2008).
El movimiento irregular de los motores puede 
caracterizarse por medio del análisis de señales vi-
bratorias, las cuales son complejas y no determi-
nísticas, por lo que no resulta adecuado su análisis 
usando métodos tradicionales como la transforma-
da de Fourier (Ramírez-Castro & Montejo, 2011). A 
pesar de esto, en estudios recientes se han efectua-
do análisis de señales de vibración de máquinas 
rotativas en el dominio de la frecuencia usando la 
transformada rápida de Fourier para el monitoreo 
de desalineación, problemas de engranaje y des-
balanceo (Patil & Gaikwad, 2013) y en el dominio 
del tiempo para el análisis de fallas en rodamien-
tos (Shrivastava & Wadhwani, 2014), demostrando 
resultados satisfactorios. Sin embargo, este tipo de 
características son afectadas significativamente en 
condiciones de ruido y son muy dependientes de 
los sistemas de inferencia cuando se emplean en 
detección automática. Debido a esto, su análisis se 
hace comúnmente aplicando la transformada wa-
velet que permite una codificación, eliminación 
Keywords: empirical mode decomposition, fault de-
tection, Hidden Markov Models, induction motors, 
de ruido, compresión y descomposición de las se-
ñales, para la detección de condiciones anormales 
(Askari, 2010)(Patel, Agrawal, & Joshi, 2012), pero 
debido a que este tipo de señales no tienen carac-
terísticas particulares en la fase y frecuencia, no 
resulta suficientemente adecuado para su análisis. 
Por lo anterior, la descomposición de modo empí-
rico (EMD) ha ido tomando fuerza para el análisis 
de este tipo de señales, el cual de manera siste-
mática y sin mayores bases matemáticas permite 
una descomposición de la señal, a partir de la cual 
se obtienen características representativas usando 
la transformada de Hilbert Huang que describe la 
dinámica del motor aplicando técnicas de carac-
terización (Oweis & Abdulhay, 2011)(Qiwei-Xie, 
y otros, 2008)(Soualhi, Medjaher, & Zerhouni, 
2015). Adicionalmente, los clasificadores estocás-
ticos basados en los modelos ocultos de Markov 
(HMM) han demostrado que pueden usarse en la 
identificación de series de tiempo no estacionarias 
y que tienen buen desempeño en el aprendiza-
je de modelos estadísticos, y aunque se conocen 
como técnica para el reconocimiento del habla, se 
han utilizado en el diagnóstico de sistemas de ro-
tor, engranajes y rodamientos a través del análisis 
de señales de vibración en combinación con otras 
técnicas; sin embargo, gran cantidad de estudios 
hacen uso de señales en una sola dirección (x o 
y) y las consideraciones del ruido varían depen-
diendo de los datos a estudiar, los cuales generan 
un alto grado de afección en los resultados de la 
detección (Ocak & Loparo, 2001)(Qiang & Chan-
gjian, 2012).
En este estudio, se presenta un enfoque de 
análisis estocástico basado en HHT-HMM aplica-
do sobre la combinación de diferentes IMF de se-
ñales vibratorias del eje x y del eje y, junto con un 
análisis de relevancia basado en Fuzzy Rough Set 
(FRS) para reducir el número de características, 
signal processing.
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con el fin de proporcionar un sistema eficiente 
para la detección de fallas en rodamientos y en 
barras en motores de inducción en forma más 
confiable.
MATERIALES Y MÉTODOS
De acuerdo con el diagrama esquemático de la fi-
gura 1, la metodología desarrollada consta de 6 
pasos: 1) base de datos, 2) preprocesamiento de 
la señal, 3) descomposición de la señal, 4) ca-
racterización, 5) selección de características y 6) 
clasificación.
La base de datos es descrita por (Cabal-Yepez, 
2009), pertenece a la Universidad de Guanajuato 
(México) y con ella se hicieron las pruebas en este 
trabajo usando las señales de vibración correspon-
dientes a las direcciones x y y. En la etapa de pre-
procesamiento se remuestreó la señal a 150 Hz 
con un filtrado antialiasing y una normalización 
en la escala [-1, 1] usando la ecuación (1).
 
 
�������� � ������� |����|  
 
 (1)
donde x(k)norm es x(k) normalizada.
Figura 1.   Procedimiento propuesto general.
Fuente: elaboración propia.
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Posteriormente se realizó la descomposición de 
la señal preprocesada en n IMF, donde      
aplicando EMD con una resolución de 40 dB, ener-
gía residual de 40 dB y gradiente de 0.1, con el fin 
de obtener dos constructos, los cuales resultan de 
reconstruir la señal realzando las características vi-
bratorias del motor y atenuando el ruido. De cada 
constructo se obtienen 9 características para un to-
tal de 18 características por señal, basadas en los 
momentos estadísticos aplicados a la fase instantá-
nea y amplitud instantánea calculadas mediante la 
transformada de Hilbert Huang, como se ilustra en 
la tabla 1, en donde a es la amplitud instantánea, 
w es la frecuencia angular instantánea, cte indica 
que una variable se asume como constante para el 
cálculo de la varianza (var) o de la desviación es-
tándar (std) de la transformada de Hilbert (H).
Posteriormente las características son normali-
zadas en el rango [0,1] con el fin de mejorar el 
comportamiento del clasificador y de hacer la se-
lección de características. Con el objetivo de ob-
tener el reducto del espacio de representación, se 
aplicó el algoritmo Fuzzy Rough Sets con entropía 
descrito en (Orrego, Becerra, & Delgado-Trejos, 
2012) sintonizando el parámetro de vecindad en 
0,03 y el de inclusión en 0,6. El análisis estocásti-
co del espacio de representación reducido se efec-
tuó mediante un clasificador HMM ergódico de 2 
estados y 3 gaussianas inicializado con un vector 
de parámetros aleatorios y su entrenamiento se 
hizo aplicando el algoritmo de máxima esperan-
za con una convergencia de 10 e-7 y un máximo 
número de iteraciones de 100. Finalmente se apli-
ca validación cruzada 80/20 con 30 repeticiones, 
para determinar la consistencia y la capacidad de 
representación del espacio de características.
A continuación se detalla la base de datos de 
señales de vibración y las técnicas utilizadas.
Base de datos de señales de vibración de 
motores de inducción
Las señales de vibración fueron adquiridas en el 
arranque y en el estado estable de tres motores 
con las mismas características pero con particu-
laridades individuales, así: el primero con fallas 
en los rodamientos, el segundo con problema en 
las barras y el tercero no presentaba ningún tipo 
de fallos. En total se cuenta con 170 señales en 
las dirección x y y de motores sanos y con fallos, 
como se describe en la tabla 2. Las señales de 
vibración fueron adquiridas a una frecuencia de 
muestro de 1500 Hz, 12 bits utilizando un ace-
lerómetro MEMS (Microelectromechanical Sys-
tems) de tres ejes cartesianos (x, y, z) ubicado en 
el cuerpo del motor.
Tabla 1. Características: momentos estadísticos-HHT.
Características
media (std(H(cte,w,a))) media (std(H(t,cte,a))) media (var(H(cte,w,a)))
media (var(H(t,cte,a))) media (0.5*sum((H(cte,w,a))) media (media(|H(cte,w,a)|))
media (max(|H(cte,w,a)|))
Fuente: elaboración propia.
Tabla 2. Base de datos de señales de vibración del motor.
  Motor sano Falla en rodamientos Falla barras
Arranque 30 38 30
Modo estable 25 22 25
Fuente: elaboración propia.
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Descomposición de modo empírico (EMD) 
para las señales de vibración
Esta descomposición se hace mediante un proceso 
iterativo adaptativo denominado tamizaje, el cual 
se emplea para descomponer las señales originales 
en funciones de modo intrínseco (Intrinsic Mode 
Function, IMF) que son componentes oscilatorios 
más sencillos que pueden ser o no lineales y/o esta-
cionarios (Qiwei-Xie, y otros, 2008) (Ramírez-Cas-
tro & Montejo, 2011). Así, la descomposición de 
una señal multicomponente x(t) en L IMF h(i)(k) 
donde     , está dada por la ecuación (2).
 
 
ݔሺݐሻ ൌ෍݄ሺ௜ሻሺݐሻ ൅ ݀ሺݐሻ  
 
 (2)
Donde d(t) es un residuo cuya media es diferen-
te de cero y h(i)(t), es cada una de las IMF estimadas 
de manera iterativa con el algoritmo denominado 
sifting, aplicado a la señal multicomponente resi-
dual y se expresa por medio de la ecuación (3).
  ������� � ����� � � � ����� � ∑ ������� � � � ������� � 
 
 (3)
De acuerdo con esto, durante la (n+1) enésima 
iteración el algoritmo sifting mejora el IMF   
estimado temporalmente aplicando los siguientes 
pasos: 1) Determina el máximo y el mínimo de 
 ; 2) realiza una interpolación usando spline 
cúbico, entre los puntos de   previamente es-
timados con el fin de formar una envolvente supe-
rior e inferior; 3) computa las medias de todas las 
envolventes; 4) obtiene el refinado del estimado 
 ; 5) vuelve al paso 1 a menos que el crite-
rio de parada haya sido alcanzado por completo. 
Es importante tener en cuenta que para la primera 
iteración h(i)(t) se usa h1(t) como estimación tem-
poral del IMF.
Transformada de Hilbert Huang (HHT) para 
la obtención de características
La amplitud instantánea a(t) y la fase instantánea 
θ(t) de la señal de vibración puede extraerse por 
medio de la HHT, la cual se usa para descomponer 
adaptativamente señales no estacionarias y no li-
neales. Con esta información puede hallarse la fre-
cuencia instantánea (IF) mediante la ecuación (4) 
obteniendo resultados para cada instante de tiem-
po, si hay exclusivamente una frecuencia presente 
en la señal. Además, con la información de la HHT 
puede construirse el espectro de Hilbert Huang, 
el cual proporciona información de tiempo-fre-
cuencia-energía utilizado en el análisis de señales 
(Guo-liang, Yun-bing, & Gang, 2012).
 ����� � 1��
�
�� ���� 
 
 (4)
Modelos ocultos de Markov (HMM) para la 
clasificación de señales de vibración
Los modelos ocultos de Markov tienen un ade-
cuado desempeño con señales de serie de tiempo 
por su doble proceso estocástico, aunque la apli-
cación en la cual se ejecuta con mayor frecuencia 
es en el reconocimiento del habla (XinGuang-Li, 
MinFeng-Yao, & JiaNeng-Yang, 2012). Estos son 
una extensión de las cadenas de Markov, donde 
cada estado está conectado por medio de un con-
junto de distribuciones de probabilidad y cada 
estado no corresponde a un evento observable. 
Existen tres tipos de HMM que dependen del tipo 
de distribución de probabilidad de emisión, así: 
HMM discretos, continuos y semicontinuos. De 
igual forma, para el entrenamiento de los HMM 
existen varios criterios de entrenamiento: algorit-
mo de estimación de máxima verosimilitud (MLE), 
máxima información mutua (MMI), entre otros. 
Este estudio se enfoca en un modelo HMM con-
tinuo y MLE para el entrenamiento, dado su buen 
desempeño en otros estudios.
Tomando  ൌ ൛ɔ୰୬஦౨ǣ  ൌ ͳǡǥ ǡ ൟ   un conjun-
to de entrenamiento de R muestras con categorías 
C =൛୰୬஦౨ǣ  ൌ ͳǡǥ ǡ ൟ  para M clases diferentes, 
i.e., c� 	 ∈	 �c��	� � ��� ���  Tambien, cada mues-
tra φ����	  es representada por una secuencia de 
vectores de características de longitud , así, 
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φ����	 � �φ���� � � ��� � �φ��  El conjunto total de 
parámetros de los HMM se denota por Θ y está 
compuesto de M modelos, es decir, � � �λ�� , 
donde � � �λ��  denota el conjunto de parámetros de los 
HMM correspondiente a la clase cm. El entrena-
miento basado en MLE se lleva a cabo teniendo en 
cuenta la función objetivo expresada en la ecua-
ción (5).
 �����Θ� � �������
�
���
����� ����� 
 
 (5)
La optimización de esta función se logra a par-
tir del ajuste de parámetros para cada modelo 
separadamente, basado en la observación en el 
entrenamiento para obtener el máximo valor. Este 
procedimiento incluye el algoritmo de máxima es-
peranza (EM), el cual estima la máxima verosimi-
litud de los parámetros de distribución subyacente 
a partir de un conjunto de datos cuando los da-
tos son incompletos o tienen parámetros ocultos 
(Fink, 2007).
Selección de características Fuzzy-Rough 
Set (FRS) para la reducción del espacio de 
representación
Los conjuntos difusos rough (FRS) representan la 
incertidumbre del conocimiento haciendo uso de 
los conceptos de vaguedad e indiscernibilidad en 
conjuntos rough, lo cual puede utilizarse de mane-
ra efectiva para la reducción del ruido en la infor-
mación. Esta técnica brinda un medio que permite 
que los valores ruidosos de los datos reales o dis-
cretos (o una mezcla de ambos) puedan ser redu-
cidos eficazmente, aun cuando no se cuente con 
información suministrada por el usuario, y como 
tal pueden ser aplicados para la regresión así como 
la clasificación de bases de datos (Jensen & Shen, 
2008). Las ecuación (6) y la (7) expresan la aproxi-
mación inferior y superior, respectivamente, usan-
do una relación de similaridad difusa transitiva ϒ 
para aproximar una clase equivalente difusa X (Ra-
dzikowska & Kerre, 2002).
 ������� � ���� � ������� ��� ������ 
������� � ���� Υ ������� ��� ������ 
 
 (6)
 
������� � ���� � ������� ��� ������ 
������� � ���� Υ ������� ��� ������ 
 
 (7)
Donde Ψ es una implicación difusa, Υ una 
t-norma y Rxp es la relación de similaridad difusa 
inducida por el subconjunto de características P 
expresada por medio de la ecuación (8).
 ������ �� � Υ���������� ���  
 
 (8)
  es el grado en que los objetos x e y son 
similares para la característica a. La función de 
membrecía de un objeto   , perteneciente a la 
región positiva difusa, puede definirse mediante la 
ecuación (9) (MacParthalain & Jensen, 2009).
 ߤ௉ைௌುሺ॰ሻሺݔሻ ൌ ௑אॼȀ॰ ߤோು௑ሺݔሻ 
 
(9)
Donde  es un conjunto de características de 
decisiones y el grado de dependencia de  sobre 
P es definido por la ecuación (10).
 ������ �
∑
�
�����������
|�|  
 
 (10)
RESULTADOS
Con el fin de evaluar el sistema de detección de 
fallas en motores de inducción propuesto, se rea-
lizaron pruebas con señales de vibración del eje x 
y del eje y obteniendo una exactitud de 98,5% y 
97%, respectivamente. En la tabla 3 se presentan 
los resultados en términos de exactitud obtenien-
do el mejor desempeño 100% en la detección de 
un motor sano y el más bajo rendimiento, 96% en 
la detección de fallas en los rodamientos. De igual 
forma, en la tabla 4 se presentan los resultados ob-
tenidos del análisis estocástico con las señales de 
vibración en el eje y alcanzando el mejor desem-
peño en la detección de motores sanos 99% y en 
detección de falla en las barras, 99% y el más bajo 
desempeño 94% en fallas en los rodamientos.
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Tabla 3. Desempeño clasificador con señales en la 
dirección x.
Estados Acierto
Sano 100% ± 0,0
Falla en barras 99% ±  0,03
Falla en Rodamientos 96% ± 0,05
Promedio 98,33% 
Fuente: elaboración propia.
Tabla 4. Desempeño clasificador con señales en la 
dirección y.
Estados Acierto
Sano 99% ± 0,04
Falla en barras 99% ± 0,06 
Falla en rodamientos 94% ± 0,06
Promedio 97,33% 
Fuente: elaboración propia.
En la tabla 5 se presenta el desempeño del siste-
ma propuesto en términos de precisión usando las 
señales de vibración del eje x y del eje y en con-
junto, para la generación del espacio de represen-
tación, lo que permitió obtener un mayor número 
de características con alta capacidad discriminan-
te y una precisión de 99,33% correspondiente a 
1% más alto respecto a los resultados obtenidos 
con las señales en la dirección x y 2% superior res-
pecto a las señales en la dirección y.
Tabla 5. Desempeño clasificador con señales en la 
dirección x y y.
Estados Acierto
Sano 100% ± 0,0
Falla en barras 100% ± 0,0
Falla en Rodamientos 98% ± 0,02
Promedio 99,33% 
Fuente: elaboración propia.
Finalmente en la tabla 6 se compara el siste-
ma de detección de fallas propuesto con otros 
enfoques basados en HMM pero con diferentes ti-
pos de características, donde el más alto desempe-
ño es evidenciado.
Tabla 6. Comparación con otros estudios.
Enfoque Porcentaje de acierto
CHMM – TFP sequences  
(Geramifard, Xu, & Chen, 2012)
82,59% 
HMM-Temporal  
(Xinmin, Baoxiang, & Yong, 2007)
91,35%
EMD-FSR-HMM (este trabajo) 99,33%
Fuente: elaboración propia.
CONCLUSIONES
Se obtuvo un objetivo y exacto mecanismo de cla-
sificación de señales de vibración en motores de 
inducción para una detección confiable de fallas. 
La capacidad de representación de la técnica EMD 
aplicada a señales de vibración y un análisis esto-
cástico por medio de HMM ergódico de caracte-
rísticas derivadas de momentos estadísticos de la 
HHT presentan un alto comportamiento en la de-
tección de fallas en barras y rodamientos en mo-
tores de inducción. Sin embargo, EMD demanda 
un costo computacional muy elevado, lo cual lo 
hace complejo de implementar en un sistema de 
detección en tiempo real. Aunque este clasificador 
demostró una alta dependencia con el espacio de 
representación y los parámetros de inicialización 
del modelo, la combinación de diferentes IMF dis-
minuyó el ruido y, a pesar de que la información 
aportada por las señales de vibración en x y en 
y utilizadas en forma independiente permiten un 
adecuado desempeño del clasificador, el uso de 
ambas permitieron mejorar significativamente la 
exactitud del clasificador.
La reconstrucción de las señales de vibración 
denominadas constructos a partir de los IMF obte-
nidos al aplicar la EMD permitieron realzar signifi-
cativamente factores diferenciadores de las señales 
de vibración de motores con fallas. Sin embargo, 
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la selección de las IMF para formar el constructo 
fue experimental, lo que podría afectar negativa-
mente los resultados con señales de vibración de 
otros motores. Adicionalmente, EMD presenta el 
problema de entregar diferentes números de IMF 
entre señales, denominado problema de mezcla, 
lo cual afecta el resultado del constructo y, por 
ende, a las características.
TRABAJO FUTURO
Como trabajo futuro se propone un análisis de vi-
bración de las señales basado en la descomposi-
ción de vibraciones de Hilbert (HVD) con el fin 
de disminuir el costo computacional y mejorar la 
calidad de la representación. Además se propone 
un análisis de correlación entre las señales de los 
ejes x, y y z.
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