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We compute the circuit complexity of scalar curvature perturbations on FLRW cosmological back-
grounds with fixed equation of state w using the language of squeezed vacuum states. Backgrounds
that are accelerating and expanding, or decelerating and contracting, exhibit features consistent
with chaotic behavior, including linearly growing complexity. Remarkably, we uncover a bound on
the growth of complexity for both expanding and contracting backgrounds λ ≤ √2 |H|, similar
to other bounds proposed independently in the literature. The bound is saturated for expanding
backgrounds with an equation of state more negative than w = −5/3, and for contracting back-
grounds with an equation of state larger than w = 1. For expanding backgrounds that preserve the
null energy condition, de Sitter space has the largest rate of growth of complexity (identified as the
Lyapunov exponent), and we find a scrambling time that is similar to other estimates up to order
one factors.
I. INTRODUCTION
The relatively new concept called circuit complexity – conceptually defined as the minimum number of quantum gates
necessary to construct a desired target state from a given reference state – has found several interesting applications
in recent years. For example, it may play an important role in probing physics behind the horizon of an eternal anti-
de Sitter (AdS) black hole through the “complexity = volume” and “complexity = action” proposals [1–4]. Recent
studies have also explored different methods of calculating circuit complexity based on the position space wavefunction
or covariance matrix [5–11], using the geometric technique pioneered by Nielsen [12], and have extended the idea of
complexity to quantum field theory [5, 13–20]. More generally, complexity can serve as one of several diagnostics for
determining if a quantum system displays quantum chaos [21–23].
We are interested here in the application of circuit complexity to cosmology, in order to gain new insights about
cosmological evolution and structure formation from a quantum information theoretic perspective. In particular,
cosmological perturbations in Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) backgrounds can be described in the
language of two-mode squeezed states [24–27]. The squeezed state formalism allows the straightforward use of the
geometric techniques described above for computing the cosmological complexity of cosmological perturbations, first
described in [28]. The preliminary study [28] only studied two simple expanding cosmological backgrounds: de Sitter
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2(or cosmological constant-dominated), and radiation-dominated. For expanding de Sitter backgrounds, the cosmolog-
ical complexity is small at early times while the mode is within the horizon, but grows linearly with the logarithm
of the scale factor after the mode exits the horizon. Because the linear growth of complexity is a characteristic [22]
of quantum chaos, [28] proposed that cosmological perturbations in de Sitter space are (quantum) chaotic. From
this perspective the Lyapunov exponent, given by the slope of the growing complexity, is set by the de Sitter Hubble
constant, and the scrambling time is set by the horizon exit time of the mode of interest. The behavior of complexity
for expanding radiation solutions found in [28], however, is quite the opposite. While the mode is outside the horizon,
the complexity is decreasing linearly with the logarithm of the scale factor, and “freezes-in” once the mode re-enters
the horizon at late times. This suggests that cosmological perturbations in an expanding radiation background are
not chaotic, in contrast with the de Sitter case.
In this work, we aim to extend this analysis of the cosmological complexity of cosmological perturbations to a
broader set of backgrounds. In particular, we will analyze the behavior of the squeezing parameters and complex-
ity for backgrounds with arbitrary constant equation of state w, encompassing both accelerating and decelerating
backgrounds. We find that the squeezing and complexity for accelerating and decelerating (expanding) backgrounds
behave qualitatively similar to their de Sitter and radiation counterparts from [28]: accelerating solutions show signs
of quantum chaos, with complexity growing as modes exit the horizon, while the complexity for decelerating solu-
tions decays until the mode re-enters the horizon. Interestingly, we find that the slope of the growing complexity for
accelerating backgrounds increases with decreasing equation of state w until reaching a “threshold” value w = −5/3,
after which the slope is fixed. This implies a bound on the rate of change of complexity, which we calculate to be
dC/dt ≤ √2 H. This is an independent derivation of a similar bound on the growth rate of complexity [29], and
implies a fundamental limit on the Lyapunov exponent of a quantum chaos system. For backgrounds that satisfy
the null energy condition, de Sitter has the largest complexity growth, and therefore the largest Lyapunov exponent.
We also extract a scrambling time for cosmological perturbations, finding rough agreement with other results in the
literature [30, 31].
Further, we will extend our analysis to include contracting as well as expanding backgrounds, finding that the
squeezing and complexity for decelerating contracting backgrounds behave qualitatively similar to accelerating con-
tracting backgrounds. Contracting backgrounds will obey an identical bound on the growth rate of complexity,
saturating the bound for equations of state larger than w = 1.
In Section II we review some important details about the description of cosmological perturbations as two-mode
squeezed states, and find approximate analytic solutions for the squeezing parameters for expanding and contracting
backgrounds. We confirm these analytic solutions by qualitatively comparing them to numerical solutions to the
squeezing equations of motion for a variety of equations of state. In Section III we use the squeezing solutions
found in Section II to find approximate analytic solutions for the cosmological complexity, uncovering the bound on
complexity growth and the scrambling time. We conclude with some discussion, speculation, and potential future
work in Section IV.
II. SQUEEZED COSMOLOGICAL PERTURBATIONS
We begin our analysis by reviewing the description of cosmological perturbations [32] as two-mode squeezed states,
following [28] (see also [24–27]). We take as our background a spatially flat Friedmann-Lemaitre-Robertson-Walker
(FLRW) metric
ds2 = −dt2 + a(t)2d~x2 = a(η)2 (−dη2 + d~x2) , (1)
where we have introduced the conformal time η. For simplicity we will consider our matter content to consist of a
fundamental scalar field ϕ with a canonical kinetic term and potential1 V (ϕ). On the background (1) the scalar field
is homogeneous and time-dependent ϕ0(t); the scalar field potential and kinetic energy source the evolution of the
scalar field a(η).
On this background we will consider fluctuations of a scalar field ϕ(x) = ϕ0(t) + δϕ(t, x) with the metric
ds2 = a(η)2
[−(1 + 2ψ(x, η))dη2 + (1− 2ψ(x, η))d~x2] . (2)
1 It would be interesting to study the effect that more general matter content has on the behavior of squeezed states and complexity, as
in [25], though we leave these investigations to future work.
3In terms of the curvature perturbation R = ψ + Hϕ˙0 δϕ, where a dot denotes a derivative with respect to cosmic time
t, and the Hubble parameter H = a˙/a, the action takes the following simple form [32]
S =
1
2
∫
dt d3x a3
φ˙2
H2
[
R˙2 − 1
a2
(∂iR)2
]
. (3)
By using the Mukhanov variable v ≡ zR where z ≡ a√2, with  = −H˙/H2 = 1 − H′/H2, the action can be
transformed into the following form:
S =
1
2
∫
dη d3x
[
v′2 − (∂iv)2 +
(
z′
z
)2
v2 − 2z
′
z
v′v
]
, (4)
where the prime denotes a derivative with respect to conformal time and H = a′/a. The last term in (4) is usually
removed by an integration by parts, but we will retain this form for our analysis. This action represents perturbations
of a scalar field coupled to an external time-varying source2.
We define the usual creation and annihilation operators in terms of the Fourier modes of the perturbation
vˆ~k =
1√
2k
(
cˆ~k + cˆ
†
−~k
)
, vˆ′~k = −i
k
2
(
cˆ~k − cˆ†−~k
)
. (5)
The unitary evolution U~k of a state can be parameterized in the factorized form [24, 25]
Uˆ~k = Sˆ~k(rk, φk)Rˆ~k(θk) , (6)
where Rˆ~k is the two-mode rotation operator
Rˆ~k(θk) ≡ exp
[
−iθk(η)(cˆ~k cˆ†~k + cˆ
†
−~k cˆ−~k)
]
, (7)
written in terms of the rotation angle parameter θk(η) and Sˆ~k is the two-mode squeeze operator
Sˆ~k(rk, φk) ≡ exp
[
rk(η)
2
(
e−2iφk(η)cˆ~k cˆ−~k − e2iφk(η)cˆ†−~k cˆ
†
~k
)]
, (8)
written in terms of the squeezing parameter rk(η) and squeezing angle φk(η). For our case, the rotation operator and
rotation angle θk are not important, therefore, will be dropped in the subsequent analysis. Also, since the squeezing
equations of motion will only depend on the magnitude k of the wavenumber ~k, we have suppressed the vector notation
on the subscripts of these parameters.
The two-mode vacuum is annihilated by cˆ~k
cˆ~k|0〉~k,−~k = 0, ∀ ~k . (9)
The two-mode squeeze operator acting on this vacuum then results in a two-mode squeezed vacuum state
|Ψsq〉~k,−~k = Sˆ(rk, φk)~k|0〉~k =
1
cosh rk
∞∑
n=0
(−1)ne−2inφk tanhn rk |n~k;n−~k〉 , (10)
where the two-mode excited state is
|n~k;n−~k〉 =
∞∑
n=0
1
n!
(
cˆ†~k
)n (
cˆ†−~k
)n
|0〉~k,−~k . (11)
2 A virtually identical-looking expression can also be derived for tensor perturbations with the replacement z′/z → a′/a, and our results
will hold for these types of perturbations as well.
4The time evolution of the squeezing parameters rk(η), φk(η) is determined by the Schro¨dinger equation and leads to
the differential equations for rk(a) and φk(a) with the scale factor a as the independent variable
drk
da
= −1
a
cos(2φk) ; (12)
dφk
da
=
k
aH +
1
a
coth(2rk) sin(2φk) . (13)
Note that H(a) ≡ a′/a is implicitly defined in terms of the scale factor a. In the following subsections we will specify
the background a(η) for a fixed equation of state for expanding and contracting cosmologies, which will allow us to
solve the equations of motion (12)-(13) as a function of the scale factor.
A. Expanding Backgrounds
We will begin by considering expanding FLRW backgrounds (1) with a fixed equation of state p = wρ. The scale
factor as a function of conformal time depends on whether the background is accelerating or decelerating through the
convenient parameter β ≡ − 21+3w
a(η) =
(
η0
η
)β
=

(
η0
η
)β
, −∞ < η < 0, η0 < 0 for accelerating backgrounds β > 0 (w < −1/3)(
η
η0
)|β|
, 0 < η <∞, η0 > 0 for decelerating backgrounds β < 0 (w > −1/3) .
(14)
Note that the parameter β = −2/(1+3w) is positive for accelerating solutions and negative for decelerating solutions.
We will treat the marginal w = −1/3 case separately at the end of this subsection. The equations of motion (12)-(13)
can now be written entirely in terms of the scale factor by inverting (14), giving
drk
da
= −1
a
cos(2φk) ; (15)
dφk
da
=
k|η0|
|β|
1
a1+1/β
+
1
a
coth(2rk) sin(2φk) . (16)
The behavior of the solutions (15)-(16) depend crucially on whether the background is accelerating or decelerating,
so we will study these cases separately.
Beginning with accelerating backgrounds w < −1/3, we will see in our analysis below that the behavior of the
solutions depends qualitatively on the numerical value of β, which specifies the equation of state of the background.
An accelerating background equation of state that obeys the null energy condition −1 ≤ w < −1/3 has the range
1 ≤ β < ∞, where β = 1 corresponds to a de Sitter background w = −1. Equations of state that violate the null
energy condition w < −1 thus fall in the range 0 < β < 1.
At sufficiently early times a 1 perturbation modes start inside the horizon for all accelerating solutions. Solutions
to (15)-(16) start with small squeezing rk  1 and approximately constant squeezing angle
rk(a) ≈ β
2k|η0|a
1/β ; (17)
φk(a) ≈ −pi
4
+
1
4k|η0|a
1/β , (18)
up to subleading corrections of higher order in a. The mode exits the horizon when k ∼ H or equivalently when
k|η0| ∼ βa1/β , which is when the first term in the squeezing angle equation of motion (16) balances the coefficient of
the second term.
After the mode exits the horizon the squeezing angle asymptotically approaches −pi/2 as a 1 and the squeezing
parameter grows logarithmically with the scale factor and becomes large rk  1. The form of the solutions turns out
to depend on the value of β
rk(a) ≈ ln a ; (19)
φk(a) ≈ −pi
2
+
k|η0|
2β − 1
1
a1/β︸ ︷︷ ︸
Inhomogeneous
+
B
a2︸︷︷︸
Homogeneous
, (20)
5FIG. 1: (Left) The squeezing parameter rk for expanding accelerating solutions grows at late times as ln a in a universal way, so
that all equations of state have the same slope in the growth of the squeezing parameter. (Right) The squeezing angle, shown
as sin(2φk), for expanding accelerating solutions approaches φk → −pi/2 +O(1/an) at late times, for some power n determined
in (22), so that sin(2φk) approaches zero at late times. As discussed in the text, the power n depends on the equation of state
w, and determines the slope of the complexity growth, as discussed in Section III.
where B is an arbitrary constant dependent on initial conditions, and we have included both the homogeneous
(independent of k) and homogeneous (dependent on k) subleading solutions for the squeezing angle. For β > 1/2,
corresponding to w > −5/3, the inhomogeneous solution for the squeezing angle dominates for a 1. Alternatively,
for β < 1/2, corresponding to w < −5/3, the homogeneous solution dominates the subleading behavior of the
squeezing angle. For certain initial conditions these two terms can switch roles temporarily – see Appendix A. Oddly,
this transition between the behaviors does not occur at the boundary of null energy violation w = −1, corresponding
to β = 1. The transition at β = 1/2 can be traced to the factor of two in the sin(2φk) term of (20), corresponding
to the two-mode structure of the squeezed state, though its deeper physical origin is less clear. For β = 1/2, we
need to modify the solution (20) to include an additional factor of ln a since the powers of the homogeneous and
inhomogeneous solutions are the same. Putting all of these conditions together, we have the solutions
rk(a) =
{
ln(a) +O ( 1
a2/β
)
β ≥ 1/2
ln(a) +O ( 1a4 ) β < 1/2, , (21)
for the squeezing parameter and
φk(a) =

−pi2 + k|η0|2β−1 1a1/β β > 1/2 (w > −5/3)
−pi2 + Ba2 + k|η0|β ln aa2 β = 1/2 (w = −5/3)
−pi2 + Ba2 β < 1/2 (w < −5/3)
, (22)
for the squeezing angle.
We can see the general behavior of the early-time solutions (17)-(18) and late-time solutions (21)-(22) in the
numerical solutions to the equations of motion (15)-(16) in Figure 1, shown for different choices of the equation of
state w (equivalently different values of β). In particular we note that at early times the squeezing parameter rk(a)
is small, then grows as ∼ ln a after the mode exits the horizon, with the same slope for all equations of state, while
the squeezing angle φk after the mode exits the horizon asymptotically approaches −pi/2 in a way that depends on
the equation of state. This behavior is qualitatively similar to that of de Sitter solutions (w = −1) found in [25, 28].
Before we consider the decelerating solutions we point out that for an equation of state above the “threshold” value
w = −5/3 identified in (21)-(22) the subleading behavior of the squeezing angle φk(a) depends on the equation of
state through the power of the scale factor a1/β . As the equation of state decreases past w = −5/3 the subleading
behavior of the squeezing angle φk(a) changes according to (22), so that the power of the subleading behavior of φk(a)
no longer depends on the equation of state. As we will see in Section III, the subleading behavior of the squeezing
angle will determine the slope of the growth of complexity in the superhorizon limit. The slope of the growth of the
complexity, then, will depend on the equation of state until it reaches the threshold value w = −5/3, after which it
becomes independent of the equation of state.
Perturbations for decelerating solutions w > −1/3 (β < 0) begin outside the horizon for sufficiently early times
a 1. In general, the squeezing parameter grows when a mode is superhorizon, so the squeezing is growing at early
6FIG. 2: (Left) The squeezing parameter rk for expanding decelerating solutions grows at early times (when the mode is outside
the horizon) as ln a in a universal way, so that all equations of state have the same slope in the growth of the squeezing
parameter. The squeezing then “freezes in” when the mode crosses the horizon, which depends on the equation of state.
(Right) The squeezing angle, shown as sin(2φk), for expanding decelerating solutions is approximately φk → −pi/2 +O(an) at
early times, for some power n, so that sin(2φk) ≈ zero when the mode is superhorizon. Once the mode crosses the horizon φk
begins to grow, leading to oscillations in sin(2φk). As discussed in the text, the power n depends on the equation of state w,
and determines the slope of the complexity decay, as discussed in Section III.
times for decelerating solutions to (15)-(16)
rk(a) ≈ r0 + ln (a/a0) ; (23)
φk(a) ≈ −pi
2
+
k η0
|β|(|β|+ 2)a
1/|β| , (24)
where we introduced a fiducial scale factor a0 where the squeezing parameter takes the value rk(a0) = r0. Notice
that the squeezing solutions here again grow universally as ∼ ln a for all equations of state. On the other hand, the
subleading term in the solution for the squeezing angle depends on the equation of state through the coefficients and
power of the scale factor depending on |β|. Unlike for accelerating backgrounds, however, there is no “threshold”
value of the equation of state beyond which the qualitative nature of the solution for the squeezing angle changes.
Instead, the solutions (23)-(24) apply to all equations of state.
At late times, after the mode re-enters the horizon the squeezing “freezes-in” and the squeezing angle begins to
grow, so that solutions to (15)-(16) in this regime take the form
rk(a) ≈ r∗ ; (25)
φk(a) ≈ k η0 a1/|β| , (26)
for some fixed value of the squeezing r∗, determined by the value of the squeezing at horizon re-entry.
Together, this behavior for early and late times is qualitatively similar to the solution for squeezing in a radiation-
dominated expanding background discussed in [28]. In particular, in Figure 2 we see that the numerical solutions a
wide range of equations of state of interest follow the qualitative behavior described above: squeezing grows initially
as the mode begins outside of the horizon, then “freezes-in” after the mode re-enters the horizon. The squeezing angle
begins approximately constant for early times, then evolves after the mode re-enters the horizon.
Finally, let’s consider the marginal w = −1/3 case, which is neither accelerating nor decelerating. The scale factor
in conformal time takes the form
a(η) = a0 e
η/η0 , η0 > 0, −∞ < η <∞ . (27)
The conformal Hubble parameter then becomes constant H = 1/η0, so the equations of motion (12)-(13) become
drk
da
= −1
a
cos(2φk) ; (28)
dφk
da
=
k η0
a
+
1
a
coth(2rk) sin(2φk) . (29)
Unlike the accelerating and decelerating backgrounds, however, a co-moving mode for w = −1/3 stays fixed relative to
the horizon and does not exit or re-enter the horizon at early or late times. The nature of the solutions to (28)-(29) are
then controlled by the quantity k η0. For k η0  1, the mode is inside the horizon, and the squeezing remains small
7and the squeezing angle is approximately fixed. These solutions will not be interesting to us because we are interested
in solutions in which the squeezing is large and growing, which we will see correspond to growing complexity. For
k η0  1, the mode is outside the horizon, and the equations of motion (28)-(29) for the squeezing variables have the
solution for a 1
rk(a) ≈ ln a ; (30)
φk(a) ≈ −pi
2
+
1
2
k η0 +
B
a2
, (31)
where again B is a constant set by the initial conditions. As with previous superhorizon solutions, we see again that
the squeezing parameter grows while the squeezing angle asymptotically approaches a constant, for a  1. Note,
however, that the constant in this limit is shifted slightly from −pi/2 for w = −1/3 by an amount ∼ k η0  1, which
will have implications for the late-time behavior of the complexity.
B. Contracting Backgrounds
Now we will consider contracting cosmological backgrounds with fixed equation of state. The scale factor for a
contracting universe with fixed equation of state can be written as
a(η) =
(
η0
η
)β
=

(
η0
η
)β
, 0 < η <∞, η0 > 0 for accelerating backgrounds β > 0 (w < −1/3)(
η
η0
)|β|
, −∞ < η < 0, η0 < 0 for decelerating backgrounds β < 0 (w > −1/3) ,
(32)
where β = −2/(1 + 3w) as before. Again, we will treat the marginal w = −1/3 case separately. The equations of
motion (12)-(13) can now be written as
drk
dη
=
β
η
cos(2φk) ; (33)
dφk
dη
= k − β
η
coth(2rk) sin(2φk) , (34)
in terms of the conformal time η, or rewritten as
drk
da
= −1
a
cos(2φk) ; (35)
dφk
da
= −k |η0||β|
1
a1+1/β
+
1
a
coth(2rk) sin(2φk) , (36)
in terms of the scale factor a. Note that H < 0, which changes the sign of the first term on the right-hand side of
(36). Since we are in a contracting universe, the scale factor is large a  1 at early times and becomes small a  1
for late times. In order to avoid confusion, we will present solutions below in terms of both η and a, keeping in mind
that η always increases, while a is decreasing.
Since a contracting universe is a time-reversal of an expanding universe, we expect most of the same qualitative
features of the solutions from the previous section to be present in these solution as well. However, while in an
expanding accelerating background modes begin inside the horizon and exit the horizon as the universe evolves,
the opposite is true for a contracting universe. Thus, we expect the squeezing solutions for contracting accelerating
backgrounds to resemble those of the expanding decelerating backgrounds. In particular, early-time a 1 (η/η0  1)
solutions for accelerating backgrounds have large squeezing rk  1 and take the form
rk ≈ r0 − β ln
(
η
η0
)
= r0 − ln a ; (37)
φk ≈
(
k
1 + 2β
)
η =
(
k η0
1 + 2β
)
a−1/β . (38)
After the mode re-enters the horizon as the universe contracts the squeezing parameter “freezes-in”, as it did for the
expanding decelerating solutions
rk ≈ r∗ ; (39)
φk ≈ k η = k η0 a−1/β , (40)
8FIG. 3: (Left) The squeezing parameter rk for an accelerating contracting universe grows until the mode exits the horizon, after
which it “freezes in”. Note that since the universe is contracting, the scale factor evolves from large values to small values, thus
the flow of time is to the right. (Right) The squeezing parameter rk for a decelerating contracting universe is approximately
zero until the mode exits the horizon, after which the squeezing grows as ∼ ln a, universally for all equations of state w.
where r∗ is the value of the squeezing parameter at horizon crossing. The numerical solutions of (35)-(36) shown in
the left panel of Figure 3 for several accelerating equations of state w < −1/3 also illustrate this “freeze-in” behavior
for the squeezing parameter rk (note that the horizontal axis starts at large values of the scale factor on the left, as
is appropriate for a contracting universe).
For a contracting decelerating universe, a typical mode begins inside the horizon at early times a  1 (η → −∞)
and exits the horizon as the universe evolves. At early times, then, the solution for the squeezing variables will
resemble that of the expanding accelerating universe
rk ≈ |β|
2 k η
=
|β|
2 k η0
a−1/|β| ; (41)
φk ≈ pi
4
+
1
4 k η
=
pi
4
+
1
4 k η0
a−1/|β| , (42)
with small squeezing rk  1. Similarly, at late times a 1 the mode is outside of the horizon, and the squeezing is
large and growing rk  1. As with the expanding universe, the dominant subleading behavior of the squeezing angle
changes as the equation of state (equivalently the parameter β) crosses a “threshold” value. As a result, we have the
solutions
rk ≈ −|β| ln
(
η
η0
)
= − ln a ; (43)
φk ≈

k
1−2|β|η =
k |η0|
1−2|β|a
1/|β| β < −1/2 (−1/3 < w < 1)
B η + k η ln(η/η0) = B |η0| a1/|β| − k |η0||β| a1/|β| ln a β = −1/2 (w = 1)
B η2|β| = B a2 −1/2 < β < 0 (w > 1)
. (44)
Again, the numerical solutions of (35)-(36) shown in the right panel of Figure 3 for several decelerating equations of
state agree with these solutions for the squeezing parameter rk, particularly at late times where the squeezing grows
as ∼ (− ln a) as a decreases (again note that the horizontal axis has a decreasing scale factor as one moves to the
right since we have a contracting background).
Finally, we will consider the marginal w = −1/3 background for completeness. The scale factor in conformal time
takes the form
a(η) = a0 e
η/η0 = a0 e
−η/|η0|, η0 < 0, −∞ < η <∞ . (45)
Just like the expanding case, the conformal Hubble parameter then becomes constant H = −1/|η0|, therefore, the
equations of motion (12)-(13) become
drk
da
= −1
a
cos(2φk) ; (46)
dφk
da
= −k|η0|
a
+
1
a
coth(2rk) sin(2φk) , (47)
9and a co-moving mode for w = −1/3 stays fixed relative to the horizon and does not exit or re-enter the horizon at
early or late times. Once again, for k |η0|  1, the mode is inside the horizon, and the squeezing parameter is small
and the squeezing angle is fixed φk ≈ −pi/4. For k |η0|  1, the mode is outside the horizon, and the equations of
motion (46)-(47) for the squeezing variables have the solution at late times a 1
rk(a) ≈ − ln a ; (48)
φk(a) ≈ 1
2
k|η0|+B a2 , (49)
where again B is a constant set by the initial conditions. As the universe contracts the squeezing is large and growing,
and the squeezing angle approaches a small, non-zero constant.
III. COMPLEXITY FOR THE SQUEEZED STATE
In the previous section, we saw that it is natural to describe the evolution of scalar cosmological perturbations as a
two-mode squeezed vacuum state. Now we will investigate the complexity of the squeezed cosmological perturbations.
For our quantum circuit, a natural reference state is the two-mode vacuum state |0〉~k,−~k, while our target state will
be the squeezed two-mode vacuum state |Ψsq〉~k,−~k in (10). As in [5], we will express the reference and target states
as Gaussian wavefunctions. In that direction we first define a set of auxiliary “position” and “momentum” variables
qˆ~k ≡
1√
2k
(
cˆ†~k + cˆ~k
)
, pˆ~k ≡ i
√
k
2
(
cˆ†~k − cˆ~k
)
, (50)
which are conjugate variables [qˆ~k, pˆ~k′ ] = iδ
3(~k − ~k′). Notice that the main difference between the “position” qˆ~k and
the Fourier mode vˆ~k given in (5) is that the former is defined with respect to a raising operator of
~k instead of −~k.
The two-mode vacuum state’s wavefunction, defined by cˆ~k|0〉~k,−~k = 0, has the usual gaussian form
ψR(q~k, q−~k) = 〈q~k, q−~k|0〉~k,−~k =
(
k
pi
)1/4
e
− k2 (q2~k+q
2
−~k) . (51)
To calculate the wavefunction corresponding to the squeezed state (10) we note that the following combination
annihilates |Ψsq〉~k,−~k (
cosh rk cˆ~k + e
−2iφk sinh rk cˆ
†
−~k
)
|Ψsq〉~k,−~k = 0 . (52)
Using this we can calculate the “position-space” form of the wavefunction [27]
Ψsq(q~k, q−~k) = 〈q~k, q−~k|Ψsq〉~k =
e
A(q2~k+q
2
−~k)−Bq~kq−~k
cosh rk
√
pi
√
1− e−4iφk tanh2 rk
, (53)
where the coefficients A and B are functions of the squeezing parameter rk and squeezing angle φk
A =
k
2
(
e−4iφk tanh2 rk + 1
e−4iφk tanh2 rk − 1
)
, B = 2k
(
e−2iφk tanh rk
e−4iφk tanh2 rk − 1
)
. (54)
For computing complexity we will use the Nielsen’s geometric method [12] and follow the approach of [5], which we
will simply call the circuit complexity. For our quantum circuit we will use the vacuum as the reference state (51)
and two mode squeezed state as the target state (53). By using the “geodesic” weighting we obtain the following
expression for complexity C
C(k) = 1
2
√√√√(ln ∣∣∣∣Ω~kω~k
∣∣∣∣)2 +
(
ln
∣∣∣∣∣Ω−~kω−~k
∣∣∣∣∣
)2
+
(
tan−1
Im Ω~k
Re Ω~k
)2
+
(
tan−1
Im Ω−~k
Re Ω−~k
)2
, (55)
where Ω~k = −2A + B, Ω−~k = −2A − B, and ω~k = ω−~k = k/2. The inverse tangent term in the above expression is
necessary when the frequency is complex, see [33], although we will find that it doesn’t play an important role in the
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FIG. 4: The complexity for accelerating expanding solutions grows linearly with ln a at late times. The slope grows with
decreasing equation of state until w = −5/3, after which the slope saturates, so that the growth of complexity is bounded by
dC/dt ≤ √2H.
qualitative behavior of the complexity. Using (54) in (55) we can obtain relatively simple closed-form expressions for
complexity for the general two-mode squeezed vacuum state relative to the un-squeezed vacuum [28]
C = 1√
2
√∣∣∣∣ln ∣∣∣∣1 + e−2iφk tanh rk1− e−2iφk tanh rk
∣∣∣∣∣∣∣∣2 + ∣∣tan−1 (2 sin 2φk sinh rk cosh rk)∣∣2 . (56)
Different choices of the weighting function lead to similar looking expressions as (56) with slightly different numerical
factors. For example, when a linear weighting function is used the terms in (56) are not added in quadrature, but are
simply added together, with a coefficient a factor of
√
2 larger [28]. Since several different weighting factors agree on
the general form of the complexity, but not on the numerical factor out front, we will regard the overall multiplicative
factor of the complexity (56) as uncertain.
In the rest of this section we will analyze the behavior of the complexity (56) as a function of the scale factor by
inserting the solutions for the squeezing parameters rk(a), φk(a) found in Section II for expanding and contracting
backgrounds.
A. Complexity for Expanding FLRW Backgrounds
We start by analyzing (56) for expanding backgrounds. As noted in Section II, the qualitative nature of the solutions
for the squeezing parameters depends on whether the FLRW background is accelerating or not.
For accelerating FLRW backgrounds, at early times a  1 the squeezing parameter is small rk  1 and the
squeezing angle is approximately constant φk ≈ −pi/4, as found in (17)-(18). In this limit the complexity (56)
vanishes C → 0 for all accelerating equations of state.
At late times a  1, the squeezing parameter is now large and growing, and the squeezing angle has changed so
that φk ≈ −pi/2. In this limit, the first term in (56) dominates over the second, so the complexity is approximately
C ≈ 1√
2
∣∣∣∣ln ∣∣∣∣1 + e−2iφk tanh rk1− e−2iφk tanh rk
∣∣∣∣∣∣∣∣ . (57)
Since rk  1, tanh rk ≈ 1 in (57). The dependence of (57) on the scale factor then primarily comes from the subleading
behavior of the squeezing angle. Inserting the solutions (21)-(22) into (57), and recalling that β = −2/(1 + 3w), we
find that the complexity grows as ∼ ln a at late times for all accelerating backgrounds
C ≈

− 1+3w
2
√
2
ln(a) + const. −5/3 < w < −1/3√
2 ln(a)−√2 ln(ln(a)) w = −5/3√
2 ln(a) + const. w < −5/3
, (58)
11
where the double-log for w = −5/3 arises from the ln a in subleading behavior of the squeezing angle (22). Note that
the extremely late time limit of the threshold w = −5/3 solution approaches ∼ √2 ln(a). However, for even fairly
large values of the scale factor a ∼ 1010 the double-log term is still approximately ∼ 10% the leading-order term, and
contributes less than 1% only for extremely large values of the scale factor a > 10200.
Putting the early and late time behaviors together, then, we expect that for accelerating FLRW backgrounds the
complexity for a cosmological perturbation will be approximately zero until the mode exits the horizon. After the
mode exits the horizon the complexity grows linearly with ln a (equivalently the number of e-folds), with a slope given
by (58). As discussed in [28], the complexity for this mode will continue to grow indefinitely until the cosmological
background itself changes and becomes non-accelerating. Unlike other studies of complexity, then, we find that the
complexity does not reach a maximum value in a finite amount of time, but instead grows without bound. This
appears to be the case for our system because the expanding background acts as a classical time-dependent source
coupled to the cosmological perturbations, so that we don’t have a closed system. Figure 4 shows numerical solutions
of the complexity (56) for accelerating FLRW backgrounds with fixed equation of state, where we see clearly the
general qualitative behavior for the complexity described above. In [22], it was argued that this behavior for the
complexity – a period of approximately constant complexity followed by linear growth – is a characteristic of quantum
chaos. Similar behavior for the complexity in an expanding de Sitter background was found already in [28], where
it was argued that cosmological perturbations in a de Sitter background are chaotic. Here we extend this argument:
based on the behavior of the complexity, cosmological perturbations in all expanding, accelerating backgrounds display
characteristic signs of quantum chaos.
Quantum chaos is often described by two parameters, the scrambling time and the Lyapunov exponent. Viewed
through this lens, the duration of the approximately constant part of complexity corresponds to the scrambling time
scale, while the slope of the linear portion behaves as a Lyapunov exponent.
For our cosmological perturbations, the complexity is constant (and approximately zero) until the modes exit the
horizon; the horizon exit time thus sets the scale for the scrambling time. Horizon exit occurs when k ∼ H, which
corresponds to k |η0| ∼ β a1/β . The number of e-folds up to scrambling for a particular k-mode then becomes
Nscrambe ∼ β ln(k|η0|/β). The number of e-folds required for scrambling is maximized (for fixed k |η0|) at β =
ln(k|η0|) − 1. It would be interesting to study this further to see if there are physical consequences to such a “slow
scrambler.” For de Sitter space w = −1, we have |η0| = H−1dS , where HdS is the de Sitter Hubble constant. Taking
the mode to have a Planck scale wavelength, the number of e-folds up to “maximum scrambling” (scrambling of all
modes up to the Planck scale) are then bounded by
Nscrambe ≤ ln
(
Mpl
HdS
)
. (59)
Interestingly, this is of the same order (up to a factor of two) as the scrambling time for de Sitter space proposed in
[30], which was also found in a study of the out-of-time-order correlator for de Sitter space in [31]. It is also identical
to the timescale of the recently proposed Trans-Planckian Censorship Conjecture (see [34, 35], among others), since
it is simply the timescale for a Planck-scale wavelength to exit the horizon. Translating the scrambling condition into
cosmic time, the scrambling time is approximately
tscramb ∼
t0
[
k t0 |1+3w|
2
]−3(1+w)/(1+3w)
w 6= −1
H−1dS ln
(
k
HdS
)
w = −1
, (60)
where t0 is the typical age of the universe for equation of state w. Again, we see that for de Sitter space our proposed
scrambling time (60) is of the same order (up to a factor of two) as the scrambling times proposed in [30, 31]. More
generally, for w → −1/3, the scrambling time (60) vanishes tscramb → 0. Alternatively, for large negative equation of
state w → −∞ the scrambling time (60) goes to zero as |w|−3. The maximum scrambling time is therefore somewhere
in between, and is set by k |η0|.
Interestingly, the slope of the growth of complexity with ln a changes at the “threshold” value of the equation of
state w = −5/3. The importance of this is perhaps better seen by constructing the slope λ of the growth of the
complexity with respect to cosmic time, which using (58) becomes
dC
dt
≡ λ ≈

− 1+3w
2
√
2
H, −5/3 < w < −1/3√
2 H
(
1− 1ln(a)
)
w = −5/3√
2H, w < −5/3.
, (61)
where H = a˙/a is the Hubble parameter defined with respect to cosmic time. For equations of state less negative
than w = −5/3 (including de Sitter space w = −1), the slope of the complexity depends on the value of the equation
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FIG. 5: The slope of complexity growth λ = dC/dt, evaluated in terms of the Hubble parameter H = da/dt, for an expanding
(left) and contracting (right) FRLW background with equation of state w.
of state, vanishing as we approach w → −1/3, and increasing as the equation of state becomes more negative. For
equations of state more negative than w = −5/3, the slope saturates to a fixed value λ ∼ √2 H independent of the
equation of state. The behavior of the slope λ for expanding backgrounds is shown in the left panel of Figure 5. The
open dot for w = −5/3 in Figure 5 reflects the slow convergence of the slope (61) for this threshold equation of state
due to the double-log behavior found in (58). Notice that for backgrounds that obey the null energy condition, de
Sitter has the largest slope and therefore the largest Lyapunov exponent λ/H = 1/
√
2, so de Sitter space appears to
be maximally chaotic (in the sense of having the largest Lyapunov exponent) among null energy condition satisfying
backgrounds. A similar result for the Lyapunov exponent for de Sitter space in (2 + 1)-dimensions was found in the
context of the out-of-time-order correlator [31]. Though it is unclear at the moment the relationship between the two
very different approaches, it is intriguing that both give rise to very similar descriptions of quantum chaos in de Sitter
space.
The behavior of the slope of the complexity (61) implies that the slope is bounded
dC
dt
≡ λ ≤
√
2 H . (62)
The saturation of the slope of complexity growth is in agreement with general expectations [29] of the behavior of
the growth of complexity. In particular, [29] conjectured that the growth of complexity is bounded from above by the
temperature
λ ≤ 2piT ∼ H , (63)
where we used the temperature of an expanding background T ∼ H/2pi [36]. Up to an O(1) factor, we find an
independent determination of this bound: the slope of the growth of complexity saturates at w = −5/3 to a value
λ ∼ O(1)H. Interestingly, this O(1) factor becomes precisely one, in exact agreement with (63), if we don’t “double-
count” the +~k and −~k modes in (55), or alternatively use a linear weighting functional instead of the geodesic weighting
we have chosen here. Since the precise weighting function and formulation of complexity for quantum field theories is
still in development, we will just note this minor difference in passing. Regardless of the precise numerical factor, it is
fascinating that our analysis independently derives the existence of the bound (62) on the slope of complexity growth.
It is puzzling why this saturation occurs at the equation of state w = −5/3. It would be interesting to study this
cosmological background further, despite it violating the null energy condition, to see if it has any other cosmological
significance.
Let us now consider the behavior of complexity (56) for decelerating backgrounds w > −1/3. Recall that in
contrast to accelerating backgrounds, modes begin outside the horizon for arbitrarily early times in decelerating
backgrounds, and re-enter the horizon at late times. At early times, then, the squeezing parameter is large rk  1
and growing, as found in (23). For accelerating backgrounds the squeezing angle asymptotically approaches a constant
in the superhorizon limit. In contrast, for decelerating backgrounds the squeezing drifts away from a constant as the
universe expands, as found in (24)
φk(a) ≈ −pi
2
+
k η0
|β|(|β|+ 2) a
1/|β| . (64)
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The combination of large squeezing and φk ≈ −pi/2 again implies that the complexity is large, so that the first term
in (56) is larger than the second, and we have, again
C ≈ 1√
2
∣∣∣∣ln ∣∣∣∣1 + e−2iφk tanh rk1− e−2iφk tanh rk
∣∣∣∣∣∣∣∣ . (65)
Inserting (64) into (65), and using the limit rk  1, the complexity in the early-time, superhorizon limit behaves as
C ≈ −1 + 3w
2
√
2
ln (a/a∗) , (66)
where a∗ ≡ (|β|(2 + |β|)/k η0)1/|β| is a constant, which approximately sets the time of horizon re-entry (notice that
when a ≈ a∗ we have C ≈ 0). The coefficient of (66) is negative for decelerating solutions w > −1/3, so this implies
that the complexity decreases as the universe expands as ∼ − ln a, in contrast to accelerating backgrounds. In
particular, we can write the slope λ
dC
dt
≡ λ ≈ −1 + 3w
2
√
2
H . (67)
Notice that the slope of the decreasing complexity is unbounded from below as the equation of state increases,
unlike accelerating backgrounds where the slope of the complexity saturated after the equation of state reached a
threshold value. The slope of the decreasing complexity can be made arbitrarily negative for w  1, so that there is
no corresponding bound of the form (63) from below.
After the mode re-enters the horizon, our analysis from Section II found that the squeezing parameter “freezes-in” at
some large value r∗  1, while the squeezing angle grows with time as φk ∼ a1/|β|. Correspondingly, the complexity
(65) will oscillate about a fixed “freeze-in” value, but will not grow or decay. Figure 6 shows the complexity for
numerical solutions to the squeezing equations of motion (15)-(16) for several equations of state corresponding to
decelerating backgrounds, illustrating the decreasing complexity and “freeze-in” features discussed above, as well as
the dependence of the slope on the equation of state. The panel on the left of Figure 5 shows how the negative
slope for decelerating backgrounds matches up smoothly to the behavior of λ for accelerating backgrounds, and is
unbounded below.
Finally, let us briefly comment on the marginal case of w = −1/3. As found in the discussion around (30)-(31), the
behavior of these modes depends on whether the mode is inside kη0  1 or outside kη0  1 the horizon. For modes
inside the horizon, the squeezing is small and the squeezing angle is approximately fixed. From (56) the complexity is
also correspondingly small and approximate constant, up to small oscillations. For modes outside the the horizon we
have the solutions (30)-(31). Recall that the squeezing angle is shifted slightly φk ≈ −pi2 + 12k η0 in the late-time limit
a  1. Because of this slight shift, at late times the complexity approaches a constant C ∼ ln (|k η0|−1) /√2  1.
Correspondingly, the slope at late times vanishes λ ≈ 0, which agrees with the w → −1/3 limit of (61) and (67).
B. Complexity for Contracting Solutions
As with expanding solutions, the qualitative nature of the behavior of the complexity (56) will depend on whether
the contracting universe background is accelerating w < −1/3 or deceleration w > −1/3. Let us begin as before with
the accelerating contracting backgrounds. Recall that early times for a contracting background will correspond to
large scale factor a 1, while at late times the scale factor will be small a 1. At early times, a cosmological mode
in an accelerating contracting background begins outside the horizon, with large and growing squeezing parameter
rk  1 (37). The squeezing angle grows slowly on large scales as φk ≈ kη0/(2β + 1)a−1/β , from (38). Using the
approximation (57)
C ≈ 1√
2
∣∣∣∣ln ∣∣∣∣1 + e−2iφk tanh rk1− e2iφk tanh rk
∣∣∣∣∣∣∣∣ (68)
for the complexity again, the complexity for early-time (superhorizon) accelerating contracting backgrounds is
C ≈ 1√
2
ln
η0
η
= −1 + 3w
2
√
2
ln(a/a∗) , (69)
where a∗ = (k η0/(2β + 1))1/β is again a constant that arises as roughly setting the scale for horizon re-entry. Since
the scale factor is decreasing with time, the complexity is actually decreasing with time. As in the expanding case,
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FIG. 6: The complexity for decelerating expanding solutions decays linearly with ln a at early times. The slope of the decay
depends on the equation of state and is unbounded below, as discussed in Section III.
FIG. 7: The complexity for a accelerating contracting universe (w < −1/3) decays with a slope that depends on the equation
of state, and is unbounded below, as discussed in Section III; when the mode exits the horizon the complexity “freezes in”,
and oscillates about the freeze-in value. Note that since the universe is contracting, the scale factor evolves from large values
to small values, thus the flow of time is to the right.
we define the slope λ of the complexity
dC
dt
≡ λ ≈ 1 + 3w
2
√
2
|H| < 0 , (70)
where we have again written H ≡ a˙/a, and used absolute value bars since H < 0 for a contracting universe. Thus the
slope is negative for accelerating backgrounds w < −1/3, similar to the decelerating expanding backgrounds from the
previous subsection. Notice again that when the complexity is decreasing the slope is unbounded from below, and
becomes arbitrarily negative as the equation of state becomes arbitrarily negative. We don’t expect an arbitrarily
negative equation of state to describe our universe, however, so it is not clear what the physical consequences of this
limit are.
As the modes re-enter the horizon, the squeezing parameter “freezes-in” rk ≈ r∗ and the squeezing angle begins
to run, as found in (39)-(40). From (56), the complexity also “freezes-in” and the running squeezing angle causes it
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FIG. 8: The complexity for a decelerating contracting universe (w > −1/3) grows with a slope that depends on the equation
of state until w = 1, after which the slope saturates, as discussed in Section III. Note that since the universe is contracting, the
scale factor evolves from large values to small values, thus the flow of time is to the right.
to oscillate about the freeze-in value, as seen in the numerical solutions shown in Figure 7 for several accelerating
equations of state.
In contrast to the expanding case, it turns out it is the decelerating w > −1/3 contracting backgrounds that will give
rise to a growing complexity. At early times the squeezing is small rk  1 and the squeezing angle is approximately
fixed φk ≈ pi4 . Correspondingly, the complexity (56) is also small C  1 while the modes are inside the horizon.
However, at late times a 1 as the modes exit the horizon the squeezing parameter begins to grow and the squeezing
angle will asymptotically approach zero as found in (43)-(44), so that the complexity (56) also begins to grow. While
the growth of the squeezing parameter (43) is universal, the behavior of the squeezing angle again depends on the
equation of state (44). Inserting (43)-(44) into (57), the dependence of the complexity on the scale factor grows as
∼ ln(1/a) at late times
C ≈

1+3w
2
√
2
ln (1/a) + const. −1/3 < w < 1
1+3w
2
√
2
ln (1/a) + 1√
2
ln (ln(1/a)) w = 1√
2 ln(1/a) + const. w > 1
, (71)
where we wrote the argument of the log as (1/a) to emphasize that as the scale factor a decreases (as the universe
contracts) the complexity increases. As with the accelerating expanding backgrounds, the rate of growth of complexity
in the late-time limit a 1 depends on the equation of state. Putting the early- and late-time behaviors together, we
see that the complexity for decelerating contracting backgrounds mirrors that of accelerating expanding backgrounds.
At early times, when the mode is inside the horizon the complexity is small; after the mode exits the horizon the
complexity grows linearly with ln(1/a) (as a → 0), as in (71). Figure 8 shows numerical solutions of the squeezing
equations of motion (35)-(36) inserted into the complexity (56), and demonstrates the growth of complexity as
modes exit the horizon, and the dependence of the slope of complexity on the equation of state. As mentioned
earlier for expanding solutions, this behavior for the complexity is a characteristic of quantum chaos, suggesting that
decelerating contracting solutions display some of the essential features of quantum chaos, including a scrambling
time and Lyapunov exponent.
While the complexity itself does not saturate, the slope of the growth of complexity – identified as the Lyapunov
exponent in the language of quantum chaos – does saturate as the equation of state reaches a “threshold” value. In
particular, the slope of the growth of the complexity with respect to cosmic time is
dC
dt
≡ λ ≈

1+3w
2
√
2
|H| −1/3 < w < 1
1+3w
2
√
2
|H|+ |H|√
2 ln(a)
w = 1√
2 |H| w > 1
. (72)
Again we see that the slope of the growing complexity saturates, so that we independently find a bound on the
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growth of complexity of the form
λ =
dC
dt
≤
√
2 |H| . (73)
Again, the similarity with the bound [29] (up to an O(1) factor, as discussed earlier) is remarkable. Interestingly, the
“threshold” value of the equation of state for decelerating contracting backgrounds occurs for “stiff” matter w = 1,
with “ultra-stiff” matter w  1 saturating the bound (73). This brings to mind the w  1 contracting phase of the
Ekpyrotic universe [37] (see also the review [38] for more references). Unlike the expanding de Sitter background, then,
the w  1 contracting background maximizes the growth in complexity (72), thus also maximizing the corresponding
Lyapunov exponent in the language of quantum chaos. It would be interesting to study if this difference in the growth
rates of complexity between expanding de Sitter and contracting ultra-stiff matter backgrounds has any broader
implications for the overall generation of complexity for the inflationary and Ekpyrotic scenarios. We leave these
interesting questions for future work.
Finally we will briefly note that the marginal equation of state w = −1/3 for a contracting universe will behave
similarly to the expanding case. If the mode is initially inside the horizon it will remain inside the horizon, with
correspondingly small complexity. Alternatively, if the mode is outside the horizon it will remain outside the horizon;
while the squeezing will grow, the complexity will remain constant because the squeezing angle also becomes constant
at late times.
IV. DISCUSSION
In this paper we have used the language of squeezed states to compute the circuit complexity of scalar cosmological
perturbations, as outlined in [28], for expanding and contracting FLRW backgrounds with fixed equation of state
w. We found in Section II that the behavior of the squeezing parameters follows the general behavior discussed in
[28]: when a mode is inside the horizon the squeezing is fixed, up to small oscillations, while the squeezing grows for
modes outside the horizon. We then used this behavior of the squeezing parameters to compute the corresponding
cosmological circuit complexity. The behavior of the complexity depends on whether the cosmological background is
expanding or contracting, and whether that background is accelerating w < −1/3 or decelerating w > −1/3.
The cosmological complexity grows linearly with log a when modes are outside the horizon for accelerating expanding
backgrounds and decelerating contracting backgrounds. In our model we do not see a saturation in the complexity
itself, though this may be due to the expanding background acting as a classical coupling to the effective frequency of
the cosmological perturbation. The linear growth of complexity is a characteristic of a chaotic system, so we propose
that cosmological perturbations are chaotic for these corresponding backgrounds. We independently uncovered a
bound on the growth rate of complexity dC/dt ≤ √2 |H|, which we identify as the Lyapunov exponent in the language
of quantum chaos, and is similar up to O(1) factors to other bounds on the growth of complexity proposed in the
literature [29]. This bound is saturated for equations of state w < −5/3 for expanding backgrounds and w > 1 for
contracting backgrounds. It is unclear what the independent physical significance of these “threshold” equations of
state is, and it would be interesting to study this further. Expanding de Sitter space is “maximally chaotic” among
backgrounds that satisfy the null energy condition, in the sense that it has the largest Lyapunov exponent. Continuing
in the language of quantum chaos, we identify the scrambling time as the time that a mode exits the horizon. For de
Sitter space, we argue that the maximum scrambling time is tscramb ∼ H−1dS ln(Mpl/HdS) for small wavelength modes,
or correspondingly the maximum number of e-folds up to scrambling is Nscrambe ∼ ln(Mpl/HdS). These estimates are
in line with other estimates of the scrambling time for de Sitter space [30, 31].
For decelerating expanding backgrounds, or accelerating contracting backgrounds, the complexity decays linearly
with log a when the mode is outside the horizon, until eventually “freezing-in” to a fixed value up to oscillations when
the mode re-enters the horizon. The slope of the decaying complexity is unbounded from below, so arbitrarily large
equations of state (|w|  1 with w > 0 for decelerating expanding backgrounds or w < 0 for accelerating contracting
backgrounds) give rise to arbitrarily steep slopes, though it is unclear how physical these backgrounds with extremely
large equations of state are.
A number of interesting questions remain. In this and other recent work [28], we studied cosmological perturbations
with sound speed equal to one, corresponding to either perturbations of a canonical scalar field or gravitational wave
perturbations. It would be interesting to study further perturbations with an equation of state that differs from
one, such as scalar fields with non-canonical kinetic terms as well as hydrodynamic fluids, such as radiation with
c2s = 1/3. We would like to understand better the implications of our observation that for modes outside the horizon
the complexity grows for accelerating expanding backgrounds, but decays for decelerating expanding backgrounds
(with similar statements for contracting backgrounds). This behavior for the complexity could be signaling some
amount of entanglement of the perturbations with the degrees of freedom on the horizon. In particular, an increasing
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complexity could be signaling increasing entanglement of the mode with the horizon as the mode stretches outside
the horizon, while a decreasing complexity signals dis-entanglement as the mode re-enters the horizon. It would be
interesting to study this reasoning further. Finally, we note that in our model the complexity itself is unbounded, and
can continue to grow indefinitely for accelerating expanding backgrounds. Perhaps there are other physical limits in
our system that bound the complexity and prevent it from becoming arbitrarily large, in line with other expectations
on the behavior of complexity. These and other interesting questions we leave to future work.
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Appendix A: Intermediate Behavior of Complexity
In the investigation of the solutions to the squeezing equations of motion (15)-(16) for accelerating expanding
backgrounds β > 0 in Section II, we found that the subleading behavior of the squeezing angle φk on superhorizon
scales and late times a 1 contained a combination of homogeneous and inhomogeneous solutions
φk ≈ −pi
2
+
k |η0|
2β − 1
1
a1/β︸ ︷︷ ︸
Inhomogeneous
+
B
a2︸︷︷︸
Homogeneous
, β > 1/2 , (A1)
where B is a constant set by the initial conditions. As argued there, for β > 1/2 the inhomogeneous term dominates
at late times a 1, while for β < 1/2 the homogeneous term dominates (β = 1/2 is a special case, and is considered
in more detail in the discussion above (21)). The dominant subleading behavior of the squeezing angle is important
because it determines the late-time slope of the growing complexity, as we saw in Section III. The transition to the
homogeneous term as β < 1/2 leads to the saturation of the slope of complexity dC/dt ≤ √2 H.
However, for β > 1/2 occasionally the combination of the initial conditions set by B, and the coefficient on the
inhomogeneous term, in (A1) can be such that the homogeneous term temporarily dominates over the inhomogeneous
term in an intermediate regime. This intermediate regime occurs after the mode has exited the horizon, but at still
relatively early times. The subleading behavior of the squeezing angle thus behaves as φk = −pi/2 + B/a2 even for
β > 1/2, in this intermediate regime. After a sufficiently long amount of time, however, the inhomogeneous term in
(A1) begins to dominate again, with the transition between the two behaviors occuring at
k |η0|
2β − 1
1
a1/β
∼ B
a2
. (A2)
After this transition, the squeezing angle is again dominated by the inhomogeneous term at late times for β > 1/2.
This transition in behavior for the squeezing angle leads to a corresponding change in the slope of the growing
complexity. At early times, when the mode is within the horizon, the complexity is still small. When the mode is in
the intermediate regime identified above, however, the slope is now set by the homogeneous term
C ≈
√
2 ln(a) , (A3)
which saturates the general limit (62). After the transition, however, the slope changes to the (smaller) inhomogeneous
value at late times
C ≈ −1 + 3w
2
√
2
ln(a) , (A4)
(recall that −1/3 < w < −5/3 for β > 1/2, so the coefficient above is positive). This leads to a “break” in the slope
of the complexity, as shown in Figure 9, which we recognize as simply a transition between the inhomogeneous and
homogeneous solutions for the squeezing angle (A1). Despite this minor caveat, the late-time slopes identified in (61)
are correct since they are taken sufficiently late that only the asymptotic behavior a  1 is important. A similar
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FIG. 9: For certain initial conditions the subleading behavior of the squeezing angle can temporarily be dominated by the
homogeneous term in (A1) for equations of state −1/3 < w < −5/3 in an intermediate regime of the scale factor. The
corresponding complexity temporarily saturates the bound (62) on the growth of complexity before transitioning to a smaller
slope given by (61). This effect is shown here for three sample equations of state, w = −0.5, w = −1, and w = −1.5.
effect also occurs for the squeezing angle on decelerating contracting backgrounds, but it is identical in nature so we
will not consider it in detail further.
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