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Abstract
Flood defences are becoming increasingly vital for protecting key coastal infrastructure from
rising sea levels and storm surge waves. Waves attenuate rapidly as they propagate through
porous media, corresponding to significant energy dissipation. The ability of porous armour
layers to absorb wave energy is therefore of great interest to hydraulic engineers, as more and
more natural and artificial porous structures are constructed to defend vulnerable coastlines or
existing flood defences from wave attack.
Design parameters for permeable flood defences include the grain size of the sediment
particles that form the barrier and the width of the barrier. Previous studies have demonstrated
that the runup height, which determines the risk of overtopping, is primarily dependent on
the still water depth, wave amplitude and ground slope. This thesis investigates the effect of
manipulating the mean grain size of a permeable barrier on the runup response to a dam-break
flood wave and a solitary wave using the Material Point Method (MPM). Traditional methods
for ascertaining the stability of protective barriers have used small-scale physical models,
however, these are expensive and have been shown to suffer from scaling problems. Numerical
methods are therefore gaining popularity in flood risk management applications.
MPM is capable of handling large deformation problems within a Lagrangian framework,
allowing for simple application of boundary conditions. MPM has been widely used to
solve solid mechanics problems with history-dependent variables, but the application of this
method to fluid mechanics has been rare. In MPM, the background mesh is only used to
solve the governing equations. The material properties are stored at the material points so
that issues arising from mesh distortions such as those exhibited in the classical finite element
method (FEM) are easily avoided when coping with large deformations. Although it stores
no permanent information, the background mesh allows for simple application of boundary
conditions. Boundary conditions can be applied directly at the nodes, unlike in meshfree
methods such as SPH where boundary conditions must be applied to a series of "boundary
particles", which much first be identified. In single-point MPM, both the liquid and solid
velocity fields are tracked by a single material point. The double-point MPM introduces two
sets of material points representing the solid phase and liquid phase separately, so that it is
capable of capturing the relative acceleration between the water and the soil skeleton. It is
xtherefore capable of accurately modelling situations where the fluid moves significantly with
respect to the soil, such as in wave run-up on structures.
The goal of this research is to determine the effectiveness of sloped and vertical permeable
barriers on preventing flooding resulting from storm surges and tsunami waves, and to ascertain
the most effective permeability for reducing wave impact, to provide design guidance for
coastal flood barriers. To this end, MPM is used to examine the influence of two key design
parameters for porous, permeable flood defences, including the grain size of the composition
particles and the width of the barrier. The term porosity is used to describe the dimensionless
ratio of the volume of voids to solid material in the structure, and the term permeability is used
to describe how resistant the porous structure is to flow, related to the mean grain size forming
the material, in accordance with the Ergun equation used to determine the body force between
the solid and liquid phases. This equation is presented in Chapter 3. A larger mean grain size
results in larger voids in the material, so that there is less resistance to flow and the permeability
increases. The multiphase version of the MPM package Anura3D (www.anura3d.com) has been
adopted in this study. It is shown that increasing the grain size, and therefore the permeability,
of the porous dam effectively reduces the overall runup height. The grain size, rather than the
wall width, is shown to be the dominant parameter affecting the runup.
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Chapter 1
Introduction
Free surface flow problems have long been an area of significant interest in hydrodynamics due
to their importance within both the natural and built environment. However, many of these flow
problems involve complex dynamics and large surface deformations; this poses a considerable
challenge when it comes to the analysis and prediction of such currents. Interactions between
these free surface flows and permeable media are of particular interest to engineers who design
coastal flood defences and offshore structures.
Flood defences that protect key structures from invading free surface flows are becoming
increasingly vital infrastructure due to population growth and climate change, particularly in
response to continually rising global sea levels. As sea levels rise and severe storm events occur
more frequently, existing flood defences will no longer provide adequate protection. Waves
attenuate rapidly as they propagate through permeable media, corresponding to significant
energy dissipation. Natural and artificial porous and permeable structures, such as dunes,
vegetation, rubble mound breakwaters and armour layers are therefore used as dykes and dams
to protect vulnerable infrastructure, or function in conjunction with existing flood defences to
defend against wave attack. In this thesis, the term porosity is used to describe the dimensionless
ratio of the volume of voids to solid material in the structure, and the term permeability is
used to describe how resistant the porous structure is to flow, related to the mean grain size
forming the material in accordance with the Ergun equation used to determine the body force
between the solid and liquid phases. The porosity of the material remains constant, but the
permeability of the material increases as the mean grain size is increased. A comprehensive
understanding of the flow processes arising from wave motion through permeable structures as
well as a thorough understanding of the soil-water interaction is key to ensuring the long-term
stability and functionality of these structures.
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1.1 Background
Whilst the process of long-wave generation and propagation on solid structures is well un-
derstood, the wave interaction with permeable media is not. When considering the run-up
response to wave attack, the interaction between the fluid and the structure is a key factor in
determining how effective the flood defence will be. This is particularly true in the case of
permeable barriers that are designed to reduce wave energy by utilising the flow friction that
develops through fluid-structure interaction as the wave propagates through the barrier.
Catastrophic failures of man-made structures (dykes, levees, embankments and dams) due
to dam-break flows or wave overtopping may cause widespread environmental and economic
damage as well as potentially severe injury or loss of life. Traditional methods for ascertaining
the stability of protective barriers have used small-scale physical models, however, these are
expensive and have been shown to suffer from scaling problems [94]. Numerical methods are
therefore gaining popularity in flood risk management applications. When the geometry of the
physical problem becomes more complex, analytic methods become unfeasible, requiring a
computational approach. However, these hydraulic engineering problems result in large impact
forces as well as large rotations and deformations that cause severe numerical problems in
traditional, mesh-based computational models. The material point method (MPM) is capable
of handling large deformation problems within a Lagrangian framework, allowing for simple
application of boundary conditions. MPM has been widely used to solve solid mechanics
problems with history-dependent variables, but the application of this method to hydrodynamics
has been rare.
Modelling the coupled soil-water behaviour adds significant complexity to the mechanical
behaviour of the soil, which is already challenging to model due to the history-dependent and
highly nonlinear behaviour of the material. Capturing the response of soil to rapidly invading
free surface flows requires a method that can describe both the liquid phase and the soil skeleton
with a high level of accuracy. The double-point MPM code uses two layers of material points,
for the solid and liquid phases respectively, to better model situations where there is a large
relative acceleration between the soil skeleton and the free water.
This thesis focuses on using numerical methods to determine the run-up response for a
range of incident waves on permeable vertical walls and steeply sloping beaches of varying
permeability. The advantages of the double-point MPM Anura3D are demonstrated through
these applications.
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1.1.1 Water waves as natural hazards
Water waves are a natural hazard in coastal areas. They can quickly become hydrological or
meteorological disasters when substantial wave inundation poses a critical risk to human life
or results in significant economic damage. Coastal flooding occurs when normally dry land is
flooded by seawater. These coastal floods can be in the form of tsunamis or surges driven by
tropical storms, which inundate the coastline in sudden large deluges in the form of solitary
waves. The extent of the flood is determined by the volume of flooding and the local topography
of the coastal land exposed to the flood. Seawater can inundate the land via three mechanisms:
• Direct inundation — the sea height exceeds the elevation of the land.
• Overtopping of a barrier — Overtopping occurs due to swelling during storm conditions
or unusually high (spring) tides. The height of the water exceeds the height of the barrier
and water flows over the top of the barrier to flood the land behind it. This can result in
high velocity flows that can erode considerable amounts of soil, undermining the existing
structure. These barriers may be either engineered (such as traditional sea walls) or
natural (dunes and mangrove forests).
• Breaching of a barrier — the barrier is broken down by the impact force of the waves,
allowing the seawater to flood inland.
This thesis focuses on preventing flooding due to overtopping of coastal flood defences, by
seeking to minimise the maximum run-up height reached by the invading wave.
There are a large number of factors that can affect wave propagation and the subsequent
impact on coastal structures in the near-shore region. Only a very few analytical solutions
are available, for simple bathymetries and under idealised flow conditions. Consequently,
as computational processing power rapidly develops, numerical methods for modelling the
interaction between permeable media and free surface flows become crucial for efficiently
and accurately predicting and understanding flow behaviour. One major factor that is driving
research into coastal flood defence is the impact of global climate change on coastal flooding.
1.1.2 Coastal flooding driven by changing climate
Climate change is defined as a change in the statistical distribution of global or regional weather
patterns that lasts for an extended period. There is significant evidence that we are currently
undergoing a period of climate change, driven at least in part by human activity [5]. This has
affected both ocean water temperature and sea levels.
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Although the ocean temperature has seen a slower rise than land temperature due to the high
specific heat capacity of water, global ocean temperatures have risen during the 20th century
and continue to rise [118].
Fig. 1.1 Global average ocean temperature from 1880 [118]
The key points relevant to this thesis are that firstly, from 1901 through 2015, the temperature
rose at an average rate of 0.7°C per decade, and secondly, that global sea surface temperature
has been consistently higher during the past three decades than at any other time since reliable
observations began in 1880 (see Figure 1.1).
This rise in sea temperatures has a direct impact on the frequency and severity of extreme
coastal weather events as warmer seas provide more energy to developing storms. Consequently,
if sea temperatures continue to rise, we can expect to see floods driven by typhoons, hurricanes
and cyclones increase in both frequency and severity.
Global warming is also driving a rise in the global mean sea level. This is a compounded
result of two mechanisms: both increasing ocean water volume due to the melting of glaciers
and the polar ice caps; and thermal expansion of the water in the ocean due to rising sea
temperatures.
Figure 1.2 shows the average absolute sea level change, which refers to the height of the
ocean surface, regardless of whether nearby land is rising or falling. The shaded band shows the
likely range of values, based on the number of measurements collected and the precision of the
methods used. This data is taken from the National Oceanic and Atmospheric Administration
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Fig. 1.2 Global average absolute sea level from 1880 [116]
and shows a clear trend in rising sea levels. Global sea levels have risen over the 20th century,
and the rate of change has accelerated since approximately 1993.
A January 2017 NOAA report suggests a global mean sea level rise of 0.3 – 2.5 m is
possible during the 21st century [117]. This has an obvious and significant effect on the design
of coastal flood defences: if a structure is to reach a minimum of 80-year design life, there
must be an additional allowance of up to 2.5m of protection on top of that which has already
been designed for.
1.1.3 Coastal flood defences
Vertical seawalls
A seawall is an onshore coastal defence structure with the primary function of protecting areas
of human habitation or activity, or wildlife conservation, from damaging wave action, either as
a result of normal tidal processes or from extreme events such as those resulting from storm
surges.
Sea walls are built parallel to the coastline to reinforce the existing coastal profile to prevent
inundation of the protected area behind the wall. Any overtopping of a sea wall therefore
represents a failure of the coastal defence.
Seawalls are typically massive concrete constructions. The simplest design is a vertical
seawall that reflects most of the wave energy, as shown in Figure 1.3. The reflected wave
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Fig. 1.3 Schematic of a vertical sea wall Fig. 1.4 Schematic of a recurved seawall
energy from a vertical impermeable wall is typically 90-100% [101]. The vertical design
is easily overtopped and under storm conditions a non-breaking standing wave pattern can
form, resulting in a stationary clapotic wave which moves up and down but does not travel
horizontally. These circulating currents cause erode material at the base of the wall, reducing
stability and potentially leading to catastrophic damage.
More recently, recurved sea walls have been used in place of traditional vertical sea walls.
Recurved walls are designed with a concave shape that deflects the wave and then dissipates
wave energy via breaking, shown in Figure 1.4. This combination of deflection and breaking
re-directs much of the incident energy, resulting in significantly reduced wave reflection and
lower turbulence. However, even with protective armour blocks at the toe, the deflected wave
energy can cause scour at the base of the seawall that can ultimately lead to undermining.
Natural flood defences
Natural barriers are much less visually intrusive and have been proven to be extremely effective
in flood prevention. A report published by the United Nations Environment Programme
(UNEP) found that the Boxing Day tsunami in 2004 caused significantly less damage in the
areas protected by natural barriers, such as mangroves, coral reefs or coastal vegetation [14].
Studies of the results of the impact of this tsunami in Sri Lanka as a function of different
types of trees, identifying natural barriers, such as coral reefs and mangrove forests, that
prevented tsunami damage by breaking up the flow of coastal waters, dissipating energy and
mitigating the flood surge of the water [14].
Permeable media in flood defences
As well as the typical concrete seawall, permeable coastal flood defences can be constructed.
These can range from more obviously engineered structures, such as rubble mounds (figure 1.5),
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to a more natural style of flood defence such as dunes and vegetation, particularly mangrove
forests.
Fig. 1.5 Rubble mound breakwater schematic
Rubble mounds are porous, permeable structures that allow water to flow through once
wave energy has been dissipated. However, these too can be damaged by storm waves and
can eventually fail by overtopping of broken waves, or by scour and erosion of the underlying
seabed.
Permeable structures constructed from porous media have several advantages compared
with impermeable ones. The permeable structure is much more effective in decreasing the
wave run-up, in reducing reflected wave height, and eventually in reducing pressures acting on
it [137].
A permeable structure allows water waves to transmit through it with energy dissipation.
Therefore, not only can the resultant force acting on the structure be reduced, but the wave
energy is also decreased [58].
The focus of this thesis, therefore, is on permeable media in coastal flood defences, with the
aim of describing the effect of changing the material permeability by altering the mean grain
size of the constituent porous material on minimising the run-up height reached by attacking
flood waves.
Analytical solutions on water-wave diffraction are rare and have only been developed for
structures with very simple geometry, and with a flat bottom bed. If the bottom bed is at all
uneven or rough, finding an analytical solution becomes more challenging, and besides, the
in-situ wave loading on the structure is notoriously difficult to predict.
Experimental studies have also been widely carried out with hydraulic models. However,
experimental studies are costly and are heavily limited by the geometry of the flumes and the
experimental apparatus available. To assess a wider range of structures and environments, this
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thesis exploits computational methods, specifically, the material point method (MPM). The
justification for choosing the MPM code is discussed in detail in Chapter 3.1.
1.1.4 Introduction to the Material Point Method
The material point method is a numerical technique used to simulate the behaviour of both
solids and fluids and is increasingly being adopted to study soil-water-structure interaction. It
is derived from the fluid implicit particle (FLIP) method which was developed to overcome the
inherent numerical issues with the early implementations of the particle-in-cell (PIC) method.
The FLIP method introduces Lagrangian particles, thus removing the need to discretise the
convective term - the largest source of computational diffusion in the PIC method [21]. In the
FLIP method, each particle is attributed all of the properties of the fluid, including momentum
and energy. This allows material discontinuities to be tracked, making it possible to model
highly distorted flows [171].
MPM diverges from the FLIP method in that the governing equations are presented in the
weak formulation, consistent with the Finite Element Method (FEM), which, due to its ability
to account for the loading history of the material, has been the dominant numerical method
used in geotechnical engineering. Where the FLIP method solves for the constitutive equation
at the grid nodes, in MPM these are applied at the material points [138].
In MPM, a continuum body is described by small Lagrangian elements referred to as
"material points". These material points allow the loading history of the material to be stored.
MPM is categorised as a meshless or continuum-based particle method, as is the smoothed
particle hydrodynamics (SPH) method. Although the material points are surrounded by a
background mesh/grid, this is only used to calculate gradient terms such as the deformation
gradient and does not carry any permanent information. Consequently, MPM does not encounter
the drawbacks of mesh-based methods (tangling and advection errors when subjected to large
deformations), making it a powerful tool in computational geomechanics.
The MPM code has been developed to handle multi-phase problems using two layers of
material points ( [1], [12], [170]), and this has been applied to landslide run-out, progressive
dam failure due to seepage flow, and wave impact on coastal defences.
The formulation of the code is described in detail in Chapter 3.1.
1.1.5 Objectives
We require detailed knowledge of flow behaviour and extensive analyses of wave run-up,
breaking and overtopping around porous structures to develop coastal protection methods that
are safe, efficient and reliable. This research aims to develop existing numerical models so that
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they may be applied the analysis of the interactions between water waves, soil, and structures
to investigate wave propagation, run-up and the breaking and run-up of water waves incident
on permeable structures.
Ultimately, the interaction between water waves and permeable media will be investigated
using the material point method to fully capture fluid-structure interactions. This research
project will contribute to a better understanding of fluid flow around permeable media, so that
wave impacts on coastal structures can be evaluated to provide design recommendations for
coastal flood defences that are capable of withstanding increasingly extreme weather events.
1.2 Thesis structure
The thesis is arranged into seven chapters including this introductory chapter and the contents
of each chapter are outlined here:
Chapter 2 presents a literature review of the development of different numerical methods
in computational mechanics. Several different mesh-based and meshfree numerical methods
together with their advantages and disadvantages are discussed, and the reasons for selecting the
method for this research is presented. Relevant material on the development and applications
of the material point method is reviewed in detail. Chapter 3 discusses the methodology used
in this research, focusing on the mathematical framework of the material point method and
how it is applied in this research, exploring the development of the double-point MPM code.
Chapter 4 describes parametric studies of dam-break flows using the double-point MPM code
including the numerical validation against experimental data and results from other published
numerical methods, followed by a study of the interaction of dam-break floods with permeable
barriers of different widths and with varying grain sizes. Chapter 5 employs an adapted version
of the double-point MPM code to simulate a solitary wave impacting on a permeable vertical
barrier, with a parametric study comparing walls with different widths and grain sizes. Chapter
6 demonstrates how the adapted double-point MPM code is further employed to study solitary
wave run-up on plane beaches. After the model is validated against experimental observations
and comparison with analytical results, the numerical method is employed to simulate the wave
run-up on steeply sloped beaches with different permeabilities. Chapter 7 presents the main
conclusions drawn from these studies and provides recommendations for future research in this
field.

Chapter 2
Literature Review
2.1 Overview
Free-surface hydrodynamics is a topic of significant importance in both industrial and environ-
mental engineering since it governs the mixing that occurs between fluids. It is therefore crucial
in fields such as oceanography, ventilation in both residential and industrial buildings, meteorol-
ogy, aircraft safety, atmospheric pollution and pest control. Initial research into hydrodynamic
phenomena has been carried out using physical models to determine empirical coefficients and
to provide evidence for the underlying mathematical theory. Coastal defences can be scaled and
tested experimentally in flumes to provide a basis and a validation for analytical theory. Whilst
these experimental studies can offer great insight into the interaction of free-surface flows with
structures, experimental studies such as these are expensive and are limited by the experimental
apparatus available. Furthermore, some physical phenomena suffer from scaling issues, largely
resulting from the compressibility of air, meaning that we are unable to accurately reproduce
fluid-structure interaction on smaller scales.
The rapid advancement of computational power, storage capacity and calculation speed
over the last few decades has led to numerical simulations tending to dominate scientific
research. Numerical simulations are increasingly used to study the behaviour of systems whose
mathematical models are too complex to provide analytical solutions. This is the case for most
non-linear systems, which themselves describe most real-world situations. Computer-based
simulations are offered as an alternative to physical experimental methods which may be more
time consuming and expensive, or in situations where the in-situ conditions are challenging to
replicate.
Computational Fluid Dynamics (CFD) simulates the interaction of liquids and gases with
surfaces defined by boundary conditions. The fundamental basis of almost all CFD problems is
the Navier–Stokes equations. CFD has traditionally utilised mesh-based approaches to discretise
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the domain. In mesh-based methods, space containing fluid is divided into a grid, where
governing equations are presented in a finite-difference form. Hence, the physical properties of
the fluid are stored in each cell. Whilst these computational methods are increasingly being
exploited to overcome experimental issues, the moving fluid surfaces that occur in free-surface
flows can present a challenge to implement as surface boundary conditions [132].
This thesis uses the numerically-based material point method (MPM) to assess a wider
range of structures and environments than would be possible experimentally. The material
point method is particularly useful in this field of investigation, since it exploits both Eulerian
and Lagrangian frames of motion. The Lagrangian description and the Eulerian description are
the two basic descriptions of motion in continuum mechanics [157]; the Lagrangian depiction
of the field is a way of looking at fluid motion whereby the observer follows an individual
particle as it moves through space and time, and conversely, the Eulerian depiction of the
flow field is a way of looking at fluid motion that focuses on specific locations in the space
through which the particle flows as time passes. Historically, Lagrangian methods were widely
used in solid mechanics and Eulerian methods have been more favoured in fluid mechanics.
Consequently, in Lagrangian algorithms, the nodes of the computational mesh deform as
the continuum material deforms, whilst in Eulerian algorithms, the material flows through a
fixed background mesh. Therefore when modelling large deformations that are easily handled
by Eulerian algorithms, the accuracy of Lagrangian methods is significantly compromised
by large distortions of the mesh. However, unlike Eulerian methods, Lagrangian methods
allow the material interfaces to be captured, and can store the material history, which is
of considerable value in soil mechanics where the material typically has history-dependent
behaviour. Furthermore, Lagrangian methods do not suffer the same numerical difficulties that
arise in calculating the convective term in Eulerian methods. In the material point method,
discretised Lagrangian point masses, referred to as material points, are accelerated through an
Eulerian background mesh.
Modern computational methods can be classified into two categories, depending on the
discretisation approach that they employ: mesh-based methods and meshfree, or particle-based,
methods. The development path of these methods is summarised in Figure 2.1. Mesh-based
methods are explored in detail in section 2.3, and particle methods are discussed in section
2.5. Since the MPM combines both frames of motion and therefore has the advantages of both
meshed and particle methods, it is a logical choice for numerically modelling free-surface flows
interacting with porous media. Despite this, there has been little use of the MPM in the field
of hydraulic engineering [170]. The material point method was first applied to explore the
hydrodynamics of dam-break flows by Xuanyu Zhao and Dongfang Liang in their 2017 paper,
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"MPM simulations of dam-break floods". The explicit mathematical basis and the formulation
of the material point method are explored in detail in Chapter 3.1.
Fig. 2.1 Numerical methods classified by discretisation approach
This chapter provides an overview of the experimental and theoretical basis of existing wave
theory and the development of numerical techniques employed to investigate hydrodynamic
phenomena in the field of civil engineering. A general review of current mesh-based methods
and particle methods is presented, followed by a detailed summary of the material point method.
The literature review discusses the advantages and disadvantages of the different computational
methods and their relevance to this study.
2.2 Experimental and theoretical investigations
2.2.1 Frictional dissipation of wave energy
One of the first investigations into frictional dissipation of wave energy by porous media was
conducted by Savage and Fairchild in 1953 [129]. They used a wave flume equipped with a
splitter wall to test wave energy losses by bottom friction and percolation. In their experiments,
sands were used to create a permeable bottom layer, and the maximum energy loss reached 60%
under the conditions of artificial ripples. The experimental percolation energy losses were far
less than the theoretical values; correction factors of 4 to 10 were needed to obtain reasonable
agreement. Sand sizes larger than 2 mm resulted in very large percolation losses, while losses
for low-permeability sands were insignificant. This demonstrates that porous media can be
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very effective at dissipating wave energy, and further that the amount of energy dissipated is
heavily influenced by the porosity of the material.
Goda et al. (1975) performed a series of measurements with irregular waves to model
seawalls with and without protection by concrete block mounds. They proposed twelve
diagrams for overtopping rate estimation from their experimental results to enable quick
estimation of the overtopping rate of seawalls at any water depth from the offshore to the
foreshore [46]. Özhan and Shi-igai (1977) observed solitary waves of various heights travelling
over smooth and rough bottom beds and investigated the effect wave damping. They found that
the friction coefficient depends on the instantaneous wave height if the bottom is entirely rough
[119].
2.2.2 Wave interaction with porous media
Straub et al. (1957) provided the first comprehensive investigation of the use of permeable
materials to absorb wave energy, finding that a material with a high porosity was desirable and
that crushed rock was almost as effective as a wire mesh on low-angled bed slopes [136].
Lean (1967) [82] investigated the reflection of waves from simple permeable wave absorbers,
finding that some reflection will always take place.
Sollitt and Cross (1972) derived a theoretical solution to predict ocean wave reflection
and transmission at a permeable breakwater of rectangular cross-section and compared it
experimental results for a rubble mound breakwater [134].
O. S. Madsen (1974) developed empirical relationships for the non-linear flow resistance
for long, normally incident waves on a homogenous porous structure [99], and building on
that, in 1983, P. A. Madsen developed a theoretical analytical solution for the reflection of
linear shallow-water waves from a vertical porous wave absorber on a horizontal bottom [100].
In these studies, the occurrence of a seepage surface is neglected. The results of Sollitt and
Cross (1972) and Madsen (1974) are acceptable only for reflected and transmitted wave profiles
far away from the porous structure. Since the effects of viscosity are not important for wave
profiles, the seepage surface is negligible in this instance.
Sulisz (1985) formulated a theory that predicts wave reflection and transmission at an
infinite rubble-mound breakwater if the incident wave is normal to the structure. This showed
reasonable agreement with experimental results [137]. Dalrymple et al. (1991) examined linear
theory for water waves impinging obliquely on a vertically sided porous structure, adopting
an assumption that neglects the evanescent modes of the water wave near the interface with
the porous wall to simplify their problem, finding that for the case of oblique wave incidence
on a porous structure, the reflection and transmission coefficients are significantly altered, and
consequently, the wave mode can swap based on the angle of attack [37].
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Huang (1991) extended the study of Chwang (1983) [29] to a finite-thickness porous
medium with the inertial effect of flow inside the porous medium included, finding that either
assuming constant velocity across the breakwater (Chwang’s approach) [29] or neglecting
the existence of surface of seepage (Madsen’s approach) might cause significant errors [84].
Simplifying Biot’s theory of poroelasticity [19] by letting the skeleton of a porous medium
be rigid and the fluid be incompressible, Huang (1991) obtained the governing equation of
porous media flow. The governing equation given here is very similar to that found in Sollitt
and Cross (1972) [134]. Huang (1991) also studied the effect of inertia due to moving porous
media on the derivation of Darcy’s Law whereby the porous medium is fixed. If the porous
medium is also moving, such as in the case of a porous wave-maker, this inertial effect may not
be neglected. Huang generalised Darcy’s equation by replacing the velocity of the fluid with
the relative velocity of the fluid with respect to the matrix,
v = v f −vs (2.1)
where v f and vs are the velocity of the fluid and the solid with respect to a fixed frame of
reference, respectively [84]. Huang and Chao (1992) investigated a small-amplitude water wave
acting on a vertical porous breakwater in an infinitely long channel, employing a model whereby
homogeneous water follows conventional assumptions of irrotational, inviscid, incompressible
fluid flow. The solid skeleton of the porous breakwater is rigid, and the flow inside the porous
breakwater is governed by the simplified Biot theory of poro-elasticity (Biot, 1962 [19]). A
small “porous Reynolds number” [58] was applied to obtain a regular perturbation solution
that preserves the seepage surface on the breakwater/channel flow interface, finding that there
are dramatic variations of velocity distributions amongst vertical cross-sections inside the
porous breakwater. They also found that the reflected wave is of greater amplitude, whilst
the transmitted wave is smaller for waves of higher frequency with thicker and less porous
breakwaters. However, the thickness of the porous breakwater only has a significant effect on
the transmitted wave, and not the reflected wave [58]. Subsequently, by clarifying the boundary
conditions for a thin porous wall with both inertial flow reactance and viscous damping, Huang
et al. (1993) analysed the wave field of a thin porous wave-maker with a simplified analytical
approach [85].
Sakakiyama and Kajima (1992) used a wave flume with a rubble mound breakwater and
a caisson breakwater, while Sawaragi and Deguchi (1992) superposed the waves over a flat
permeable layer, obtaining the reflection and transmission coefficients. As in Ozhan and Shi-
igai (1977), Sawaragi and Deguchi (1992) found that the wave attenuation could be predicted
precisely if the incident wave had strong linearity [130].
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Fig. 2.2 Effect of porosity on reflection coefficient, from Mallayachari and Sundar, 1994
Mallayachari and Sundar (1994) determined the reflection characteristics of permeable
vertical seawalls with a numerical model based on the methodology proposed by Ijima et
al. (1976) [65]. The variation of the reflection coefficients with the porosity of the wall, its
friction factor and the relative wall width were studied and compared with the analytical results
of Madsen (1983), showing reasonable agreement [101]. The effect of wall porosity on its
reflection characteristics is shown in Figure 2.2 for a constant friction factor of the wall of 1.0,
where kb is the product of the wavenumber k and the width b of the porous media at surface
water level, and Kr is the absolute value of the complex-valued reflection coefficient, R. The
results reveal that the porosity has a negligible effect on Kr for a relative wall width of up
to about kb = 1.20 for normal range of porosities of rubble materials. Within this range, Kr
decreases drastically for a slight increase in kb. Madsen (1983) also has obtained a similar
trend with a minimum Kr for porosities of 0.5 and 0.95 [no units] occurring at kb values of
about 1.5 and 1.75 respectively.
Yu (1995) studied the diffraction of water waves by porous breakwaters based on linear
potential wave theory, including a newly derived relation for the fluid motion through thin
porous structures in addition to the conventional governing equation and boundary conditions
for small-amplitude waves in ideal fluids. The porous boundary condition, indirectly verified
by collected experimental data, demonstrates that neglecting the inertial effect of the porous
medium leads to an underestimate of the functional performance of a porous breakwater [160].
Liu et al. (1999) presents a numerical model for simulating wave interaction with porous
structures. By using the free-surface-capturing approach together with a novel Cartesian cut
cell treatment, the Finite Volume Model calculates the two-phase flows outside porous structure
based on the Navier-Stokes equations, while the flow in the porous structure is described by
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Navier-Stokes type model equations. The numerical model, based on the computational domain
shown in Figure 2.3 is used to simulate the breaking wave overtopping a caisson breakwater,
protected by a layer of armour units. The results show that the porous armour layer is effective
in reducing the overtopping of the caisson breakwater.
Sakakiyama and Liu (2001) focused on wave behaviour and turbulence flows in front of a
caisson breakwater. In their experiments, the breakwater was covered with wave-absorbing
blocks and supported by a rubble mound. They concluded that significant turbulence is
generated during a wave breaking process and inside the armour layer. The generated turbulence
was observed around the caisson breakwater, which considerably affects wave impacts and the
scouring process in front of the breakwater [128].
Fig. 2.3 Computational domain used to assess overtopping in Liu, 1999 [94]
Koraim et al. (2014) experimentally investigated the hydrodynamic efficiency of a new type
of porous seawall, finding that the run-up and reflection coefficients decrease with increasing
porosity: increasing the seawall porosity from n = 0.38 to 0.47, decreases the wave run-up and
reflection coefficients by 5–10% [74].
2.2.3 Wave impact
Impact pressures acting on structures are generated by all types of breaking waves, from
plunging waves to collapsing breakers in shallow water. It is well known that when a wave
breaks directly onto a vertical or inclined wall, impact pressures are produced that can be
extremely large in comparison to the pressures exerted by non-breaking waves. Consequently,
impact pressures are very relevant to the design of coastal flood defences.
Hattori et al. (1994) performed experiments for wave impact on vertical walls under
breaking waves. They found that when a small amount of air is entrapped between the breaking
wave and the wall at the collision, the impact pressure increases considerably, so that the highest
impact pressure occurs when the smallest air bubble is trapped between the wall and the wave
face [53]. Bullock et al. (2007) carried out a detailed investigation into the characteristics of
wave impacts against both vertical and inclined walls. They observed that the most substantial
18 Literature Review
impact pressures occur around the still water level. They also found that whilst nominally
identical waves often produce very different pressure distributions, the impulse on the structure
during an impact is far less variable and is shown to be broadly proportional to the peak
momentum flux of the incident waves [22].
The waves considered for this research project are primarily non-breaking. It is known
that regardless of wave height, no wave breaks for slopes steeper than 12◦ [49]. Consequently,
for steeper slopes, the risk of overtopping is a more important factor than the impact pressure,
and so the main parameter that is investigated here is the run-up response to different flood
conditions.
2.2.4 Summary
Advancements in measurement precision over the last few decades have allowed our understand-
ing of wave motion and impact to be significantly improved. However, whilst many experiments
have been performed, only a few analytical models have been developed and validated. One
major difficulty with laboratory experiments is the scale effect. Many issues arise from the
compressibility of air, particularly in relation to wave impacts. Air compressibility effects are
far less significant in a small-scale model than they are in-situ because the relative increases in
pressure are much lower. Additionally, most model tests are conducted using freshwater, which
tends to hold less entrained air than seawater. Finally, flexibility is a significant limitation of
experimental investigations. Wave flumes and laboratory equipment must be set up for each
experimental case, which is costly and time-consuming, thus limiting the range of situations
and geometries that can realistically be explored. Large wavelengths also require extremely
large wave flumes, or a very small scale, thus amplifying the discrepancies that arise from air
compressibility. In recent years, researchers investigating problems in the field of hydrodynam-
ics have tended to utilise laboratory experiments to investigate basic physical problems, such as
the simple dam-breaking and solitary wave propagation scenarios, and have subsequently used
the results of the physical model to compare with results of numerical models. The validated
numerical models can then be used to carry out more complex investigations. Numerical studies
have therefore rapidly gained traction in recent years as computing power has increased as a
method of studying hydrodynamic flow phenomena. Different forms of numerical studies can
be split by their discretisation approach into two categories: mesh-based and particle-based.
The development of these two approaches is explored in the next section.
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2.3 Meshed numerical simulations
2.4 Overview
Computational mechanics is now considered a "third pillar" of scientific investigation, along-
side experimental and theoretical studies. All computational analysis (fluid dynamics, solid
mechanics, thermodynamics and so on) follows the same basic procedure:
• A mathematical model of the physical phenomenon is developed.
• The continuous mathematical equations are discretised into a form suitable for digital
computation.
• The computer program is developed to solve the discretised equations, and the results are
processed into useful forms
• The model is verified against benchmark experimental data and refined.
This is an interactive, iterative process and the model is continually refined as processing
power increases, new experimental data emerges, and scientific understanding improves.
Computational mechanics methods began with mesh-based simulations. The three classical
discretisation methods of computational fluid mechanics are the finite difference method (FDM),
the finite volume method (FVM) and the finite element method (FEM).
2.4.1 FDM
The finite difference method is the oldest method, and the most simple. In FDM, the partial
derivatives of the function are replaced by the finite differences defined over particular intervals
in the coordinate directions. Standard FDM uses regular rectangular grids, creating a major
shortcoming of this method when it is applied to any irregular geometries. Furthermore,
since derivatives are approximated by finite differences, FDM experiences break down near
discontinuities in the solution where the differential equation does not hold [83]. It is now
only applied in a few specialist codes which handle complex geometry with high accuracy and
efficiency by using embedded boundaries or overlapping grids (with the solution interpolated
across each grid) [115]. The finite difference method yields governing equations of the form:
∂Q
∂ t
+
∂F
∂x
+
∂G
∂y
+
∂H
∂ z
= 0 (2.2)
where Q is the vector of conserved variables, and F , G and H are the fluxes in the x, y and
z directions respectively.
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2.4.2 FVM
The finite volume method is now the most common approach used in CFD. It has significant
advantages in terms of memory usage and solution speed. It is therefore particularly useful for
large problems and high Reynolds number (turbulent) flows. In FVM, volume integrals are
converted to surface integrals using the divergence theorem. These terms are then evaluated as
fluxes at the surfaces of each finite volume [83]. This discretisation approach guarantees the
conservation of fluxes through a particular control volume. FVM can be used in any geometry,
using either structured or unstructured grids. The finite volume method yields governing
equations of the form:
∂
∂ t
∫∫∫
QdV +
∫∫
F dA = 0 (2.3)
where Q is the vector of conserved variables, F is the vector of fluxes (see Euler equations
or Navier–Stokes equations), V is the volume of the control volume element, and A is the
surface area of the control volume element.
2.4.3 FEM
The finite element method is widely used in the structural analysis of solids, and whilst it is
the most commonly applied method in solid mechanics, it may also be applied to fluids. In
FEM, the continuum is subdivided into smaller domains, called elements. The finite element
interpolation functions are then built upon the mesh, which ensures compatibility during
interpolation. However, numerical compatibility does not ensure the physical compatibility of
a continuum. For instance, in Lagrangian-type computations, mesh distortion may be observed,
which can either end the computation altogether or result in a drastic reduction in accuracy [86].
Although FEM must be carefully formulated to be conservative, it is much more stable than the
finite volume approach. However, FEM can be computationally expensive, due to a requirement
for very fine mesh in problems with high gradients or with distinct local characteristics, and it
is slower than the FVM [125] [86]. The Lagrangian formulation of FEM is typically used in
solid mechanics, and Eulerian FEM formulations are generally used to solve problems in fluid
mechanics [157]. The finite element method yields governing equations of the form:
Ri =
∫∫∫
WiQdV e (2.4)
where Ri is the equation residual at an element vertex i, Q is the conservation equation
expressed on an element basis, Wi is the weight factor, and V e is the volume of the element.
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2.4.4 ALE
The Arbitrary-Lagrangian-Eulerian (ALE) formulation was developed by Hughes et al. in 1981
to combine the advantages of the Lagrangian and Eulerian depictions of motion [62]. In their
formulation, the background mesh can move arbitrarily, it can move with the material as a pure
Lagrangian formulation, or it can remain stationary as in the pure Eulerian formulation. The
ALE calculation takes place in two steps: first, the governing equations are solved and the new
material displacements are calculated, and second, the new mesh is generated and all variables
are transferred to the new mesh. The objective is to make the mesh independent of the material
so that the mesh distortion can be minimised [86]. The ALE formulation is well suited to cope
with modelling large deformations, but the computational cost is correspondingly higher and
numerical errors can be generated during the re-meshing process or the transfer of state variables
[77]. However, compared to previous mesh-based methods, the ALE formulation is appropriate
for modelling fluid-solid interaction problems, and free-surface problems [62]. Significantly, the
ALE formulation offers a means of minimising advection errors [103]. However, in simulations
with extremely large deformations or high speeds, even with the ALE formulation, a distorted
mesh introduces severe errors in numerical computations. Furthermore, the convective transport
effects in ALE often lead to spurious oscillation that needs to be stabilised by artificial diffusion
or a Petrov-Galerkin stabilisation [86].
2.4.5 MAC
The Marker and Cell (MAC) method was developed by Harlow and Welch (1965) at the Los
Alamos National Laboratory [143]. In their first paper, the method was introduced with two
sample calculations of the dam-break problem. In MAC, the Navier-Stokes (NS) equations
for viscous incompressible flow are used in a finite-difference form. This method uses marker
parcels to define a free-surface. A cell without a marker means that there is no fluid, whereas
a cell with markers next to an empty cell describes a free-surface. Consequently, boundary
conditions must be applied at the surface and the fluid in the rest of the domain must be
completely passive. The staggered grid used was a novelty and today any method using a
projection-based time integration scheme on a staggered grid is referred to as a "MAC method".
The method was developed further at Los Alamos to be applied to two fluid problems; Chan
and Street (1970) improved the original MAC and proposed the Stanford University Modified
MAC (SUMMAC) code, making a model suitable for incompressible flows with a free-surface,
and subsequently using it to model free-surface waves.
More recently, a solitary wave over porous beds was simulated by Huang et al. (2008) and
verified experimentally [57]. Previous work by Huang et al. (2003) had indicated that the fluid
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motion near the bottom would cause scour in front of a breakwater. However, this water-soil
interaction was not investigated by MAC since it cannot be used to describe soil displacement
[56]. Significantly for this thesis, the MAC method requires that more than ten markers are in
each cell to track a free-surface accurately, leading to a significant computing time and load.
2.4.6 VOF
The next generation of methods for multi-fluid flow evolved gradually from MAC, largely
because of the work done at the Los Alamos laboratories. Since the marker particles could lead
to inaccuracies, they were replaced by a marker function. This was the Volume-of-Fluid (VOF)
method.
In VOF, a function F is defined, which represents the fractional volume of fluid occupying
each cell. For instance, the function F becomes unity if a cell is fully occupied by fluid. A
free-surface is represented by an F value between zero and one accordingly. Defining this
marker function makes VOF much more efficient than MAC. In first appeared in a journal
article by Hirt and Nichols (1981).
The VOF method has been extended widely by a range of authors. It is commonly used in
many commercial CFD software packages, including the popular FLOW3D.
2.4.7 Summary
Many numerical models based on a mesh structure exist for wave motion in and around porous
structures, and simulations have been performed and validated. However, mesh-based methods
often suffer from numerical diffusions since the Navier-Stokes equations are solved in a fixed
grid. These diffusions become significant when the free-surface moves violently, causing the
accompanying grid distortion. Generally, using classical mesh-based methods such as the finite
element method (FEM) to model any behaviour that involves large deformations becomes
challenging due to severe mesh distortion resulting in numerical errors. Mesh-based methods
are therefore inadequate for simulating complex wave motion; this includes modelling breaking
waves.
2.5 Particle methods
The drawbacks associated with mesh-based computational mechanics methods in modelling
large deformations prompted the development of meshfree methods. Advances in particle
methods that can be derived in continuum mechanics framework allow modelling of large
deformation behaviour using conventional geotechnical constitutive models [12], enabling
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more accurate modelling of soil behaviour under large deformations, such as those that arise
during landslides. These methods can also be applied to fluid mechanics problems; Liu et
al. (1999) used the surface capture technique, where a high-resolution shock-capturing solver
captures the discontinuous density profile which occurs at the free-surface. In contrast to VOF
schemes, no explicit surface reconstruction is required. However, to capture the free-surface,
the governing equations must be written in a hyperbolic formulation; requiring the use of a
dual time approach to solve the incompressible form of the Navier-Stokes equations [94].
Meshfree methods can be subdivided into those that solve the strong form of PDEs, such
as smoothed particle hydrodynamics (SPH), the vortex method, and the generalised finite
difference method (GFDM), and those that approximate the weak forms of PDEs, such as the
diffuse element method (DEM), the element free Galerkin method (EFGM), and the meshless
local Petrov-Galerkin method (MLPG). Other meshfree methods like the particle-in-cell (PIC)
method and the reproducing kernel particle method (RKPM), can be used in both strong form
and weak form discretisations [86].
The advantages of the meshfree particle methods can be summarised as follows, adapted
from Li and Liu (2002) [86]:
• They can easily handle large deformations.
• No mesh generation is required.
• They can easily handle material fracture.
• Accuracy can be controlled easily by adding more particles to important areas.
• Meshfree discretisation can provide more precise representations of geometric objects.
However, despite these advantages over mesh-based methods, entirely meshfree methods
suffer from increased computational cost and particular difficulties with applying any boundary
conditions.
2.5.1 DEM
The discrete element method has its origins in the distinct element method proposed by
Cundall in 1971 [35] to investigate rock system mechanics. Williams, Hocking & Mustoe
(1985) developed the generalised discrete element method, showing that DEM could be
viewed as a generalised finite element method [155]. DEM is a simple and flexible discrete-
element approach, which involves applying Newton’s second law of motion to each constituent
grain to describe the deformation of the granular assembly [78]. The application of DEM to
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geomechanics is described by Williams, Pande and Beer in their book "Numerical Methods in
Rock Mechanics" (1990) [154].
The primary concept of the DEM is that the material domain is treated as an assembly
of rigid or deformable particles, and the contact points amongst these particles are identified
and continuously updated during the entire deformation process [68]. Material behaviour is
represented by appropriate constitutive models. DEM can be based on both implicit (based on
FEM discretisation) and explicit (using FDM/FVM discretisation) formulations. The major
difference between the DEM and continuum-based methods is that the contact patterns between
components of the system are continuously changing with the deformation process for the
former, but are fixed for the latter [68].
Modern versions of DEM are applied to rock mechanics, soil mechanics, structural analysis,
granular materials, material processing, fluid mechanics, multi-body systems, robot simulation,
computer animation, etc., and DEM is one of most rapidly developing areas of computational
mechanics [68]. The drawbacks of this method include the high computational cost and the
difficulty in understanding constitutive behaviours associated with DEM simulations [157].
2.5.2 SPH
The Smoothed Particle Hydrodynamics (SPH) method is another method that is widely used
in hydrodynamics research. The SPH method is a mesh-free numerical approach particularly
suitable for dealing with large free-surface deformations and complex fluid-structure interac-
tions [89]. The use of SPH to model wave interaction with offshore structures is a very active
research area in hydrodynamics and coastal engineering. It has been extensively employed in
the field of wave propagation and wave-structure interaction [89].
SPH was one of the earliest particle methods in computational mechanics [86]. It was first
developed in 1997, simultaneously by Lucy [95] and Gingold and Monaghan [44]. SPH is a
fully Lagrangian particle method, in which a continuum material is divided into a set of particles
with constant mass, and each particle is assigned a spatial distance called a smoothing length
in which the physical properties of each particle is smoothed using a kernel function. Early
contributions have been reviewed extensively by various researchers [16, 110, 112]. Although
SPH is now used extensively in research areas across the field of geomechanics, it suffers from
certain disadvantages for geotechnical problems; many of these involve boundary interfaces
(soil-structure interaction). The accuracy of SPH simulations is reduced near boundaries since
there are insufficient neighbouring particles, resulting in a loss of consistency; this is currently
a widely investigated topic in the SPH research community.
Smoothed particle hydrodynamics was originally developed by Lucy (1977) and Gingold
and Monaghan (1977) for use in astrophysics [95, 44]. In SPH, the material is represented by a
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series of Lagrangian particles carrying all the physical properties of the continuum. The basic
concept of SPH is that the physical properties of each particle can be interpolated from those of
neighbour particles. Mass conservation is automatically satisfied. Spatial derivatives are found
by analytical differentiation of interpolation formulae. The equations of momentum and energy
become sets of ordinary differential equations which are easy to understand in mechanical
and thermodynamic terms. Since it is a Lagrangian method, it naturally handles the free-
surface breaking and water fragmentation that occurs during wave impact on coastal structures.
Monaghan (1992) first extended the SPH formula from astrophysics to incompressible free-
surface flows and demonstrated that SPH formulae could also be applied to magnetics, thermal
dynamics and hydrodynamics problems, using a weakly compressible assumption to avoid
computational complications when modelling fluid flow [112].
Since its initial development for problems in astrophysics, due to the ability of SPH to
incorporate complex physics, it has been extended to solve a vast number of problems in
fluid mechanics and solid mechanics [92], including areas such as coastal hydrodynamics
[32, 36, 70, 90, 113, 111], landslides [10, 24, 26, 27, 59, 121, 120], problems involving fluid-
solid interaction [8, 20, 23, 124, 90, 133, 135], interfacial flows [30, 48], and dam-break flows
[90, 123].
Monaghan (1994) was the first to apply SPH to free-surface incompressible flows, including
application to a breaking dam, a bore, the simulation of a wavemaker, and the propagation
of waves towards a beach [113]. Since then, SPH has been widely used in the field of
computational fluid dynamics. Monaghan and Kos (1999) demonstrated the capability of
SPH to model the run-up of a solitary wave travelling over shallow water with a vertical
wall. Their simulation showed good agreement with the experiments, however, they applied
SPH for weakly compressible flows to incompressible flow cases [111]. The conventional
weakly-compressible SPH (WCSPH) has been found to lead to unphysical pressure fluctuations
that arise near solid boundaries. These typically result from the equation of state amplifying
small errors in the density and is commonly mitigated by calculating the forces based on the
acceleration rather than the pressure [89].
To overcome these drawbacks, incompressible SPH (ISPH) methods have been developed.
Cummins and Rudman (1999) first introduced a new formulation for enforcing incompressibility
in SPH, based on another popular meshfree method, the Moving Particle Semi-Implicit method
(MPS). MPS was developed and used by researchers such as Koshizuka et al. (1998) [76],
Gotoh and Sakai (1999) [47], and Hwang et al. (2014) [63]. The incompressible SPH method
developed by Cummins and Rudman adopts a fractional step with the velocity field integrated
forward in time, without enforcing incompressibility. The resulting intermediate velocity field
is then projected onto a divergence-free space by solving a pressure Poisson equation derived
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from an approximate pressure projection. Thus, fluid pressure is derived by solving a pressure
Poisson equation (PPE) based on a strict incompressibility condition [34]. This method is
called incompressible SPH (ISPH). Cummins and Rudman found that simulations using this
SPH projection technique showed good agreement with finite-difference solutions for a vortex
spin-down and the Rayleigh–Taylor instability. However, their results indicated that using an
approximate projection to enforce incompressibility can then lead to error accumulation in the
density field [34].
Shao and Lo (2003) also contributed significantly to the development of ISPH, presenting a
strictly incompressible SPH for flows with free-surfaces. The incompressible SPH method was
tested with typical 2D dam-break problems in which both water and fluid mud were considered
and were in good agreement with experimental data [132]. However, the ISPH formulations did
not generally preserve angular momentum, which strongly influences computations, particularly
for violent free-surface flows. The computational cost of solving the PPE in ISPH is much
larger than that of the WCSPH, but the ISPH model allows a much larger time step than the
WCSPH method [172, 89].
ISPH was modified by Khayyer et al. (2008) to satisfy the conservation of angular momen-
tum to form the Corrected ISPH (CISPH) [70]. The introduction of corrective terms was found
to significantly improve the capability and the accuracy of the ISPH method in the simulation
of wave breaking and post-breaking [70]. The incompressible SPH (ISPH) method solves the
pressure field using the PPE, rather than relying on the equation of state. It therefore has the
advantage of producing more stable and accurate pressure fields and impact forces on structures
[89].
Khayyer et al. (2009) improved the CISPH method by applying a higher-order source
term to the PPE based on a more accurate differentiation [71], to obtain a less fluctuating and
more accurate pressure field. They assessed wave impact pressure on a vertical wall in case
of a dam-break and wave propagation over a slope, demonstrating an enhanced performance.
However, the improved CISPH method is still based on a single phase. Per Hattori at al. (1994),
the pressure is highest when air bubbles are trapped between the wall and a wavefront [53]; two
phases should be employed for more accurate simulations. Furthermore, no turbulence model
was included in these simulations; turbulence has a significant contribution to wave impact
pressure, suggesting that improvements to the method are necessary to ensure the accuracy of
the results.
Application of SPH to flows in porous media
Shao (2010) introduced ISPH to flow within porous media [131]. In his model, the flow outside
the porous media is solved by the unsteady two-dimensional Navier–Stokes equations, and the
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NS-type model equations are solved for the flow inside the porous media. The presence of a
porous medium is accounted for by additional friction forces in the equations. The model is
validated using the cases of solitary and regular wave damping over a porous bed, and solitary
wave interaction with a submerged porous breakwater, thus demonstrating that the ISPH flow
model could provide a useful simulation tool in coastal hydrodynamic applications [131]. The
assumption for this case was that the turbulence effect should be negligible for the flow outside
porous structures, as in Liu et al. (1999) [94] and Huang et al. (2003) [56]; however, Shao
concluded that the effect of turbulence should be considered in further work [131].
Rogers et al. (2010) used SPH to simulate the movement of a caisson breakwater in the
surf zone, using the open-source code SPHysics with a Rieman solver-based formulation [127].
Although caisson breakwaters consist of caisson blocks and rubble mounds, the mounds were
assumed to be impermeable, and thus the permeable flow through the rubble mound was
not simulated in their SPHysics model. It was demonstrated that the peak impact forces are
captured more accurately using finer resolution and that a Riemann solver-based formulation
produces a better agreement with experiment for the predicted caisson displacement than that of
conventional SPH [127]. Altomare et al. (2014) extended SPH to model the three-dimensional
fluid–structure interaction for waves approaching a rubble mound breakwater is presented [4].
Whilst Rogers et al. (2010) had not been able to reproduce permeable rubble mounds in their
model with SPHysics [127], Altomare et al. (2014) investigated the interactions between waves
and rubble mound breakwaters, using the open-source code DualSPHysics, and reasonable
agreement was obtained for the run-up due to regular waves [4].
Mamouri et al. (2015) proposed an improved ISPH which employs first-order consistent
discretisation and by using a wall boundary condition, does not require dummy particles at the
boundaries [102]. Gui et al. (2015) investigated the flow motion through porous structures using
ISPH, proposing a new boundary treatment that utilised an interface zone, defined between
a pure liquid region and porous region [50]. Alongside this, Ren et al. (2016) developed an
improved weakly compressible SPH to model wave motions and turbulent flows around porous
media. The sub-particle-scale turbulence stresses are calculated using an eddy viscosity type
model, and the porosity information is carried by fixed background porosity points. Similarly,
this paper proposed an interpolated transition zone between pure liquid and porous areas, in
which porosity changes gradually [126].
Iryanto and Gunawan (2016) used the SPH framework to investigate wave mitigation by
coastal vegetation [66]. By changing the vegetation resistance to the fluid flow to minimise wave
propagation, this paper demonstrates that the inclusion of resistance terms in the Lagrangian
SPH model is a viable method for modelling the vegetation resistance to impinging solitary
waves on a sloped beach. Furthermore, it is shown that the inclusion of the resistance term
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results in mitigation of the water level elevation as the wave propagates inland [66]. Liang et al.
(2017) then used ISPH to assess solitary wave propagation and impact on movable impermeable
seawalls [89], assessing both wave run-up height and hydrodynamic loading on the vertical
seawall in detail and finding good agreement with previous experimental and numerical results.
Recently, Khayyer et al. (2017) developed a novel numerical method, based on ISPH,
to simulate the wave interaction with saturated porous media [72]. The numerical method
is validated for the case of solitary wave interaction with a submerged porous structure by
comparison with the results of Wu and Hsiao, (2013) [156]. Unlike the methods of Gui et al.
(2015) [50] and Ren et al. (2016) [126], the presented method does not require any interface
or transition zone thanks to the implemented enhanced schemes [72], showing that SPH can
accurately model the fluid flow through porous media.
Summary of SPH-based methods
In summary, the meshfree, Lagrangian SPH method is naturally well suited to handling the
large free-surface deformations such as wave breaking and wave impacting that arise during
the dam-break flows and solitary wave run-up problems considered in this research, when
compared to an Eulerian approach [93]. SPH is also able to capture the material history
and can be extended with relative ease to three-dimensional cases [92]. However, significant
difficulties arise when handling boundary conditions due to the lack of background mesh,
creating computational complexities when the porous nature of the structures is considered.
Compared to mesh-based methods, the SPH approach to solving geotechnical problems of fluid-
structure interactions is much more challenging due to the boundary interfaces. To reproduce
the behaviour of the fluid flow within the porous medium, an extremely high resolution of SPH
particles would be necessary, resulting in prohibitively high computation costs. Computational
costs are further increased by the relatively high number of interacting particles at a given
timestep [6]. The inability of the SPH method to account for the effect of run-up is documented
in [126, 144]. Arbitrary moving boundaries can be included by modelling the boundaries
by particles which repel the fluid particles. The method is explicit, and the time steps are
therefore much shorter than required by other less flexible methods, but it is robust and easy
to program [113]. However, numerical oscillations of particles can occur since SPH does not
require the velocity field to be single valued (it allows particle penetration). Furthermore, the
local refining of the spatial resolution remains a current issue. Although it has been addressed
by few advanced and complex SPH algorithms, the accuracy is relatively low compared with
more established mesh-based methods; accuracy near the boundary is lower due to insufficient
neighbouring particles, resulting in a loss of consistency [92]. These problems remain the main
challenges in SPH research and significantly improved SPH algorithms are still required to
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overcome these issues. SPH was therefore considered to be a less appropriate method than the
material point method for this research project.
2.5.3 MPM
MPM is an extension of the fluid implicit particle (FLIP) method [139] which itself is an
extension of the particle-in-cell (PIC) method [21]. The FLIP method introduces Lagrangian
particles to the PIC method, thus eliminating the need to discretise the convective term, which
is a major source of numerical errors in the PIC method [139]. The Lagrangian depiction
allows the FLIP method to successfully track material discontinuities and to model highly
distorted flows [13, 139]. The development of MPM was motivated by the desire to better model
history-dependent materials in solid mechanics. In contrast to the FLIP method, the governing
equations of MPM are presented in the weak formulation, allowing for consistency with FEM.
Using FEM is currently common practice in soil mechanics research and geotechnical design
[122]. In FLIP, the stresses and strains are stored in the centre of the cell, and constitutive
equations are solved at the grid nodes [138]. However, in MPM, these variables are carried by
the particles themselves. Thus, the material points carry the full physical state of the material
including position, mass, velocity, volume, stress, temperature etc., so that the mesh carries no
permanent information. In PIC, the particles carry only position and mass. MPM, therefore,
combines the advantages of both Lagrangian methods and Eulerian methods, avoiding the
drawbacks of both, such as the numerical dissipation problems of Eulerian methods and the
mesh distortions and element entanglements of Lagrangian methods [168].
In the material point method, Lagrangian point masses, referred to as material points, are
moved through an Eulerian background mesh. Although there is a mesh, it is used only to solve
for the governing equations for computational convenience. All the properties of the continuum
material are assigned to the material points, and all the information is carried by these material
points, so the mesh does not carry permanent information. The major advantage of this method
compared to other methods is that application of boundary conditions is straightforward due to
the presence of background grid since the boundary conditions can be directly applied to grid
nodes as in the FEM [12]. The formulation is dynamic and automatically includes a no-slip
contact algorithm. These features make MPM especially useful for solving problems involving
large deformations and displacements, velocities and accelerations. The mathematical basis of
MPM is explored in detail in the next chapter; here, we focus on the previous applications of
this methods and the advantages of selecting this method for the investigations carried out in
this thesis.
Sulsky et al. (1995) first developed the MPM for use in solid mechanics problems [139].
Since then, MPM has had a major impact in many engineering fields due to its capability of
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simulating large deformations without limitations introduced by the mesh tangling that occurs
in mesh-based methods. The single-phase MPM has been applied to several geotechnical
problems that involve large deformations, for example, studies of granular flows in Wie¸ckowski
et al., 1999 [153], modelling anchors in soils [18], landslide run out in Andersen and Andersen,
2010 [7] and Yerro et al., 2014 [158] and retaining walls in Wie¸ckowski, 2004 [151]. In these
examples, the soil is considered as a single-phase material.
During the last decade, MPM has been widely applied to water-soil interaction problems.
Martinelli and Rohe (2015) modelled the fluidisation and sedimentation process in MPM,
including simulation of the transition from water to groundwater [106]. Bandara (2013)
simulated the column collapse problem with both SPH and MPM, obtaining the same results
[11]. However, the SPH simulation required many more particles to obtain an accurate run-out
distance and so was more computationally expensive.
More recently, MPM has been extended to solve multi-phase problems in saturated
([1], [170]) and unsaturated porous media [158]. The interaction between the two phases
has been formulated in two different manners, either adopting one set of material points (Za-
bala and Alonso, 2011 [162]; Jassim et al., 2013 [67]) (single-point formulation) or two sets
(Wie¸ckowski, 2013 [152]; Abe et al., 2014 [1]).
Many problems of interest to engineers involve saturated soils, but the application of MPM
to multi-phase problems has been limited. A few exceptions are Zhang et al. (2007, 2008) and
Higo et al. (2010). Zhang et al. modelled fluid-saturated soil by using two layers of material
points: a solid layer and a fluid layer [166]. This two-point formulation is discussed in section
3.3.4 and allows modelling of coupled soil-water behaviour, such as changes in the location of
the phreatic surface with time, by computing the movements of the fluid particles within the
soil. This initial formulation assumed only a small deformation of soil; the same interpolation
function was used for both the solid and the fluid layers [97].
Zhao and Liang (2016) simulated a seepage flow through embankment using MPM with two
sets of material points, representing soil and fluid respectively [170]. Zhao and Liang (2017)
then used MPM to investigate collapsing water columns with different initial aspect ratios
[171]. Their simulations were validated using experimental data and results of more mature
numerical models to establish the accuracy and stability of the material point method. MPM
produced reasonable results for the pressure distribution and propagation speed of dam-break
flows [171].
Yerro et al. (2017) extended the MPM formulation to model internal erosion problems
[159]. Internal erosion refers to the mechanism of detachment and movement of soil grains
resulting from water flow through a porous medium; this phenomenon occurs when soil grains
are mobilised by seepage flow, detaching from the solid skeleton and leading to internal erosion.
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Internal erosion is one of the main failure mechanisms of water retaining structures such as
dykes and dams. The model used consists of a mixture of coarse and fine grains: the coarse
fraction forms the stable skeleton of the soil, whilst fine grains can be eroded and thus can
move freely with seepage flow. Although the presented formulation showed reasonable results,
it was noted that mechanical behaviour of the solid skeleton and internal erosion effects should
be coupled in future investigations [159].
Subsequent work has been carried out to develop the MPM code further to allow for more
precise modelling of partially saturated soil. However, the research interest of this thesis is the
effect of changing the porosity of a barrier on the interaction with a water wave, so complex
models of partially saturated soils are currently only of limited interest.
Advantages of MPM
MPM offers many advantages over traditional mesh-based and meshfree numerical methods
[170]. Of particular relevance in the field of soil mechanics is that history-dependent constitutive
models can be incorporated because information such as strains, stresses, and other time-
dependent variables are carried by the moving material points, enabling spatial and temporal
tracking of the complete history of the material motion. Furthermore, the implementation of a
background mesh also gives MPM certain advantages when compared to meshfree methods:
the application of boundary conditions is more straightforward, and these can be implemented
like that employed in FEM. MPM is also free of the tensile instability that is evident in SPH
[90, 96]. MPM is often more computationally efficient than meshfree methods; for example,
SPH and EFGM require a time-consuming neighbouring particle search, whereas MPM only
requires the identification of particles relative to the background mesh [1]. Perhaps more
significantly for geotechnical engineers, since MPM is so similar to traditional FEM, various
advanced FEM features can be adopted into MPM with relative ease [169].
Disadvantages of MPM
One major drawback of MPM is a well-known issue with grid crossing errors due to the lack
of smoothness in the interpolation function [13]. This issue has been documented by various
researchers, such as in [3, 39, 41, 169]. Grid crossing errors arise as a result of the linear shape
functions used for spatial discretisation: the gradient of the shape function (used for calculation
of internal forces) is discontinuous at the nodes so that when a material point crosses through
an element, unphysical imbalanced forces are generated at the node, creating oscillations [42].
The effect of grid-crossing errors become more apparent in simulations with fewer materials
points per element, or with a higher mesh resolution, since the migration of material points
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through elements speeds up [51]. Measures employed to tackle grid crossing errors include
higher-order nodal shape functions or B-spline shape functions to obtain smoother gradients of
the shape functions at nodes, as well as modifications to the gradients of the shape functions
without changing the shape functions themselves [42]. It is also possible to introduce a particle
characteristic function for the material points, that allows material points to partially cross
elements [169].
2.5.4 Variants of MPM
In addition to the double-point MPM used in this thesis, other variants of MPM have been
developed by various researchers. Bardenhagen and Kober (2004) generalised MPM, obtaining
a group of methods called the generalised interpolation material point (GIMP) methods and
suggesting that that MPM is a subset of GIMP methods [13]. In GIMP methods, a characteristic
function χp is selected to represent the particles, and a shape function Si is chosen as a basis of
support on the computational nodes [147]. The effective shape function Sip is calculated by the
convolution of χp and Si. The traditional MPM formulation can, therefore, be recovered when
the Dirac delta function is chosen as the characteristic particle function [13], such that
χp(x) = δ (x− xp)Ωp (2.5)
The dual-domain material point method (DDMP) smooths the nodal shape functions, instead
of introducing characteristic functions as in GIMP methods [165]. To this end, an auxiliary
stress σA is added to the stress tensor, representing an addition of viscosity to the system [42].
Other variants on MPM include convected particle domain interpolation methods (CPDI1 and
CPDI2), the spline grid shape function, adaptive material point methods and various other
methods developed by different researchers for specific applications. More detailed information
on alternative forms of MPM that are not employed here can be found in [168] and [42].
2.6 Turbulence modelling
Turbulence modelling was initially approached by researchers employing Reynolds-averaged
Navier–Stokes (RANS) equations. In these models, an ensemble version of the governing
equations is solved. This introduces new apparent stresses to the equations, known as Reynolds
stresses, adding a second-order tensor of unknowns for which various models proposed by
different authors can offer some level of closure.
Liu et al. (1999) first proposed a numerical model based on the VOF method for wave
interaction with porous structures. The model calculates the mean flow outside of porous
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structures based on the Reynolds averaged Navier-Stokes equations. The flow in porous
structures is described by the spatially averaged Navier-Stokes equations, and the free-surface
was tracked by the VOF method. It was assumed that the turbulence in a pore flow would be
relatively little since the maximum intensity of turbulence depends on the mean pore size, and
the Navier-Stokes equations are averaged over a length scale that is much larger than the pore
size. The mean and average velocity and pressure fields of the outside flow were therefore
applied to the inside flow. Good agreements between numerical results and laboratory data
were obtained in terms of both free-surface displacement and overtopping rate [94].
Lara et al. (2006) simulated irregular wave interaction with submerged rubble-mound
breakwaters based on the model of the Reynolds-averaged Navier Stokes equations presented
in Liu et al. (1999), using results from small-scale experiments and numerical results provided
by a VOF-type model (COBRAS) based on the Reynolds-Averaged Navier–Stokes (RANS)
equations, finding that the overall pattern of the wave interaction with a large-scale submerged
breakwater is adequately reproduced by the numerical model [80].
Hsu et al. (2002) developed the model in Liu et al. (1999) to describe surface wave
motions around a solid or permeable structure. The improved model was based on a consistent
volume averaging process, the Volume-Averaged/Reynolds Averaged Navier-Stokes (VARANS)
equations. In the VARANS equations, the volume-averaged Reynolds stress is modelled by
adopting the non-linear eddy viscosity assumption. The model equations for the volume-
averaged turbulent kinetic energy and its dissipation rate are derived by taking the volume-
average of the standard k− ε equations. Because of the volume-averaging process, the effects
of the small-scale turbulence in porous media are introduced [55]. The model was validated by
comparing numerical solutions with the experimental data related to a composite breakwater
reported by Sakakiyama and Liu (2001).
Karunarathna and Lin (2006) used the numerical model from Liu et al. (1999) as a basis
for investigating wave damping by porous sea beds. In their model, the flow outside porous
media was described by the Reynolds Averaged NS equations, and the spatially averaged NS
equations were implemented for the flow inside the porous media. The comparison between the
numerical results and the theoretical results indicated that the omission or linearisation of the
non-linear resistance terms in porous flow models can lead to significant errors in estimating
wave damping rate [69].
Lara et al. (2011) simulated solitary wave evolution over a shelf including porous damping
using the Volume-Averaged Reynolds Averaged Navier–Stokes equations mentioned above.
The influence of several parameters such as geometrical configuration (step height and still water
level), porous media properties (porosity and nominal diameter) or solitary wave characteristics
(wave height) were analysed. A soliton refers to a self-reinforcing solitary wave packet that
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maintains its shape while it propagates at a constant velocity. In the absence of breaking, a
porous bed is found to trigger faster fission of the incident wave into a second and a third
soliton, and both the leading and the second soliton reduce their amplitude whilst propagating.
This decrement in amplitude is observed to increase with porosity [81].
del Jesus et al. (2012) extended this model to three-dimensional flows and interactions
between waves and porous structures. The model integrates a new set of equations which
covers physical processes associated with flow interaction with porous structures. The model
considers the multiphase VARANS equations, a volume-averaged version of the traditional
RANS (Reynolds-Averaged Navier–Stokes) equations, as in Hsu et al. (2002). Turbulence is
modelled using a k− ε approach, not only at the clear fluid region but also inside the porous
media, and a VOF technique is used to track the free-surface. In this paper, the model has been
validated using laboratory data of a two-dimensional flow [38].
Following this, Lara et al. (2012) describe how this model is further validated with new
experimental data sets, considering porous and solid structures as well as the presence of air.
The model predictions present an excellent agreement with the laboratory measurements [79].
In these papers, the numerical resolution is an essential factor for this model. Lower
resolutions cause the uncertainty on wave discharge calculations when waves over-top structures.
The results also confirm that the theoretical models that have been derived by neglecting the
non-linear resistance term can only be used at low Re flows. On the other hand, the linearisation
of non-linear porous flows may also result in the underestimation or overestimation of wave
damping in different ranges of soil permeability [38].
2.7 Summary
This chapter has reviewed various computational and experimental methods that are currently
employed to investigate hydrodynamics problems. These methods have been grouped based on
their discretisation approach into meshed and meshfree methods. In short, methods employing
a mesh are well established, offering computational efficiency and easy application of boundary
conditions. On the other hand, meshfree methods are better suited to the modelling of large
deformations and situations with complex geometries. Since the problems investigated in this
thesis involve large deformations, this review focused on the meshfree technique SPH, and
MPM where the mesh exists for computational convenience but does not carry permanent
information.
Both MPM and SPH show more promising results than traditional mesh-based methods,
which are not generally effective in modelling soil behaviour. MPM has been proven to be
useful in modelling large deformations and dealing with moving boundary conditions.
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This thesis investigates wave interaction with porous media, and consequently, the soil-water
interaction must be considered. As with many geotechnical problems, this involves boundary
interfaces and in using SPH, accuracy near the boundaries is reduced, since insufficient neigh-
bouring particles result in a loss of consistency. Numerical oscillations of particles can occur
since SPH does not require the velocity field to be single-valued. The single-phase MPM has
already been applied to several geotechnical problems that involve large deformations, and the
double-point MPM is more developed than two-phase SPH. MPM combines the advantages
of both mesh-based methods and meshfree methods, and due to its resemblance of traditional
FEM methods, has been widely employed by different research groups and consequently has
developed rapidly in recent years. This thesis has therefore chosen MPM as the most suitable
method for studying water-wave interaction with porous media. The major drawback of MPM,
as previously highlighted, is the grid crossing error. To this end, this research employs a
standard form MPM and the MPM-Mixed integration technique detailed in section 3.4.9 is
employed to alleviate the associated grid-crossing errors.
Whilst turbulence generated by fluid-structure interaction will affect the flow inside the
structure, per Liu et al. (1999), Huang et al. (2003) and Shao et al. (2010), the turbulence effect
can be considered negligible for the flow outside porous structures, and since the run-up height
is not determined by flow within the porous medium, turbulence can reasonably be neglected
in this instance. As Sakakiyama and Liu (2001) observed, there is a significant turbulence
intensity inside breakwaters [128]. Turbulence is also crucial when investigating the effects
of changing porosity on wave pressures. However, turbulence effects have been found to only
be significant if the pore size is comparatively large [55], since the maximum intensity of
the turbulence is dependent on the pore size, and the governing Navier-Stokes equations are
averaged over a length scale that is much larger than the pore size, so for the investigations
carried out during this project, it is reasonable to assume that the turbulent nature of the flow
within the porous medium does not affect the overall run-up height. It should be noted, however,
that turbulence effects may play an important role in the wave breaking zone [126], [131], [2].

Chapter 3
Methodology
3.1 Overview of the Material Point Method
The material point method (MPM) has its origins in the particle-in-cell (PIC) method that was
first developed by Harlow at the Los Angeles National Laboratory in 1957 [52]. The first PIC
codes suffered from excessive energy dissipation. This was overcome in 1986 by Brackbill and
Ruppel who developed the Fluid Implicit Particle method (FLIP) [21]. FLIP was later modified
to form MPM by Sulsky et al. of the University of New Mexico [138] who extended FLIP
to look at solid mechanics problems by discretising the equation for the dynamic momentum
balance, forming the basis of the material point method. The MPM is built on the two main
concepts used in PIC: Lagrangian material points carrying the physical information, and a
background Eulerian grid used for the discretisation of the continuum body. Originally, MPM
was envisaged as a way of modelling fluid flow as a set of material points moving through
a fixed background mesh [139]. The success of the method led to its application to other
problems; MPM was subsequently applied to dry granular materials by Wie¸ckowski in the late
90s [150, 153, 151].
In 2012, the material point method was extended to handle saturated soils (coupled, dynamic,
two-phase problems) [67], with a numerical approach which uses the velocities of both the
solid and fluid phase as the primary variables. This code was applied to several small and large
deformation problems and was able to capture the physical response of saturated soil under
dynamic loading, including examples such as the physics of wave propagation, consolidation
and wave attack on a sea dyke. However, only one set of material points is used to encapsulate
both the solid and the liquid phase; therefore, groundwater flow and the transition between
free surface water and groundwater cannot be captured [107]. Recently, a formulation with
two sets of material points has been proposed ([11], [12]) to overcome this. Extensions to the
double-point formulation were first presented by Martinelli and Rohe in 2015 ([106]) and then
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extended by Martinelli in 2016 ([105]). In the Anura3D code, this is achieved by the use of
two sets of material points to handle a separate velocity field for the solid and liquid phases, for
example, to investigate the case of seepage flow through dams. The two-phase approach with
two sets of material points is explored in detail in section 3.3.4. The history and applications of
MPM are explored in greater detail in section 2.5.3 in the previous chapter; here, we focus on
the mathematical framework of the different formulations used in this research.
This study has not explicitly considered the effect of turbulence. Although turbulence is
generated when the incoming flow interacts with porous media, these effects are not directly re-
solved. Turbulence effects of flow inside the structure could also be considered. As Sakakiyama
and Liu (2001) observed, there is a significant turbulence intensity inside breakwaters [128].
Turbulence is also crucial when investigating the effects of changing porosity on wave pres-
sures. However, turbulence effects have been found to only be significant if the pore size is
comparatively large [55], since the maximum intensity of the turbulence is dependent on the
pore size, and the governing Navier-Stokes equations are averaged over a length scale that is
much larger than the pore size, so for the investigations carried out during this project, it is
reasonable to assume that the turbulent nature of the flow within the structure does not affect
the overall run-up height. Additionally, per Liu et al. (1999), Huang et al. (2003) and Shao
et al. (2010), the turbulence effect can be considered negligible for the flow outside these
permeable structures, and since the run-up height is not directly determined by flow within the
structure, turbulence can reasonably be neglected in this instance. It should be noted, however,
that turbulence effects may play an important role in the wave breaking zone [126], [131], [2].
If the study were extended to much larger pore sizes, it would, therefore, be recommended to
consider the turbulent effects. It may also be useful to consider wave pressure and impact force,
as well as run-up height, for which the turbulence would certainly need to be considered.
3.2 Framework of the Material Point Method
Within the MPM, there are two fundamental frames to describe motion:
• Lagrangian: A mesh is embedded in, and deforms with, the material domain. There are
no convective effects: the boundary conditions at the free surface, moving boundaries,
and material interfaces are automatically imposed. This is ideal for a history-dependent
material, however, if the deformation is very large, mesh distortion and element entangle-
ment become limiting factors. Meshfree methods use a set of discrete points to construct
trial functions so mesh distortion difficulties can be completely avoided. However, there
is a high computational cost and the accuracy is, to some extent, dependant on the
regularity of the nodes.
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• Eulerian: A material flows through a fixed background grid. This completely avoids
numerical issues relating to element distortion, but difficulties arise in dealing with the
deformation history of the material and in tracking the material interface.
To achieve this, the material domain is discretised into material points. These are Lagrangian
points that carry all the material information and track the deformation history of the body.
The momentum equations are solved on a predefined background grid, providing an Eulerian
description of the domain. Figure 3.1 shows the space discretisation: how the material points
are generated within a background mesh.
This combines both Lagrangian and Eulerian depictions of motions for an optimal descrip-
tion of large deformation so that MPM is considered to be in-between particle-based methods
such as SPH, and the Finite Element Method (FEM).
Fig. 3.1 Two sets of material points [157]
During the computation cycle, each material point moves with the deformation of the body,
as shown in Figure 3.2. In the classical MPM used in this thesis, the mass of the sub-domain
is considered to be concentrated at each material point, thus ensuring mass conservation.
Velocities, strains and stresses are also initialised and carried by the material points.
The computational mesh is derived directly from FEM and spans the entire domain of
the problem. The discrete governing equations are solved at the nodes of the computational
mesh [114]. Figure 3.2 shows how during the computation cycle, the variables required to
solve the governing equations at the mesh nodes are transferred using mapping functions from
the material points. The variables carried by the material points are updated using the same
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mapping functions via interpolation of the results produced by the mesh. The shape functions
used to map information between the material points and the grid nodes are explored in detail in
Section 3.4.3. Since the information held by the grid is no longer required, it can be discarded.
Grid distortion is therefore inherently avoided, by virtue of the grid carrying no permanent
information.
Fig. 3.2 MPM computation scheme: (a) map information from MPs to grid nodes; (b) solve
equations of motion at nodes; (c) update MP information; (d) update MP position. After the
Anura3D scientific manual (2019) [114]
At the beginning of each time step, interpolation functions are used to map information from
the material points to the computational mesh nodes (Figure 3.2a). The discretised governing
equations of motion are then used to solve for the primary unknown variables, such as the nodal
velocities (Figure 3.2b). The unknown variables are summarised in Table 3.1 These nodal
values are then used to update the acceleration, velocity and position of the material points and
to calculate stresses and strains (Figure 3.2c). Since no permanent information is stored in the
mesh, it could freely be redefined after each time step to improve computational efficiency,
however, in this thesis the mesh remains fixed for simplicity. Once the mesh has been adjusted,
the assignment of the material points to the finite elements is updated (Figure 3.2d), per the
Anura3D Scientific Manual (2019) [114].
Table 3.1 Primary and derived unknowns for liquid and solid phases
Primary unknowns
νS νL velocity fields
Derived unknowns
σS p stress fields
n ρL porosity and density fields
ε˙S εL strain rate fields
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3.3 Mathematical formulation of the Material Point Method
3.3.1 Introduction
This section presents the mathematical equations that form the basis of the MPM code for
the dynamic equilibrium of the solid body and of porous media in the context of continuum
mechanics. The equations presented for single-phase MPM can be considered an extension of
the FEM procedure. The following section is adapted from the Anura3D Scientific Manual,
version 2019.1, Tinctorius ([114]). The governing equations are developed for the single point,
single-phase analysis of both solid (dry soil) and liquid (free water only, such as the collapsing
water column in the dam-break flow problem) phases, then for the single-point two-phase
analysis (saturated soils), and then for the double-point two- or three-phase analysis (such as
partially saturated soils, like the solitary wave impact problem). Figure 3.3 shows an overview
of the different formulations of MPM. This thesis mostly uses the double-point two-phase
analysis to investigate water wave impact on a dry porous barrier.
Fig. 3.3 MPM formulations and their specific uses after Yerro (2015) [157]
3.3.2 Governing equations for single-phase solid analysis using MPM
The continuum can be described mathematically by a set of differential governing equations:
conservation of momentum, conservation of mass, energy balance and boundary conditions. To
42 Methodology
solve these, constitutive equations that are characteristic of the material forming the continuum
are needed, such a stress-strain relationship.
In single-phase, one-point MPM, the balance equations are applied to the liquid phase,
which is assumed to represent a continuum. The trajectory of each material point is followed
through time, corresponding to the Lagrangian depiction of motion. Since MPM is codified
as an updated Lagrangian formulation, the current instantaneous configuration is considered
as the reference configuration at the beginning of each timestep. The governing equations are
therefore always solved in the current configuration, thus supporting the modelling of large
deformations.
Fig. 3.4 The MPM computational grid and the movement of material points, after Zhao
(2019) [169]
Figure 3.4 shows a sketch of material movement across a timestep in MPM. The material
domain Ω is represented by a number of material points Np and xp denotes the position of
the material point at the current instant (time t). The same material point at the initial time
(t = 0) is denoted Xp. Each material point carries a fixed amount of mass mp throughout the
calculation, and the density ρ(x, t) at an arbitrary point x can be expressed as:
ρ(x, t) =
Np
∑
p=1
mpδ (x−xp) (3.1)
where δ is the Dirac delta function.
The displacement u(x, t), velocity v(x, t) and acceleration a(x, t) of the continuum at any
location x are defined as:
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u(x, t) = x−X (3.2)
v(x, t) =
du(x, t)
dt
(3.3)
a(x, t) =
dv(x, t)
dt
(3.4)
where
d
dt
=
∂
∂ t
+v ·∇ (3.5)
is the material derivative with respect to time.
The compatibility equations therefore take the form
ε =
1
2
[
∇u+(∇u)T
]
(3.6)
where ε is the strain tensor, and the strain rate is given by
ε˙ =
1
2
[
∇u+(∇u)T
]
(3.7)
The governing equations that describe the motion of the continuum body Ω are the standard
conservation equations: mass (equation 3.8) and momentum (equation 3.9) [138, 139].
Conservation of mass
Each material point carries the field variables, mass Mp, density ρp(x, t), velocity vp(x, t) and
the Cauchy stress σp(x, t), where p = 1,2,3....Np. For a single-phase material, there are no
sources or sinks in the domain occupied by the material, so the change in mass with time is
zero [3, 169] and the mass Mp is constant throughout the calculation. The conservation of mass
equation can be written in Lagrangian form such that:
∂ρ
∂ t
+ρ∇ ·vS = 0 (3.8)
where ρ(x, t) is the density of the continuum body, and the acceleration a(x, t) is the material
derivative of the solid phase velocity, vS(x, t). Since in single-phase, single-point MPM the
mass is carried by each material point and remains unchanged throughout the calculation, the
mass balance equation is automatically satisfied, i.e., mass is inherently conserved.
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Conservation of momentum
The conservation of momentum of the continuum can be written in differential form such that
ρaS = ∇ ·σS+ρb (3.9)
where b(x, t) is a specific body force vector and σ is the stress tensor, which can be divided
into a hydrostatic component p and a deviatoric component σdev. Since MPM is written in an
explicit-dynamic formulation (see section 3.4), the dynamic formulation of the momentum
balance equation means that the acceleration term is accounted for.
The Lagrangian framework eliminates the need for a non-linear convective term. Instead,
the positions of each material point are updated with every timestep.
Two types of boundary conditions can be defined: prescribed traction (Equation 3.10) and
prescribed displacement (Equation 3.11), which are applied to the corresponding domains ∂Ωσ
and ∂Ωu respectively. The boundary condition along ∂Ωσ is defined as
σS(x, t) ·n = tˆS(t) (3.10)
and the boundary condition along ∂Ωu is defined as
uS(x, t) ·n = uˆS(t) (3.11)
where σS(x, t) is the stress tensor, n is the outward unit vector normal to the free surface,
tˆS(t) is the surface traction vector, x is the position vector, uˆS is the displacement vector and t
is time.
Weak form of the momentum equations
In continuum mechanics, conservation of momentum is a key governing equation since it
represents the equation of motion of the continuum. So that this equation can be discretised,
it must be transformed into the weak form or virtual work equation, in which the momentum
balance equation is multiplied by a test function or virtual velocity, δv, and is integrated over
the domain Ω currently occupied by the continuum such that∫
Ω
δvSρaS dΩ=
∫
Ω
δvS(∇ ·σS) dΩ+
∫
Ω
δvSρg dΩ (3.12)
where δv = 0 on the domain ∂Ωu, so that the weak form is solved on average.
The first term on the right hand side of Equation 3.12 can be expanded so that
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∫
Ω
δvS(∇ ·σS) dΩ=
∫
Ω
(∇ ·δvSσS) dΩ−
∫
Ω
(∇ ·δvS)σS dΩ (3.13)
Applying the divergence theorem to Equation 3.13 allows us to rewrite the first term on the
right hand side so that ∫
Ω
(∇ ·δvSσS) dΩ=
∫
∂Ωσ
δvSτS d∂Ω (3.14)
and we can then substitute Equations 3.14 and 3.13 into Equation 3.12 so that
∫
Ω
δvSρaS dΩ=
∫
∂Ωσ
δvSτS d∂Ω−
∫
Ω
(∇ ·δvS)σS dΩ+
∫
Ω
δvSρg dΩ (3.15)
which can then be used to form the discretised equations.
Constitutive equations
The general form of the constitutive equations that characterise the stress-strain relationship of
the material can be written as [157]:
σ˙ = D · ε˙ (3.16)
where D is the tangent matrix defined by the specific material constitutive model, and σ˙
and ε˙ are the rate of stress and strain tensors, respectively:
σ˙ =
d
dt
σ(x, t) (3.17)
and
ε˙ =
d
dt
ε(x, t) (3.18)
These stress and strain tensors can be written in vector form as
σ(x, t) =
[
σxx σyy σzz σxy σyz σzx
]T
(3.19)
ε(x, t) =
[
εxx εyy εzz 2εxy 2εyz 2εzx
]T
(3.20)
where εxx, εyy and εzz are the normal strains in the x, y and z directions, respectively; and
2εxy, εyz, and εzx are the shear strains in the xy, yz and zx planes, respectively. This tensor
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notation is also referred to as Voigt notation. This representation is frequently used since it
allows efficient storage and computation in numerical calculations [3].
3.3.3 Governing equations for single-phase liquid analysis using MPM
To understand the basis of liquid analysis using the material point method, the equations of
conservation of both mass and linear momentum are rewritten with respect to the liquid phase.
Conservation of mass
The conservation of mass of the liquid phase is expressed in Lagrangian form as
∂ρL
∂ t
+ρL ∇ ·vL = 0 (3.21)
where vL is the velocity vector of the liquid phase. As with the solid phase, the mass Mp
is constant throughout the calculation, so that mass is inherently conserved throughout the
calculation.
Conservation of momentum
The conservation of momentum of the liquid phase can be written in differential form such that
ρaL = ∇ ·σL+ρLb (3.22)
where ρL is the density of the liquid phase, aL is the liquid acceleration vector, σL is
the liquid Cauchy stress tensor and b is the body force. As with the solid phase, a dynamic
formulation is considered so that the acceleration is accounted for.
As with the solid phase, there are two types of boundary conditions which can be defined:
prescribed traction (Equation 3.23) and prescribed displacement (Equation 3.24), which are
applied to the corresponding domains ∂Ωσ and ∂Ωu respectively. The boundary condition
along ∂Ωσ is defined as
σL(x, t) ·n = tˆ(t) (3.23)
and the boundary condition along ∂Ωu is defined as
uL(x, t) ·n = uˆ(t) (3.24)
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where σL(x, t) is the liquid stress tensor, n is the outward unit vector normal to the free
surface, tˆ(x, t) is the surface traction vector, x is the position vector, uˆ is the displacement
vector and t is time.
The boundary between the liquid phase and gas phase is the free surface and is modelled as
a boundary condition applied on ∂Ωσ . For the case where the surface tension and atmospheric
pressure are zero, the boundary condition is set so that tˆ(x, t) = p(x, t) = 0.
Weak form of the momentum equations
For the discretisation of the momentum conservation equation, the weak form is developed from
the strong form by multiplication with a test function (or virtual velocity δv) and integrated
over the current domain occupied by the continuum Ω to form the virtual work equation such
that ∫
Ω
δvLρaL dΩ=
∫
Ω
δvL(∇ ·σL) dΩ+
∫
Ω
δvLρg dΩ (3.25)
where δv = 0 on the domain ∂Ωu. The analysis can be carried out in the same manner as
the solid phase so that we arrive at the equation
∫
Ω
δvLρaL dΩ=
∫
∂Ωσ
δvLτL d∂Ω−
∫
Ω
(∇ ·δvL)σL dΩ+
∫
Ω
δvLρg dΩ (3.26)
which can then be used to form the discretised equations.
3.3.4 Governing equations for two-phase coupled analysis: double point
formulation
This thesis investigates situations where the water can flow through the solid skeleton, i.e.,
the calculated water velocity is significantly different from that of the solid skeleton. It is
therefore inappropriate to describe the solid and liquid phases with the same velocity field. The
MPM code may also be constructed with two sets of material points to soil and liquid phases
separately, in order to better to capture the fluid-structure interaction where there is a large
difference in velocity between the solid and liquid phases [1, 11, 105, 152, 169]. Figure 3.3
shows the situations in which the different formulations are employed. The double-point
formulation is necessary for cases where there is significant fluid flow, as in both the dam-break
and solitary wave simulations presented in this thesis. To allow for this, two sets of material
points are introduced, such that a set of material points are assigned to both the solid and the
liquid phases, where each set of material points represents the velocity fields of each of the
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two phases, respectively. This is indicated in Figure 3.5. The two phases interact with each
other via a drag force term. Depending on the porosity of the soil, the soil skeleton may either
be regarded as a porous medium surrounded by a fluid, or as soil particles floating within a
fluid. We need, therefore, to determine the state of the material, characterised by the porosity
parameter n, shown in Figure 3.7. The porosity parameter of the soil remains constant in
this thesis, however, the permeability of the soil increases as the mean grain size is increased.
Within the double-point formulation, the space may be occupied by the solid and liquid material
points at the same time, and three domains can be distinguished depending on the constituent
particles: saturated soil (elements containing both solid and liquid material points), dry soil
(elements containing only solid material points) and pure liquid (elements containing only
liquid material points), as in Figure 3.5 [42]. Since the number of material points doubles,
the computational and storage costs of double-point MPM are considerably higher than the
single-point version of the code. A detailed comparison of two-phase analyses employing both
double-point and single-point formulations has been presented by Ceccato et al. (2018) [28].
Fig. 3.5 Scheme of the two-phase double-point MPM approach, after Fern, Rohe and Soga
(2019) [42]
The two-point MPM is based on the following assumptions [11, 105, 169]:
1. Soil skeleton and liquid phase are described in a Lagrangian formulation under the
assumption that each constituent can be represented as a continuous medium.
2. Solid grains are incompressible, i.e., ρS ≈ const.
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Fig. 3.6 Porosity of the soil skeleton is expressed as a function of the volume of void space
compared to the overall volume
3. There is no mass transfer between the solid and liquid phases.
4. The spatial variability of the fluid density is negligible, i.e., ∇ρL ≈ 0
5. The soil may either be dry or saturated, i.e., partially saturated soil is not considered.
Whilst the soil may in reality become partially saturated, this would not affect the flow
outside the structure and therefore has no bearing on the run-up height reached.
State determination
When two sets of material points are used, the mixture must be identified by its state, charac-
terised by the dominant material. This is shown in Figure 3.7. On the left side, the mixture is
characterised by a low porosity: the grains of the solid skeleton are in contact and the behaviour
can be described by constitutive models designed for granular materials: it is a porous medium
surrounded by a fluid. In this condition, the state is defined as solid.
Conversely, on the right-hand side, the mixture has a high porosity, the grains are not in
contact and flow with the liquid phase: it consists of soil grains floating within a liquid. In this
condition, the effective stresses are equal to zero (σs = 0) and the response of the mixture is
described by the Navier-Stokes equation. In this condition, the state is defined as liquid.
The variable n representing the porosity of the mixture is introduced where
n =
VL
V
(3.27)
where VL is the volume of the fluid in the pore space of the soil skeleton, and V is the total
representative volume of the soil, as shown in Figure 3.6.
To determine which state is appropriate, an additional parameter nmax is defined, represent-
ing the maximum porosity. A mixture with an initially solid state that undergoes fluidisation is
characterised by two aspects: the mean effective stress decreases and the porosity increases.
The mean effective stresses become zero when there are no longer contact forces between the
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Fig. 3.7 (a) Solid-liquid mixture with low porosity and grains in contact (solid state); (b)
Solid-liquid mixture with high porosity and no grain contact (liquid state)
grains so that σi j = 0 when n > nmax. Fluidisation only occurs if the grains are significantly
separated so that the porosity is larger than nmax and the state becomes liquid. The mixture
behaves as a Navier-Stokes flow with viscosity. In the reverse process, sedimentation, the
porosity decreases as the solid grains become closer to each other. However, the effective
stresses arise only if the porosity is smaller than nmax, i.e. the grains are close enough to be in
contact and the state is solid so that σi j > 0 when n ≤ nmax. The soil skeleton now behaves
according to mixture theory, as in the case of seepage flow.
Conservation of mass
The mass balance equations for the two layers of material points are presented by separate
velocity fields, first for the solid phase as
dS(nS ρS)
dt
+nSρS(∇ ·vS) = 0 (3.28)
and then for the liquid phase as
dL(nL ρL)
dt
+nLρL(∇ ·vL) = 0 (3.29)
in which vL and vS are the velocity vectors of the liquid phase and of the solid phase,
respectively; nL is the liquid concentration ratio defined as the ratio between the macroscopic
partial density of liquid ρL and the liquid density ρL. The macroscopic partial densities ρL and
ρS represent the partial densities of the solid and liquid constituent, respectively, defined as the
ratio of the mass with respect to the reference volume. Similarly, nS is the solid concentration
ratio, which is defined as the ratio between the macroscopic solid partial density ρS and the
solid density ρS [106].
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The double-point MPM assumes that the spatial variability of the liquid density is negligible
(∇ρL ≈ 0), the soil grains are incompressible (ρs ≈ constant), the medium is saturated (nL =
n and ns = 1− n). Based on these assumptions, the volumetric strain rate of the weakly
compressible liquid d
Lεvol,L
dt can be derived from the mass conservation equations as
dLεvol,L
dt
=
1
n
[
(1−n)∇ ·vS+n∇ ·vL+∇n · (vL−vS)
]
(3.30)
Conservation of momentum
The momentum balance equations for the two layers of material points are presented by separate
velocity fields for the two phases as follows:
(1−n)ρsv˙S = ∇ ·σ ′ + (1−n)∇ ·σL+(1−n)ρsg + Fd (3.31)
for the solid phase and
nρLv˙L = n∇ ·σL + nρL ·g − Fd (3.32)
for the liquid phase, where σ ′ is effective stress tensor, σL is the stress tensor of the liquid
phase (equivalent to the pore pressure tensor pL in saturated porous media), and fd represents
the interaction force exerted by the liquid on the soil skeleton, calculated from Ergun’s Law [40]
as follows:
Fd = n2
[
µ
κ
+nρL
F√
κ
|vL−vS|
]
(vL−vs)+σL∇n (3.33)
with the first two terms representing a viscous force related to the permeability of the soil
skeleton k, the liquid viscosity µ and the relative velocity between the liquid and solid phases
(vL−vs). The final term is contributed by the gradient of the porosity ∇n. F is a coefficient
and κ is the intrinsic soil permeability, calculated from the Kozeny-Carman formula [15] such
that
F =
B√
An1.5
(3.34)
where B is a constant set to 1.75 according to Ergun [40] and
κ =
D2p
A
n3
(1−n)2 (3.35)
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where Dp is the mean effective grain size diameter and n is the soil porosity. A is a constant
and has been determined to be in the range 150 - 180, and for the situations explored here the
value of 150 will be used, after Ergun 1952 [40].
Constitutive equations
The constitutive equations for the liquid and solid phases, respectively, are shown below:
∆pL = KL∆εvol,L (3.36)
∆σS = D ·∆εS (3.37)
where ∆pL is the pressure increment; KL is the bulk modulus of the liquid, ∆εvol,L is the
incremental volumetric strain of the liquid, D is the tangent matrix defined by means of the
constitutive model. For cases of either liquid or fluidised solid material, the deviatoric part of
the stress tensor σdev,L is calculated as
σdev,L = 2µε˙dev,L (3.38)
where ε˙dev,L is the deviatoric component of the liquid strain rate.
A summary of the governing equations and how they are applied using single-point two-
phase MPM is shown in Figure 3.8.
3.4 Explicit-dynamic formulation
3.4.1 Introduction
MPM was developed using an explicit solver, since it was originally developed to solve transient
impact solid mechanics problems [138], and for these problems explicit solvers are more
efficient. For problems with low rates of loading, implicit solvers are more suitable. However,
these simulations involve fast transient loading, so an explicit formulation is appropriate.
This section presents the dynamic explicit implementation of Anura3D and how the govern-
ing equations are assembled into a computation scheme. The system of solving the equations
within the MPM framework and the main steps of the solution procedure are shown.
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Fig. 3.8 Schematic showing the governing equations of double-point MPM
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3.4.2 Notation and variables
The stress and strain tensors are written here in vector form, exploiting the symmetry of each
such that
ε(x, t) = [ε11 ε22 ε33 2ε12 2ε23 2ε31]T (3.39)
σ(x, t) = [σ11 σ22 σ33 2σ12 2σ23 2σ31]T (3.40)
where the first three terms in each vector( i.e. σi j and εi j where i = j) are the normal
components, along the axis xi j of the coordinate system, and the remaining three terms in each
vector represent the shear terms, acting on the xix j planes. This representation of the stress and
strain tensors is known as the Voigt notation, and is particularly useful since it reduces the order
of the symmetric tensors.
In the Voigt notation, the representation of strain is different to that of stress; the last three
terms in the strain vector are represented by γi j = 2εi j . This is to ensure that the energy is
preserved and that different expressions of energy using these tensors are equal, i.e.
εi jσi j = εTσ (3.41)
3.4.3 Spatial discretisation
The spatial discretisation of the momentum balance equation is the main focus in MPM, and for
the MPM formulation utilised in this study, the FEM with an updated Lagrangian formulation
is adopted to obtain a discrete equation for the momentum balance on the background mesh
[157]. This mesh is divided into Nel tetrahedral elements Ωel where (el = 1,2,3, ...,Nel) in
three dimensions, with Nn mesh nodes xi where (i = 1,2,3, ...,Nn). Similarly to the FEM, the
displacement, velocity and acceleration fields are approximated by interpolation of the nodal
values using shape functions Ni(x). The location of a point x can therefore be obtained as:
x =
Nn
∑
i=1
xi Ni(x) (3.42)
The discrete displacement field, velocity field and acceleration field can therefore be
approximated as:
u(x, t) = x−X =
Nn
∑
i=1
(xi−Xi)Ni(x) =
Nn
∑
i=1
ui Ni(x) (3.43)
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v(x, t) = u˙(x, t) =
Nn
∑
i=1
u˙i(t) Ni(x) =
Nn
∑
i=1
vi(t) Ni(x) (3.44)
a(x, t) = v˙(x, t) =
Nn
∑
i=1
v˙i(t) Ni(x) =
Nn
∑
i=1
ai(t) Ni(x) (3.45)
where X is the location of the material point at the initial time t = 0, per Figure 3.4.
We can apply the technique of virtual work employing a test function w(x, t) as detailed in
section 3.3.2 to obtain the weak form of the momentum balance equation. With a test function
defined as:
w(x) =
Nn
∑
i=1
wi Ni(x) (3.46)
If we multiply the momentum balance equation (Equation 3.9) with the test function and
integrate over a domain Ω, the weak form of the momentum balance equation is now expressed
as: ∫
Ω
ρw ·a dΩ=
∫
Ω
w∇ ·σ dΩ+
∫
Ω
ρw ·b dΩ (3.47)
where w = 0 on ∂Ωu; and dΩ represents the differentiated volume of the current domain.
Integrating the first term on the right hand side yields∫
Ω
w∇ ·σ dΩ=
∫
Ω
∇(w ·σ) dΩ−
∫
Ω
∇w ·σ dΩ (3.48)
Applying the divergence theorem to the first term on the right-hand side of this equation
yields ∫
Ω
∇(w ·σ) dΩ=
∫
∂Ωτ
w · τ dS (3.49)
where τ = σ ·n is a prescribed surface traction vector, n is the unit normal to the boundary
and dS represents the differential surface which is only non-zero at the traction boundary ∂Ωτ .
Substituting Equations 3.48 and 3.49 back into the momentum balance equation (Equation
3.47), yields the weak form of the momentum equation:∫
Ω
ρw ·a dΩ=−
∫
Ω
∇w ·σ dΩ+
∫
∂Ωτ
w · τdS+
∫
Ω
ρw ·b dΩ (3.50)
Substituting Equations 3.44 and 3.45 into each component of Equation 3.50 yields:
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∫
Ω
ρw ·a dΩ=
Nn
∑
i=1
wi ·
Nn
∑
j=1
∫
Ω
ρ NiN j a j dΩ=
Nn
∑
i=1
wi ·
Nn
∑
j=1
Mi j a j (3.51)
−
∫
Ω
∇w ·σdΩ=−
Nn
∑
i=1
wi
∫
Ω
∇Ni ·σ dΩ (3.52)
∫
∂Ωτ
w · τdS =
Nn
∑
i=1
wi
∫
∂Ωτ
τNi dS (3.53)
∫
Ω
ρw ·b dΩ=
Nn
∑
i=1
wi
∫
Ω
ρbNi dΩ (3.54)
Since the components of wi are arbitrary, except where the components of the displacement
are prescribed, we can substitute Equations 3.51, 3.52, 3.53, and 3.54 back into Equations 3.50,
and divide by a factor of ∑Nni=1 wi to yield
Nn
∑
j=1
Mi j a j =−
∫
Ω
∇Ni ·σ dΩ+
∫
∂Ωτ
τNi dS+
∫
Ω
ρbNi dΩ (3.55)
where Mi j is the consistent mass matrix
Mi j =
∫
Ω
ρ NiN j dΩ (3.56)
The spatial discretisation is continued by considering the material points as the integration
points; and the integrals thus become sums over the material points. The inertial term of
Equation 3.51 can be discretised using the consistent mass matrix, such that:
Mi j =
∫
Ω
ρ NiN j dΩ≈
Np
∑
p=1
ρ(xp)Ni(xp)N j(xp)Ωp
=
Np
∑
p=1
mpNi(xp)N j(xp)
(3.57)
where mp is the material point mass, which remains unchanged throughout the calculation,
and Ωp is the material point integration weight.
The internal and external nodal forces can be obtained as:
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Finti =−
∫
Ω
∇Ni ·σ dΩ
≈ −
Np
∑
p=1
∇Ni(xp) ·σp(xp, t) Ωp
(3.58)
Fexti =
∫
Ω
ρbNi dΩ+
∫
∂Ωτ
τNi dS
≈ −
Np
∑
p=1
mpbpNi(xp)+
∫
∂Ωτ
τNi dS
(3.59)
Finally, substituting Equations 3.57, 3.58 and 3.59 back into Equation 3.55 yields the
semi-discrete momentum balance equation for the continuum:
Nn
∑
j=1
Mi j a j = Finti +F
ext
i (3.60)
which is computed to arrive at the nodal accelerations a j.
3.4.4 Time discretisation
The numerical solution of the momentum balance equation is obtained at a discrete set of times,
t [11], and the general solution scheme is summarised as follows:
1. Calculate nodal acceleration ati using the momentum balance equation:
mtia
t
i = F
int,t
i + F
ext,t
i (3.61)
where t is the time at the beginning of the timestep. The consistent mass matrix Mi j in
Equation 3.60 is replaced with the lumped mass matrix of the node at time t mti which is
computed using
mti =
Np
∑
p=1
mp Ni (xtp) (3.62)
to reduce the computational cost, as discussed in section 3.4.5.
2. Compute the nodal velocity vti at the beginning of the timestep from the material point
velocity, and update the particle velocity using the nodal acceleration obtained from the
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previous step:
mtiv
t
i =
Np
∑
p=1
mp vtp Ni (x
t
p) (3.63)
vt+∆tp = v
t
p+∆t
Nn
∑
i=1
ati Ni (x
t
p) (3.64)
where ∆t is the timestep of the calculation.
3. Map the momentum from the material points to the nodes and determine the updated
nodal velocity vt+∆ti
mtiv
t+∆t
i =
Np
∑
p=1
mpvt+∆tp Ni(x
t
p) (3.65)
4. Update the particle location xt+∆tp using the nodal velocity v
t+∆t
i
xt+∆tp = x
t
p+∆t
Nn
∑
i=1
vti Ni (x
t
p) (3.66)
3.4.5 Single-phase solid analysis
Discretised momentum balance equation
The weak form of the linear conservation of momentum equation is developed in section 3.3.2
as
∫
Ω
δvSρaS dΩ=
∫
∂Ωσ
δvSτS d∂Ω−
∫
Ω
(∇ ·δvS)σS dΩ+
∫
Ω
δvSρg dΩ (3.67)
The domain Ω is decomposed into finite subdomains Ωel called finite elements. The union
of these subdomains comprises the total domain
Ω= ∪nelmel=1Ωel (3.68)
where nelm denotes the total number of finite elements in the mesh. Each element is
connected to its surrounding elements via points called nodes. The state variable has a pre-
defined interpolation function within the element, and the solution is obtained at the nodes.
Equilibrium is therefore satisfied at the nodes.
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Typically, in the finite element method, matrix notation is used in the discretisation of the
virtual work equation. The discrete form is obtained by approximating the displacement and
thus subsequently the velocity and acceleration as
u(x, t)≈ N(x)uˆ(t) (3.69)
v(x, t)≈ N(x)vˆ(t) (3.70)
a(x, t)≈ N(x)aˆ(t) (3.71)
respectively. The corresponding virtual quantities are approximated in the same way so that
δu(x, t)≈ N(x)δ uˆ(t) (3.72)
δv(x, t)≈ N(x)δ vˆ(t) (3.73)
δa(x, t)≈ N(x)δ aˆ(t) (3.74)
The interpolation function or shape matrix N takes the form
N(x) =
[
N1(x) N2(x) . . . NnT (x)
]
(3.75)
with
Ni(x) =
Ni(x) 0 00 Ni(x) 0
0 0 Ni(x)
 (3.76)
where nT denotes the total number of nodes in the mesh. The bar superscript indicates that
the quantity (in this case, shape function), is written in terms of the global coordinate system.
The nodal displacement, velocity and acceleration vectors are denoted uˆ, vˆ and aˆ respectively.
These vectors, in full, are written
uˆ(t) =
[
uˆ11 uˆ12 uˆ13 . . . . . . . . . uˆnT 1 uˆnT 2 uˆnT 3
]T (3.77)
vˆ(t) =
[
vˆ11 vˆ12 vˆ13 . . . . . . . . . vˆnT 1 vˆnT 2 vˆnT 3
]T (3.78)
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aˆ(t) =
[
aˆ11 aˆ12 aˆ13 . . . . . . . . . aˆnT 1 aˆnT 2 aˆnT 3
]T (3.79)
where v12 indicates the velocity at node 1 in the direction of coordinate x2.
The kinematic relation is expressed using matrix notation as
ε˙(x, t) = Lv(x, t) (3.80)
where L is a linear differential operator that takes the form
∂
∂x1
0 0
0 ∂∂x2 0
0 0 ∂∂x3
∂
∂x2
∂
∂x1
0
0 ∂∂x3
∂
∂x2
∂
∂x3
0 ∂∂x1

(3.81)
We can substitute Equation 3.70 into Equation 3.80 such that
ε˙(x, t) = LN(x)vˆ(t) = B(x)vˆ(t) (3.82)
where B is the strain-displacement matrix[
B(x) = [B1(x) B2(x) B3(x) . . . . . . . . . BnT (x)]
]
(3.83)
with
Bi(x) =

∂Ni(x)
∂x1
0 0
0 ∂Ni(x)∂x2 0
0 0 ∂Ni(x)∂x3
∂Ni(x)
∂x2
∂Ni(x)
∂x1
0
0 ∂Ni(x)∂x3
∂Ni(x)
∂x2
∂Ni(x)
∂x3
0 ∂Ni(x)∂x1

(3.84)
The weak form then yields
δ vˆT
∫
∂Ω
NT t ·n d∂Ω−δ vˆT
∫
Ω
BTσ dΩ+δ vˆT
∫
Ω
NTρg dΩ−δ vˆT
[∫
Ω
NTρN dΩ
]
aˆ = 0
(3.85)
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where n is the unit vector that is normal to the domain boundary.
The discretised form yields
fext − fint = Maˆ (3.86)
with
fext =
∫
∂Ω
NT t ·n d∂Ω+
∫
Ω
ρNT g dΩ (3.87)
fint =
∫
Ω
BTσ ′ dΩ (3.88)
M =
∫
Ω
ρNT N dΩ (3.89)
where fext is the vector of external nodal forces, fint is the vector of internal nodal forces
and M is the nodal mass matrix.
Initialisation of material points
The material points carry all the information associated with the continuum. This section
discusses the initialisation of the material points within the background mesh, including the
association of mass, body forces, traction and other properties of the continuum to the material
point. Elements within the mesh that contain any material points are called active elements and
their nodes contribute to solving the system of equations; empty elements are ignored to reduce
computation cost.
If we consider a single, tetrahedral element: each material point is initially positioned at
a predefined local position inside the parent element. Thus, the local position vector ξMP is
initialised. The global position vector xMP is then obtained as
xMP(ξMP)≈
nnodes
∑
i=1
Ni(ξ tMP)xi (3.90)
where nnodes denotes the number of nodes per element, Ni(ξ tMP) is the shape function of
node i evaluated at the local position of the material point MP and xi are the nodal coordinates.
The volumes associated with each material point are calculated so that all material points
inside an element have the same initial volume i.e.
ΩMP =
a
nMP,el
∫
Ωe
dΩ≈ a
nMP,el
nq,el
∑
q=1
wMP |J(ξMP)| (3.91)
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where ΩMP is the volume associated with the material point MP, nMP,el denotes the number
of material points in the element, nq,el is the number of Gauss points in the element, wMP is the
local integration weight associated with the Gauss point MP and J is the Jacobian matrix.
This implies that, at the beginning of the calculation, all active elements are assumed to be
fully filled by the continuum body. An element is partially filled if the sum of the volumes of
the material points within the element is less than the element volume.
The mass mMP is calculated as
mMP =ΩMPρMP (3.92)
where ρ is the density of the material assigned to the material point MP.
The gravitational force fgravMP is calculated using the material point mass mMP and the
gravitational acceleration vector g such that
fgravMP = mMPg (3.93)
Any external forces applied at the boundary are mapped to the material point located nearest
to the element border, known as the boundary material point. These material points carry
surface traction throughout the calculation. If we consider a tetrahedral element, the traction
vector τe applied to the surface is interpolated from each of the three nodes that form the surface
to the boundary material point. The traction at boundary material point p is therefore
τe(xp)≈
ntri
∑
i=1
Ni(ξq)τe(xi) (3.94)
where Ni is the shape function of node i of the triangular surface element within the
tetrahedral element with ntri triangular surfaces and ξq are the coordinates of the boundary
material point p inside the parent triangular element. Together, these coordinates represent the
projection of the material point onto the triangular surface element of the tetrahedral node.
The traction force vector ftracp is
ftracp = τe(xMP)
Se
neb,MP
=
Se
neb,MP
ntri
∑
i=1
(ξMP)τe(xi) (3.95)
where neb,MP is the number of boundary material points located adjacent to the surface
under loading, and Se is the area of the corresponding loaded surface of the element e.
As the material points are initialised, they are assigned initial conditions, material pa-
rameters and constitutive variables. "Book-keeping" is also initialised at this point, tracking
information such as the element to which each material point initially belongs, and the initial
number of material points per active element.
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Calculation of internal forces
In the finite element formulation, the numerical integration of all above integrals is not per-
formed in the global coordinate system (x), but rather each element is transformed into a
reference or parent element system (ξ ) via a mapping procedure that utilises the Jacobian
matrix, as in Equation 3.91. The mapping procedure is explored in Section 3.4.11. If we choose
a 4-node tetrahedron with linear shape functions as a reference element, the internal force
becomes
fint =
nel
∑
el=1
∫
Ωel
BTσ dΩ=
nel
∑
el=1
∫
V
BTσ |J|dV (3.96)
where Ωel is the volume of the element el in the global coordinate system, nel is the number
of active elements, V is the volume of the parent element, dV = dξ1 dξ2 dξ3 is the infinitesimal
volume in the parent element system, |J| is the determinant of the Jacobian matrix, and B is
the matrix of the shape function gradients calculated at location ξ with respect to the parent
coordinate system. We can integrate Equation 3.96 so that
fint =
nelm
∑
el=1
nnodes,el
∑
i=1
nint,el
∑
k=1
BTi (ξk)σk|Jk|Wk (3.97)
where nnodes,el and nint,el are the number of nodes and the number of integration points
inside the element el respectively and Wk is the integration weight, or weight factor, of the
integration point k.
Since, in the material point method, the material points carry all of the information of the
continuum body, including the stresses, the internal forces take the form
fint =
nelm
∑
el=1
nnodes,el
∑
i=1
nMP,el
∑
k=1
BTi (ξMP) σMP ΩMP (3.98)
where nMP,el is the number of material points in element el.
Calculation of external forces
The external forces can be split into two parts: the body force (due to gravitational acceleration),
and the external loading.
The body force can be calculated by
fext,grav =
nel
∑
el=1
∫
Ωel
ρN¯T g dΩ=
nel
∑
el=1
∫
V
ρNT g|J| dV (3.99)
64 Methodology
where Ωel is the volume of the element el in the global coordinate system, nel is the number
of active elements, V is the volume of the parent element, |J| is the determinant of the Jacobian
matrix, and B is the matrix of the shape function gradients calculated at location ξ with respect
to the parent coordinate system, as before.
Integrating over material points, we see that
fext,grav =
nelm
∑
el=1
nnodes,el
∑
i=1
nMP,el
∑
MP=1
mMPNTi (ξMP)gΩMP (3.100)
where nnodes,el and nMP,el are the nuber of nodes and the number of material points in
element el, respectively.
The external forces due to traction can be calculated by
fext,trac =
nel
∑
el=1
∫
∂Ωel
N¯T t ·n d∂Ω=
nelm
∑
el=1
nnodes,el
∑
i=1
nMP,el
∑
MP=1
NT (ξMP)fextMP (3.101)
where fextMP is the force stored at each material point due to distributed external forces applied
at the boundary of the continuum body.
The complete form of the external force is therefore
fext =
nelm
∑
el=1
nnodes,el
∑
i=1
nMP,el
∑
MP=1
NT (ξMP) fext,tracMP +
nelm
∑
el=1
nnodes,el
∑
i=1
nMP,el
∑
MP=1
mMPNTi (ξMP) g ΩMP (3.102)
Mass matrix
The mass matrix must be inverted to solve Equation 3.86. To simplify the calculation, and
reduce the computational cost, a lumped mass matrix may be used. This is a diagonal matrix
in which each entry mi is the sum the corresponding row of the consistent mass matrix.
Matrix inversions then become trivial, although some dissipation of kinetic energy occurs,
summarised by Brackbill et al. in "FLIP: A low-dissipation, particle-in-cell method for fluid
flow" (1988) [21]. We can use the property ∑N
n
j=1 NPj = 1 so that the mass matrix becomes
Mlump = sumnelmel=1
nnodes,el
∑
i=1
nMP,el
∑
MP=1
NT (ξMP)mMP (3.103)
From here, the superscript lump is removed from the lumped mass matrix Mlump and mass
matrix will always refer to a lumped matrix, for simplicity. In this study, the 4-node tetrahedral
element is used and the lumping procedure gives
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M =
nel
∑
el=1
Mel (3.104)
nel
∑
el=1
Mel =

m1 0 0 . . . 0
0 m2 0 . . . 0
0 . . . . . . mi 0
0 0 0 . . . mNodeEl
 (3.105)
mi =
mi 0 00 mi 0
0 0 mi
 ; 0 =
0 0 00 0 0
0 0 0
 (3.106)
mi =
nMP,el
∑
MP=1
mMPNi(ξMP) (3.107)
Time discretisation
For these calculations, time is discretised into instants: k, so that tk+1 = tk+∆t, where ∆t is the
time step size.
If the general system of equations (Equation 3.86) is posed at time instant tk, it can be
rewritten
Mk · aˆk = fintk + fextk (3.108)
where the acceleration ak is the unknown. An explicit Euler time integration scheme is
used to update the velocity. For velocity vk at time tk, the velocity at the next time step tk+1 is
calculated using the acceleration at time tk as
vˆk+1 = vˆk +∆t aˆk (3.109)
The displacements at time tk+1 are calculated using the updated velocity vk+1:
uˆk+1 = uˆk +∆t vˆk (3.110)
Solution algorithm for a single timestep
The algorithm presented here is based on the work presented by Sulsky et al., in Application of
a particle-in-cell method to solid mechanics (1995) [139], which was itself an improved version
by the same author of the algorithm presented in A particle method for history-dependent
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materials (1995) [138]. The key here is to work with momentum instead of velocity as much as
possible, thus avoiding divisions by nodal masses. In each time step, the MPM computational
cycle can be listed as follows:
1. The nodal mass is calculated using the shape functions and the lumped mass matrix at
time tk is formed (Eq. 3.102). The internal and external forces are evaluated in the nodes
(Eqs 3.103 and 3.98).
2. The momentum balance equation (Eq. 3.108) is solved and the nodal accelerations aki are
determined.
aˆki = [M
k
i ]
−1(fext,ki − fint,ki ) (3.111)
3. The velocity at the material points is updated according to Eq. 3.109
vk+1MP = v
k
MP+∆t
nNodes
∑
i=1
Ni(ξ kMP)aˆ
k
i (3.112)
4. The nodal momentum is updated.
Pk+1i =
nel
∑
el=1
nMP,el
∑
MP=1
mMPN j(ξ kMP)v
k+1
MP (3.113)
5. Nodal velocities are updated.
vk+1i =
Pk+1i
Mki
(3.114)
6. The incremental nodal displacement is computed.
∆uk+1i = ∆tv
k+1
i (3.115)
7. The strain increment is computed.
∆εk+1MP = B(xMP)∆u
k+1
i (3.116)
8. The stresses are updated according to the material constitutive model
9. The volume and density of the material point are updated.
Ωk+1MP =Ω
k
MP(1+ εvol,MP) and ρ
k+1
MP =
ρkMP
(1+∆εvol,MP)
(3.117)
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10. Particle positions are updated according to Eq. 3.110
xk+1MP = x
k
MP+
nNodes
∑
i=1
Ni(ξ kMP)∆u
k
i (3.118)
11. The computational grid is initialised for the next step, nodal values are discarded, and the
material points carry all the updated information.
3.4.6 Single-phase liquid analysis
The weak form of the linear conservation of momentum equation is developed in section 3.3.3
as
∫
Ω
δvLρaL dΩ=
∫
∂Ωσ
δvLτL d∂Ω−
∫
Ω
(∇ ·δvL)σL dΩ+
∫
Ω
δvLρg dΩ (3.119)
We can treat this in a similar way as the single-phase solid analysis described in Section 3.4.5
such that the solution for a single time step is as described in Section 3.4.6.
Solution for single timestep
In each time step, the MPM computational cycle for a single-phase liquid analysis can be listed
as follows:
1. The nodal mass is calculated using the shape functions and the lumped mass matrix at
time tk is formed. The internal and external forces are evaluated in the nodes.
2. The momentum balance equation is solved and the nodal accelerations akL,i are deter-
mined:
aˆkL,i = [M
k
L,i]
−1(fext,kL,i − fint,kL,i ) (3.120)
3. The velocity at the material points is updated.
vk+1MP = v
k
MP+∆t
nNodes
∑
i=1
Ni(ξ kMP)aˆ
k
L,i (3.121)
4. The nodal momentum is updated.
Pk+1L,i =
nel
∑
el=1
nMP,el
∑
MP=1
mMPN j(ξ kMP)v
k+1
MP (3.122)
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5. Nodal velocities are updated.
vk+1L,i =
Pk+1L,i
MkL,i
(3.123)
6. The incremental nodal displacement is computed.
∆uk+1L,i = ∆tv
k+1
L,i (3.124)
7. The strain increment is computed.
∆εk+1MP = B(xMP)∆u
k+1
L,i (3.125)
8. The stresses are updated according to the material constitutive model
9. The volume and density of the material point are updated.
Ωk+1MP =Ω
k
MP(1+ εvol,MP) and ρ
k+1
MP =
ρkMP
(1+∆εvol,MP)
(3.126)
10. Particle positions are updated according to Eq. 3.110
xk+1MP = x
k
MP+
nNodes
∑
i=1
Ni(ξ kMP)∆u
k
L,i (3.127)
11. The computational grid is initialised for the next step, nodal values are discarded, and the
material points carry all the updated information.
3.4.7 Two-phase double-point analysis
The double-point analysis treats the solid and liquid phases separately. We define a parameter
nmax. This is a maximum porosity above which the soil-water mixture is determined to be
fluidised, and below which the soil-water mixture is determined to be in a solid state, or
non-fluidised.
Spatial discretisation
Based on the discretisation method, the momentum balance equations can be discretised onto
the background mesh and integrated at the material points as follows:
MiLaiL = FextiL −FintiL −Fid (3.128)
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MiSaiS = FextiS −FintiS −Fid (3.129)
where aiL and aiS are liquid and solid nodal accelerations, respectively; and MiL and MiS
are liquid and solid lumped mass matrices, respectively:
MiL ≈
NLp
∑
p=1
mpLN(xpL) (3.130)
MiS ≈
NSp
∑
p=1
mpSN(xpS) (3.131)
where NLp and NSp are the number of liquid and solid material points, respectively, mpL and
mpS are the masses of the liquid and solid material points, respectively, and xpL and xpS are the
shape functions for each phase. FextiL and F
ext
iS are external nodal force vectors of the two phases:
FextiL ≈
∫
∂Ωp
N(x)pL dS +
NLp
∑
p=1
mpLN(xpL)g (3.132)
FextiS ≈
∫
∂Ωτ
N(x)[τ+(1−n)pL]dS +
NSp
∑
p=1
mpSN(xpS)g (3.133)
where τ is the prescribed traction vector, pL is the prescribed liquid pressure, and FintiL and
FintiS are internal force vectors of the liquid and solid phases:
FintiS ≈
NSp
∑
p=1
∇N(xpS)[σ ′− (1−n)σL] ΩpS (3.134)
FintiL ≈
NLp
∑
p=1
∇N(xpL)np σLp ΩpL (3.135)
where ΩpL and ΩpS are the integration weight of the liquid material point and solid material
point, respectively.
Fid is the nodal drag force:
Fid ≈ (vL−vS)
NLp
∑
p=1
N(xpL)
[
n2p
µp
κLp
+n2pρL
F√κLp |vL−vS|
]
N(xpL)Ωp+
NLp
∑
p=1
N(xpL)∇np σLp Ωp
(3.136)
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Free surface detection
The free surface develops at an interface between two fluids of different densities. In most
cases involving a single fluid, the free surface occurs where the fluid is exposed to atmospheric
pressure. The shape of the free surface is unknown as it depends on the developing flow. In
MPM, the mass density field can be evaluated at the nodes during each time step. The density
field at the nodes is
ρL,i =
∑
nel,i
el=1∑
nMP,el
MP=1 Ni(ξMP)mMP
∑
nel,i
el=1
Ωel
nnodes,el
(3.137)
The denominator in Equation 3.137 only involves the active elements. Consequently, the
density at any location x can be interpolated using
ρ¯L,MP =
nnodes,el
∑
i=1
Ni(ξMP)ρL,i (3.138)
where ρ¯L,MP is the interpolated liquid density field. The interpolated density is evaluated
for all material points and this is used to capture the free surface:
ρ¯L,MP ≤ FFreeSur f ρL,0 (3.139)
where ρL,0 is the reference value of the liquid density (ρL,0 = 1000 kgm−3) and 0 <
FFreeSur f < 1 is a factor that controls the continuity of the free surface. A greater value of
FFreeSur f means a greater number of particles are detected. This parameter is mesh dependant
and should be set accordingly. The suggested value is 0.7.
3.4.8 Solution algorithm for double-point MPM
Time discretisation
The numerical solution of the double-point MPM code follows these steps:
1. Calculate nodal accelerations for solid and liquid constituents:
aiL = (Fext,tiL −Fint,tiL −Ftid)/MtiL (3.140)
aiS = (Fext,tiS −Fint,tiS −Ftid)/MtiS (3.141)
where t is the time at the beginning of the time step.
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2. Update nodal velocities using the nodal accelerations.
vt+∆tiL = v
t
iL+∆t a
t
iL (3.142)
vt+∆tiS = v
t
iS+∆t a
t
iS (3.143)
where ∆t is the time increment and vtiL, v
t
iS and v
t+∆t
iL , v
t+∆t
iS are the nodal velocities for
the liquid and solid phases, at the beginning and end of the time step, respectively.
3. Determine the nodal displacements
ut+∆tiL = u
t
iL+∆tv
t
iL (3.144)
ut+∆tiS = u
t
iS+∆tv
t
iS (3.145)
4. Update strains (ε t+∆tL and ε
t+∆t
S ) and stresses (p
t+∆t , σ t+∆tdev,L amd σ
t+∆t
S ) for both con-
stituents.
5. Update densities and integration weights. Since the mass remains constant within the
system, the densities and the integration weights change as functions of the incremental
volumetric strains ∆ε t+∆tp, vol, L and ∆ε
t+∆t
p, vol, S of the material point p as follows:
ρ t+∆tiL = ρ
t
iL
1
1+∆ε t+∆tp, vol, L
(3.146)
ρ t+∆tiS = ρ
t
iS
1
1+∆ε t+∆tp, vol, S
(3.147)
Ωt+∆tiL =Ω
t
iL(1+∆ε
t+∆t
p, vol, L) (3.148)
Ωt+∆tiS =Ω
t
iS(1+∆ε
t+∆t
p, vol, S) (3.149)
A summary of the modified computation scheme for the double-point formulation is shown
in Figure 3.9.
The MPM computational cycle for a double-point two-phase analysis requires the liquid
free surface to be identified. This is explained in detail in Section 3.4.7.
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Fig. 3.9 Summary of the double-point MPM computation scheme, adapted from Martinelli
(2016) [105]
3.4.9 Mixed integration scheme
In the Anura3D code, a procedure called MPM-Mixed integration is employed to mitigate the
grid-crossing instability detailed in section 2.5.3. It is based on the research carried out by
Beuth (2012) [17] and Al-Kafaji (2013) [3]. In this simple procedure, a distinction between the
fully filled elements and partially filled elements is made based on
Np,el
∑
p=1
Ωp ≥ Ff ill Ωel (3.150)
in which Np,el is the number of material points within the element el, Ωel and Ωp are the
integration weights of the element el and material point p, respectively. A factor Ff ill is set to
0.9 to determine the threshold, per the recommendation in Beuth (2012) [17], and each element
is checked by Equation 3.150 during each timestep.
If the condition is fulfilled, the element is considered a fully filled element. Otherwise,
the element is determined to be as a partially filled element. For partially filled elements, the
internal force is calculated with the classic MPM procedure, but for fully filled elements, the
internal force is determined by Gauss point integration, and as in FEM, a Gauss point with an
averaged stress σav is considered. The averaged stress σav is calculated as follows:
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σav =
∑
Np,el
p=1 σpΩp
∑
Np,el
p=1 Ωp
(3.151)
where σp is the stress in the material point p and Ωp is the integration weight of the Gauss
point q obtained by:
Ωp =
1
Np,el
Np,el
∑
p=1
Ωp (3.152)
so that the equation for the internal forces becomes:
Finti =
Nel,i
∑
el=1
Nq,el
∑
q=1
∇Ni(xq)σavΩq (3.153)
where Nq,el denotes the number of Gauss points in element el, which is set as 1 in Anura3D
[169], and xq is the position of the Gauss point.
This is a mixed approach which adopts both material points and Gauss points to calculate
the internal forces. This procedure can be summarised in the following four steps [3]:
1. Identify fully filled and partially filled elements using Equation 3.150
2. Average the stress σ and other state variables per Equation 3.151, and assign these to
Gauss points of fully filled elements
3. Calculate the internal nodal forces using Gaussian integration for fully filled elements
using Equation 3.153 and standard material point integration for other elements
4. Apply the constitutive equations at Gauss point of fully filled elements, and assign the
obtained stresses σ and state variables to all particles in the element.
3.4.10 Stability criteria
The stability of a numerical algorithm depends on the integration scheme. This analysis uses an
explicit time integration scheme, which is conditionally stable. The Courant-Friedrichs-Levy
condition [31] is used to obtain the critical time interval required to achieve a stable solution.
Single-phase solid analysis
∆tcr =
lmin
c
; c =
√
Ec
ρ
(3.154)
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where Ec is the constrained modulus of the solid media and lmin is the minimum length of
the element. The example of a tetrahedral element (used for 3D simulations) is shown in
Figure 3.10.
Fig. 3.10 Minimum length lmin for a tetrahedral element [114]
Single-phase liquid analysis
∆tcr =
lmin
cL
; cL =
√
KL
ρL
(3.155)
where KL is the liquid bulk modulus.
Two-phase coupled analysis
The stability analysis of the 2-phase-coupled formulation is described as onerous [114]; for this
reason, a first simplified analysis was performed in by Mieremet (2015) [109] on a simplified
formulation that is derived by assuming an incompressible pore fluid. Based on the eigenvalue
analyses of a single linear finite element, it is observed that in addition to the CFL stability
condition, the influence of the permeability must be included [109]. The full stability criterion
for the 2-phase-coupled formulation is represented by the following:
∆tcr = min{∆tcr,1; ∆tcr,2} (3.156)
where
∆tcr,1 =
lmin
c1
(3.157)
and
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∆tcr,2 =
2ρ˜k
ρLg
(3.158)
with lmin defined as the minimum length of the tetrahedral element, as before, and
c1 =
√
Euc
ρsat
(3.159)
Ecu = Ec+
KL
n
(3.160)
ρsat = (1−n)ρs+nρL (3.161)
ρ˜ = ρ+
(
1
n
−2
)
ρL (3.162)
where Euc is the undrained constrained modulus of the saturated soil, Ec is the laterally
confined modulus of the soil skeleton, and KL is the bulk modulus of the liquid.
∆tcr,1 is a function of the size of the mesh, the stiffness, the porosity and the density of the
material, whilst ∆tcr,2 is a function of the permeability, the porosity and the density. In many
cases, the time step required to ensure stability in low permeability soils is smaller than that
required for highly permeable soils, i.e. ∆tcr,2 < ∆tcr,1.
Equation 3.156 can therefore be reformulated into a single equation:
∆tcr =
−2a+
√
4a2+8(b2−4ac)
b+
√
b2−4c (3.163)
where
a =
nρg
(1−n)ρsk (3.164)
b =
4(nρKL+(1−2n)ρLKL+nρLEc)
n(1−n)ρSρLLmin (3.165)
and
c =
16EcKL
(1−n)ρsρLLmin (3.166)
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Double-point analysis
To ensure the numerical stability of the explicit integration method, the critical time step ∆tcr
must satisfy the Courant-Friedrichs-Levy (CFL) condition. According to Verruijt (2010) [146],
the critical timestep ∆tcr,1, in a saturated medium, is:
∆tcr,1 = min
{
lmin
c1
;
lmin
c2
}
(3.167)
where lmin is the characteristic length of the tetrahedral element, as before (see Figure 3.10),
c1 and c2 are the undrained wave speed and the damped wave speed in the saturated medium,
given by
c1 =
√
Ecu
ρsat
(3.168)
as in Equation 3.159 and
c2 = βScL (3.169)
where Ecu is the undrained constrained modulus of the saturated soil,as before, ρsat is
the density of the saturated medium, βS is a dimensionless factor, and cL is the speed of the
compression wave in water, as given in Equation 3.155. These parameters are obtained per
Equations 3.160 and 3.161, and:
βS =
√√√√ n EcKL
1−n+n EcKL
(3.170)
where Ec is the constrained modulus of the soil skeleton, as before.
In addition to these criteria, Mieremet (2015) [109] suggests an additional criterion that
depends on the soil permeability is necessary to restrict the critical time step to ensure complete
stability. This additional criterion takes the form:
∆tcr,2 =
2ρ˜k
ρLg
(3.171)
where
ρ˜ = ρsat +
(
1
n
−2ρL
)
(3.172)
and k is the Darcy permeability of the soil:
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k = κ
ρLg
µ
(3.173)
Thus, the calculation for the critical time step becomes, as Equation 3.156:
∆tcr = min{∆tcr,1; ∆tcr,2} (3.174)
and in full:
∆tcrit = min
{
lmin
c1
,
lmin
c1
,
2k
[
(n+ 1n −2)ρL+(1−n)ρS
]
ρL g
}
(3.175)
where k is the Darcy permeability of the soil. In this study, only a fraction of the calculated
critical time step size is used, which means that the time increment ∆t is:
∆t = αc ∆tcrit (3.176)
where αc is the Courant number, and it is recommended to set αc ≈ 0.6−0.8 to ensure
numerical stability for double-point MPM calculations. This is lower than the Courant number
used for single-point MPM [169].
3.4.11 Mapping procedure
The mapping procedure is used to map updated information from the grid nodes to the material
points for solution during each timestep. It is implemented using shape functions. Figure 3.11
shows a 4-node tetrahedral element in the parent domain, where the node number can vary
from 1 to 4, and in the global domain where the node number depends on the global mesh.
Fig. 3.11 A 4-node tetrahedral element in the parent and global domains, per [114]
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For isoparametric elements, the shape functions are the same in the parent and global
domains. The coordinates of a point in the global domain are determined as follows:
x(ξ , t) =
4
∑
i=1
Ni(ξ )xi(t) (3.177)
where ξ is the vector of the parent coordinate system
ξ = [ξ1 ξ2 ξ3]T (3.178)
The shape function is defined in the parent domain (local coordinate system) as:
N1(ξ ) = 1−ξ1−ξ2−ξ3 (3.179)
N2(ξ ) = ξ1 (3.180)
N3(ξ ) = ξ2 (3.181)
N4(ξ ) = ξ3 (3.182)
where the subscript represents the node number in the parent domain.
The derivative of the shape function is usually required to calculate the B matrix (necessary
to determine the internal forces of the system). The derivative is calculated using the chain rule:
∂Ni(ξ )
∂x1
=
∂Ni(ξ )
∂ξ1
∂ξ1
∂x1
+
∂Ni(ξ )
∂ξ2
∂ξ2
∂x1
+
∂Ni(ξ )
∂ξ3
∂ξ3
∂x1
∂Ni(ξ )
∂x2
=
∂Ni(ξ )
∂ξ1
∂ξ1
∂x2
+
∂Ni(ξ )
∂ξ2
∂ξ2
∂x2
+
∂Ni(ξ )
∂ξ3
∂ξ3
∂x2
∂Ni(ξ )
∂x3
=
∂Ni(ξ )
∂ξ1
∂ξ1
∂x3
+
∂Ni(ξ )
∂ξ2
∂ξ2
∂x3
+
∂Ni(ξ )
∂ξ3
∂ξ3
∂x3
(3.183)
The compact form can be written as:
∂Ni(ξ )
∂x1
∂Ni(ξ )
∂x2
∂Ni(ξ )
∂x3
=

∂ξ1
∂x1
∂ξ2
∂x1
∂ξ3
∂x1
∂ξ1
∂x2
∂ξ2
∂x2
∂ξ3
∂x2
∂ξ1
∂x3
∂ξ2
∂x3
∂ξ3
∂x3


∂Ni(ξ )
∂ξ1
∂Ni(ξ )
∂ξ2
∂Ni(ξ )
∂ξ3
 (3.184)
The derivatives of the natural coordinates ξ with respect to the global coordinates x are not
explicitly available. The 3x3 matrix in Equation 3.184 is the inverse of the Jacobian matrix J:
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
∂ξ1
∂x1
∂ξ2
∂x1
∂ξ3
∂x1
∂ξ1
∂x2
∂ξ2
∂x2
∂ξ3
∂x2
∂ξ1
∂x3
∂ξ2
∂x3
∂ξ3
∂x3
= J−1 =

∂x1
∂ξ1
∂x2
∂ξ1
∂x3
∂ξ1
∂x1
∂ξ2
∂x2
∂ξ2
∂x3
∂ξ2
∂x1
∂ξ3
∂x2
∂ξ3
∂x3
∂ξ3
 (3.185)
3.4.12 Newtonian Fluid Model
The fluids in these simulations are universally modelled as Newtonian fluids. For weakly
compressible liquids, the density is related to the liquid pressure:
∂ρL
∂ t
=− 1
c2p
∂ pL
∂ t
; cp =
√
KL/ρL (3.186)
where cp is the acoustic wave speed, and KL is the liquid bulk modulus. For a relatively small
pressure range and an isothermal process, cp is constant and the pressure-density relationship
becomes linear:
pL = pL,0− c2p(ρL−ρL,0) (3.187)
where pL,0 are ρL,0 are reference values for pressure and density (0kPa and 1000kg/m3
respectively), and cp =
√
KL/ρL,0.
The value of liquid pressure at which cavitation occurs is pL,thres and the corresponding
density is ρL,thres where
ρL,thres =
1
c2p
(pL,0− pL,thres)+ρL,0 = ρL,0
(
1− pL,thres
KL
)
(3.188)
In the case of ρL ≥ ρL,thres, the pressure can be directly calculated as a function of the
volumetric strains εvol,L:
pL = pL,thres+KLεvol,L (3.189)
and otherwise, the pressure is set to pL,thres
In this study, the pressure in the liquid constituent is computed incrementally:
d pL
dt
= KL
dε¯vol,L
dt
with pL ≥ pL,thres (3.190)
For two-phase coupled analysis, the term dε¯vol,Ldt is calculated according to the mass balance
equation. For a single-phase liquid, the term ε¯ is equal to the volumetric strain of the liquid
material (ε¯vol,L = εvol,L).
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dLε¯vol,L
dt
=
1
n
[n(∇ ·vL)+(1−n)(∇ ·vS)] (3.191)
Finally, the deviatoric component of the stress tensor is calculated as
σdev,L = 2µd
DLεdev,L
Dt
with pL > pL,thres (3.192)
where µd is the dynamic viscosity of the water and εdev,L is the deviatoric component
of the strain tensor. This is only used in the case of a single-phase liquid; for a two-phase
coupled analysis the shear stresses in the liquid component disappear. Further details on the
development of the weakly compressible fluid model are available in Martinelli (2016) [105].
3.5 Summary of the numerical implementation of MPM
The computational cycle consists of two distinct phases: the Lagrangian phase and the convec-
tive phase [169]. During the computation, the unknown variables are always recorded by the
material points, but they are interpolated onto the grid nodes at the beginning of each time step.
Per Sulsky (1995) [139], to minimise division by nodal masses, momentum is used in place as
of velocity as much as possible.
An MPM simulation consists of the following summarised stages:
1. The initialisation of background grid and material points
2. The material point quantities are extrapolated to the grid nodes
3. The equations of motion are solved on the grid
4. Newton’s 2nd Law is solved to obtain the nodal acceleration (equation 3.86)
5. Derivative terms are extrapolated back to the material points
6. The grid is reset and the position of the material points is updated
The geometry is discretised into a collection of material points, each with its own material
properties and initial conditions (velocity, stress, temperature, etc.). Since the grid is used to
provide a point for gradient calculations, it is normally made large enough to cover the expected
spatial extent of the computational domain.
After the derivative terms are extrapolated back to the material points, the variables on the
material points (positions, velocities, strains, stresses etc.) are then updated with these rates
depending on the integration scheme the choice of constitutive model.
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Once the material points are fully updated at the current time step, the grid is reset to allow
the next time step to begin.
These stages are summarised in Figure 3.12.
Fig. 3.12 Structure of each timestep in MPM, after [169]
3.6 MPM mesh convergence studies
Many researchers have previously undertaken convergence studies in MPM of the mesh size
and particle densities. In Zhao and Liang (2010) [170], the dependencies of the results of
a dam-break flow simulation, like the ones presented in this thesis, on the computational
mesh size and particle density (the number of MPs per element) were investigated, and it was
determined that the selections of the mesh size and the number of MPs per element did not
significantly influence the dam-break flow modelling. The pilot study employed here was
simulations of dam-break flows with an aspect ratio of 1.0. Two mesh sizes were employed:
coarse (0.1 m) and fine (0.05 m). Three different particle densities were used: 4, 8 and 10. The
results of this study are presented in Table 3.2.
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From Table 3.2, it can be seen that the mesh size and the particle density do not play an
important role in the results of dam-break flow simulations. Refining the mesh and increasing
the particle density does produce more accurate results, but overall the results are very similar.
To balance the computational costs and accuracy of the simulations, relatively coarse meshes
were chosen. The particle density for all simulations was chosen as at least 4 particles per
element (PPE). For the sloped beach investigated later in this thesis, up to 12 fluid material
points were assigned per element, since otherwise the number of particles forming the thin
layer of run-up on the slope was too few to generate a meaningful result.
Table 3.2 Convergence study for dam break flow case comparing flood front positions at
different times [170]
Condition
Mesh size MPs per
element
Flood front positions (m) at different time
(m) 0s 0.1s 0.2s 0.5s 0.8s 1.0s 1.2s 1.5s
1 0.1 4 1.00 1.10 1.40 2.86 4.55 5.80 7.05 8.92
2 0.1 8 1.00 1.10 1.40 2.86 4.62 5.83 7.10 9.00
3 0.1 10 1.00 1.10 1.40 2.82 4.58 5.81 7.05 8.92
4 0.05 4 1.00 1.10 1.41 2.85 4.58 5.80 7.05 8.98
Further mesh convergence studies in [169] indicate that frequent pressure fluctuations are
observed when using finer meshes, which can be attributed to the previously discussed grid-
crossing errors. Using a finer mesh causes more frequent migration of MPs between elements
and therefore, the grid-crossing errors are more pronounced, discussed by Al-Kafaji (2013)
[3] and Guilkey et al. (2006)[51]. The problem is more severe when the number of point per
element is low and the stiffness of the material is high [3]. However, as mentioned previously,
the mesh resolution plays an important role in the accuracy of the results: by decreasing the
mesh size, the run up height in the numerical solution converges with the analytical results of Li
and Raichlen (presented in Section 6.3). Martinelli (2016) [105] also finds that the accuracy of
the results increases using a large number of liquid MPs and a fine mesh. Although it depends
on the situation being modelled, Martinelli finds that increasing the number of material points
per element has a greater effect on improving accuracy than refining the mesh.
Finally, Zhao finds that the nodal density oscillations are the main cause of pressure
fluctuations due to the weakly compressible behaviour of the fluid. The change in calculated
nodal density in this method is directly due to the proportional change in points per element in
the elements surrounding the node. Therefore, by increasing the number of points per element
the oscillations are reduced. The recommendation is to employ a finer mesh in situations
where the resolution of the simualtion is important, and to mitigate the pressure oscillation
by introducing a greater number of points per element to compensate [169]. This thesis has
been informed by the work carried out previously by Zhao, using this guidance to inform the
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selection of mesh size and the number of material points per element. For all the simulations
recorded in this thesis, pilto studies were run to determine the appropriate parameters that
balance results quality with the computational time required to run the simulation.
3.7 Comparison of MPM with the Smoothed Particle Hy-
drodynamics method
All numerical models require nodal connectivity to determine the spatial derivatives of field
variables. This is constructed by finite elements in FEM, and by searching for neighbour
particles in meshfree methods. Since nodal spacing changes very timestep, neighbour searches
must be carried out every timestep in SPH. This increases the computational cost of SPH
compared to MPM, where the nodal connectivity does not change.
SPH does not require a pre-defined mesh, but consequently, the computational cost of
evaluating field functions and derivatives is higher than in MPM. The rectangular background
grid in MPM can be used for all time steps, completely avoiding mesh distortion and element
entanglement associated with FEM.
The constant and linear consistency conditions are not satisfied in SPH for particles at or
near a domain boundary (where the support domain intersects) due to the irregular particle
distribution. This consistency can be restored, at a significant computational cost. It may
also lead to negative density or negative energy results that lead to the breakdown of the
simulation. The constant and linear consistency conditions are inherently satisfied in MPM
since the traditional shape functions are used.
In SPH, an integration over the support domain means that the summation happens over
a finite number of particles, so insufficient sampling points may lead to numerical instability.
Particles under tensile stress start to develop unstable motion and may exhibit clumping or
lead to a computational blowup. By contrast, the grid nodes in MPM serve as field nodes to
construct approximation functions of field variables, and the material points serve as sample
points for integration. Since the number of material points is usually significantly larger than
the number of grid nodes, the numerical instability from insufficient sampling points is avoided.
In MPM, the time step is determined directly from the background mesh size using the Courant
number, remaining constant throughout the computation. In SPH, the critical time step is
related to the smallest smoothing length. Since this can decrease under compression, the time
step may also shorten so that SPH typically requires more time steps in a large deformation
problem.
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In MPM, the boundary conditions at the free surface are satisfied automatically, and essential
boundary conditions are applied at the grid nodes, as in FEM. Additional boundary conditions
can be imposed at the mesh nodes or at the material points. SPH does not require the velocity
field to be single-valued, so a degree of penetration and mixing may occur. MPM requires
a single-value velocity field so interpenetration of material is precluded and no-slip contact
between invading particles is automatically satisfied.
SPH has been widely applied to fluid dynamics problems, whereas MPM application to
fluid dynamics is relatively rare. Recently, there has been a growing interest in applying MPM
to fluid flow problems:
• Fluid-membrane interaction (York et al., in 1999 and 2000, Gan et al., in 2011 and Lin et
al., in 2014)
• Sea-ice dynamics (Sulsky, in 2007)
• Fluid-solid interactions induced by surface tension using the generalised interpolation
MPM (GIMP)
• Coupling of soil skeleton and pore water flow (Zhang et al., in 2009, Zheng et al., in
2013 and Bandara et al., in 2016)
• Seepage flow from embankments (Martinelli et al., 2017)
Overall, comparisons between SPH and MPM show a faster convergence and higher
numerical accuracy and efficiency for MPM, however, the efficiency of MPM for fluid flow
could be greatly enhanced using an adaptive mesh. The large number of empty background
cells created in solving fluid flow problems in MPM lead to greater computational costs being
incurred Sun et al. [140]
For these problems, the constitutive equations are history-dependent so material points must
be followed; this is difficult to implement in a Eulerian scheme. However, modelling using
purely Lagrangian methods typically results in a severe mesh distortion, leading to a poorly
conditioned stiffness matrix leading to mesh lock-up or entanglement. Re-meshing can be
implemented; this prevents the lock-up and tangling but then interpolation must be performed
for all history-dependent variables, which can introduce errors [138]. MPM serves as an
extension of the particle-in-cell method in which particles are interpreted to be material points
that are followed throughout the loading process. These particles do not represent material
grains but instead are pieces of a continuum solid. Each material point has a constant mass,
which is conserved throughout the simulation, as well as all the other information required for
the calculation. Mass conservation is therefore implicit in MPM.
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A mapping and re-mapping algorithm is used to allow information to be mapped back and
forth between the material points and background mesh nodes during an analysis [148]. A fixed
Eulerian grid allows a spatial gradient to be determined. Since the grid can also be interpreted
as an updated Lagrangian frame of reference, the usual convection term in the acceleration
associated with Eulerian formulations does not appear [138]. Consequently, mesh tangling
is avoided, and the spatial and temporal history of the material motion can be tracked. As
for FEM, the choice of grid size can influence the results but does not carry any permanent
information [41]. The background grid also reduces the cost of executing the simulation using
the material point method when compared to other methods.
3.8 Summary of the advantages of MPM
In MPM, each material point is viewed as a representative volume element (RVE) rather than
grains [98]; it uses a continuum based on soil constitutive models, typically the Mohr–Coulomb
and the Cam Clay or Modified Cam Clay models. The material domain is discretised by a
group of particles, as illustrated in Figure 3.1. Each particle carries all material variables, such
as the mass, position, velocity, stress and strain. The momentum equations are solved on the
predefined background mesh.
The material point method is therefore particularly convenient for modelling based on
history-dependent constitutive models since information such as strain, stress, and history-
dependent variables can be carried by the material points. These material points are used
as integration points like the Gaussian points [148] which enables the spatial and temporal
tracking of history-dependent variables [1], and allowing for error-free advection of material
properties via the motion of the material points.
MPM also avoids the tensile instability that arises in SPH, where the integration over the
support domain is converted into a summation for only a finite number of particles [96]. The
numerical instability arises since there is an inadequate number of sampling points for the
integration, particularly in materials under tensile stress. MPM avoids this by utilising grid
nodes to produce approximation functions of the field variables and letting the material points
serve as sampling points for integration. Since the number of material points is usually greater
than the number of grid nodes, this eliminates the numerical instability [1].
Unlike FEM, MPM does not require periodical re-meshing steps and remapping of state
variables and is, therefore, better suited to modelling large material deformations. This makes
the MPM particularly useful for modelling dam-break flows, wave attack on coastal defences,
and large land flows such as the Vaiont landslide. More recently, a 3D version of the code has
been applied to hypervelocity impact problems [96]. The particle basis of MPM allows it to treat
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crack propagation and other discontinuities better than FEM, where the orientation of the mesh
influences crack propagation in the material. Furthermore, a no-slip, no-penetration contact
algorithm is implicit to the material point method, with no associated additional computational
expense.
In MPM, it is the particles and not the mesh points that store all the information on the state
of the calculation. Therefore, no numerical error results from the mesh returning to its original
position after each calculation cycle, and no re-meshing algorithm is required. Instead, the
momentum balance equation is solved at each node of the background mesh, and then after the
location of the material points has been updated, the background mesh is reset to the original
position, consequently avoiding mesh-entanglement problems.
This use of a background mesh in MPM allows for the implementation of boundary
conditions in a similar method to that in FEM, which is advantageous when compared to
mesh-free methods. SPH requires a time-consuming neighbour particle search, whereas MPM
requires only the identification of particles relative to the background mesh thus making it
more computationally efficient [1]. The background grid also allows for a straightforward and
efficient treatment of frictional contacts of multiple bodies [145].
Whilst the MPM offers many advantages, as with any numerical method, it has drawbacks.
Each simulation requires a large amount of memory since the grid must cover the entire
region occupied by both the solid and the liquid bodies. MPM also results in lower accuracy
than the FEM as the material points often do not lie at the optimal position for numerical
integration. Additionally, enforcement of boundary conditions can be difficult compared with
FEM, although much easier than in SPH. Finally, formal analysis (convergence, error and
stability) of the MPM is extremely difficult [145].
Overall, however, MPM successfully avoids the tensile instability and numerical fracture
problems that occur in SPH. Numerical studies show that MPM is much more efficient than
SPH, especially in large scale problems [96]. The imposition of essential boundary conditions
is very simple in MPM, making the MPM more promising than SPH in the simulation of large
scale hydrodynamic problems.
Chapter 4
Dam-break wave simulations
This chapter describes the effect of changing the permeability of a permeable barrier, via
manipulation of the mean grain size, on the run-up response to a dam-break flood for the case
of a vertical sea wall.
Initially, simulations of dam-break flows that have the same initial conditions and geometry
as published results were run to verify and demonstrate the accuracy and stability of the material
point method when applied to dam-break flows impacting on porous media. The results are
shown to be in good agreement with validated and verified numerical methods and experimental
data.
Subsequently, parametrised numerical simulations were run to establish the effect of
changing the permeability of a porous vertical barrier on the maximum run-up height reached
by the flood wave. The width of the wall was also varied to ensure that the permeability of the
barrier was the main parameter affecting the run-up height. The permeability of the porous
medium is modified by changing the grain size, in accordance with Ergun’s law [40], as in
Chapter 3.1:
Fd = n2
[
µ
κ
+nρL
F√
κ
|vL−vS|
]
(vL−vs)+σL∇n (4.1)
with the first two terms representing a viscous force related to the permeability of the soil
skeleton k, the liquid viscosity µ and the relative velocity between the liquid and solid phases
(vL−vs). The final term is contributed by the gradient of the porosity ∇n. F is a coefficient
and κ is the intrinsic soil permeability, calculated from the Kozeny-Carman formula [15] such
that
F =
B√
An1.5
(4.2)
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where B is a constant set to 1.75 according to Ergun [40] and
κ =
D2p
A
n3
(1−n)2 (4.3)
where Dp is the mean effective grain size diameter and n is the soil porosity. A is a constant
and has been determined to be in the range 150 - 180, and for the situations explored here, the
value of 150 will be used, after Ergun (1952) [40, 105].
4.1 Motivation
Dam-break floods are an example of free-surface flows driven by gravity. They are of significant
interest to civil and environmental engineers as they represent a well-established hazard in the
field of free-surface hydrodynamics. Understanding the overall response of a wave that results
from a dam-break flood impacting on a permeable barrier is key to designing effective flood
defences; thus minimising the risk posed by dam-break floods. The maximum water surface
level reached by the impacting wave on the porous barrier should be minimised to prevent
overtopping of the barrier. This investigation seeks to establish the ability of a permeable barrier
to mitigate potential flooding in response to a dam-break flow by absorbing wave energy as the
water infiltrates the porous medium. The permeability of the barrier is varied by changing the
mean grain size of the constituent material of the barrier. The width of the permeable wall is
also varied in this investigation, to establish if the run-up height is influenced more by the grain
size when the thickness of the wall is also increased, therefore ensuring that the wall thickness
is sufficiently large that the only variable affecting the run-up height is the permeability of the
barrier.
Design parameters for permeable flood defences include the grain size of the particles
forming the seawall and the width of the seawall. According to all fit equations, the risk of
overtopping is primarily determined by the relative still water depth, with wave amplitude
being the second main factor [60]. However, these parameters cannot be controlled by dam
construction.
The material point method is applied here to the widely investigated dam-break problem as
a pilot study to assess the validity of applying a method historically used in solid mechanics
and soil mechanics to a problem involving hydrodynamic flow.
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4.2.1 Dam-break simulations
This section describes the setup and geometry of the numerical simulations for the dam-
break flood investigations. The code employed here is the jointly developed FORTRAN code
Anura3D [105]. It should be noted that the MPM model employed in these simulations is a
three-dimensional model, but with a thickness such that only one layer of elements is employed
to save computational cost since the width of the simulation geometry is not significant [169].
4.2.2 Simulation geometry
These simulations used the Anura3D double-point MPM code. The initial geometry for the
solid wall verification case is shown in Figure 4.1. These numerical simulations are compared
with published results to verify the ability of the MPM code to produce reliable results for
this problem. The initial geometry for the investigation into the impact of dam-break floods
on porous media is shown in Figure 4.1. In these simulations, the width of the dam-break
flood column is fixed, so that the aspect ratio is governed by the height of the column. For the
investigations, the height H is 0.2m so that α = 0.20.1 = 2. The two variables, then, are the width
of the permeable seawall w and mean grain size Dp. The width w is varied between 0.05, 0.07,
0.1, 0.12, 0.4 and 0.6m. The mean grain size Dp was varied between 0.0001m and 0.5m.
Table 4.1 Summary of parameters investigated in the dam-break simulations
Wall width w Grain size Dp [mm]
[m] 0.1 0.5 1 2 5 7 10 20 30 50 100 300 500
0.05 0.1 - 1 2 5 7 10 20 30 50 100 300 500
0.07 0.1 - 1 2 5 7 10 20 - 50 100 300 500
0.1 0.1 0.5 1 2 3 - 10 - 30 50 100 300 500
0.2 0.1 0.5 1 - - - 10 - 30 50 100 300 500
0.4 0.1 - 1 - - - 10 - 30 50 100 300 500
0.6 0.1 - 1 - - - 10 - 30 50 100 300 500
4.2.3 Simulation parameters
For all investigations, the liquid column has material parameters ρ = 1000, K = 20000, and
µ = 1e−6, where ρ is the density
[
kg/m3
]
, K is the bulk modulus [kPa], and µ is dynamic
viscosity [kg/m·s]. The porous dam has material parameters n= 0.49, ρ = 2650, k= 1.0214e−9,
where n is the initial porosity [no units], ρ is the density as before, k is the intrinsic permeability
90 Dam-break wave simulations
Table 4.1 The Wentworth size chart, used to select values for grain size Dp [149]
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Fig. 4.1 The initial geometry used for verification of numerical simulations of dam-break floods,
for the solid wall verification case
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[
m2
]
, and the material is modelled as a linear elastic material with E = 10000 and ν = 0.3
where E is Young’s modulus [no units] and ν is Poisson’s ratio [kPa]. In order to enable the
simulations to run with a relatively large timestep, the bulk modulus of water was assigned an
unrealistically low value. It has been established that this increased compressibility of water
does not cause any significant difference to the simulations as long as the modelled water has a
sound speed over 10 times larger than the maximum flow velocity [90, 169].
Fig. 4.2 The computational domain used for numerical simulations of dam-break floods. w is
the width of the wall and is varied throughout the simulations. All dimensions are in metres.
The liquid column has 20 fluid material points specified per element, and the soil column
has 4 solid material points specified per element. Since the grid spacing is specified as 0.01m,
24,000 fluid material points are initiated for each simulation. A two-phase double-point
simulation type is used, with a Courant number of 0.8 to ensure stability. No smoothing is used
and no damping is applied, which is recommended for the double-point code. For each case, the
maximum allowable porosity is 0.7. This parameter distinguishes between the solid states and
liquid states in the double-point MPM code. It must be at least larger than the initial porosity of
the soil. Otherwise, the soil is liquefied when the simulation begins. This is explained in detail
in Chapter 3.1, with reference particularly to Figure 3.7. The porosity of the dam is not varied
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in these simulations, only the grain size is altered to modify the permeability of the material.
These parameters are summarised in Table 4.2.
Table 4.2 The calculation and material parameters used in the dam-break simulations
Parameter Value Unit
Mesh
properties
Mesh size 0.01 m
Number of elements 3,200−8,000 -
MPs per element 20 fluid or 4 solid -
Fluid
properties
Density 1000 kg/m3
Bulk modulus 20,000 kPa
Dynamic viscosity 1e−6 kPa · s
4.2.4 Analysis of results
Centre of mass method
A significant challenge presented by this series of simulations lay in determining the most
effective parameter or method by which to compare the maximum run-up height reached by
the flood. We are interested in the maximum run-up height reached by the wave generated
when the water column collapses so that we can identify the best possible mitigation method.
However, due to the particle scattering that occurs in the MPM simulation, identifying which
particle best represents the run-up height proves challenging. An example of this is shown in
Figure 4.3. We could select the highest point reached by any particle (highlighted in green), but
for situations where the particles are artificially scattered, this is not a good representation of the
run-up height. Furthermore, for cases with a narrow porous block, some particles are observed
to travel through the porous dam, reaching the solid boundary at the end of the domain, where
they are reflected, travelling back through the porous dam to reach significant heights, and
therefore artificially increasing the perceived run-up height. This phenomenon can be observed
when watching the simulation progress over time, but even under close observation, there is
a lack of certainty as to which particles this situation applies to. Any results identified using
this method would be very dependent on the judgement of the researcher and would, therefore,
prove challenging to defend. We could also attempt to identify the “highest point reached
by a particle in contact with the wall” (highlighted in red), or the “highest point reached by
particles that are part of a continuous plume” (highlighted in orange), however, both methods
lack precision and are heavily subjective, requiring decisions to be made by the interpreter.
This method of selecting a particle and thereby identifying the maximum run-up height was
therefore deemed inadequate.
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Fig. 4.3 Identifying which particle represents the run-up height of the dam-break wave is
challenging. In this example, the wall width is w = 0.2m
To overcome this problem, we can instead take an average of the y-coordinates of the
particles to find the centre of mass of the particles, and select the highest value of the centre of
mass at any time step to compare across the simulations. This method is much more objective,
and, since there are 24,000 particles in each simulation, any anomaly from a few scattered
particles is naturally smoothed out. Averaging the centres of mass of the particles quickly
proved to produce much more consistent results. We would intuitively expect that more porous
walls would results in a lower run-up height, since more fluid can invade the porous dam, and a
greater amount of energy is absorbed. However, using this method, for the more porous walls
(Dp > 0.05) the centre of mass was observed to increase as the average grain size increased.
Figure 4.4 shows an example where this is the case. When the plume is inspected, however, we
can see that the run-up height is not increasing, so there is an issue, at least in part, with this
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Fig. 4.4 The large number of particles not involved in the run-up height can affect the overall
centre of mass, masking small changes. In this example, the wall width w = 0.05m.
method of identifying the run-up height. Consequently, further refinement of the method used
to analyse the results is required.
One issue with averaging the y-coordinates across all of the particles is that the large number
of particles that are not involved in the run-up process may skew the result. To avoid this, we
can remove particles that are outside a fixed margin, as shown in Figure 4.5. Figures 4.7 and
4.8 show the two trial margins tested in two different instances. The third trial margin of width
0.02m was rejected since it is demonstrably unsuitable: by making the margin so close to the
porous dam, many particles that contribute to the run-up height would not be included in the
centre of mass calculations. The two margins of 0.05m and 0.1m were trialled across all of
the simulation results, to determine which filter was the most suitable. It can be seen in both
Figure 4.7 and Figure 4.8 that the narrower, 0.05m margin will remove a few particles that are
of interest, however, the 0.1m margin removes fewer of the particles that are not of interest.
Figure 4.9 compares the two margins for the case where the wall width w = 0.05m, for
two extremes of grain size (Dp = 0.0001m and 0.5m). As explained above, we would expect
that when we increase the grain size, and therefore the permeability, of the porous wall, the
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Fig. 4.5 A margin of 0.1m trialled to filter particles that did not contribute to the run-up height
Fig. 4.6 A margin of 0.05m trialled to filter particles that did not contribute to the run-up height
4.2 Methodology 97
Fig. 4.7 A demonstration of the two different margins, shown for the case where Dp = 0.01m
and w = 0.1m.
Fig. 4.8 A demonstration of three different trial margins for the case where Dp = 0.1m and w =
0.1m. The margin of width 0.02m was rejected since it was unsuitable.
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Fig. 4.9 Comparing the two margins for two cases, where w = 0.05 and Dp is 0.0001 and 0.5,
respectively. The resulting centre of mass for each case is shown by the dashed line.
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Fig. 4.10 Filtering out particles that have penetrated the porous dam for the case where w =
0.05m and Dp is 0.0001 and 0.5m, respectively. The centre of mass produced for each case is
shown by the dashed line.
run-up height will decrease. Despite some particle scattering, we can see by inspection that
this is indeed the case; the larger mean grain size allows more water to flow into the wall and
reduces the run-up height reached by the plume. However, the centre of mass increases, even
with the margins in place. Two effects are responsible for this increase in the centre of mass:
firstly, the particles that have penetrated the porous dam contribute additional height to the
mean, and secondly, there is an increased level of particle scattering in the more porous case.
Whilst identifying and subsequently removing scattered particles is challenging, we can easily
remove the particles that have penetrated the dam. This is deemed an appropriate course of
action here since the investigation seeks to find the external run-up height reached by the wave.
Finally, we arrive at the version of this method used to identify the run-up height reached
by the dam-break flood in this series of simulations. Figure 4.10 shows the effect of using
this filter on the cases that have been previously discussed. The centre of mass for the more
porous case is lower, which is a more accurate reflection of the run-up height. A comparison
100 Dam-break wave simulations
Fig. 4.11 Comparing results using a margin of 0.05m and filtering out particles that have
penetrated the dam for the case where Dp is 0.5m and the wall widths w are 0.4 and 0.6m,
respectively.
is also shown for the case where the grain size Dp is 0.5m and the wall widths are 0.4m and
0.6m respectively. It is clear that using the margin of 0.05m and filtering out particles that
have penetrated the wall gives the best result for comparison of the run-up height across the
simulations.
Statistical method
A further method of analysis was trialled, using a statistical approach whereby the 95th and 98th
percentiles of the height reached by any of the particles is found and plotted. The overall aim of
these techniques is to determine a reliable and objective method of recording the run-up height
reached by the wave by establishing a rigorous method of eliminating the scattered particles.
The results of the previously detailed method and the method described here are presented and
analysed in Section 4.4.
4.3 Model Validation
4.3.1 Solid wall simulations for dam-break floods
The initial validity of the MPM results for dam-break flows was established by direct compari-
son with results produced using SPH published in Dongfang Liang’s 2009 paper “Evaluating
shallow water assumptions in dam-break flows” [88], and with published results in Dongfang
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Fig. 4.12 Initial geometries of solid wall verification simulations replicating Liang (2009) [88]
and Cruchaga et al. (2006) [33]
Liang and Xuanyu Zhao’s 2017 paper “Numerical simulations of dam-break floods with MPM”
[89].
The results produced are also compared to numerical and experimental results published
in Cruchaga, Celentano and Tezduyar’s 2006 paper “Collapse of a liquid column: numerical
simulation and experimental validation” [33], experimental results published in Martin and
Moyce (1952) “An experimental study of the collapse of liquid columns on a rigid horizontal
plane” [104] and numerical results published in Koshizuka and Oka (1996) “Moving-Particle
Semi-Implicit Method for Fragmentation of Incompressible Fluid” [75].
These simulations use a solid end boundary and form the basis of the simulations in section
4.3.2, on porous wall simulations. Figure 4.12 shows the initial geometry used for these
validation simulations, based on the geometries used in Liang (2009) [88] and in Cruchaga et
al. (2006) [33].
Figure 4.13 shows a comparison of particle distribution at different time intervals for
these simulations (right-hand side) with those published by Liang (left-hand side). In both
the SPH and MPM simulations, the initial pressure distribution is hydrostatic: the pressure
contours are plotted for the MPM results in the first instance and the hydrostatic pressure
distribution is demonstrated by the horizontal pressure contours that run parallel to the free-
surface. Figures 4.13(b)-(e) show the evolution of the flood front as it propagates down the
tank. The shape of the flood front produced by the MPM results is in very good agreement with
those produced using the SPH model. Once the flood hits the end of the tank, it rapidly climbs
the wall, reaching much higher than the initial height of the column, shown in Figure 4.13(f), as
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the kinetic energy of the front is transformed into potential energy. Again, both the MPM and
SPH models are in good agreement with the mechanism by which the flood evolves, however,
the lack of smoothing in the MPM simulations means that particle scattering can be observed.
The next phase is for the run-up water to collapse down and curl back on itself, shown in
Figure 4.18(g), and finally, this body of water plunges into the wave generated by the initial
column collapse, that is still moving towards the end of the tank, forming a cavity and forceful
splashing, resulting in turbulent motion. Both models show the same progression, although
once again particle scattering is evident in the MPM simulations. Overall, good agreement is
shown with the particles following the same distribution, however, the MPM results exhibit
significantly more particle scattering after the impact with the solid wall. The pressure contours
are much smoother in the SPH simulation, whereas in the MPM simulations the pressure
fluctuations are too high to be useful. However, when we compare the shape of the plume
and the run-up height, the SPH and MPM methods show good agreement. As noted by Liang,
due to the absence of the vertical acceleration, the SWEs solver cannot account for the time
required to transform the kinetic energy of the wave into potential energy, for which the vertical
movement is essential [88]. Consequently, the SWEs solver unsurprisingly gives very different
results to the other two models, especially after the impact with the solid wall.
Figure 4.14 shows a quantitative comparison of the propagation speed of the flood front
over time with results published by various research groups using both experimental and
numerical methods. These results are normalised according to the Froude scaling law to allow
for comparison with results from different geometries so that
t∗ =
t√
H1
g
, x∗ =
x
H1
(4.4)
where H1 is the initial height of the water column. Since the SWEs results have been
demonstrated to be unrealistic, these are not plotted here. As noted by Liang, the SPH results
depend slightly on the kernel smoothing length, with a smaller smoothing length producing a
higher speed [88]. The MPM results show the same trend with a slightly higher speed, this may
be explained by a small amount of particle scattering at the leading edge making it challenging
to identify the precise location of the flood front. Generally, the numerical simulations are in
very good agreement with experimental results, and with results produced using other numerical
methods.
Figures 4.15 and 4.16 show a comparison for the time history of the flood front and column
height respectively for the MPM simulations using the geometry after the experiments published
in Cruchaga et al. [33], shown in figure 4.12. Koshizuka and Oka use an aspect ratio α = 2
and a tank length four times the width of the column for a total of 14.6cm [75]. Again, the
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Fig. 4.13 Direct comparison of results produced using MPM with the extensively verified SPH
results produced by Liang (2009) [88]. In the left column, solid lines with circles represent the
shallow water equations (SWEs) results and the contours represent SPH results. The MPM
results are plotted in the right columns: (a) t = 0s; (b) t = 0.03s; (c) t = 0.07s; (d) t = 0.10s; (e) t
= 0.15s; (f) t = 0.35s; (g) t = 0.55s; (h) t = 0.66s
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Fig. 4.14 Comparison of results from simulations using the geometry from Liang (2009) to
published experiments, plotting the evolution of the position of the front over time
Fig. 4.15 Comparison of results from simulations using the geometry from Cruchaga et al.
(2006) to published experiments, plotting the evolution of the position of the front over time
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Fig. 4.16 Comparison of results from simulations using the geometry from Cruchaga et al.
(2006) to published experiments, plotting the evolution of the height of the column over time
results have all been normalised according to the Froude scaling law to allow for precise
comparison. The MPM results are a very close match for the numerical results published by
Koshizuka and Oka (1996) [75], although the experimental results published by Martin and
Moyce (1952) [104] and the experimental results published by Cruchaga et al. (2006) [33]
show a slightly higher frontal propagation speed. The numerical results published by Cruchaga
et al. (2006) show a noticeably initial slower propagation speed than those produced by their
experiments [33]. They suggest that this occurs at least in part due to the gate opening effect;
whereby the physical gate present in the experiments takes a finite amount of time to rise,
affecting the initial progress of the column collapse when compared to the instantaneous gate
opening of the numerical simulations. When a gate-opening parameter was included in their
simulations, more advanced flood positions at early instants of the analysis are obtained at the
bottom of the tank, due to the “orifice effect” induced at the beginning of the gate opening,
which increases the fluid velocity at the bottom of the tank [33]. This situation quickly changes
as the dam-break wave propagates and frictional effects slow the overall propagation, causing
the wave to reach the end of the tank later than if no gate-opening effect is included. This
would suggest that the slightly higher speed reached by the experimental results compared with
the numerical results is an effect of the gate-opening in an experiment being non-instantaneous.
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Investigating the evolution of the height of the water column (Figure 4.16) shows a very
close match between the MPM simulations and the experimental results published in Martin
and Moyce (1952), suggesting that whilst the gate opening being non-instantaneous may affect
the bottom of the water column as the flow develops, there is little effect on the top of the
column.
4.3.2 Parametric study of mean grain size effect on run-up height
The solid wall simulations capturing dam-break flow formed the basis for a parametric study
numerically investigating the effect of changing the permeability of the porous material on
the fluid-structure interaction between dam-break flood waves and a permeable flood barrier.
The ability of the MPM code to produce reliable results for wave impact on porous media
is validated by extensive comparison of simulation results with numerical and experimental
results published in Liu et al.’s 1999 paper “Numerical Modeling of Wave Interaction with
Porous Structures” [94], and in Ren et al. (2016) “Improved SPH simulation of wave motions
and turbulent flows through porous media” [126].
Fig. 4.17 Initial geometry of model validation simulations for wave impact on porous media,
after Liu (1999) [94]. All dimensions are in metres.
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The geometry of the numerical simulations used for this verification study, based on the
geometry employed by Liu (1999) [94], is shown in Figure 4.17. The experiments conducted
by Liu et al. (1999) used a water tank of 0.892m × 0.44m × 0.58m. A porous structure of
0.29m × 0.44m × 0.37m was built with crushed rocks (d50 = 1.59 cm, n = 0.49) was placed at
the centre of the tank, from x = 0.3–0.59m. A gate was constructed 2cm (including the gate
thickness and gap) away from the porous structure and pulled up manually within 0.1s at the
beginning of the test. The initial water level d was 0.25m. The numerical set-up is the same as
the experimental set-up except that there is a gap of 2cm between the water column and the
near side of the porous dam, and no gate.
The permeability of the porous block based on the grain size of the material is described by
the Kozeny-Carman equation:
κ =
D2p
A
n3
(1−n)2 (4.5)
where κ is the permeability [m2], Dp is the effective grain size diameter [m], n is the soil
porosity [no units], and A is a constant, equal to 150 (Ergun, 1952) [40]. In these simulations,
the soil porosity is fixed so that the permeability is varied only by altering the grain size.
In the double-point MPM code, the permeability of the soil body is directly related to the
interaction force vector between the liquid and the soil particles, resulting from the drag force
exerted on the solid particles by the fluid, originating from the relationship equation developed
by Ergun ( [40]), and characterised by the Kozeny-Carman equation, as above. The initial
geometry and permeability parameters (grain size and porosity) are the same as those of the
experimental results published by Liu (1999):
κ =
0.01592
150
0.493
(1−0.49)2 = 7.623×10
−7m2 (4.6)
where the mean grain size diameter is 0.0159m and the initial porosity, n, is 0.49, resulting
in a permeability of 7.623×10−7m2.
Figure 4.18 shows a comparison of the results obtained using MPM for the time history of
the free-surface displacement at x = 0.445m (i.e. in the centre of the porous block, as indicated
in Figure 4.17) to the experimental data published in Liu et al., 1999 [94], the VOF method
results also published in Liu et al., 1999 [94] as well as the ISPH method results published in
Akbari and Namin, 2013 [2] and the SPH model results published in Ren et al., 2016 [126].
Liu et al. (1999) considered that the flow in the porous structure was free of turbulence
if the permeability of the porous medium was very small. The turbulence effect was only
found to be significant if the pore size was comparatively large (Hsu et al., 2002 [55]). Shao
(2010) [131] and Akbari and Namin (2013) [2] both identified that the turbulence might be
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Fig. 4.18 Comparison of the MPM results for time history of free-surface displacement at
x = 0.445m with various published data [126]
significant in the wave breaking zone, to simplify matching conditions with the porous flow
region and the flow external to the porous structure, the turbulence effect was not incorporated
in their ISPH models even in the flow outside the porous medium. Ren et al. (2014) [126]
included a sub-particle-scale turbulence closure model in their WCSPH model in the external
flow, but not in the flow inside the porous structures. Consequently, a large jump in the level
of turbulence at the interface was observed. In their 2016 study, an improved WCSPH model
was developed to investigate the wave motions and turbulent flow both in and around the
porous structure. These results are also plotted in Figure 4.18. The results obtained using
MPM are in very close agreement with published results, particularly the VOF (volume of
fluid) results obtained by Liu in 1999 and the SPH results without the turbulence model that
were published in Ren et al., 2016. The SPH results with the inclusion of the SPS turbulence
model show the closest match for the experimental results, except for a slight under-prediction
at the early stages. The MPM results closely resemble the other numerical results with no
turbulence model, i.e. Liu (1999)’s use of the VOF method and Akbari and Namin (2013)’s
ISPH results and Ren et al.’s “SPH without turbulence model” simulations. These all slightly
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Fig. 4.19 Time history of free-surface profiles compared with experimental and numerical
results published in Liu (1999) [94]
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overestimate the free-surface displacement between 0.4s < t < 0.8s. This discrepancy arises
since significant turbulence is generated in the porous flow zone as the particles initially rush
rapidly into the dam, and this turbulence is not accounted for in the model. This overestimation
of the free-surface displacement becomes much less significant later in the simulations; the
much broader gap between the water column edge and the leading edge of the dam gives the
flow more time to develop. The MPM simulations produce a better match to the experimental
simulations after this initial peak, whereas in the period t > 1.5s, the SPH models with and
without turbulent effects overestimate the displacement. Since this investigation is focused on
the maximum run-up height, the initial peak is not crucial and we can consider the method
robust without additional turbulence models.
Figure 4.19 shows time-history comparisons of free-surface profiles for the flow passing
through the porous dam at different points in time for a direct comparison with the numerical
and experimental results published in Liu (1999). After the gate is opened, or the simulation is
started, the water column immediately begins to collapse and fluid particles rush towards the
porous dam. After t = 0.2s, fluid particles have filled the gap between the initial water column
and the porous dam, and a dam-break flow begins to develop. Since the porous dam offers
some resistance to the flow, the particles stack up and rise to form a small upward jet develops
inside the leading edge of the dam at t = 0.4s. This jet can be observed in both the numerical
and experimental results. Some of the impacting water is reflected by the porous boundary to
form a wave travelling back towards the left side of the tank, reaching the tank wall at t = 0.8s
before being totally re-reflected by the solid boundary back towards the dam. The free fluid
domain on the left side of the tank shows a free-surface oscillation driven by the gap between
the initial water column and the porous dam. The frequency of this oscillation is comparable to
the natural frequency of the water body contained on the left side of the tank; similar to harbour
oscillations [94]. This fluctuation gradually decreases as particles pass through the porous dam.
Concurrently, fluid particles escape the far boundary of the porous dam and propagate towards
the right tank boundary, reaching the wall at t = 1.0s and reflecting to form a similar oscillation
on the right side of the dam.
The largest discrepancy between numerical and experimental results occurs at t = 0.2s,
where the experimental data indicate a faster advancement of water particles near the bottom
inside the porous dam. This could be partially explained by the gate-opening phenomena
whereby the manual operation of the gate is non-instantaneous, taking around 0.1s and allowing
water near the bottom of the tank to be released earlier. Additionally, the higher flow rate near
the bottom of the tank could be caused by the larger porosity that results from the presence of a
flat glass surface [94].
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As the simulation progresses, the initial discrepancy between the experimental and numeri-
cal result diminishes. The pressure difference drives fluid particles through the porous dam,
and at t = 1.2s the front reaches the far wall and is reflected, breaking on the porous dam at
around t = 1.6s. Close agreement between the numerical and experimental results show that
this phenomenon is captured authentically, although particle scattering is observed in the MPM
simulations.
Overall, a very consistent agreement between the MPM simulations and the experimental
and numerical results published in Liu (1999) is obtained. The lower free-surface displacement
at the early stage (t < 0.4s) in the numerical results is likely to be caused by gate opening effects
as discussed above. Later in time, numerical results from both sets of simulations compare well
with image data, suggesting that the numerical model produces an accurate representation of
flow data.
4.3.3 Glass bead simulations
Also published in Liu (1999) is a set of results for a series of experiments using small glass
beads in place of rocks for the porous dam. MPM simulations to replicate these experiments
were also carried out, and the results are shown in Figure 4.20. These results show some
agreement with the published numerical data, although the agreement is not as good for the
experimental data. Liu observes that whilst his numerical results are based on van Gent
coefficients of αp = 1000 and βp = 1.1, the bead size for the glass beads simulations is outside
the test range of van Gent (1995). These coefficients modify the van Gent equations:
ap = αp
(1−n)2
n3
v
gD250
(4.7)
bp = βp
[
1+
7.5
KC
]
1−n
n3
1
gD250
(4.8)
where n is porosity, ν is the dynamic viscosity, D50 is the characteristic diameter (average
size) of the porous medium, and KC is the Keulegan-Carpenter (1958) number, representing
the ratio of the characteristic length scale of fluid motion to the characteristic length scale of
the porous medium, i.e.:
KC =
ucT
nD50
(4.9)
where T is a typical wave period and uc can be estimated from uc =
√
u¯iu¯i where ui is the
ith component of the instantaneous pore velocity.
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ap and bp are then used by Liu to describe the flow through the porous medium [94].
The coefficient βp generated good results for the rock experiments and so the value was
kept the same for the glass bead experiments [94]. The coefficient αp was reduced by a factor
of 5 so that αp = 200. The original coefficient was obtained in high Re tests where the viscous
effects were consequently negligible. In this case, Re≈ 100 so the suggested value for αp is
no longer appropriate. There is no method of modifying this coefficient in the MPM code,
however, the engineering applications of these simulations involve larger Re flows where the
frictional force is subsequently negligible.
Liu also noted that the surface tension and capillary effects present in the laboratory scale
model cause the free-surface to stick to the glass wall, meaning that the experimental data may
overestimate the free-surface level at some points in the porous dam. This was not observed
during the laboratory experiments with the crushed rock dam [94].
The results presented here are for high Re flows where the linear frictional force caused
by the viscous effect can be neglected, so these simulations serve as an example of a situation
where the method would need to be modified to produce reliable results. Overall, this is a
situation where the MPM results are less applicable, and so it was determined that this is not an
appropriate avenue for investigation.
4.4 Results and discussion
After the validation studies, an extensive parametric study was undertaken to ascertain the
effect on the run-up response to dam-break floods waves of manipulating the mean grain size of
a porous barrier to alter its permeability. The width of the permeable seawall was also changed
to ensure that it was sufficiently wide enough that the full effect of manipulating the grain size
was captured.
Figure 4.21 shows a comparison of the wave shape formed in response to a dam-break flood,
at the point of impact, for different grain sizes. Where the permeability increases as a result of
the larger grain size, the water percolates through the dam, reducing the run-up response of
the wave. The particle scattering that was previously mentioned is noticeable in the last these
snapshots, where the grain size is very large.
Figure 4.22 shows the results of all simulations plotted on semi-log axes, using the mean
centre of mass and filtering method described in Section 4.2.4. Each simulation is represented
by a point on the graph. It is clear from this graph that varying the grain size of the porous dam
has a significant impact on the run-up height achieved by a dam-break flow impacting on the
dam. As predicted, the overall trend shows that increasing the mean grain size of the material
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Fig. 4.20 Time history of free-surface profiles compared with experimental and numerical
results published in Liu (1999) for the glass beads case [94]
114 Dam-break wave simulations
Fig. 4.21 Simulation results: comparison of free-surface shape at the time of maximum run-up
for a dam-break flood wave
Fig. 4.22 Simulation results for dam-break flooding: plotting the highest mean centre of mass
of particles 0.35m < x < 0.40m, against increasing mean grain size individually, for all cases,
on semi-log axes.
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and therefore the permeability of the barrier reduces the run-up height response to a dam-break
flood.
For the range of mean grain sizes investigated where 0.0001m < Dp < 0.005m, all wall
widths show the same results. This result can be explained by realising that porous walls
made of fine sediment correspond to very low permeability so that only very few particles can
penetrate the boundary of the porous medium during the run-up process, regardless of the width
of the wall, so the run-up process is correspondingly rapid. Hence, for very small grain size, the
width of the wall does not play an important role in determining the maximum run-up height
reached by the impacting flood wave. The wall thickness begins to play a role only when the
barrier is very permeable as a result of the increased grain size. In this range, therefore, the
grain size is the only parameter that governs the maximum height reached by the flood wave.
The wall widths of 0.4m and 0.6m show almost identical responses, suggesting that the
barrier is sufficiently wide that beyond this point, increasing the width of the wall does not
affect the run-up height for the range of grain sizes investigated here (0.0001m < Dp < 0.5m).
For the cases with narrower walls, there is a point where increasing the grain size no longer
reduces the run-up height. For the narrowest wall width, where w = 0.05m, this occurs at a
grain size of roughly 0.05 m. For w = 0.07m, this occurs around Dp = 0.1m. For w = 0.1m, this
minimum is at Dp = 0.1m, and for w = 0.2m, the minimum occurs around Dp = 0.5m. For all
these cases, increasing the grain size is no longer effective once the grain size is around the
same order of magnitude as the wall width.
For the three narrowest widths of the porous wall that were investigated, (w = 0.05m, 0.07m
and 0.1m), there are still situations where the run-up height superficially appears to increase
with the grain size, thus warranting a closer investigation of these results. An example of
these cases is shown in Figure 4.23. Visual inspection of these results shows that although the
maximum run-up height reached by the plume appears to be approximately the same for each
situation, albeit with a slight visual reduction for increased grain size, the number of scattered
particles dramatically increases with each increase in grain size. This particle scattering occurs
in part when the fluid particles reflect off the solid wall at the end of the domain and travel back
through the porous dam, artificially scattering and increasing the run-up height. Other particles
may scatter in MPM as a result of cell-crossing errors. Evidence of this can be seen in the
snapshots in Figure 4.23. There is no clear cut method by which to determine which particles
are scattered and which represent the "true" run-up height. This investigation seeks to identify
the influence of the grain size on the run-up response, but the influence is quite small with such
a small wall width. The overall influence of the grain size is more significant when the porous
wall thickness is bigger, further justifying removing these results. Furthermore, the narrow
width of the wall compared to the large grain size of the soil particles means these results are
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Fig. 4.23 Simulation results where the run-up height, based on the centre of mass, superficially
appears to increase with increasing grain size, Dp, as a result of increased scattering.
arguably unphysical and certainly are of little interest. Finally, the porous material is modelled
as a continuum, so the largest grain sizes (Dp = 0.3m and 0.5m) are approaching the limit of
a material that can reasonably be described as continuous; so an assessment should be made
as to whether or not these results are physically valid. Assessment of larger grain sizes would
certainly require an alternative material model.
Figure 4.24 shows the same results as before, but with these questionable results removed.
The trend is now very clear. The wall width has some influence on the overall run-height as
the grain size increases. For the most extreme case, where w = 0.05m, the deviation from
the general trend initially occurs at Dp = 0.005m, much less than the maximum reasonable
result at Dp = 0.05m. This suggests that the wall width does have some influence at this point,
where 0.005m < Dp < w. However, the grain size is demonstrably the dominant parameter,
and the wall widths of 0.4m and 0.6m show the same results. Figure 4.24 shows very clearly
the trend that this investigation was aiming to identify: the maximum mean centre of mass of
the particles decreases as the grain size is increased, provided the barrier is wide enough to
allow sufficient percolation. Increasing the grain size of the permeable barrier is consequently
determined to be an effective method of reducing the run-up height.
Figures 4.25 and 4.26 show the results recovered from the same set of simulations, using
the statistical methods detailed in Section 4.2.4, for the 95th and 98th percentiles, respectively.
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Fig. 4.24 Simulation results for dam-break flooding: plotting the highest mean centre of mass
of particles 0.35m < x < 0.40m against increasing mean grain size individually on semi-log
axes, removing cases where Dp > w.
Fig. 4.25 Simulation results for dam-break flooding: plotting the 95th percentile of the centre
of mass against increasing mean grain size individually, for all cases, on semi-log axes.
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Fig. 4.26 Simulation results for dam-break flooding: plotting the 98th percentile of the centre
of mass against increasing mean grain size individually, for all cases, on semi-log axes.
Every simulation is represented by a single point of the graph. Up to a grain size of around
80mm, these results show the same general trend as the previous method of interpretation:
the increasing grain size tends to reduce the run-up response. However, using this method of
analysis, once the grain size increases beyond approximately 80mm, the run-up height appears
to increase. This unphysical result is likely a result of the particles that have reached the solid
barrier at the end of the permeable wall reflecting back and combining with the incoming wave
to reach greater heights. This hypothesis is supported by examining the trend displayed for
the different wall widths - the "run-up height" increase is much greater for the narrower walls,
where the wave will reach the solid boundary sooner. This method of analysis demonstrates
that as the permeability of the wall increases, the speed with which the wave passes through
also increases, so that the width of the wall becomes significant for larger grain sizes. For the
widest wall investigated (0.6m), the upward slope is not significant and so the run-up results
are still meaningful. The results for the two percentiles investigated show the same trend, but
with a slight difference in the overall value, as might be expected.
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4.5 Conclusions
In this chapter, the material point method has been applied to the traditional dam-break flow
problem. The aim of this investigation was primarily to establish the validity of this code
applied to the dam-break problem, and secondly, to establish the effect on the run-up height
response of a dam-break flood wave impacting on a porous, permeable vertical flood defence,
when the permeability of the wall is changed by modification of the mean grain size. It
was anticipated that increasing the grain size, and therefore the permeability, of the porous
medium would reduce the maximum height reached by the wave impacting on the permeable
barrier: the increased permeability allows the water to percolate into the wall so that the barrier
absorbs wave energy from the flow as friction generated by the fluid-structure interaction causes
dissipation of significant energy.
When compared with experimental data and results from other verified numerical methods
published by various research groups, using techniques such as SPH and VOF, the MPM
simulations gave good predictions of the frontal propagation of dam-break floods, and the flow
through porous media. The material point method is thus demonstrated to be an appropriate
method for modelling hydraulic flows interacting with permeable barriers.
The effect of increasing the grain size for different wall widths of a porous barrier on the
run-up height in response to a dam-break flood was investigated using MPM. The wall width
was varied to ensure that this is not a limiting parameter when investigating the grain size.
Different methods of quantifying the run-up height were trialled to overcome shortcomings in
the numerical method used for quantification of the investigation results. An appropriate method
was identified: the centre of mass of relevant particles is found numerically by averaging the
y-coordinate so that the problem of objectively identifying the appropriate particle is overcome.
Particles that do not affect the run-up height are filtered out of this mean. Any simulations
results that have been skewed by large amounts of particle scattering have been removed. These
are also physically unrealistic, justifying the exclusion of these results. Furthermore, the results
are assessed statistically by plotting the 95th and 98th percentiles of the y-coordinates of all
the particles in the simulation. This method of analysis offered further insight into the wave
behaviour.
The wall width has some impact on the effectiveness of the permeable barrier. As the
grain size increases, the wall width necessary for the increase in permeability to be effective
in reducing the maximum run-up height also increases. This is because the run-up height is
reduced by the water percolating into the porous medium, and a narrow barrier does not allow
sufficient fluid to flow in to enable a reduction in run-up height. Furthermore, the maximum
run-up height may actually be reached inside the barrier, as the wave reaches the solid far
boundary and reflects, superimposing on the incoming wave. We can therefore state that there
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is a minimum width required for the barrier to operate effectively and that this increases with
increasing grain size and thus the permeability of the barrier. Increasing the wall width from
0.4m to 0.6m had no quantifiable impact on the run-up height, for any grain size, so a minimum
achievable run-up height was identified across the range investigated. Overall, the mean centre
of mass of the broken wave was reduced from 0.11m in the worst case of a solid wall to 0.026m,
demonstrating that the run-up response of a dam-break flood can be significantly reduced
by increasing the permeability of the barrier to absorb the maximum possible energy of the
impacting wave. The influence of the grain size is more significant when the thickness of the
porous wall is greater since more water is allowed to percolate. It is possible that a larger
reduction in run-up is possible with larger grain sizes; however, modelling a material would
such a large grain size would require an alternative material model since it could no longer be
realistically described as a continuum.
In summary, increasing the grain size, and therefore the permeability, of the porous dam
effectively reduces the overall run-up height in response to a dam-break flood. The mean grain
size of the barrier is shown to be the dominant parameter affecting run-up height, provided the
barrier is wide enough to allow percolation and to prevent the reflected wave superimposing on
the incoming wave. The largest grain size investigated here was a mean grain size of 500mm;
the grain size was not extended beyond this point since it falls outside the limitations of the
numerical method used, which is designed to represent a continuum. All investigations show
that increasing the grain size beyond 50mm had a limited effect on reducing the overall run-up
response. The largest grain sizes investigated (Dp = 0.3m and 0.5m) are approaching the limit
of a material that can reasonably be described as continuous; assessment of larger grain sizes
would certainly require an alternative method.
Chapter 5
Solitary wave run-up on vertical seawalls
This chapter describes the effect of changing the permeability of a permeable barrier on the
run-up response to a solitary wave flood, for the case of a vertical sea wall. As in the previous
chapter, the permeability of the barrier is modified by altering the mean grain size of the
material forming the barrier.
Simulations of solitary waves with the same initial conditions and geometry as published
results were run to verify and demonstrate the accuracy and stability of the material point method
when applied to solitary waves impacting on porous media. The results are demonstrated to
be in good agreement with validated and verified data, including both results produced using
numerical methods as well as experimental data, strongly suggesting that MPM is an appropriate
method to employ for this case study.
The focus of the investigation is the changing wave response when the permeability of
the vertical sea wall defence is changed by altering the representative mean grain size of the
constituent particles forming the barrier. The run-up height, normalised by the initial still water
depth, is compared to the normalised wave height to establish an empirical relationship between
run-up height and grain size; and therefore to provide design guidelines for permeable flood
defences. The amplitude of the impacting wave is also varied so that it can be established
whether the relationship between run-up response and permeability varies for differing wave
heights.
5.1 Motivation
The ability of porous barriers to absorb wave energy is of great interest in coastal engineering,
as the flow friction that develops within the porous medium can be exploited to create significant
wave energy dissipation, therefore reducing the effect of incoming flood waves. Familiarity
with flow processes arising from wave motion through porous structures is key to ensuring both
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the long-term stability and the functionality of these structures. Solitary waves are often used
to model the effects of tsunamis, due to their hydraulic similarities [91, 87, 161].
In 2004, the Sumatra–Andaman earthquake triggered a devastating Indian Ocean tsunami
that spread throughout the Indian Ocean, inundating coastal communities across South and
Southeast Asia. Communities along the surrounding coasts of the Indian Ocean were severely
affected, and the Boxing Day Tsunamis killed over 200,000 people in 14 countries [142, 43].
The earthquake was one of the deadliest natural disasters in recorded history. A similarly
extreme level of damage was observed as a result of the storm surge associated with Hurricane
Katrina in 2005 [161].
The primary cause of both calamities is the inundation that occurred as a direct result of
tsunami and storm surge waves, respectively [64, 161]. Tsunamis, in particular, have a wave
height above the normal mean water level that is comparable to that of swell but often have a
substantially stronger impact [161].
Tsunami waves do not behave in the same manner as normal undersea currents or waves,
because they have a much longer wavelength. Solitary waves are considered to accurately rep-
resent many important aspects of tsunamis and nearshore waves of very long wavelength [141],
and consequently, solitary waves are widely used in numerical simulations to model the effect
of tsunamis [73]. Tsunamis can travel inland for relatively large distances, with the potential to
cause significant property damage and loss of life. Most of the damage associated with tsunamis
is related to their run-up at the shoreline [87]. Consequently, understanding the free-surface
flow motion and predicting the maximum run-up height that arises as a result of these seismic
waves is an essential part of any coastal flood mitigation effort.
When considering run-up response to solitary wave attack, the interaction between the
fluid and the structure is a key factor in determining how effective the flood defence will be,
particularly in the case of permeable barriers, where the aim is to reduce the wave energy by
utilising the flow friction that develops through turbulence and fluid-structure interaction as
the wave propagates through the barrier. Accurately predicting the maximum run-up height
reached by such waves will empower engineers to design and construct more effective coastal
flood defences.
This chapter investigates the effect of manipulating the mean grain size of a permeable
barrier on the run-up response to a solitary wave, using the material point method.
5.2 Methodology
This section describes the setup of the numerical simulations used to investigate a solitary wave
flood impacting on a vertical sea wall.
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Fig. 5.1 Problem definition sketch for the case of a solitary wave impacting on a permeable
vertical sea wall.
5.2.1 Simulation geometry
These simulations also used the Anura3D double-point MPM code. A problem definition
sketch for the case of a vertical sea wall is shown in Figure 5.1. The grain size was again varied
between 0.05mm (extremely fine sand to simulate a solid surface) and 200mm (a very large
grain size, representative of large cobbles). The vertical wall has been extended sufficiently
far above the height of the paddle and still water depth to allow the full extent of the run-up
to be captured. Based on the investigations carried out in Chapter 4, the initial width of the
vertical barrier was set reasonably wide. It was determined that walls with a width of an order
of magnitude ≈ 2−3 x the width of the wave are wide enough that the width itself is not a
governing parameter since sufficient percolation is able to take place. This was not simply
held as an assumption; several simulations with a wall twice as wide were run for different
situation and the results were compared to prove this hypothesis. Figure 5.2 also shows the
wave generating paddle. This paddle is accelerated to a specified velocity, to produce a solitary
wave of a particular height. This wave generation is explained in Section 5.2.3.
5.2.2 Simulation parameters
For these simulations, the liquid water is modelled as a Newtonian fluid with material parameters
ρ = 1000, K = 20000, and µ = 1e−6, where ρ is the density
[
kg/m3
]
, K is the bulk modulus
[kPa], and µ is dynamic viscosity [kg/m · s]. The dry part of the porous beach is modelled as a
linear elastic material, with material parameters n = 0.43, ρ = 2650, K0 = 0.5, E = 10000 and
ν = 0.3, where n is the initial porosity [no units], ρ is the density, as before, K0 is coefficient of
lateral earth pressure [no units], E is Young’s modulus [kPa] and ν is Poisson’s ratio [no units].
The saturated part of the porous beach is modelled as a fully coupled, saturated, linear elastic
material, with material parameters n = 0.43, ρ = 2650, K0 = 0.5, ρ = 1000, K = 20000, and
µ = 1e−6, E = 10000, and ν = 0.3. Finally, the paddle that is accelerated to generate the water
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Fig. 5.2 The computational domain dimensions used for the numerical investigation of a solitary
wave impacting on a vertical sea wall.
Fig. 5.3 The material assignment for the vertical sea wall case
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Fig. 5.4 The material point assignment indicating the number of material points initiated per
element for each phase
wave is modelled as a linear elastic material, with material properties n = 0.42, ρ = 2650,
K0 = 0.5, E = 10000 and ν = 0.3. The material assignment is shown in Figure 5.3. The paddle
material must be differentiated from the beach material so that we can specify a velocity to all
of the particles forming the paddle. This is achieved by specifying a different initial porosity:
any element with an initial porosity below 0.425 is recognised as forming part of the paddle.
The material point assignment is shown in Figure 5.4. The liquid water has 12 fluid material
points specified per element, and the dry beach and paddle each have 12 solid material points
specified per element. The saturated beach has 12 solid material points and 12 fluid material
points generated per element. The grid spacing for the vertical sea wall simulations presented
here is specified as 0.02m, shown in Figure 5.5. This is twice as large as the sloped beach cases
described in the next chapter. The different geometry of the vertical sea wall case compared to
the sloped beach means more filled elements and therefore more material points generated for
a similarly sized domain; the computation cost is correspondingly higher, hence the need to
increase grid spacing. The mesh spacing of 0.01m is unsuitable in this case, as the simulations
otherwise become too computationally expensive and in some cases will not even run as internal
storage capacity is exceeded. The coarser mesh of 0.02m used for these simulations compared
to those presented for the sloped beach case in the next chapter means that more material points
per element are assigned to achieve similar results. There is no horizontal fixity is applied to
the leftmost surface, so that the paddle can move freely. These parameters are summarised in
Table 5.1.
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Fig. 5.5 The mesh generated for the vertical sea wall case, with grid spacing 0.02m
A two-phase double-point simulation type is used, with a Courant number of 0.8 to ensure
stability. No smoothing is used and no damping is applied, which is recommended for the
double-point code [169]. For each case, the maximum allowable porosity is 0.95. This
parameter distinguishes the solid states and liquid states and it must at least be larger than the
initial porosity of the soil. Otherwise, the soil is determined to be liquefied when the simulation
begins. The porosity of the beach is not varied in these simulations, only the grain size is
altered to modify the permeability of the material, as per Ergun’s Law.
5.2.3 Wave generation via paddle
A novel boundary condition was developed to allow the Anura3D software to generate a solitary
wave for the purposes of these investigations.
The solitary wave is generated by specifying the velocity of the material points that form
the paddle. The velocity graph for the case where the wave height H is 0.03423m (so that H/h0
is 0.163) is shown in Figure 5.6. The parameters that govern the paddle wave generation are
shown in Table 5.2. These parameters are used in the wave equation:
U =
H
h0
c
(
1− tanh2
(
βc(t− t0)
2
))
(5.1)
where
tanh
(
βc
2
t
)
=
eβct −1
eβct +1
(5.2)
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Table 5.1 Calculation and material parameters used in the simulations of a solitary wave
impacting on a vertical wall
Parameter Value Unit
Mesh
properties
Mesh size 0.02 m
Number of elements 6,111−7,938 -
MPs per element 12 fluid, 12 solid -
Fluid
properties
Density 1000 kg/m3
Bulk modulus 20,000 kPa
Dynamic viscosity 1e−6 kPa · s
Solid
material
properties
Density 2650 kg/m3
Young’s modulus 10,000 kPa
Initial porosity 0.43 [no units]
Lateral earth pressure 0.5 [no units]
Poisson’s ratio 0.3 [no units]
Table 5.2 Parameters used for wave generation
Parameter Symbol Value Unit
Wave amplitude H 0.03423 m
Still water depth h 0.21 m
Wave speed c 1.547868 m/s
Outskirts decay coefficient β 3.32993 [no units]
where H is the wave amplitude [m], h0 is the initial still water depth [m], c is the wave
speed [m/s], so that c =
√
g(H +h), β is the outskirts decay coefficient [no units] and t is time
[s].
This equation is implemented by adding a new subroutine to the Anura3D source code.
These changes are shown in Figure 5.7.
5.3 Model Validation
The ability of the MPM code to produce reliable results for predicting the run-up height
of solitary waves incident on vertical seawalls was established by extensive comparison of
results produced using this method with published results using a variety of experimental and
numerical techniques. In particular, these results were validated by comparison with numerical
results produced using SPH methods published in Liang et al.’s 2016 paper “Incompressible
SPH simulation of solitary wave interaction with movable seawalls” [89]. In this paper, the
incompressible Smoothed Particle Hydrodynamics (SPH) method is applied to investigate
the impact of solitary waves on seawalls. The model is used to simulate the solitary wave
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Fig. 5.6 Velocity-time graph for the paddle used for wave generation
Fig. 5.7 The subroutine added to the MPM code for wave generation
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Fig. 5.8 Comparison of results produced using the material point method with numerous
published experimental and numerical data for the case of solitary wave run-up on a vertical
sea wall.
propagation and run-up against a fixed vertical wall, and the computations compared well with
previous experimental and numerical results [89]. The incident wave height is found to be
the dominant factor affecting the movement of movable seawalls. This adds weight to the
hypothesis investigated here; strongly suggesting that there will also be a significant impact of
the incident wave height on the maximum run-up height reached by the incoming flood wave.
A comparison of the results produced here using the material point method to the results
produced by Liang et al. using the incompressible SPH method is plotted in Figure 5.8. The
results are also compared to numerical results produced by Gotoh et al. in 2005 using the
moving particle semi-implicit (MPS) method, Chan and Street (1970) using the marker-and-
cell (MAC) method and Monaghan and Kos in (1999) using the weakly compressible SPH
(WCSPH) method, as well as experimental results produced by Chan and Street (1970).
The results produced here using MPM compare very well with the published numerical
and experimental data. The results fit very precisely for waves that have a lower incident
height, although there is a slight overestimation of the run-up at the highest investigated wave
height. There is some uncertainty in the MPM results due to the particle scattering mentioned
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before, however, the results are generally a very good fit. All published results and analytical
theory suggest that incident waves with a larger amplitude produce a higher run-up on the
vertical wall. The correlation between run-up height and wave height is not linear due to the
inherently nonlinear behaviour of the wave motion after it impacts on the barrier, causing
turbulent sloshing. Based on this excellent agreement of the MPM results with those produced
using different experimental and numerical techniques, it is clear that this method can be
appropriately applied for predicting the maximum run-up height reached by a solitary flood
wave within the height range 0.1≤ Hh0 ≤ 0.6.
5.4 Results and discussion
5.4.1 Grain size influence
Fig. 5.9 Free-surface profile development throughout time for a small grain size (Dp = 0.05mm)
and a wave height of H=0.105m
(H
h0
= 0.5
)
Figures 5.9 and 5.10 show examples of the free-surface profile development throughout time
when a solitary wave interacts with a vertical sea wall, for a small grain size (Dp = 0.05mm),
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Fig. 5.10 Free-surface profile development throughout time for a large grain size (Dp = 50mm)
and a wave height of H=0.105m
(H
h0
= 0.5
)
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and a large grain size (Dp = 50mm), and an initial wave height of H=0.105m
(H
h0
= 0.5
)
. These
specific examples were selected to best illustrate the contrast as the grain size increases. On
observation of these figures, it is clear that the increased mean grain size of the porous wall,
by increasing the permeability of the medium, allows the incoming wave to percolate into the
beach and thus reduces the maximum run-up height via frictional dissipation of the wave energy.
In Figure 5.9, where the mean grain size is very fine, the wave generated by the paddle travels
through the still water and on impact with the impermeable vertical sea wall, the wave rapidly
climbs, reaching a maximum run-up height in timestep 54, before beginning the run-down
process. By contrast, in Figure 5.10, where the grain size is very large, the wave generated by
the paddle flows into the permeable barrier. This percolation is visible from timestep 45. As the
wave progresses, it continues to flow into the permeable barrier, climbing the wall as friction
generated by the fluid-structure interaction slows the flow in the barrier. The maximum run-up
height is still reached at timestep 54, but it is now much lower. The wave continues to flow
into the permeable barrier during the run-down process, and in the final slide, we observe a
secondary run-up process occurring within the permeable barrier as the wave reaches the solid
barrier at the end of the domain.
Fig. 5.11 Simulation results: comparison of free-surface shape at impact for wave height
H=0.84m.
Figure 5.11 shows a comparison of the wave shape formed by the solitary wave at the point
of impact with a vertical sea wall constructed from materials with different mean grain sizes.
The top four diagrams show wave impact for the smallest grain sizes investigated, and the
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Fig. 5.12 Simulation results: maximum run-up heights for varying wave heights and grain sizes
bottom four diagrams show the shape of the wave at the point of impact for the larger grain
sizes. All figures presented here are taken from the case where the initial wave height H is
0.084m, so that H/h0 = 0.4. This wave height was selected for the example since the wave is
sufficiently large enough that the effect of changing the grain size on the run-up response is
clear to the observer, however, the wave height is not so high that the impact of the wave on
the beach causes the particles to scatter. Here, "scatter" refers to an unphysical dispersion of
the particles as an artefact of the calculation method used. Whilst some of the dispersion is
arguably physical, non-physical dispersion also occurs. This non-physical dispersion may arise
as a result of the cell-crossing error discussed in Chapter 3.
Figure 5.11 shows that when the grain size is 0.1mm or less, the permeable barrier behaves
as a solid wall, which demonstrated by a complete lack of percolation of the water into the
barrier. The extremely fine-grained case (Dp = 0.05mm) was used in the validation studies
presented in the previous section as a means of studying the wave impact on a solid wall. On
examination of the different studies presented, it is clear that, per the hypothesis, where the
permeability of the porous medium increases as a result of the increase in mean grain size, a
larger volume of water percolates into the material, thus reducing the maximum run-up height
reached by the impacting wave. However, for the largest grain sizes, such as those displayed
on the bottom right of Figure 5.11, although the mean grain size increases, the benefit of the
increased permeability is not manifested in a reduction of the run-up height reached.
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Fig. 5.13 Simulation results: maximum run-up heights for varying grain sizes, normalised by
initial wave height
This behaviour can also be identified by inspection of the results plotted in Figure 5.12.
The maximum run-up height, normalised by the initial still water depth, h0, is plotted again
the mean grain size (Dp), for the seven different waves heights that were investigated, so that
each point on the graph represents a different simulation. For the initial set of simulations that
were run
(H
h0
= 0.03423
)
, the grain size was increased from Dp = 0.05mm to Dp = 200mm.
However, subsequent simulations were only run for 0.05mm < Dp < 100mm. The reason
for this is twofold. Firstly, as highlighted in the results presented below, once Dp increased
beyond 50mm, there is no observable decrease in run-up height, and secondly, as described in
Chapter 4, the porous medium is modelled as a continuum, so the largest grain size investigated
here are already challenging that assumption. Any increase in grain size beyond Dp ≈ 100mm
would possibly require a discrete element model to produce results that are scientifically valid.
Therefore, the decision was taken to focus the investigation on the range Dp ≤ 100mm.
Figure 5.13 shows the same simulation results, but here the maximum run-up height reached
has been normalised by the initial wave height so that the respective curves collapse onto each
other for easier comparison of the mitigation effect of increasing the grain size.
Inspection of Figure 5.11 suggests that the maximum run-up height does not change
significantly in response to any of the wave heights until the grain size increases beyond 0.1mm.
This indicates a minimum mean grain size of 0.1mm must be reached before any significant
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Fig. 5.14 Simulation results: comparing maximum run-up results of two large grain sizes
(Dp = 0.05m and Dp = 0.1m) for Hh0 = 0.5 to show that there is only a minimal further benefit
in increasing the mean grain size.
percolation occurs. Figure 5.12 suggests that a mean grain size as large as 0.5mm is necessary
to see a noticeable reduction of the maximum run-up height. Figure 5.13 supports the results
displayed by Figure 5.12.
Conversely, we also observe in both Figures 5.11 and 5.12 that increasing the grain size
beyond 10mm does not have a significant impact on the run-up response, even when the grain
size is extremely large (100 or 200mm). This is further explored in Figures 5.14 and 5.15.
Figure 5.14 shows a direct comparison at the point of maximum run-up for Dp = 0.05m and
Dp = 1.0m for a wave height Hh0 = 0.5. The figure on the left shows the results for Dp = 0.5m
and the figure on the right shows the results for Dp = 1.0m layered on top. The contour used
here represents the y-coordinate of the particle. The large wave size was selected to emphasise
any difference in the two results. Despite a significant increase in the mean grain size (classed
as fine and medium boulders on the Wentworth chart, respectively), the difference in the run-up
response is subtle, even at this large scale. There is no practical difference in the maximum
run-up height reached. Figure 5.15 shows the same two simulations as they progress through
different time steps. Again, the difference between the two results is hard to perceive up to the
point of impact. Although there is an observable difference in the way the wave breaks after
the point of maximum run-up (timestep 54), the maximum height reached by the impacting
wave remains the same. This suggests that increasing the mean grain size beyond ≈ 0.5m will
have a limited effect on increasing the percolation of the wave, and thereby reducing the run-up
height reached.
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Fig. 5.15 Simulation results: comparing the progression of the wave interacting with two large
grain sizes (Dp = 0.05 and Dp = 0.1m) for Hh0 = 0.5 to show that there is minimal further
benefit in increasing the mean grain size.
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The most significant impact on the run-up height is seen between grain sizes of 0.5mm and
5mm, where there is a sharp decrease in run-up response for all wave heights as significantly
larger volumes of water percolate through the porous dam. This suggests that a mean grain
size of ≈ 5mm is optimal for minimising the run-up response under these conditions. There
is also a visible anomaly, most notable in Figure 5.12, for a wave height of Hh0 = 0.5, for
0.1m < Dp < 0.2m, where the maximum run-up height appears to slightly increase as the grain
size increases from 0.15m to 0.2m. It seems likely that this is simply due to an underestimation
of the run-up height at Dp = 0.15m, as the method used to estimate the maximum run-up
height is not precise. The overall trend indicated is not affected, and the results are broadly in
agreement with the rest.
5.4.2 Wall width influence
It was demonstrated in Chapter 4 that there is a minimum wall width required for the increase
in grain size to be effective in reducing the maximum run-up height reached. The simulations
described above were run under the assumption that the width of the wall was sufficient for this
percolation to occur. This assumption is proved here by doubling the width of the wall from
0.87m to 1.74m and re-running for a range of grain sizes and wall widths.
Figure 5.16 shows the comparison of the initial results with those where the wall width
was increased. The results are in very consistent with those produced using a narrower wall,
indicating that the assumption of the initial wall width being sufficiently wide to not be a
limiting parameter is valid. The only result that does not sit precisely on the same curve as
before is for the largest wave height investigated, and for the largest grain size. This result
is also the one most likely to suffer from some unreliability due to the scattering issues that
have been previously mentioned, so it seems very likely that the increase in wall width does
not have an impact, but rather highlights the lack of precision in this particular result. We can,
therefore, be confident that our initial assumption was valid and that increasing the width of the
wall has no impact on the simulation results presented here. It also confirms the results found
in Chapter 4: that the width of the wall is a limiting factor in minimising the run-up height
reached by the impacting wave, rather than a dominant parameter.
5.5 Conclusions
In this chapter, the material point method has been used to investigate solitary wave interaction
with a vertical sea wall constructed from porous media. The aim of this investigation was to first
ratify the ability of the code to capture the interaction between a solitary wave and a permeable
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Fig. 5.16 Simulation results: maximum run-up heights for varying wave heights and grain sizes,
plotted with smooth lines, with wider wall results plotted as crosses.
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vertical barrier, and subsequently to determine the effect on the run-up height response of a
solitary flood wave impacting on a porous vertical sea wall, when the permeability of the wall is
changed via modification of the mean grain size of the constituent material. It was anticipated
that increasing the grain size, and therefore the permeability, of the porous medium would
reduce the maximum height reached by the flood wave since the increased permeability allows
the water to percolate into the wall. This percolation allows the barrier to absorb significant
wave energy via a mechanism of friction generated by the fluid-structure interaction, causing
dissipation of the wave energy.
For the solitary wave case, the width of the wall is wide enough that it should not influence
the run-up response, at a width of 0.87m (compared to a maximum width of 0.6m for the
dam-break flood investigation). This assumption is also proved by increasing the width of the
wall and comparing the results. Instead, here, the height of the impacting wave is varied as
a major investigation parameter, and the run-up response is shown to follow the same form
when the grain size is changed for all impacting wave heights, suggesting that the behaviour is
predictable. The beneficial effect seen when increasing the grain size to approximately 50mm
is proportional to the wave height, but this benefit is realised for all incoming waves. It is also
clear that increasing the grain size beyond 50mm does not offer a significant benefit, regardless
of the height of the impacting wave.
When compared with experimental data and results using other verified numerical methods
(such as MPS, MAC, ISPH and WCSPH) published by various research groups, the MPM
simulations gave good predictions of the solitary wave run-up on a vertical sea wall. The
material point method is thus demonstrated to be an appropriate method for this application.
The effect of increasing the mean grain size of the constituent material, of a vertical sea
wall, on the maximum run-up height reached in response to solitary waves, of varying heights,
was investigated using MPM. The wall width was also increased to ensure that this is not a
limiting parameter when we are investigating the effect of modifying the grain size. Increasing
the width of the wall had no impact on the effectiveness of the permeable sea wall. We can,
therefore, state that the dominant parameter here is the grain size.
Increasing the mean grain size of the porous medium forming the sea wall significantly
reduced the maximum run-up height reached by the incoming waves. For the largest wave
height investigated
(H
h0
= 0.6, H = 0.126m
)
, the maximum normalised run-up height ( Rh0 )
reached by the broken wave was reduced from 1.83m in the worst case of a solid wall to 1.09m
(for a constituent mean grain size of Dp = 50mm), thus demonstrating that the run-up response
to an incoming solitary wave flood can be significantly reduced by increasing the permeability
of the barrier to allow the water to fully percolate and dissipate the maximum possible amount
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Fig. 5.17 Simulation results: reduction in maximum normalised run-up height compared to
incoming wave height
of energy from the impacting wave. The benefit of increasing the mean grain size is emphasised
when the incoming wave height is greater. This is demonstrated in Figure 5.17.
An even greater reduction in run-up may be possible with larger grain sizes; however,
modelling a material would such a large grain size would require an alternative material model,
such as the discrete element method, since a grain size greater than ≈ 100mm can no longer be
realistically described as a continuum.
Overall, permeable vertical sea walls have been demonstrated to offer significant potential
benefits to flood mitigation strategies, whether in response to dam-break floods or solitary
waves. The material point method is demonstrated to be an appropriate method of capturing the
flow behaviour, fluid-structure interaction, and run-up response. To be effective, the permeable
sea wall should be wide enough that the maximum amount of energy can be absorbed from
the wave. In these simulations, this is achieved when the width of the barrier is approximately
three times the initial height of the wave. The initial height of the impacting wave does not
affect the response to increasing grain size, however, larger initial wave heights will result in a
higher run-up response. The most effective mitigation of the run-up response is seen when the
initial wave is very large. The most beneficial response is seen at a mean constituent particle
diameter of Dp ≈ 50mm, any increase beyond this has a negligible effect in all the situations
that have been investigated thus far.
Chapter 6
Solitary wave run-up on sloped beaches
6.1 Introduction
This chapter describes parametric numerical investigations into the run-up response behaviour
of a solitary wave impacting on a permeable sloped beach. The parameters investigated include
waves of different initial height interacting with beaches formed of a permeable constituent
material that has a varying mean grain size. The investigations in this chapter were carried out
on a steep beach with slope angle β = 1 : 2.08. This slope is steep enough that all impacting
waves remain unbroken, according to the wave breaking criterion proposed by Gjevik and
Pedersen (1981) whereby the wave will break when H/h0 < 0.479 cotβ−
10
9 [45].
The results are compared to published data for experimental and theoretical results for the
run-up of solitary waves on plane beaches to verify the results of the simulations and establish
the ability of the MPM code to produce reliable results in this application. Particular attention
is paid to comparing the results produced in this investigation to those published by Li and
Raichlen (2002) [87], and to the analytical theory published by Synolakis (1987) [141]. It is
demonstrated that the material point method is a suitable method for modelling wave run-up on
plane beaches.
The focus of the investigation is the changing wave run-up response when the permeability
of the beach is changed, by altering the representative mean grain size of the constituent
particles forming the beach. The run-up height, normalised by the initial still water depth, is
compared to the normalised wave height to establish an empirical relationship between run-up
height and grain size; and to provide design guidance for coastal flood defences. The amplitude
of the impacting wave is also varied, to establish if the relationship between run-up response
and permeability varies for differing wave heights.
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6.1.1 Motivation
The run-up level reached by incoming waves is one of the most important factors affecting
the design of coastal flood defence structures such as dykes, revetments, and breakwaters
[61, 144]. Many cases of coastal inundation occur during extreme events such as tsunamis or
storm surges driven by strong winds when the maximum wave run-up exceeds the height of
the sloped beach. These waves are generally modelled as solitary waves [141]. Wave run-up
is thus one of the main physical processes accounted for during the design process of coastal
flood defences [9]. Accurate and reliable prediction of the maximum run-up height is the key
to successfully planning coastal flood management. Furthermore, the run-up height reached
by incoming storm surge waves is a critical parameter in assessing the potential effects of the
rising sea-levels and more extreme storms that are occurring as a result of anthropogenic global
climate change and leading to a corresponding increase in both the frequency and severity of
coastal inundation. Consequently, the interest of coastal engineers is primarily focused on the
estimation of extreme run-up during storm conditions, essential for accurate predictions of the
impact of storm surges on coastal areas. Successful prediction of run-up height is therefore
crucial in any flood mitigation effort.
Wave run-up may be affected by many parameters, including, but not limited to geometric
and structural characteristics of the sloped beach itself such as:
• Surface roughness
• Permeability
• Porosity
Hydraulic parameters of the impacting wave such as:
• Wave steepness
• Wave height
• Angle of attack
This investigation focuses on the permeability of the slope and the wave height as inves-
tigative parameters, seeking to ascertain the maximum run-up height reached by perpendicular
solitary waves approaching a steep plane beach. The surface roughness is not considered here.
This chapter investigates the effect of manipulating the mean grain size of a porous beach on
the run-up response to unbroken solitary waves of different amplitudes, using the material point
method.
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6.1.2 Previous research
When considering the potential run-up response to wave attack, the interaction that occurs
between the fluid and the structure is a key factor in determining how effective the flood defence
will be. Whilst the process of long-wave generation and propagation is well understood, the
processes involved in wave run-up are not. It is clearly understood that the run-up variation
is different for breaking and non-breaking waves [141] [87] so we should consider carefully
which category each situation is encompassed by. The study of the run-up of non-breaking
waves has led to the development of analytic solutions for increasingly complex situations.
Surface profiles developed from the nonlinear analytic theory have been shown to adequately
model the climb of non-breaking waves [141].
Further, whilst previous studies have investigated solitary wave run-up on plane beaches
(Monoghan and Kos (1999) [111], Kim and Ko (2008), [73], Rasoul and Kourosh (2012) [108]),
many of these studies assume that the sloped beach is smooth and impermeable. In the real
world, however, beaches are generally formed of porous media such as sand, soil or gravel. An
accurate prediction of run-up height on sloped beaches, therefore, requires the inclusion of a
material model that fully encompasses the permeable nature of the material forming the beach.
Initially, Heitner and Housner (1970) used the long wave equation, in Lagrangian coordi-
nates, to investigate solitary wave run-up. Further analytic solutions can be grouped according
to their fundamental equation base: those based on the Boussinesq equations such as Pedersen
and Gjevik (1983) and Zelt (1986) who worked using Lagrangian coordinates, and the work of
Kim, Liu and Ligett (1983) who solve these equations using boundary integral methods. The
other group of analytic solutions have been developed from the shallow-water wave equations,
two nonlinear equations that arise directly from the Boussinesq equations when the effects of
dispersion and vertical accelerations are considered to be negligible. Lewy (1946) published the
classic solution of the linear form of these equations for the case of periodic waves impacting
on a sloped beach. Carrier and Greenspan (1958) then derived a nonlinear transformation that
reduced the two nonlinear equations to a single, linear equation and solved this for several
initial value problems. Keller and Keller (1964) then solved the linear problem of a periodic
wave in a tank of constant depth and then impacting on a sloped beach. Regular, weak and
apparent solutions of the two nonlinear equations were summarised by Meyer (1986).
Hibberd and Peregrine (1979) calculated the run-up of a uniform, fully turbulent bore on a
plane beach, accounting for energy dissipation using a Lax-Wendroff scheme, but no attempt
was made to model turbulent fluctuations through the bore [54]. This study also neglected the
effects of bottom friction, and subsequently, the run-up heights were considerably overestimated,
particularly for shallow slopes. Zelt and Raichlen (1990) [164] then developed a Lagrangian
representation of the Boussinesq equation, using a finite-element model to investigate the
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run-up response to solitary waves in both 2D and 3D bathymetry. Zelt (1991) then applied this
model to the case of run-up for both breaking and non-breaking waves on a planar beach [163],
including additional terms in the model equations to model dissipation due to both bottom
friction and turbulence generated by wave breaking and bore propagation, finding that for
cases where waves do not break on run-up, bottom friction does not play an important role
and can, therefore, be neglected for smooth impermeable beaches with slopes greater than 20◦.
Wave breaking and bore propagation were modelled using an artificial viscosity technique,
which smooths excessive velocity gradients in the breaking regions which otherwise lead to
numerical fluctuations. Despite not attempting to model turbulent fluctuations, or flow details
in the breaking region, reasonably accurate numerical predictions of run-up and reflection of
breaking solitary waves on sloped beaches were obtained [163]. Grilli (1997) used boundary
element techniques to solve a fully non-linear potential flow model for breaking solitary waves
on steep and shallow beaches[49]. Zhang (1996) modelled run-up of ocean waves using a
finite-difference scheme for the shallow water and Boussinesq equations that remaps grid points
at the surface according to the instantaneous shoreline position [167].
However, there remains no analytic solution for the empirical relationships between the
normalised run-up height and the normalised wave height that have been established experi-
mentally, and there is a lack of conclusive evidence with regards to the relative importance of
dispersion and non-linear effects during the run-up phase [141]. This investigation focuses on
using numerical methods to determine the run-up response for a range of incident non-breaking
solitary wave heights on porous media of varying permeability for the case of a steeply sloping
beach.
6.2 Material parameters
For the sloped beach simulations, the liquid water is modelled as a Newtonian fluid with
material parameters ρ = 1000, K = 20000, and µ = 1e−6, where ρ is the density
[
kg/m 3
]
,
K is the bulk modulus [kPa], and µ is dynamic viscosity [kg/m · s]. The dry porous beach is
modelled as a linear elastic material, with material parameters n = 0.43, ρ = 2650, K0 = 0.5,
E = 10000 and ν = 0.3, where n is the initial porosity [no units], ρ is the density, as before, K0
is coefficient of lateral earth pressure [no units], E is Young’s modulus [kPa] and ν is Poisson’s
ratio [no units]. The saturated porous beach is modelled as a fully coupled saturated linear
elastic material, with material parameters n = 0.43, ρ = 2650, K0 = 0.5 and E = 10000, for
the solid phase, and ρ = 1000, K = 20000, and µ = 1e−6, and ν = 0.3 for the liquid phase.
Finally, the paddle is modelled as a linear elastic material, with material properties n = 0.42,
ρ = 2650, K0 = 0.5, E = 10000 and ν = 0.3.
6.2 Material parameters 145
Fig. 6.1 Problem definition sketch for the case of a solitary wave climbing a steeply sloping
beach
Fig. 6.2 The computational domain dimensions used for the numerical investigation of a solitary
wave impacting on a steep slope.
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The steeply sloping beach simulations used the Anura3D double-point MPM code. A
problem definition sketch for the sloping beach case is shown in Figure 6.1. The initial depth
d is 0.21m and the slope angle β is 26◦ so that the steepness of the slope is 1:2.08. For these
initial simulations where the wave height is not varied, the initial wave height H is 0.03423m
so that H/h0 is 0.163. This wave height is chosen to match the studies used for verification.
The grain size was varied between 0.05mm (extremely fine sand to simulate a solid surface)
and 200mm (a very large grain size representative of large cobbles). Useful values for grain
sizes to investigate were selected from the Wentworth size chart, shown in Table 4.1. The
computational domain used for these investigations is shown in Figure 6.2.
The material assignment for the steeply sloped beach is shown in Figure 6.3. As described
in Section 5.2.3, this includes the wave-generating paddle. The paddle material must be
differentiated from the beach material so that we can specify a velocity to these material points.
This is achieved by specifying a different initial porosity. Any element with an initial porosity
below 0.425 is recognised as forming part of the paddle.
The material point assignment is shown in Figure 6.4. The liquid water has 3 fluid material
points specified per element, and the dry beach and paddle have 3 solid material points specified
per element. The saturated beach has 3 solid material points and 3 fluid material points
generated per element. The mesh in these simulations is very fine, so fewer material points are
required.
The grid spacing for the sloped beach simulations is specified as 0.02m, shown in Figure 6.5.
No horizontal fixity is applied to the leftmost surface, to allow the paddle to move. These
parameters are summarised in Table 6.1.
Table 6.1 Calculation and material parameters used in the simulations of a solitary wave running
up on a sloped beach
Parameter Value Unit
Mesh
properties
Mesh size 0.02 m
Number of elements 6,111−7,938 -
MPs per element 12 fluid, 12 solid -
Fluid
properties
Density 1000 kg/m3
Bulk modulus 20,000 kPa
Dynamic viscosity 1e−6 kPa · s
Solid
material
properties
Density 2650 kg/m3
Young’s modulus 10,000 kPa
Initial porosity 0.43 [no units]
Lateral earth pressure 0.5 [no units]
Poisson’s ratio 0.3 [no units]
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Fig. 6.3 The material assignment for the steeply sloped beach case
A two-phase double-point simulation type is used, with a Courant number of 0.8 to ensure
the stability of the solution. No smoothing is used and no damping is applied, which is
recommended for the double-point code. For each case, the maximum allowable porosity is
0.95. This parameter distinguishes the solid states and liquid states and it must at least be larger
than the initial porosity of the soil. Otherwise, the soil is determined to be liquefied when the
simulation begins. A more in-depth discussion of this porosity parameter may be found in
Chapter 3.1, with particular reference to Figure 3.7. The porosity of the beach is not varied in
these simulations, only the grain size is altered to modify the permeability of the material.
The solitary wave is generated using the same method described in Chapter 5: by specifying
the velocity of the material points that form the paddle, as discussed in sections 5.2.3, for the
case of the vertical sea wall.
6.3 Model Validation
The MPM model for establishing the run-up height of solitary waves incident on sloped beaches
has been verified by extensive comparison with various published numerical and experimental
data. The results produced by the MPM code were initially compared with the approximate
non-linear theory developed by Synolakis (1987) [141], and subsequently with the revised non-
linear theory and corresponding experimental results published by Li and Raichlen (2002) [87].
Li and Raichlen studied the run-up of non-breaking solitary waves on a uniform plane beach,
finding an analytic non-linear solution to the classical shallow water equations based on the
complete Carrier and Greenspan transformations (1958) [25], and thus demonstrating that the
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Fig. 6.4 The material point assignment for the steeply sloped beach case
Fig. 6.5 The mesh generated for the steeply sloped beach case, with grid spacing 0.02m
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Fig. 6.6 Comparison of results produced using the material point method with the theory
developed in 1987 by Synolakis for the run-up on a sloped beach for different attacking wave
heights
high-order correction that they proposed to the approximate non-linear theory of Synolakis
(1987) is in much better agreement with the experimental results produced for non-breaking
solitary wave run-up [87].
Figure 6.6 shows a comparison of results produced using the material point method to the
analytic theory developed in 1987 by Synolakis for the run-up on a sloped beach for different
attacking wave heights. The theory developed by Synolakis describes the run-up height R in
terms of the wave height H as
Rs
h0
= 2.831
√
cotβ
(H
h0
) 5
4 (6.1)
where Rs is the run-up height according to Synolakis, h0 is the initial still water depth and β
is the slope angle, which in this case is 26◦ so that cot β is 2.08. This nonlinear approximation
can be viewed as an extension of the linear theory developed by Carrier and Greenspan (1958),
which reduces the shallow water equations to a single linear equation [25]. There is a notable
difference between the MPM results and the analytical theory, particularly for larger initial
wave heights.
Li and Raichlen, 2002 [87] proposed an adaptation to the approximate nonlinear theory
developed by Synolakis (1987) that is one order higher, to resolve the issue of determining
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accurate boundary conditions and initial conditions in the (σ , λ ) space utilised by Carrier and
Greenspan (1958) to reduce the shallow water wave equations to a single linear equation. Li
and Raichlen (2002) suggest that the solution of the linear shallow water equations using a
higher-order boundary condition should be more accurate than both linear and approximate
nonlinear solutions [87]. The maximum run-up obtained from the theory developed by Li and
Raichlen is obtained as
R
h0
=
Rs
h0
+
Rcr
h0
=
Rs
h0
(
1+
Rcr
Rs
)
(6.2)
with Rs being the maximum run-up according to Synolakis, as before in equation 6.1, and
Rcr is a correction factor applied to the approximate theory based on the non-linear approach
presented by Li and Raichlen (2002) where
Rcr
h0
= 0.293
(
cotβ
) 3
2
(
H
h0
) 9
4
(6.3)
such that
Rcr
Rs
= 0.104 cotβ
H
h0
(6.4)
and thus the non-linear run-up is differentiated from the linear run-up by the inclusion of
an extra term. This extra term is a function of the initial relative incident wave height and the
beach slope angle. The significance of the correction factor can be seen in Figure 6.7, where the
results produced using the material point method are compared to the approximate non-linear
theory of Synolakis, as well as the numerical results for the revised non-linear theory developed
by Li and Raichlen, and the experimental results published in the same paper.
Figure 6.7 shows that the differences between the results of the non-linear theory of Li
and Raichlen and the approximate non-linear theory of Synolakis are small, especially for
smaller waves, and diverge slightly as initial wave height increases. This is expected - when the
correction term Rcr/Rs is plotted as a function for the relative wave height H/h0 for constant
slope angle β , it can be demonstrated that the wave breaking limit limits the relative height
of non-breaking waves for which either of the two theories can be applied [87]. The limit of
relative wave height for the wave breaking during run-up is given in Synolakis (1986) as
H
h0
= 0.8183 (cotβ )−
10
9 (6.5)
Even at the wave breaking limit, the non-linear correction term varies only from 5% to 8%
for slope angles from 1:200 to 1:2, respectively, so that for any practical engineering application
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Fig. 6.7 Comparison of results produced using the material point method with the approximate
nonlinear theory of Synolakis and the nonlinear theory developed by Li and Raichlen
the approach of Synolakis is sufficient to predict the maximum run-up of non-breaking solitary
waves, however, it is clear from the experimental results that the revised non-linear theory
presented by Li and Raichlen (2002) represents a better prediction of the run-up process than
the earlier approximate non-linear theory of Synolakis (1987), at most an improvement in
accuracy of around 10%. Overall, when the correction to the approximate non-linear theory
proposed by Li and Raichlen (2002) is applied, very good agreement between experimental
and numerical results is achieved. The results produced using the material point method closely
match the experimental and numerical results of Li and Raichlen (2002), demonstrating that
the material point method provides reliable results for the run-up of solitary waves on plane
beaches and is, therefore, an appropriate method for this investigation.
The sloped beach simulations were further verified by comparison of the free-surface
profiles with those published by Li and Raichlen in their 2002 paper “Solitary Wave Runup
on Plane Slopes" [87]. The comparison of the free-surface profiles for four different stages
of the run-up for the case where H/h0 = 0.163 is shown in Figure 6.8. In the initial stages
of run-up, the difference between the two theories and the experimental data is small. As the
run-up proceeds, the nonlinear theory of Li and Raichlen agrees better with the experimental
results than the approximate nonlinear theory of Synolakis. This is expected since the nonlinear
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Fig. 6.8 Comparison of the run-up of a solitary wave with H/h0 = 0.163 on a 1:2.08 slope
with results published by Li and Raichlen (2002) and with the approximate nonlinear theory of
Synolakis (1987). Normalised surface profiles are shown as a function of normalised distance
at different times
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Fig. 6.9 Free-surface profile development throughout time for a small grain size (Dp = 0.05mm)
and a wave height of H=0.105m
(H
h0
= 0.5
)
effects become increasingly significant as the run-up process proceeds [87]. It should also
be noted that both theories agree well with experimental and numerical data as the distance
offshore from the shoreline increases, supporting the assumption that nonlinear effects can be
neglected offshore of the toe of the slope, and around the region of the toe. However, in the area
of peak run-up, the nonlinear theory tends to overestimate the run-up amplitude, which may be
due to frictional effects, or the effect of the use of the meniscus to define the peak run-up in the
physical experiments [87].
6.4 Results and discussion
Figures 6.9 and 6.10 show the free-surface profile development throughout time for a small
grain size (Dp = 0.05mm) and a large grain size (Dp = 50mm), for the case when the initial
wave height H=0.105m
(H
h0
= 0.5
)
. On observation of these figures, it is very clear how
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Fig. 6.10 Free-surface profile development throughout time for a large grain size (Dp = 50mm)
and a wave height of H=0.105m
(H
h0
= 0.5
)
the increased mean grain size of the porous beach increases the permeability of the medium,
allowing the incoming wave to percolate into the beach and thus reducing the maximum run-up
height via frictional dissipation of wave energy. In Figure 6.9, where the mean grain size is
very fine, the wave generated by the paddle travels through the still water and on reaching the
impermeable, steeply sloping beach, the wave rapidly climbs the beach, reaching a maximum
run-up height in timestep 67 where the fluid is spread in a very thin layer along the surface of
the beach, before beginning the process of run-down. By contrast, in Figure 6.10, where the
grain size is very large, the wave generated by the paddle flows into the permeable beach. This
percolation is visible from timestep 55 onwards. As the wave progresses, it continues to flow
into the beach, climbing the slope as friction generated by the soil-water interaction slows the
flow within the sand. The maximum run-up height is now reached at timestep 62, at a much
lower height. The wave continues to flow through the permeable beach during the run-down
process, with the propagation speed significantly reduced.
Figure 6.11 shows a comparison of the wave shape formed by the solitary wave at the point
of maximum run-up on a sloped beach that is constructed from a material with increasing mean
grain size. The top two diagrams show wave impact for the smallest grain sizes investigated,
the middle two diagrams show a medium grain size, and the final diagram shows the shape of
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Fig. 6.11 Simulation results: maximum run-up heights at the point of impact for varying grain
sizes at a wave height of H=0.105m
(H
h0
= 0.5
)
the wave at the point of impact for the largest grain size (D0 = 50mm). All figures presented
here are taken from the case where the initial wave height H is 0.105m so that H/h0 = 0.5.
This wave height was select for the example since the wave is sufficiently large enough that
the effect of changing the grain size on the run-up response is clear to the observer, however,
the wave height is not so high that the impact of the wave on the beach causes the particles to
scatter.
Figures 6.12 and 6.11 show that when the grain size is 0.05mm, the permeable barrier
behaves as a solid wall, which demonstrated by a complete lack of percolation of the water into
the barrier. The extremely fine-grained case (Dp = 0.05mm) was used in the validation studies
presented in the previous section as a means of studying the wave impact on a solid wall. On
examination of the different studies presented, it is clear that, per the hypothesis, where the
permeability of the porous medium increases as a result of the increase in mean grain size, a
larger volume of water percolates into the porous beach, thus reducing the maximum run-up
height reached by the impacting wave. However, for the largest grain sizes, such as those
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Fig. 6.12 Simulation results: maximum run-up heights for varying wave heights and grain sizes
displayed on the bottom left of Figure 6.11, although the mean grain size increases, the benefit
of the increased permeability is not manifested in a reduction of the run-up height reached.
Figure 6.12 shows the maximum run-up height, normalised by the initial still water depth,
h0 plotted again the mean grain size (Dp), for the seven different waves heights that were
investigated, so that each point displayed on the graph represents a different simulation. For
the initial set of simulations that were run
( H
h0
= 0.03423
)
, the grain size was increased
from Dp = 0.05mm to Dp = 200mm. However, subsequent simulations were only run for
0.05mm < Dp < 100mm. The reason for this is twofold. Firstly, as highlighted in the results
presented below, once Dp increased beyond 50mm, there is no observable decrease in run-up
height, and secondly, as described in Chapters 4 and 5, the porous medium is modelled as a
continuum, so the largest grain size investigated here are already challenging that assumption.
Any increase in grain size beyond Dp ≈ 100mm would realistically require a discrete element
model to be scientifically valid. Therefore, the decision was taken to focus the investigation on
the range Dp ≤ 100mm.
Figure 6.13 shows the same simulation results, but here the maximum run-up height reached
has been normalised by the initial wave height so that the respective curves collapse onto each
other for easier comparison of the mitigation effect of increasing the grain size.
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Fig. 6.13 Simulation results: maximum run-up heights for varying grain sizes, normalised by
initial wave height
Inspection of both Figure 6.12 and Figure 6.13 tells us that, with the exception of the largest
wave height investigated, the maximum run-up height does not change significantly in response
to any of the wave heights, until the grain size increases beyond 0.1mm. This suggests a
minimum mean grain size of ≈ 0.1mm before any notable percolation begins to occur for most
cases. As previously mentioned, for the very large initial wave height, there is considerable
particle scattering present in the results, making precise identification of the maximum run-up
challenging. For this reason, it is the trend that is important, rather than the individual results,
since we cannot be sure of the possible error margin here. It may be, therefore, that the initial
decrease in run-up height at very small grain sizes which is observed in this instance only, is an
artefact of this uncertainty rather than a true reduction in the run-up as a result of percolation.
Figure 6.14 shows these two sets of simulation results at the point of maximum run-up for
comparison. By inspection, there appears to be very little difference in percolation between
the two situations, and the run-up height may have a trivial reduction, but it is not possible to
say definitively. For the other initial wave heights, there is no reduction in the run-up height
observed for these grain sizes.
Figure 6.13 suggests that a mean grain size as large as ≈ 0.5mm is necessary to see a no-
ticeable reduction of the maximum run-up height. Conversely, we also observe in Figures 6.11,
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Fig. 6.14 Simulation results: comparing percolation for the two finest mean grain sizes investi-
gated when the initial wave height H=0.126m
(H
h0
= 0.6
)
6.12 and 6.13 that increasing the grain size beyond approximately 10mm does not have a
noticeable impact on the run-up response, even when the grain size is extremely large (100mm
or 200mm). Further study would be required to determine if this is a natural limit to how much
wave energy can be absorbed. If we inspect the results individually, there is a slight decrease.
For a wave height of 0.126m, the run-up height Rh0 for a grain size of 50mm is 1.34, and the
run-up height for a grain size of 100mm is 1.33. However, the most significant drop in run-up
height is observed in the range 0.1mm < Dp < 1mm.
This is further explored in Figures 6.15, which shows a direct comparison at the point of
maximum run-up for Dp = 0.5m and Dp = 1.0m for a wave height H = 0.105m or Hh0 = 0.5.
The figure on the top shows the results for Dp = 0.5m and the figure on the bottom shows the
results for Dp = 1.0m. The large wave size was selected to highlight any differences in the
two results. Despite a significant increase in the mean grain size (classed as fine and medium
boulders on the Wentworth chart, respectively), the difference in the run-up response is subtle,
even at this large scale. Although there is a slight difference in the observed percolation volume,
there is no practical difference in the maximum run-up height reached. Figure 6.14 shows
the same initial wave height but for much finer grain sizes. Although there is little difference
between the two cases shown in each of the figures, there is a very clear difference between the
two figures in terms of both the volume of water that successfully percolates into the beach
and the corresponding run-up height reached by the wave. This suggests that increasing the
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Fig. 6.15 Simulation results: comparing percolation for the two largest mean grain sizes
investigated when the initial wave height H=0.105m
(H
h0
= 0.5
)
mean grain size is a very effective method of reducing the maximum run-up height reached
by solitary waves impacting on steeply sloped beaches. However, beyond a mean grain size
of Dp ≈ 0.5m, further increasing the mean grain size will have a limited effect on increasing
the percolation of the wave, and thereby reducing the run-up height reached. Furthermore,
investigation of this situation would require incorporating a discrete element model into the
material point method.
From Figures 6.12 and 6.13 we can see that the most significant impact on the run-up height
is seen between grain sizes of 0.5mm and 5mm, where there is a sharp decrease in run-up
response for all wave heights, as significantly larger volumes of water percolate through the
porous dam. This suggests that a mean grain size of Dp ≈ 5mm is optimal for minimising the
run-up response under these conditions.
6.5 Pilot study: run-up on a permeable layer over a solid
core
Whilst the results of the parametric studies presented previously are promising, suggesting that
a seawall with larger permeability can absorb more wave energy and hence decrease the wave
run-up. It is also important to acknowledge that in practice, there may adverse effects from
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Fig. 6.16 The computational domain dimensions used for the numerical investigation of a
solitary wave impacting on a solid steep slope covered by a thin permeable layer.
simply allowing the wave to flow through the barrier. To this end, a pilot study was carried
out investigating the results of putting a thin permeable layer of varying grain size over a solid
sloped core.
A problem definition sketch for the sloping beach case is shown in Figure 6.16. The initial
depth d is 0.21m and the slope angle β is 26◦ so that the steepness of the slope is 1:2.08. The
thickness of the permeable layer is 0.1m. This pilot study consists of an initial set of simulations
where the wave height is not varied. The wave heights used for this pilot study were H = 0.63m
and H = 0.84m so that H/h0 is 0.3 and 0.4, respectively. The grain size was varied between
0.1mm (fine sand) and 100mm (a very large grain size representative of large cobbles).
For these simulations of a permeable layer sitting on a solid core, the liquid water is
modelled as a Newtonian fluid with material parameters ρ = 1000, K = 20000, and µ = 1e−6,
where ρ is the density
[
kg/m 3
]
, K is the bulk modulus [kPa], and µ is dynamic viscosity [kg/m
· s]. The dry porous beach is modelled as a linear elastic material, with material parameters
n= 0.43, ρ = 2650, K0 = 0.5, E = 10000 and ν = 0.3, where n is the initial porosity [no units],
ρ is the density, as before, K0 is coefficient of lateral earth pressure [no units], E is Young’s
modulus [kPa] and ν is Poisson’s ratio [no units]. The saturated porous beach is modelled as a
fully coupled saturated linear elastic material, with material parameters n = 0.43, ρ = 2650,
K0 = 0.5 and E = 10000, for the solid phase, and ρ = 1000, K = 20000, and µ = 1e−6, and
ν = 0.3 for the liquid phase. Finally, the paddle is modelled as a linear elastic material, with
material properties n = 0.42, ρ = 2650, K0 = 0.5, E = 10000 and ν = 0.3.
These simulations were also run using the Anura3D double-point MPM code. A two-phase
double-point simulation type is used, with a Courant number of 0.8 to ensure the stability of
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Fig. 6.17 Free-surface profile development throughout time for a large grain size (Dp = 50mm)
and a wave height of H=0.84m
(H
h0
= 0.4
)
the solution. No smoothing is used and no damping is applied, which is recommended for the
double-point code. For each case, the maximum allowable porosity is 0.95.
Figure 6.17 shows the free-surface profile development throughout time for for a large
grain size (Dp = 50mm), for the case when the initial wave height H=0.84m
(H
h0
= 0.4
)
. Since
the soil layer is so thin and less wave energy is absorbed, it was difficult to produce results
for very fine grain sizes, since the particles running so far up the beach tended to escape the
domain, causing the simulation to stop. It is possible to mitigate this by increasing the size of
the computational domain, but of course this makes the simulation much less computationally
efficient. Since this is a pilot study, the results of the completed simulations are recorded and
regarded and sufficient for the purposes of demonstrating the effect of a thin permeable layer
over a solid core, however, it is noted that to extend this study, a larger domain is necessary.
Figure 6.18 shows a comparison of the simulation results presented at the point of maximum
run-up for initial wave heights H=0.063m and H=0.084m
(H
h0
= 0.3 and 0.4
)
and grain sizes of
10mm, 50mm, and 100mm. The difference between these results is very small, suggesting that
a thicker layer would provide more mitigation.
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Fig. 6.18 Simulation results: comparing percolation for the permeable layer for initial wave
heights H=0.063m and H=0.084m
(H
h0
= 0.3 and 0.4
)
for different grain sizes, at the point of
maximum run-up.
6.6 Conclusions
This chapter has employed the material point method to explore the run-up response of solitary
waves impacting on steeply sloped porous beaches that vary in permeability as a result of
changing the mean grain size of the constituent particles forming the beach. This investigation
aimed primarily to test the ability of the code to capture the soil-water interaction between a
solitary wave and a steeply sloping beach, and secondly, to determine the effect on the run-up
height response of a solitary flood wave impacting on a permeable beach when the permeability
of the beach is altered via modification of the mean grain size of the constituent material. It was
anticipated that increasing the grain size, and therefore the permeability, of the porous beach
would reduce the maximum height reached by the flood wave since the increased permeability
allows the water to percolate into the beach. This percolation allows the barrier to absorb
significant wave energy via a mechanism of friction generated by the soil-water interaction,
causing dissipation of the wave energy.
The computed maximum run-up heights have been extensively compared to published ex-
perimental and numerical results and good agreement has been demonstrated. The applicability
of the material point method to this type of hydrodynamic investigation has been ratified.
The investigations presented in this thesis consider the case of infinitely long seawalls and
porous beaches, creating a two-dimensional geometry. This approach of using a simple case
of a solitary wave propagating in a constant depth and encroaching on a planar beach yields
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Fig. 6.19 Simulation results: reduction in maximum normalised run-up height compared to
incoming wave height
results that can be applied to three-dimensional coastal structures, however, future research
may be extended to encompass the three-dimensional situation so that the wave diffraction
around coastal structures of finite length may be considered.
The height of the impacting wave has been varied; as has the mean grain size of the
constituent particles forming the beach. These were the major investigation parameters. The
run-up response is shown to follow the same form relative to the grain size, for all impacting
wave heights, suggesting that the behaviour is predictable if the height of the incoming storm
surge wave is known.
The beneficial effects observed when increasing the grain size to approximately 50mm is
proportional to the wave height, but this benefit is realised for all incoming waves. It is also
clear that increasing the grain size beyond 50mm does not offer a significant benefit, regardless
of the height of the impacting wave.
When compared with experimental data and analytical results such as the approximate
non-linear theory published Li and Raichlen (2002) [87], the MPM simulations gave very good
predictions of the solitary wave run-up on a vertical sea wall. The material point method is thus
demonstrated to be an appropriate method for this application.
The effect of increasing the mean grain size of the constituent particles forming a sloped
beach, on the maximum run-up height reached, in response to solitary waves of varying
heights, was then investigated using MPM. Increasing the mean grain size significantly reduced
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the maximum run-up height reached by the incoming waves. For the largest wave height
investigated
(H
h0
= 0.6, H = 0.126m
)
, the maximum normalised run-up height
(
R
h0
)
reached by
the broken wave was reduced from 2.46 in the worst case of an impermeable beach, to 1.33 (for
a constituent mean grain size of Dp = 100mm), a reduction of 46%, thus demonstrating that the
run-up response to an incoming solitary wave flood can be significantly reduced by increasing
the permeability of the barrier to allow the water to fully percolate and dissipate the maximum
possible amount of energy from the impacting wave. The benefit of increasing the mean
grain size is emphasised when the incoming wave height is greater. The smallest proportional
mitigation was seen for an incoming wave of height 0.021m
(H
h0
= 0.1, H = 0.021m
)
, where
the maximum normalised run-up was reduced from 0.22, to 0.14, a proportional reduction of
37%. This is illustrated in Figure 6.19.
An even greater beneficial reduction in run-up may possibly be achieved by exploiting even
larger grain sizes; however, modelling a material would such a large grain size would require
an alternative material model, such as the discrete element method, since a grain size greater
than ≈ 100mm can no longer be realistically described as a continuum.
Overall, permeable steeply sloped beaches have been demonstrated to offer significant
potential benefits to coastal flood mitigation strategies, offering protection for areas vulnerable
to inundation due to solitary waves arising, for example, from tsunami waves or storm surges.
The material point method is demonstrated to be an appropriate method of capturing the flow
behaviour, soil-water interaction, and run-up response. The initial height of the impacting wave
does not affect the shape of the response to increasing grain size, however, larger initial wave
heights will result in a higher run-up response. The most effective mitigation of the run-up
response is correspondingly seen when the initial wave is very large. The most beneficial
response is recorded when the mean constituent particle diameter Dp ≈ 50mm, any increase
beyond this has a negligible effect in all the situations that have been investigated thus far.
Further investigation of larger particles using a discrete element method may be warranted.
Chapter 7
Conclusions and future work
7.1 Summary
In recent years, MPM has come to the fore as a modelling technique in the fields of both solid
mechanics and soil mechanics, due to its capability in handling large deformation problems.
However, most applications thus far employ the single-point formulation, so utilisation in
the field of hydrodynamic flows has been limited. There have been few published studies on
the advantages and applicability of the double-point formulation. This thesis describes the
development of the double-point formulation and the extension of the code to apply it to novel
problems, specifically to the examples of solitary wave interaction with permeable sea walls
and steep plane beaches. The purposes of this study were primarily to verify the suitability
of MPM when applied to problems of hydrodynamic flow, secondly, to apply the MPM to
real-world problems such as dam-break flow and wave run-up on a plane slope, and finally to
modify the code to undertake parametric investigations into wave run-up on both vertical sea
walls and steep plane beaches to ascertain the effect of modifying the mean grain size on the
constituent material. The main outcomes of this study are summarised below:
• The double-point MPM code was applied to study dam-break flow problems and evaluate
the results against previously published research. When compared with experimental data
and results from other verified numerical methods, the MPM prediction of dam-break
flooding was shown to be reliable.
• A parametric study of water column collapse simulations interacting with permeable
dams of varying width and permeability was undertaken to ascertain the effect of altering
the mean grain size on minimising the run-up height. It was found that as long as the
dam is wide enough to allow sufficient water to percolate (0.4 m or ≈ 2x the width of the
water column), the width of the wall does not influence on the maximum run-up height.
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• Novel boundary conditions were developed to allow the simulation of solitary waves of
different heights in the Anura3D software.
• The adapted double-point MPM code was applied to study solitary wave run-up and
interaction with steeply sloped plane beaches. When compared with experimental data
and results from other verified numerical methods, the MPM prediction of run-up height
and soil-water interaction was shown to be reliable.
• Finally, a parametric study of solitary waves of various heights interacting with steeply
sloped beaches and vertical seawalls of varying permeability was employed. This study
aimed to determine the effect of altering the mean grain size on minimising the run-up
height. The width of the wall was assumed to be wide enough that it does not influence
the maximum run-up height. This assumption was proved by doubling the width of
the wall and re-running the simulations; no discrepancy was observed, so we can be
confident that this is the case. Again, it was found that increasing the mean grain size
of the constituent particles and therefore the permeability reduces the maximum run-up
height reached by the incoming wave. A benefit is observed for all incoming waves,
regardless of height, but greater proportional mitigation is realised for larger incoming
waves, highlighted in Figure 7.1.
The results of these case studies demonstrate that the double-point MPM code is a powerful
tool that is applicable to many problems of hydrodynamic flows and fluid-structure interac-
tion. However, this method is not without its drawbacks. For example, there are numerical
instabilities such as the highlighted cell-crossing error, which can cause unphysical results or
prevent the simulation from running entirely. Furthermore, the computational efficiency of the
double-point formulation is significantly reduced compared to the single-point formulation,
although each simulation of the type presented here typically still only takes between two
and seven days to complete, so MPM remain computationally efficient compared to many
other numerical methods. With the advent of high-performance computing (HPC), it would be
possible to exploit more sophisticated computing techniques, particularly parallelisation, to
further enhance the double-point MPM code and improve computational efficiency.
To conclude, there are many advantages of using MPM compared to other particle-based
methods: not only the swift application of boundary conditions, and the ability to capture the
history of the material, but also features developed for use with the Finite Element Method
(FEM) can be adopted directly, both of which are of particular relevance in the field of soil
mechanics where the history-dependent nature of soil behaviour requires specific, complex
constitutive models. The double-point MPM code, by allowing separate modelling of the solid
and liquid phases, has many potential applications in the field of hydrodynamics. By separating
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the velocity fields of the solid and liquid phases, we can model the movement of the water
entirely separately to the soil skeleton, allowing accurate modelling of complex soil-water and
fluid-structure interactions. By applying the double-point MPM code to the case studies in this
research (dam-break flow interaction with permeable media, solitary wave interaction with
permeable media, and solitary wave run-up on permeable plane slopes), the double-point MPM
code has been established as an advantageous method for studying problems involving large
free-surface deformations and the interaction of these hydrodynamic flows with porous media
of varying permeability.
Fig. 7.1 Simulation results: reduction in maximum normalised run-up height compared to
incoming wave height for a sloped beach and a vertical sea wall
7.2 Recommendations for future work
7.2.1 Effect of vegetation
Figure 7.2 shows a simple schematic of how a permeable barrier could be added to the sloped
beach simulations to assess the potential protective benefits of a vegetation layer in minimising
wave run-up. The material parameters of such a representative vegetation layer could be tuned
against experimental results to match different types of vegetation. For example, they could
represent mangrove forests, or simply grasses of different types and lengths, to identify the
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Fig. 7.2 Using an additional layer to assess the protective effects of vegetation
optimum parameters for flood defence. Significant experimental studies would be required to
assess and tune the parameters representing the vegetation.
7.2.2 Three-dimensional problems
The investigations presented in this thesis consider the case of infinitely long seawalls and
beaches, creating a two-dimensional geometry. This approach of using a simple case of a
solitary wave propagating in a constant depth and encroaching on a planar beach yields results
that apply to the three-dimensional coastal structures, future research may be extended to
encompass the three-dimensional situation so that the wave diffraction around coastal structures
of finite length may be considered.
7.2.3 Turbulence and surface roughness
This study has not explicitly considered the effect of turbulence. Although turbulence is gener-
ated when the incoming flow interacts with porous media, these effects are not directly resolved.
Turbulence effects of flow inside the structure could also be considered. As Sakakiyama and
Liu (2001) observed, there is a significant turbulence intensity inside breakwaters [128]. Tur-
bulence is also crucial when investigating the effects of changing porosity on wave pressures.
Turbulence effects play an important role in the wave breaking zone [126], [131], [2]. If the
study were extended to much larger pore sizes, it would, therefore, be recommended to consider
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the turbulent effects. It may also be useful to consider wave pressure and impact force, as well
as run-up height, for which the turbulence would certainly need to be considered.
7.2.4 Modifications to the MPM code
Currently, the Anura3D software uses a double set of material points to represent the solid and
the liquid phases, but no representation is made for the gas phases and the soil is assumed to be
either dry or fully saturated, and never partially saturated. The current Anura3D code could
be extended to a three-point formulation, modelling the gas phase separately to the liquid and
solid phases, to better model unsaturated soil behaviours.
Pressure oscillations are evident in the two-point MPM. These can be somewhat mitigated
by introducing the mixed integration scheme to reduce grid-crossing errors and by applying
the pressure smoothing technique employed in the one-point formulation. Also, the fully
incompressible implicit solver, as proposed by Kularathna (2017) [77] and Zhang et al. (2017)
[168], could be integrated to the Anura3D solver to improve the pressure calculation.
As highlighted in Section 3.4, in the current explicit two-point MPM formulation, the size
of the timestep is restricted by the permeability criteria and the stiffness criteria. For porous
media with very low permeability, or when incompressibility is approached, the timestep size
reduces so dramatically that it can become too expensive or even computationally infeasible
to run [169]. Kularathna and Soga (2017) [77] demonstrated that although adopting implicit
MPM increases the computational cost for a single timestep, the step size can be maintained at a
reasonable value, which can subsequently have the overall effect of reducing the computational
cost. Therefore, implicit implementations of MPM have the potential for further research.
Currently, in the Anura3D code, the interaction forces between the soil skeleton and the
liquid phase are described by a drag force term, which accounts for the viscous force and the
gradient of porosity [105]. This is suitable for describing forces arising as a result of seepage
flows. However, it is not sufficient for describing the interaction between free water and the soil
skeleton. An accurate description of this interaction is fundamental to modelling phenomena
including sediment transport and scour. This has direct relevance to the applications in this
thesis since significant scour is well-known to occur at the base of sea walls.
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