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Abstract
Multiple Sclerosis (MS) is an autoimmune disease that leads to lesions in the central nervous system. Magnetic resonance
(MR) images provide sufficient imaging contrast to visualize and detect lesions, particularly those in the white matter.
Quantitative measures based on various features of lesions have been shown to be useful in clinical trials for evaluating
therapies. Therefore robust and accurate segmentation of white matter lesions from MR images can provide important
information about the disease status and progression. In this paper, we propose a fully convolutional neural network
(CNN) based method to segment white matter lesions from multi-contrast MR images. The proposed CNN based method
contains two convolutional pathways. The first pathway consists of multiple parallel convolutional filter banks catering
to multiple MR modalities. In the second pathway, the outputs of the first one are concatenated and another set of
convolutional filters are applied. The output of this last pathway produces a membership function for lesions that may
be thresholded to obtain a binary segmentation. The proposed method is evaluated on a dataset of 100 MS patients,
as well as the ISBI 2015 challenge data consisting of 14 patients. The comparison is performed against four publicly
available MS lesion segmentation methods. Significant improvement in segmentation quality over the competing methods
is demonstrated on various metrics, such as Dice and false positive ratio. While evaluating on the ISBI 2015 challenge
data, our method produces a score of 90.48, where a score of 90 is considered to be comparable to a human rater.
Keywords: lesions, multiple sclerosis, CNN, deep learning, segmentation, neural networks, brain
1. Introduction
Multiple Sclerosis (MS) is an autoimmune disease of the
central nervous system, in which inflammatory demyeli-
nation of axons causes focal lesions to occur in the brain.
White matter lesions in MS can be detected with stan-
dard magnetic resonance imaging (MRI) acquisition pro-
tocols without contrast injection. It has been shown that
many features of lesions, such as volume Kalincik et al.
(2012) and location Sati and et. al. (2016), are important
biomarkers of MS, and can be used to detect disease on-
set or track its progression. Therefore accurate segmenta-
tion of white matter lesions is important in understanding
the progression and prognosis of the disease. With T2-w
FLAIR (fluid attenuated inversion recovery) imaging se-
quences, most lesions appear as bright regions in MR im-
ages, which helps its automatic segmentation. Therefore
FLAIR is the most common imaging contrast for detection
of MS lesions and is often used in conjunction with other
structural MR contrasts, including T1-w, T2-w, or PD-w
images. Although manual delineations are considered as
∗Corresponding author
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the gold standard, manually segmenting lesions from 3D
images is tedious, time consuming, and often not repro-
ducible. Therefore automated lesion segmentation from
MRI is an active area of development in MS research.
Automated lesion segmentation in MS is a challenging
task for various reasons: (1) the lesions are highly vari-
able in terms of size and location, (2) lesion boundaries
are often not well defined, particularly on FLAIR images,
and (3) clinical quality FLAIR images may possess low
resolution and often have imaging artifacts. It has also
been observed that there is very high inter-rater variabil-
ity even with experienced raters Carass and et. al. (2017);
Egger et al. (2017). Therefore there is an inherent relia-
bility challenge associated with lesion segmentation. This
problem is accentuated by the fact that MRI does not have
any uniform intensity scale (like CT); acquisition of images
in different scanners and with different contrast properties
can therefore add to the complexity of segmentation.
Many automated lesion segmentation methods have
been proposed in the past decade Garcia-Lorenzo et al.
(2013). There are usually two broad categories of seg-
mentations, supervised and unsupervised. Unsupervised
lesion segmentation methods rely on intensity models of
brain tissue, where image voxels containing high inten-
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sities in FLAIR images are modeled as outliers Garcia-
Lorenzo et al. (2011); Shiee et al. (2009) based on the
intensity distributions. The outlier voxels then become
potential candidates for lesions and then the segmenta-
tion can be refined by a simple threshold Souplet et al.
(2008); Roura et al. (2015); Jain et al. (2015). Alter-
natively, Bayesian models such as mixtures of Gaussians
Schmidt et al. (2012); Strumia et al. (2016); Leemput et al.
(2001); Sudre et al. (2015) or Student’s t mixture models
Freire and Ferrari (2016) can be applied on the intensity
distributions of potential lesions and normal tissues. Op-
timal segmentation is then achieved via an expectation-
maximization algorithm. Additional information about in-
tensity distributions and expected locations of normal tis-
sues via a collection of healthy subjects Tomas-Fernandez
and Warfield (2015) can be included to determine the le-
sions more accurately. Local intensity information can also
be included via Markov random field to obtain a smooth
segmentation Harmouche et al. (2006, 2015).
Supervised lesion segmentation methods make use of
atlases or templates, which typically consist of multi-
contrast MR images and their manually delineated lesions.
As seen in the ISBI-20151 lesion segmentation challenge
Carass and et. al. (2017), supervised methods have be-
come more popular and are usually superior to unsuper-
vised ones, with 4 out of top 5 methods being supervised.
These methods learn the transformation from the MR im-
age intensities to lesion labels (or memberships) on atlases,
and then the learnt transformation is applied onto a new
unseen image to generate its lesion labels. Logistic re-
gression Sweeney et al. (2013); Dworkin et al. (2016) and
support vector machines Lao et al. (2008) have been used
in lesion classification, where features include voxel-wise
intensities from multi-contrast images and the classifica-
tion task is to label an image voxel as lesion or non-lesion.
Instead of using voxel-wise intensities, patches have been
shown to be a robust and useful feature Roy et al. (2014).
Random forest Maier et al. (2015); Geremia et al. (2011);
Jog et al. (2015) and k-nearest neighbors Griffanti et al.
(2016) based algorithms have used patches and other fea-
tures, computed at a particular voxel, to predict the la-
bel of that voxel. Dictionary based methods Roy et al.
(2015b,a); Guizard et al. (2015); Deshpande et al. (2015)
use image patches from atlases to learn a patch dictionary
that can sufficiently describe potential lesion and non-
lesion patches. For a new unseen patch, similar patches
are found from the dictionary and combined with weights
based on the similarity.
In recent years, convolutional neural networks (CNN),
also known as deep learning LeCun et al. (2015), have been
successfully applied to many medical image processing ap-
plications Greenspan et al. (2016); Litjens et al. (2017).
CNN based methods produce state-of-the-art results in
many computer vision problems such as object detection
1https://smart-stats-tools.org/lesion-challenge-2015
and recognition Szegedy et al. (2015). The primary advan-
tage of neural networks over traditional machine learning
algorithms is that CNNs do not need hand-crafted fea-
tures, making it applicable to a diverse set of problems
when it is not obvious what features are optimal. Because
neural networks can handle 3D images or image patches,
both 2D Roth et al. (2016) and 3D Brosch et al. (2016) al-
gorithms have been proposed, with 2D patches often being
preferred for memory and speed efficiency. With advance-
ments in graphics processor units (GPU), neural network
models can be trained in a GPU within a fraction of time
taken by that with multiple CPUs. Also CNNs can handle
very large datasets without incurring too much increase in
processing time. Therefore they have gained popularity
in the medical imaging community in solving increasingly
difficult problems.
CNNs have been shown to be better or on par with
both probabilistic and multi-atlas label fusion based meth-
ods for whole brain segmentation on adult Wachinger
et al. (2017); Moeskops et al. (2016b); Chen et al. (2017)
and neonatal brains Zhang et al. (2015); Moeskops et al.
(2016a). They have been especially successful in tu-
mor segmentations Kamnitsas et al. (2017); Pereira et al.
(2016); Casamitjana et al. (2016), as seen on the BRATS
2015 challenge Menze and et. al. (2015). They have re-
cently been applied for brain extraction in the presence
of tumors Kleesiek et al. (2016). Missing image contrasts
pose a significant challenge in medical imaging, where not
all available image contrasts may not be acquired for all
subjects. Traditional CNN architectures can be modified
to include image statistics in addition to image intensi-
ties to circumvent missing image contrasts Havaei et al.
(2016) without sacrificing too much accuracy. CNN mod-
els have also been applied to segment both cross-sectional
Prieto et al. (2017); Yoo et al. (2014); Ghafoorian et al.
(2017a,b); Moeskops et al. (2017) and longitudinal Biren-
baum and Greenspan (2016) lesions from multi-contrast
MR images. Recently, a two-step cascaded CNN architec-
ture Valverde et al. (2017) has been proposed, where two
separate networks are learnt; the first one computes an ini-
tial lesion membership based on MR images and manual
segmentations, while the second one refines the segmenta-
tion from the first network by including its false positives
in the training samples.
In this paper, we propose a fully convolutional neural
network model, called Fast Lesion EXtraction using COn-
volutional Neural Networks (FLEXCONN), to segment
MS lesions, where parallel pathways of convolutional fil-
ters are first applied to multiple contrasts. The outputs of
those pathways are then concatenated and another set of
convolutional filters is applied on the joined output. Simi-
lar to Ghafoorian et al. (2017b), we used large 2D patches
and show that larger patches produce more accurate re-
sults compared to smaller patches. The paper is organized
as follows. First the experimental data is described in
Sec. 2. The proposed FLEXCONN network architecture
and its various parameter optimizations are described in
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Table 1: Short description of the four datasets is presented here.
Details can be found in Sec. 2. For ISBI-21 and ISBI-61, each image
has two manual lesion masks from two raters.
Dataset #Images #Masks Usage Availability
ISBI-21 21 42 Training Public
VAL-28 28 28 Validation Private
ISBI-61 61 122 Testing Private
MS-100 100 100 Testing Private
Table 2: Imaging parameters, such as repetition time TR (ms),
echo time TE(ms), inversion time TI (ms), flip angle, and resolu-
tion (mm3) are shown. These parameters are same for all datasets
described in Sec. 2.
TR TE TI Flip Resolution
Angle
3D MPRAGE 10.3 6 835 8° 0.82× 0.82× 1.17
T2-w 4177 12.31 N/A 90° 0.82× 0.82× 2.2
PD-w 4177 80 N/A 90° 0.82× 0.82× 2.2
2D FLAIR 11000 68 2800 90° 0.82× 0.82× 2.2
& 0.82× 0.82× 4.4
Sec. 3. The segmentation results and the comparison with
other methods are described in Sec. 4.
2. Materials
Two sets of data are used to evaluate the proposed algo-
rithm. The first dataset is from the ISBI 2015 challenge
Carass and et. al. (2017), which includes two groups,
training and testing. The training group, denoted by
ISBI-21, is publicly available and comprises 21 scans from
5 subjects. Four of the subjects have 4 time-points and one
has 5 time-points, each time-point separated by approxi-
mately a year. The test group, denoted by ISBI-61, is not
public and has 14 subjects with 61 images, each subject
with 4 − 5 time-points, each time-point also being sepa-
rated by a year. Although these images actually contain
longitudinal scans of the same subject, we treat the dataset
as a cross-sectional study and report numbers on each im-
age separately since longitudinal information is not used
within our approach. A short description of the datasets
is provided in Table 1.
The second dataset consists of 128 patients enrolled in a
natural history study of MS, 79 with relapsing-remitting,
30 with secondary progressive, and 19 with primary pro-
gressive MS. For experimentation purpose, we arbitrarily
divided this dataset into two groups, validation (n = 28)
and test (n = 100), denoted as VAL-28 and MS-100 respec-
tively. The proposed algorithm as well as the other com-
peting methods were trained using ISBI-21 as training
data. Then various parameters, as described in Sec. 3.4,
were optimized using VAL-28 as the validation set. Finally
the optimized algorithms were compared on the ISBI-61
and MS-100 datasets, as detailed in Sec. 4.1 and Sec. 4.2.
Each subject from both datasets had T1-w MPRAGE,
T2-w, PD-w, and FLAIR images acquired in a Philips 3T
scanner. The imaging parameters are listed in Table 2.
Each image in MS-100 and VAL-28 has one manually delin-
eated lesion segmentation mask. Every image in ISBI-21
and ISBI-61 has two masks, drawn by two different raters,
as explained in Carass et al. (2011).
3. Method
3.1. Image Preprocessing
The T1-w images of every subject in the MS-100 and
VAL-28 dataset were first rigidly registered Avants et al.
(2011) to the axial 1 mm3 MNI template Oishi et al.
(2008). They were then skullstripped Carass et al. (2011);
Roy et al. (2017) and corrected for any intensity inhomo-
geneity by N4 Tustison et al. (2010). The other contrasts,
i.e. T2-w, PD-w, and FLAIR images were then registered
to the T1-w image in MNI space, stripped with the same
skull-stripping mask, and corrected by N4 after stripping.
The preprocessing steps for the ISBI-21 and ISBI-61
datasets were very similar and detailed in Carass and et.
al. (2017). Briefly, the T1-w images of the baseline of every
subject were rigidly registered to the MNI template, skull-
stripped Carass et al. (2011), and corrected by N4. Then
the other contrasts of the baseline and all contrasts of the
followup time-points were rigidly registered to the base-
line T1-w and corrected by N4. Lesions for both data sets
were manually delineated on pre-processed FLAIR images,
although the other contrasts were available for reference.
3.2. CNN Architecture
Cascade type neural network architectures have become
popular in medical image segmentation, where features are
either 2D slices or 3D patches from MR images. Typi-
cally, multi-channel patches are first independently passed
through convolutional filter banks, then a fully connected
(FC) layer is applied to predict the voxel-wise membership
at the center of the patches Wachinger et al. (2017) from
the concatenated outputs of the filters. We follow a simi-
lar architecture, shown in Fig. 1, where multi-channel 2D
p1× p2 patches are convolved with multiple filter banks of
various sizes (called a “convolutional pathway”), and the
outputs of the convolutional pathways are concatenated.
The details of a convolutional pathway is given in Table 3.
After concatenation, instead of an FC layer to predict the
membership or probability of the center voxel of the p1×p2
patch, we add another convolutional pathway that predicts
a membership value of the whole p1× p2 patch. Note that
with variable pad sizes (see Table 3), the sizes of the input
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Figure 1: Proposed neural network architecture for lesion segmentation is shown. 2D patches from multi-channel images are used as features
and convolutional filters (fj , j = 1, 2, . . .) are first applied in parallel. Here j denotes the index of the filter. Note that each “filter (fj)”
includes a convolution and a ReLU module. The filter outputs are concatenated and passed through another convolutional pathway to predict
a membership function of the patch. The filter number and sizes are shown as 128 @ 32, indicating the corresponding filter bank contains
128 filters, each with size 3× 3.
and outputs of the filters are kept identical to the origi-
nal MR image patch size. The training memberships are
generated by simply convolving the manual hard segmen-
tations with a 3 × 3 (denoted 32) Gaussian kernel. We
observed that larger patches produce mored accurate seg-
mentations compared to smaller patches, and determined
that a 35 × 35 patch produced the best results based on
the VAL-28 dataset. The estimation of the optimal patch
size is described in Sec. 3.4.
Improved segmentation results were achieved using a set
of 5 convolutional filter banks with decreasing numbers of
filters in one convolutional pathway, as shown in Fig. 1 and
Table 3. The optimal number of filter banks in a pathway
was also estimated from a validation strategy discussed in
Sec. 3.4. Each convolution is followed by a rectified linear
unit (ReLU) Nair and Hinton (2010). The combination of
convolution and ReLU is indicated by fj in Fig. 1. Our ex-
periments showed that smaller filter sizes such as 32 and 52
generally produce better segmentation than bigger filters
(such as 72 and 92), which was also observed before Si-
monyan and Zisserman (2015). We hypothesize that since
lesion boundaries are often not well defined, small filters
tend to capture the boundaries better. Also the number of
free parameters (9 for 32) increases for larger filters (49 for
72), which in turn can either decrease the stability of the
result or incur overfitting. However, smaller filters may
perform worse for larger lesions. Therefore we empirically
used a combination of 32 and 52 filters based on our vali-
dation set VAL-28.
As noted, a major difference in the network architecture
proposed here in contrast to other popular CNN based
segmentation methods is the use of a convolutional layer
to predict membership functions. The advantages of such
a configuration compared to a FC layer are as follows:
1. Depending on the number of convolutions and the
patch size, the number of free parameters for a FC
layer can be large, thereby increasing the possibility of
overfitting. Recent successful deep learning networks
such as ResNet He et al. (2016b) and GoogLeNet
Szegedy et al. (2015) have put more focus on fully con-
volutional networks and networks, with ResNet hav-
ing no FC layer at all. Although dropout Srivastava
et al. (2014) has been proposed to reduce the effect of
overfitting a network to the training data, the mecha-
nism of randomly turning off different neurons inher-
ently results in slightly different segmentations every
time the training is performed even with the same
training data.
2. We observed that memberships predicted with an FC
layer result in more false positives compared to a
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Table 3: Filter parameters of a convolutional pathway, as shown in Fig. 1, are provided. Every size is in voxels. Note that with variable pad
sizes, the input and output size of the filters are kept identical to the training patch size p1 × p2.
Filter Type Number Filter Size Pad Size Parameters # Parameters
Bank of Filters
1 Convolution 128 32 12 3× 3× 128 1152
2 Convolution 64 52 22 5× 5× 128× 64 204800
3 Convolution 32 32 12 3× 3× 64× 32 18432
4 Convolution 16 52 22 5× 5× 32× 16 12800
5 Convolution 8 32 12 3× 3× 16× 8 1152
MPRAGE FLAIR Manual With FC Without FC
Figure 2: Example of lesion memberships are shown when generated with a fully connected (FC) layer predicting memberships at a voxel,
compared to the proposed model where patch based memberships are predicted using convolutional pathways. Note that a FC layer produces
fuzzier memberships and potentially more false positives. Memberships are scaled between 0 (dark blue) and 1 (red).
fully convolutional network. An example is shown
in Fig. 2, where lesion memberships are generated
from MPRAGE and FLAIR using the proposed model
of convolutional pathways and a comparable model
where the last convolutional pathway after concatena-
tion (see Fig. 1) is replaced with a FC layer predict-
ing voxel-wise memberships. The membership image
generated with an FC layer, although being close to
1 inside the lesions, has high values (≥ 0.5) in the
left and right frontal cortex where the FLAIR image
shows some artifacts. However, the membership ob-
tained with the proposed method shows relatively low
values near the frontal cortex.
3. With FC layer, voxel-wise predictions are performed
for each voxel on a new image. Therefore the predic-
tion time for the whole image comprising millions of
voxels can take some time even on a GPU, as men-
tioned in Wachinger et al. (2017). In contrast, with
fully convolutional prediction, lesion membership esti-
mation of a 1 mm3 MR volume of size 181×217×181
takes only a couple of seconds. Note that although
patches are used for training, the final trained model
contains only convolution filters and does not depend
in any way on the input patch size. Therefore during
testing, the lesion membership of a whole 2D slice,
irrespective of the slice size, is predicted at a time
by applying convolutions on the whole slice. With-
out an FC layer, the images need not be decomposed
into sub-regions, e.g., Kamnitsas et al. (2017). Con-
sequently, there is no need to employ membership
smoothing between sub-regions. In addition, since the
training memberships, generated by Gaussian blur-
ring of hard segmentations, are smooth, the resultant
predicted memberships are also smooth (Fig. 2 last
column).
MS lesions are heavily under-represented as a tissue class
in a brain MR image, compared to GM or WM. In the
training dataset ISBI-21, lesions represent on an average
1% of all brain tissue voxels. For a binary lesion classifica-
tion, most supervised machine learning algorithms thus re-
quire balanced training data He and Garcia (2009), where
number of patches with lesions are approximately equal to
lesion free patches. Therefore normal tissue patches are
randomly undersampled Valverde et al. (2017); Roy et al.
(2015b) to generate a balanced training dataset. This is
true for a small 52 or 72 patch, which may have all or most
voxels as lesions, thereby requiring some other patches
with all or most voxels as normal tissue. In Sec. 3.4, we
show that using larger patches, such as 25× 25 or 35× 35,
produce more accurate segmentations compared to smaller
92 or 132 patches. Since we use large patches which cover
most of the largest lesions, the effect of data imbalance is
reduced.
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Figure 3: Dice coefficients of segmentations from VAL-28 dataset
are shown at different membership thresholds from 0.05 to 0.85. The
highest median Dice was observed at 0.30. See Sec. 3.4 for details.
With large patches, our training data consists of patches
where the center voxel of a patch has a lesion label, i.e.,
all lesion patches are included in the training data with a
stride of 1. We do not include any normal tissue patches,
where none of the voxels have a lesion label. Experiments
showed that inclusion of the normal tissue patches does not
improve segmentation accuracy, but incurs longer training
time by requiring more training epochs to achieve simi-
lar accuracy. However, one drawback of only including
patches with lesions is that generally more training data
are required, especially when the number of lesions become
much less than number of parameters to be optimized, as
shown in Table 3.
3.3. Comparison Metrics
We chose 4 comparison metrics: Dice coefficient, le-
sion false positive rate (LFPR), positive predictive value
(PPV), and absolute volume difference (VD) to compare
segmentations. For a manual and an automated binary
segmentation M and A respectively, Dice is a voxel-wise
overlap measure defined as,
Dice(A,M) = 2|A ∩M||A|+ |M| ,
where | · | denotes number of non-zero voxels. Since le-
sions are often small and their total volumes are typically
very small (1− 2%) compared to the whole brain volume,
Dice can be affected by the low volume of the segmen-
tations Geremia et al. (2011). Therefore LFPR is defined
based on distinct lesion counts. A distinct lesion is defined
as an 18-connected object, although such a description of
lesions may or may not be biologically accurate. LFPR
is the number of lesions in the automated segmentation
that do not overlap with any lesions in the manual seg-
mentation, divided by the total number of lesions in the
automated segmentation. Two lesions are considered over-
lapped when they share at least one voxel. PPV is defined
as the ratio of true positive voxels and total number of
positive voxels, expressed as
PPV(A,M) = 2|A ∩M||A| ,
Absolute volume difference is defined as
VD(A,M) = abs(|A| − |M|)|M| .
All statistical tests were performed with a non-parametric
paired Wilcoxon signed rank test.
3.4. Parameter Optimization
In this section, we describe a validation strategy to opti-
mize user selectable parameters of the proposed network:
(1) patch size, (2) number of filter banks in a convolutional
pathway, and (3) the final threshold to create hard segmen-
tations from memberships. After training with ISBI-21,
the network was applied to the images of VAL-28 to gen-
erate their lesion membership images. Memberships were
thresholded and then masked with a cerebral white matter
mask Shiee et al. (2009) to remove any residual false posi-
tives. Dice was used as the primary metric for optimizing
the parameters, with LFPR used as a secondary metric
for patch size optimization. Although our model is capa-
ble of using all four available contrasts, initial experiments
on VAL-28 data showed negligible improvement in segmen-
tation accuracy with T2-w and PD-w images. Therefore
all results were obtained with only MPRAGE and FLAIR
contrasts.
To optimize the membership threshold, we trained a net-
work with 35 × 35 patches. Memberships generated on
VAL-28 were segmented with thresholds from 0.05 to 0.85
with an increment of 0.05. The range of Dice coefficients is
shown in Fig. 3. The highest median Dice coefficient was
observed for a threshold of 0.30. This is intuitively rea-
sonable because during training, the lesion memberships
of atlases were generated from their hard segmentations
using a 3 × 3 Gaussian kernel, and it can be shown that
the half max of a 3× 3 discrete Gaussian is at 0.31.
Next we varied the depth of a convolutional pathway
from 2 to 6 filter banks while keeping the number of fil-
ters as a multiple of 2, with the last filter bank having 8
filters. The highest median Dice coefficient was observed
at a depth of 5, which is significantly larger than Dice co-
efficients with depths 3 and 4 (p < 0.05). Although the
differences in Dice coefficients were small between various
depths, we used a depth of 5 for the rest of the experiments.
With more than 6 filter banks, the Dice slowly decreases,
which can be attributed to overfitting the training data.
Patch size is another important parameter of the net-
work. In computer vision applications such as object de-
tection, usually a whole 2D image is used as a feature.
However, full 3D medical images can not typically be used
because of memory limitations. Fig. 4 shows examples
of lesion memberships obtained with different sized 2D
patches. As the patch sizes increases, the false positives
6
MPRAGE T2 PD FLAIR Manual
13× 13 17× 17 19× 19 31× 31 35× 35
Figure 4: Memberships of a subject from VAL-28 dataset with various patch sizes are shown. As the patch size increases, the false positives
in the cortex begins to decrease.
that are mostly observed in the cortex tend to decrease.
Fig. 5 shows a plot of Dice and LFPR with various patch
sizes, ordered from left to right according to their increas-
ing size. Note that smaller patches (92 to 172) produced
significantly lower Dice and higher LFPR compared to
other patches (p < 0.001), as seen from the memberships
in Fig. 4. Also some of the highest Dice and lowest LFPR
were observed for patches with large in-plane size, i.e.,
31 × 31, 27 × 27, and 35 × 35. It was observed in Fig. 5
that there is no significant difference between Dice coef-
ficients for 31 × 31, 35 × 35, or 27 × 27, but LFPR of
both 35× 35 and 31× 31 are significantly lower than that
of 27 × 27 (p < 0.05). We chose 35 × 35 as the optimal
patch size. Other choices of smaller 52 and 72 patches (not
shown) yielded worse results. Note that although training
was performed with different patch sizes, the memberships
were generated slice by slice, as the trained model con-
sisted only of convolutions and did not need any informa-
tion about patch sizes.
3.5. Competing Methods
We compared FLEXCONN with LesionTOADS Shiee
et al. (2009), OASIS Sweeney et al. (2013), LST Schmidt
et al. (2012), and S3DL Roy et al. (2015b). LesionTOADS
(Topology reserving Anatomy Driven Segmentation) does
not need any parameter tuning and uses MPRAGE and
FLAIR. OASIS (OASIS is Automated Statistical Inference
for Segmentation) has a threshold parameter that is used
to threshold the memberships to create a hard segmenta-
tion. It was optimized as 0.15 by training a logistic regres-
sion on the ISBI-21 and applying the regression model to
VAL-28. A similar value was reported in the original paper.
OASIS requires all four contrasts, MPRAGE, T2-w, PD-
w, and FLAIR. LST (Lesion Segmentation Toolbox) has
a parameter κ, which initializes the lesion segmentation.
Lower values of κ produces bigger lesions. We optimized κ
to maximize the Dice coefficient on VAL-28 data and found
that κ = 0.10 yielded the highest median Dice. LST uses
MPRAGE and FLAIR images. S3DL has two parame-
ters, number of atlases and membership threshold. We
observed that adding more than 4 atlases did not improve
Dice coefficients significantly, as was reported in the origi-
nal paper. Hence we used 5 atlases as the last time-points
of the 5 subjects from the ISBI-21 dataset. The optimal
threshold for S3DL was also found to be 0.80. S3DL used
MPRAGE and FLAIR as adding T2-w and PD-w images
did not improve the segmentation.
3.6. Implementation Details
Our model was implemented in Tensorflow and Keras7.
We used Adam Kingma and Ba (2015) as the optimizer,
which has been shown to produce the fastest convergence
in neural network parameter optimization. The optimiza-
tion was run with fixed learning rate of 0.0001 for 20
epochs, which was empirically found to produce sufficient
convergence without overfitting. During training with
35× 35 patches using lesions from 21 subjects of ISBI-21
dataset, we used 20% of the total number patches for vali-
dation and the remaining 80% for training. Training with
7https://keras.io/
7
Figure 5: Dice coefficients (top) and LFPR (bottom) are plotted for the segmentations of VAL-28 data when trained with ISBI-21 for various
patch sizes. See Sec. 3.4 for details.
128 minibatches required about 6 hours on an Nvidia Titan
X GPU with 12 GB memory. Segmenting a new subject
took 3− 5 seconds.
4. Results
In this section, we show comparison of FLEXCONN
with other methods on two datasets MS-100 and ISBI-61
(see Section 2). Research code6 implementing our method
is freely available.
4.1. MS-100 Dataset
For this dataset, the training was performed separately
with two sets of masks from the two raters of ISBI-21
data. Then two memberships were generated for each of
the 100 images. For each image, the two memberships
were averaged and thresholded to form the final segmen-
tation. Fig. 6 shows MR images and segmentations of 3
subjects from the MS-100 dataset, where the subjects have
high (22cc), moderate (8cc), and low (1cc) lesion loads.
For the subject with high lesion loads (#1), all 5 methods
performed comparably, although OASIS and LST under-
estimated some small and subtle lesions (yellow arrow).
6http://www.nitrc.org/projects/flexconn
For the subject with moderate lesion load (#2), OASIS
and S3DL underestimated some lesions (orange arrow) and
LesionTOADS overestimated some (green arrow). When
the lesion load is small and the FLAIR image has some
artifacts (subject #3), LesionTOADS, S3DL, and OASIS
produce a false positive (yellow arrow) in the cortex. LST
shows underestimation, but FLEXCONN does not pro-
duce the false positive. The reason is partly because of the
use of large patches, which can successfully distinguish be-
tween bright voxels in cortex and peri-ventricular regions.
Since lesion volume is an important outcome measure for
evaluating disease progression, we compared automated
lesion volume vs the manual lesion volume in Fig. 4.1.
Solid lines represent a robust linear fit of the points, and
the black dotted line represents unit slope. It is observed
that LesionTOADS (blue) overestimates lesions when le-
sion load is small, and LST (magenta) underestimates the
lesion when the lesion load is high. S3DL, OASIS, and
FLEXCONN show less bias with respect to lesion load,
while FLEXCONN has the slope closest to unity (0.94).
The slopes and intercepts with manual lesion volumes are
also shown in Table 4. Table 4.1 shows median values of
various comparison metrics for the 5 competing methods.
FLEXCONN produces significantly better Dice, LFPR,
and VD (p < 0.01) among the four methods. LST pro-
duces the highest PPV.
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LesionTOADS S3DL OASIS LST Proposed
Manual vs automated lesion volumes for the 5 methods on MS-100 dataset. The solid lines show robust linear fits of the
points and the dotted black line represents the unit slope line. Numbers are in mm3.
Table 4: Slopes and intercepts from Fig. 4.1 are shown for the MS-100 dataset. Bold indicates the largest absolute value among the 5 methods.
Method Slope Intercept (cc)
LesionTOADS Shiee et al. (2009) 0.6112 7783.2
S3DL Roy et al. (2015b) 0.7488 1570.1
OASIS Sweeney et al. (2013) 0.8002 1163.1
LST Schmidt et al. (2012) 0.4650 -44.9
FLEXCONN 0.9421 143.2
Median values of Dice, lesion false positive rate (LFPR), positive predictive value (PPV), and volume difference (VD)
are shown for competing methods on MS-100 dataset. Bold indicates significantly highest/lowest (p < 0.05) number.
See Sec. 3.3 for the definition of the metrics.
Dice LFPR PPV VD
LesionTOADS 0.4678 0.6865 0.3968 0.4718
S3DL 0.5526 0.4164 0.5968 0.2755
OASIS 0.4993 0.5081 0.6242 0.2681
LST 0.4239 0.4409 0.7820 0.5623
FLEXCONN 0.5639 0.3077 0.6040 0.1978
4.2. ISBI-61 Dataset
Although ISBI-61 includes longitudinal images, we per-
formed the segmentation in a cross-sectional manner. The
segmentations were generated in a similar fashion as the
MS-100 dataset (Sec. 4.1) by averaging two memberships
obtained using two sets of training. A typical segmenta-
tion example is shown in Fig. 7, where the subject has high
lesion load (40cc).
Table 4.1 shows a comparison with some of the methods
that participated in the ISBI 2015 challenge. The pro-
posed method achieves the lowest LFPR (0.1102) and the
highest PPV (0.866) compared to others, while the highest
Dice was produced by another recent CNN based method
Valverde et al. (2017). The lowest VD was achieved by
a dictionary based method Deshpande et al. (2015). To
rank a method, a score was computed using a weighted
average of various metrics including Dice, LFPR, PPV,
and VD, as detailed in Carass and et. al. (2017). For
the two raters, the inter-rater score was 0.67, which is
scaled to 90. Therefore, a score of 90 or more indicates
segmentation accuracy similar to the consistency between
two human raters. FLEXCONN achieved a score of 90.48,
while the other CNN based methods, Valverde et al. (2017)
and Birenbaum and Greenspan (2016), achieved scores of
91.33 and 90.07, respectively, indicating their performance
to be comparable to human raters. Most of the top scoring
methods in the challenge were based on CNN.
5. Discussion
We have proposed a simple end-to-end fully convolu-
tional neural network based method to segment MS le-
sions from multi-contrast MR images. Our network is
does not have any fully connected layers and after train-
ing, takes only a couple of seconds to segment lesions on
a new image. Although we validated using only T1-w and
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Figure 6: T1-w, T2-w, PD-w, and FLAIR images of three subjects with high, medium, and low lesion load from MS-100 dataset, along with
segmentations from 5 competing methods and one lesion membership from the proposed CNN based FLEXCONN.
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Figure 7: A typical segmentation example for one subject from the ISBI-61 dataset. Membership#1 and #2 refer to the lesion memberships
obtained using training data from rater 1 and 2, respectively.
FLAIR contrasts, other contrasts can easily be included
in the framework. We have shown that using large, two-
dimensional, patches provide significantly better segmen-
tations than smaller patches. Comparisons with four other
publicly available lesion segmentation methods, two super-
vised and two unsupervised, showed superior performance
over 100 images.
During training, there were several parameters that were
empirically determined. First, for a (2w + 1)2 filter, we
used w2 zero padding at each convolution so as to have a
uniform input and output patch size to all filters. With-
out padding, the output size after every filter bank de-
creases and care should be taken to keep the input and
output patches properly aligned. With padding, we can
add or remove filter banks without worrying about align-
ment. Another important parameter is the batch size.
With too small a batch size, the gradient computation
becomes noisy and the stochastic gradient descent opti-
mization may not lead to a local minima. With too large
a batch size, the optimization may lead to a sharp local
minima, making the model not generalizable to new data
Keskar et al. (2016). Therefore, an appropriate batch size
should be chosen based on the data. During training, we
empirically chose 128 for training and 64 as a test batch
size.
With the removal of fully connected layers, the proposed
fully convolutional network can generate the membership
of a 2D slice without the need for dividing images into
sub-regions Kamnitsas et al. (2017). With large enough
patches, the contextual information of a lesion voxel can
be obtained from within the patch. This is representa-
tive of a human observer looking at a large neighborhood
while considering a voxel to be lesion of not. Note that
although the training is performed with patches, the pre-
diction step does not need the patch information because
the trained convolutions are applied to a whole 2D slice.
As a consequence, the memberships are inherently smooth,
and the problem of possible discontinuities between sub-
regions does not arise.
MS lesion segmentation is associated with high inter-
rater variability in manual delineations, as seen on both
the MICCAI 2008 and ISBI 2015 challenges. For example,
in the MICCAI 2008 lesion segmentation challenge, the av-
erage Dice overlap between two raters was 0.25, and in the
ISBI 2015 challenge, the inter-rater Dice overlap was 0.63
Carass and et. al. (2017). Therefore it is expected that
the average Dice coefficients of the proposed segmentations
are as low as 0.5 and sometimes are even lower. However,
Dice coefficients can be artificially low when the actual le-
sion volume is small, therefore having fewer false positives
can be more desirable than having a high Dice. Our pro-
posed model had the lowest false positive rate compared to
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Mean values of comparison metrics are shown for various competing methods on ISBI-61 dataset. Bold indicates highest
or lowest value. See Sec. 3.3 for the definition of the metrics. The score was computed as a weighted average of the
other metrics.
Dice LFPR PPV VD Score
Birenbaum et. al.Birenbaum and Greenspan (2016) 0.6271 0.4976 0.7890 0.3523 90.07
Jain et. al.Jain et al. (2015) 0.5243 0.4005 0.6947 0.3886 88.74
Tomas-Fernandez et. al.Tomas-Fernandez and Warfield (2015) 0.4317 0.4116 0.6974 0.5110 87.07
Gghafoorian et. al.Ghafoorian et al. (2017a) 0.5009 0.5766 0.5942 0.5708 86.92
Sudre et. al.Sudre et al. (2015) 0.5226 0.6776 0.6690 0.3887 86.44
Maier et. al.Maier et al. (2015) 0.6050 0.2658 0.7746 0.3654 90.28
Deshpande et. al.Deshpande et al. (2015) 0.5920 0.2806 0.7622 0.3214 89.81
Valverde et. al.Valverde et al. (2017) 0.6305 0.1529 0.7867 0.3385 91.33
FLEXCONN 0.5243 0.1103 0.8660 0.5207 90.48
all other methods on both test datasets while maintaining
good sensitivity.
In our experiments, we used large 2D patches similar
to Ghafoorian et al. (2017b), in comparison to isotropic
3D patches as used before, e.g., 113 in Valverde et al.
(2017), 233 in Wachinger et al. (2017), and 173 in Kam-
nitsas et al. (2017). The rationale behind using large
anisotropic patches is twofold. First, experiments with
full 3D isotropic 93 or 113 patches showed little or no im-
provement in Dice and led to increased false positives, with
memberships similar to the one with 13 × 13 patches, as
shown in Fig. 4. Larger isotropic patches, e.g. 193 or
253, showed inferior segmentation, and in some cases, op-
timization did not converge. The reason is that the FLAIR
images in the test datasets had inherently low resolution in
the inferior-superior direction, 2.2 mm and 4.4 mm com-
pared to in-plane resolution of 0.82× 0.82 mm. Therefore
2D axial patches capture the high resolution in-plane in-
formation that represents the original thick axial slices.
Second, the lesions are usually focal and small in size, un-
like other brain structures. Therefore a very large isotropic
patch around a small lesion can include superfluous infor-
mation about the lesion, which can increase the amount of
false positives. Note that with in more recent studies em-
ploying high resolution 3D FLAIR sequences, it is trivial
to extend the algorithm to accommodate for 3D patches.
One drawback of the proposed method is that it requires
a large number of training patches. With the ISBI-21 as
training data, there are approximately only 270, 000 train-
ing patches. Patch rotation Guizard et al. (2015) is a stan-
dard data augmentation technique where training patches
are rotated by 45°, 90°, 135°, and 180° in the axial plane,
and added to the training patch set in addition to the
non-rotated patches. Our initial experiments with rotated
patches on the VAL-28 dataset showed only 1−2% increase
in average Dice coefficients with rotated patches at the cost
of significantly more memory and training time, indicat-
ing that the network is already sufficiently generalizable
with the original training data. Therefore we did not use
rotated patches in the final segmentation. However, fur-
ther experiments are needed to understand the full scope
of performance improvement with respect to the available
training data and other augmentation techniques, such as
patch cropping or adding visually imperceptible jitters to
images.
Table 4.1 shows that there is no single method that has
the highest metrics among the six. This is consistent with
previously reported results Carass and et. al. (2017) on the
same ISBI-61 data. There are several methods with score
more than 90, such as Birenbaum and Greenspan (2016);
Maier et al. (2015); Valverde et al. (2017). Valverde et al.
(2017) produced the highest Dice, while FLEXCONN pro-
duced the highest LFPR and PPV. Both these methods
are based on CNN, outperforming other traditional ma-
chine learning based algorithms. Note that FLEXCONN
has a very simple network architecture and does not have
a longitudinal component like Birenbaum and Greenspan
(2016) or two-pass correction mechanism like Valverde
et al. (2017). Still it was able to achieve similar overall
performance. Future work will include further comparison
with other CNN based methods such as Ghafoorian et al.
(2017a); Valverde et al. (2017); Birenbaum and Greenspan
(2016). We will also explore more recent and state-of-
the-art networks such as Szegedy et al. (2015); He et al.
(2016a,b) to achieve better accuracy and temporal consis-
tency in segmentations.
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