Using daily stock return data of all listed firms in Chinese stock market from 1998 to 2018, we disaggregate the volatility of common stocks at the market, industry and firm levels. We find market volatility, on average, is the highest while firm volatility tends to lead to market and industry volatility series. None long-term trend time series behaviour exists for all three volatility series and firm volatility is best described by an autoregressive process with regime shifts associated with the structural market reforms or volatile market movements. We further proceed to identify the source of volatility at the industry level and find the idiosyncratic volatility in the largest manufacturing industry not only accounts for the largest proportion in the aggregate firm volatility but also is the lead indicator for the idiosyncratic volatility of other industries. Finally, unlike Brandt et al. [Review of Financial Studies 23(2): 863-899 (2010)], we find the idiosyncratic volatility in Chinese stock market is associated with high stock trading activities by institutional investors, the result of which is also robust when using other measures of idiosyncratic volatility.
Introduction
Chinese stock market, the largest emerging stock market in the world, has been documented to be more volatile than the other international stock markets (e.g. Wang et al., 2011; Li and Giles, 2015; Rizvi et al., 2018) 1 . The recent 2015-2016 stock market crash has further attracted the attentions of researchers on the investigation of the volatile feature in Chinese stock markets (Tian et al., 2018; Darby et al., 2019) . Understanding the sources and patterns of volatility in Chinese stock market is an undoubtedly important issue for global investors, researchers, regulators and financial analysts as a whole.
In order to identify and study the source of the volatility in U.S. stock market, Campbell, Lettau, Malkiel and Xu (hereafter CLMX, 2001) propose a volatility decomposition approach which disaggregates the volatility of common stocks at the market, industry and firm levels. They find firm volatility 2 is higher than market and industry volatilities, and market volatility tends to lead the other volatility series. They also document a notable increase in firm-level volatility relative to market volatility. However, Brandt et al. (2010) show that the positive trend of idiosyncratic volatility in U.S. stock market is an episodic phenomenon, which is associated with the trading activities of retail investors. Another related study by Wang (2010) further highlights the importance of CLMXs' contribution on the analysis of stock return volatility at industry level. By using Granger-causality tests, they find the industry of business supplies and the industry of finance are the top two lead indicators of industry-specific volatilities over 1963 to 2008 in U.S. stock market.
The volatility decomposition approach of CLMX enables a clean disaggregation of total return volatility into market, industry and firm levels. Although volatility decomposition in U.S. stock markets has been well established, much less attention has been draw to the Chinese stock market. Following CLMXs' volatility decomposition approach, we address the specific questions as i) what is the key source of high volatility in Chinese stock market? ii) what are the time series behaviours of the volatilities? iii) what is the pattern of volatility across industries? iv) who mainly drives to the firm volatility, institutional or individual investors?
In our study, by utilizing the daily return data of all listed firms in Chinese stock markets (i.e. Shanghai and Shenzhen Stock Exchanges) over 1998 to 2018, we decompose the volatility of common stocks at market, industry and firm volatility. We find market volatility, on average, is higher than industry and firm volatilities, though firm volatility tends to be highest in several sub-periods. Unlike the findings from U.S. stock market (CLMX, 2001) , we find firm volatility tends to lead the other volatility series.
In order to identify the time series behaviour of time series of market, industry and firm volatilities, we first use trend test by Bunzel and Vogelsang (2005) and do not find long-term trend for all volatility series. Given that the results of trend test can be driven by the selection of starting and ending time points (e.g. Bakaert et al., 2012) , we thereby fit the Markov regime-switching model with a first-order 1 Wang et al. (2011) and Li and Giles (2015) show the standard deviation of Chinese stock market index is higher than that of other international stock markets. Rizvi, et al. (2018) show the conditional volatility in Chinese stock market is higher than that of the other emerging stock markets. 2 We use the terms firm volatility and idiosyncratic volatility interchangeably. autocorrelation structure (AR (1)) for three volatility series 3 . All the three volatilities are best characterised by an autoregressive with regime shifts, and the shifts of market and industry volatilities to high variance regime are mostly related to financial market crisis periods. Firm volatility, however, exhibits less stable feature compared to market industry volatilities, and shifts to high variance regime more frequently.
To understand well the frequent risen and fallen feature of firm volatility, we further investigate the firm-specific volatility patterns in individual industries. We first present the evidence of no long-term trend for each of the largest 15 industries in Chinese stock markets, reflecting the fact that the no trend evidence of aggregate firm volatility is not due to the trade-off effect of mixed upward and downward trend across industries. We then find the firm-specific volatility is particularly high in the manufacturing industry, the largest industry in Chinese stock market which accounts for the average weight of 0.393 in total market value. Furthermore, multivariate Granger-causality test suggests the firm-specific volatility in manufacturing industry is also the lead indicator to the idiosyncratic volatility in other industries.
Finally, we investigate whether the risen or fallen of the idiosyncratic volatility is associated to the trading activities of institutional or retail investors. Despite Nartea et al. (2013) conjecture (do not test) that the idiosyncratic volatility is associated with retail investors due to the dominant retail trading in Chinese stock market, the more recent studies by Chen et al. (2019) and Darby et al. (2019) demonstrate the destabilizing behaviours of large or institutional investors in Chinese stock market. Following Darby et al. (2019) , we use the cash flow data from the largest trading group as the proxy for institutional trading, and find the idiosyncratic volatility is significantly associated with large stock price and trading activities of institutional investors. Our results contrast the findings of Brandt et al. (2010) for U.S. stock market. Our results are also robust when using other measures of idiosyncratic volatility such as CAPM and Fama-French three factors model. This paper contributes to the literature in the following three aspects. First, to the best of our knowledge, this is the first paper decomposing the volatility common stocks into market, industry and firm levels to identify the source of high volatility in Chinese stock market. We find that market volatility is, on average, highest while firm volatility tends to be the lead indicator in Chinese stock market and is less stable than other two volatilities.
Second, we are the first to provide volatility patterns in individual industries. We present the evidence that idiosyncratic volatility in the manufacturing industry not only accounts for largest proportion in aggregate firm volatility, but also helps to forecast the firm volatility in other industries. Regarding the industry-specific volatility, however, scientific research and technical service industry tends to be the lead indicators to the other industries.
Third, we contribute to a number of recent studies on idiosyncratic volatility in Chinese stock market (e.g. Wan, 2018; Gu et al., 2018; Xie et al., 2019; Gu et al., 2019) . We show the idiosyncratic volatility in Chinese stock market is associated with high stock price and driven by institutional investors, which contrasts the findings in U.S. stock market (Brandt et al., 2010) and the conjecture by Nartea et al. (2013) .
The rest of the paper is organized as follows. In section 2, we introduce the data used, the methodology of volatility decomposition and present results of decomposition. The time series behaviours of three decomposed volatility components have been reported in section 3. Section 4 further investigates the sources and patterns of volatility within individual industries, followed by cross regressions testing the key determinants of idiosyncratic volatility in Chinese stock markets in section 5. Finally Section 6 concludes. The results of dynamic pattern of industry-specific volatility in individual industries can be accessed by Appendix A. The robustness check results of retail trading can be accessed by Appendix B.
Volatility decomposition 2.1 Data
We obtain the daily market return data and stock return data of all listed firms in Shanghai and Shenzhen stock markets for the period of Jan 1998 through Dec 2018 from China Stock Market & Accounting Research Database (CSMAR). The cash flow, risk free return, and Fama-French (1993) factors data are derived from RESSET (www.resset.cn) database. The quarterly institutional ownership data is sourced from WIND database and the other firm-specific accounting data is obtained from CSMAR database.
Finally, we use "Guidelines for the Industry Classification of Listed Companies" (2012 Revision) issued by China Securities Regulatory Commission (CSRC) for the industry classification of listed firms. The numbers of firms included in the sample are 804 in the year of 1998, 1664 in year 2009, and finally increase to 3568 in the end of study periods of 2018. Following Campbell, Lettau, Malkiel, and Xu (hereafter, CLMX) (2001) and Brandt et al. (2010) , we employ the approach of the beta-free volatility decomposition to study the volatility of common stocks at the market, industry and firm levels. Let and denote the excess return of market and industry i in period t respectively. The excess return of firm j that belongs to industry i in period t is denoted as . Therefore, the industry excess return is given by = ∑ ∈ where is the weight of firm j in industry i over period t. Consequently, the excess market return = ∑ where is the weight of industry i over period t.
Methodology
We start with simplified industry return decomposition under the limitation of unit beta as follows:
Computing the variance of the industry return yields:
In order to overcome the drawback in equation (2) that and are not orthogonal, we also write down a decomposition based on CAMP model:
Comparing equations (1) and (3), we have
Putting equation (4) in equation (2), we then have
Given the aggregate beta satisfies ∑ = 1, the weighted average of variances across industries is free of the individual covariance as:
We proceed to decompose the individual firm returns in the same unit beta pattern:
The variance of firm return is represented as:
Likewise, in order to cancel the covariance term, we write down the CAMP model for specific firm:
Comparing equations (7) and (9), we have
Putting equation (10) in equation (8), we then have
Given the aggregate beta satisfies ∑ = 1, the weighted average of variances across firms is free of the individual covariance as:
where 2 ≡ ∑ ( ) is the weighted average of firm volatility in industry i. We further aggregate equation (12) by computing the weighted average across industries as follows:
where 2 is the market-level volatility; 2 is the weighted average of industry-level volatility across industries and 2 is the weighted average of firm-level volatility across all firms.
Estimation
Following volatility decomposition framework of CLMX, we use daily market and stock excess returns to construct the monthly aggregate market volatility (MKT), industry volatility (IND) and firm volatility (FIRM) respectively. The sample volatility of market return in month t, represented as MKT , is computed as:
where is defined as the mean of market return in month t; s denote the day in month t at which the returns are measured. The daily market return is measured as the market capitalization weighted return from all listed firms in Chinese stock market.
The volatility of industry i in month t is measured as the sum of the squares of industry-specific residual in equation (), and then the average industry capitalization weighted volatility is expressed as:
where 2 is industry-specific volatility for industry i in month t; is the weight for industry i in month t.
The estimation of average firm volatility is conducted in the similar way. We first sum the squares of the firm-specific residual in equation () in month t for each firm, and then compute the weighted average firm volatility in each industry. Finally, we average over firm volatility in all industries to obtain the average firm volatility FIRM in month t as
where 2 is firm-specific volatility for firm j in industry i in month t; is the weight of firm j in industry i in month t; is the weight for industry i in month t. In comparison with the three volatility components plots together, it is clear that both MKT and IND are relatively stable unless large spikes occurred during market crash periods. The firm volatility FIRM, however, is more unstable with a larger amount of high-frequency noise and more spikes apart from market crash period. In order to identity the weights of the three volatility components in each month over the sample period, we further plot the three components together with backwards 12-month moving average processes based on the corresponding weights, as shown in figure 4 . Consistent with the findings in figure 1 explanation is that financial markets' volatility increases substantially and move together during crisis 4 , leading to the less amount of increased spike of FIRM than that of MKT. Firm volatility, however, is higher than market volatility in mainly three periods which are around 2006, 2014 and 2017. From next chapter, we proceed to investigate the time series behaviour of the three volatility series so as to identify the determinants of the risen or fallen evidence of volatility series.
Time series behaviour of volatility components

Descriptive statistics
Panel A of Table 1 presents In order to formally test the trends of volatility series, we follow CLMX and use Bunzel and Vogelsang (2005) linear time trend test 6 . The benchmark model is
where is the test variable and t is the time trend. The "t-DAN" statistic developed by Bunzel and Vogelsang (2005) is used to test for null hypothesis of 1 = 0, in which the suffix "Dan" denotes the use of "Daniel Kernel" to nonparametrically estimate the error variance in the test. We also use AR (1) model to prewhiten the data as Bunzel and Vogelsang (2005) shows the better performance of the finite sample properties in the test for prewhitening.
Panel E of Table 1 shows the results of t-DAN trend test, and we can not reject the null hypothesis that there is no trend observed for the all three volatility measures (MKT, IND and FIRM). The evidence of no long-term trend in the time series behavior of idiosyncratic volatility is supportive to findings of 4 See among others, Braun et al., 1995 , Cappiello et al., 2003 , Kotkatvuori-Ornberg et al., 2013 The one percent critical values for the unit root test are -3.47 with a constant, and -4.01 with both constant and a trend. 6 Despite CLMX use Vogelsang's (1998) linear time trend test, Bunzel and Vogelsang (2005) develop a test that retains the good size properties of the Vogelsang's (1998) test, but it has better power (both asymptotically and in finite samples). Nartea et al. (2013) using Fama-French three factors model to measure aggregate idiosyncratic volatility. 
Granger Causality
Next, we are interest in whether the three volatility components help to forecast each other. reports the result in trivariate VAR system. The null hypothesis is the lags 1 through l of series indicated in the row do not help to forecast the series indicated in the column. For each VAR equation, the lag length l is chosen using the AIC information, and is reported in parentheses. (2012) fit a Markov regime-switching model with a first-order autocorrelation structure for monthly idiosyncratic volatility series and find the idiosyncratic volatility is well described by a stationary regime-switching process with occasionally shifts to high-variance regime. Nartea et al. (2013) investigate the time behaviour of monthly aggregate idiosyncratic volatility, constructed from Fama-French (1993) model, in Chinese stock market from 1994 to 2011, and do not find the long-term trend of idiosyncratic volatility. Instead, the idiosyncratic volatility is also best described by autoregressive process with regime shifts, and further coincide with structural market reforms.
Regimes switching
Similar to Bakaert et al. (2012), Nartea et al. (2013) and Garcia et al. (2014) , we fit the Markov regimeswitching model with a first-order autocorrelation structure (AR (1)) for three volatility components, and particularly interested in the idiosyncratic volatility. In this model, two regimes are indexed by a discrete state variable ( ), following a Markov-chain process with constant transition probabilities. Therefore, the model is specified as follows:
where is the time series of monthly three volatility components, which are MKT, IND, and FIRM;
is the current regime and represents the past regime.
The transition probability matrix includes each 2 × 2 probability that represents [ = | −1 = ], with i, j ∈ {1,2}:
Therefore, the model involves a total of 7 parameters, { 1 , 2 , 1 , 2 , , , }. Bekaert et al. (2012) and Nartea et al. (2013) , we find the idiosyncratic volatility in Chinese stock market can be characterized by a stationary autoregressive process that occasionally switches between high and low volatility regimes, and the similar patterns also appears for market and industry volatility. whereas appearing to be more stable in low volatility regime compared to market volatility.
We are particularly interested in the firm volatility series as presented in Panel C of Figure 5 . Similar to market and industry volatility, firm volatility was also in high volatility regime during market crashes periods. However, firm volatility shifts more frequently between high and low volatility regimes than market and industry volatilities in other study periods. Similar to Nartea et al. (2013) , we find firm volatility tends to stay in high volatility regime over the majority of periods before market liberalization, In sum, results from Table 3 and Figure 5 are consistent with the trend test findings that all the three volatility series shows no long-term trend. Instead, the volatility series are characterized by an autoregressive process with regimes shifts. Further, the shifts of high volatility regime of market and industry volatilities are mainly related to financial crisis periods. The regime shifts of firm volatility, however, not only related to financial crash but also coincide with structural market reforms and the movement of market index. 
Volatility patterns among industries
Despite so far we have examined aggregate IND volatility that contains the information about an average industry, there is a great deal of variation across industries, no matter regarding industry-or firm-specific volatility difference across industries. In this section, in order to further identify the source of high volatility in Chinese stock market, we first examine industry-and firm-specific volatilities of 15 largest industries separately according to the average market capitalization over the full sample.
In addition, Wang (2010) argue that far less attention has been paid to the other important contribution of CLMX (2001), as the analysis of stock return volatility at the industry level, because the analysis of volatility patterns at industry level is important for the diversification of portfolios. Following Wang (2010), we further investigate the dynamic patterns of industry-and firm-specific volatilities across these industries so as to identify the most important lead indicators of industry-or firm-specific volatilities. As presented from the earlier sections, the firm volatility not only plays more important role but also tend to be the lead indicator to other volatility series relative to industry volatility on the aggregate level. Therefore, we are particularly interested in the dynamic patterns of firm-specific volatility across industries in this section and the results related to industry-specific volatility can be accessed in Appendix A.
Individual industries
Consistent with CLMX (2001) and Wang (2010) , we alter the return composition in the following way, including a beta for each industry:
The volatility of industry return is thereby:
where ̃2 is the variance of ̃.
Then we also conduct the return composition for each firm in the similar fashion as:
The weighted average firm volatility in an industry is thereby:
where 2 is defined as before. The residuals of ̃ in equation (18) and in equation (20) are used to construct industry-specific and firm-specific volatility for individual industries. Table 3 shows the manufacturing industry is the largest industry in our sample with an average weight of 39.3 percentage of the total market capitalization over the full sample, followed by the financial industry accounting for 21 percentage of the total market capitalization. The industry betas of most industries listed in Table 3 is around to unity, and the beta is highest for mining industry whereas lowest for financial industry. Table 3 display Previously we documented that there is no trends for both IND and FIRM on average for aggregated data. Now we ask the question whether this is due to i) the trade-off effect across industries, in which the volatility series of some industries exhibit upward trend whereas the others exhibit downward trend;
Panel A and Panel B of
or ii) no long-term trend in every industry. We first perform unit-root tests on all IND and FIRM. The 
Dynamic patterns of volatility across industries
Methodology
Even if industry level volatility is considered, an aggregate measure of average industry volatility does not reveal much detail on the behaviour of individual industries (e.g. Ferreira and Gama, 2005; Wang, 2010) .
In order to capture the dynamic patterns of IND and FIRM across industries, we apply Granger-causality tests in this section. Similar to Wang (2010) , we estimate 210 four-variable multivariate VARs, each including two industry volatilities under studies, market volatility and a weighted average industry volatility. The lag order each VAR is selected from Akaike information criterion (AIC). The framework for testing Granger-causality is specified as follows: Let = [ 1 , 2 , 3 , 4 ] ′ denote a (4×1) vector consisting the two testing volatility series of 1 and 2 , market volatility of 3 and a weighted average volatility series of 4 from other industries. If the series is stationary, the vector process can be modelled as the following autoregressive process with p lag(s):
where is the vector of constants; denotes the matrix of coefficients capturing the short-run dynamics with with its ith row defined as = [ ,1 , ,2 , ,3 , ,4 ], and is the 4-vector of error terms satisfying the mean of zero and the covariance matrix ∑. Also, there is no correlation across time for .
In order to test whether series 2 can help to forecast future values of 1 , we implement Granger-Causality test by examining the following hypothesis in terms of parameter restrictions on model : 0 : 1,2 = 0 for all l v.s. 1 : 1,2 ≠ 0 for some l Consistent to Wang (2010) , we construct a Wald-type statistic which has a limiting distribution of  2 under the null.
Findings
The results of multivariate Grange-Causality test FIRM, as our key interest, across industries are presented in Table 4 and the results related IND can be accessed in Table A -1 of Appendix. The lag (s) selected from AIC in multivariate VAR systems can also be accessed in Table A-2 and Table A -3 in Appendix for industry-specific and firm-specific volatility respectively.
The Granger-Causality test suggests that the FIRM in manufacturing industry tend to lead most of the other firm-specific volatilities (11 of the other 13 industries). The FIRM in wholesale and retail industry is also the important indicator as it helps to predict 9 other firm-specific volatility series. The FIRM of transport, storage and postal service industry, however, tend to be led by most of the other firm-specific volatility series (8 of the other 13 industries).
To summarize, the firm-specific volatility in manufacturing industry tends to be the lead indicator of the FIRM in other industries. In comparison with our previous finding, the results suggest the idiosyncratic volatility in manufacturing industry not only accounts for the largest proportion of aggregate idiosyncratic volatility but also tends to lead to the idiosyncratic volatility in other industries.
Table 4 Dynamics of firm volatility FIRM across industries
This table presents Granger-Causality test of dynamic volatility cross industries. An entry marked with symbol * reports the p-values of Granger-Causality test less than 5% significance level, suggesting that series indicated in the row helps to forecast the series indicated in the column. The notations of industry name are same as that in table 3 . 
Determinants of idiosyncratic volatility
We have documented that idiosyncratic volatility of stock returns in Chinese stock markets are best characterized by an autoregressive process with regime shifts. Further, compared to market and industry volatility, idiosyncratic volatility is more active in switching between high and low variance regimes.
It is nature to ask the question that who drives to the change of idiosyncratic volatility in stock market behaviour, institutional investors or retail investors. We proceed to investigate the unexplored question in Chinese stock market.
Hypotheses development
The proposed explanation include the institutional ownership (Bennett, Sias, and Starks 2003; Xu and Malkiel, 2003; Che, 2018) or retail trading activity (Brandt et al., 2010; Foucault et al., 2011; Nartea et al., 2013) .
Within two close literature, Brandt et al. (2010) show the increased idiosyncratic volatility, documented by CLMX (2001) over the period from 1962 to 1997 in U.S. stock market, is episodes rather than time trend, in which the idiosyncratic volatility falls back to pre-1990s levels in 2003. Brandt et al. (2010) further show increase and subsequent reversal phenomenon of idiosyncratic volatility is at least partially associated with retail investors. Nartea et al. (2013) investigate the time series behaviour of idiosyncratic volatility and find no evidence of a long-term trend. The aggregate idiosyncratic volatility is described as by autoregressive process with regimes shift associated with structural market reforms.
In addition, due to the retail dominance in stock trading in Chinese stock market, they also present supportive evidence that the episodic idiosyncratic volatility is associated with retailing trading. Brandt et al. (2010) also show that idiosyncratic volatility in U.S. stock market is strongly related to low-price stocks, the stocks of which are held by proportionally more by retail investors than institutional investors. This is because institutional investors tend to hold large-price stocks for not only prudence reasons but also the less per share trading costs compared to actively trades on large positons in low-priced stocks. Therefore, we also expect the idiosyncratic volatility is high for the high-price stocks which are held by proportionally more by institutional investors, and test the following hypothesis:
Hypothesis 2. Idiosyncratic volatility of stock return is positively associated with stock price in Chinese stock markets.
Model specification
Follow CLMX and Brandt et al. (2010) , we use daily stock returns to construct monthly idiosyncratic volatility for each stock.
where is the idiosyncratic volatility for stock i in month t.
In order to identify the question of whether the institutional investors or retail investors drive to the idiosyncratic volatility, we investigate the perspective of both institutional holding and institutional trading in a given month for a specific stock. This is because only using the quarterly institutional ownership data may conceal important details about the undisclosed short-term activities, see in Campbell, et al. (2009) and Boehmer and Kelley (2009) among others. Darby et al. (2019) further demonstrate that the institutional ownership may not be an appropriate proxy for institutional trading.
Following Darby et al. (2019) , we also use the cash flow data of the largest trading group for the information of institutional trading.
Similar to the model framework by Brandt et al. (2010) , Che (2018) and Xie et al. (2019) , we test the Hypothesis 1 and Hypothesis 2 by specifying the following model using Fama and MacBeth (1973) estimation:
Log(IV , ) = + 1 (1 + , ) + 2 , + 3 Log(PRICE , ) + 4 Log(IV , −1 ) + 5 , + 6 , + 7 , + 8 , + 9 , + 10 , + , ,
where Log(IV , ) is the dependent variable, referring to the natural log of idiosyncratic volatility in month t for firm i; the variables of key interest are , , referring to the percentage of shares held by institutional investors of stock i for most recent quarter relative to month t; , , referring to the institutional trading proportion calculated from the total institutional trading volume divided by total market trading volume in month t for stock i, and , is the share price of stock i in month t. Thus, the positive coefficients of 1 and 2 translate Hypothesis 1, and the positive coefficient of 3 translates Hypothesis 2; the other control variables included are lagged idiosyncratic volatility (Log(IV , −1 )), firm size ( , ), turnover ratio ( , ) calculated from the trading volume divided by the total share outstanding, book-to-market ratio ( , ), return on asset ( , ), leverage ratio ( , ) calculated from debt and asset value, and past 12-month stock returns ( , ). Moreover, similar to Tian et al. (2018) , we also measure the segregate ownership of institutional investors classified into four groups as i) mutual fund (FUND); ii) qualified foreign institutional investors (QFII); iii) financial institutional investors (FINANCE), which includes insurance companies, broker dealers, banks, fund management companies, among others; and iv) other institutional investors (OTHER), which includes pension funds, company annuity funds and other legal entities.
The control variables included for the reasons as follows. One-month lag return volatility included is to control for auto-correlation effect of the volatility persistence. The inclusion of size is to ensure the relationship between idiosyncratic volatility and institutional ownership or trading is not driven by size. This is due to i) institutional investors prefer to invest in large firms (e.g. Lakonishok et al., 1992) ; and ii) firm size is documented as the risk factor (Banz, 1981; Fama and French, 1993) . Turnover ratio is included for the liquid factor as institutional investors are documented to prefer liquid stocks (Falkenstein, 1996; Gompers and Metrick, 2001) . Malkiel and Xu (2003) show that idiosyncratic volatility is positively associated with future growth opportunities. Companies with higher market value relative to book value correspond to high future growth opportunities, and may cause speculative exuberance about the firm, leading to higher idiosyncratic volatility (Brandt et al. 2010) . Therefore, the book-to-market ratio is expected to be negatively related to idiosyncratic volatility. Return-on-asset is included for the measure of firm performance as Shan et al. (2014) document that firms with lower ROA are expected to have greater stock return fluctuation. Moreover, a firm with high financial leverage (the ratio of total debt divided by total asset) could be more risky, thereby having more stock return volatility (e.g. Shan et al., 2014; Xie et al. 2019 ). Finally, the past return variable is controlled for the know effects of past returns on trading behaviour of investors (e.g. Barber and Odean, 2008) such as herd behaviour, contrarian strategy and exhibition of disposition effect.
Findings
Based on the availability of institutional trading data from 2009 to 2018, we first examine the mean statistics of the key variables in our study while sorting the all firm-month observations into ten deciles based on the proportion of institutional trading (see Table 6 ). In contrast with the findings by Brandt et al. (2010) in U.S. stock market, we find that institutional trading proportion is stronger among stocks that have high idiosyncratic volatility, suggesting idiosyncratic volatility in Chinese stock market is related institutional trading activities. Further, stocks with higher institutional trading proportion also have higher, on average, firm size, stock price, institutional ownership and turnover ratio. Specifically, stocks with institutional trading proportion in the top five deciles have typically stock price above 15 RMB yuan. The results suggest the large-price stocks are more proportionally held by institutional investors. Table 6 shows the findings in the multivariate framework using trading and idiosyncratic volatility is stronger than that institutional ownership, suggesting the trading by institutional investors has a stronger impact on idiosyncratic volatility than the shareholding held by institutional investors. To summarize, our results are supportive to Hypothesis 1 that institutional investors drive to the idiosyncratic volatility of stock returns in Chinese stock market. Table 6 also reports the coefficients of stock price which is our key interest of Hypothesis 2. We find the coefficients of stock price are all positive and significant at 1% significance level, which is consistent with Hypothesis 2 that the high idiosyncratic volatility is associated with large stock price.
The finding is also supportive to the relation between idiosyncratic volatility and trading by institutional investors because if institutional investors find high-priced stocks attractive and engage more trades in those stocks, institutional investors could influence the idiosyncratic volatility patterns of those stocks.
In addition, the coefficients of one-month lagged idiosyncratic volatility is significantly positive which is consistent with the volatility persistence conjecture. Firm size is negatively and significantly associated with idiosyncratic volatility, suggesting smaller firms are more volatile than larger firms, given the stock price consistent. Likewise, stocks with higher volume turnover tend to have higher idiosyncratic volatility. Consistent with expectation, book-to-market ratio is significantly and negatively related to idiosyncratic volatility, suggesting the companies with higher growth opportunities attracts more speculative exuberance and thereby having higher idiosyncratic volatility. Furthermore, as expected, companies with high idiosyncratic volatility is associated with lower return on asset and high financial leverage ratio. Interestingly, the coefficient of financial leverage become insignificant when we introduce variables of the institutional trading proportion in the regression, reflecting the fact that institutional investors tend to trade on risky stocks with high financial leverage. Finally, we find the idiosyncratic volatility is positively associated with past returns, particularly in the analysis of recent ten years of 1998-2018, which suggests the stocks with high past returns are more likely to attract the attention of speculative investors in Chinese stock market, leading to higher idiosyncratic volatility.
Table 6 Aggregated institution and idiosyncratic volatility (1998-2018)
This table reports estimate from monthly Fama-MacBeth cross-sectional regressions over full period or subperiods over 1998 to 2018, in which the dependent variable is the logarithm of idiosyncratic volatility using CLMX estimation. The independent variables include level of either aggregate or segregated institutional ownership for most recent quarter, institutional trading proportion (total institutional trading volume divided by the market volume), stock price, lagged idiosyncratic volatility, firm size measure as the logarithm of firm market capitalization, financial leverage (total debt to total asset), turnover ratio measured as the total trading volume divided by all shares outstanding, book-to-market ratio, return on asset ratio, and past returns from last 12-months.
Dependent variable: Log (IV)
1998 -2018 1998-2008 2009-2018 2009-2018 2009-2018 2009-2018 Log ( Bekaert, Hodrick, and Zhang (2009) show that the unit beta restrictions in CLMX (2001) approach is not able to match the stock return co-movements. We therefore also consider the other measure of idiosyncratic volatility for robustness check by using classic CAPM and Fama-French (1993) three factors model (e.g. Ang et al., 2009; Xie et al., 2019) .
Robustness check
We first consider the estimation of idiosyncratic volatility from CAPM model as follows:
where is the daily excess return for stock j in month t, and is the daily excess market return in month t. denotes the daily residual estimated from CAPM model for stock i in month t and idiosyncratic volatility estimated from CAPM model is defined as = √ ( ).
We also consider the estimation of idiosyncratic volatility from Fama-French three factors model as follows:
where is the daily excess return for stock j in month t. Here, the variable MKT represents the excess return on market portfolio, SMB is the size factor and HML is the value factor. Likewise, the idiosyncratic volatility estimated from Fama-French three factors model is defined as = √ ( ). Table 6 in which idiosyncratic volatility is estimated from CLMX approach, the results in robustness are both quantitatively and qualitatively similar. In sum, our study provide strong evidence that institutional investors drive to the idiosyncratic volatility in Chinese stock market, the results of which are also robust using alternative measure of idiosyncratic volatility.
For another robustness check, we also regress idiosyncratic of volatility by all three measures on the proportion of retail trading (RTP) over 2013 to 2018 based on the data availability. Similar to Brandt et al. (2010) , we obtain the cash flow data by the smallest trading group (trading size less than 50,000 RMB) as the proxy for retail trading. Likewise, retail trading proportion is construct by the retail trading volume divided by total market volume. We find the coefficients of RTP are significantly negative in all regressions, indicating the trading activities by retail investors reduces the idiosyncratic volatility in Chinese stock market. All the other findings are quantitatively and qualitatively similar. The results can be accessed in Appendix B. 
Conclusion
Utilizing the daily data of the universe of all traded Shanghai and Shenzhen Stock Exchanges firms from 1998 to 2018, we investigate the sources and patterns of volatility in Chinese stock market by decomposing the volatility of common stocks at market, industry and firm levels. We show market volatility, on average, is highest among three volatilities. More importantly, firm volatility tends to lead market and industry volatilities. We then conduct a trend test showing no evidence of long-term trend of all three volatilities. By fitting the Markov regime switching model, we show firm volatility is less stable compared to other volatilities and switches more frequently between the high and low variance regimes.
We further provide more details of firm volatility through investigating on each of the top 15 individual industries. No evidence found for long-term trend of firm volatility in each of all these industries.
Interestingly, the idiosyncratic volatility of the manufacturing industry not only accounts for the largest proportion in the aggregate firm volatility, but also leads the idiosyncratic volatility of other industries, suggesting the manufacturing industry might be the main source of the idiosyncratic volatility in Chinese stock market.
Finally, we identify key determinants of the idiosyncratic volatility in Chinese stock market by employing Fama-MacBeth cross sectional regression. We show that idiosyncratic volatility is positively and significantly associated with stock price, institutional ownership and proportion of institutional trading, the results of which are robust for the other classic measures of idiosyncratic volatility.
Moreover, investors' trading behaviour plays a key role in determining the idiosyncratic risk in Chinese stock markets, which is different from the retail trading effect in the U.S. stock market. To summarize, the scientific research and technical service industry appears to be the industryspecific information center as it helps to forecast 12 other industry-specific volatilities and Grangercased by 7 other INDs. The manufacturing industry also plays a role of important information nexus as it connects to other 13 industry-specific volatility series.
Appendix A
Table A-1 Dynamics of industry volatility IND cross industries
This table presents Granger-Causality test of dynamic volatility cross industries. An entry marked with symbol * reports the p-values of Granger-Causality test less than 5% significance level, suggesting that series indicated in the row helps to forecast the series indicated in the column. The notations of industry name are same as that in table 3. Table A 
-2 Lags of dynamic IND volatility across industries
This table presents the lag(s) of Granger-causality test of dynamic industry-specific volatility across industries, which are selected from Akaike information criterion (AIC) from multivariate VAR systems, defined as before. 1 1 10 5 1 (26) or Fama-French three factors model in equation (27). The key independent variable is RTP, referring to the trading volume by retail investors divided by total market volume. Similar to Brandt et al. (2010) , we use the cash flow data of smallest trading group (trading size less than 50,000 RMB) as the proxy for retail trading. All other variables are defined as before. Log ( 
