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Abstract—In this work, we propose a novel joint client schedul-
ing and resource block (RB) allocation policy to minimize the loss
of accuracy in federated learning (FL) over wireless compared
to a centralized training-based solution, under imperfect channel
state information (CSI). First, the problem is cast as a stochastic
optimization problem over a predefined training duration and
solved using the Lyapunov optimization framework. In order
to learn and track the wireless channel, a Gaussian process
regression (GPR)-based channel prediction method is leveraged
and incorporated into the scheduling decision. The proposed
scheduling policies are evaluated via numerical simulations,
under both perfect and imperfect CSI. Results show that the
proposed method reduces the loss of accuracy up to 25.8%
compared to state-of-the-art client scheduling and RB allocation
methods.
Index Terms—Federated learning, channel prediction, client
scheduling, Gaussian process regression
I. INTRODUCTION
The proliferation of a new breed of autonomous devices
and mission-critical applications sparked a huge interest in
machine learning at the network edge, coined Edge ML [1].
In edge ML, training data is unevenly distributed over a large
number of devices, and every device has a tiny fraction of
the data. Moreover, devices communicate and exchange their
locally trained models instead of exchanging their private
data. Among the most popular edge ML model training is
federated learning, in which the goal is to train a high
quality ML model in a decentralized manner, based on lo-
cal model training and client-server communication [1]–[3].
Except a handful of works [4]–[7], the vast majority of the
existing literature assumes ideal client-server communication
conditions, overlooking channel dynamics and uncertainties.
In [4], communication overhead is reduced by using the lazily
aggregate gradients (LAG) based on reusing outdated gradient
updates. Authors in [5] propose a client-scheduling algorithm
for FL considering communication and computation delays
without accounting the loss of training accuracy. In [6], authors
study the impact of conventional scheduling policies (e.g.,
random, round robin, and proportional fair) on the accuracy
of FL over wireless networks without deriving the optimal
scheduling policy. In [7], the training loss of FL is minimized
by joint power allocation and client scheduling as a series of
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independent problems defined per model exchange iteration.
It can be noted that the communication aspects in FL such
as optimal client scheduling and resource allocation over
the entire training duration, even under the absence of the
perfect channel state information (CSI) are neglected in all
the aforementioned works.
The main contribution of this paper is a novel joint
client-scheduling and RB allocation policy for FL under
imperfect CSI. We consider a set of clients that communicates
with a server over wireless links to train a neural network
(NN) model within a predefined training duration. First, we
derive an analytical expression for the loss of accuracy in FL
with scheduling compared to a centralized training method.
Under imperfect CSI, we adopt a Gaussian process regression
(GPR)-based method to learn and track the wireless channel
and quantify the information on the unexplored CSI over
the network. Then, we cast the client scheduling and RB
allocation problem to minimize the loss of FL accuracy while
acquiring as much information about the unexplored CSI under
communication constraints. Due to the stochastic nature of the
aforementioned problem, we resort to the drift-plus-penalty
(DPP) technique from the Lyapunov optimization framework
[8]. Simulation results show that the proposed methods achieve
up to 25.8 % reduction in loss of accuracy compared to state-
of-the-art client scheduling and RB allocation methods.
The rest of this paper is organized as follows. Section
II presents the system model and formulates the NN model
training over wireless links, under imperfect CSI. In Section
III, the problem is first recast in terms of loss of accuracy
with scheduling compared to a centralized training method.
Then, GPR-based CSI prediction is introduced and Lyapunov
optimization is used to seek the client scheduling and RB
allocation policies under both perfect and imperfect CSI.
Section IV evaluates the proposed scheduling policies. Finally,
conclusions are drawn in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a system consisting a set K of K clients that
communicate with a server over wireless. Therein, the k-th
client has a private dataset Dk of size Dk, which is a partition
of the global dataset D of size D = ∑kDk. A set B of
B(≤ K) resource blocks (RBs) are shared among the clients
when communicating with the server.
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Let sk(t) ∈ {0, 1} be an indicator where sk(t) = 1
indicates that the client k is scheduled by the server for uplink
communication at time t and sk(t) = 0 otherwise. To schedule
several clients simultaneously, one RB is allocated to each
scheduled client. Hence, we define the RB allocation vector
λk(t) = [λk,b(t)]∀b∈B for client k with λk,b(t) = 1 when RB
b is allocated to client k at time t, and λk,b(t) = 0 otherwise.
The client scheduling and RB allocation are constrained as
follows:
sk(t) ≤ 1†λk(t) ≤ 1 ∀k, t. (1)
where 1† refers to the transpose of all one vector. The rate at
which the k-th client communicates with the server at time t
is given by,
rk(t) =
∑
b∈B λk,b(t) log2
(
1 +
p|hk,b(t)|2
Ik,b(t)+N0
)
, (2)
where p is a fixed transmit power of client k, hk,b(t) is the
channel between client k and the server over RB b at time
t, Ik,b(t) represents the uplink interference on client k from
other client over RB b, and N0 is the noise power spectral
density.
Under imperfect CSI, the channels need to be estimated via
sampling prior to transmission. The channel sampling data at
time t is collected per RB allocation over the transmissions
throughout {1, . . . , t− 1}, then the future channel is inferred
using the past observations as hˆ(t) = J
(
t, {tn, h(tn)}n∈N (t)
)
.
Here, tn is a sampling time instant and the set N (t) consists
of sampling indices until time t, i.e., n ∈ N (t) is held only
if s(tn) = 1 and tn < t. With the estimated channels,
a successful communication between a scheduled client and
the server is defined by satisfying a target minimum rate.
Therefore, according to (1), the rate constraint can be imposed
per RB allocation in terms of a target signal to interference
plus noise ratio (SINR) γ0 as follows:
λk,b(t) ≤ I
(
γˆk,b(t) ≥ γ0
) ∀k, b, t, (3)
where γˆk,b(t) =
p|hˆk,b(t)|2
Ik,b(t)+N0
and the indicator I(γˆ ≥ γ0) = 1
only if γˆ ≥ γ0.
The aim of model training is to minimize a regularized
loss function F (w,D) = 1D
∑
xi∈D f(x
†
iw) + ξ%(w) by
fitting a weight vector w that is known as the model over the
global dataset within a predefined communication duration T .
Here, f(·), %(·), and ξ are the loss function, the regularization
function, and the regularization coefficient, respectively. Due
to the limitations of communication and privacy, we adopt
FL as model training technique to derive the optimal weights
that minimize F (w,D). In FL, each client computes a local
model over its local dataset and shares the local model with
the server. Upon receiving the local models from all clients,
the server does model averaging, calculates the global model,
which is broadcasted to all clients.
Under imperfect CSI, channels between clients and the
server over each RB are predicted using their past observations
prior to the communication. With λk,b(t) = 1, the channel
hk,b(t) is sampled and used as an observation in the future. It
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Fig. 1: FL with client scheduling under limited wireless
resources and imperfect CSI.
means that the RB allocation and channel sampling are carried
out simultaneously. In this regard, we define the information
on the channel between client k and server at time t that can
be obtained by RB allocation as jk(t) = [jk,b(t)]k∈K. For
accurate CSI predictions, it is essential to acquire as much
information about the CSI over the network [9]. In this view,
we maximize
∑
k j
†
k(t)λk(t) at each t while minimizing the
loss F (w,D). This iterative process is carried out over a
training duration of T as illustrated in Fig. 1. The empirical
loss minimization problem for all t ∈ {1, . . . , T} is formally
defined as follows:
minimize
w(t),s(t),Λ(t),∀t
F
(
w(T ),D)− ϕT ∑k,t j†k(t)λk(t) (4a)
subject to (1)-(3), (4b)
AΛ†(t)  1, (4c)
1†s(t) ≤ B, (4d)
s(t) ∈ {0, 1}K ,λk(t) ∈ {0, 1}b, (4e)
wk(t) = argmin
w′
F (w′|w(t− 1),Dk), (4f)
w(t) =
∑
k
Dk
D sk(t)wk(t), (4g)
where Λ†(t) = [λ†k(t)]k∈K, ϕ(> 0) controls the impact of the
information exploration, and A is a B × K all-one matrix.
The orthogonal channel allocation in (4c) ensures collision-
free client uplink transmission with Ik,b(t) = 0 and constraint
(4d) defines the maximum allowable clients to be scheduled
due to the limitation in the RB availability. The stochastic
gradient decent (SGD) based local model calculation at client
k is defined in (4f).
III. OPTIMAL CLIENT-SCHEDULING AND RB ALLOCATION
POLICY VIA LYAPUNOV OPTIMIZATION
It can be noted that the optimization problem (4) is coupled
over all clients. Hence, in what follows, the discussion of
decoupling (4) over clients and the server, and then deriving
the optimal client scheduling and RB allocation policy.
A. Decoupling (4) via dual formulation
Let us consider an ideal unconstrained scenario where the
server gathers the entire data samples and trains the global
model in a centralized manner. Let F0 = minw F (w,D) be
the minimum loss under centralized training. By the end of
training duration T , we define the gap between the studied
FL under communication constraints and centralized training
as ε(T ) = F
(
w(T ),D) − F0. Here, ε(T ) is the loss of FL
with scheduling compared to centralized training. Note that
minimizing (4a) remains unchanged by minimizing the gap
ε(T ) under the same set of constraints.
To analyse the loss of FL with scheduling, we consider the
dual function of (4a) with the dual variable θ = [θ1, . . . , θD]
and X = [Xk]k∈K with Xk = [xi]Dki=1 as follows:
ψ(θ) = min
w,z
(∑
xi∈D
1
Dfi(x
T
i w) + ξ%(w) +
θT (θ−z)
D
)
= −∑Kk=1∑Dki=1 1Df∗i (−θi)− ξ%∗(v), (5)
where v = Xθ/ξD, z = XTw is a newly introduced
variable, and f∗(.), %∗(.) are the conjugate functions of f(.)
and %(.), respectively. With the dual formulation the relation
between the primal and dual variables is w = ∇%∗(v) [6].
Based on the dual formulation, the loss of FL with scheduling
is ε(T ) = ψ0 − ψ
(
θ(T )
)
where ψ0 is the maximum dual
function value obtained from the centralized method.
Note that the first term of (5) decouples per client and thus,
can be computed locally. In contrast, the second term in (5)
cannot be decoupled per client. To compute %∗(v), first, each
client k locally computes ∆vk(t) = 1ξDXk∆θk(t) at time t.
Here, ∆θk(t) is the change in dual variable θk(t) for client
k in the time t given as below,
∆θk(t) ≈ argmaxδ∈RDk
(
− 1D1†[f∗i (−θk(t)− δ)]Dki=1
− ξK %∗
(
v(t)
)− 1Dδ†Xk%∗(v(t))− η/ξ2D2 ‖Xkδ‖2), (6)
where η depends on the partitioning of the D [10]. It is worth
noting that ∆θk(t) in (6) is computed based on the previous
global value v(t) received by the server. Then, the scheduled
clients upload (∆vk(t),∆θk(t)) to the server. Following the
dual formulation, the model aggregation and update in (4g) at
the server is modified as follows:
v(t+ 1) := v(t) +
∑
k∈K sk(t)∆vk(t), (7a)
θ(t+ 1) := θ(t) +
∑
k∈K
1
K sk(t)∆θk(t). (7b)
Using (7a), the server computes the coupled term %∗
(
v(t+1)
)
in (5).
Note that from the t-th update, ∆θk(t) in (6) maximizes
∆ψ
(
θk(t)
)
, which is the change in dual function ψ
(
θ(t)
)
corresponding to the of client k. Let θ?k(t) be the local optimal
dual variable at time t, in which ∆ψ
(
θ?k(t)
) ≥ ∆ψ(θk(t)) is
held. Then for a given accuracy βk(t) ∈ (0, 1) of local SGD
updates, the following condition is satisfied:
∆ψk
(
∆θ?k(t)
)
−∆ψk
(
∆θk(t)
)
∆ψk
(
∆θk(t)
)
−∆ψk(0)
≤ βk(t), (8)
where ∆ψk(0) is the change in ψ with a null update from
k-th client. For simplicity, we assume that βk,t = β for all
k ∈ K and t, hereinafter. With (8), the gap between FL with
scheduling and the centralized method is bounded as follows
[6, Appendix B]:
ε(T ) ≤ D
(
1− (1− β)∑∑k≤Kt≤T DkTD sk(t))T . (9)
This yields that the minimization of ε(T ) can be achieved by
minimizing its upper bound defined in (9). Henceforth, the
equivalent form of (4) is given as follows:
minimize
[∆θk(t)]k,s(t),Λ(t),∀t
D
(
1− (1− β)∑t,k DkTD sk(t))T
− ϕT
∑
k,t j
†
k(t)λk(t) (10a)
subject to (4b)-(4e), (6), (7). (10b)
B. GPR-based metric for information on unexplored CSI
For CSI predictions, we use GPR with a Gaussian kernel
function to estimate the nonlinear relation of J(·) by assuming
that it follows a Gaussian process (GP) as a prior. In this
view, for a finite data set {tn, h(tn)}n∈N , the aforementioned
GP becomes a multi-dimensional Gaussian distribution, with
a zero mean and covariance C = [c(tm, tn)]m,n∈N given by,
c(tm, tn) = exp
(
− 1ζ1 sin2
(
pi
ζ2
(tm − tn)
))
, (11)
where ζ1 and ζ2 are the length and period hyper-parameters,
respectively [11]. Henceforth, the CSI prediction at time t and
its uncertainty/variance is given by [12],
hˆ(t) = c†(t)C−1[h(tn)]n∈N , (12)
j(t) = c(t, t)− c†(t)C−1c(t), (13)
where c(t) = [c(t, tn)]n∈N . Note that the client and RB
dependence is omitted in the discussion above for notation
simplicity. Here, the channel estimation is given in (12). The
CSI uncertainty is used as the information j(t), in which
exploring highly uncertain channels provides more insight. It is
worth noting that under perfect CSI hˆ(t) = h(t) and j(t) = 0.
C. Joint client scheduling and RB allocation
Due to the time average objective in (10a), the problem
(10) becomes a stochastic optimization problem defined over
t = {1, . . . , T}. Therefore, we resort to the drift plus penalty
(DPP) technique in Lyapunov optimization framework to
derive the optimal scheduling policy [8]. Therein, Lyapunov
framework allows us to transform the original stochastic
optimization problem into a series of optimizations problems
that are solved at each time t, as discussed next.
First, we denote u(t) = (1− β)∑k sk(t)Dk/D and define
its time average u¯ =
∑
t≤T u(t)/T . Then, we introduce
auxiliary variables ν(t) and l(t) with time average lower
bounds ν¯ ≤ u¯ and l¯ ≤ 1T
∑
k,t j
†
k(t)λk(t) ≤ l0, respectively.
To track the time average lower bounds, next we introduce
virtual queues q(t) and g(t) with the following dynamics [8]:
q(t+ 1) = max
(
0, q(t) + ν(t)− u(t)), (14a)
g(t+ 1) = max
(
0, g(t) + l(t)−∑k j†k(t)λk(t)). (14b)
In this view, (10) can be recast as follows:
minimize
[∆θk(t)]k,s(t),Λ(t),
ν(t),l(t)∀t
D(1− ν¯)T − ϕl¯ (15a)
subject to (10b), (14), (15b)
0 ≤ ν(t) ≤ 1− β ∀t, (15c)
0 ≤ l(t) ≤ l0 ∀t, (15d)
u(t) =
∑
k
(1−β)Dk
D sk(t) ∀t. (15e)
The quadratic Lyapunov function of q(t) is L(t) =(
q(t)2 + g(t)2
)
/2. Given
(
q(t), g(t)
)
, the expected condi-
tional Lyapunov one slot drift at time t is ∆L = E[L(t+1)−
L(t)|q(t), g(t)]. Weighted by a tradeoff parameter φ(≥ 0), we
add a penalty term,
φ
(
∂
∂ν [(1− ν)TD]ν=ν˜(t)E[ν(t)|q(t)]− ϕE[l(t)|g(t)]
)
=
− φ
(
DT
(
1− ν˜(t))T−1E[ν(t)|q(t)] + ϕE[l(t)|g(t)]), (16)
to obtain the Lyapunov DPP. Here, ν˜(t) = 1t
∑t
τ=1 ν(τ) and
l˜(t) = 1t
∑t
τ=1 l(τ) are the running time average of the auxil-
iary variables at time t. Using the inequality max(0, x)2 ≤ x2,
the upper bound of the Lyapunov DPP is given by,
∆L− φ
(
DT
(
1− ν˜(t))T−1E[ν(t)|q(t)] +ϕE[l(t)|g(t)]) ≤
E[q(t)
(
ν(t)− u(t))+ g(t)(l(t)−∑k j†k(t)λk(t))+ L0
− φ
(
DT
(
1− ν˜(t))T−1ν(t) + ϕl(t))|q(t), g(t)], (17)
where L0 is a uniform bound on
(
ν(t) − u(t))2/2 + (l(t) −∑
k j
†
k(t)λk(t)
)2
/2 for all t. The motivation behind deriving
the Lyapunov DPP is that minimizing the upper bound of the
expected conditional Lyapunov DPP at each iteration t with
a predefined φ yields the tradeoff between the virtual queue
stability and the optimality of the solution for (15) [8]. In this
regard, the stochastic optimization problem of (15) is solved
via minimizing the upper bound in (17) at each time t as
follows:
maximize
s(t),Λ(t),ν(t),l(t)
∑
k
( q(t)(1−β)Dk
D sk(t) + g(t)j
†
k(t)λk(t)
)
− α(t)ν(t)− (g(t)− φϕ)l(t) (18a)
subject to (4b)-(4d), (15c), (15d), (18b)
0  s(t),λk(t)  1, (18c)
where α(t) = q(t)−φDT (1−ν˜(t))T−1. Note that the constant
κ is removed, the variable ∆θk(t) with constraints (6) and (7)
are decoupled from (18), and the Boolean variables are relaxed
as linear variables. Here, the objective and the constraints in
(18) are affine, and the problem is a linear program (LP).
Algorithm 1 Joint Client Scheduling and RB Allocation
Input: D, γ0, β, p, B, ξ
Output: s?(t),Λ?(t) for all t
1: q(0) = g(0) = 0, ν(0) = l(0) = 0, v(0) = 0
2: for t = 1 to T do
3: Each client computes ∆θk(t) using (6)
4: Channel prediction with (12)
5: Calculate ν?(t) and l?(t) using (19)
6: Derive s?(t) and Λ?(t) by solving (18) using an IPM
7: Local model (∆vk(t),∆θk(t)) uploading to the server
8: Update ν˜(t), q(t) via (14), v(t) and θ(t) with (7)
9: Global model v(t) broadcasting
10: t→ t+ 1
11: end for
TABLE I: Simulation parameters
Parameter Value Parameter Value Parameter Value
γ0 1.2 B 6 β 0.7
ζ1 2 φ 1 ξ 1
ζ2 5 η 0.2 |N | 20
T 100 ϕ 1 p 1
Due to the independence, the optimal auxiliary variables are
derived by decoupling the (18a), (15c), and (15d) as follows:
ν?(t) =
{
1− β if α(t) ≥ 0,
0 otherwise,
l?(t) =
{
l0 if g(t) ≥ φϕ,
0 otherwise.
(19)
The optimal scheduling s?(t) and RB allocation variables
Λ?(t) are found using an interior point method (IPM). It is due
to the nature of LP, the optimal solution of the relaxed problem
lies on a vertex of the feasible convex hull yielding the optimal
solution for the problem with the Boolean variables. The
joint client scheduling and RB allocation is summarized in
Algorithm 1.
IV. SIMULATION RESULTS
In this section, we evaluate the proposed client scheduling
method using MNIST dataset assuming f(·) and %(·) as
cross entropy loss functions with a Tikhonov regularizer.
For the training loss function, εmethod = accuracycentralized −
accuracymethod is used. Here, the centralized training refers
to the training takes place at the server with the access
to the entire dataset. A dataset of 6000 samples consisting
of equal sizes of ten classes for 0-9 digits are used over
K = 10 clients. To partition the training dataset over clients,
we use the Zipf distribution to determine the local training
dataset size. In other words client k owns a dataset with
Dk = Dk
−σ/
∑
κ∈K κ
−σ . Here, the Zipf’s parameter σ = 0
yields uniform data distribution over clients (600 samples per
client), and increasing σ results in heterogeneous sample sizes
among clients. In addition, the uplink transmission power is
set to p = 1 W and the channel follows a correlated Rayleigh
distribution with mean to noise ratio equal to γ0. For perfect
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(a) FL with perfect CSI and B = {3, 6}.
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(b) FL with imperfect CSI and B = 6.
Fig. 2: Comparison of the loss of accuracy in all FL methods
for each model aggregation round vs. centralized training, Zipf
parameter σ = 1.017.
CSI, it is assumed that a single RB is dedicated for channel
measurements. The remaining parameters are presented in
Table I.
Under perfect CSI, we denote the proposed scheduling
method as data quantity aware scheduling policy “QAW”. By
deriving the optimal client scheduling and RB allocation based
on the findings in [6], we obtain the quantity unaware baseline
“QUNAW”. Under imperfect CSI, the proposed GPR-based
channel prediction and client scheduling method is coined
as “QAW-GPR”. Whereas the random scheduling baseline is
denoted by “RAND”. Finally, to highlight the upper bound
performance, we use the vanilla FL method [2] without RB
constraints, which is denoted as ‘IDEAL” hereinafter.
Loss of accuracy comparison: Fig. 2 compares the loss of
accuracy in all FL methods at each model aggregation round
with respect to centralized model training. It can be noted that
0 100 200 300 400 500 600
0.03
0.04
0.05
0.06
0.07
Fig. 3: Comparison of the loss of accuracy per client dataset
size.
IDEAL has the lowest loss of ε(100) = 0.7 due to the absence
of communication constraints. Under perfect CSI, Fig. 2a plots
QAW and QUNAW for two different RB scenarios with B = 3
and 6. For B = 3, the losses in both QAW and QUNAW are
almost identical. For B = 6, Fig. 2a shows that the quantity
aware scheduling (QAW) reduces the loss by 15.9 % compared
to QUNAW. Under imperfect CSI, QAW-GPR and RAND
are compared in Fig. 2b alongside IDEAL and QAW. While
RAND shows a poor performance, QAW-GPR outperforms
QAW by reducing the loss by 28 %. The main reason for this
improvement is due to the RB utilization of all B = 6 RBs
for scheduling clients compared to QAW, which allocates one
RB for CSI measurements.
Impact of per-client dataset size: Fig. 3 plots the impact of
heterogeneity in the training sample size per client on the loss
of accuracy. Here, the x-axis represents the number of data
samples per client with the minimum number of training data,
i.e., the dataset size of the 10th client D10 as per the Zipf’s
distribution. All methods exhibit higher losses in accuracy
when the training samples are asymmetrically distributed over
clients, i.e., for the lower D10. As D10 is increased, the losses
in accuracy are reduced. It is also worth noting that the losses
of accuracy in the proposed methods QAW and QAW-GPR
remain almost constant for D10 > 100. The loss reductions
in QAW-GPR over QAW are due to the additional RB with
the absence of CSI measurement. In contrast, QUNAW yields
higher losses when training data is unevenly distributed among
clients. The reductions of the loss in QAW at D10 = 40
are 25.72 % and 20.87 % compared to QUNAW and RAND,
respectively. The reason behind the these lower losses of the
proposed methods over the baselines is that client scheduling
takes into account the training dataset size. For D10 = 600,
due to the equal dataset sizes per client, the accuracy loss
with QAW and QUNAW identical. Therein, both QAW and
QUNAW exhibit about 18.4 % reduction in accuracy loss
Fig. 4: Fairness comparison of the training accuracy among
clients, Zipf parameter σ = 1.071.
compared to RAND.
Impact of Fairness: Finally, in terms of fairness, the
accuracy per client for different FL methods are investigated
in Fig. 4. Here, IDEAL exhibits the highest average training
accuracy of 95.3 % as well as the lowest variance of 5.6 over
the clients compared to all other methods. This demonstrates
that the most fairness in terms of training accuracy is provided
by IDEAL thanks to benefit of unconstrained communica-
tion. With QAW-GPR, 93.5 % of average accuracy and 10.7
variance is observed. Client scheduling utilizing all B = 6
RBs offers the advantage for the aforementioned performance
over all the other methods considering the communication
limitations. It can be also be seen that QAW and QUNAW have
almost equal means (92 %) and variances of 16.9 and 19.5,
respectively. Scheduling clients to train over a larger dataset
in QAW provides a lower variance in accuracy over QUNAW.
Although RAND is CSI-agnostic, it yields an average accuracy
of 92.8 % and the highest variance of 19.41. This indicates
that the client scheduling without any insight of datasize
distribution and CSI cannot provide high training accuracy or
fairness under communication constraints.
V. CONCLUSION
In this paper, we proposed a novel joint client scheduling
and RB allocation policy for FL over wireless links under
imperfect CSI. The problem of client scheduling and RB
allocation was cast to minimize the training loss and the
CSI uncertainties. Resorting to GPR-based channel prediction
method and deriving an upper bound for the loss of accuracy
in FL compared to a centralized approach, the stochastic op-
timization problem was solved using Lyapunov optimization.
By means of an extensive set of simulations, we evaluated
the performance of the proposed methods for both perfect and
imperfect CSI. Results show that the performance of the pro-
posed methods outperforms state of the art client scheduling
and RB allocation methods, especially when training data is
unevenly distributed among clients. Analyzing the tradeoffs
between computation and communication and the impact of
communication errors are potential future extensions.
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