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We present a kinetic description of Bose-Einstein condensation for particle systems being out of
thermal equilibrium, which may happen for gluons produced in the early stage of ultra-relativistic
heavy-ion collisions. The dynamics of bosons towards equilibrium is described by a Boltzmann equa-
tion including Bose factors. To solve the Boltzmann equation with the presence of a Bose-Einstein
condensate we make further developments of the kinetic transport model BAMPS (Boltzmann Ap-
proach of MultiParton Scatterings). In this work we demonstrate the correct numerical implemen-
tations by comparing the final numerical results to the expected solutions at thermal equilibrium for
systems with and without the presence of Bose-Einstein condensate. In addition, the onset of the
condensation in an over-populated gluon system is studied in more details. We find that both ex-
pected power-law scalings denoted by the particle and energy cascade are observed in the calculated
gluon distribution function at infrared and intermediate momentum regions, respectively. Also, the
time evolution of the hard scale exhibits a power-law scaling in a time window, which indicates that
the distribution function is approximately self-similar during that time.
PACS numbers:
I. INTRODUCTION
Using ultra-relativistic heavy-ion collisions, deconfined
systems of quarks and gluons can be explored under ex-
treme conditions of high temperatures and high densities.
While the thermodynamic properties of quark-gluon sys-
tems at equilibrium are followed with great interests, the
thermalization of initially non-thermal systems is still an
unsolved outstanding issue.
Based on the Color Glass Condensate (CGC) effec-
tive field theory [1], the two colliding nuclei behave as
two very dense systems of gluons when going to high
colliding energies. Meanwhile, an intrinsic momentum
scale Qs emerges, below which gluons saturate to a den-
sity ∼ 1/αs due to the detailed balance between pro-
duction and annihilation processes of gluons in nuclei.
After collision of two nuclei, gluons are freed and evolve
to form a so-called glasma [2–4] through a very short
isotropization stage [5, 6]. Notice that gluons at this time
are far from thermal equilibrium. Moreover, the gluon
number density in such glasma can be overwhelmingly
higher than its corresponding thermal equilibrium den-
sity with the same energy density. We denote such sys-
tem as an over-populated system, which is opposite to an
under-populated system that will thermalize towards the
Bose-Einstein distribution. The authors in Refs. [7, 8]
have pointed out that the highly over-populated glasma
would coherently enhance scatterings and give rise to the
strongly interacting nature even though the coupling is
weak. More important, on the way of thermalization the
excess of gluons might be removed into a Bose-Einstein
condensate (BEC). The dynamics of the condensation
∗xuzhe@mail.tsinghua.edu.cn
and thermalization is the main concern of this work.
A BEC is a macroscopic occupation in the ground
state, where the de Broglie wavelength of particles is
larger than the inter-particle scale and thus particles
overlap to form a coherent state. The formation of a
BEC is a fundamental consequence of quantum statis-
tics. Above a certain critical density or below a certain
critical temperature any further added bosons must enter
into the ground state. The over-populated initial condi-
tions of gluons in ultra-relativistic heavy-ion collisions
may also lead to the formation of a gluon condensate, if
the number conserving processes, i.e. elastic collisions,
dominate (at least at early times) the kinetic evolution
of gluons.
Many studies have been devoted to the non-
equilibrium dynamics within either kinetic approach or
classical field theory. In kinetic approach the role of
binary collisions has been investigated first. In Refs.
[9–11] under the assumption of small angle scatterings
the Boltzmann equation is approximated by the Fokker-
Planck diffusion equation, with which the momentum
distribution function of the over-populated system of
massless gluons is evolved towards the onset of the con-
densation. Within the same framework the quark degrees
of freedom are also taken into account in [12], in order
to study the effect on the BEC formation. The Fokker-
Planck equation is further extended to include mass ef-
fects for gauge bosons [13] and thus can be used to go
beyond the onset and to study the gluon condensation
and thermalization [14]. The situation becomes more
complicated, when including number-changing processes.
On the one hand, number-changing processes will destroy
any BEC at a long time scale, on the other hand, how
they affect the BEC formation at a short time scale is
still under debates, see Refs. [11, 15, 16].
The classical-statistical real time lattice simulation for
2classical Yang-Mills field [17–20] is another way to study
the non-equilibrium dynamics. It is shown in [18, 21, 22]
that a compatible agreement between the lattice simu-
lation and a vertex-resumed effective kinetic approach is
achieved. In classical-statistical real time lattice simula-
tions number changing processes are naturally included
and a transient condensate emerges at some intermedi-
ate stage. This is similar as the experimentally observed
BEC for photons in an optical microcavity [23]. How-
ever, we would like to point out that the existence of
BEC in non-Abelian gauge theories is actually still un-
der debates, see Refs. [24, 25], thereby the thermalization
of a weakly coupled non-Abelian plasma is investigated
numerically by solving the effective kinetic equation, and
no condensation happens in the evolution.
BEC formation has been widely investigated in other
fields. In the context of early universe cosmology, similar
issue about BEC formations has been discussed for mas-
sive scalar field [26], whereby the full Boltzmann equa-
tion is solved for two different systems, one for scalar
bosons under weakly λφ4 self-interactions and another
one for an ideal Bose gas coupled to a cold fermion gas.
In both cases self-similar solutions in power-law forms
are found during the onset of the condensation, which
exhibited turbulent type cascades. Also for cold atom
systems the BEC formation has been studied [27, 28] in a
non-relativistic regime. In Refs. [29, 30] both the kinetic
equation for the gas and Gross-Pitaevskii equation for the
condensate are combined to describe the non-equilibrium
dynamics of dilute systems of weakly interacting bosons
with the presence of a BEC. Recently, similar studies for
massive scalar bosonic systems with the relativistic dis-
persion relation have been done by solving the full Boltz-
mann equation numerically in a static case [31] and in
the case with a longitudinal expansion [32]. The dynam-
ics of BEC formation far from equilibrium has also been
studied by employing classical-statistical real time lattice
simulations for scalar field with and without expansion
[21, 22, 33–35]. Such a treatment has also been applied
to describe the cold axion dark matter in the universe
[36].
Most of kinetic approaches that describe Bose-Einstein
condensation solve the Boltzmann equation in momen-
tum space on a lattice. Different from these approaches
we have employed a transport parton cascade BAMPS
(Boltzmann Approach of MultiParton Scatterings) [37],
which solves the Boltzmann equation in full phase space
with test particle simulations. With an improved version
of BAMPS we have demonstrated in [38], for the first
time, the thermalization of gluons with a dynamic Bose-
Einstein condensation in a static system. The present
work is a further extension of [38] with all numerical de-
tails on the implementations of collisions of bosons and
the growth of the condensate in BAMPS. The numerical
implementations that we will present can be applied to
any perturbative interactions and are more efficient than
those given e.g. in [39]. To prove the numerical imple-
mentations we consider a simple case of a non-expanding
system with an isotropic momentum distribution. We
assume the dominance of elastic scatterings and ignore
number-changing processes. The role of the latter will
be presented in a forthcoming paper. Besides the checks
of the numerical implementations we will focus on the
turbulent cascades and self-similarity of the solution of
the Boltzmann equation for an over-populated system
before condensation.
The paper is organized as follows. In Sec. II Bose
statistical factors are included in BAMPS and a new
stochastic method for simulating collisions of bosons is
presented. The numerical implementations are proven for
two kind of initial conditions. The one is assumed to be at
equilibrium. Collision rates at various temperatures are
evaluated from BAMPS calculations and compared with
the expected analytical values. The another initial con-
dition is an out of equilibrium state, with which we check
its thermalization towards the Bose-Einstein distribution
with the expected temperatures and chemical potentials.
After checking the numerical implementations we then
consider an out of equilibrium and over-populated gluon
system and study first the evolution of the system to-
wards the onset of the Bose-Einstein condensation in Sec.
III. We will show the appearance of the turbulence cas-
cades when looking at the time evolution of the momen-
tum distribution. In Sec. IV we continue the calculation
performed in Sec. III and evolve the system beyond the
onset towards the full equilibrium with a complete Bose-
Einstein condensation. In order to solve the Boltzmann
equation with growing BEC, we first derive a constraint
on the matrix element of scatterings involving massless
condensate particles and then implement such scatter-
ings in BAMPS numerically. To demonstrate the correct
numerical implementation, the final momentum distribu-
tion from the BAMPS calculation is compared with the
expected analytical one. By looking at the time evolu-
tion of the hard momentum scale of the system we realize
the self-similarity of the momentum distribution func-
tion within a certain time window. We will summarize
in Sec. V. Details on the derivations of some equations
and checks on the numerical approximations are given in
Appendixes.
II. BOSE STATISTICS IN TRANSPORT
CALCULATIONS
In this section we consider a spatially homogeneous
and static boson system, which momentum distribution
at equilibrium is the Bose-Einstein distribution
feq(p) =
1
e(E−µ)/T − 1 (1)
with the temperature T and chemical potential µ. We as-
sume that particles are massless, while the generalization
of the following presented algorithm for massive particles
is straightforward. In Eq. (1) we have then E = p = |p|.
The kinetic equation governing the time evolution of f is
3the Boltzmann equation including Bose statistics,(
∂
∂t
+
p1
E1
∂
∂r
)
f1 =
1
2E1
∫
dΓ2
1
2
∫
dΓ3dΓ4|M34→12|2
× [f3f4(1 + f1)(1 + f2)− f1f2(1 + f3)(1 + f4)]
×(2pi)4δ(4)(p3 + p4 − p1 − p2) , (2)
where fi = fi(r,pi, t) and dΓi = d
3pi/(2Ei)/(2pi)
3, i =
1, 2, 3, 4. Binary collisions 34 → 12 and 12 → 34
are determined by the collision kernel |M34→12|2 and
|M12→34|2, which are equal. (1 + f1)(1 + f2) and
(1 + f3)(1 + f4) are the Bose factors, with which the
distribution (1) is a solution of Eq. (2).
The phase space distribution function f is represented
by test particles with position and momentum. A test
particle moves along its classical trajectory and will
change the direction, once it collides with other test parti-
cles. Free streaming and collision are two components of
test particle simulations for solving the Boltzmann equa-
tion. In this section we concentrate on the numerical
implementation of collisions of bosons with Bose statis-
tics.
For two particles with momenta in the range (p3,p3+
∆p3) and (p4,p4+∆p4), and in the same spatial volume
element ∆3x, the collision rate per unit phase space for
such particle pair can be read off from the collision term
in Eq. (2),
∆Ncoll
∆t∆3x∆3p3
=
1
(2pi)32E3
∆3p4
(2pi)32E4
f3f4
×1
2
∫
dΓ1dΓ2|M34→12|2(1 + f1)(1 + f2)
×(2pi)4δ(4)(p3 + p4 − p1 − p2) . (3)
Similar to the usual definition of the cross section (for
massless identical particles)
σ22 =
1
4s
∫
dΓ1dΓ2|M34→12|2(2pi)4δ(4)(p3+p4−p1−p2) ,
(4)
we define an effective cross section involving the Bose
factors
σeff22 =
1
4s
∫
dΓ1dΓ2|M34→12|2(1 + f1)(1 + f2)
×(2pi)4δ(4)(p3 + p4 − p1 − p2) , (5)
where s is the invariant mass of the particle pair. When
expressing the phase space distribution functions as
fi =
∆Ni
Ntest
1
(2pi)3∆
3x∆3pi
, i = 3, 4, (6)
where ∆Ni are the particle numbers counted in the phase
space elements, one obtains the collision probability in a
volume element ∆3x within a time interval ∆t
P22 =
∆Ncoll
∆N3∆N4
= vrel
σeff22
Ntest
∆t
∆3x
, (7)
vrel = s/2E3E4 denotes the relative velocity of two in-
coming particles and Ntest is the number of test particles
per real particle.
With P22 one can simulate a collision of two parti-
cles in a stochastic way by using Monte Carlo technique,
as introduced in [37]: One samples a random number
between 0 and 1. A collision occurs, if this number is
smaller than P22. In this case, momenta of particles are
changed according to the distribution of the collision an-
gle. This so-called standard stochastic method has been
employed to simulate collisions of bosons [39]. However,
to obtain σeff22 for each particle pair, one has to carry out
integrals numerically, which demands a huge computing
power, although the integral in Eq. (5) can be reduced
to a two dimensional integration over the solid collision
angle in the center of mass frame of the two colliding par-
ticles, Ω∗. To avoid this disadvantage we introduce a new
scheme, which has been employed in our previous work
[38]. Here we give more details. Instead of the collision
probability we define a differential collision probability
dP22
dΩ∗
=
vrel
Ntest
dσ22
dΩ∗
(1 + f1)(1 + f2)
∆t
∆V
. (8)
The integration over Ω∗ gives the total collision proba-
bility in Eq. (7). In contrast to the standard stochastic
method, we introduce a new stochastic method inspired
from the Monte Carlo integration over Ω∗. First we
choose a reference distribution function dF/dΩ∗, which
is normalized to 1. Second, a solid angle Ω˜∗ is sampled
according to dF/dΩ∗ for each particle pairs. With the
momenta of incoming particles, p3 and p4, and the solid
collision angle Ω˜∗ we can determine the momenta of out-
going particles, p1 and p2, and, thus, determine the Bose
factor (1 + f1)(1 + f2) from the extracted f at p1 and
p2, respectively. Third, we sample a random number be-
tween zero and the value of dF/dΩ∗ at Ω˜∗. A collision
occurs, if this random number is smaller than dP22/dΩ
∗
at Ω˜∗.
The advantage of the new scheme is that we do not
need to calculate σeff22 . On the other hand, we have to
sample the momenta of outgoing particles to obtain the
Bose factor, before we decide whether a collision actually
occurs. This costs an extra computing time, but is much
less time consuming than the integration for σeff22 .
We note that in the standard rejection method the
reference function is always larger than the distribution
function. In our case, it is not ensured that dF/dΩ∗ is
always larger than dP22/dΩ
∗. For instance, for a Bose-
Einstein distribution [µ = 0 in Eq. (1)] the Bose factor
(1+f1)(1+f2) could be infinite, when p1 or p2 approaches
0. If the sampled Ω˜∗ lies in the region, where dP22/dΩ
∗
is larger than dF/dΩ∗, all the previous operations done
within the current time step should be redone with a
smaller time step, which reduces dP22/dΩ
∗ [see Eq. (8)]
to be smaller than dF/dΩ∗.
Moreover, although dF/dΩ∗ can be chosen arbitrarily,
the sampling will become more efficient, if the shape of
4dF/dΩ∗ is more similar to dP22/dΩ
∗. In practice, we
choose dF/dΩ∗ = (dσ22/dΩ
∗)/σ22, if σ22 can be obtained
analytically. Thus, to decide whether a collision occurs,
one only needs to compare
P ′22 = vrel
σ22
Ntest
∆t
∆V
(1 + f1)(1 + f2) (9)
with a random number between 0 and 1.
The Bose factor (1 + f1)(1 + f2) is essential for the
dynamics of bosons at low momentum when f1 and/or
f2 is larger than 1. Therefore, a precise extraction of
f at low momentum is quite important. Since f is the
particle density in phase space, which has six dimensions,
we shall use large number of Ntest, in order to reduce
statistical fluctuations and to obtain precise values of the
Bose factor (1 + f1)(1 + f2). In this work we assume
for simplicity that f is homogeneous in coordinate space
and is isotropic in momentum space. Thus, f depends
on p only. We extract f at equidistant pi, i = 0, 1, 2, · · · ,
beginning at p0 = 5 MeV and separated by an interval of
∆p = 2.5 MeV. The value of f at pi is obtained by the
number of test particles within the interval [pi −∆p/2 :
pi + ∆p/2]. The value of f at p > p1 = 7.5 MeV and
p 6= pi is obtained by interpolation, while the value of f
at p < p1 is obtained by extrapolation using a power law
function, which fits fs at first ten pi beginning from p1.
To prove the new stochastic method presented above,
we perform numerical calculations for massless bosons
in a static cubic box. The size of the box is set to be
3 × 3 × 3 fm. We use a periodic boundary condition
to cancel the expansion. The box is divided into cubic
cells with equal volume ∆V . The cell length is set to be
0.125 fm. For the demonstration we consider binary col-
lisions with a constant total cross section of σ22 = 10 mb
and an isotropic distribution of the collision angle, which
corresponds to |M|2 = 32pisσ22. In addition, bosons are
assumed to have a degeneracy factor g = 1.
For the first test we assume an equilibrium initial con-
dition obeying the Bose-Einstein distribution, i.e., µ = 0
in Eq. (1). We compare the collision rate per particle
obtained from the numerical calculations with the ana-
lytical results by integrating Eq. (3) over the full phase
space. Figure 1 shows the comparisons for various tem-
peratures. The squares denote the numerical results and
the solid curve depicts the analytical rates. We see a
very good agreement between the numerical and analyt-
ical collision rates.
As the next we prove the equilibration of bosons with
an out of equilibrium initial distribution,
finit(p) = f0θ(Qs − |p|) , (10)
which resembles that in the early stage of ultrarelativistic
heavy ion collisions [7]. f0 and Qs are parameters, which
simply model the relation to the colliding energy. The
higher the colliding energy, the larger are f0 and Qs,
and thus the larger are the particle number and energy
0.1 0.2 0.3 0.4 0.5 0.6
-210
-110
1
)
-
1
R
at
e(f
m
T(GeV)
Analytical results
BAMPS simulation
FIG. 1: Collision rates per particle as a function of tempera-
ture. The solid squares show the numerically calculated col-
lision rates with Ntest = 1600, while the solid curve depicts
the analytical results.
density, which can be obtained from Eq. (10)
ninit = gf0
Q3s
6pi2
, einit = gf0
Q4s
8pi2
, (11)
where g = 1 in this section. The initial momentum dis-
tribution has been simplified to be isotropic, although
the new method introduced above can be applied for
anisotropic momentum distributions.
For calculations in a box the energy density e is con-
served. Assuming binary collisions of particles only, the
particle number density n is also conserved during the
equilibration. In particular, n and e are equal to those
at equilibrium with the distribution function (1). There-
fore, for given f0 and Qs from the initial condition, the
temperature T and the chemical potential µ at equilib-
rium can be calculated. In Fig. 2 we plot T/Qs and
−µ/Qs as functions of f0. The kinks at f c0 = 0.154 indi-
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FIG. 2: Dependence of the chemical potential µ and the tem-
perature T on f0 and Qs.
5cate a transition from normal gluon gas to the one with
the appearance of a BEC, since µ must keep zero for
increasing f0 (or density).
For f0 > f
c
0 the particle system is initially over-
populated and a BEC will occur during the equilibration.
At thermal equilibrium the distribution function contains
the Bose-Einstein distribution and a condensate,
feq(p) =
1
eE/T − 1 + (2pi)
3neqc δ
(3)(p) , (12)
where neqc is the density of the condensate particles. From
the particle number and energy conservation we obtain
easily that
T =
(
15f0
4
)1/4
Qs
pi
, (13)
neqc = ninit
[
1− ζ(3) 6
pi3
(
15
4
)3/4(
1
f0
)1/4]
. (14)
From the above equation we can also obtain f c0 , at which
neqc = 0. We see that f
c
0 is independent of Qs.
For f0 < f
c
0 the system is under-populated. In this
section we present thermalization of systems with Qs =
1 GeV and two sets of f0, f0 = 0.05 and f0 = f
c
0 . In
both cases no BEC will appear. The difference from one
to another case is that for f0 = 0.05 the equilibrium
momentum distribution feq converges to 1/(e
−µ/T − 1)
at p→ 0, while for f0 = f c0 it diverges at p→ 0.
For f0 = 0.05 the time evolution of the particle mo-
mentum distribution is shown in Fig. 3. f is calculated
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FIG. 3: The time evolution of the momentum distribution
function for f0 = 0.05.
at a set of equidistant momenta with ∆p = 2.5 MeV,
beginning from 5 MeV. We find a gradual equilibration
with a large timescale of about 170 fm/c. During the
equilibration particles, which mainly populate at Qs in
the initial condition, flow into the lower and higher mo-
mentum region. We see that the statistical fluctuation
is strong at very low and very high momentum region
due to small particle populations. One needs large value
of Ntest to reduce these fluctuations. In this calculation
Ntest = 691000 is used.
From the calculations, which results are presented in
Fig. 2, we obtain T = 0.258 GeV and µ = −0.205 GeV
for f0 = 0.05. In Fig. 4 we compare the momentum dis-
tribution at 168 fm/c with the thermal equilibrium dis-
tribution (1). The open circles depict the first 40 values
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   67 fm/c, f0=0.154
          (ep/0.277-1) -1
FIG. 4: Comparisons between the calculated distributions at
equilibrium times and the Bose-Einstein distributions with
the expected temperatures and chemical potentials.
of the calculated distribution separated by a equidistant
interval of ∆p = 2.5 MeV and beginning with 5 MeV.
We see a perfect agreement over 7 orders in magnitude.
The equilibration for f0 = f
c
0 is presented in Fig. 5.
In this calculation Ntest = 230000 is used. We see the
divergence of f(p) at p → 0. The equilibration has a
shorter timescale of about 65 fm/c due to a larger density,
compared with that for f0 = 0.05. Also, the calculated
momentum distribution at 67 fm/c agrees well with the
Bose-Einstein distribution with T = 0.277 GeV and µ =
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FIG. 5: Same as Fig. 3, but for f0 = 0.154.
60, as seen in Fig. 4.
The perfect agreements between the numerical results
and analytical solutions shown in this section demon-
strate the correct implementation of the new method
solving the Boltzmann equation with Bose statistics.
III. THE ONSET OF BOSE-EINSTEIN
CONDENSATION
After we have proven the numerical implementation
for collisions of bosons in the previous section, we con-
sider in the rest of the paper an over-populated system of
massless gluons. For this we set Qs = 1 GeV and f0 = 1
in the initial distribution (10). For the BAMPS calcula-
tion Ntest = 2400 is used. Although Ntest is smaller than
those used for f0 = 0.05 and f0 = 0.154 in the previous
section, the total number of test particles is almost the
same, because gluons have a degeneracy factor of g = 16.
In this section we study the onset of Bose-Einstein con-
densation. In the next section we demonstrate the full
thermalization of gluons with a complete Bose-Einstein
condensation.
The elastic scatterings of massless gluons are described
in leading order of perturbative QCD. We use the same
matrix element as that in our previous work [38],
|Mgg→gg |2 ≈ 144pi2α2s
s2
t(t−m2D)
, (15)
which is calculated by using the Hard-Thermal-Loop
(HTL) treatment [25, 40]. s and t are the Mandelstam
variables, and mD is the screening mass
m2D = 16piNcαs
∫
d3p
(2pi)3
1
p
f . (16)
The matrix element obeys the general condition for the
occurrence of Bose-Einstein condensation. This will be-
come clear in the next section, when we describe the con-
densation of gluons. The coupling is set to be αs = 0.3
throughout the paper.
According to the definition (4) we obtain the total cross
section
σgg→gg =
9
2
pi
α2s
m2D
ln
1−m2D/tcut
1 +m2D/s
, (17)
where the logarithmic divergence has been regularized by
an upper cutoff of t, tcut. tcut is determined in consis-
tency with the cross section of collisions involving con-
densate particles, which will be clarified in the next sec-
tion. We note that scatterings with t approaching to zero
do not contribute to thermalization.
Figure 6 shows the time evolution of the distribution
function. At the first sight we see a transportation of
particles as well as energies from Qs = 1 GeV towards
regions of lower and higher momentum. More elaborate
analyses carried out below will expose finer structures of
f(p).
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FIG. 6: Same as Fig. 3, but for f0 = 1.
Theoretical studies [26] showed that the kinetic Boltz-
mann equation (2) has temporally self-similar solutions.
In a quasi-stationary state f(p) is a scaling invariant
power law function f(p) ∼ p−r at momentum p, where
f(p) ≫ 1. The exponent r depends on the scaling be-
havior of the matrix element under rescaling of the mo-
mentum. For our case (15) we follow the derivations in
Ref. [26, 31] and obtain r = 2 in a turbulent state with
constant transport of particle number (called as particle
cascade), and r = 7/3 in a turbulent state with constant
energy transport (called as energy cascade).
We show p2f(p) at four various times in Fig. 7. The
10-2 10-1 100
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p2
 f(
p)
  [
G
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2 ]
p  [GeV]
 0.804 fm/c
 0.812 fm/c
 0.820 fm/c
 0.826 fm/c 
f0=1
FIG. 7: The particle distribution function multiplied by mo-
mentum squared.
symbols depict the extracted values of f at first 12 mo-
menta. If there exists a particle cascade [f(p) ∼ p−2], we
will see a plateau of p2f(p) within a momentum interval.
This is indeed seen from the time 0.812 fm/c to 0.826
fm/c from p ≈ 0.03 GeV towards the infrared region.
We note that the extraction of f(p) at p < 5 MeV is in-
accurate, because the number of test particles at the deep
infrared region in the present calculation is too small to
7overcome statistical fluctuations. Thus, we end the cal-
culation, when f(p) at p > 5 MeV reaches the scaling
behavior f(p) ∼ p−2. With a much larger Ntest in future
calculations we could obtain more accurate values of f(p)
in the deep infrared region.
In Fig. 7 we see that the height of the plateau increases
with time, which indicates that f(p) at the plateau is
time dependent and not stationary. The reason is due to
two other power law scalings at higher momentum. The
second power law scaling is between p ≈ 0.03 GeV and
0.1 GeV, where the exponent is larger than 2, and the
next is between 0.1 GeV and 0.5 GeV, where the expo-
nent is smaller than 2. Both exponents can be extracted
through fitting f(p) by using power law functions. We
find that the exponent of the second scaling is 7/3, which
corresponds to the energy cascade and is better seen in
Fig. 8, where p7/3f(p) is plotted. The plateau appears
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FIG. 8: The particle distribution function multiplied by mo-
mentum to a power of 7/3.
at p ≈ 0.1 GeV at 0.73 fm/c and extends towards lower
momentum with increasing time. The p−7/3 scaling ap-
pears earlier than the p−2 scaling that appears at about
0.81 fm/c. We also see that the height of the plateau
in p7/3f(p), on the contrary to that in p2f(p), does not
change, which indicates that the plateau in p7/3f(p) is
the region of the stationary turbulence. Since the p−2
scaling region of f(p) connects the lower momentum end
of the p−7/3 scaling region, the extending p−7/3 scaling
region towards lower momentum causes the increase of
f(p) in the p−2 scaling region, as already observed in
Fig. 7.
The stationary turbulence region with f(p) ∼ p−7/3
is followed by a further power law scaling with f(p) ∼
p−7/4, as shown in Fig. 9, where p7/4f(p) is plotted.
This power law scaling is not known so far in the liter-
ature. Even not obviously, we can recognize that in the
new power law scaling region f(p) is not stationary. The
height of the plateau in Fig. 9 decreases slightly with in-
creasing time. Roughly speaking, particles and energies
in the p−7/4 scaling region transport through the sta-
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FIG. 9: The particle distribution function multiplied by mo-
mentum to a power of 7/4.
tionary p−7/3 scaling region towards lower momentum
region, where the p−2 scaling region extends to infrared
momentum. At the same time it exits another particle
and energy transport from the p−7/4 scaling region to-
wards higher momentum, which is, however, hardly seen
in Fig. 6. The observed transportations are due to the
initial condition given in this study, where most particles
and energies are initialized at p = Qs = 1 GeV.
We note that it is surprising that we see both p−2 and
p−7/3 scalings in our calculation, although the theoretical
derivations of the two power law scalings are done with
approximations. More calculations are required for the
time evolution of f(p) in the infrared momentum region
and will be done in the future.
Even if future calculations could confirm the p−2 power
law scaling in the deep infrared region, this cannot lead
to the formation of a BEC. To show this, we calculate
the particle density at p = 0 by integrating f(p) over a
sphere of radius p0 and then going to the limit p0 → 0,
n(p = 0) = lim
p0→0
∫ p0
0
dp
2pi2
p2f(p) . (18)
For f(p) ∼ p−2 at low momentum, the particle density at
p = 0 vanishes. The study on the mechanism of a BEC
formation is beyond the scope of this paper. We assume
the formation of a small piece of BEC instantaneously
at some timescale. The growth of the BEC can then be
described by the kinetic Boltzmann equation, which we
will present in the next section.
Since the mechanism of the Bose-Einstein condensa-
tion of gluons is not known yet, it is impossible to de-
termine the exact time when the condensation begins.
Nevertheless, one can make estimates on this timescale
by looking at the possible onset of the gluon condensa-
tion. In our previous work [38] we have fitted the gluon
distribution at low momenta by the Bose-Einstein dis-
tribution with an effective temperature and an effective
chemical potential. The latter increases from a negative
8value to zero, which is assumed to be reached at the onset
of the gluon condensation. Thus, we have chosen the mo-
ment as the start time of the gluon condensation, tc, once
the effective chemical potential becomes positive due to
the numerical fluctuation around zero. Thus, at tc the
distribution function at low momenta has a 1/p power
law form. In this section we have found that the distri-
bution function at low momenta evolves further from 1/p
to 1/p2. The latter behavior is expected as a fix point
corresponding to a constant particle transportation. Due
to the new observation we choose tc, different from that
in the previous work, as the time when the 1/p2 power
law distribution is achieved at low momenta (∼ 5 MeV).
The calculation shows that tc = 0.826 fm/c.
IV. BOSE-EINSTEIN CONDENSATION
In this section we continue the calculate in the previ-
ous section and study the time evolution of the particle
distribution function f(p, t) in the presence of a BEC.
f(p, t) is decomposed into two parts f = fg + f c, where
fg denotes the distribution of gas (noncondensate) par-
ticles and f c = (2pi)3ncδ
(3)(p) denotes the distribution
of the condensate particles with zero momentum. Same
as for the onset of the condensation, we consider here
elastic collisions only. Denoting gas particles by g and
condensate particles by c, we consider g + g → g + g,
g + c → g + g, and g + g → g + c processes. The Boltz-
mann equations for gas and condensate particles are then
given as follows:
∂fg1
∂t
=
1
2E1
∫
dΓ2
1
2
∫
dΓ3dΓ4|M34→12|2
× [fg3 fg4 (1 + fg1 )(1 + fg2 ) + fg3 fg4 (1 + fg1 )f c2
+f c3f
g
4 (1 + f
g
1 )(1 + f
g
2 ) + f
g
3 f
c
4 (1 + f
g
1 )(1 + f
g
2 )
−fg1 fg2 (1 + fg3 )(1 + fg4 )− fg1 f c2(1 + fg3 )(1 + fg4 )
−fg1 fg2 f c3(1 + fg4 )− fg1 fg2 (1 + fg3 )f c4 ]
×(2pi)4δ(4)(p3 + p4 − p1 − p2) , (19)
∂f c1
∂t
=
1
2E1
∫
dΓ2
1
2
∫
dΓ3dΓ4|M34→12|2
× [fg3 fg4 f c1 (1 + fg2 )− f c1fg2 (1 + fg3 )(1 + fg4 )]
×(2pi)4δ(4)(p3 + p4 − p1 − p2) . (20)
The terms of the spatial derivative of fg1 and f
c
1 drop
out, since we restrict ourselves to consider a spatially
homogeneous gluon matter.
Before we come to the numerical implementations for
solving the Boltzmann equations (19) and (20), we first
show that the matrix element (15) describes the conden-
sation process with a finite rate. For this purpose we in-
tegrate Eq. (20) over p1, which gives the time derivative
of the density of condensate particles. After a lengthy
calculation for the integral of the right-hand side of Eq.
(20), which details are given in Appendix A, we obtain
∂nc
∂t
=
nc
64pi3
∫
dE3dE4 [f
g
3 f
g
4 − fg2 (1 + fg3 + fg4 )]
× E
[ |M34→12|2
s
]
s=2mE
. (21)
The two terms on the right-hand side of Eq. (21) corre-
spond to kinetic processes for the condensation and the
evaporation, respectively. E = E3+E4 is the total energy
in the collision, p = |p3+p4| is the total momentum, and
s = E2−p2 is the invariant mass. m denotes the particle
mass at rest, which is zero for gluons. From Eq. (21) we
see that in order to describe the gluon condensation with
a finite rate, the ratio |M34→12|2/s at s = 0 should be
nonzero and finite. This is fulfilled for the matrix element
(15), since[ |M34→12|2
s
]
s=0
= 144pi2α2s
[
s
t(t−m2D)
]
s=0
= 144pi2α2s
1
m2D
(22)
is nonzero and finite. For the constant cross section with
the isotropic distribution of collision angles the corre-
sponding matrix element is proportional to s. Therefore,
in this case, the condensation process of gluons has a
finite rate too.
In the following we show how we solve Eqs. (19) and
(20) numerically. We note that the numerical implemen-
tations are general and do not require in particular the
isotropy of the momentum, which is needed to derive Eq.
(21). Since we have assumed the isotropy of the momen-
tum for simplicity, Eq. (21) is automatically solved by
solving Eq. (20). From Eq. (21) we see that the growth
of the condensate needs an initial density, nc(tc). We take
the density of such gluons, which energy is smaller than
5 MeV, as nc(tc). This numerical handling will become
clear later in this section.
Now we present the numerical method simulating col-
lisions. For g + g → g + c, which produces a conden-
sate gluon, the integral in the effective cross section, Eq.
(5), can be carried out analytically with help of delta-
functions in f c1 ∼ ncδ(3)(p1) and for energy-momentum
conservation. That is
σeffc =
1
2s
∫
dΓ1dΓ2|M34→12|2f c1 (1 + fg2 )
×(2pi)4δ(4)(p3 + p4 − p1 − p2)
=
1
2
[ |M34→12|2
s
]
s=0
∫
dΓ1dΓ2f
c
1 (1 + f
g
2 )
×(2pi)4δ(4)(p3 + p4 − p1 − p2)
= pinc
[ |M34→12|2
s
]
s=0
1
2p
[1 + fg(p)]
×δ[(E − p)2] . (23)
Compared with Eq. (5), the factor 1/2 drops out, be-
cause we fix particle 1 to be the condensate gluon. The
details of the integration can be found in Appendix B.
9In principle, one can compute the collision probability
Pg+g→g+c by putting Eq. (23) into Eq. (7). However,
due to the divergence indicated by the delta-function in
σeffc , Pg+g→g+c is not computable. The divergence of
σeffc corresponds to s = 0, in which case the momenta
of the two incoming gluons are parallel. In other words,
only if s = 0, a condensate gluon can be produced in
a g + g → g + c process. The probability for this pro-
cess is infinity. The two extreme values, zero phase space
and infinite collision probability, give nevertheless a fi-
nite collision rate, as indicated in Eq. (21). However,
in numerical calculations, it is almost impossible to find
two particles with parallel momentum. Moreover, it is
also impossible to deal with processes with infinite col-
lision probability. To overcome this difficulty we have
to make an approximation. We define an energy cutoff
ε. Gluons with energy smaller than ε are regarded as
condensate gluons. This approximation, which has the
same mean as the regularization by a nonzero but small
effective gluon mass, breaks the rule that momenta of
two incoming gluons in a g + g → g + c process should
be parallel, or, s = 0. A g + g → g + c process is now
allowed to occur with a nonzero but small angle αc be-
tween the momenta of two incoming gluons, or, with a
nonzero but small s. Accordingly the divergence in σeffc
is eliminated, although σeffc is still large. The smaller the
value of ε, the smaller is αc and the larger is σ
eff
c . Math-
ematically, the approximation leads to the replacement
of the delta-function in f c1 by a step function,
δ(3)(p1) ≈ θ(ε− p1)
4pip21ε
. (24)
Putting Eq. (24) into Eq. (23) we obtain
σeffc = pinc
[ |M34→12|2
s
]
s=0
1
2p
[1 + fg(p)]
× 1
4ε
(
2
E − p −
1
∆
)
θ
(
ε− E − p
2
)
, (25)
where ∆ = min{ε, (E + p)/2}. In Appendix B one can
find more detailed calculations. Since s = E2 − p2, the
step function in σeffc leads to the maximum of s, sm =
2ε(E + p), below which a g + g → g + c can occur. In
addition, sm corresponds to the maximal angle between
the momenta of two incoming gluons.
In the previous section we have presented the numer-
ical implementation of g + g → g + g processes in ab-
sence of the gluon condensate. Numerically we turn off
g+g → g+c processes by setting σeffc = 0. On the other
hand, with the cross section (17), collisions can still oc-
cur at s < sm, and gluons with energy being less than
ε can still be produced. Therefore, at the time tc when
we turn on g + g → g + c processes to describe the con-
densation, we will have a nonzero density of condensate
particles. This density nc at tc, which is needed to solve
Eq. (20), is not physically motivated, but regarded as an
initial seed for the growth of the condensate. The smaller
the value of ε, the smaller is nc(tc). This will not lead to
significant difference in the increase of nc, provided that
nc(tc) is much smaller than its final equilibrium value,
which is true in our case.
With the approximated σeffc we compute the collision
probability Pg+g→g+c according to Eq. (7) and simulate
the g + g → g + c process. The effect on the collision
rate due to the approximation with the energy cutoff is
negligible, if ε is small enough. In the present calculation
we set ε = 2.5 MeV, which corresponds to the limitation
that the extraction of f below 5 MeV is inaccurate due
to small numbers of test particles. In Appendix C we
show the potential moderate effect on the collision rate,
if ε becomes large.
The numerical implementation for back reactions c +
g → g + g is same as that for g + g → g + g, which has
been presented in the previous section. Compared with
σg+g→g+g (17), the total cross section for c+ g → g + g
is
σc =
1
2
∫ 0
−s
dt
|M34→12|2
16pis2
=
1
32pis
∫ 0
−s
dt
[ |M34→12|2
s
]
s=0
=
1
32pis
∫ 0
−s
dt144pi2α2s
1
m2D
=
9
2
pi
α2s
m2D
. (26)
Due to the kinematic reason it is always true that s ≤ sm
in each c + g → g + g process. Numerically, if s ≤ sm
we use σc, if s > sm we use σg+g→g+g (17). We assume
a continuous change of the cross section with respect to
s. Thus, σg+g→g+g should be equal to σc at sm. With
this condition we determine tcut in Eq. (17), which is
tcut = −m2D/[e(1 +m2D/sm)− 1].
From Eq. (20) we recognize that both the collision
rate of g + g → g + c and that of c+ g → g + g contain
a same contribution, which is proportional to fg4 f
g
3 f
g
2 f
c
1 .
Therefore, the term being proportional to fg(p) = fg2 in
Eq. (25) corresponds to this contribution in g + g →
g + c processes (4 + 3 → 2 + 1), while the term being
proportional to fg3 f
g
4 in P
′
22 [see Eq. (9)] [42] corresponds
to the same contribution in c + g → g + g (1 + 2 →
3 + 4) processes. The two contributions cancel out. In
numerical calculations we thus replace 1 + fg(p) in Eq.
(25) by 1 and replace the Bose factor (1 + fg3 )(1 + f
g
4 )
in P ′22 by 1 + f
g
3 + f
g
4 . More details can be found in
Appendixes A and B.
In Fig. 10 we show the time evolution of the momen-
tum distribution of gluons from tc, when the condensa-
tion begins, to a later time 6.692 fm/c, when the conden-
sation is complete. With the growing gluon condensate
we find a rapid change of the distribution at low momen-
tum from the p−2 scaling at tc = 0.826 fm/c to p
−1 at
0.92 fm/c. During this time the p−7/3 scaling remains.
[42] For a 1 + 2 → 3 + 4 process f1 and f2 in Eq. (9) should be
replaced by f3 and f4.
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FIG. 10: Same as Fig. 6.
As the time further proceeds, the p−1 scaling extends
to larger momentum region, so that the region with the
p−7/3 scaling completely disappears at 1.159 fm/c. Due
to the growth of the condensate the particle distribution
at low momentum decreases. The energies freed from
condensation are transferred to particles with larger mo-
mentum because of the energy conservation. This energy
transfer leads to the increase of the distribution function
at large momentum. Figure 11 shows the comparison
of the gluon distribution at 6.692 fm/c with the Bose-
Einstein distribution function with T = 0.443 GeV and
µeq = 0. The latter is the thermal equilibrium distribu-
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FIG. 11: Comparison of the gluon momentum distribution at
6.692 fm/c (black open circles and solid curve) with the Bose-
Einstein distribution at thermal equilibrium (red curve).
tion when the condensation is complete, see Eq. (13).
The open circles depict the first 40 values of the calcu-
lated distribution separated by a equidistant interval of
∆p = 2.5 MeV and beginning from 5 MeV. We see that
the calculated result agrees nicely with the analytical dis-
tribution over 8 orders in magnitude. Particularly we see
agreements at very low as well as very high momentum,
where strong statistical fluctuations are expected due to
small particle numbers.
We show in Fig. 12 the growth of the gluon condensate
in time, divided by the expected density at equilibrium,
given in Eq. (14). Before the condensation really starts
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FIG. 12: Time evolution of the density of the gluon conden-
sate.
at tc = 0.826 fm/c, the meaning of nc is the density of
gluons, which energy is smaller than 2.5 MeV. The in-
crease of this density is due to collisions of gluons without
the presence of a gluon condensate. We see that the in-
crease of this density is almost exponential. At tc the
density reaches about 1% of the value of the condensate
density at equilibrium. This value is regarded as a seed
for the growth of the condensate.
Once the condensation starts, nc denotes the den-
sity of the condensate, although nc is still calculated
as the density of gluons with energy being smaller than
2.5 MeV due to the numerical handling explained before
in this section. In the upper panel of Fig. 12 we see a
much stronger increase of nc after tc than that before tc.
At early times of the condensation the production pro-
cesses are dominant compared to the evaporation pro-
cesses. At these times the gluon condensate grows expo-
nentially, which can qualitatively be understood by Eq.
11
(21). When the evaporation processes begin to balance
the production processes, the growth of the gluon con-
densate slows down, and nc relaxes to its final value at
thermal equilibrium. The relaxation of the calculated
nc to the expected value at equilibrium (see the lower
panel of Fig. 12) and the agreement of the distribution of
non-condensate gluons with the expected Bose-Einstein
function (see Fig. 11) demonstrate the correct numeri-
cal implementations for solving the Boltzmann equation
with the presence of a Bose-Einstein condensate.
During the thermalization the typical hard momen-
tum, which is Qs initially, increases, as the energy flows
towards the ultraviolet momentum region. As suggested
in Ref. [18], we define the hard momentum scale Λ(t) as
Λ2(t) =
∫
dΓ4p2Efg(p, t)∫
dΓEfg(p, t)
. (27)
If the solution of the Boltzmann equation (19) is self-
similar, i.e., fg(p, t) = tαfs(t
β
p), then the hard scale
shows a scaling behavior [18], Λ(t) ∼ t−β . Following the
derivation in [18, 41], the exponents α and β can be ob-
tained by putting the self-similar solution into Eq. (19)
and using the energy conservation. The values of the ex-
ponents depend on the matrix element. For our case [see
Eq. (15)] we obtain α = −4/5 and β = −1/5. Figure 13
shows the time evolution of the hard scale Λ(t) compared
with a function ∼ t−1/5. We see the agreement in a time
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FIG. 13: Time evolution of the hard scale Λ and the Debye
screening mass mD.
window between 0.3 fm/c and tc = 0.826 fm/c. This
indicates that within this time window a self-similar dis-
tribution is achieved over a momentum region, which is
sensitive to the hard scale. After tc the condensation oc-
curs, which accelerates the energy transportation towards
the ultraviolet momentum region. The increase of Λ(t)
becomes stronger. As the condensation completes, Λ(t)
relaxes to its value at equilibrium, which is 4pi
√
10/21T .
In Fig. 13 we also show the time evolution of the De-
bye screening mass mD, which squared is defined in Eq.
(16) with fg instead of f . mD(t) is governed by low
momenta. Before tc the over-population of the low mo-
mentum gluons leads to a rapid increase of mD to infin-
ity. The Bose-Einstein condensation after tc reduces the
over-population, which then leads to the decrease of mD.
At thermal equilibriummD relaxes to
√
4piαsT . Both re-
laxation values of Λ and mD from the calculation agree
well with the expected equilibrium values.
V. SUMMARY
In this paper we have presented a new numerical
method, which solves Boltzmann equations for bosons, in
particular, with the presence of a Bose-Einstein conden-
sate. Compared to the old method, which has been devel-
oped in BAMPS to describe collisions of Boltzmann par-
ticles, the new method takes Bose statistics into account
by considering the angular differential collision proba-
bility instead of the total collision probability, which is
more time consuming in practice. Moreover, the new
method does not require any approximations to matrix
elements of interactions and, thus, is a general scheme.
The numerical implementation of this new method has
been well tested by performing box calculations for static
particle systems. First we have considered systems at
thermal equilibrium with the Bose-Einstein distribution
at various temperatures and calculated the collision rate.
We have seen that the calculated collision rates agree
well with the expected analytical values. Second, we
have assumed two different non-thermal initial conditions
and evolved systems to the equilibrium states. The ex-
pected equilibrium distributions are Bose-Einstein func-
tions with negative and zero chemical potentials. We
have found that in both cases the final distributions from
the calculations agree well with the expected analytical
functions. These successes demonstrate the correct im-
plementations of Bose statistics in the Boltzmann equa-
tion for bosons through the new method.
Employing the tested numerical implementations we
have then investigated the onset of the Bose-Einstein
condensation for an initially over-populated gluon sys-
tem, before the Bose-Einstein condensation occurs. Due
to the Bose statistical factor the distribution at low mo-
menta increases quickly to be over-populated and is thus
far from thermal equilibrium. By looking at the time
evolution of the momentum distribution function we have
observed the appearance of two power law scalings, p−2
in the infrared and p−7/3 in the intermediate momentum
region. The two power law scaling functions have ex-
actly the same exponents as those suggested by the scal-
ing arguments for the solutions to the Boltzmann equa-
tion in momentum regions, where f(p) ≫ 1. The p−7/3
scaling function is self-similar within a small momentum
window, which may be sensitive to the hard momentum
scale, because the time evolution of the hard scale shows
the expected power law scaling behavior before the on-
set of the Bose-Einstein condensation and thus reflects
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the self-similarity of the particle distribution. The p−2
scaling is, however, not yet self-similar as suggested, be-
cause the p−7/3 scaling extends to the infrared region, so
that the magnitude of the p−2 scaling function increases
with time. This behavior leads to an energy transport
towards p = 0 besides a particle transport. Since the dis-
tribution function for p < 5 MeV cannot be calculated
with the required accuracy due to the limitation of the
current numerical computation, our calculation has to
be stopped at some time, when the p−2 scaling extends
to the region of p < 5 MeV. The answer to the ques-
tion whether the p−2 scaling will become self-similar at
some later time has to be postponed to a future work.
Besides the two scalings suggested we have also found a
further power law scaling, p−7/4, following the p−7/3 scal-
ing. The distribution function in this new scaling region
is decreasing in time, which leads to the transportation
of particles and energies through the p−7/3 scaling region
into the p−2 scaling region.
Finally the Boltzmann equation is solved with the pres-
ence of a Bose-Einstein condensate. We have found that
if the condensate consists of massless particles, the ma-
trix element of interactions between condensate and non-
condensate particles should be constrained by the re-
quirement that the ratio of the matrix element squared
to the invariant mass s must be finite at s→ 0. The ma-
trix element of gluon scatterings, which is motivated by
the HTL calculations and has been already employed in
the calculation for the onset of the gluon condensation,
fulfills this constraint. We have continued the calculation
for the onset with a seed for the growth of the condensate
and demonstrated the gluon condensation from an out of
equilibrium state. The condensation reduces the over-
population of gluons at low momenta. The energy freed
from the condensation is transferred to particles with
large momentum. As the condensation becomes com-
plete, the system of non-condensate gluons approaches
thermal equilibrium, which agrees well with the expected
Bose-Einstein distribution.
To know whether a gluon condensate exists and to fur-
ther understand thermalization in heavy-ion collisions,
we need more further investigations. As the next, we
will study the role of inelastic scatterings [11, 16] and ex-
pansion in the possible formation of a gluon condensate.
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Appendix A: Rate equation of the condensation
In this section we derive the rate equation of the
condensation, Eq. (21), from Eq. (20). Integrating
Eq. (20) over the momentum of the condensate parti-
cle d3p1/(2pi)
3 gives the time derivative of the density of
condensate particles
∂nc
∂t
=
1
2
∫
dΓ1dΓ2
∫
dΓ3dΓ4|M34→12|2(2pi)4
× δ(4)(p3 + p4 − p1 − p2) [fg3 fg4 f c1(1 + fg2 )
−f c1fg2 (1 + fg3 )(1 + fg4 )]
≡ Rgainc −Rlossc , (A1)
where the first and second term are named as Rgainc and
Rlossc denoting the condensation and evaporation rate,
respectively.
In the following we carry out integrations in Rgainc ex-
plicitly. At first we integrate over d3p2 with help of the
delta-function δ(3)(p3 + p4 − p1 − p2) and obtain
Rgainc =
1
2
∫
d3p3
(2pi)32E3
d3p4
(2pi)32E4
d3p1
(2pi)32E1
1
2(E − E1)
× |M34→12|22piδ[F (p1)]fg3 fg4 f c1 (1 + fg2 ) , (A2)
where fg2 = f
g(E−E1,p−p1; t), E = E3+E4 = E1+E2
is the total energy and p = p3+p4 = p1+p2 is the total
momentum. δ[F (p1)] indicates the energy conservation,
where
F (p1) = E − E1 − E2 = E − E1 −
√
p22 +m
2
= E − E1 −
√
(p− p1)2 +m2 . (A3)
Using the identity∫
dE1d
3p1δ(E
2
1 − p21 −m2) =
∫
d3p1
2E1
(A4)
and f c1 = (2pi)
3ncδ
(3)(p1) we then rewrite Eq. (A2) to
Rgainc = pinc
∫
d3p3
(2pi)32E3
d3p4
(2pi)32E4
fg3 f
g
4
∫
dE1d
3p1
× 1
2(E − E1) |M34→12|
2δ(E21 − p21 −m2)δ[F (p1)]
× δ(3)(p1)(1 + fg2 ) . (A5)
As the next we integrate over d3p1 and then dE1 using
the delta function δ(3)(p1) and δ[F (p1)]
Rgainc = pinc
∫
d3p3
(2pi)32E3
d3p4
(2pi)32E4
fg3 f
g
4
∫
dE1
1
2(E − E1)
× |M34→12|2δ(E21 −m2)δ(E − E1 −
√
p2 +m2)
× (1 + fg2 )
= pinc
∫
d3p3
(2pi)32E3
d3p4
(2pi)32E4
fg3 f
g
4
1
2
√
p2 +m2
× |M34→12|2δ[(E −
√
p2 +m2)2 −m2]
× (1 + fg2 ) , (A6)
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where fg2 = f
g(
√
p2 +m2,p; t). We denote that θ is the
angle between p3 and p4. Then we have
p = |p3 + p4| =
√
p23 + p
2
4 + 2p3p4 cos θ . (A7)
We assume that the distribution function f is isotropic
in momentum space. Therefore, fg3 = f
g(p3, t), f
g
4 =
fg(p4, t), f
g
2 = f
g(p, t), and we can integrate Eq. (A6)
over the solid angles of p3 and p4
Rgainc =
nc
64pi3
∫
dp3dp4
p23p
2
4
E3E4
fg3 f
g
4
∫
d cos θ
1√
p2 +m2
× |M34→12|2δ[(E −
√
p2 +m2)2 −m2]
× (1 + fg2 ) . (A8)
The integral over cos θ can be carried out using the delta
funtion and gives
Rgainc =
nc
64pi3
∫
dp3dp4
p3p4
E3E4
fg3 f
g
4 (1 + f
g
2 )
1
2m
× [|M|2]
E−
√
p2+m2=m
=
nc
64pi3
∫
dE3dE4f
g
3 f
g
4 (1 + f
g
2 )
1
2m
× [|M|2]
E−
√
p2+m2=m
. (A9)
Since s = E2 − p2, the constraint E −
√
p2 +m2 = m is
equivalent to s = 2mE. This leads to
Rgainc =
nc
64pi3
∫
dE3dE4f
g
3 f
g
4 (1 + f
g
2 )E
[ |M|2
s
]
s=2mE
,
(A10)
where fg2 = f
g(p, t) = fg(
√
E2 − 2mE, t).
The integrals in Rlossc proceed similar as those shown
above. We obtain Rlossc by replacing f
g
4 f
g
3 (1+ f
g
2 ) in Eq.
(A10) with fg2 (1 + f
g
3 )(1 + f
g
4 ). We have finally
∂nc
∂t
=
nc
64pi3
∫
dE3dE4[f
g
3 f
g
4 (1 + f
g
2 )
−(1 + fg3 )(1 + fg4 )fg2 ]E
[ |M|2
s
]
s=2mE
=
nc
64pi3
∫
dE3dE4[f
g
3 f
g
4 − fg2 (1 + fg3 + fg4 )]
×E
[ |M|2
s
]
s=2mE
, (A11)
which is Eq. (21). We see that both Rgainc and R
loss
c
contain a same contribution, which is proportional to
fg4 f
g
3 f
g
2 . The two contributions cancel out.
Appendix B: The effective cross section for
g + g → g + c
According to the definition (5) the effective cross sec-
tion of a g + g → g + c process is
σeffc =
1
2s
∫
dΓ1dΓ2|M34→12|2f c1 (1 + fg2 )
×(2pi)4δ(4)(p3 + p4 − p1 − p2) . (B1)
Compared with Eqs. (A1) and (A6), we realize that
Rgainc =
∫
dΓ3dΓ4f
g
3 f
g
4 sσ
eff
c . (B2)
We thus obtain σeffc , as expressed in Eq. (23).
With the approximation
δ(3)(p1) ≈ θ(ε− p1)
4pip21ε
(B3)
Eq. (B1) is changed to
σeffc =
1
2
[ |M34→12|2
s
]
s=0
[1 + fg(p)]
∫
dΓ1dΓ2
×(2pi)3nc θ(ε− p1)
4pip21ε
(2pi)4δ(4)(p3 + p4 − p1 − p2) .
(B4)
The integral over d3p2 with help of the delta-function
δ(3)(p3 + p4 − p1 − p2) gives
σeffc = pi
[ |M34→12|2
s
]
s=0
[1 + fg(p)]
∫
d3p1
2E1
× 1
2(E − E1)nc
θ(ε− p1)
4pip21ε
δ[F (p1)] . (B5)
F (p1) is same as Eq. (A3),
F (p1) = E − p1 −
√
p2 + p21 − 2pp1 cos θ1 , (B6)
where θ1 is the angle between p and p1. The solution
of F (p1) = 0 is p1 = s/2/(E − p cos θ1). Because of
−1 ≤ cos θ1 ≤ 1, we obtain the limitations for p1, (E −
p)/2 ≤ p1 ≤ (E + p)/2. Without loss of generality p lies
in the Z direction. We carry out the integral over the
solid angle of p1 and obtain
σeffc = pinc
[ |M34→12|2
s
]
s=0
[1 + fg(p)]
∫ (E+p)/2
(E−p)/2
dp1
× 1
4p1(E − p1)
θ(ε− p1)
2ε
∫ 1
−1
d cos θ1δ[F (p1, cos θ1)]
= pinc
[ |M34→12|2
s
]
s=0
[1 + fg(p)]
∫ (E+p)/2
(E−p)/2
dp1
× 1
4p1(E − p1)
θ(ε− p1)
2ε
E − p1
pp1
= pinc
[ |M34→12|2
s
]
s=0
[1 + fg(p)]
∫ (E+p)/2
(E−p)/2
dp1
× 1
4pp21
θ(ε− p1)
2ε
. (B7)
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Due to the step function σeffc is nonzero, only if the lower
limit (E − p)/2 is smaller than ε. The upper limit is
changed to the minimum of (E + p)/2 and ε, denoted by
∆. Integral over p1 gives
σeffc = pinc
[ |M34→12|2
s
]
s=0
1
2p
[1 + fg(p)]
× 1
4ε
(
2
E − p −
1
∆
)
θ
(
ε− E − p
2
)
, (B8)
which is Eq. (25). From the derivation of ∂nc/∂t [see
Eq. (A11)] we realize that the term being proportional to
fg2 f
g
3 f
g
4 in both R
gain
c and R
loss
c term cancel out. There-
fore, in numerical calculations we replace [1 + fg(p)] in
Eq. (B8) by 1,
σeffc = pinc
[ |M34→12|2
s
]
s=0
1
2p
1
4ε
(
2
E − p −
1
∆
)
×θ
(
ε− E − p
2
)
, (B9)
since σeffc relates to R
gain
c according to Eq. (B2). Ac-
cordingly, the Bose factor (1 + fg3 )(1 + f
g
4 ) in the back
reaction c+ g → g + g is replaced by 1 + fg3 + fg4 .
Appendix C: Dependence of the condensation rate
on the energy cutoff ε
We present the dependence of the condensation rate on
the energy cutoff ε used in Eq. (B9) for numerical eval-
uations. For this purpose we consider a boson system
with the presence of a BEC at equilibrium. We would
perform cascade calculations using BAMPS to extract
the condensation rate and compare it to the first term
of Eq. (A11). However, putting Bose-Einstein distribu-
tions into the first term of Eq. (A11) gives an infinite
rate, which is impossible to compare. Since we are fo-
cusing on the dependence of the condensation rate on ε,
we sample the momentum of bosons with the Boltzmann
distribution. We then run BAMPS with σeffc [Eq. (B9)]
for g+ g → g+ c collisions for just one timestep. We can
still evaluate the collision rate numerically, because the
test particle number Ntest is set to be sufficient large.
For simplicity we assume elastic collisions with
isotropic collision angles, which means that |M|2 =
32pisσ22. For constant σ22 the condensation rate can be
obtained analytically,
R˜gainc =
nc
64pi3
[ |M|2
s
]
s=0
∫
dE3dE4f
g
3 f
g
4E
= nc
σ22
2pi2
∫
dE3dE4e
−
E3
T e−
E4
T (E3 + E4)
= nc
σ22T
3
pi2
. (C1)
In the calculations we set σ22 = 16 fm
2 and T = 0.4 GeV,
which leads to R˜gainc /nc = 13.5 fm
−1. Table I shows the
calculated rates and the comparisons with the exact one
(13.5 fm−1) in dependence of ε. “err” means the rela-
tive difference between the numerical and analytical rate.
The numerical error becomes significant for increasing ε.
For the study presented in the main text we have used
ε = 2.5 MeV, which has a negligible effect on the con-
densation rate.
ε (MeV) 0.1 1 10 100
R˜gainc /nc[fm
−1], numerical 13.53 13.75 13.7 11.5
err 0.2% 1.8% 1.5% 14.8%
TABLE I: Dependence of the condensation rate on the energy
cutoff.
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