An explicit construction of invariant maximal semidefinite subspaces for a dissipative matrix in an indefinite scalar product is given. Necessary and sufficient conditions for uniqueness of such a subspace are given. These subspaces play an important role in the explicit construction of pseudo-canonical factorizations for certain rational matrix valued functions.
INTRODUCTION
In this paper matrices which are dissipative in an indefinite inner product space are studied. Let H = H* be an invertible n x n matrix; then an n x n matrix A is called H-dissipative if
&HA -A*H) 2 0,
or equivalently, for any vector z E P, Im(HAz,z) 2 0.
For a H-dissipative matrix A it is known that there exists an A-invariant maximal H-nonnegative subspace, as well as an A-invariant maximal H- nonpositive subspace. This actually is a consequence of a theorem concerning dissipative operators in a Pontryagin space; see, e.g., [7, 11. However, the proof of this result which is available in the literature proves the existence of such a subspace by an approximation argument. One of the aims of this paper is to give an explicit construction of an A-invariant maximal H-nonnegative subspace in terms of Jordan chains of A. The analysis of dissipative matrices in an indefinite inner product space given here also allows one to characterize those dissipative matrices which have a unique A-invariant maximal H-nonnegative (and a unique A-invariant maximal H-nonpositive) subspace. Dissipative matrices in an indefinite inner product space naturally appear in the study of certain classes of rational matrix functions. Let W(X) be a rational m x m matrix function with minimal realization W(X) = I, + C(XI, -A)-lB. A similar result will be derived in Section 5 for rational matrix functions W(X) with positive semidefinite real part for real values of X. Functions of the latter type were already studied in [lo] . However, only for the case
Assume C(XI -
A
W(X) = D + C(XI, -A)-lB,
with D $ D* > 0 and C(XI, -A)-lB k s ew Hermitian for real X, was this study performed explicitly in terms of realizations.
For the classes of functions introduced in the previous paragraph, pseudocanonical factorizations were derived in [6] and [lo] , respectively. A factorization W(X) = w-(X)W+(X), where W, IV_., and IV+ are rational matrix functions, is called a right pseudo canonical factorization if Interchanging the order of the factors W_ and IV+, one arrives at the definition of "left pseudo-canonical"
and "left canonical" factorization, respectively.
For functions of the types described above, it turns out that in the construction of pseudocanonical factorizations invariant maximal nonnegative and invariant maximal nonpositive subspaces play a role. In particular, for 
w-(x) = I, + C(XI, -A)-l(I -T)B, w+(x) = I, + Cr(XI, -A)-%
are the factors in a pseudocanonical factorization; see [6] . Clearly, this is an explicit construction, provided M and Mx can be constructed explicitly. This motivates our interest in an explicit construction of such subspaces.
The paper consists of five sections, apart from this introduction. Section 1 contains some prelimihary material.
In Section 2 a procedure is described for the reduction of a pair of matrices (A, H), where H = H* is invertible and A is H-dissipative, to a %imple" form. The simple form is used in Section 3 to give an explicit construction of an A-invariant maximal H-nonnegative subspace and an A-invariant maximal H-nonpositive subspace. The reduction to simple form and the construction described here are reminiscent of a construction in [12] . Uniqueness of the subspaces is discussed in Section 4. The results of Sections 2, 3, and 4 should be compared with their analogues for the case of matrices which are self-adjoint in an indefinite inner product space; see [5] . We shall pay attention to this special case at several points in the paper. Finally, in Section 5 an application to pseudocanonical factorization of rational matrix functions with positive semidefinite real part is given.
PRELIMINARIES
Let H be an invertible Hermitian n x n matrix with entries in C. Then the mapping z, Y ++ (Hz, Y), Z,Y E @", defines an indefinite scalar product on Cnxn. We shall refer to this scalar product as the H-inner product. An n x n matrix A is called dissipative in the H-inner product, or H-dissipative, if As a small example we treat the case n = 1, A = a E C, H = h E R\(O). In this case A is H-dissipative if and only if a E R or sgn Im a = sign h. The matrix A is H-self-adjoint if and only if Ima = 0, and it is strictly H-dissipative if and only if a $ Jl8 and sgn Im a = sgn h.
In general, if A is dissipative in the H-inner product and S is an n x n invertible matrix, then S-l AS is dissipative in the S*HS-inner product.
In particular, if {xi,. . . ,x,} is a Jordan basis of A, we can take S such that the kth column of S is equal to xk, for k = 1, . . , n. In Section 2 we will study the structure of the blocks Hk,l. In Section 2.1 we will confine ourselves to the case that A is a single Jordan block with real eigenvalue, in Section 2.2 the case of one real eigenvalue is considered, and in Section 2.3 we treat the general case.
For For a given H-dissipative matrix A we give an explicit construction of an A-invariant maximal H-nonnegative subspace in Section 3. In Section 4 necessary and sufficient conditions for the uniqueness of these subspaces are given.
DISSIPATIVE JORDAN MATRICES
From the H-dissipativity of a given matrix A with a certain Jordan normal form, information about the zero structure of the matrix H can be gained. This leads to a simple form for the pair (A, H). 
One Jordan Block with Real Eigenvalue
We consider the case that A is just a single n x n Jordan block with real eigenvalue. Note that by definition A is H-dissipative if and only if A -XI is H-dissipative for X E R. So without loss of generality we may assume that the eigenvalue of A is 0. We have
for k=Z,...,n.
The next result will give necessary and sufficient conditions for H to ensure that A is H-dissipative. 
Proof
The statements follow from Theorem 2.4 and the relations 1 (Dxj,l,qm) = -i(Hxj,l,q,-l) forj,l=l,..., N,m=2 ,..., nl,and
. , mj, m = 2, . . . , nl, and the self-adjointness of -_(Hxk,j,2+-1)) (2.14)
for j = 2 ,..., mk,m = 2 ,..., TQ, it follows that the first mk CdUmnS of HL.k are zero columns. If xl E @\& this completes the prOOf Of (2.9).
If
Xl E Iw, we can interchange the roles of k and 1 and analogously prove that the first ml columns of Hk,l are zero columns. . . , zk,rnk) 1 sPan{W,. . . , a,ni).
(2.16)
INVARIANT SEMIDEFINITE SUBSPACES
In this section we will give an explicit construction for A-invariant maximal H-nonnegative subspaces, in the case that A is H-dissipative. As before, we may assume A is in Jordan normal form. Once we can solve the problem for Jordan matrices, we can solve it in general, with the help of the following lemma. Let n = cfT12 nk. Denote the standard basis ei, ez, . . , e, by x1,1,. Here we cannot immediately conclude that span{xk,,, , x~,~~} is H-nonnegative. To avoid this situation we apply a transformation, as in the following lemma. We assume that x1 < '.. 5 XN. Moreover we assume, in case XI, = &+I, that nk 5 n,$+l. Denote X0 = -03, XN+~ = co. We will call a set {k, k + 1,. . . ,I} c (1,. . . , N} maximal if where MT = span{xk,l, . , xk,rn,,} @ . . CE? span{rcl,r, . . , qml}.
Proof.
Since the matrix H is invertible, the columns HzI,~, Hx~,J, . > HxN,~ are independent.
The only possibly nonzero entries in the column Hxk.1 are the entries (Hxk,i, ~1,~~)). . . , (Hxk,i, xN,nlV) . we conclude that the matrix is invertible.
Note that due to Theorem 2.7, Divide the set (1, . . , N} m maximal sets. According to this division the matrix G is a lower triangular block matrix. Since G is invertible, the diagonal blocks are invertible.
Let {k, k + 1, . . , I} c (1,. . . , N} be an arbitrary maximal set, and let be the corresponding diagonal block of G. If nk = . . = nl is odd, it follows that and hence K is Hermitian.
If nk = . . = nl is even, then (Hxk,m,, > xk,mk+l The invariance of any subspace h/r as in (3.6) under S follows from the simple form of S. Repeating these steps for other maximal sets {k', Ic' + 1,. , . ,1'} c (1,. . . , N} completes the proof.
n As far as the complex eigenvalues are concerned, we have the following known lemma. We adapt the proof of Theorem 11.1 of [7] . Im(H'A'x, x) = Im(HAx, x) 2 0 for all x E @nN+l+nN+z.
Thus, for X E Iw,
Since X is not an eigenvalue of A', the matrix XI -A' is invertible. Thus,
Integration over the interval (-R, R) for some R E Iw, R > 0, yields
for all x E CnN+l+nN+z. Let l? be a contour separating the eigenvalues of A' in Cc+ from the eigenvalues of A' in C-. Then
is the Riesz projection with range Ran P = ibfN+1 and Ker P = hfN+2. For any R > 0 large enough we have
where CR denotes the semicircle in C+ with radius R. Letting R -+ cm, the second integral on the right hand side converges to 0. Thus, from (3.7) it follows that
for all x E @nN+l+nN+z. we conclude that (H/x,x) 2 0 for x E MN+i, and hence also (Hx,'x) > 0. Analogously, using a contour separating the eigenvalues of A' in @-from the eigenvalues of A' in Cf, we get (H'x, x) < 0 for x E MN+s. Hence (Hx,x) 2 0 for x E k!jv+z. The subspaces Ml,. . . , MN+I and their direct sum are S-l AS-invariant. The subspace Mk is (S*HS)k,k-nonnegative for k = 1,. . . , N+l.
In particular Mk is (S'HS) k,k-neutral if nk iS even, or if nk k odd and (S*HSxk,,*, xk,mk) < 0, for k E (1,. . , N}. For k, 1 E (1,. . . ,N+l}, k # 1, the mk xml upper left block of the block (S*HS) k,l is a zero block, according to Theorem 2.7 and (3.5). Th is implies the mutual S*HS-orthogonality of the subspaces Ml,. . , MN+I . With (3.1) it follows that M = Ml @. .@Mp~+l is S*HS-nonnegative.
Using Lemma 3.1, we conclude that the subspace SM is A-invariant and H-nonnegative. Analogously, the subspace SM- The next section will point out that in general there are lots of Ainvariant maximal H-nonnegative subspaces.
UNIQUENESS
In this section necessary and sufficient conditions for the existence of a unique A-invariant maximal H-nonnegative subspace are given, in case A is H-dissipative.
One Real Eigenvalue
First, we restrict ourselves to the case that A has one eigenvalue X, with X E ll%. Without loss of generality we may assume that A is in Jordan
and .that X = 0. Let nk be the size of the Jordan block Jk, for k = l,... , N, and let n = cf="=, nk. It will appear that the existence of a unique A-invariant maximal Hnonnegative subspace depends on whether zero is in the numerical range of G& or in the numerical range of Gg. Recall that the matrix S has a block structure corresponding to the block structure of A, and the blocks have upper triangular Toeplitz structure; see e.g., [5] . Let Ic, j E (1, . . , IV}. Then (a) if nj < nk then (STC~,~,_, xj,i) = 0 for i = mk -(nk -n.j) + I,. . , nj, and (S~k,~~+i,xj,i) = 0 for i = ml, -(nk -nj) + 2,. . ,nj; (b) if nj 2 721, then (SXk,,, , x.j,i) = 0 for i = ml, + 1, . . . , nj, and (Sxk,mk+i,xj,i) = 0 for i = mk + 2,. . nj.
Note that (a) if nj < nk and nk is even, then mk -(nk -nj) < mj; (b) if nj 2 nk and nl, is even, then mk < mj; (c) if nj < nk and 721, is odd, then mk -(721, -nj) < mj; (d) if nj 2 nl, and nk is odd, then mk 5 mj; Let S, be the block diagonal K x K matrix with the blocks S,<_ on the diagonal, where re is a maximal set {k, k + 1,
. ,l} with nk = . . = nl even. Let S, be the block diagonal (N -K) x (N -K) matrix with the blocks S,, on the diagonal, where 7O is a maximal set {k, k + 1,. . . , I} with nk z . . . = RI odd. The matrices S, and SO solve (4.3).
To prove the invertibility, rearrange the Jordan basis so that n1 5
. . < nN. The matrix S is invertible; hence the vectors {Szr,l, . . , x~,l} are independent. The only possibly nonzero entries in the vector Sxk,r are the entries (Sxk,r , x1,1), . . . , (Sxk,r, xN,r) . Thus the matrix is invertible.
Divide (1, . , N} into maximal sets. According to this division 5" is block lower triangular. Therefore the blocks on the diagonal are invertible.
These diagonal blocks are precisely the diagonal blocks that appear in the matrices S, and S,. Hence S, and S, are invertible. W Note that G& is Hermitian and that (4.1) implies that G& is diagonal and invertible. The numerical range of G& contains zero if and only if there are diagonal entries of Gg with opposite sign. Analogously, (4.2) implies that Gg is upper triangular and invertible.
Due to Lemma 4.1, zero is in the numerical range of G& if and only if zero is in the numerical range of G&,,, and zero is in the numerical range of G& if and only if zero is in the numerical range of GS*HS, for any invertible S for which S-'AS = A holds.
For the uniqueness statements we will distinguish between the three cases nr , . . . , nN even, nr, . . , ?zN odd, and blocks of both even and odd size.
THEOREM 4.2. If all blocks have odd size, then there is a unique Ainvariant maximal H-nonnegative subspace if and only if
sgnWqml > Xl,ml) = . . = Sgn(HxN,m,, xN,m,,r).
Observe that this corresponds to the sign condition for H-self-adjoint matrices; see [ll] .
Proof.
Assume nr, , nN are odd numbers.
We may assume that n1 I .. . . , xN,m,., ).
In particular DM' = {0}, d ue to Theorem 2.4, and AM' c M.
Next we consider the case that nr, . . . , nN are even numbers. we assume that the blocks are ordered so that nr 5 . . 5 nN. For the uniqueness of M we need to consider the matrix (H+Tx, > a,ml+l) . . .
G=G",= ) . . WXN,~~, XN,~+,+~)
Recall that, due to the special form of H and (4.2), the matrix G is upper triangular and invertible. Note that Im (Hx~,~~, ~l,~~+l), Im (HQ,~~, ~z,~~+r) > 0, due to dissipativity; see (2.5).
Assume that A has K Jordan blocks of even size and N -K Jordan blocks of odd size, for some 0 < K < N. Assume that (4.1) and (4.2) hold. Rearrange the blocks so that nr < ... < nK are even numbers and nK+r 5 . . 5 nN are odd numbers. Again, consider the invertible upper triangular matrix Zl,rnl> Zl,m1+1 ) . . . (H~K,~~ ,~l is equal to an invertible diagonal block of the matrix G. Thus, G' is invertible. Hence (~1 = . .. = C%K = 0 and y = 0. Thus HI is invertible. Analogously one proves that H2 is invertible. In fact the proof is easier, since the matrix corresponding to G' is diagonal and invertible due to (4.1). DM" = (0) and AM" c M.
Nonreal Eigenvalues
Consider the matrix A = diag[Ji,. . , JN], where Jk is an n1, x nk Jordan block with eigenvalue XI, E @\rW for Ic E { 1, . . . , N}. Assume Xl,... ,XK E C+ and XK+~, . ,XN E @-for some K E (1,. . ,N}. . , K}. It follows that {Hz, y) = 0 for all z E A4;, where Mi = span{~l,l,...,~l,,,-l}~~~~CBspan{~~c,,l ,..., xK,rnK1_l) G3zK1+1 @...63ZK.
Choose Ki-1 independent vectors yl,.
. , y~~-i E span {~i,~~, . ., ZK~,~~, } 
The General Case
In this section we consider the following general situation. Let Xi, . .,
. ,JzN, JSN+I] be an n x n Jordan matrix with 
C
Ak (Hk,zV+lY, xl) if l=l, ~k (ffk, av+iY, Zlj + (Hk, m+1y, if l > 1. (H k,2N+ly,xl) = 0 for 1 = 1,. . . , L. We can do this for any Jordan chain in Pk. Hence Hk,sN+ry = 0. Considering y as a vector in &N+r, it follows that Hy = 0 and y = 0, since H is invertible. Thus Ker Hzjv+r = {0}, and Hz~+r is invertible. n COROLLARY 4.11. For 1 E {l,... , W, the matrices KS1,21-l, f&1,21 are invertible, M21-1 is maximal H2~-1,2~-1 -nonnegative, and iI421 is maximal Hzl,zl -nonnegative.
Since p # &, it follows that

Proof.
Follows from Lemma 4.6 and Lemma 4.10. Dl, lM' = (0) and ( Due to the property (Al -X11)x E Ml @ Mz for x E M', and (2.15) and (2.16), it follows that the left hand side is zero. Since Ak -XrI is invertible, we conclude that (Hk,rx, y) = 0 for all u E Pk. The number k was arbitrary. Thus HM' l_ zk for all k E (2,. . . , N, 2N + 1). Hence On the other hand
Hence dim ML = dim M2k_i @Mzk for k = 1,. . . , N, and dim M&+1 = dim Mz~+i. Thus ML is &invariant maximal Hk -nonnegative. If M&+1 # Mz~+l, then we are done. If ML # Mzk_1 @ M2k for some k E (1,. , N}, then Th eorem 4.7 states that Mzk_i is not the unique Jzk_r-invariant maximal Hzk_i,zk-i-nonnegative subspace, or M2k is not the unique Jzk-invariant maximal Hzk,zk-nonnegative subspace. This completes the proof. I
APPLICATION TO FACTORIZATION OF RATIONAL MATRIX FUNCTIONS
In this section rational matrix functions which have a positive semidefinite real part will be studied. Our first result characterizes such functions in terms of the matrices appearing in their minimal realizations. Secondly, it will be shown that such functions allow pseudocanonical factorization, and formulas for the factors in such a factorization will be given. In [lo] the existence of such factorization was already established for rational matrix functions with positive definite real part. However, explicit formulas for the factors were lacking there. Proof. According to Theorem 11.4.6 in [5] Equation (5.1) has a Hermitian solution X if and only if the rational matrix function
Z(X) = G -B*[XI -(A -BG-lC)*]-l x C'G-%[XI -(A -BG-lC)]-lB
is positive semidefinite for all real X which are not poles of Z(X). Observe that
[G + C(XI -A)-lB1-l = G-l -G-lC[XI -(A -BG-lC)]-lBG-'
almost everywhere. Hence
G-'C[X1-(A -BG-%)I-'B = I -[G + C(XI -A)-lB]-lG = I -[I + G-%(X1 -A)-lB1-l = G-%(X1 -A)-lB x [I + G-%(X1 -A)-lB]-l.
For the moment, let K(X) = I + G-lC(XI -A)-lB. We rewrite Z(X) as follows:
Z(X) = G -[K(X)*]-lB*(XI -A*)-%*G-%(X1-A)-lBK(X)-l.
So we have
K(X)*Z(X)K(X) = G + B*(XI -A*)-%* + C(XI -A)-lB + B*(XI -A*)-%*G-%(X1 -A)-lB -B*(XI -A*)-%*G-%(X1 -A)-lB = W(X) + W(x)*
for all X which are not poles both of Z(X) and of W(X) + W(x)*. For the real X's in this set it follows that Z(X) is nonnegative if and only if W(X) + W(X)* is nonnegative. A continuity argument yields Z(X) 2 0 for all X E IW\{poles of Z(X)}_if and only if W(X) + W(x)* > 0 for all X E Iw\{ poles of W(X) + W(X)*}.
Th is implies the theorem, using [5, Theorem II 4.61. n For the case when A is stable this result is known as the positive real lemma (see, e.g., [2] ). Al so we remark that the implication (ii)+(i) is true without any assumption on controllability of the realization, provided there exists an invertible Hermitian solution X of (5.1), and G = D + D* > 0.
Indeed, it is a matter of straightforward checking to see that in that case, for X E rW\{ poles of W(X)},
W(X) + W(X)* = V(X)GV(X)*, where
V(X) = I + C(XI -A)-l(B -ix-%*)G-'.
Next we show that under an additional minimality assumption every solution X of (5.1) is invertible. Proof. Let X be a Hermitian solution of (5.1). Assume Xy = 0. Then by (5.1) (C*G-'Cy, y) = 0.
As G > 0, we obtain Cy = 0. Again using (5.1), it follows that XAy = 0. Thus Ker X is A-invariant and contained in Ker C. Since the pair (C, A)
is assumed to be observable, we get Ker X = (0).
n An important consequence of (5.1) is the following observation. 
Then W(X) = W_(X)W+(X) is a right pseudocanonical factorization of W(X).
Proof. The maximality of the subspaces M and MX, together with Lemma 1.1, yields dimM+dimMX = n.
Assume x E Mn MX. Then x is X-neutral. Due to Schwarz's inequality, applied to M and MX separately, 
W-(X) = D + C(XI -A)-l(I7r)B, W+(X) = I + D-%r(XI -A)-lB
