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This document relates and synthesizes my research and research management experience since
I joined the EDELWEISS team led by Olivier Corby in 2011 for a postdoctoral position at Inria
Sophia Antipolis (2 years funded by the Inria CORDIS postdoctoral program, followed by 1
year funded by the Labex UCN@SOPHIA and 1 year funded by the SMILK LabCom project).
In 2011, the Inria EDELWEISS team and the I3S KEWI team merged to become WIMMICS
(Web Instrumented Man-Machine Interactions, Communities and Semantics)1, a joint team
between Inria, University of Nice Sophia Antipolis and CNRS, led by Fabien Gandon. In
October 2015, I got an Assistant Professor Position (Maitre de Conference) at the University
of Nice Sophia Antipolis, now part of the Université Côte d’Azur. WIMMICS is a sub-group of
the SPARKS2 team (Scalable and Pervasive softwARe and Knowledge Systems) in I3S which
has been structured into three themes in 2015. My research activity mainly contributes to the
FORUM theme (FORmalising and Reasoning with Users and Models). Throughout this 9-year
period, I was involved in several research projects and my role has progressively evolved from
junior researcher to scientific leader. I initiated several research projects on my own, and I
supervised several PhD thesis. In the meantime, I was also involved in the scientific animation
of my research community.
My research area is Natural Language Processing, and the majority of my works are in
the sub-areas of Argument(ation) Mining and Information Extraction. Long-term goal of my
research (and of works in such research area) is to make computers/machines as intelligent
as human beings in understanding and generating language, being thus able: to speak, to
make deduction, to ground on common knowledge, to answer, to debate, to support humans in
decision making, to explain, to persuade. Natural language understanding can come in many
forms. In my research career so far I put efforts in investigating some of these forms, strongly
connected to the actions I would like intelligent artificial systems to be able to perform.
In this direction, my first research topic was the study of semantic inferences in natural lan-
guage texts, that I investigated in the context of my PhD in Information and Communication
Technologies (International Doctoral School in Trento, Italy), supervised by Bernardo Magnini
at the Fondazione Bruno Kessler, Human Language Technology research group (Trento, Italy).
During my PhD, I focused on better understanding the semantic inference needs across NLP
applications, and in particular on the Textual Entailment (TE) framework. Textual Entail-
ment has been proposed as a generic framework to model language variability and capture
major semantic inference needs across applications in Natural Language Processing. In the
TE recognition (RTE) task systems are asked to automatically judge whether the meaning
of a portion of text (T), entails the meaning of another text (Hypothesis, H). TE comes at
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Although several approaches have been experimented, TE systems performances are still far
from being optimal. My work started from the belief that crucial progress may derive from a
focus on decomposing the complexity of the TE task into basic phenomena and on their com-
bination. More specifically, I analyzed how the common intuition of decomposing TE allows a
better comprehension of the problem from both a linguistic and a computational viewpoint. I
proposed a framework for component-based TE, where each component is in itself a complete
TE system, able to address a TE task on a specific phenomenon in isolation. I investigated the
following dimensions: i) the definition and implementation of a component-based TE architec-
ture; ii) the linguistic analysis of the phenomena; iii) the automatic acquisition of knowledge
to support entailment judgments; iv) the development of evaluation methodologies to assess
TE systems capabilities. During my PhD, I have also spent 6 months at the Xerox Research
Center Europe in Grenoble (now NAVER Labs Europe), in the Parsing and Semantics research
lab, where I continued my research on my PhD topic.
Following the long-term goal mentioned above and after defending my PhD, my research
topics gradually evolved from the study of semantic inferences between textual snippets to the
investigation of methods to extract structured information from unstructured natural language
text, to populate knowledge bases in different application scenarios, with the goal of making
intelligent system ground on common knowledge. To enhance users interactions with such
structured data, I then addressed the challenge of mapping natural language expressions (e.g.,
user queries) with concepts and relations in structured knowledge bases, implementing a ques-
tion answering system. The following step was to focus on mining and analyzing argumentative
structures (from heterogeneous sources, but mainly from the Web), as well as connecting them
with datasets on the Web of Data for their interlinking and semantic enrichment. I am one of
the very first initiators of the research topic, very popular nowadays, called Argument Mining.
The rationale behind my research work (as one of the core topics of the WIMMICS team) is to
support structured argument exchange, informed decision making and improved fact-checking,
also considering the role of emotions and persuasion. For this reason, argumentative structures
and relevant factual information should be mined, understood and interlinked, and the Web
represents both an invaluable information source, and the ideal place to publish the mined
results, producing new types of links in the global vision of weaving a richer and denser Web.
To preserve an open, safe and accessible Web, another aspect of increasing importance in
this scenario is the development of robust systems to detect abuse in online user generated
content. In this context, we addressed the task of multilingual abusive language detection,
taking advantage of both the network analysis and the content of the short-text messages on
online platforms to detect cyberbullying phenomena.
This chapter is organized as follows: Sections 1.1, 1.2, 1.3 and 1.4 provide an overview of
the four main research areas my research contributions deal with. More specifically, in each
section, I provide: a survey of the research area and a description of the projects in which I am
or was involved, presented by application domains. The scientific contributions themselves are
detailed in the next chapters.
1.1 Information Extraction to generate structured knowl-
edge
Information extraction (IE) is the process of extracting specific (pre-specified) information
from textual sources. Gathering detailed structured data from texts (where there is a regular
and predictable organization of entities and relationships), information extraction enables the
automation of tasks such as smart content classification, integrated search, management and
delivery, and data-driven activities such as mining for patterns and trends, uncovering hidden
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relationships, and so on. Broadly speaking, the goal of IE is to allow computation to be done
on the previously unstructured data. Typically, for structured information to be extracted
from unstructured texts, the following main subtasks are involved: (i) pre-processing of the
text, (ii) finding and classifying concepts (e.g., mentions of people, things, locations, events
and other pre-specified types of concepts detected and classified), (iii) connecting the concepts
(i.e. identifying relationships between the extracted concepts), (iv) eliminating duplicate data,
and (v) enriching a knowledge base for further use.
Natural language remains the most natural means of interaction and externalization of
information for humans. Manually managing and effectively making use of the growing amount
of information available in unstructured form (e.g., news, articles, social media) is tedious,
boring and labor intensive. Information Extraction systems take natural language text as
input and produce structured information specified by certain criteria, that is relevant to a
particular application.
I have been conceived and applied Information Extraction methods in different application
scenarios, and in the context of several projects.
I was the French project leader of the ALOOF project “Autonomous learning of the mean-
ing of objects” (funded by CHIST-ERA3, 2015-2018), whose goal was to enable robots and
autonomous systems working with and for humans to exploit the vast amount of knowledge on
the Web in order to learn about previously unseen objects involved in human activities, and
to use this knowledge when acting in the real world. In particular, the goal of our research
was to mine relevant knowledge from the Web on domestic settings (including objects’ names;
class properties; appearance and shape; storage locations; and typical usages/functions). We
presented a framework for extracting such knowledge in the form of (binary) relations. It re-
lied on a ranking measure that, given an object, ranks all entities that potentially stand in
the relation in question to the given object. More precisely, we relied on a representational
approach that exploits distributional spaces to embed entities into low-dimensional spaces in
which the ranking measure can be evaluated. In the context of this project I supervised the
work of Valerio Basile and Roque Lopez Condori, research engineers.
I was also involved in the WASABI project, funded by ANR4, 2016-2019, whose goal is
the creation of a 2 million song knowledge base that combines metadata collected from music
databases on the Web, metadata resulting from the analysis of song lyrics, and metadata
resulting from the audio analysis, and the development of semantic applications with high added
value to exploit this semantic database. In the context of such project, I was co-supervising the
Ph.D. thesis of Michael Fell on Natural Language Processing of song lyrics. Given that lyrics
encode an important part of the semantics of a song, our research activity in this context focused
on extracting relevant information from the lyrics, such as their structure segmentation, their
topics, the explicitness of the lyrics content, the salient passages of a song and the emotions
conveyed. Together with researchers at IRCAM (Paris), partners of the WASABI project, we
have investigated the coupling of text and audio to improve system performances for Music
Information Retrieval.
The purpose of the LabCom SMILK “Social Media Intelligence and Linked Knowledge”
(common laboratory between WIMMICS and the company ViseoGroup in Grenoble5, 2014-
2017) was to develop research and technologies in order to retrieve, analyze, and reason on
textual data coming from Web sources, and to make use of Linked Open Data, social networks
structures and interaction in order to improve the analysis and understanding of textual re-
sources. In the context of this project I supervised the work of Farhad Nooralahzadeh, research
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the mentions of named entities in the text to the corresponding known entities in knowledge
bases. In the context of the same project, we experimented brand-related information retrieval
in the field of cosmetics. We created the ProVoc ontology to describe products and brands, we
automatically populated a knowledge base mainly based on ProVoc from heterogeneous textual
resources, and we developed a browser plugin providing additional knowledge to users browsing
the web relying on such ontology.
In the Topic Detection and Tracking (TDT) community, the task of analyzing textual docu-
ments for detecting events is called Event Detection (ED). ED is generally defined as a discovery
problem, i.e., mining a set of documents for new patterns recognition [487]. It mainly consists
in discovering new or tracking previously identified events. ED from texts were mainly focused
on finding and following events using conventional media sources such as a stream of broadcast
news stories. In the latest years, NLP researchers have shown growing interest in mining knowl-
edge from social media data, specially Twitter, to detect and extract structured representations
and summarize newsworthy events. In this context, I have supervised the PhD thesis of Amosse
Edouard on studying methods for detecting, classifying and tracking events on Twitter.
1.2 Natural language interaction with the Web of Data
While more and more structured data is published on the web, the question of how typical
web users can access this body of knowledge keeps on being of crucial importance. Over the
past years, there has been a growing amount of research on interaction paradigms that allow
end users to profit from the expressive power of Semantic Web standards while at the same
time hiding their complexity behind an intuitive and easy-to-use interface. Especially natural
language interfaces have received wide attention, as they allow users to express arbitrarily com-
plex information needs in an intuitive fashion and, at least in principle, in their own language.
Multilingualism is, in fact, an issue of major interest for the Semantic Web community, as both
the number of actors creating and publishing data all in languages other than English, as well
as the amount of users that access this data and speak native languages other than English is
growing substantially.
The key challenge is to translate the users’ information needs into a form such that they can
be evaluated using standard Semantic Web query processing and inferencing techniques. Over
the past years, a range of approaches have been developed to address this challenge, showing
significant advances towards answering natural language questions with respect to large, het-
erogeneous sets of structured data [449]. However, only few systems yet address the fact that
the structured data available nowadays is distributed among a large collection of interconnected
datasets, and that answers to questions can often only be provided if information from several
sources are combined. In addition, a lot of information is still available only in textual form,
both on the web and in the form of labels and abstracts in linked data sources. Therefore
approaches are needed that can not only deal with the specific character of structured data but
also with finding information in several sources, processing both structured and unstructured
information, and combining such gathered information into one answer [402, 451].
In this context, I have addressed the problem of enhancing interactions between non-expert
users and data available on the Web of data, focusing in particular on the automatic extrac-
tion of structured data from unstructured documents to populate RDF triple stores, and in a
Question Answering (QA) setting, on the mapping of natural language expressions (e.g., user
queries) with concepts and relations in a structured knowledge base. In particular, I have
designed and implemented the models and algorithms of a Question Answering system over
Linked Data (QAKiS) based on DBpedia as the RDF data set to be queried using a natural
language interface. To reconcile information obtained by language specific DBpedia chapters,
I have integrated an argumentation-based module into the system to reason over inconsistent
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information sets, so as to provide a unique and justified answer to the user.
1.3 Mining argumentative structures from texts
In the last years, the growing of the Web and the daily increasing number of textual data
published there with different purposes have highlighted the need to process such data in order
to identify, structure and summarize this huge amount of information. Online newspapers,
blogs, online debate platforms and social networks, but also normative and technical docu-
ments provide an heterogeneous flow of information where natural language arguments can be
identified, and analyzed. The availability of such data, together with the advances in Natural
Language Processing and Machine Learning, supported the rise of a new research area called
Argument(ation) Mining (AM). AM is a young and emerging research area within compu-
tational linguistics. At its heart, AM involves the automatic identification of argumentative
structures in free text, such as the conclusions, premises, and inference schemes of arguments
as well as their interrelations and counter-considerations [92].
Two main stages have to be considered in the typical argument mining pipeline, from the
unstructured natural language documents towards structured (possibly machine-readable) data:
Arguments’ extraction: The first stage of the pipeline is to detect arguments within the
input natural language texts. Referring to standard argument graphs, the retrieved arguments
will thus represent the nodes in the final argument graph returned by the system. This step
may be further split in two different stages such as the extraction of arguments and the further
detection of their boundaries.
Relations’ extraction: The second stage of the pipeline consists in constructing the argument
graph to be returned as output of the system. The goal is to predict what are the relations
holding between the arguments identified in the first stage. This is an extremely complex task,
as it involves high-level knowledge representation and reasoning issues. The relations between
the arguments may be of heterogeneous nature, like attack, support or entailment [24]. This
stage is also in charge of predicting, in structured argumentation, the internal relations of the
argument’s components, such as the connection between the premises and the claim [11, 77].
Being it an extremely challenging task, existing approaches assume simplifying hypotheses, like
the fact that evidence is always associated with a claim [1].
To date, researchers have investigated AM on genres such as legal documents [330, 18], product
reviews [456, 481], news articles [178, 5], online debates [89, 461], user-generated web discourse
[364, 204, 154], Wikipedia articles [274, 396], academic literature [265], bioscience literature
[202], persuasive essays [425], and dialogues [74, 6]. Recently, also argument quality assessment
came into focus [205, 162]. AM is also inherently tied to stance and sentiment analysis [25], since
every argument carries a stance towards its topic, often expressed with sentiment. Argument
mining gives rise to various practical applications of great importance. In particular, it provides
methods that can find and visualize the main pro and con arguments in a text corpus – or even in
an argument search on the web – towards a topic or query of interest [396, 423]. In instructional
contexts, written and diagrammed arguments represent educational data that can be mined for
conveying and assessing students’ command of course material [352].
In this context, together with Serena Villata (CNRS), I proposed a combined framework
of natural language processing and argumentation theory to support human users in their in-
teractions. The framework combines a natural language processing module which exploits the
Textual Entailment (TE) approach (previously investigated during my PhD thesis) and detects
the arguments in natural language debates and the relationships among them, and an argu-
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mentation module which represents the debates as graphs and detects the accepted arguments.
The argumentation module is grounded on bipolar argumentation. Moreover, I studied the re-
lation among the notion of support in bipolar argumentation, and the notion of TE in Natural
Language Processing (NLP). This research line about natural models of argumentation resulted
in the NoDE Benchmark6, a benchmark of natural arguments extracted from different kinds
of textual sources. It is composed of three datasets of natural language arguments, released in
two machine-readable formats, i.e., the standard XML format, and XML/RDF format adopt-
ing the SIOC-Argumentation vocabulary (extended). Arguments are connected by two kinds
of relations: a positive (i.e., support) relation, and a negative (i.e., attack) relation, leading
to the definition of bipolar argumentation graphs. I started also to investigate the mapping
between argumentation schemes in argumentation theory, and discourse in Natural Language
Processing, together with Serena Villata (CNRS) and Sara Tonelli (FBK Trento).
This research line continued by applying argument mining to political speeches. I also co-
supervise (official supervisors are Serena Villata and Leendert van der Torre), the PhD thesis
of Shohreh Haddadan (University of Luxembourg – 2017-2020) about “Argument Mining on
Political debates”. Given that political debates offer a rare opportunity for citizens to compare
the candidates’ positions on the most controversial topics of the campaign, we carried out
an empirical investigation of the typology of argument components in political debates by
annotating a set of political debates from the last 50 years of US presidential campaigns,
creating a new corpus of 29k argument components, labeled as premises and claims.
In the same line, I co-supervise also (official supervisors are Serena Villata and Celine Pou-
dat), the PhD thesis of Tobias Mayer on “Argument Mining on medical data” (in particular,
so far we focused on extracting argumentative structures and their relations from Randomized
Clinical Trials). Evidence-based decision making in the health-care domain targets at support-
ing clinicians in their deliberation process to establish the best course of action for the case
under evaluation. We proposed a complete argument mining pipeline for RCTs, classifying ar-
gument components as evidence and claims, and predicting the relation, i.e., attack or support,
holding between those argument components on a newly created dataset of RCTs. We exper-
iment with deep bidirectional transformers in combination with different neural architectures
and outperformed current state-of-the-art end-to-end argument mining systems. These set of
works are carried out in the context of the IADB project (Intégration et Analyse de Données
Biomédicales, 2017-2020) funded by IDEX UCA Jedi7. The goal of the project is to define the
methods to access, process and extract information from a huge quantity of biomedical data
from heterogeneous source and of different nature (e.g., texts, images).
Another scenario to which I have contributed with argument mining methods concerned the
extraction of argumentative text from social media short messages in the context of the Inria
CARNOT Project “Natural Language Argumentation on Twitter” (2014-2015) with the start-
up Vigiglobe, based in Sophia Antipolis. Understanding and interpreting the flow of messages
exchanged in real time on social platforms, like Twitter, raises several important issues. The
big amount of information exchanged on these platforms represents a significant value for who
is able to read and enrich this multitude of information. Users directly provide this information,
and it is interesting to analyze such data both from the quantitative and from the qualitative
point of view, especially for what concerns reputation and marketing issues (regarding brands,
institutions or public actors). Moreover, the automated treatment of this type of data and the
constraints it presents (e.g., limited number of characters, tweets with a particular writing style,
amount of data, real-time communication) offer a new and rich context for a challenging use
of existing tools for argument mining. In the context of this project, I supervised the activity
of Tom Bosc, a research engineer, now doing a PhD in Canada. Always in the context of this
6http://www-sop.inria.fr/NoDE/
7http://www.i3s.unice.fr/~riveill/IADB/
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project, I supervised the 3-month internship of Mihai Dusmanu (Ecole Normale Superieure,
Paris) about Argument Detection on Twitter.
Still on argument mining, I am currently involved in the DGA RAPID CONFIRMA project
“COntre argumeNtation contre les Fausses InfoRMAtions”. Counter-argumentation is a pro-
cess aiming to put forward counter-arguments in order to provide evidences against a certain
argument previously proposed. In the case of fake news, in order to convince a person that the
(fake) information is true, the author of the fake news uses different methods of persuasion via
arguments. Thus, goal of our research is to propose performing methods to identifying these
arguments and attacking them by proposing carefully constructed arguments from safe sources,
as a way to fight this phenomenon and its spread along the social network. In the context of
this project, I am co-supervising the postdoc of Jerome Delobelle.
My research activity dealing with emotions in argumentation started with the SEEMPAD
“Social Exchanges and Emotions in Mediated Polemics - Analysis and Data Associate”8 project
(Joint Research Team with Heron Lab, 2014-2016). The goal of this project was to study the
different dimensions of exchanges arising on online discussion platforms. More precisely, we
concentrated on the study and analysis of the impact of emotions and mental states on the
argumentation in online debates, with a particular attention to the application of argumentative
persuasion strategies.
Recently, the ANSWER Inria-Qwant research project9 was launched, whose goal is to de-
velop the new version of the Qwant search engine by introducing radical innovations in terms of
search criteria as well as indexed content and users’ privacy. In this context, I am co-supervising
the PhD thesis of Vorakit Vorakitphan (2018-2021) on extracting effective and scalable indica-
tors of sentiment, emotions, and argumentative relations in order to offer the users additional
means to filter the results selected by the search engine.
1.4 Cyberbullying and abusive language detection
The use of social media platforms such as Twitter, Facebook and Instagram has enormously
increased the number of online social interactions, connecting billions of users, favouring the
exchange of opinions and giving visibility to ideas that would otherwise be ignored by traditional
media. However, this has led also to an increase of attacks targeting specific groups of users
based on their religion, ethnicity or social status, and individuals often struggle to deal with
the consequences of such offenses.
This problem affects not only the victims of online abuse, but also stakeholders such as gov-
ernments and social media platforms. For example, Facebook, Twitter, YouTube and Microsoft
have recently signed a code of conduct10, proposed by the European Union, pledging to review
the majority of valid notifications for removal of illegal hate speech in less than 24 hours.
Within the Natural Language Processing (NLP) community, there have been several efforts
to deal with the problem of online abusive detection, since the computational analysis of lan-
guage can be used to quickly identify offenses and ease the removal of abusive messages. Several
workshops [471, 182] and evaluation campaigns [179, 70, 477, 38, 493] have been recently organ-
ised to discuss existing approaches to hate speech detection, propose shared tasks and foster the
development of benchmarks for system evaluation. These have led to the creation of a number
of datasets for hate speech detection in different languages, that have been shared within the
NLP research community. Recent advances in deep learning approaches to text classification
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results [116, 185, 190]. These systems are usually tailored to deal with social media texts by
applying pre-processing, using domain-specific embeddings, adding textual features, etc.
Related to this context, I am the French leader of the EIT CREEP (Cyberbulling Effect
Prevention, 2017-2019) project (funded by EIT Digital11). The purpose of CREEP is to provide
a set of tools to support the detection and prevention of psychological/behavioral problems of
cyberbullying teenage victims. The objective is achieved combining social media monitoring
and motivational technologies (virtual coaches integrating chatbots). From February 2018
to October 2019, I have supervised the activity of two research engineers, Pinar Arslan and
Michele Corazza, working on a multilingual platform to monitor cyberbullying based on message
classification and social network analysis.
Together with them and Sara Tonelli (FBK, Trento, partner of the CREEP project) we
proposed a deep learning architecture for abusive detection that is rather stable and well-
performing across different languages to evaluate the endowments of several components that
are usually employed in the task, namely the type of embeddings, the use of additional features
(text-based or emotion-based), the role of hashtag normalisation and that of emojis. We per-
formed our comparative evaluation on English, Italian and German, focusing on freely available
Twitter datasets for hate speech detection. Our goal is to identify a set of recommendations to
develop hate speech detection systems, possibly going beyond language-specific differences.
Moreover, we performed a comparative evaluation on freely available datasets for hate speech
detection in Italian, extracted from four different social media platform, i.e. Facebook, Twitter,
Instagram and Whatsapp, to understand if it would it be advisable to combine such platform-
dependent datasets to take advantage of training data developed for other platforms in low-
resource scenarios. We have integrated the proposed classifiers for hate speech detection as part
of the CREEP Social Media Analytics System for cyberbullying prevention. Cyberbullying
is “an aggressive, intentional act carried out by a group or an individual, using electronic
forms of contact, repeatedly and over time against a victim who cannot easily defend him or
herself”. In online social media, each episode of online activity aimed at offending, menacing,
harassing or stalking another person can be classified as a cyberbullying phenomenon. This is
connected even with concrete public health issues, since recent studies show that victims are
more likely to suffer from psycho-social difficulties and affective disorders. Given its societal
impact, the implementation of cyberbullying detection systems, combining abusive language
detection and social network analysis, has attracted a lot of attention in the last years. In
this context, together with the colleagues of Inria Rennes (partners of the CREEP project), we
are investigating the potential of coupling text and images in the cyberbullying detection task,
to consider also cases when the bullying phenomenon starts from a picture posted on a social
media platform, or when an image is used to insult someone.
1.5 Structure of this report
This report is structured to describe my research contributions in each of the above-mentioned
research areas. More precisely, in the following: Chapter 2 describes my research in information
extraction to generate formal knowledge, according to different application scenarios; Chapter 3
presents my contribution in the conception and implementation of a Question Answering system
over Linked Data; Chapter 4 provides my contribution in the area of Argument Mining; and,
last but not least, Chapter 5 presents my contribution in the area of cyberbullying and abusive
language detection. Conclusions summarize my research work, and discuss future perspectives.
11http://creep-project.eu/en/
Chapter 2
Information extraction to generate
structured knowledge
This chapter summarizes my contributions related to the extraction of information and the
acquisition of knowledge from text in different application scenarios (mainly robotics, music
information retrieval and events extraction) to generate structured knowledge in a machine-
readable and machine-interpretable format. The goal is to enable the automation of tasks such
as smart content classification, integrated search, reasoning, and data-driven activities such as
mining for patterns and trends, uncovering hidden relations and so on. These contributions fit
the areas of Natural Language Processing and Semantic Web.
My research contributions on this topic have been published in several journal and venues.
I provide below a list of the main publications on the topic, divided by application scenarios.
Mining common sense knowledge from the Web for robotics:
• Soufian Jebbara, Valerio Basile, Elena Cabrio, Philipp Cimiano (2019). Extracting com-
mon sense knowledge via triple ranking using supervised and unsupervised distributional
models. Semantic Web 10(1): 139-158 [241]
• Jay Young, Lars Kunze, Valerio Basile, Elena Cabrio, Nick Hawes, Barbara Caputo
(2017). Semantic web-mining and deep vision for lifelong object discovery. Proceed-
ings of the International Conference on Robotics and Automation (ICRA-17): 2774-2779
[491])
• Jay Young, Valerio Basile, Lars Kunze, Elena Cabrio, Nick Hawes (2016). Towards
Lifelong Object Learning by Integrating Situated Robot Perception and Semantic Web
Mining. ECAI 2016: 1458-1466[489]
• Valerio Basile, Soufian Jebbara, Elena Cabrio, Philipp Cimiano (2016) Populating a
Knowledge Base with Object-Location Relations Using Distributional Semantics. Pro-
ceedings of the International Conference on Knowledge Engineering and Knowledge Man-
agement (EKAW-16): 34-50 [39]
Processing song lyrics:
• Michael Fell, Yaroslav Nachaev, Gabriel Meseguer Brocal, Elena Cabrio, Fabien Gandon,
Geoffroy Peeters (2020). Lyrics Segmentation via Bimodal Text-audio Representation.
To appear in Journal of Natural Language Engineering [174]
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• Michael Fell, Elena Cabrio, Elmahdi Korfed, Michel Buffa, Fabien Gandon (2020). Love
Me, Love Me, Say (and Write!) that You Love Me: Enriching the WASABI Song Cor-
pus with Lyrics Annotations. Proceedings of the Language Resources and Evaluation
Conference (LREC-2020): 2138-2147 [173]
• Michael Fell, Elena Cabrio, Fabien Gandon, Alain Giboin (2019). Song Lyrics Summa-
rization Inspired by Audio Thumbnailing. Proceedings of the Recent Advances in Natural
Language Processing conference (RANLP-19), 328-337 [172]
• Michael Fell, Elena Cabrio, Michele Corazza, Fabien Gandon (2019). Comparing Auto-
mated Methods to Detect Explicit Content in Song Lyrics. Proceedings of the Recent
Advances in Natural Language Processing conference (RANLP-19), 338-344[171]
• Michael Fell, Yaroslav Nechaev, Elena Cabrio, Fabien Gandon (2018) Lyrics Segmenta-
tion: Textual Macrostructure Detection using Convolutions. Proceeding of the Interna-
tional Conference on Comuputational Linguistics (COLING 2018), 2044-2054[175]
Events Extraction from social media:.
• Amosse Edouard, Elena Cabrio, Sara Tonelli, Nhan Le Thanh (2017). Graph-based
Event Extraction from Twitter. Proceedings of the Recent Advances in Natural Language
Processing conference (RANLP-17) 222-230 [157]
• Amosse Edouard, Elena Cabrio, Sara Tonelli, Nhan Le Thanh (2017). You’ll Never Tweet
Alone: Building Sports Match Timelines from Microblog Posts. Proceedings of the Recent
Advances in Natural Language Processing conference (RANLP-17), 214-221 [159]
• Amosse Edouard, Elena Cabrio, Sara Tonelli and Nhan Le Thanh (2017). Semantic
Linking for Event-Based Classification of Tweet. Proceedings of the 18th International
Conference on Computational Linguistics and Intelligent Text Processing (CICLing-17)
[158]
The contributions reported in this chapter are the results of several collaborations in the
contexts of the CHIST-ERA ALOOF project (for robotics), the ANR-WASABI project and
PhD of Michael Fell (for Music Information Retrieval), and the Ph.D. thesis of Amosse Edouard
(for events extraction).
The justification underlying the first line of work in the robotics scenario is given by the
fact that autonomous robots that are to assist humans in their daily lives are required, among
other things, to recognize and understand the meaning of task-related objects. However, given
an open-ended set of tasks, the set of everyday objects that robots will encounter during
their lifetime is not foreseeable. That is, robots have to learn and extend their knowledge
about previously unknown objects on-the-job. We therefore propose multiple approaches to
automatically acquire parts of this knowledge (e.g., the class of an object, its typical location and
manipulation-relevant knowledge that can support robots’ action planning) in form of ranked
hypotheses from the Semantic Web using contextual information extracted from observations
and experiences made by robots. Thus, by integrating situated robot perception and Semantic
Web mining, robots can continuously extend their object knowledge beyond perceptual models
which allows them to reason about task-related objects, e.g., when searching for them, robots
can infer the most likely object locations or their typical use. The RDF publishing of the
extracted knowledge base was also key to support (instantaneous) knowledge-sharing among
different robots and even beyond. The Semantic Web and linked data approach was chosen to
make the extracted/learned knowledge available to more than just one robot.
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Goal of the second line of work is to understand how the automatic processing of song
lyrics can be exploited to enhance applications such as music recommendation systems and
music information retrieval. While most of the existing work in this area focus on audio and
metadata, our work demonstrates that the information contained in song lyrics is another
important factor that should be taken into account when designing these applications. As a
result, we present the WASABI Song Corpus, a large corpus of songs enriched with metadata
extracted from music databases on the Web, and resulting from the processing of song lyrics
and from audio analysis. Given that lyrics encode an important part of the semantics of a
song, we present multiple methods to extract relevant information from the lyrics, such as their
structure segmentation, their topics, the explicitness of the lyrics content, the salient passages
of a song and the emotions conveyed. The corpus contains 1.73M songs with lyrics (1.41M
unique lyrics) annotated at different levels with the output of the above mentioned methods.
Such corpus labels and the provided methods can be exploited by music search engines and
music professionals (e.g., journalists, radio presenters) to better handle large collections of
lyrics, allowing an intelligent browsing, categorization and segmentation recommendation of
songs.
The third line of work arise from the observation that the capability to understand and
analyze the stream of messages exchanged on social media (e.g., Twitter) is an effective way
to monitor what people think, which trending topics are emerging, and which main events are
affecting people’s lives. This is crucial for companies interested in social media monitoring, as
well as for public administrations and policy makers, that monitor tweets in order to report or
confirm recent events. In this direction, in our work we address the task of analyzing tweets
to discover new or track previously identified events. First, to classify event-related tweets, we
explore the impact of entity linking and of the NEs generalization, and we apply a supervised
classifier to separate event-related from non event-related tweets, as well as to associate to event-
related tweets the event categories defined by the Topic Detection and Tracking community.
Second, we address the task of detecting which tweets describe a specific event and cluster them.
We propose a novel approach that exploits NE mentions in tweets and their local context to
create a temporal event graph. Then, we process the event graphs to detect clusters of tweets
describing the same event. Third, we propose an approach to build a timeline with actions in
a sports game based on tweets, combining information provided by external knowledge bases
to enrich the content of the tweets, and apply graph theory to model relations between actions
and participants in a game.
This chapter is organized as follows: Sections 2.1 and 2.2 describe the work carried out to
equip a robot with a database of object knowledge. Then, Sections 2.4, 2.5 and 2.6 present the
methods we proposed to annotate relevant information in the song lyrics to enrich the WASABI
Song corpus with lyrics metadata. Sections 2.7 and 2.8 explain the events extraction methods
to classify and cluster events, and to create timelines. Conclusions end the chapter.
2.1 Towards lifelong object learning by integrating stu-
ated robot perception and Semantic Web mining
It is crucial for autonomous robots working in human environments such as homes, offices or
factories to have the ability to represent, reason about, and learn new information about the
objects in their environment. Current robot perception systems must be provided with models
of the objects in advance, and their extensibility is typically poor. This includes both perceptual
models (used to recognize the object in the environment) and semantic models (describing what
the object is, what it is used for etc.). Equipping a robot a priori with a (necessarily closed)
database of object knowledge is problematic because the system designer must predict which
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subset of all the different domain objects is required, and then build all of these models (a
time-consuming task). If a new object appears in the environment, or an unmodelled object
becomes important to a task, the robot will be unable to perceive, or reason about, it. The
solution to this problem is for the robot to learn on-line about previously unknown objects. This
allows robots to autonomously extend their knowledge of the environment, training new models
from their own experiences and observations.
The online learning of perceptual and semantic object models is a major challenge for
the integration of robotics and AI. In this section we address one problem from this larger
challenge: given an observation of a scene containing an unknown object, can an autonomous
system predict the semantic description of this object. This is an important problem because
online-learnt object models [167] must be integrated into the robot’s existing knowledge base,
and a structured, semantic description of the object is crucial to this. Our solution combines
semantic descriptions of perceived scenes containing unknown objects, with a distributional
semantic approach which allows us to fill gaps in the scene descriptions by mining knowledge
from the Semantic Web. Our approach assumes that the knowledge onboard the robot is a
subset of some larger knowledge base, i.e. that the object is not unknown beyond the robot’s
pre-configured knowledge. To determine which concepts from this larger knowledge base might
apply to the unknown object, our approach exploits the spatio-temporal context in which
objects appear, e.g., a teacup is often found next to a teapot and sugar bowl. These spatio-
temporal co-occurrences provide contextual clues to the properties and identity of otherwise
unknown objects.
This section makes the following contributions:
• a novel distributional semantics-based approach for predicting both the semantic identity
of an unknown, everyday object based on its spatial context and its most likely location
based on semantic relatedness;
• an extension to an existing semantic perception architecture to provide this spatial con-
text; and
• an evaluation of these techniques on real-world scenes gathered from a long-term au-
tonomous robot deployment.
In the following, in Section 2.1.1, we first state the problem of acquiring semantic de-
scriptions for unknown objects and give an overview of our approach. In Subsection 2.1.2,
we describe the underlying robot perception system and explain how it is integrated with a
Semantic Web mining component. Subsection 2.1.3 describes how the component generates
answers/hypotheses to web-queries from the perception module. In Subsection 2.1.4, we de-
scribe the experimental setup and present the results, while in Subsection 2.1.4 we provide a
detailed discussion about our approach.1
2.1.1 Problem statement and methodology
Problem Statement. The problem we consider in this section can be summarized as follows:
Given the context of a perceived scene and the experience from previous observations, predict
the class of an ’unknown’ identified object. The context of a scene can include information
about the types and locations of recognized small objects, furniture, and the type of the room
where the observation has been made.
In this section we use the following running example (Figure 2.1) to illustrate the problem
and our approach:
1We also make available our data set and software source code at: http://github.com/aloof-project/
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Room kitchen
Surface counter-top
Furniture refrigerator, kitchen cabinet, sink
Small Objects bowl, teabox, instant coffee, water boiler, mug
Figure 2.1: Perceived and interpreted kitchen scene, with various objects.
While operating 24/7 in an office environment, a robot routinely visits the kitchen
and scans all surfaces for objects. On a kitchen counter it finds several household
objects: a bowl, a teabox, a box of instant coffee, and a water boiler. However, one
of the segmented objects, a mug, cannot be identified as one of the known object
classes. The robot’s task is to identify the unknown object solely based on the
context of the perceived scene and scenes that have been previously perceived and
in which the respective object was identified.
The problem of predicting the class of an object purely based on the context can also be
seen as top-down reasoning or top-down processing of information. This stands in contrast
to data-driven bottom-up processing where, for example, a robot tries to recognize an object
based on its sensor data. In top-down processing, an agent, or the robot, has some expectations
of what it will perceive based on commonsense knowledge and its experiences. For example, if
a robot sees a fork and a knife close to each other, and a flat unknown object with a square
bounding-box next to them, it might deduce that the unknown object is probably a plate.
In the following, we refer to this kind of processing which combines top-down reasoning and
bottom-up perception as knowledge-enabled perception.
Systems such as the one described in this section are key components of integrated, situated
AI systems intended for life-long learning and extensibility. We currently develop the system
with two main use-cases in mind, both stemming from the system’s capability to suggest in-
formation about unknown objects based on the spatial context in which they appear. The
first use case is as part of a crowd-sourcing platform, allowing humans that inhabit the robot’s
environment to help it label unknown objects. Here, the prediction system is used to narrow
down the list of candidate labels and categories to be shown to users to select from alongside
images of unknown objects the robot has encountered. Our second use case will be to help form
more informative queries for larger machine learning systems, in our case an image classification
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Figure 2.2: System overview. The robot perception component identifies all object candidates
within a scene. All object candidates that can be recognized are labeled according to their
class, all remaining objects are labeled as ’unknown’. Furthermore, the component computes
the spatial relations between all objects in the scene. Together with context information from
a semantic environment map, the robot generates a query to a web service which is processed
by the Semantic Web mining component. Based on the semantic relatedness of objects the
component provides a ranked list of the potential classes for all unknown objects.
system trained on extensive, though categorized, image data from websites like Amazon. Here,
having some hints as to an object’s identity, such as a distribution over a set of possible labels
or categories it might belong to or be related to, could produce a significant speed boost by
letting the classification system know what objects it does not have to test against. In this
case, we aim to use the system to help a robot make smarter, more informed queries when
asking external systems questions about the world.
Our approach. We address the problem of predicting information about the class of an
object based on the perceived scene context by mining the Semantic Web. The extracted scene
context includes a list of recognized objects and their spatial relations among each other, plus
additional information from a semantic environment map. This information is then used to
mine potential object classes based on the semantic relatedness of concepts in the Web. In
particular, we use DBpedia as a resource for object knowledge, and will later on use WordNet
to investigate object taxonomies. The result of the web mining component is a ranked list
of potential objects classes, expressed as DBpedia entries, which allows us access to further
information beyond just the class of an object, such as categorical knowledge. An overview of
the entire developed system is given in Figure 2.2.
Overall, we see our context-based class prediction approach as a means to restrict the
number of applicable classes for an object. The aim of our knowledge-enabled perception
system is not to replace a bottom-up perception system but rather to complement it as an
additional expert. For example, in the context of a crowdsourcing-based labeling platform our
system could generate label suggestions for users. Thereby labeling tasks can be performed in
less time and object labels would be more consistent across users. Hence, we believe that our
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system provides an essential functionality in the context of lifelong object learning.
In the following, we briefly discuss various resources of object knowledge.
Resources for object knowledge. To provide a common format for object knowledge, and
to access the wide variety of structured knowledge available on the Web, we link the obser-
vations made by the robot to DBpedia concepts. DBpedia [54] is a crowd-sourced commu-
nity effort started by the Semantic Web community to extract structured information from
Wikipedia and make this information available on the Web. DBpedia has a broad scope
of entities covering different domains of human knowledge: it contains more than 4 million
things classified in a consistent ontology and denoted by a URI-based reference of the form
http://dbpedia.org/page/Teapot for the Teapot concept. DBpedia supports sophisticated
queries (using an SQL-like query language for RDF called SPARQL) to mine relationships
and properties associated with Wikipedia resources. We link the objects that the robot can
encounter in natural environments to DBpedia concepts, thus exploiting this structured, onto-
logical knowledge.
BabelNet [341] is both a multilingual encyclopedic dictionary and a semantic network which
connects concepts and named entities in a very large network of semantic relations (about 14
million entries). BabelNet covers and is obtained from the automatic integration of several
resources, such as WordNet [177], Wiktionary and Wikipedia. Each concept contained in
BabelNet is represented as a vector in a high-dimensional geometric space in the NASARI
resource, that we use to compute the semantic relatedness among objects.
2.1.2 Situated robot perception
The RoboSherlock framework. To be able to detect both known and unknown objects in
its environment a robot must have perceptual capabilities. Our perception pipeline is based
on the RoboSherlock framework [43], an open-source framework for implementing perception
systems for robots, geared towards interaction with objects in human environments. The use
of RoboSherlock provides us with a suite of vision and perception algorithms. Following the
paradigm of Unstructured Information Management (as used by the IBM Watson project),
RoboSherlock approaches perception as a problem of content analysis, whereby sensor data
is processed by a set of specialized information extraction and processing algorithms called
annotators. The RoboSherlock perception pipeline is a sequence of annotators which include
plane segmentation, RGB-D object segmentation, and object detection algorithms. The output
of the pipeline includes 3D point clusters, bounding-boxes of segmented objects (as seen in
Figure 2.2), and feature vectors (color, 3D shape and texture) describing each object. These
feature vectors are important as they allow the robot to track unknown objects as it takes
multiple views of the same scene. Though in this section we work with a collected and annotated
dataset, we do not require the segmentation or 3D object recognition steps RoboSherlock
can provide via LINE-MOD-3D [223], though this component is used in our full Robot and
Simulated system where a range of perception algorithms are connected and used instead of
dataset input. We make use of all other RoboSherlock capabilities the pipeline to process
the data and provide a general architecture for our representation and extraction of historical
spatial context, web query generation and the application of Qualitative Spatial Relations,
which we will discuss in a following section.
Scene perception. We assume here that the robot is tasked with observing objects in natural
environments. Whilst this is not a service robot task in itself, it is a precursor to many
other task-driven capabilities such as object search, manipulation, human-robot interaction
etc. Similar to prior work (e.g., [407]) we assume that the robot already has a semantic map
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of its environment which provides it with at least annotations of supporting surfaces (desks,
worktops, shelves etc.), plus the semantic category of the area in which the surface is located
(office, kitchen, meeting room etc.). Surfaces and locations are linked to DBpedia entries just
as object labels are, typically as entities under the categories Furniture and Room respectively.
From here, we have access to object, surface and furniture labels described by the data,
along with 3D bounding-boxes via 3D point data. In the kitchen scene the robot may observe
various objects typical of the room, such as a refrigerator, a cabinet, mugs, sugar bowls or
coffee tins. Their positions in space relative to a global map frame are recorded and we can
then record the distance between objects, estimate their size (volume) and record information
about their co-occurrences, and the surfaces upon which they were observed, by updating
histograms attached to each object.
In the following we assume that each scene only contains a single unknown object, but the
approach generalizes to multiple unknown objects treated independently. Joint inference over
multiple unknown objects is future work.
Spatial and semantic context extraction. In order to provide additional information to
help subsequent components predict the unknown object, we augment the scene description
with additional spatial and semantic context information, describing the relationships between
the unknown object and the surrounding known objects and furniture. This context starts
from the knowledge we already have in the semantic map: labels for the room and surface the
object is supported by.
We make use of Qualitative Spatial Relations (QSRs) to represent information about ob-
jects [187]. QSRs discretise continuous spatial measurements, particularly relational informa-
tion such as the distance and orientation between points, yielding symbolic representations
of ranges of possible continuous values. In this work, we make use of a qualitative distance
measure, often called a Ring calculus. When observing an object, we categorize its distance rela-
tionship with any other objects in a scene with the following set of symbols: near0, near1, near2,
where near0 is the closest. This is accomplished by placing sets of thresholds on the distance
function between objects, taken from the centroid of the 3D cluster. For example, this al-
lows us to represent that the mug is closer to the spoon than the kettle (near0(mug, spoon)
near2(mug, kettle)) without using floating-point distance values based on noisy and unreli-
able readings from the robot’s sensors. The RoboSherlock framework provides a measure of the
qualitative size of objects by thresholding the values associated with the volume of 3D bounding-
boxes around objects as they are observed. We categorize objects as small,medium, large in
this way, allowing the robot to represent and compare object sizes. Whilst our symbolic abstrac-
tions are currently based on manual thresholds, approaches exist for learning parametrisations
of QSRs through experience (e.g., [490]) and we will try this in the future. For now, we choose
parameters for our qualitative calculi tuned by our own knowledge of objects in the world,
and how they might relate. We use near0 for distances in cluster space lower than 0.5, near1
for distances between than 0.5 and 1.0, near2 for distances between 1.0 and 3.5 and near3 for
distances greater than 3.5.
As the robot makes subsequent observations, it may re-identify the same unknown object
in additional scenes. When this happens we store all the scene descriptions together, providing
additional context descriptions for the same object. In Figure 2.3 we show part of the data
structure describing the objects that co-occurred with a plate in a kitchen, and their most
common qualitative spatial relations.
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1 "co_occurrences": [
2 ["Coffee", 0.5, "near_0" ],
3 ["Kitchen_side", 1.0,"near_0" ],
4 ["Kitchen_cabinet", 1.0,"near_1" ],
5 ["Fridge", 0.625,"near_1" ],
6 ["Teabox", 0.625,"near_0" ],
7 ["Waste_container", 0.375,"near_2" ],
8 ["Utensil_rack", 0.625, "near_1" ],
9 ["Sugar_bowl_(dishware)", 0.625,"near_0" ],
10 ["Electric_water_boiler", 0.875,"near_1" ],
11 ["Sink", 0.625, "near_1" ] ],
12 "context_history": [
13 ["Kitchen", 1.0, "Kitchen_counter",1 ],
14 [ "Office", 0.0,"Desk", 0 ]],
15 "context_room_label": "Kitchen",
16 "context_surface_label": "Kitchen_counter",
Figure 2.3: An example data fragment taken from a series of observations of a Plate in a series
of kitchen scenes, showing object, furniture, room and surface co-occurrence
2.1.3 Semantic Web mining
For an unknown object, our aim is to be able to provide a list of likely DBpedia concepts to
describe it, and we will later consider and compare the merits and difficulties associated with
providing object labels and object categories. As this knowledge is not available on the robot
(the object is locally unknown), it must query an external data source to fill this knowledge
gap. We therefore use the scene descriptions and spatial contexts for an unknown object to
generate a query to a Web service. In return this service provides a list of the possible DBpedia
concepts which may describe the unknown object. We expect the robot to use this list in the
future to either automatically label a new object model, or to use the list of possible concepts
to guide a human through a restricted (rather than open-ended) learning interaction.
The Web service provides access to object- and scene-relevant knowledge extracted from
Web sources. It is queried using a JSON structure sent via an HTTP request (shown in
Figure 2.2). This structure aggregates the spatial contexts collected over multiple observations
of the unknown object. In our current work we focus on the co-occurrence structure. Each
entry in this structure describes an object that was observed with the unknown object, the ratio
of observations this object was in, and the spatial relation that most frequently held between
the two. The room and surface fields describe where the observations were made.
Upon receiving a query, the service computes the semantic relatedness between each object
included in the co-occurrence structure and every object in a large set of candidate objects
from which possible concepts are drawn from (we discuss the nature of this set later on).
This semantic relatedness is computed by leveraging the vectorial representation of the
DBpedia concepts provided by the NASARI resource [96]. In NASARI each concept contained
in the multilingual resource BabelNet [341] is represented as a vector in a high-dimensional
geometric space. The vector components are computed with the word2vec [320] tool, based
on the co-occurrence of the mentions of each concept, in this case using Wikipedia as source
corpus.
Since the vectors are based on distributional semantic knowledge (based on the distribu-
tional hypothesis : words that occur together often are likely semantically related), vectors that
represent related entities end up close in the vector space. We are able to measure such re-
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latedness by computing the inverse of the cosine distance between two vectors. For instance,
the NASARI vectors for Pointing device and Mouse (computing) have relatedness 0.98 (on
a continuous scale from 0 to 1), while Mousepad and Teabox are 0.26 related.
The system computes the aggregate of the relatedness of a candidate object to each of the
scene objects contained in the query. Using relatedness to score the likely descriptions of an
unknown object follows from the intuition that related objects are more likely than unrelated
objects to appear in a scene, e.g., to identify a Teapot is more useful to know that there is a
Teacup at the scene rather than a Desk.
Formally, given n observed objects in the query q1, ..., qn, and m candidate objects in the
universe under consideration o1, ..., om ∈ O, each oi is given a score that indicates its likelihood
of being the unknown object by aggregating its relatedness across all observed objects. The
aggregation function can be as simple as the arithmetic mean of the relatedness scores, or a
more complex function. For instance, if the aggregation function is the product, the likelihood





For the sake of this work, we experimented with the product as aggregating function. This
way of aggregating similarity scores gives higher weight to highly related pairs, as opposed to
the arithmetic mean, where each query object contributes equally to the final score. The idea
behind this choice is that if an object is highly related to the target it should be regarded as
more informative.
The information carried by each query is richer than just a bare set of object labels. One
piece of knowledge that can be exploited to obtain a more accurate prediction is the relative
position of the observed objects with respect to the target unknown object. Since this infor-
mation is represented as a discrete level or proximity (from near 0 to near 3), we can use
this as a threshold to determine whether or not an object should be included in relatedness
calculation. In this work we discard any object related by near 3, based on the intuition that
the further away an object is spatially, the less related it is. The Results section includes
an empirical investigation into approach. For clarity, here we present an example of execu-
tion of the algorithm described above on the query corresponding to the kitchen example seen
throughout the section. The input to the Web module is a query containing a list of pairs (ob-
ject, distance): (Refrigerator, 3), (Kitchen cabinet, 3), (Sink, 3), (Kitchen cabinet, 3),
(Sugar bowl (dishware), 1), (Teabox, 1), (Instant coffee, 2), (Electric water boiler, 3).
For the sake of readability, let us assume a set of candidate objects made only of three ele-
ments: Tea cosy, Pitcher (container) and Mug. Table 2.1 show the full matrix of pairwise
similarities.
Among the three candidates, the one with highest aggregated score is Tea cosy, followed
by Mug and Pitcher (container). For reference, the ground truth in the example query is
Mug, that ended up second in the final ranking returned by the algorithm.
We can also alter the performance of the system using the frequency of the objects returned
by the query. The notion of frequency, taken from [133], is a measure based on the number of
incoming links in the Wikipedia page of an entity. Using this measure we can choose to filter
uncommon objects from the results of the query, by thresholding with a given frequency value.
In the example above, the frequency counts of Tea cosy, Pitcher (container) and Mug are
respectively 25, 161 and 108. Setting a threshold anywhere between 25 and 100 would filter
Tea cosy out of the result, moving up the ground truth to rank 1. Similarly, we can filter
out objects that are too far from the target by imposing a limit on their observed distance.
A threshold of 2 (inclusive) for the distance of the objects in the example would exclude
Refrigerator, Kitchen cabinet, Sink and Electric water boiler from the computation.
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Tea cosy Pitcher (container) Mug
Refrigerator 0.473 0.544 0.522
Sink 0.565 0.693 0.621
Sugar bowl (dishware) 0.555 0.600 0.627
Teabox 0.781 0.466 0.602
Instant coffee 0.821 0.575 0.796
Electric water boiler 0.503 0.559 0.488
product 0.048 0.034 0.047
Table 2.1: Object similarity of the three candidates Tea cosy, Pitcher (container) and Mug
to the objects observed at the example kitchen scene. The last line shows the similarity scores
aggregated by product.
Other useful information available from the spatial context includes the label of the room,
surface or furniture where the unknown was observed. Unfortunately, in order to leverage such
information, one needs a complete knowledge base containing these kind of relations, and such a
collection is unavailable at the moment. However, the room and the surface labels are included
in the relatedness calculations along with the observed objects.
2.1.4 Experiments
In order to evaluate the effectiveness of the method we propose in predicting unknown objects’
labels, we perform some experimental tests. In this section we report on the experimental setup
and the results we obtained, before discussing them in further detail.
Experimental Set-up. Our experimental evaluation is an experiment based on a collection of
panoramic RGB-D scans taken from an autonomous mobile service robot deployed in a working
office for a month. It took these scans at fixed locations according to a flexible schedule. After
the deployment we annotated the objects and furniture items in these sweeps, providing each
one with a DBpedia concept. This gives us 1329 real world scenes (384 kitchen, 945 office) on
which we can test our approach. From this data, our evaluation treats each labeled object in
turn as an unknown object in a leave-one-out experiment, querying the Web service with the
historical spatial context data for the unknown object similar to that shown in Figure 2.3.
Figure 2.4: An example office scene as an RGB image from our real-world deployment. Our
data contains 945 office scenes, and 384 kitchen scenes.
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Figure 2.5: WUP similarity measure between WordNet synsets of ground truth and top-ranked
result, with t = 50, p = 2 using the prod method. Ranks closer to 1 are better. Values closer
to 1 indicate similarity, and values closer to 0 indicate dissimilarity.
In all of the experiments we compare the ground truth (known label in the data) to the
DBpedia concepts predicted by our system. We measure performance based on two metrics.
The first WUP similarity measures the semantic similarity between the ground truth and the
concept predicted as most likely for the unknown object. The second measure is the ranking
of the ground truth in the list of suggested concepts.
For the experiments, the set of candidate objects (O in Section 2.1.3) was created by adding
all concepts from the DBpedia ontology connected to the room types in our data by up to a
depth of 3. For example, starting from office leads us to office equipment, computers, stationary
etc. This resulted in a set of 1248 possible concepts. We set the frequency threshold to 20,
meaning we ignored any suggest concept which had a frequency value lower than this. This
means uncommon concepts such as Chafing dish (frequency=13) would always be ignored if
suggested, but more common ones such as Mouse (computing) (frequency=1106) would be
kept.
Results. Figure 2.5 shows the result of calculating the WUP similarity [479] between the
WordNet synsets of the ground truth and the top-ranked result from our semantic web-mining
system. WUP measures semantic relatedness by considering the depth of two synsets in addition
to the depth of their Lowest Common Subsumer (LCS). This means that large leaps between
concepts will reduce the eventual similarity score more than small hops might. To do this we
used ready available mappings to link DBpedia concepts in our system to WordNet synsets,
which are themselves organized as a hierarchy of is-a relations. This is in contrast to DBpedia,
which is organized as a directed acyclic graph, and while that still means that we could apply
the WUP measure to DBpedia nodes directly, WordNet offers a more structured taxonomy of
concepts that is more well-suited to this kind of work. This serves to highlight the importance
of a multi-modal approach to the use of such ontologies. In the results, the system predicted
Lightpen when the ground truth was Mouse producing a WUP score of 0.73, with the LCS
being the Device concept, with Mouse and Lightpen having depth 10 and 11 respectively,
and Device having depth 8 measured from the root node of Entity. In this case, the system
suggested an object that fell within 3 concepts of the ground truth, and this is true for the
majority of the results in Figure 2.5. However, in the case of refrigerator as the ground truth,
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Figure 2.6: Rank in result by object category, matching the highest ranked object with a
category shared with the ground truth in the result set, with varying values of the parameter
t, with p = 2 and the prod method. Ranks closer to 1 are better. Ranking is determined by
the position in the result of the first object with an immediate category in common with the
ground truth. 56% (9/16) achieve <= 10.
Figure 2.7: Rank in result by object label, matching the label of the ground truth in the result
set, with varying values of the parameter t, with p = 2 and the prod method. Increasing values
of T can cause some objects to be excluded from the result set entirely, such as the Teaware or
Monitor at T=50
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Mean Median Std. Dev Variance Range
WUP 0.69 0.70 0.12 0.01 0.43
Category Rank 17.00 9.50 20.17 407.20 73.00
Object Rank 50.93 36.5 50.18 2518.32 141
Figure 2.8: Statistics on WUP and Rank-in-result data, both for t = 50, p = 2 using prod
the system suggests keypad as the highest ranked result, producing a WUP score of 0.52. Here,
the LCS is at depth 6 with the concept Artifact, the ground truth refrigerator is at depth
13 and the prediction keypad is at depth 10. While in this case the node distance between the
LCS and the prediction is 4, where in the previous example it was 3, the WUP score is much
worse here (0.73 vs 0.52) as there are more large leaps across conceptual space. Our best result
in this experiment is for Printer as the ground truth, for which the system suggests keypad
again, however the LCS here is the peripheral node at depth 10, where printer is at depth 11
and keypad is at depth 12.
The system suggests a range of objects that are closely related to the unknown object,
inferred only from its spatial context and knowledge of the objects and environment around it.
From here this allows us to generate a list of candidate concepts which we can use in a second
stage of refinement, such as by presentation to a human-in-loop.
Figure 2.6 shows how frequency thresholding effects the performance of the system. In this
experiment we consider the position in the ranked result of the first object with an immediate
parent DBpedia category in common with the ground truth. Doing so essentially maps the
larger set of object labels to a smaller set of object categories. This is in contrast to considering
the position in the result of the specific ground truth label, as shown in Figure 2.7, and allows
us to generate a ranking over categories of objects. To ensure categories remain relevant to
the situated objects we are interested in, we prune a number DBpedia categories such as those
listing objects invented in certain years, or in certain countries. We regard these as being
overly broad, and provide a more abstract degree of semantic knowledge about objects than
we are interested in. As such, we retrieve the rank-in-result of the first object that shares an
immediate DBpedia category with the ground truth, which in the case of Electric water boiler
turns out to be Samovar, a kind of Russian water boiler, as both share the immediate ancestor
category Boilers (cookware). The Samovar, and thus the boiler category, appears at rank
12, whereas the specific label Electric water boiler appears near the end of the result set of
1248 objects, which covers 641 unique DBpedia categories. In our results, categories associated
with 9 of the 16 objects (56%) appear within the result’s top 10 entries. Here as we filter out
uncommon words by increasing the filter threshold T we improve the position of the concept
in the list. Whilst this allows us to definitely remove very unlikely answers that appear related
due to some quirk of the data, the more we also start to reduce the ability of the robot to learn
about certain objects. This is discussed further in the Discussion paragraph below.
Unlike WordNet synsets and concepts, DBpedia categories are more loosely defined and
structured, being generated from Wikipedia, but this means they are typically richer in the kind
of semantic detail and broad knowledge representation that may be more suitable for presenta-
tion to humans, or more easily mapped to human-authored domains. While WordNet affords
us access to a well-defined hierarchy of concepts, categories like device and container are fairly
broad, whereas DBpedia categories such as V ideo game control methods or Kitchenware de-
scribe a smaller set of potential objects, but may be more semantically meaningful when pre-
sented to humans.
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Discussion. Overall, whilst the results of our object category prediction system show that it
is possible for this novel system to generate some good predictions, the performance is variable
across objects. There are a number of factors that influence performance, and lead to this
variability. The first issue is that the current system does not rule out suggestions of things
it already knows. For example if the unknown object is a keyboard, the spatial context and
relatedness may result in a top suggestion of a mouse, but as the system already knows about
that, it is probably a less useful suggestion. However, it is possible that the unknown object
could be a mouse, but has not been recognized correctly. Perhaps the most fundamental issue in
the challenge of predicting objects concepts from limited information is how the limit the scope
of suggestions. In our system we restricted ourselves to 1248 possible concepts, automatically
selected from DBpedia by ontological connectivity. This is clearly a tiny fraction of all the pos-
sible objects in existence. On one hand this means that our autonomous robot will potentially
be quite limited in what it can learn about. On the other hand, a large number of this restricted
set of objects still make for highly unlikely suggestions. One reason for this is the corpus-based
automatically-extracted nature of DBpedia, which means that it includes interesting objects
which may never be observed by a robot (e.g., Mangle (machine)). More interestingly though
is the effect that the structure of the ontology has on the nature of suggestions. In this work
we have been using hierarchical knowledge to unpin our space of hypotheses (i.e. the wider
world our robot is placed within), but have not addressed this within our system. This leads to
a mismatch between our expectations and the performance of the system with respect to arbi-
trary precision. For example, if the robot sees a joystick as an unknown object, an appropriate
DBpedia concept would seem (to us) to be Controller (computing) or Joystick. However,
much more specific concepts such as Thrustmaster and Logitech Thunderpad Digital are
also available to the system in its current form. When learning about an object for the first
time, it seems much more useful for the robot to receive a suggestion of the former kind (al-
lowing it to later refine its knowledge to locally observable instances) than the latter (which
unlikely to match the environment of the robot). Instead, returning the category of the ranked
objects our system suggests allows us to go some way towards this as shown in Figure 2.6,
but still provides us a range of possible candidate categories – though narrowed down from
641 possible categories, to in some cases less than 5. As such, from here we can switch to a
secondary level of labeling: that of a human-in-loop. We will next integrate the suggestion
system with a crowd-sourcing platform, allowing humans that inhabit the robot’s environment
to help it label unknown objects, as shown in the next Section. The suggestion system will
be used to narrow down the list of candidate categories that will be shown to users as they
provide labels for images of objects the robot has seen and learned, but has not yet labeled.
While further work is necessary to refine the current 56% of objects that have a category in
the top-10 ranked result, we expect that the current results will be sufficient enough to allow
a human to pick a good label when provided a brief list of candidates and shown images of
the unknown objects. Such systems are crucial for life-long situated learning for mobile robot
platforms, and will allow robot systems to extend their world models over time, and learn new
objects and patterns.
The issue of how to select which set of possible objects to draw suggestions from is at the
heart of the challenge of this work: make the set too large and it is hard to get good, accurate
suggestions, but make it too small and you risk ruling out objects that your robot may need
to know about. Whilst the use of frequency-based filtering improved our results by removing
low-frequency outliers, more semantically-aware approaches may be necessary to improve things
further. Further improvements can be made, for instance we largely do not use current instance
observations about the object, but prefer its historical context when forming queries. This may
be the wrong thing to do in some cases, in fact it may be preferable to weight observations
of object context based on their recentness. The difference between historical context and the
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context of an object in a particular instance may provide important contextual clues, and allow
us to perform other tasks such as anomaly detection or boost the speed of object search tasks.
One issue we believe our work highlights is the need to integrate a multi-modal approach to
the use of differing corpora and ontologies. For instance, the more formal WordNet hierarchy
was used to calculate the semantic relatedness of our experiment results, rather than the less
formal DBpedia ontology. However we hold that the DBpedia category relationships are more
useful in the human-facing component of our system. There exist other ontologies such as
YAGO which integrates both WordNet and DBpedia, along with its own category system,
that will certainly be of interest to us in the future as we seek to improve the performance
of our system. One of our primary goals is to better exploit the hierarchical nature of these
ontologies to provide a way of retrieving richer categorical information about objects. While
reliably predicting the specific object label from spatial context alone is difficult, we can provide
higher-level ancestor categories that could be used to spur further learning or improve previous
results. As such, we view the prediction process as one of matching the characteristics of a series
of increasingly more specific categories to the characteristics of an unknown object, rather than
immediately attempting to match the specific lowest-level characteristics and produce the direct
object label. This requires an ontology both formally-defined enough to express a meaningful
hierarchy of categories for each item, and broad enough to provide us mapping to a large set
of common-sense categories and objects. It is not clear yet which combination of existing tools
will provide the best route to accomplishing this.
2.2 Mining semantic knowledge from the Web
As discussed before, embodied intelligent systems such as robots require world knowledge to
reason on top of their perception of the world in order to decide which actions to take. Consider
now another example, i.e. that of a robot having the task to tidy up an apartment by storing
all objects in their appropriate place. In order to perform this task, a robot would need to
understand where the “correct” or at least the “prototypical” location for each object is in
order to come up with an overall plan on which actions to perform to reach the goal of having
each object stored in its corresponding location.
In general, in manipulating objects, robots might have questions such as the following:
• Where should a certain object typically be stored?
• What is this object typically used for?
• Do I need to manipulate a certain object with care?
The answers to these questions require common sense knowledge about objects, in partic-
ular prototypical knowledge about objects that, in absence of abnormal situations or specific
contextual conditions or preferences, can be assumed to hold.
In this article, we are concerned with extracting such common sense knowledge from a
combination of unstructured and semi-structured data. We are in particular interested in
extracting default knowledge, that is prototypical knowledge comprising relations that typically
hold in ‘normal’ conditions [306]. For example, given no other knowledge, in a normal situation,
we could assume that milk is typically stored in the kitchen, or more specifically in the fridge.
However, if a person is currently having breakfast and eating cornflakes at the table in the
living room, then the milk might also be temporarily located in the living room. In this sense,
inferences about the location of an object are to be regarded as non-monotonic inferences that
can be retracted given some additional knowledge about the particular situation. We model
such default, or prototypical, knowledge through a degree of prototypicality, that is, we do not
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claim that the kitchen is ‘the prototypical location’ for the milk, but instead we model that the
degree of prototypicality for the kitchen being the default location for the milk is very high.
This leads naturally to the attempt to computationally model this degree of prototypicality and
rank locations or uses for each object according to this degree of prototypicality. We attempt
to do so following two approaches. On the one hand, we follow a distributional approach and
approximate the degree of prototypicality by the cosine similarity measure in a space into which
entities and locations are embedded. We experiment with different distributional spaces and
show that both semantic vector spaces as considered within the NASARI approach as well
as embedded word representations computed on unstructured texts as produced by predictive
language models such as skip-grams provide already a reasonable performance on the task. A
linear combination of both approaches has the potential to improve upon both approaches in
isolation. We have presented this approach before including empirical results for the locatedAt
relation mentioned above in previous work [39]. As a second approach to approximate the
degree of prototypicality, we use a machine learning approach trained on positive and negative
examples using a binary classification scheme. The machine learning approach is trained to
produce a score that measures the compatibility of a given pair of object and location/use in
terms of their prototypicality. We compare these two approaches in this section, showing that
the machine learning approach does not perform as well as expected. Contrary to our intuitions,
the unsupervised approach relying on cosine similarity in embedding space represents a very
strong baseline difficult to beat.
The prototypical knowledge we use to train and evaluate the different methods is on the
one hand based on a crowdsourcing experiment in which users had to explicitly rate the pro-
totypicality of a certain location for a given object. On the other hand, we also use extracted
relations from ConceptNet and the SUN database [483]. Objects as well as candidate locations,
or candidate uses in the case of the instrumental relation, are taken from DBpedia. While we
apply our models to known objects, locations and uses, our model could also be applied to
candidate objects, locations and uses extracted from raw text.
We have different motivations for developing such an approach to extract common sense
knowledge from unstructured and semi-structured data.
First, from the point of view of cognitive robotics [292] and cognitive development, acquiring
common sense knowledge requires many reproducible and similar experiences from which a
system can learn how to manipulate a certain object. Some knowledge can arguably even
not be acquired by self experience as relevant knowledge also comprises the mental properties
that humans ascribe to certain objects. Such mental properties that are not intrinsic to the
physical appearance of the object include for instance the intended use of an object. There
are thus limits to what can be learned from self-guided experience with an object. In fact,
several scholars have emphasized the importance of cultural learning, that is of a more direct
transmission of knowledge via communication rather than self-experience. With our approach
we are simulating such a cultural transmission of knowledge by allowing cognitive systems, or
machines in our case, to acquire knowledge by ‘reading’ texts. Work along these lines has, for
instance, tried to derive plans on how to prepare a certain dish by machine reading descriptions
of household tasks written for humans that are available on the Web [437]. Other work has
addressed the acquisition of scripts from the Web [392].
Second, while there has been a lot of work in the field of information extraction on extracting
relations, the considered relations differ from the ones we investigate in this work. Standard
relations considered in relation extraction are: is-a, part-of, succession, reaction, production
[360, 81] or relation, parent/child, founders, directedBy, area served, containedBy, architect,
etc. [395], or albumBy, bornInYear, currencyOf, headquarteredIn, locatedIn, productOf, teamOf
[57]. The literature till the time of this work had focused on relations that are of a factual
nature and explicitly mentioned in the text. In contrast, we are concerned with relations that
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are i) typically not mentioned explicitly in text, and ii) they are not of a factual nature, but
rather represent default or prototypical knowledge. These are thus quite different tasks.
We present and compare different approaches to collect manipulation-relevant knowledge
by leveraging textual corpora and semi-automatically extracted entity pairs. The extracted
knowledge is of symbolic form and represented as a set of (Subject, Relation, Object)
triples. While this knowledge is not physically grounded [213], this model can still help robots
or other intelligent systems to decide on how to act, support planning and select the appropriate
actions to manipulate a certain object.
2.2.1 Extraction of relations by a ranking approach based on distri-
butional representations
This section presents our framework to extract relations between pairs of entities for the pop-
ulation of a knowledge base of manipulation-relevant data. We frame the task of relation
extraction between entities as a ranking problem as it gives us great flexibility in generating a
knowledge base that balances between coverage and confidence. Given a set of triples (s, r, o),
where s is the subject entity, r the relation (or predicate) and o the object entity2, we want to
obtain a ranking of these triples. The produced ranking of triples should reflect the degree of
prototypicality of the objects with respect to the respective subjects and relations.
Our general approach to produce these rankings is to design a scoring function f(s, r, o) that
assigns a score to each triple, depending on s, r, and o. The scoring function is designed in such a
way that prototypical triples are assigned a higher score than less prototypical triples. Sorting
all triples by their respective scores produces the desired ranking. With a properly chosen
function f(s, r, o), it is possible to extract relations between entities to populate a knowledge
base. This is achieved by scoring candidate triples and inserting or rejecting them based on
their respective scores, e.g., if the score is above a certain threshold.
In this work, we present different scoring functions and evaluate them in the context of
building a knowledge base of common sense triples. All of our proposed approaches rely on
distributional representations of entities (and words). We investigate different vector represen-
tations and scoring functions, all with different strengths and weaknesses.
Word space models (or distributional space models, or word vector spaces) are abstract
representations of the meaning of words, encoded as vectors in a high-dimensional space. Tra-
ditionally, a word vector space is constructed by counting co-occurrences of pairs of words in
a text corpus, building a large square n-by-n matrix where n is the size of the vocabulary and
the cell i, j contains the number of times the word i has been observed in co-occurrence with
the word j. The i-th row in a co-occurrence matrix is an n-dimensional vector that acts as a
distributional representation of the i-th word in the vocabulary. The similarity between two
words is geometrically measurable with a metric such as the cosine similarity, defined as the
cosine of the angle between two vectors:
similarity(~x, ~y)cos =
~x · ~y
‖ ~x ‖‖ ~y ‖
This is the key point to linking the vector representation to the idea of semantic relatedness,
as the distributional hypothesis states that “words that occur in the same contexts tend to have
similar meaning” [216]. Several techniques can be applied to reduce the dimensionality of
the co-occurrence matrix. Latent Semantic Analysis [262], for instance, uses Singular Value
Decomposition to prune the less informative elements while preserving most of the topology of
the vector space, and reducing the number of dimensions to 100-500.
2Here we use the terminology subject and object from the Semantic Web literature instead of the termi-
nology head and tail that is typically found in relation extraction literature.
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Recently, neural network based models have received increasing attention for their ability
to compute dense, low-dimensional representations of words. To compute such representation,
called word embeddings, several models rely on huge amounts of natural language texts from
which a vector representation for each word is learned by a neural network. Their representa-
tions of the words are therefore based on prediction as opposed to counting [30].
Vector spaces created on word distributional representations have been successfully proven
to encode word similarity and relatedness relations [388, 394, 117], and word embeddings have
proven to be a useful feature in many natural language processing tasks [121, 266, 149] in that
they often encode semantically meaningful information of a word.
We argue that it is possible to extract interaction-relevant relations between entities, e.g.
(Object, locatedAt, Location), using appropriate entity vectors and the cosine similarity
since the domain and range of the considered relations are sufficiently narrow. In these cases,
the semantic relatedness might be a good indicator for a relation.
Ranking by cosine similarity and word embeddings. In the beginning of this section,
we motivated the use of distributional representations for the extraction of relations in order to
populate a database of common sense knowledge. As outlined, we frame the relation extraction
task as a ranking problem of triples (s, r, o) and score them based on a corresponding set of
vector representations V for subject and object entities.
In this section, we propose a neural network-based word embedding model to obtain dis-
tributional representations of entities. By using the relation-agnostic cosine similarity3 as our
scoring function f(s, r, o) = similaritycos(~vs, ~vo), with ~vs, ~vo ∈ V , we can interpret the vector
similarity as a measure of semantic relatedness and thus as an indicator for a relation between
the two entities.
Many word embedding methods encode useful semantic and syntactic properties [251, 326,
322] that we leverage for the extraction of prototypical knowledge. In this work, we restrict
our experiments to the skip-gram method [320]. The objective of the skip-gram method is
to learn word representations that are useful for predicting context words. As a result, the
learned embeddings often display a desirable linear structure [326, 322]. In particular, word
representations of the skip-gram model often produce meaningful results using simple vector
addition [322]. For this work, we trained the skip-gram model on a corpus of roughly 83 million
Amazon reviews [305].
Motivated by the compositionality of word vectors, we derive vector representations for
the entities as follows: considering a DBpedia entity4 such as Public_toilet, we obtain the
corresponding label and clean it by removing parts in parenthesis, if any, convert it to lower
case, and split it into its individual words. We retrieve the respective word vectors from
our pretrained word embeddings and sum them to obtain a single vector, namely, the vector
representation of the entity: ~vPublic toilet = ~vpublic + ~vtoilet. The generation of entity vectors is
trivial for “single-word” entities, such as Cutlery or Kitchen, that are already contained in
our word vector vocabulary. In this case, the entity vector is simply the corresponding word
vector. By following this procedure for every entity in our dataset, we obtain a set of entity
vectors Vsg, derived from the original skip-gram word embeddings. With this derived set of
entity vector representations, we can compute a score between pairs of entities based on the
chosen scoring function, the cosine vector similarity5. Using the example of locatedAt-pairs,
3We also experimented with APSyn [404] as an alternative similarity measure which, unfortunately, did not
work well in our scenario.
4For simplicity, we only use the local parts of the entity URI, neglecting the namespace
http://dbpedia.org/resource/
5For any entity vector that can not be derived from the word embeddings due to missing vocabulary, we
assume a similarity of -1 to every other entity.
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this score is an indicator of how typical the location is for the object. Given an object, we can
create a ranking of locations with the most prototypical location candidates at the top of the
list (see Table 2.2). We refer to this model henceforth as SkipGram/Cosine.
Table 2.2: Locations for a sample object, extracted by computing cosine similarity on skip-
gram-based vectors.





Ranking by cosine similarity and semantically-aware entity representations. Vector
representations of words are attractive since they only require a sufficiently large text corpus
with no manual annotation. However, the drawback of focusing on words is that a series of
linguistic phenomena may affect the vector representation. For instance, a polysemous word as
rock (stone, musical genre, metaphorically strong person, etc.) is represented by a single vector
where all the senses are conflated.
NASARI [96], a resource containing vector representations of most of DBpedia entities,
solves this problem by building a vector space of concepts. The NASARI vectors are actually
distributional representations of the entities in BabelNet [341], a large multilingual lexical
resource linked to WordNet, DBpedia, Wiktionary and other resources. The NASARI approach
collects co-occurrence information of concepts from Wikipedia and then applies a cluster-based
dimensionality reduction. The context of a concept is based on the set of Wikipedia pages where
a mention of it is found. As shown by Camacho-Collados et al. [96], the vector representations
of entities encode some form of semantic relatedness, with tests on a sense clustering task
showing positive results. Table 2.3 shows a sample of pairs of NASARI vectors together with
their pairwise cosine similarity ranging from -1 (opposite direction, i.e. unrelated) to 1 (same
direction, i.e. related).
Table 2.3: Examples of cosine similarity computed on NASARI vectors.
Cherry Microsoft
Apple .917 .325
Apple Inc. .475 .778
Following the hypothesis put forward in the beginning of this section, we focus on the ex-
traction of interaction-relevant relations by computing the cosine similarities of entities. We
exploit the alignment of BabelNet with DBpedia, thus generating a similarity score for pairs of
DBpedia entities. For example, the DBpedia entity Dishwasher has a cosine similarity of .803
to the entity Kitchen, but only .279 with Classroom, suggesting that the prototypical location
for a generic dishwasher is the kitchen rather than a classroom. Since cosine similarity is a
graded value on a scale from -1 to 1, we can generate, for a given object, a ranking of candidate
locations, e.g., the rooms of a house. Table 2.4 shows a sample of object-location pairs of DBpe-
dia labels, ordered by the cosine similarity of their respective vectors in NASARI. Prototypical
locations for the objects show up at the top of the list as expected, indicating a relationship
between the semantic relatedness expressed by the cosine similarity of vector representations
and the actual locative relation of entities. We refer to this model as NASARI/Cosine.
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Table 2.4: Locations for a sample object, extracted by computing cosine similarity on NASARI
vectors.
Object Location Cos. Similarity
Dishwasher Kitchen .803









Sump pump Furnace room .699
Air shower (room) .683
Basement .680
Mechanical room .676
Ranking by a trained scoring function. In the previous sections, we presented models of
semantic relatedness for the extraction of relations. The employed cosine similarity function of
these models is relation-agnostic, that is, it only measures whether there is a relation between
two entities but not which relation in particular. The question that naturally arises is: Instead
of using a single model that is agnostic to the relation, can we train a separate model for each
relation in order to improve the extraction performance? We try to answer this question by
introducing a new model, based on supervised learning.
To extend the proposed approach to any kind of relation we modify the first model we pre-
sented (i.e., ranking by cosine similarity and Word Embeddings) by introducing a parameterized
scoring function. This scoring function replaces the cosine similarity which was previously em-
ployed to score pairs of entities (e.g., Object-Location). By tuning the parameters of this new
scoring function in a data-driven way, we are able to predict scores with respect to arbitrary
relations.
We define the new scoring function f(s, r, o) as a bilinear form:
f(s, r, o) = tanh(~v>s Mr~vo + br) (2.1)
where ~vs, ~vo ∈ V ⊆ Rd are the corresponding embedding vectors for the subject and object
entities s and o, respectively, br is a bias term, and Mr ∈ Rd×d is the scoring matrix corre-
sponding to the relation r. Our scoring function is closely related to the ones proposed by
Jenatton et al. [242] as well as Yang et al. [485], however, we make use of the tanh activation
function to map the scores to the interval (−1, 1). In part, this relates to the Neural Tensor
Network proposed by Socher et al. [417]. By initializing Mr as the identity matrix and br with
0, the inner term of the scoring function corresponds initially to the dot product of ~vs and ~vo
which is closely related to the originally employed cosine similarity.
In order to learn the parameters Mr and br of the scoring function, we follow a procedure
related to Noise Contrastive Estimation [329] and Negative Sampling [322] which is also used in
the training of the skip-gram embeddings. This method uses “positive” and “negative” triples,
T +train and T −train, to iteratively adapt the parameters. The positive triples T +train are triples that
truly express the respective relation. In our case, these triples are obtained by crowdsourcing
and leveraging other resources (see Section 2.2.2). Given these positive triples, the set of
corrupted negative triples T −train is generated in the following way: we generate negative triples
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(s′, r, o) and (s, r, o′) for each positive triple (s, r, o) ∈ T + by selecting negative subject and
object entities s′ and o′ randomly from the set of all possible subjects and objects, respectively.
The exact number of negative triples that we generate per positive triple is a hyper-parameter
of the model which we set to 10 triples6 for all our experiments.
The training of the scoring function is framed as a classification where we try to assign
scores of 1 to all positive triples and scores of −1 to (randomly generated) negative triples. We









(−1− f(s, r, o))2
) (2.2)
where N = |T +train|+|T −train| is the size of the complete training set. During training, we keep the
embedding vectors V fixed and only consider Mr and br as trainable parameters to measure
the effect of the scoring function in isolation. Presumably, this allows for a better generalization
to previously unseen entities.
Due to the moderate size of our training data, we regularize our model by applying Dropout
[422] to the embedding vectors of the head and tail entity. We set the dropout fraction to 0.1,
thus only dropping a small portion of the 100 dimensional input vectors.
The supervised model differs from the unsupervised approaches in that the scoring func-
tion is tuned to a particular relation, e.g., the locatedAt relation from Section 2.2.2. In the
following, we denote this model as SkipGram/Supervised.
2.2.2 Datasets
The following section introduces the datasets that we use for this work. We consider three
types of datasets: i) a crowdsourced set of triples expressing the locatedAt relation with
human judgments, ii) a semi-automatically extracted set of triples expressing the locatedAt
relation, and iii) a semi-automatically extracted set of usedFor triples.
Crowdsourcing of Object-Location Rankings. In order to acquire valid pairs for the
locatedAt relation we rely on a crowdsourcing approach. In particular, given a certain object,
we used crowdsourcing to collect judgments about the likelihood to find this object at a set of
predefined locations.
To select the objects and locations for this experiment, every DBpedia entity that falls
under the category Domestic implements, or under one of the narrower categories than
Domestic implements according to SKOS7, is considered an object. The SPARQL query is
given as:








65 triples (s′, r, o) where we corrupt the subject entity and 5 triples (s, r, o′) where the object entity is
replaced.
7Simple Knowledge Organization System: https://www.w3.org/2004/02/skos/







Every DBpedia entity that falls under the category Rooms is considered a location. The
respective query is:





These steps result in 336 objects and 199 locations (as of September 2016). To select
suitable pairs expressing the locatedAt relation for the creation of the gold standard, we filter
out odd or uncommon examples of objects or locations like Ghodiyu or Fainting room. We
do this by ordering the objects by the number of incoming links to their respective Wikipedia
page8 in descending order and select the 100 top ranking objects for our gold standard. We
proceed analogously for the locations, selecting 20 common locations and thus obtain 2,000
object-location pairs in total.
In order to collect the judgments, we set up a crowdsourcing experiment on the CrowdFlower
platform9. For each of the 2,000 object-location pairs, contributors were asked to rate the
likelihood of the object to be in that location on a four-point scale:
• -2 (unexpected): finding the object in the room would cause surprise, e.g., it is unex-
pected to find a bathtub in a cafeteria.
• -1 (unusual): finding the object in the room would be odd, the object feels out of place,
e.g., it is unusual to find a mug in a garage.
• 1 (plausible): finding the object in the room would not cause any surprise, it is seen as
a normal occurrence, e.g., it is plausible to find a funnel in a dining room.
• 2 (usual): the room is the place where the object is typically found, e.g, the kitchen is
the usual place to find a spoon.
Contributors were shown ten examples per page, instructions, a short description of the
entities (the first sentence from the Wikipedia abstract), a picture (from Wikimedia Commons,
when available10), and the list of possible answers as labeled radio buttons.
After running the crowdsourcing experiment for a few hours, we collected 12,767 valid
judgments, whereas 455 judgments were deemed “untrusted” by CrowdFlower’s quality filtering
system. The quality control was based on 57 test questions that we provided and a required
minimum accuracy of 60% on these questions for a contributor to be considered trustworthy.
In total, 440 contributors participated in the experiment.
The pairs received on average 8.59 judgments. Most of the pairs received at least 5 separate
judgments, with some outliers collecting more than one hundred judgments each. The average
agreement, i.e. the percentage of contributors that answered the most common answer for a
given question, is 64.74%. The judgments are skewed towards the negative end of the spectrum,
as expected, with 37% pairs rated unexpected, 30% unusual, 24% plausible and 9% usual. The
cost of the experiment was 86 USD.
8We use the URI counts extracted from the parsing of Wikipedia with the DBpedia Spotlight tool for entity
linking [133].
9http://www.crowdflower.com/
10Pictures were available for 94 out of 100 objects.
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To use this manually labeled data in later experiments, we normalize, filter and rearrange
the scored pairs and obtain three gold standard datasets:
For the first gold standard dataset, we reduce multiple human judgments for each Object-
Location pair to a single score by assigning the average of the numeric values. For instance,
if the pair (Wallet, Ballroom) has been rated -2 (unexpected) six times, -1 (unusual) three
times, and never 1 (plausible) or 2 (usual), its score will be about -1.6, indicating that a Wallet
is not very likely to be found in a Ballroom. For each object, we then produce a ranking of
all 20 locations by ordering them by their averaged score for the given object. We refer to this
dataset of human-labeled rankings as locatedAt-Human-rankings .
The second and third gold standard datasets are produced as follows: The contributors’
answers are aggregated using relative majority, that is, each object-location pair has exactly one
judgment assigned to it, corresponding to the most popular judgment among all the contributors
that answered that question. We extract two sets of relations from this dataset to be used
as a gold standard for experimental tests: one list of the 156 pairs rated 2 (usual) by the
majority of contributors, and a larger list of the 496 pairs rated either 1 (plausible) or 2
(usual). The aggregated judgments in the gold standard have a confidence score assigned to
them by CrowdFlower, based on a measure of inter-rater agreement. Pairs that score low on
this confidence measure (6 0.5) were filtered out, leaving 118 and 496 pairs, respectively. We
refer to these two gold standard sets as locatedAt-usual and locatedAt-usual/plausible.
Semi-supervised extraction of object-location triples. The SUN database [483] is a
large-scale resource for computer vision and object recognition in images. It comprises 131,067
single images, each of them annotated with a label for the type of scene, and labels for each
object identified in the scene. The images are annotated with 908 categories based on the
type of scene (bedroom, garden, airway, ...). Moreover, 313,884 objects were recognized and
annotated with one out of 4,479 category labels.
Despite its original goal of providing high-quality data for training computer vision models,
the SUN project generated a wealth of semantic knowledge that is independent from the vision
tasks. In particular, the labels are effectively semantic categories of entities such as objects and
locations (scenes, using the lexical conventions of the SUN database).
Objects are observed at particular scenes, and this relational information is retained in the
database. In total, we extracted 31,407 object-scene pairs from SUN, together with the number
of occurrences of each pair. The twenty most occurring pairs are shown in Table 2.5.
According to its documentation, the labels of the SUN database are lemmas from WordNet.
However, they are not disambiguated and thus they could refer to any meaning of the lemma.
Most importantly for our goals, the labels in their current state are not directly linked to any
LOD resource. Faced with the problem of mapping the SUN database completely to a resource
like DBpedia, we adopted a safe strategy for the sake of the gold standard creation. We took all
the object and scene labels from the SUN pairs for which a resource in DBpedia with matching
label exists. In order to limit the noise and obtain a dataset of “typical” location relations,
we also removed those pairs that only occur once in the SUN database. This process resulted
in 2,961 pairs of entities. We manually checked them and corrected 118 object labels and
44 location labels. In some cases the correct label was already present, so we eliminated the
duplicates resulting in a new dataset of 2,935 object-location pairs11. The collected triples are
used as training data. We refer to this dataset as locatedAt-Extracted-triples .
Semi-supervised extraction of object-action triples. While the methods we propose for
relation extractions are by design independent of the particular relations they are applied to, we
11Of all extracted triples, 24 objects and 12 locations were also among the objects and locations of the
crowdsourced dataset.
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663 desk lamp b/bedroom










370 wall d/dining room
364 chair d/dining room
355 table d/dining room
351 floor d/dining room
349 cabinet k/kitchen
344 sky s/skyscraper
have focused most of our experimental effort towards one kind of relation between objects and
locations, namely the typical location where given objects are found. As a first step to assess
the generalizability of our approaches to other kinds of relations, we created an alternative
dataset revolving around a relation with the same domain as the location relation, i.e., objects,
but a very different range, that is, actions. The relation under consideration will be referred to
in the rest of the article as usedFor, for example the predicate usedFor(soap, bath) states
that the soap is used for (or, during, in the process of) taking a bath.
We built a dataset of object-action pairs in a usedFor relation starting from ConceptNet
5 [282], a large semantic network of automatically collected commonsense facts (see also Sec-
tion 2.2.5). From the entire ConceptNet, we extracted 46,522 links labeled usedFor. Although
ConceptNet is partly linked to LOD resources, we found the coverage of such linking to be
quite low, especially with respect to non-named entities such as objects. Therefore, we devised
a strategy to link as many of the labels involved in usedFor relations to DBpedia, without risk-
ing to compromise the accuracy of such linking. The strategy is quite simple and it starts from
the observation of the data: for the first argument of the relation, we search DBpedia for an en-
tity whose label matches the ConceptNet labels. For the second argument, we search DBpedia
for an entity label that matches the gerund form of the ConceptNet label, e.g., Bath→Bathing.
We perform this step because we noticed how actions are usually referred to with nouns in
ConceptNet, but with verbs in the gerund form in DBpedia. We used the morphology genera-
tion tool for English morphg [323] to generate the correct gerund forms also for irregular verbs.
The application of this linking strategy resulted in a dataset of 1,674 pairs of DBpedia entities.
Table 2.6 shows a few examples of pairs in the dataset.
To use this data as training and test data for the proposed models, we randomly divide
the complete set of positive (Object, usedFor, Action) triples in a training portion (527
triples) and a test portion (58 triples). We combine each object entity in the test portion with
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Table 2.6: Examples of DBpedia entities in a usedFor relation, according to ConceptNet and










Fast food restaurant Meeting
Clipboard Keeping
each action entity to generate a complete test set, comprised of positive and negative triples12.
To account for variations in the performance due to this random partitioning, we repeat each
experiment 100 times and report the averaged results in the experimental section. The average
size of the test set is ≈ 2059. We refer to this dataset as usedFor-Extracted-triples .
2.2.3 Evaluation
This section presents the evaluation of the proposed framework for relation extraction. We apply
our models to the data described in Section 2.2.2, consisting of sets of (Object, locatedAt,
Location) and (Object, usedFor, Action) triples. These experiments verify the feasibility of
our approach for the population of a knowledge base of manipulation relevant data.
We start our experiments by evaluating how well the produced rankings of (Object, locatedAt,
Location) triples match the ground truth rankings obtained from human judgments. For this,
we i) present the evaluations for the unsupervised methods SkipGram/Cosine and NASARI/-
Cosine, ii) show the performance of combinations thereof, and iii) evaluate the newly proposed
SkipGram/Supervised method.
The second part of our experiments evaluates how well each proposed method performs in
extracting a knowledge base. The evaluation is performed for (Object, locatedAt, Location)
and (Object, usedFor, Action) triples.
Ranking evaluation. With the proposed methods from previous sections, we are able to
produce a ranking of e.g., locations for a given object that expresses how prototypical the lo-
cation is for that object. To test the validity of our methods, we compare their output against
the gold standard rankings locatedAt-Human-rankings that we obtained from the crowdsourced
pairs. As a first evaluation, we investigate how well the unsupervised baseline methods per-
form in creating object-location rankings. Secondly, we show how to improve these results by
combining different approaches. Thirdly, we evaluate the supervised model in comparison to
our baselines.
Unsupervised object-location ranking evaluation. Apart from the NASARI-based method
and the skip-gram-based method we employ two simple baselines for comparison: For the loca-
tion frequency baseline, the object-location pairs are ranked according to the frequency of the
12We filter out all generated triples that are falsely labeled as negative in this process.
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Table 2.7: Average Precision@k for k = 1 and k = 3 and average NDCG of the produced
rankings against the gold standard rankings.
Method NDCG P@1 P@3
Location frequency baseline .851 .000 .008
Link frequency baseline .875 .280 .260
NASARI/Cosine .903 .390 .380
SkipGram/Cosine .912 .350 .400
location. The ranking is thus the same for each object, since the score of a pair is only com-
puted based on the location. This method makes sense in absence of any further information
on the object: e.g., a robot tasked to find an unknown object should inspect “common” rooms
such as a kitchen or a studio first, rather than “uncommon” rooms such as a pantry.
The second baseline, the link frequency, is based on counting how often every object appears
on the Wikipedia page of every location and vice versa. A ranking is produced based on these
counts. An issue with this baseline is that the collected counts could be sparse, i.e., most
object-location pairs have a count of 0, thus sometimes producing no value for the ranking for
an object. This is the case for rather “unusual” objects and locations.
For each object in the dataset, we compare the location ranking produced by our algo-
rithms to the crowdsourced gold standard ranking and compute two metrics: the Normalized
Discounted Cumulative Gain (NDCG) and the Precision at k (Precision@k or P@k).
The NDCG is a measure of rank correlation used in information retrieval that gives more









where R is the produced ranking, Ri is the true relevance of the element at position i and R
∗
is the ideal ranking of the elements in R. R∗ can be obtained by sorting the elements by their
true relevance scores. This choice of evaluation metric follows from the idea that it is more
important to accurately predict which locations are likely for a given object than to decide
which are unlikely candidates.
While the NDCG measure gives a complete account of the quality of the produced rankings,
it is not easy to interpret apart from comparisons of different outputs. To gain a better insight
into our results, we provide an alternative evaluation, the Precision@k. The Precision@k mea-
sures the number of locations among the first k positions of the produced rankings that are also
among the top-k locations in the gold standard ranking. It follows that, with k = 1, precision
at 1 is 1 if the top returned location is the top location in the gold standard, and 0 otherwise.
We compute the average of Precision@k for k = 1 and k = 3 across all the objects.
Table 2.7 shows the average NDCG and Precision@k across all objects: methods NASAR-
I/Cosine and SkipGram/Cosine, plus the two baselines introduced above.
Both our methods that are based on semantic relatedness outperform the simple baselines
with respect to the gold standard rankings. The location frequency baseline performs very
poorly, due to an idiosyncrasy in the frequency data, that is, the most “frequent” location
in the dataset is Aisle. This behavior reflects the difficulty in evaluating this task using only
automatic metrics, since automatically extracted scores and rankings may not correspond to
common sense judgment.
The NASARI-based similarities outperform the skip-gram-based method when it comes
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Table 2.8: Rank correlation and precision at k for the method based on fallback strategy.
Method NDCG P@1 P@3
Fallback strategy (threshold=.4) .907 .410 .393
Fallback strategy (threshold=.5) .906 .400 .393
Fallback strategy (threshold=.6) .908 .410 .406
Fallback strategy (threshold=.7) .909 .370 .396
Fallback strategy (threshold=.8) .911 .360 .403
Linear combination (α=.0) .912 .350 .400
Linear combination (α=.2) .911 .380 .407
Linear combination (α=.4) .913 .400 .423
Linear combination (α=.6) .911 .390 .417
Linear combination (α=.8) .910 .390 .410
Linear combination (α=1.0) .903 .390 .380
to guessing the most likely location for an object (Precision@1), as opposed to the better
performance of SkipGram/Cosine in terms of Precision@3 and rank correlation.
We explored the results and found that for 19 objects out of 100, NASARI/Cosine correctly
guesses the top ranking location where SkipGram/Cosine fails, while the opposite happens 15
out of 100 times. We also found that the NASARI-based method has a lower coverage than
the skip-gram method, due to the coverage of the original resource (NASARI), where not every
entity in DBpedia is assigned a vector13. The skip-gram-based method also suffers from this
problem, however, only for very rare or uncommon objects and locations (as Triclinium or
Jamonera). These findings suggest that the two methods could have different strengths and
weaknesses. In the following section we show two strategies to combine them.
Hybrid methods: fallback pipeline and linear combination. The results from the pre-
vious sections highlight that the performance of our two main methods may differ qualitatively.
In an effort to overcome the coverage issue of NASARI/Cosine, and at the same time experiment
with hybrid methods to extract location relations, we devised two simple ways of combining the
SkipGram/Cosine and NASARI/Cosine methods. The first method is based on a fallback strat-
egy: given an object, we consider the pair similarity of the object to the top ranking location
according to NASARI/Cosine as a measure of confidence. If the top ranked location among the
NASARI/Cosine ranking is exceeding a certain threshold, we consider the ranking returned by
NASARI/Cosine as reliable. Otherwise, if the similarity is below the threshold, we deem the
result unreliable and we adopt the ranking returned by SkipGram/Cosine instead. The second
method produces object-location similarity scores by linear combination of the NASARI and
skip-gram similarities. The similarity score for the generic pair s, o is thus given by:
simα(s, o) = α · simNASARI(s, o) + (1− α) · simSkipGram(s, o), (2.3)
where parameter α controls the weight of one method with respect to the other.
Table 2.8 shows the obtained results, with varying values of the parameters threshold and
α. While the NDCG is only moderately affected, both Precision@1 and Precision@3 show an
increase in performance with Precision@3 showing the highest score of all investigated methods.
Supervised object-location ranking. In the previous experiments, we investigated how
well our (unsupervised) baseline methods perform when extracting the locatedAt relation. In
the following, we compare the earlier results to the performance of a scoring function trained in
13Objects like Backpack and Comb, and locations like Loft are all missing.
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Table 2.9: Average precision at k for k = 1 and k = 3 and average NDCG of the produced
rankings against the crowdsourced gold standard rankings. SkipGram/Supervised denotes the
supervised model based on skip-gram embeddings trained for the locatedAt relation.
Method NDCG P@1 P@3
Location frequency baseline .851 .000 .008
Link frequency baseline .875 .280 .260
NASARI/Cosine .903 .390 .380
SkipGram/Cosine .912 .350 .400
Linear combination (α=.4) .913 .400 .423
SkipGram/Supervised .908 .454 .387
a supervised fashion. For this experiment we train the scoring function in Eq. (2.1) to extract
the locatedAt relation between objects and locations. The underlying embeddings V on which
the scoring function computes its scores are fixed to the skip-gram embeddings Vsg. We train
the supervised method on the semi-automatically extracted triples locatedAt-Extracted-triples
previously described. These triples act as the positive triples T +train in the training procedure,
from which we also generate the negative examples T −train following the procedure in Section
2.2.1. We train the model by generating 10 negative triples per positive triple and minimizing
the mean squared error from Eq. (2.2). We initialize Mr with the identity matrix, br with 0,
and train the model parameter using stochastic gradient descent (SGD) using a learning rate of
0.001. SGD is performed in mini batches of size 100 with 300 epochs of training. The training
procedure is realized with Keras [112].
As before, we test the model on the human-rated set of objects and locations locatedAt-
Human-rankings described in Section 2.2.2 and produce a ranking of locations for each object.
Table 2.9 shows the performance of the extended model (SkipGram/Supervised) in comparison
to the previous approaches.
Overall, we can observe mixed results. All of our proposed models (supervised and unsu-
pervised) improve upon the baseline methods with respect to all evaluation metrics. Compared
to the SkipGram/Cosine model, the SkipGram/Supervised model decreases slightly in per-
formance with respect to the NDCG and more so for the Precision@3 score. Most striking,
however, is the increase in Precision@1 of SkipGram/Supervised, showing a relative improve-
ment of 30% to the SkipGram/Cosine model and constituting the highest overall Precision@1
score by a large margin. However, the linear combination (α=.4) still scores higher with respect
to Precision@3 and NDCG.
While the presented results do not point to a clear preference for one particular model,
in the next section we will investigate the above methods more closely in the context of the
generation of a knowledge base.
Retrieval evaluation. In the previous section, we tested how the proposed methods perform
in determining a ranking of locations given an object. For the purpose of evaluation, the tests
have been conducted on a closed set of entities. In this section we return to the original
motivation of this work, that is, to collect manipulation-relevant information about objects in
an automated fashion in the form of a knowledge base.
All the methods introduced in this work are based on some scoring function of triples
expressed as a real number in the range [-1,1] and thus interpretable as a sort of confidence
score relative to the target relation. Therefore, by imposing a threshold on the similarity scores
and selecting only the object-location pairs that score above said threshold, we can extract a
high-confidence set of object-location relations to build a new knowledge base from scratch.
Moreover, by using different values for the threshold, we are able to control the quality and the
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Figure 2.9: Evaluation on automatically created knowledge bases (“usual” locations).





















































Figure 2.10: Evaluation on automatically created knowledge bases (“plausible” and “usual”
locations).
coverage of the produced relations. We test this approach on:
• the locatedAt-usual and locatedAt-usual/plausible datasets for the locatedAt relation
between objects and locations, and
• the usedFor-Extracted-triples dataset for the usedFor relation between objects and ac-
tions.
We introduce the usedFor relation in order to assess the generalizability of our supervised
scoring function.
In general, we extract a knowledge base of triples by scoring each possible candidate triple,
thus producing an overall ranking. We then select the top k triples from the ranking, with k
being a parameter. This gives us the triples that are considered the most prototypical. We
evaluate the retrieved set in terms of Precision, Recall and F-score against the gold standard
sets with varying values of k. Here, the precision is the fraction of correctly retrieved triples in
the set of all retrieved triples, while the recall is the fraction of retrieved triples that also occur








2 · Precision ·Recall
Precision+Recall
with G denoting the set of gold standard triples and Rk the set of retrieved triples up to rank
k.
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Figure 2.11: Evaluation of knowledge base generation for the usedFor relation between objects
and actions. Precision, Recall and F-score are given with respect to extracting the to k scored
triples.
For the locatedAt relation, we also add to the comparison the results of the hybrid, linear
combination method, with the best performing parameters in terms of Precision@1, namely the
linear combination with α = 0.4.
Figures 2.9 and 2.10 show the evaluation of the four methods evaluated against the two ag-
gregated gold standard datasets for the locatedAt relation described above. Figures 2.9c and
2.10c, in particular, show F-score plots for a direct comparison of the performance. The Skip-
Gram/Supervised model achieves the highest F-score on the locatedAt-usual dataset, peaking
at k = 132 with an F-score of 0.415. The SkipGram/Cosine model and the linear combina-
tion outperform both the NASARI/Cosine and the SkipGram/Supervised in terms of recall,
especially for higher k. This also holds for the locatedAt-usual/plausible dataset. Here, the
SkipGram/Supervised model stands out by achieving high precision values for small values of
k. Overall, SkipGram/Supervised performs better for small k (50 – 400) whereas SkipGram/-
Cosine and the linear combination obtain better results with increasing k. This seems to be
in line with the results from previous experiments in Table 2.9 that show a high Precision@1
for the SkipGram/Supervised model but higher scores for SkipGram/Cosine and the linear
combination in terms of Precision@3.
Evaluation of object-action pairs extraction. One of the reasons to introduce a novel
technique for relation extraction based on a supervised statistical method, as stated previously,
is to be able to scale the extraction across different types of relations. To test the validity
of this statement, we apply the same evaluation procedure introduced in the previous part of
this section to the usedFor relation. For the training and evaluation sets we use the dataset
usedFor-Extracted-triples comprising of semi-automatically extracted triples from ConceptNet.
Figure 2.11 displays precision, recall and F-score for retrieving the top k results. The results
are averaged scores over 100 experiments to account for variations in performance due to the
random partitioning in training and evaluation triples and the generation of negative samples.
The standard deviation for precision, recall and F-score for all k is visualized along the mean
scores.
The supervised model achieves on average a maximum F-score of about 0.465 when ex-
tracting 70 triples. This is comparable to the achieved F-scores when training the scoring
function for the locatedAt relation. To give an insight into the produced false positives, Table
2.10 shows the top 30 extracted triples for the usedFor relation of one trained instance of the
supervised model.
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Table 2.10: A list of the top 30 extracted triples for the usedFor relation. The gray highlighted
































2.2.4 Building a Knowledge Base of object locations
Given these results, we can aim for a high-confidence knowledge base by selecting the threshold
on object-location similarity scores that produces a reasonably high precision knowledge base
in the evaluation. For instance, the knowledge base made by the top 50 object-location pairs
extracted with the linear combination method (α = 0.4) has 0.52 precision and 0.22 recall on
the locatedAt-usual gold standard (0.70 and 0.07 respectively on the locatedAt-usual/plausible
set, see Figures 2.9a and 2.10a). The similarity scores in this knowledge base range from 0.570
to 0.866. Following the same methodology that we used to construct the gold standard set
of objects and locations (Section 2.2.2), we extract all the 336 Domestic implements and 199
Rooms from DBpedia, for a total of 66,864 object-location pairs. Selecting only the pairs whose
similarity score is higher than 0.570, according to the linear combination method, yields 931
high confidence location relations. Of these, only 52 were in the gold standard set of pairs (45
were rated “usual” or “plausible” locations), while the remaining 879 are new, such as (Trivet,
Kitchen), (Flight bag, Airport lounge) or (Soap dispenser, Unisex public toilet). The
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distribution of objects across locations has an arithmetic mean of 8.9 objects per location and
standard deviation 11.0. Kitchen is the most represented location with 89 relations, while 15
out of 107 locations are associated with one single object.14
The knowledge base created with this method is the result of one among many possible
configurations of a number of methods and parameters. In particular, the creator of a knowledge
base involving the extraction of relations is given the choice to prefer precision over recall, or
vice-versa. This is done, in our method, by adjusting the threshold on the similarity scores.
Employing different algorithms for the computation of the actual similarities (word embeddings
vs. entity vectors, supervised vs. unsupervised models) is also expected to result in different
knowledge bases. A qualitative assessment of such impact is left for future work.
2.2.5 Related work on mining semantic knowledge from the Web
for robotics
To obtain information about unknown objects from the Web, a robot can use perceptual or
knowledge-based queries. Future systems will inevitably need to use both. In the previous
sections we have focused on the knowledge-based approach, but this can be seen as comple-
mentary to systems which use image-based queries to search databases of labeled images for
similarity, e.g., [378]. Although the online learning of new visual object models is currently a
niche area in robotics, some approaches do exist [167, 181]. These approaches are capable of
segmenting previously unknown objects in a scene and building models to support their future
re-recognition. However, this work focuses purely on visual models (what objects look like),
and does not address how the learnt objects are described semantically (what objects are).
The RoboSherlock framework [43] (which we build upon) is one of the most prominent
projects to add semantic descriptions to objects for everyday environments, but the framework
must largely be configured a priori with knowledge of the objects in its environment. It does
support more open ended performance, e.g., through the use of Google Goggles, but does not use
spatial or semantic context for its Web queries, only vision. The same research group pioneered
Web and cloud robotics, where tools such as KnowRob [436] (also used in RoboSherlock) both
formalized robot knowledge and capabilities, and used this formal structure to exploit the Web
for remote data sources and knowledge sharing. In a more supervised setting, many approaches
have used humans to train mobile robots about new objects in their environment [191, 419] and
robots have also used Web knowledge sources to improve their performance in closed worlds,
e.g., the use of object-room co-occurrence data for room categorization in [211].
The spatial organization of a robot’s environment has also been previously exploited to
improve task performance. For example, [439, 259] present a system in which the previous ex-
perience of spatial arrangements of desktop objects is used to refine the results of a noisy object
categorization system. This demonstrates the predictive power of spatial arrangements, which
is something we also exploit in our work. However this prior work matched between scenes in
the same environment and input modality. In our work we connect spatial arrangements in the
robot’s situated experience to structured knowledge on the Web. Our predictions for unknown
objects rely on determining the semantic relatedness of terms. This is an important topic in
several areas, including data mining, information retrieval and web recommendation. [407] ap-
plies ontology-based similarity measures in the robotics domain. Background knowledge about
all the objects the robot could encounter, is stored in an extended version of the KnowRob
ontology. Then, WUP similarity [479] is applied to calculate relatedness of the concept types
by considering the depth of the concepts and the depth of their lowest common super-concept
in the ontology. [267] presents an approach for computing the semantic relatedness of terms
14The full automatically created knowledge base and used resources are available at https://project.inria.
fr/aloof/data/.
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using ontological information extracted from DBpedia for a given domain, using the results for
music recommendations. Contrary to these approaches, we compute the semantic relatedness
between objects by leveraging the vectorial representation of the DBpedia concepts provided
by the NASARI resource [96]. This method links back to earlier distributional semantics work
(e.g., Latent Semantic Analysis [262]) with the difference that here concepts are represented as
vectors, rather than words.
The work described in Section 2.2 relates to the four research lines discussed below, namely:
i) machine reading, ii) supervised relation extraction, iii) encoding common sense knowledge
in domain-independent ontologies and knowledge bases, and iv) grounding of knowledge from
the perspective of cognitive linguistics.
The machine reading paradigm. In the field of knowledge acquisition from the Web, there
has been substantial work on extracting taxonomic (e.g., hypernym), part-of relations [194] and
complete qualia structures describing an object [115]. Quite recently, there has been a focus
on the development of systems that can extract knowledge from any text on any domain (the
open information extraction paradigm [166]). The DARPA Machine Reading Program [29]
aimed at endowing machines with capabilities for lifelong learning by automatically reading
and understanding texts (e.g., [165]). While such approaches are able to quite robustly acquire
knowledge from texts, these models are not sufficient to meet our objectives since: i) they lack
visual and sensorimotor grounding, ii) they do not contain extensive object knowledge. While
the knowledge extracted by our approach presented here is also not sensorimotorically grounded,
we hope that it can support planning of tasks involving object manipulation. Thus, we need
to develop additional approaches that can harvest the Web to learn about usages, appearance
and functionality of common objects. While there has been some work on grounding symbolic
knowledge in language [336], so far there has been no serious effort to compile a large and
grounded object knowledge base that can support cognitive systems in understanding objects.
Supervised Relation Extraction. While machine reading attempts to acquire general
knowledge by reading texts, other works attempt to extract specific relations using classifiers
trained in a supervised approach using labeled data. A training corpus in which the relation
of interest is annotated is typically assumed (e.g., [81]). Another possibility is to rely on the
so called distant supervision approach and use an existing knowledge base to bootstrap the
process by relying on triples or facts in the knowledge base to label examples in a corpus
(e.g., [225, 226, 225, 432]). Some researchers have modeled relation extraction as a matrix
decomposition problem [395]. Other researchers have attempted to train relation extraction
approaches in a bootstrapping fashion, relying on knowledge available on the Web, e.g., [58].
Recently, scholars have tried to build models that can learn to extract generic relations from
the data, rather than a set of pre-defined relations (see [277] and [63]). Related to these models
are techniques to predict triples in knowledge graphs by relying on the embedding of entities
(as vectors) and relations (as matrices) in the same distributional space (e.g., TransE [65] and
TransH [469]). Similar ideas were tested in computational linguistics in the past years, where
relations and modifiers are represented as tensors in the distributional space [31, 138].
Ontologies and KB of common sense knowledge. DBpedia15 [270] is a large-scale knowl-
edge base automatically extracted from the infoboxes of Wikipedia. Besides its sheer size, it is
attractive for the purpose of collecting general knowledge given the one-to-one mapping with
Wikipedia (allowing us to exploit the textual and structural information contained in there)
and its position as the central hub of the Linked Open Data cloud.
15http://dbpedia.org
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YAGO [431] is an ontology automatically extracted from WordNet and Wikipedia. YAGO
extracts facts from the category system and the infoboxes of Wikipedia, and combines these
facts with taxonomic relations derived from WordNet. Despite its high coverage, for our goals,
YAGO suffers from the same drawbacks as DBpedia, i.e., a lack of knowledge about common
objects, that is, about their purpose, functionality, shape, prototypical location, etc.
ConceptNet16 [282] is a semantic network containing lots of things computers should know
about the world. However, we cannot integrate ConceptNet directly in our pipeline because
of the low coverage of the mapping with DBpedia— of the 120 DBpedia entities in our gold
standard (see Section 2.2.2) only 23 have a correspondent node in ConceptNet.
NELL (Never Ending Language Learning) is the product of a continuously-refined process
of knowledge extraction from text [327]. Although NELL is a large-scale and quite fine-grained
resource, there are some drawbacks that prevent it to be effectively used as a commonsense
knowledge base. The inventory of predicates and relations is very sparse, and categories (in-
cluding many objects) have no predicates.
OpenCyC17 [271] attempts to assemble a comprehensive ontology and knowledge base of
everyday common sense knowledge, with the goal of enabling AI applications to perform human-
like reasoning.
Several projects worldwide have attempted to develop knowledge bases for robots through
which knowledge, e.g., about how to manipulate certain objects, can be shared among many
robots. Examples of such platforms are the RoboEarth project [462], RoboBrain [405] or
KnowRob [435], discussed before.
While the above resources are without doubt very useful, we are interested in develop-
ing an approach that can extract new knowledge leveraging text corpora, complementing the
knowledge contained in ontologies and knowledge bases such as the ones described above.
Grounded Knowledge and Cognitive Linguistics Many scholars have argued that, from
a cognitive perspective, knowledge needs to be grounded [213] as well as modality-specific
to support simulation, a mental activity that is regarded as ubiquitous in cognitive intelli-
gent systems [34]. Other seminal work has argued that cognition is categorical [214, 215] and
that perceptual and cognitive reasoning rely on schematic knowledge. In particular, there has
been substantial work on describing the schemas by which we perceive and understand spa-
tial knowledge [434]. The knowledge we have gathered is neither grounded nor schematic, nor
modality-specific in the above senses, but rather amodal and symbolic. This type of knowl-
edge is arguably useful in high-level planning but clearly is not sufficient to support simulation
or event action execution. Developing models by which natural language can be grounded in
action has been the concern of other authors, e.g., Misra et al. [325] as well as Bollini et al.
[64]. Some work has considered extracting spatial relations in natural language input [253].
Differently from the above mentioned works, we are neither interested in interpreting natural
language with respect to grounded action representations nor in extracting spatial relations
from a given sentence. Rather, our goal is to extract prototypical common sense background
knowledge from large corpora.
2.3 Natural Language Processing of Song Lyrics
Given that lyrics encode an important part of the semantics of a song, this Section is dedicated
to the description of my research activity on extracting relevant information from the lyrics,
such as their structure segmentation, their topics, the explicitness of the lyrics content, the
16http://conceptnet5.media.mit.edu/
17http://www.opencyc.org/ as RDF representations: http://sw.opencyc.org/
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salient passages of a song and the emotions conveyed. This research was done in the context
of the WASABI project.
Understanding the structure of song lyrics (e.g., intro, verse, chorus) is an important task
for music content analysis since it allows to split a song into semantically meaningful segments
enabling a description of each section rather than a global description of the whole song.
Carrying out this task by means of an automated system is a challenging but useful task,
that would allow to enrich song lyrics with improved structural clues that can be used for
instance by search engines handling real-word large song collections.
2.4 Lyrics Segmentation via bimodal text-audio repre-
sentation
Understanding the structure of song lyrics (e.g., intro, verse, chorus) is an important task for
music content analysis [106, 473] since it allows to split a song into semantically meaningful
segments enabling a description of each section rather than a global description of the whole
song. The importance of this task arises also in Music Information Retrieval, where music
structure detection is a research area aiming at automatically estimating the temporal structure
of a music track by analyzing the characteristics of its audio signal over time. Given that lyrics
contain rich information about the semantic structure of a song, relying on textual features
could help in overcoming the existing difficulties associated with large acoustic variation in
music. However, so far only a few works have addressed the task lyrics-wise [175, 296, 473, 27].
Carrying out structure detection by means of an automated system is therefore a challenging
but useful task, that would allow to enrich song lyrics with improved structural clues that can
be used for instance by search engines handling real-word large song collections. A step forward,
a complete music search engine should support search criteria exploiting both the audio and
the textual dimensions of a song.
Structure detection consists of two steps: a text segmentation stage that divides lyrics into
segments, and a semantic labelling stage that labels each segment with a structure type (e.g.,
intro, verse, chorus). Given the variability in the set of structure types provided in the literature
according to different genres [433, 71], rare attempts have been made to achieve the second step,
i.e. semantic labelling. While addressing the first step is the core contribution of this section,
we leave the task of semantic labelling for future work.
In [175] we proposed a first neural approach for lyrics segmentation that was relying on
purely textual features. However, with this approach we fail to capture the structure of the
song in case there is no clear structure in the lyrics - when sentences are never repeated or in the
opposite case when they are always repeated. In such cases however, the structure may arise
from the acoustic/audio content of the song, often from the melody representation. This section
aims at extending the approach proposed in [175] by complementing the textual analysis with
acoustic aspects. We perform lyrics segmentation on a synchronized text-audio representation
of a song to benefit from both textual and audio features.
In this direction, this work focuses on the following research question: given the text and
audio of a song, can we learn to detect the lines delimiting segments in the song text? This
question is broken down into two sub questions: 1) given solely the song text, can we learn to
detect the lines delimiting segments in the song? and 2) do audio features - in addition to the
text - boost the model performance on the lyrics segmentation task?
To address these questions, this article contains the following contributions:
1. We introduce a convolutional neural network-based model that i) efficiently exploits the
Self-Similarity Matrix representations (SSM) used in the state-of-the-art [473], and ii)
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can utilize traditional features alongside the SSMs.
2. We experiment with novel features that aim at revealing different properties of a song
text, such as its phonetics and syntax. We evaluate this unimodal (purely text-based)
approach on two standard datasets of English lyrics, the Music Lyrics Database and
the WASABI corpus. We show that our proposed method can effectively detect the
boundaries of music segments outperforming the state of the art, and is portable across
collections of song lyrics of heterogeneous musical genre.
3. We experiment with a bimodal lyrics representation that incorporates audio features
into our model. For this, we use a novel bimodal corpus (DALI) in which each song
text is time-aligned to its associated audio. Our bimodal lyrics segmentation performs
significantly better than the unimodal approach. We investigate which text and audio
features are the most relevant to detect lyrics segments and show that the text and audio
modalities complement each other. We perform an ablation test to find out to what extent
our method relies on the alignment quality of the lyrics-audio segment representations.
To better understand the rational underlying the proposed approach, consider the segmen-
tation of the Pop song depicted in Figure 2.12. The left side shows the lyrics and its segmenta-
tion into its structural parts: the horizontal green lines indicate the segment borders between
the different lyrics segments. We can summarize the segmentation as follows: Verse1-Verse2-
Bridge1-Chorus1-Verse3-Bridge2-Chorus2-Chorus3-Chorus4-Outro. The middle of Figure 2.12
shows the repetitive structure of the lyrics. The exact nature of this structure representation is
introduced later and is not needed to understand this introductory example. The crucial point
is that the segment borders in the song text (green lines) coincide with highlighted rectangles
in the chorus (the Ci) of the lyrics structure (middle). We find that in the verses (the Vi) and
bridges (the Bi) highlighted rectangles are only found in the melody structure (right). The
reason is that these verses have different lyrics, but share the same melody (analogous for the
bridges). While the repetitive structure of the lyrics is an effective representation for lyrics
segmentation, we believe that an enriched segment representation that also takes into account
the audio of a song can improve segmentation models. While previous approaches relied on
purely textual features for lyrics segmentation, showing the discussed limitations, we propose
to perform lyrics segmentation on a synchronized text-audio representation of a song to benefit
from both textual and audio features.
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2.4.1 Modelling segments in song lyrics
Detecting the structure of a song text is a non-trivial task that requires diverse knowledge and
consists of two steps: text segmentation followed by segment labelling. In this work we focus
on the task of segmenting the lyrics. This first step is fundamental to segment labelling when
segment borders are not known. Even when segment borders are “indicated” by line breaks
in lyrics available online, those line breaks have usually been annotated by users and neither
are they necessarily identical to those intended by the songwriter, nor do users in general agree
on where to put them. Thus, a method to automatically segment unsegmented song texts
is needed to automate that first step. Many heuristics can be imagined to find the segment
borders. In our example, separating the lyrics into segments of a constant length of four lines
(Figure 2.12) gives the correct segmentation. However, in another example, the segments can
be of different length. This is to say that enumerating heuristic rules is an open-ended task.
We follow [473] by casting the lyrics segmentation task as binary classification. Let L =
{a1, a2, ..., an} be the lyrics of a song composed of n lyrics lines and seg ⊆ (L,B) be a function
that returns for each line ai ∈ L if it is the end of a segment. The task is to learn a classifier
that approximates seg. At the learning stage, the ground truth segment borders are observed
from segmented text as double line breaks. At the testing stage the classifier has to predict the
now hidden segment borders.
Note that lyrics lines do not exist in isolation, as lyrics are texts that accompany music.
Therefore, each lyrics line is naturally associated to a segment of audio. We define a bimodal
lyrics line ai = (li, si) as a pair containing both the i-th text line li, and its associated audio
segment si. In the case we only use the textual information, we model this as unimodal lyrics
lines, i.e. ai = (li).
18
In order to infer the lyrics structure, we rely on our Convolutional Neural Network-based
model that we introduced in [175]. Our model architecture is detailed later in this section. It
detects segment boundaries by leveraging the repeated patterns in a song text that are conveyed
by the Self-Similarity Matrices.
Self-Similarity Matrices. We produce Self-Similarity Matrices (SSMs) based on bimodal
lyrics lines ai = (li, si) in order to capture repeated patterns in the text line li as well as
its associated audio segment si. SSMs have been previously used in the literature to esti-
mate the structure of music [183, 118] and lyrics [473, 175]. Given a song consisting of bi-
modal lines {a1, a2, ..., an}, a Self-Similarity Matrix SSMM ∈ Rn×n is constructed, where each
element is set by computing a similarity measure between the two corresponding elements
(SSMM)ij = simM(xi, xj). We choose xi, xj to be elements from the same modality, i.e. they
are either both lyrics lines (li) or both audio segments (si) associated to lyrics lines. simM
is a similarity measures that compares two elements of the same modality to each other. In
our experiments, this is either a text-based or an audio-based similarity. As a result, SSMs
constructed from a text-based similarity highlight distinct patterns of the text, revealing the
underlying structure (see Figure 2.12, middle). Analogously, SSMs constructed from an audio-
based similarity highlight distinct patterns of the audio (see Figure 2.12, right). In the unimodal
case, we compute SSMs from only one modality: either text lines li or audio segments si.
There are two common patterns that were investigated in the literature: diagonals and
rectangles. Diagonals parallel to the main diagonal indicate sequences that repeat and are
typically found in a chorus. Rectangles, on the other hand, indicate sequences in which all the
lines are highly similar to one another. Both of these patterns were found to be indicators of
segment borders.
18This definition can be straightforwardly extended to more modalities, ai then becomes a tuple containing
time-synchronized information.
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Figure 2.13: Convolutional Neural Network-based model inferring lyrics segmentation.
Convolutional Neural Network-based Model. Lyrics segments manifest themselves in
the form of distinct patterns in the SSM. In order to detect these patterns efficiently, we intro-
duce the Convolutional Neural Network (CNN) architecture which is illustrated in Figure 2.13.
The model predicts for each lyrics line if it is segment ending. For each of the n lines of a song
text the model receives patches (see Figure 2.13, step A) extracted from SSMs ∈ Rn×n and
centered around the line: inputi = {P 1i , P 2i , ..., P ci } ∈ R2w×n×c, where c is the number of SSMs
or number of channels and w is the window size. To ensure the model captures the segment-
indicating patterns regardless of their location and relative size, the input patches go through
two convolutional layers (see Figure 2.13, step B) [195], using filter sizes of (w + 1) × (w + 1)
and 1×w, respectively. By applying max pooling after both convolutions each feature is down-
sampled to a scalar. After the convolutions, the resulting feature vector is concatenated with
the line-based features (see Figure 2.13, step C) and goes through a series of densely connected
layers. Finally, the softmax is applied to produce probabilities for each class (border/not
border) (see Figure 2.13, step D). The model is trained with supervision using binary cross-
entropy loss between predicted and ground truth segment border labels (see Figure 2.13, step
E). Note that while the patch extraction is a local process, the SSM representation captures
global relationships, namely the similarity of a line to all other lines in the lyrics.
Bimodal Lyrics Lines. To perform lyrics segmentation on a bimodal text-audio represen-
tation of a song to benefit from both textual and audio features, we use a corpus where the
annotated lyrics ground truth (segment borders) is synchronized with the audio. This bimodal
dataset is described in the following subsection. We focus solely on the audio extracts that have
singing voice, as only they are associated to the lyrics. For that let ti be the time interval of
the (singing event of) text line li in our synchronized text-audio corpus. Then, a bimodal lyrics
line ai = (li, si) consists of both a text line li (the text line during ti) and its associated audio
segment si (the audio segment during ti). As a result, we have the same number of text lines
and audio segments. While the textual information li can be used directly to produce SSMs,
the complexity of the raw audio signal prevents it from being used as direct input of our system.
Instead, it is common to extract features from the audio that highlight some aspects of the
signal that are correlated with the different musical dimensions. Therefore, we describe each
audio segment si as set of different time vectors. Each frame of a vector contains information
of a precise and small time interval. The size of each audio frame depends on the configuration
of each audio feature. We call an audio segment si featurized by a feature f if f is applied to
all frames of si. For our bimodal segment representation we featurize each si with one of the
following features:
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• Mel-frequency cepstral coefficients (mfcc ∈ R14): these coefficients [137] emphasize
parts of the signal that are related with our understanding of the musical timbre. They
have proven to be very efficient in a large range of audio applications.
• Chroma feature (chr ∈ R12): this feature [188] describes the harmonic information of
each frame by computing the “presence” of the twelve different notes.
2.4.2 Datasets
Song texts are available widely across the Web in the form of user-generated content. Unfortu-
nately for research purposes, there is no comprehensive publicly available online resource that
would allow a more standardized evaluation of research results. This is mostly attributable
to copyright limitations and has been criticized before in [301]. Research therefore is usually
undertaken on corpora that were created using standard web-crawling techniques by the respec-
tive researchers. Due to the user-generated nature of song texts on the Web, such crawled data
is potentially noisy and heterogeneous, e.g., the way in which line repetitions are annotated
can range from verbatim duplication to something like Chorus (4x) to indicate repeating the
chorus four times.
In the following we describe the lyrics corpora we used in our experiments. First, MLDB
and WASABI are purely textual corpora. Complementarily, DALI is a corpus that contains
bimodal lyrics representations in which text and audio are synchronized.
MLDB and WASABI. The Music Lyrics Database (MLDB) V.1.2.719 is a proprietary lyrics
corpus of popular songs of diverse genres. We use this corpus in the same configuration as used
before by the state of the art in order to facilitate a comparison with their work. Consequently,
we only consider English song texts that have five or more segments and we use the same
training, development and test indices, which is a 60%-20%-20% split. In total we have 103k
song texts with at least 5 segments. 92% of the remaining song texts count between 6 and 12
segments.
The WASABI corpus20 [317], is a larger corpus of song texts, consisting of 744k English
song texts with at least 5 segments, and for each song it provides the following information: its
lyrics21, the synchronized lyrics when available22, DBpedia abstracts and categories the song
belongs to, genre, label, writer, release date, awards, producers, artist and/or band members,
the stereo audio track from Deezer, when available, the unmixed audio tracks of the song, its
ISRC, bpm, and duration.
DALI. The DALI corpus23 [316] contains synchronized lyrics-audio representations on dif-
ferent levels of granularity: syllables, words, lines and segments / paragraphs. It was created
by joining two datasets: (1) a corpus for karaoke singing (AMX) which contains alignments
between lyrics and audio on the syllable level and (2) a subset of WASABI lyrics that belong to
the same songs than the lyrics in AMX. Note that corresponding lyrics in WASABI can differ
from those in AMX to some extent. Also, in AMX there is no annotation of segments. DALI
provides estimated segments for AMX lyrics, projected from the ground truth segments from
WASABI. For example, Figure 2.14 shows on the left side the lyrics lines as given in AMX. The
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Corpus name Alignment quality Song count
Q+ high (90-100%) 1048
Q0 med (52-90%) 1868
Q− low (0-52%) 1868
full dataset - 4784
Table 2.11: The DALI dataset partitioned by alignment quality
The left side shows the estimated lyrics segments in AMX. Note how the lyrics in WASABI
have one segment more, as the segment W3 has no counter part in AMX.
Based on the requirements for our task, we derive a measure to assess how well the estimated
AMX segments correspond / align to the groundtruth WASABI segments. Since we will use
the WASABI segments as ground truth labels for supervised learning, we need to make sure,
the AMX lines (and hence audio information) actually belongs to the aligned segment. As only
for the AMX lyrics segments we have aligned audio features and we want to consistently use
audio features in our segment representations, we make sure that every AMX segment has a
counterpart WASABI segment (see Figure 2.14, A0 ∼ W0, A1 ∼ W1, A2 ∼ W2, A3 ∼ W4).
On the other hand, we allow WASABI segments to have no corresponding AMX segments (see
Figure 2.14, W3). We further do not impose constraints on the order of appearance of segments
in AMX segmentations vs. WASABI segmentations, to allow for possible rearrangements in
the order of corresponding segments. With these considerations, we formulate a measure of
alignment quality that is tailored to our task of bimodal lyrics segmentation. Let A,W be
segmentations, where A = A0A1...Ax and the Ai are AMX segments and W = W0W1...Wy with
WASABI lyrics segments Wi. Then the alignment quality between the segmentations A,W is
composed from the similarities of the best-matching segments. Using string similarity simstr as
defined in the following subsection, we define the alignment quality Qual as follows:





{ simstr(Ai,Wj) } }
In order to test the impact of Qual on the performance of our lyrics segmentation algorithm, we
partition the DALI corpus into parts with different Qual. Initially, DALI consists of 5358 lyrics
that are synchronized to their audio track. Like in previous publications [473, 175], we ensure
that all song texts contain at least 5 segments. This constraint reduces the number of tracks
used by us to 4784. We partition the 4784 tracks based on their Qual into high (Q+), med
(Q0), and low (Q−) alignment quality datasets. Table 5.1 gives an overview over the resulting
dataset partitions. The Q+ dataset consists of 50842 lines and 7985 segment borders and has
the following language distribution: 72% English, 11% German, 4% French, 3% Spanish, 3%
Dutch, 7% other languages.
2.4.3 Experimental setting
The central input features used by our Convolutional Neural Network-based model are the
different SSMs. Therefore, the choice of similarities used to produce the SSMs is essential to
the approach. We experiment with both text-based and audio-based similarities, described in
the following paragraph. We then detail the model configurations and hyperparameters. We
describe separately the settings for the experiments using unimodal lyrics lines (text only) or
bimodal lyrics lines (text and audio), respectively.
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Figure 2.14: Lyrics lines and estimated lyrics segments in AMX (left). Lyrics lines and ground
truth lyrics segments in WASABI (right) for the song (“Don‘t Break My Heart” by Den Harrow)
Similarity Measures. We produce SSMs based on three line-based text similarity measures.
We further add audio-based similarities - the crucial ingredient that makes our approach multi-
modal. In the following, we define the text-based and audio-based similarities used to compute
the SSMs.
Text similarities: given the text lines of the lyrics, we compute different similarity measures,
based on either their characters, their phonetics or their syntax.
• String similarity (simstr): a normalized Levenshtein string edit similarity between the
characters of two lines of text [272]. This has been widely used - e.g., [473, 175].
• Phonetic similarity (simphon): a simplified phonetic representation of the lines com-
puted using the “Double Metaphone Search Algorithm” [379]. When applied to “i love
you very much” and “i’l off you vary match” it returns the same result: “ALFFRMX”.
This algorithm was developed to capture the similarity of similar sounding words even
with possibly very dissimilar orthography. We translate the text lines into this “phonetic
language” and then compute simstr between them.
• Lexico-syntactical similarity (simlsyn): this measure, initially proposed in [170],
combines lexical with syntactical similarity. simlex captures the similarity between text
lines such as “Look into my eyes” and “I look into your eyes”: these are partially similar
on a lexical level and partially similar on a syntactical level. Given two lines x, y lexico-
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syntactical similarity is defined as: simlsyn(x, y) = sim
2
lex(x, y)+(1−simsyn)·simsyn(x̂, ŷ),
where simlex is the overlap of the bigrams of words in x and y, and simsyn is the overlap
of the bigrams of pos tags in x̂, ŷ, the remaining tokens that did not overlap on a word
level.
Audio similarities: There are several alternatives to measure the similarity between two
audio sequences (e.g., mfcc sequences) of possibly different lengths, among which Dynamic
Time Warping Td is the most popular one in the Music Information Retrieval community.
Given bimodal lyrics lines au, av (as previously defined), we compare two audio segments su
and sv that are featurized by a particular audio feature (mfcc, chr) using Td:
Td(i, j) = d(su(i), sv(j)) + min

Td(i− 1, j),
Td(i− 1, j − 1),
Td(i, j − 1)

Td must be parametrized by an inner distance d to measure the distance between the frame i
of su and the frame j of sv. Depending on the particular audio feature su and sv are featurized
with, we employ a different inner distance as defined below. Let m be the length of the vector
su and n be the length of sv. Then, we compute the minimal distance between the two audio
sequences as Td(m,n) and normalize this by the length r of the shortest alignment path between
su and sv to obtain values in [0,1] that are comparable to each other. We finally apply λx.(1−x)
to turn the distance Td into a similarity measure Sd:
Sd(su, sv) = 1− Td(m,n) · r−1
Given bimodal lyrics lines ai, we now define similarity measures between audio segments si
that are featurized by a particular audio feature presented previously (mfcc, chr) based on our
similarity measure Sd:
• MFCC similarity (simmfcc): Sd between two audio segments featurized by the mfcc
feature. As inner distance we use the cosine distance: d(x, y) = x · y · (‖x‖ · ‖y‖)−1
• Chroma similarity (simchr): Sd between two audio segments featurized by the chroma
feature; using cosine distance as inner distance
Models and configurations. In our first experiment we represent song texts via unimodal
lyrics lines and experiment on the MLDB and WASABI datasets. We compare to the
state of the art [473] and successfully reproduce their best features to validate their approach.
Two groups of features are used in the replication: repeated pattern features (RPF) extracted
from SSMs and n-grams extracted from text lines. The RPF basically act as hand-crafted
image filters that aim to detect the edges and the insides of diagonals and rectangles in the
SSM.
Then, our own models are neural networks, that use as features SSMs and two line-based
features: the line length and n-grams. For the line length, we extracted the character count from
each line, a simple proxy of the orthographic shape of the song text. Intuitively, segments that
belong together tend to have similar shapes. Similarly to [473]’s term features we extracted
those n-grams from each line that are most indicative for segment borders: using the tf-idf
weighting scheme, we extracted n-grams that are typically found left or right from the segment
border, varied n-gram lengths and also included indicative part-of-speech tag n-grams. This
resulted in 240 term features in total. The most indicative words at the start of a segment were:
{ok, lately, okay, yo, excuse, dear, well, hey}. As segment-initial phrases we found: {Been a
long, I’ve been, There’s a, Won’t you, Na na na, Hey, hey}. Typical words ending a segment
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were: {..., .., !, ., yeah, ohh, woah. c’mon, wonderland}. And as segment-final phrases we found
as most indicative: {yeah!, come on!, love you., !!!, to you., with you., check it out, at all., let’s
go, ...}
In this experiment we consider only SSMs made from text-based similarities; we note this
in the model name as CNNtext. We further name a CNN model by the set of SSMs that it uses
as features. For example, the model CNNtext{str} uses as only feature the SSM made from
string similarity simstr, while the model CNNtext{str, phon, lsyn} uses three SSMs in parallel
(as different input channels), one from each similarity.
For convolutional layers we empirically set wsize = 2 and the amount of features extracted
after each convolution to 128. Dense layers have 512 hidden units. We have also tuned the
learning rate (negative degrees of 10), the dropout probability with increments of 0.1. The
batch size was selected from the beginning to be 256 to better saturate our GPU. The CNN
models were implemented using Tensorflow.
For comparison, we implement two baselines. The random baseline guesses for each line
independently if it is a segment border (with a probability of 50%) or not. The line length
baseline uses as only feature the line length in characters and is trained using a logistic regression
classifier.
For comparison with the state of the art, we use as a first dataset the same they used, the
MLDB (see Section 2.4.2). To test the system portability to bigger and more heterogeneous
data sources, we further experimented our method on the WASABI corpus (see Section 2.4.2).
In order to test the influence of genre on classification performance, we aligned MLDB to
WASABI as the latter provides genre information. Song texts that had the exact same title
and artist names (ignoring case) in both data sets were aligned. This rather strict filter resulted
in an amount of 58567 (57%) song texts with genre information in MLDB. Table 2.13 shows
the distribution of the genres in MLDB song texts. We then tested our method on each genre
separately, to test our hypothesis that classification is harder for some genres in which almost
no repeated patterns can be detected (as Rap songs). To the best of our knowledge, previous
work did not report on genre-specific results.
In this work we did not normalize the lyrics in order to rigorously compare our results to
[473]. We estimate the proportion of lyrics containing tags such as Chorus to be marginal
(0.1-0.5%) in the MLDB corpus. When applying our methods for lyrics segmentation to lyrics
found online, an appropriate normalization method should be applied as a pre-processing step.
For details on such a normalization procedure we refer the reader to [170], Section 2.1.
Evaluation metrics are Precision (P), Recall (R), and f-score (F1). Significance is tested
with a permutation test [351], and the p-value is reported.
Then, in the second experiment, the song texts are represented via bimodal lyrics lines
and experimentation is performed on the DALI corpus. In order to test our hypotheses which
text and audio features are most relevant to detect segment boundaries, and whether the text
and audio modalities complement each other, we compare different types of models: baselines,
text-based models, audio-based models, and finally bimodal models that use both text and
audio features. We provide the following baselines: the random baseline guesses for each line
independently if it is a segment border (with a probability of 50%) or not. The line length
baselines use as feature only the line length in characters (text-based model) or milliseconds
(audio-based model) or both, respectively. These baselines are trained using a logistic regression
classifier. All other models are CNNs using the architecture described previously and use as
features SSMs made from different textual or audio similarities as previously described. The
CNN-based models that use purely textual features (str) are named CNNtext, while the CNN-
based models using purely audio features (mfcc, chr) are named CNNaudio. Lastly, the CNNmult
models are multimodal in the sense that they use combinations of textual and audio features.
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We name a CNN model by its modality (text, audio, mult) as well as by the set of SSMs that it
uses as features. For example, the model CNNmult{str, mfcc} uses as textual feature the SSM
made from string similarity simstr and as audio feature the SSM made from mfcc similarity
simmfcc.
As dataset we use the Q+ part of the DALI dataset. We split the data randomly into training
and test sets using the following scheme: considering that the DALI dataset is relatively small,
we average over two different 5-fold cross-validations. We prefer this sampling strategy for our
small dataset over a more common 10-fold cross-validation as it avoids the test set becoming
too small.
2.4.4 Results and discussion
Table 2.12 shows the results of our experiments with unimodal lyrics lines on the
MLDB dataset. We start by measuring the performance of our replication of [473]’s approach.
This reimplementation exhibits 56.3% F1, similar to the results reported in the original paper
(57.7%). The divergence could be attributed to a different choice of hyperparameters and
feature extraction code. Much weaker baselines were explored as well. The random baseline
resulted in 18.6% F1, while the usage of simple line-based features, such as the line length
(character count), improves this to 25.4%.
The best CNN-based model, CNNtext{str, phon, lsyn}+ n-grams, outperforms all our base-
lines reaching 67.4% F1, 8.2pp better than the results reported in [473]. We perform a permuta-
tion test [351] of this model against all other models. In every case, the performance difference
is statistically significant (p < .05).
Subsequent feature analysis revealed that the model CNNtext{str} is by far the most effec-
tive. The CNNtext{lsyn} model exhibits much lower performance, despite using a much more
complex feature. We believe the lexico-syntactical similarity is much noisier as it relies on
n-grams and PoS tags, and thus propagates error from the tokenizers and PoS taggers. The
CNNtext{phon} exhibits a small but measurable performance decrease from CNNtext{str}, pos-
sibly due to phonetic features capturing similar regularities, while also depending on the quality
of preprocessing tools and the rule-based phonetic algorithm being relevant for our song-based
dataset. The CNNtext{str, phon, lsyn} model that combines the different textual SSMs yields
a performance comparable to CNNtext{str}.
In addition, we test the performance of several line-based features on our dataset. Most
notably, the n-grams feature provides a significant performance improvement producing the
best model. Note that adding the line length feature to any CNNtext model does not increase
performance.
To show the portability of our method to bigger and more heterogeneous datasets, we ran
the CNN model on the WASABI dataset, obtaining results that are very close to the ones
obtained for the MLDB dataset: precision: 67.4% for precision, 67.3% recall, and 67.4% f-score
using the CNNtext{str} model.
Results differ significantly based on genre. We split the MLDB dataset with genre anno-
tations into training and test, trained on all genres, and tested on each genre separately. In
Table 2.13 we report the performances of the CNNtext{str} on lyrics of different genres. Songs
belonging to genres such as Country, Rock or Pop, contain recurrent structures with repeating
patterns, which are more easily detectable by the CNNtext algorithm. Therefore, they show
significantly better performance. On the other hand, the performance on genres such as Hip
Hop or Rap, is much worse.
The results of our experiments with multimodal lyrics lines on the DALI dataset
are depicted in Table 2.14. The random baseline and the different line length baselines reach a
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Model Features P R F1
Random baseline n/a 18.6 18.6 18.6
Line length baseline text line length 16.7 52.8 25.4
Handcrafted filters
RPF (our replication) 48.2 67.8 56.3
RPF [473] 56.1 59.4 57.7
RPF + n-grams 57.4 61.2 59.2
CNNtext
{str} 70.4 63.0 66.5
{phon} 75.9 55.6 64.2
{lsyn} 74.8 50.0 59.9
{str, phon, lsyn} 74.1 60.5 66.6
{str, phon, lsyn} + n-grams 72.1 63.3 67.4
Table 2.12: Results with unimodal lyrics lines on MLDB dataset in terms of Precision (P),
Recall (R) and F1 in %.
Genre Lyrics[#] P R F1
Rock 6011 73.8 57.7 64.8
Hip Hop 5493 71.7 43.6 54.2
Pop 4764 73.1 61.5 66.6
RnB 4565 71.8 60.3 65.6
Alternative Rock 4325 76.8 60.9 67.9
Country 3780 74.5 66.4 70.2
Hard Rock 2286 76.2 61.4 67.7
Pop Rock 2150 73.3 59.6 65.8
Indie Rock 1568 80.6 55.5 65.6
Heavy Metal 1364 79.1 52.1 63.0
Southern Hip Hop 940 73.6 34.8 47.0
Punk Rock 939 80.7 63.2 70.9
Alternative Metal 872 77.3 61.3 68.5
Pop Punk 739 77.3 68.7 72.7
Soul 603 70.9 57.0 63.0
Gangsta Rap 435 73.6 35.2 47.7
Table 2.13: Results with unimodal lyrics lines. CNNtext{str} model performances across musi-
cal genres in the MLDB dataset in terms of Precision (P), Recall (R) and F1 in %. Underlined
are the performances on genres with less repetitive text. Genres with highly repetitive structure
are in bold.
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performance of 15.5%-33.5% F1. Interestingly, the audio-based line length (33.5% F1) is more
indicative of the lyrics segmentation than the text-based line length (25.0% F1).
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The model CNNtext{str} performs with 70.8% F1 similarly to the CNNtext{str} model from
the first experiment (66.5% F1). The models use the exact same SSMstr feature and hyperpa-
rameters, but another lyrics corpus (DALI instead of MLDB). We believe that as DALI was
assembled from karaoke singing instances, it likely contains more repetitive song texts that are
easier to segment using the employed method. Note that the DALI dataset is too small to allow
a genre-wise comparison as we did in the previous experiment using the MLDB dataset.
The CNNaudio models perform similarly well than the CNNtext models. CNNaudio{mfcc}
reaches 65.3% F1, while CNNaudio{chr} results in 63.9% F1. The model CNNaudio{mfcc, chr}
performs with 70.4% F1 significantly (p < .001) better than the models that use only one of the
features. As the mfcc feature models timbre and instrumentation, whilst the chroma feature
models melody and harmony, they provide complementary information to the CNNaudio model
which increases its performance.
Most importantly, the CNNmult models combining text- with audio-based features constantly
outperform the CNNtext and CNNaudio models. CNNmult{str, mfcc} and CNNmult{str, chr}
achieve a performance of 73.8% F1 and 74.5% F1, respectively - this is significantly (p < .001)
higher compared to the 70.8% (70.4%) F1 of the best CNNtext (CNNaudio) model. Finally,
the overall best performing model is a combination of the best CNNtext and CNNaudio models
and delivers 75.3% F1. CNNmult{str, mfcc, chr} is the only model to significantly (p < .05)
outperform all other models in all three evaluation metrics: precision, recall, and F1. Note,
that all CNNmult models outperform all CNNtext and CNNaudio models significantly (p < .001)
in recall.
We perform an ablation test on the alignment quality. For this, we train CNN-based models
with those feature sets that performed best on the Q+ part of DALI. For each modality (text,
audio, mult), i.e. CNNtext{str}, CNNaudio{mfcc, chr}, and CNNmult{str, mfcc, chr}, we train a
model for each feature set on each partition of DALI (Q+, Q0, Q−). We always test our models
on the same alignment quality they were trained on. The alignment quality ablation results are
depicted in Table 2.15. We find that independent of the modality (text, audio, mult.), all models
perform significantly (p < .001) better with higher alignment quality. The effect of modality on
segmentation performance (F1) is as follows: on all datasets we find CNNmult{str, mfcc, chr}
to significantly (p < .001) outperform both CNNtext{str} and CNNaudio{mfcc, chr}. Further,
CNNtext{str} significantly (p < .001) outperforms CNNaudio{mfcc, chr} on the Q0 and Q−
dataset, whereas this does not hold on the Q+ dataset (p ≥ .05).
2.4.5 Error analysis
An SSM for a Rap song is depicted in Figure 2.15. As texts in this genre are less repetitive, the
SSM-based features are less reliable to determine a song’s structure. Moreover, when returning
to the introductory example in Figure 2.12, we observe that verses (the Vi) and bridges (the
Bi) are not detectable when looking at the text representation only (see Figure 2.12, middle).
The reason is that these verses have different lyrics. However, as these parts share the same
melody, highlighted rectangles are visible in the melody structure.
Indeed, we found our bimodal segmentation model to produce significantly (p < .001)
better segmentations (75.3% F1) compared to the purely text-based (70.8% F1) and audio-based
models (70.4% F1). The increase in F1 stems from both increased precision and recall. The
model increase in precision is observed as CNNmult often produces less false positive segment
borders, i.e. the model delivers less noisy results. We observe an increase in recall in two
ways: first, CNNmult sometimes detects a combination of the borders detected by CNNtext and
24Note that adding line length features to any CNN-based model does not increase performance.
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Model Features P R F1
Random baseline n/a 15.7 15.7 15.7
Line length baselines
text length 16.6 51.8 25.0
audio length 22.7 63.8 33.5
text length + audio length 22.6 63.0 33.2
CNNtext {str} 78.7 64.2 70.8
CNNaudio
{mfcc} 79.3 55.9 65.3
{chr} 76.8 54.7 63.9
{mfcc, chr} 79.2 63.8 70.4
CNNmult
{str, mfcc} 80.6 69.0 73.8
{str, chr} 82.5 69.0 74.5
{str, mfcc, chr} 82.7 70.3 75.3
Table 2.14: Results with multimodal lyrics lines on the Q+ dataset in terms of Precision (P),
Recall (R) and F1 in %. Note that the CNNtext{str} model is the same configuration as in
Table 2, but trained on different dataset.
Dataset Model Features P R F1
Q+
CNNtext {str} 78.7 64.2 70.8
CNNaudio {mfcc, chr} 79.2 63.8 70.4
CNNmult. {str, mfcc, chr} 82.7 70.3 75.3
Q0
CNNtext {str} 73.6 54.5 62.8
CNNaudio {mfcc, chr} 74.9 48.9 59.5
CNNmult. {str, mfcc, chr} 75.8 59.4 66.5
Q−
CNNtext {str} 67.5 30.9 41.9
CNNaudio {mfcc, chr} 66.1 24.7 36.1
CNNmult. {str, mfcc, chr} 68.0 35.8 46.7
Table 2.15: Results with multimodal lyrics lines for the alignment quality ablation test on the
datasets Q+, Q0, Q− in terms of Precision (P), Recall (R) and F1 in %.
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Figure 2.15: Example SSM computed from textual similarity simstr. As common for Rap song
texts, there is no chorus (diagonal stripe parallel to main diagonal). However, there is a highly
repetitive musical state from line 18 to 21 indicated by the corresponding rectangle in the
SSM spanning from (18,18) to (21,21). (“Meet Your Fate” by Southpark Mexican, MLDB-ID:
125521)
CNNaudio. Secondly, there are cases where CNNmult detects borders that are not recalled in
either of CNNtext or CNNaudio.
Segmentation algorithms that are based on exploiting patterns in an SSM, share a common
limitation: non-repeated segments are hard to detect as they do not show up in the SSM.
Note, that such segments are still occasionally detected indirectly when they are surrounded
by repeated segments. Furthermore, a consecutively repeated pattern such as C2-C3-C4 in
Figure 2.12 is not easily segmentable as it could potentially also form one (C2C3C4) or two
(C2-C3C4 or C2C3-C4) segments. Another problem is that of inconsistent classification inside
of a song: sometimes, patterns in the SSM that look the same to the human eye are classified
differently. Note, however that on the pixel level there is a difference, as the inference in the
used CNN is deterministic. This is a phenomenon similar to adversarial examples in image
classification (same intension, but different extension).
We now analyze the predictions of our different models for the example song given in
Figure 2.12. We compare the predictions of the following three different models: the text-
based model CNNtext{str} (visualized in Figure 2.12 as the left SSM called “repetitive lyrics
structure”), the audio-based model CNNaudio{chr} (visualized in Figure 2.12 as the right SSM
called “repetitive melody structure”), and the bimodal model CNNmult{str, mfcc, chr}. Starting
with the first chorus, C1, we find it to be segmented correctly by both CNNtext{str} and
CNNaudio{chr}. As previously discussed, consecutively repeated patterns are hard to segment
and our text-based model indeed fails to correctly segment the repeated chorus (C2-C3-C4). The
audio-based model CNNaudio{chr} overcomes this limitation and segments the repeated chorus
correctly. Finally, we find that in this example both the text-based and the audio-based models
fail to segment the verses (the Vi) and bridges (the Bi) correctly. The CNNmult{str, mfcc, chr}
model manages to detect the bridges and verses in our example.
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Note that adding more features to a model does not always increase its ability to detect
segment borders. While in some examples, the CNNmult{str, mfcc, chr} model detects segment
borders that were not detected in any of the models CNNtext{str} or CNNaudio{mfcc, chr},
there are also examples where the bimodal model does not detect a border that is detected by
both the text-based and the audio-based models.
2.5 Song lyrics summarization inspired by audio thumb-
nailing
Automatic text summarization is the task of producing a concise and fluent summary while
preserving key information content and overall meaning of a text [7]. Numerous approaches
have been developed to address this task and applied widely in various domains including news
articles [107], scientific papers [309], web content as blogs [231], customer reviews [369] and
social media messages [218].
Just as we may need to summarize a story, we may also need to summarize song lyrics, for
instance to produce adequate snippets for a search engine dedicated to an online song collection
or for music digital libraries. From a linguistic point of view however, lyrics are a very peculiar
genre of document and generic summarization methods may not be appropriate when the input
for summarization comes from a specific domain or type of genre as songs are [342]. Compared
to news documents, for instance, lyrics have a very different structure. Given the repeating
forms, peculiar structure (e.g., the segmentation into verse, chorus, etc.) and other unique
characteristics of song lyrics, we need the summarization algorithms to take advantage of these
additional elements to more accurately identify relevant information in song lyrics. But just as
such characteristics enable the exploration of new approaches, other characteristics make the
application of summarization algorithms very challenging, as the presence of repeated lines,
the discourse structure that strongly depends on the interrelation of music and words in the
melody composition, the heterogeneity of musical genres each featuring peculiar styles and
wording [71], and simply the fact that not all songs tell a story.
In this direction, this work focuses on the following research questions: What is the impact of
the context in summarizing song lyrics?. This question is broken down into two sub questions:
1) How do generic text summarization methods perform over lyrics? and 2) Can such peculiar
context be leveraged to identify relevant sentences to improve song text summarization? To
answer our research questions, we experiment with generic unsupervised state-of-the-art text
summarization methods (i.e. TextRank, and a topic distribution based method) to perform
lyrics summarization, and show that adding contextual information helps such models to pro-
duce better summaries. Specifically, we enhance text summarization approaches with a method
inspired by audio thumbnailing techniques, that leverages the repetitive structure of song texts
to improve summaries. We show how summaries that take into account the audio nature of
the lyrics outperform the generic methods according to both an automatic evaluation over 50k
lyrics, and judgments of 26 human subjects.
As introduced in the previous section, song texts are arranged in segments and lines. For
instance the song text depicted in Figure 2.16 consists of 8 segments and 38 lines. Given a
song text S consisting of n lines of text, S = (x1, ..., xn), we define the task of extractive lyrics
summarization as the task of producing a concise summary sum of the song text, consisting
of a subset of the original text lines: sum(S) ⊆ S, where usually |sum(S)| << |S|. We define
the goal of a summary as to preserve key information and the overall meaning of a song text.
To address this task, we apply the following methods from the literature: the popular graph-
based summarizer TextRank; an adaptation of a topic-based method (TopSum). Moreover, we
66 CHAPTER 2. IE TO GENERATE STRUCTURED KNOWLEDGE
Figure 2.16: Song text of “Let’s start a band” by Amy MacDonald along with two example
summaries.
introduce a method inspired by audio thumbnailing (which we dub Lyrics Thumbnail) which
aims at creating a summary from the most representative parts of the original song text. While
for TextRank we rely on the off-the-shelf implementation of [33], in the following we describe
the other two methods.
2.5.1 TopSum
We implement a simple topic-based summarization model that aims to construct a summary
whose topic distribution is as similar as possible to that of the original text. Following [249], we
train a topic model by factorizing a tf-idf-weighted term-document matrix of a song text corpus
using non-negative matrix factorization into a term-topic and a topic-document matrix. Given
the learnt term-topic matrix, we compute a topic vector t for each new document (song text).
In order to treat t as a (pseudo-) probability distribution over latent topics ti, we normalize t
by applying λt.t/
∑
ti∈t ti to it. Given the distributions over latent topics for each song text, we
then incrementally construct a summary by greedily adding one line from the original text at
a time (same mechanism as in KLSum algorithm in [210]); that line x∗ of the original text that
minimizes the distance between the topic distribution tS of the original text S and the topic




W is the Wasserstein distance [457] and is used to measure the distance between two probability
distributions (an alternative to Jensen-Shannon divergence [291]).
2.5.2 Lyrics Thumbnail
Inspired by [243], we transfer their fitness measure for audio segments to compute the fitness
of lyrics segments. Analog to an audio thumbnail, we define a Lyrics Thumbnail as the most
representative and repetitive part of the song text. Consequently, it usually consists of (a part
of) the chorus. In our corpus the segments are annotated (as double line breaks in the lyrics),
so unlike in audio thumbnailing, we do not have to induce segments, but rather measure their
fitness. In the following, we describe the fitness measure for lyrics segments and how we use
this to produce a summary of the lyrics.
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Lyrics Fitness Given a segmented song text S = (S1, ..., Sm) consisting of text segments Si,
where each Si consists of |Si| text lines, we cluster the Si into partitions of similar segments.
For instance, the lyrics in Figure 2.16 consists of 8 segments and 38 lines and the cluster of
chorus consists of {S5, S6, S7}. The fitness Fit of the segment cluster C ⊆ S is defined through
the precision pr of the cluster and the coverage co of the cluster. pr describes how similar the

















where sim is a normalized similarity measure between text segments. Fit is the harmonic mean
between pr and co. The fitness of a segment Si is defined as the fitness of the cluster to which
Si belongs:
∀Si ∈ C : Fit(Si) = Fit(C) = 2
pr(C) · co(C)
pr(C) + co(C)
For lyrics segments without repetition the fitness is defined as zero. Based on the fitness
Fit for segments, we define a fitness measure for a text line x. This allows us to compute the
fitness of arbitrary summaries (with no or unknown segmentation). If the text line x occurs









Fitness-Based Summary Analog to [243]’s audio thumbnails, we create fitness-based sum-
maries for a song text. A Lyrics Double Thumbnail consists of two segments: one from the
fittest segment cluster (usually the chorus), and one from the second fittest segment cluster
(usually the bridge).25 If the second fittest cluster has a fitness of 0, we generate a Lyrics Single
Thumbnail solely from the fittest cluster (usually the chorus). If the thumbnail generated has
a length of k lines and we want to produce a summary of p < k lines, we select the p lines in
the middle of the thumbnail following [103]’s “Section-transition Strategy” that they find to
capture the “hook” of the music more likely.26
2.5.3 Experimental setting
Dataset. From the WASABI corpus [317] we select a subset of 190k unique song texts with
available genre information. As the corpus has spurious genres (416 different ones), we focus
on the 10 most frequent ones in order to evaluate our methods dependent on the genre. We
add 2 additional genres from the underrepresented Rap field (Southern Hip Hop and Gangsta
Rap). The dataset contains 95k song lyrics.
To define the length of sum(S), we rely on [35] that recommend to create audio thumbnails
of the median length of the chorus on the whole corpus. We therefore estimate the median
chorus length on our corpus by computing a Lyrics Single Thumbnail on each text, and we
find the median chorus length to be 4 lines. Hence, we decide to generate summaries of such
length for all lyrics and all summarization models to exclude the length bias in the methods
25We pick the first occurring representative of the segment cluster. Which segment to pick from the cluster
is a potential question for future work.
26They also experiment with other methods to create a thumbnail, such as section initial or section ending.
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comparison27. As the length of the lyrics thumbnail is lower-bounded by the length of the
chorus in the song text, we keep only those lyrics with an estimated chorus length of at least 4.
The final corpus of 12 genres consists of 50k lyrics with the following genre distribution: Rock:
8.4k, Country: 8.3k, Alternative Rock: 6.6k, Pop: 6.9k, R&B: 5.2k, Indie Rock: 4.4k, Hip Hop:
4.2k, Hard Rock: 2.4k, Punk Rock: 2k, Folk: 1.7k, Southern Hip Hop: 281, Gangsta Rap: 185.
Models and Configurations. We create summaries using the three summarization methods
previously described, i.e. a graph-based (TextRank), a topic-based (TopSum), and fitness-based
(Lyrics Thumbnail) method, plus two additional combined models (described below). While
the Lyrics Thumbnail is generated from the full segment structure of the lyrics including its
duplicate lines, all other models are fed with unique text lines as input (i.e. redundant lines are
deleted). This is done to produce less redundant summaries, given that for instance, TextRank
scores each duplicate line the same, hence it may create summaries with all identical lines.
TopSum can suffer from a similar shortcoming: if there is a duplicate line close to the ideal
topic distribution, adding that line again will let the incremental summary under construction
stay close to the ideal topic distribution. All models were instructed to produce summaries
of 4 lines, as this is the estimated median chorus length in our corpus. The summary lines
were arranged in the same order they appear in the original text.28 We use the TextRank
implementation29 of [33] without removing stop words (lyrics lines in input can be quite short,
therefore we avoid losing all content of the line if removing stop words). The topic model for
TopSum is built using non-negative matrix factorization with scikit-learn30 [370] for 30 topics
on the full corpus of 190k lyrics.31 For the topical distance, we only consider the distance
between the 3 most relevant topics in the original text, following the intuition that one song
text usually covers only a small amount of topics. The Lyrics Thumbnail is computed using
String-based distance between text segments to facilitate clustering. This similarity has been
shown in [473] to indicate segment borders successfully. In our implementation, segments are
clustered using the DBSCAN [164] algorithm.32 We also produce two summaries by combining
TextRank + TopSum and TextRank + TopSum + Lyrics Thumbnail, to test if summaries can
benefit from the complementary perspectives the three different summarization methods take.
Model Combination. For any lyrics line, we can obtain a score from each of the applied
methods. TextRank provides a score for each line, TopSum provides a distance between the
topic distributions of an incremental summary and the original text, and fit provides the fitness
of each line. We treat our summarization methods as blackboxes and use a simple method to
combine the scores the different methods provide for each line. Given the original text separated
into lines S = (x1, ..., xn), a summary is constructed by greedily adding one line x
∗ at a time









Here x ∈ (S \ sum(S)) and A ∈ {TextRank,TopSum, fit}. The normalized rank RA(x) of the
score that method A assigns to line x is computed as follows: first, the highest scores33 are
assigned rank 0, the second highest scores get rank 1, and so forth. Then the ranks are linearly
scaled to the [0,1] interval, so each sum of ranks
∑
A RA(x) is in [0,3].
27We leave the study of other measures to estimate the summary length to future work.





33In the case of topical distance, a “higher score” means a lower value.
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Model Nomenclature For abbreviation, we call the TextRank model henceforth Mr, the
TopSum model Ms, the fitness-based summarizer Mf , model combinations Mrs and Mrsf ,
respectively.
2.5.4 Evaluation
We evaluate the quality of the produced lyrics summary both soliciting human judgments on
the goodness and utility of a given summary, and through an automatic evaluation of the
summarization methods to provide a comprehensive evaluation.
Human Evaluation. We performed human evaluation of the different summarization meth-
ods introduced before by asking participants to rate the different summaries presented to them
by specifying their agreement / disagreement according to the following standard criteria [366]:
Informativeness : The summary contains the main points of the original song text.
Non-redundancy : The summary does not contain duplicate or redundant information.
Coherence: The summary is fluent to read and grammatically correct.
Plus one additional criterion coming from our definition of the lyrics summarization task:
Meaning : The summary preserves the meaning of the original song text.
An experimental psychologist expert in Human Computer Interaction advised us in defining
the questionnaire and setting up the experiment. 26 participants - 12 nationalities, 18 men, 8
women, aged from 21 to 59 - were taking a questionnaire (Google Forms), consisting of rating 30
items with respect to the criteria defined before on a Likert scale from 1 (low) to 5 (high). Each
participant was presented with 5 different summaries - each produced by one of the previously
described summarization models - for 6 different song texts. Participants were given example
ratings for the different criteria in order to familiarize them with the procedure. Then, for
each song text, the original song text along with its 5 summaries were presented in random
order and had to be rated according to the above criteria. For the criterion of Meaning, we
asked participants to give a short explanation in free text for their score. The selected 6 song
texts34 have a minimum and a median chorus length of 4 lines and are from different genres,
i.e. Pop/Rock (4), Folk (1) and Rap (1), similar to our corpus genre distribution. Song texts
were selected from different lengths (18-63 lines), genders of singer (3 male, 3 female), topics
(family, life, drugs, relationship, depression), and mood (depressive, angry, hopeful, optimistic,
energetic). The artist name and song title were not shown to the participants.
Figure 2.17 shows the ratings obtained for each criterion. We examine the significant differ-
ences between the models performances by performing a paired two-tailed t-test. The signifi-
cance levels are: 0.05∗, 0.01∗∗, 0.001∗∗∗, and n.s. First, Informativeness and Meaning are rated
higher∗∗ for the combined model Mrs compared to the single models Mr and Ms. Combining all
three models improves the summaries further: both for Informativeness and Meaning the model
Mrsf is rated higher
∗∗∗ than Mrs. Further, summaries created by Mrsf are rated higher
∗∗∗ in
Coherence than summaries from any other model - except from Mf (n.s. difference). Sum-
maries are rated on the same level (n.s. differences) for Non-redundancy in all but the Mr and
Mf summaries, which are perceived as lower
∗∗∗ in Non-redundancy than all others. Note, how
the model Mrsf is more stable than all others by exhibiting lower standard deviations in all cri-
teria except Non-redundancy. The criteria Informativeness and Meaning are highly correlated
(Pearson correlation coefficient 0.84). Correlations between other criteria range between 0.29
and 0.51.
34“Pills N Potions” by Nicki Minaj, “Hurt” by Nine Inch Nails, “Real to me” by Brian McFadden, “Somebody
That I Used To Know” by Gotye, “Receive” by Alanis Morissette, “Let’s Start A Band” by Amy MacDonald
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Figure 2.17: Human ratings per summarization model in terms of average and standard devi-
ation.
Evaluation criterion Genre Mr Ms Mrs Mf Mrsf original text
Distributional
Semantics [%]
Rock / Pop 92 100 97 90 93
Rap 94 100 99 86 92 n/a∑
92 100 98 90 93
Topical [%]
Rock / Pop 44 100 76 41 64
Rap 58 100 80 48 66 n/a∑
46 100 77 42 64
Coherence [%]
Rock / Pop 110 95 99 99 100
Rap 112 115 112 107 107 100∑
110 97 101 100 101
Lyrics
fitness [%]
Rock / Pop 71 53 63 201 183
Rap 0 0 0 309 249 100∑
62 47 55 214 191
Table 2.16: Automatic evaluation results for the 5 summarization models and 2 genre clusters.
Distributional Semantics and Topical are relative to the best model (=100%), Coherence and
Fitness to the original text (=100%).
Overall, leveraging the Lyrics Fitness in a song text summary improves summary quality.
Especially with respect to the criteria that, we believe, indicate the summary quality the most
- Informativeness and Meaning - the Mrsf method is significantly better performing and more
consistent.
Figure 2.16 shows an example song text and example summaries from the experiment. Sum-
mary 1 is generated by Mf and consists of the chorus. Summary 2 is made by the method Mrsf
and has relevant parts of the verses and the chorus, and was rated much higher in Informa-
tiveness and Meaning. We analyzed the free text written by the participants to comment on
the Meaning criterion, but no relevant additional information was provided (the participants
mainly summarized their ratings).
Automatic Evaluation. We computed four different indicators of summary quality on the
dataset of 50k songs described before. Three of the criteria use the similarity between proba-
bility distributions P,Q, which means we compute the Wasserstein distance between P and Q
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(cf. Subsection 2.5.1) and apply λx. x−1 to it.35 The criteria are:
Distributional Semantics : similarity between the word distributions of original and summary,
cf. [291]. We give results relative to the similarity of the best performing model (=100%).
Topical : similarity between the topic distributions of original and summary. Restricted to the
3 most relevant topics of the original song text. We give results relative to the similarity of the
best performing model (=100%).
Coherence: average similarity between word distributions in consecutive sentences of the sum-
mary, cf. [409]. We give results relative to the coherence of the original song text (=100%).
Lyrics fitness : average line-based fitness fit of the lines in the summary. We give results
relative to the Lyrics fitness of the original song text (=100%).
When evaluating each of the 12 genres, we found two clusters of genres to behave very
similarly. Therefore, we report the results for these two groups: the Rap genre cluster contains
Hip Hop, Southern Hip Hop, and Gangsta Rap. The Rock / Pop cluster contains the 9 other
genres. Results of the different automatic evaluation metrics are shown in Table 2.16. Distri-
butional Semantics metrics have previously been shown [291, 409] to highly correlate with user
responsiveness judgments. We would expect correlations of this metric with Informativeness
or Meaning criteria therefore, as those criteria are closest to responsiveness, but we have found
no large differences between the different models for this criterion. The summaries of the Ms
model have the highest similarity to the original text and the Mf have the lowest similarity of
90%. The difference between the highest and lowest values are low.
For the Topical similarity, the results are mostly in the same order as the Distributional
Semantics ones, but with much larger differences. While the Ms model reaches the highest
similarity, this is a self-fulfilling prophecy, as summaries of Ms were generated with the objective
of maximizing topical similarity. The other two models that incorporate Ms (Mrs and Mrsf ),
show a much higher topical similarity to the original text than Mr and Mf .
Coherence is rated best in Mr with 110%. All other models show a coherence close to
that of the original text - between 97% and 101%. We believe that the increased coherence
of Mr is not linguistically founded, but merely algorithmic. Mr produces summaries of the
most central sentences in a text. The centrality is using the concept of sentence similarity.
Therefore, Mr implicitly optimizes for the automatic evaluation metric of coherence, based on
similar consecutive sentences. Sentence similarity seems to be insufficient to predict human
judgments of coherence in this case.
As might be expected, methods explicitly incorporating the Lyrics fitness produce sum-
maries with a fitness much higher than the original text - 214% for the Mf and 191% for the
Mrsf model. The methods not incorporating fitness produce summaries with much lower fitness
than the original - Mr 62%, Ms 47%, and Mrs 55%. In the Rap genre this fitness is even zero,
i.e. summaries (in median) contain no part of the chorus.
Overall, no single automatic evaluation criterion was able to explain the judgments of our
human participants. However, considering Topical similarity and fitness together gives us a
hint. The model Mf has high fitness (214%), but low Topical similarity (42%). The Ms model
has the highest Topical similarity (100%), but low fitness (47%). Mrsf might be preferred by
humans as it strikes a balance between Topical similarity (64%) and fitness (191%). Hence,
Mrsf succeeds in capturing lines from the most relevant parts of the lyrics, such as the chorus,
while jointly representing the important topics of the song text.
35This works as we always deal with distances > 0.
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2.6 Enriching the WASABI Song Corpus with lyrics an-
notations
Let’s imagine the following scenario: following David Bowie’s death, a journalist plans to pre-
pare a radio show about the artist’s musical career to acknowledge his qualities. To discuss the
topic from different angles, she needs to have at her disposal the artist biographical informa-
tion to know the history of his career, the song lyrics to know what he was singing about, his
musical style, the emotions his songs were conveying, live recordings and interviews. Similarly,
streaming professionals such as Deezer, Spotify, Pandora or Apple Music aim at enriching music
listening with artists’ information, to offer suggestions for listening to other songs/albums from
the same or similar artists, or automatically determining the emotion felt when listening to a
track to propose coherent playlists to the user. To support such scenarios, the need for rich
and accurate musical knowledge bases and tools to explore and exploit this knowledge becomes
evident.
For this reason, we integrate the results of all the methods for lyrics processing we developed
into the WASABI Song Corpus, a large corpus of songs (2.10M songs, 1.73M with lyrics)
enriched with metadata extracted from music databases on the Web, and resulting from the
processing of song lyrics and from audio analysis. The corpus contains songs in 36 different
languages, even if the vast majority are in English. As for the songs genres, the most common
ones are Rock, Pop, Country and Hip Hop.
More specifically, while an overview of the goals of the WASABI project supporting the
dataset creation and the description of a preliminary version of the dataset can be found in
[317], in this section we focus on the description of the methods we proposed to annotate relevant
information in the song lyrics. Given that lyrics encode an important part of the semantics of
a song, we propose to label the WASABI dataset lyrics with their structure segmentation, the
explicitness of the lyrics content, the salient passages of a song, the addressed topics and the
emotions conveyed.
An analysis of the correlations among the above mentioned annotation layers reveals in-
teresting insights about the song corpus. For instance, we demonstrate the change in corpus
annotations diachronically: we show that certain topics become more important over time and
others are diminished. We also analyze such changes in explicit lyrics content and expressed
emotion.
2.6.1 The WASABI Song Corpus
In the context of the WASABI research project36 that started in 2017, a two million song
database has been built, with metadata on 77k artists, 208k albums, and 2.10M songs [317].
The metadata has been i) aggregated, merged and curated from different data sources on the
Web, and ii) enriched by pre-computed or on-demand analyses of the lyrics and audio data.
We have performed various levels of analysis, and interactive Web Audio applications have
been built on top of the output. For example, the TimeSide analysis and annotation framework
have been linked [180] to make on-demand audio analysis possible. In connection with the
FAST project37, an offline chord analysis of 442k songs has been performed, and both an
online enhanced audio player [367] and chord search engine [368] have been built around it.
A rich set of Web Audio applications and plugins has been proposed [76, 77, 78], that allow,
for example, songs to be played along with sounds similar to those used by artists. All these
metadata, computational analyses and Web Audio applications have now been gathered in one
36http://wasabihome.i3s.unice.fr/
37http://www.semanticaudio.ac.uk
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Figure 2.18: The WASABI Interactive Navigator.
easy-to-use web interface, the WASABI Interactive Navigator38, illustrated39 in Figure 2.18.
We have started building the WASABI Song Corpus by collecting for each artist the complete
discography, band members with their instruments, time line, equipment they use, and so on.
For each song we collected its lyrics from LyricWiki40, the synchronized lyrics when available41,
the DBpedia abstracts and the categories the song belongs to, e.g., genre, label, writer, release
date, awards, producers, artist and band members, the stereo audio track from Deezer, the
unmixed audio tracks of the song, its ISRC, bpm and duration.
We matched the song ids from the WASABI Song Corpus with the ids from MusicBrainz,
iTunes, Discogs, Spotify, Amazon, AllMusic, GoHear, YouTube. Figure 2.19 illustrates42 all
the data sources we have used to create the WASABI Song Corpus. We have also aligned the
WASABI Song Corpus with the publicly available LastFM dataset43, resulting in 327k tracks
in our corpus having a LastFM id.
As of today, the corpus contains 1.73M songs with lyrics (1.41M unique lyrics). 73k songs
have at least an abstract on DBpedia, and 11k have been identified as “classic songs” (they
have been number one, or got a Grammy award, or have lots of cover versions). About 2k songs
have a multi-track audio version, and on-demand source separation using open-unmix [430] or
Spleeter [220] is provided as a TimeSide plugin.
Several Natural Language Processing methods have been applied to the lyrics of the songs
included in the WASABI Song Corpus, as well as various analyses of the extracted information
have been carried out. After providing some statistics on the WASABI corpus, the rest of the
38http://wasabi.i3s.unice.fr/
39Illustration taken from [79].
40http://lyrics.wikia.com/
41from http://usdb.animux.de/
42Illustration taken from [80].
43http://millionsongdataset.com/lastfm/
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Figure 2.19: The datasources connected to the WASABI.
section describes the different annotations we added to the lyrics of the songs in the dataset.
Based on the research we have conducted, the following lyrics annotations are added: lyrical
structure (Section 2.6.2), summarization (Section 2.6.3), explicit lyrics (Section 2.6.4), emotion
in lyrics (Section 2.6.5) and topics in lyrics (Section 2.6.6).
Statistics on the WASABI Song Corpus. This section summarizes key statistics on the
corpus, such as the language and genre distributions, the songs coverage in terms of publication
years, and then gives the technical details on its accessibility.
Language Distribution Figure 2.20a shows the distribution of the ten most frequent lan-
guages in our corpus.44 In total, the corpus contains songs of 36 different languages. The vast
majority (76.1%) is English, followed by Spanish (6.3%) and by four languages in the 2-3%
range (German, French, Italian, Portugese). On the bottom end, Swahili and Latin amount to
0.1% (around 2k songs) each.
Genre distribution In Figure 2.20b we depict the distribution of the ten most frequent
genres in the corpus.45 In total, 1.06M of the titles are tagged with a genre. It should be noted
that the genres are very sparse with a total of 528 different ones. This high number is partially
due to many subgenres such as Alternative Rock, Indie Rock, Pop Rock, etc. which we omitted
in Figure 2.20b for clarity. The most common genres are Rock (9.7%), Pop (8.6%), Country
(5.2%), Hip Hop (4.5%) and Folk (2.7%).
Publication year Figure 2.20c shows the number of songs published in our corpus, by
decade.46 We find that over 50% of all songs in the WASABI Song Corpus are from the
2000s or later and only around 10% are from the seventies or earlier.
44Based on language detection performed on the lyrics.
45We take the genre of the album as ground truth since song-wise genres are much rarer.
46We take the album publication date as proxy since song-wise labels are too sparse.
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(a) Language distribution (100% = 1.73M) (b) Genre distribution (100% = 1.06M)
(c) Decade of publication dis-
tribution (100% = 1.70M)
Figure 2.20: Statistics on the WASABI Song Corpus
Accessibility of the WASABI Song Corpus The WASABI Interactive Navigator relies on
multiple database engines: it runs on a MongoDB server altogether with an indexation by Elas-
ticsearch and also on a Virtuoso triple store as a RDF graph database. It comes with a REST
API47 and an upcoming SPARQL endpoint. All the database metadata is publicly available48
under a CC licence through the WASABI Interactive Navigator as well as programmatically
through the WASABI REST API.
We provide the files of the current version of the WASABI Song Corpus, the models we
have built on it as well as updates here: https://github.com/micbuffa/WasabiDataset.
Table 2.17 summarizes the most relevant annotations in our corpus.
2.6.2 Lyrics structure annotations
In Section 2.4 we presented a method to segment lyrics based on their repetitive structure in
the form of a self-similarity matrix (SSM) [175].
In the WASABI Interactive Navigator, the line-based SSM of a song text can be visualized.
It is toggled by clicking on the violet-blue square on top of the song text. For a subset of songs
the color opacity indicates how repetitive and representative a segment is, based on the fitness
metric that we proposed in Section 2.5 [172]. Note how in Figure 2.21, the segments 2, 4 and
7 are shaded more darkly than the surrounding ones. As highly fit (opaque) segments often
coincide with a chorus, this is a first approximation of chorus detection. Given the variability
in the set of structure types provided in the literature according to different genres [433, 71],
rare attempts have been made in the literature to achieve a more complete semantic labelling,
47https://wasabi.i3s.unice.fr/apidoc/
48There is no public access to copyrighted data such as lyrics and full length audio files. Instructions on how
to obtain lyrics are nevertheless provided and audio extracts of 30s length are available for nearly all songs.
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Annotation Labels Description
Lyrics 1.73M segments of lines of text
Languages 1.73M 36 different ones
Genre 1.06M 528 different ones
Last FM id 326k UID
Structure 1.73M SSM ∈ Rn×n (n: length)
Social tags 276k S = {rock, joyful, 90s, ...}
Emotion tags 87k E ⊂ S = {joyful, tragic, ...}
Explicitness 715k True (52k), False (663k)
Explicitness ¨ 455k True (85k), False (370k)
Summary¨ 50k four lines of song text
Emotion 16k (valence, arousal) ∈ R2
Emotion¨ 1.73M (valence, arousal) ∈ R2
Topics¨ 1.05M Prob. distrib. ∈ R60
Total tracks 2.10M diverse metadata
Table 2.17: Most relevant song-wise annotations in the WASABI Song Corpus. Annotations
with ¨ are predictions of our models.
labelling the lyrics segments as Intro, Verse, Bridge, Chorus etc.
For each song text we provide an SSM based on a normalized character-based edit dis-
tance49 on two levels of granularity to enable other researchers to work with these structural
representations: line-wise similarity and segment-wise similarity.
2.6.3 Lyrics summary
Given the repeating forms, peculiar structure and other unique characteristics of song lyrics, in
Section 2.5 we introduced a method for extractive summarization of lyrics that takes advantage
of these additional elements to more accurately identify relevant information in song lyrics.
Figure 2.22 shows another example summary of four lines length obtained with our proposed
combined method. It is toggled in the WASABI Interactive Navigator by clicking on the green
square on top of the song text.
The four-line summaries of 50k English used in our experiments are freely available within
the WASABI Song Corpus; the Python code of the applied summarization methods is also
available50.
2.6.4 Explicit language in lyrics
On audio recordings, the Parental Advisory Label is placed in recognition of profanity and
to warn parents of material potentially unsuitable for children. Nowadays, such labelling is
carried out mainly manually on voluntary basis, with the drawbacks of being time consuming
and therefore costly, error prone and partly a subjective task. In [171] we have tackled the
task of automated explicit lyrics detection, based on the songs carrying such a label. We
compared automated methods ranging from dictionary-based lookup to state-of-the-art deep
neural networks to automatically detect explicit contents in English lyrics. More specifically, the
dictionary-based methods rely on a swear word dictionary Dn which is automatically created
from example explicit and clean lyrics. Then, we use Dn to predict the class of an unseen
49In our segmentation experiments we found this simple metric to outperform more complex metrics that
take into account the phonetics or the syntax.
50https://github.com/TuringTrain/lyrics\_thumbnailing
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Figure 2.21: Structure of the lyrics of “Everytime” by Britney Spears as displayed in the
WASABI Interactive Navigator.
Figure 2.22: Summary of the lyrics of “Everytime” by Britney Spears as displayed in the
WASABI Interactive Navigator.
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Model P R F1
Majority Class 45.0 50.0 47.4
Dictionary Lookup 78.3 76.4 77.3
Dictionary Regression 76.2 81.5 78.5
Tf-idf BOW Regression 75.6 81.2 78.0
TDS Deconvolution 81.2 78.2 79.6
BERT Language Model 84.4 73.7 77.7
Table 2.18: Performance comparison of our different models. Precision (P), Recall (R) and
f-score (F1) in %.
song text in one of two ways: (i) the Dictionary Lookup simply checks if a song text contains
words from Dn. (ii) the Dictionary Regression uses BOW made from Dn as the feature set of a
logistic regression classifier. In the Tf-idf BOW Regression the BOW is expanded to the whole
vocabulary of a training sample instead of only the explicit terms. Furthermore, the model TDS
Deconvolution is a deconvolutional neural network [453] that estimates the importance of each
word of the input for the classifier decision. In our experiments, we worked with 179k lyrics that
carry gold labels provided by Deezer (17k tagged as explicit) and obtained the results shown in
Table 2.18. We found the very simple Dictionary Lookup method to perform on par with much
more complex models such as the BERT Language Model [143] as a text classifier. Our analysis
revealed that some genres are highly overrepresented among the explicit lyrics. Inspecting the
automatically induced explicit words dictionary reflects that genre bias. The dictionary of 32
terms used for the dictionary lookup method consists of around 50% of terms specific to the
Rap genre, such as glock, gat, clip (gun-related), thug, beef, gangsta, pimp, blunt (crime and
drugs). Finally, the terms holla, homie, and rapper are obviously no swear words, but highly
correlated with explicit content lyrics.
Our corpus contains 52k tracks labelled as explicit and 663k clean (not explicit) tracks51.
We have trained a classifier (77.3% f-score on test set) on the 438k English lyrics which are
labelled and classified the remaining 455k previously untagged English tracks. We provide both
the predicted labels in the WASABI Song Corpus and the trained classifier to apply it to unseen
text.
2.6.5 Emotional description
In sentiment analysis the task is to predict if a text has a positive or a negative emotional
valence. In the recent years, a transition from detecting sentiment (positive vs. negative
valence) to more complex formulations of emotion detection (e.g., joy, fear, surprise) [332] has
become more visible; even tackling the problem of emotion in context [105]. One family of
emotion detection approaches is based on the valence-arousal model of emotion [399], locating
every emotion in a two-dimensional plane based on its valence (positive vs. negative) and
arousal (aroused vs. calm).52 Figure 2.23 is an illustration of the valence-arousal model of
Russell and shows exemplary where several emotions such as joyful, angry or calm are located in
the plane. Manually labelling texts with multi-dimensional emotion descriptions is an inherently
hard task. Therefore, researchers have resorted to distant supervision, obtaining gold labels
from social tags from lastfm. These approaches [233, 97] define a list of social tags that are
related to emotion, then project them into the valence-arousal space using an emotion lexicon
[470, 331].
51Labels provided by Deezer. Furthermore, 625k songs have a different status such as unknown or censored
version.
52Sometimes, a third dimension of dominance is part of the model.
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Figure 2.23: Emotion distribution in the corpus in the valence-arousal plane.
Recently, Deezer made valence-arousal annotations for 18,000 English tracks available53 they
have derived by the aforementioned method [139]. We aligned the valence-arousal annotations
of Deezer to our songs. In Figure 2.23 the green dots visualize the emotion distribution of these
songs.54 Based on their annotations, we train an emotion regression model using BERT, with
an evaluated 0.44/0.43 Pearson correlation/Spearman correlation for valence and 0.33/0.31 for
arousal on the test set.
We integrated Deezer’s labels into our corpus and also provide the valence-arousal predic-
tions for the 1.73M tracks with lyrics. We also provide the last.fm social tags (276k) and
emotion tags (87k entries) to facilitate researchers to build variants of emotion recognition
models.
2.6.6 Topic Modelling
We built a topic model on the lyrics of our corpus using Latent Dirichlet Allocation (LDA)
[56]. We determined the hyperparameters α, η and the topic count such that the coherence
was maximized on a subset of 200k lyrics. We then trained a topic model of 60 topics on the
unique English lyrics (1.05M).
We have manually labelled a number of more recognizable topics. Figures 2.25-2.29 illustrate
these topics with word clouds55 of the most characteristic words per topic. For instance, the
topic Money contains words of both the field of earning money (job, work, boss, sweat) as well
as spending it (pay, buy). The topic Family is both about the people of the family (mother,
daughter, wife) and the land (sea, valley, tree). We provide the topic distribution of our LDA
topic model for each song and make available the trained topic model to enable its application
to unseen lyrics.
2.6.7 Diachronic corpus analysis
We examine the changes in the annotations over the course of time by grouping the corpus into
decades of songs according to the distribution shown in Figure 2.20c.
53https://github.com/deezer/deezer\_mood\_detection\_dataset
54Depiction without scatterplot taken from [362]
55made with https://www.wortwolken.com/
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Figure 2.24: Topic War
Figure 2.25: Topic Death
Figure 2.26: Topic Love Figure 2.27: Topic Family
Figure 2.28: Topic Money
Figure 2.29: Topic Religion
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Changes in Topics The importance of certain topics has changed over the decades, as
depicted in Figure 2.30a. Some topics have become more important, others have declined, or
stayed relatively the same. We define the importance of a topic for a decade of songs as follows:
first, the LDA topic model trained on the full corpus gives the probability of the topic for each
song separately. We then average these song-wise probabilities over all songs of the decade. For
each of the cases of growing, diminishing and constant importance, we display two topics. The
topics War and Death have appreciated in importance over time. This is partially caused by
the rise of Heavy Metal in the beginning of the 1970s, as the vocabulary of the Death topic is
very typical for the genre (see for instance the “Metal top 100 words” in [176]). We measure a
decline in the importance of the topics Love and Family. The topics Money and Religion seem
to be evergreens as their importance stayed rather constant over time.
Changes in Explicitness We find that newer songs are more likely being tagged as having
explicit content lyrics. Figure 2.30b shows our estimates of explicitness per decade, the ratio
of songs in the decade tagged as explicit to all songs of the decade. Note that the Parental
Advisory Label was first distributed in 1985 and many older songs may not have been labelled
retroactively. The depicted evolution of explicitness may therefore overestimate the “true ex-
plicitness” of newer music and underestimate it for music before 1985.
Changes in Emotion We estimate the emotion of songs in a decade as the average valence
and arousal of songs of that decade. We find songs to decrease both in valence and arousal
over time. This decrease in positivity (valence) is in line with the diminishment of positively
connotated topics such as Love and Family and the appreciation of topics with a more negative
connotation such as War and Death.
2.6.8 Related Work on lyrics processing
Detection of lyrics structure. Besides the work of [473] that we have discussed in detail in
Section 2.4, only a few papers in the literature have focused on the automated detection of the
structure of lyrics. [296] report experiments on the use of standard NLP tools for the analysis
of music lyrics. Among the tasks they address, for structure extraction they focus on lyrics
having a clearly recognizable structure (which is not always the case) divided into segments.
Such segments are weighted following the results given by descriptors used (as full length text,
relative position of a segment in the song, segment similarity), and then tagged with a label
describing them (e.g., chorus, verses). They test the segmentation algorithm on a small dataset
of 30 lyrics, 6 for each language (English, French, German, Spanish and Italian), which had
previously been manually segmented.
More recently, [27] describe a semantics-driven approach to the automatic segmentation of
song lyrics, and mainly focus on pop/rock music. Their goal is not to label a set of lines in a
given way (e.g., verse, chorus), but rather identifying recurrent as well as non-recurrent groups
of lines. They propose a rule-based method to estimate such structure labels of segmented
lyrics, while in our approach we apply machine learning methods to unsegmented lyrics.
[106] propose a new method for enhancing the accuracy of audio segmentation. They derive
the semantic structure of songs by lyrics processing to improve the structure labeling of the
estimated audio segments. With the goal of identifying repeated musical parts in music audio
signals to estimate music structure boundaries (lyrics are not considered), [118] propose to feed
Convolutional Neural Networks with the square-sub-matrices centered on the main diagonals of
several SSMs, each one representing a different audio descriptor, building their work on [183].
For a different task than ours, [318] use a corpus of 100 lyrics synchronized to an audio
representation with information on musical key and note progression to detect emotion. Their
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(a) Evolution of topic importance (b) Evolution of explicit content lyrics
(c) Evolution of emotion
Figure 2.30: Evolution of different annotations during the decades
classification results using both modalities, textual and audio features, are significantly im-
proved compared to a single modality.
As an alternative to our CNN-based approach, Recurrent Neural Networks can also be
applied to lyrics segmentation, e.g., in the form of a sequence labeller [293] or a generic text
segmentation model [275].
Text summarization. In the literature, there are two different families of approaches for au-
tomatic text summarization: extraction and abstraction [7]. Extractive summarization methods
identify important elements of the text and generate them verbatim (they depend only on ex-
traction of sentences or words from the original text). In contrast, abstractive summarization
methods interpret and examine the text to generate a new shorter text that conveys the most
critical information from the original text. Even though summaries created by humans are
usually not extractive, most of the summarization research has focused on extractive methods.
Purely extractive summaries often give better results [339], due to the fact that latter methods
cope with more complex problems such as semantic representation, inference and natural lan-
guage generation. Existing abstractive summarizers often rely on an extractive pre-processing
component to produce the abstract of the text [49, 250]. Consequently, in this work we focus
on extractive summarization methods, also given the fact that lyrics i) strongly use figurative
language which makes abstractive summarization even more challenging; and ii) the choice of
the words by the composer may also have an importance for capturing the style of the song.
In the following, we focus on unsupervised methods for text summarization, the ones tar-
geted in our study (no available gold-standard of human-produced summaries of song texts
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exists). Most methods have in common the process for summary generation: given a text,
the importance of each sentence of that text is determined. Then, the sentences with highest
importance are selected to form a summary. The ways different summarizers determine the
importance of each sentence may differ: Statistics-based summarizers extract indicator features
from each sentence, e.g., [169] use among others the sentence position and length and named
entities as features. Topic-based summarizers aim to represent each sentence by its underlying
topics. For instance, [221] apply Probabilistic Latent Semantic Analysis, while Latent Dirichlet
Allocation is used in [16] to model each sentence’s distribution over latent topics. Another type
of summarization methods is graph-based summarizers. Three of the most popular graph-based
summarizers are TextRank [319], LexRank [163], and [365]. These methods work by construct-
ing a graph whose nodes are sentences and whose graph edge weights are sentence similarities.
Then, the sentences that are central to the graph are found by computing the PageRank [358].
Contrarily to all previously described methods, systems using supervised machine learning form
another type of summarizers. For instance, [168] treats extractive summarization as a binary
classification task, where they extract indicator features from sentences of gold summaries and
learn to detect the sentences that should be included in a summary.
If specific knowledge about the application scenario or the domain of the summarized text is
available, generic summarization methods can be adapted to take into account the prior infor-
mation. In query-based summarization [355, 467], the user’s query is taken into account when
generating a summary. Summarization of a scientific paper can be improved by considering the
citations of it, as in [140]. However, to the best of our knowledge no summarization methods
have been proposed for the domain of song texts. In this work we present a summarization
method that uses prior knowledge about the text it summarizes to help generic summarizers
generate better summaries.
Summaries should i) contain the most important information from input documents, ii) not
contain redundant information, iii) be readable, hence they should be grammatical and coherent
[366]. While a multitude of methods to identify important sentences has been described above,
several approaches aim to make summaries less redundant and more coherent. The simplest
way to evaluate summaries is to let humans assess the quality, but this is extremely expensive.
The factors that humans must consider when giving scores to each candidate summary are
grammaticality, non redundancy, integration of most important pieces of information, structure
and coherence [400]. The more common way is to let humans generate possibly multiple
summaries for a text and then automatically assess how close a machine-made summary is to
the human gold summaries computing ROUGE scores [276], which boils down to measuring n-
gram overlaps between gold summaries and automatic summary. More recently there have been
attempts to rate summaries automatically without the need for gold summaries [342]. The key
idea is that a summary should be similar to the original text in regard to characteristic criteria
as the word distribution. [294] find that topic words are a suitable metric to automatically
evaluate micro blog summaries.
Audio summarization. Lyrics are texts that accompany music. Therefore, it is worthwhile
to see if methods in audio summarization can be transferred to lyrics summarization. In audio
summarization the goal is to find the most representative parts in a song, in Pop songs those
are usually the chorus and the bridge, in instrumental music the main theme. The task of
creating short audio summaries is also known as audio thumbnailing [35, 103, 273], as the goal
is to produce a short representation of the music that fits onto a thumbnail, but still covers the
most representative parts of it. In a recent approach of audio thumbnailing [243], the authors
generate a Double Thumbnail from a musical piece by finding the two most representative
parts in it. For this, they search for candidate musical segments in an a priori unsegmented
song. Candidate musical segments are defined as sequences of music that more or less exactly
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repeat themselves. The representativeness of each candidate segment to the whole piece is then
estimated by their fitness metric. They define the fitness of a segment as a trade-off between
how exactly a part is repeated and how much of the whole piece is covered by all repetitions of
that segment. Then, the audio segments along with their fitness allow them to create an audio
double thumbnail consisting of the two fittest audio segments.
Songs and lyrics databases. The Million Song Dataset (MSD) project56 [51] is a collection
of audio features and metadata for a million contemporary popular music tracks. Such dataset
shares some similarities with WASABI with respect to metadata extracted from Web resources
(as artist names, tags, years) and audio features, even if at a smaller scale. Given that it mainly
focuses on audio data, a complementary dataset providing lyrics of the Million Song dataset was
released, called musiXmatch dataset57. It consists in a collection of song lyrics in bag-of-words
(plus stemmed words), associated with MSD tracks. However, no other processing of the lyrics
is done, as is the case in our work.
MusicWeb and its successor MusicLynx [8] link music artists within a Web-based application
for discovering connections between them and provides a browsing experience using extra-
musical relations. The project shares some ideas with WASABI, but works on the artist level,
and does not perform analyses on the audio and lyrics content itself. It reuses, for example,
MIR metadata from AcousticBrainz.
The WASABI project has been built on a broader scope than these projects and mixes a
wider set of metadata, including ones from audio and natural language processing of lyrics. In
addition, as presented in this work, it comes with a large set of Web Audio enhanced applications
(multitrack player, online virtual instruments and effect, on-demand audio processing, audio
player based on extracted, synchronized chords, etc.)
Companies such as Spotify, GraceNote, Pandora, or Apple Music have sophisticated private
knowledge bases of songs and lyrics to feed their search and recommendation algorithms, but
such data are not available (and mainly rely on audio features).
Explicit content detection. [50] consider a dataset of English lyrics to which they apply
classical machine learning algorithms. The explicit labels are obtained from Soundtrack Your
Brand 58. They also experiment with adding lyrics metadata to the feature set, such as the
artist name, the release year, the music energy level, and the valence/positiveness of a song.
[110] apply explicit lyrics detection to Korean song texts. They also use tf-idf weighted BOW as
lyrics representation and aggregate multiple decision trees via boosting and bagging to classify
the lyrics for explicit content. More recently, [248] proposed a neural network method to create
explicit words dictionaries automatically by weighting a vocabulary according to all words’
frequencies in the explicit class vs. the clean class, accordingly. They work with a corpus of
Korean lyrics.
Emotion recognition Recently, [139] address the task of multimodal music mood prediction
based on the audio signal and the lyrics of a track. They propose a new model based on
deep learning outperforming traditional feature engineering based approaches. Performances
are evaluated on their published dataset with associated valence and arousal values which we
introduced in Section 2.6.5
[482] model song texts in a low-dimensional vector space as bags of concepts, the “emotional
units”; those are combinations of emotions, modifiers and negations. [486] leverage the music’s
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of emotion. They train a lyrics emotion classifier and show by qualitative interpretation of an
ablated model (decision tree) that the deciding features leading to the classes are intuitively
plausible. [234] aim to detect emotions in song texts based on Russell’s model of mood; ren-
dering emotions continuously in the two dimensions of arousal and valence (positive/negative).
They analyze each sentence as bag of “emotional units”; they reweight sentences’ emotions
by both adverbial modifiers and tense and even consider progressing and adversarial valence
in consecutive sentences. Additionally, singing speed is taken into account. With the fully
weighted sentences, they perform clustering in the 2D plane of valence and arousal. Although
the method is unsupervised at runtime, there are many parameters tuned manually by the
authors in this work.
[318] render emotion detection as a multi-label classification problem, songs express inten-
sities of six different basic emotions: anger, disgust, fear, joy, sadness, surprise. Their corpus
(100 song texts) has time-aligned lyrics with information on musical key and note progression.
Using Mechanical Turk they each line of song text is annotated with the six emotions. For
emotion classification, they use bags of words and concepts, as musical features key and notes.
Their classification results using both modalities, textual and audio features, are significantly
improved compared to a single modality.
Topic Modelling Among the works addressing this task for song lyrics, [296] define five ad
hoc topics (Love, Violent, Antiwar, Christian, Drugs) into which they classify their corpus of 500
song texts using supervision. Related, [176] also use supervision to find bags of genre-specific
n-grams. Employing the view from the literature that BOWs define topics, the genre-specific
terms can be seen as mixtures of genre-specific topics.
[287] apply the unsupervised topic model Probabilistic LSA to their ca. 40k song texts.
They learn latent topics for both the lyrics corpus as well as a NYT newspaper corpus (for
control) and show that the domain-specific topics slightly improve the performance in their
MIR task. While their MIR task performs highly better when using acoustic features, they
discover that both methods err differently. [249] apply Non-negative Matrix Factorization
(NMF) to ca. 60k song texts and cluster them into 60 topics. They show the so discovered
topics to be intrinsically meaningful.
[429] have worked on topic modelling of a large-scale lyrics corpus of 1M songs. They build
models using Latent Dirichlet allocation with topic counts between 60 and 240 and show that
the 60 topics model gives a good trade-off between topic coverage and topic redundancy. Since
popular topic models such as LDA represent topics as weighted bags of words, these topics are
not immediately interpretable. This gives rise to the need of an automatic labelling of topics
with smaller labels. A recent approach [53] relates the topical BOWs with titles of Wikipedia
articles in a two step procedure: first, candidates are generated, then ranked.
2.7 Events extraction from social media posts
Twitter has become a valuable source of timely information covering topics from every corner of
the world. For this reason, NLP researchers have shown growing interest in mining knowledge
from Twitter data. As a result, several approaches have been proposed to build applications over
tweets, e.g., to extract structured representations/summary of newsworthy events [307, 246], or
to carry out sentiment analysis to study users reactions [2, 254]. However, as we will see also
in other chapters of this manuscript, processing tweets is a challenging task, since information
in Twitter stream is continuously changing in real-time, while at the same time there might be
a high volume of redundant messages referring to the same issue or event.
In this section, we focus on event extraction from Twitter, consisting in the automated
clustering of tweets related to the same event based on relevant information such as time and
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participants. Although there is no consensus in the NLP community on what an event is [421],
our approach relies on the event definition by [150], i.e. “an occurrence causing change in the
volume of text data that discusses the associated topic at a specific time. This occurrence is
characterized by topic and time, and often associated with entities such as people and location”.
At the time of this study, existing approaches to the task create clusters of tweets around
event-related keywords [361], or NEs [307]. However, such approaches fail i) to capture events
that do not generate spikes in the volume of tweets; and ii) to distinguish between events that
involve the same NEs and keywords. Other approaches model the relationships between terms
contained in the tweets relying on a graph representation [247], and retain the nodes with the
highest number of edges as event candidates. However, the main drawbacks of these approaches
are that i) they generate highly dense graphs, and ii) trending terms not related to events may
be considered as event candidates.
To address such limitations, in this work we propose an unsupervised approach to detect
open-domain events on Twitter, where the stream of tweets is represented through temporal
event graphs, modeling the relations between NEs and the terms that surround their mentions
in the tweets.
2.7.1 Approach description
In this section, we describe our approach for detecting open-domain events on tweets. The
pipeline consists of the following components: Tweet pre-processing, Named Entity recognition
and linking, graph creation, graph partitioning, event detection and event merging. Each step
is described in the following paragraphs.
Tweet Preprocessing. The workflow starts by collecting tweets published during a fixed
time window, which can be set as input parameter (e.g., 1 hour). Then, we apply common text
preprocessing routines to clean the input tweets. We use TweetMotifs [350], a specific tokenizer
for tweets, which treats hashtags, user mentions and emoticons as single tokens. Then, we
remove the retweets, URLs, non ASCII characters and emoticons. It is worth mentioning that
at this stage we do not perform stop word removal since stop words can be part of NEs (e.g.,
United States of America). As for hashtags, we define a set of hand-crafted rules to segment
them into terms, is possible. We also try to correct misspelled terms using SymSpell59, which
matches misspelled tokens with Wordnet synsets [177].
Named Entity Recognition and Linking. We use NERD-ML [452], a Twitter specific
Named Entity Recognizer (NER) tool, to extract NE mentions in the tweets, since [141] showed
that it is one of the best performing tools for NER on Twitter data. Besides, NERD-ML not
only recognizes the most common entity types (i.e. Person, Organization and Location), but
tries also to link any term listed in external knowledge bases such as DBpedia60 or Wikipedia.
These are then associated with semantic classes in the NERD ontology.
Graph Generation. Previous works using graph-based methods to model relations between
terms in text considered all terms in the input document as nodes and used their position
in text to set edges [12, 484]. Such approaches may generate a dense graph, which generally
requires high computational costs to be processed.
In this work, we assume that the terms surrounding the mention of a NE in a tweet define
its context [349]. Thus, we rely on the NE context to create event graphs, built as follows:
59https://github.com/wolfgarbe/symspell
60http://dbpedia.com/
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• Nodes: We consider NE and k terms that precede and follow their mention in a tweet as
nodes, where k > 1 is the number of terms surrounding a NE to consider while building
the NE context.
• Edges: Nodes in the graph are connected by an edge if they co-occur in the context of a
NE.
• Weight: The weight of the edges is the number of co-occurrences between terms in the
NE context. In addition, each edge maintains as a property the list of tweets from which
the relationship is observed.
Formally, let G(V , E) be a directed graph (or digraph) with a set of vertices V and edges E ,
such that E ⊂ V V . For any Vi ∈ V , let In(Vi) be the set of vertices that point to Vi (i.e.
predecessors), and Out(Vi) be the set of vertices that Vi points to (i.e. successors).
Let Ei = (Vj,Vk) be an edge that connects node Vj to Vk, we define ωij as the weight of
Ei, which is represented by the number of times relationships between Vj and Vk is observed in
tweets published during a time window. An example of the graph created on 2011-07-07 with




































































Figure 2.31: Graph generated on day “2011-07-07” from a sample of tweets related to the events
about the famine in Somalia and the space shuttle to Mars.
Graph Partitioning. At this stage, an event graph is generated to model relationships
between terms in the NE contexts. We apply graph theory to partition the graph into sub-
graphs, which will be considered as event candidates. Tweets related to the same events usually
share a few common keywords [307]. In the event graphs, this phenomenon is expressed by
stronger links between nodes related to the same event. In other words, the weight of edges
that connect terms from tweets related to similar events are higher than edges between nodes
that connect terms from tweets related to different events. The graph partitioning purpose is
to identify such edges that, if removed, will split the large graph G into sub-graphs.
Let E = {(V1,W1), (V2,W2), ..., (Vn,Wn)} be a set of pair of vertices in a strongly connected
graph G. We define λ as the least number of edges whose deletion from G would split G into
connected sub-graphs. Similarly, we define the edge-connectivity λ(G) of G of an edge set S ⊂ E
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as the least cardinality |S| such that G − S is no longer strongly connected. For instance, given
the graph in Figure 2.31 as input, the deletion of edges “mark/somalia” and “year/famine”
will create two strongly connected sub-graphs, where the first one contains keywords related to
“famine in Somalia” and other contains keywords related to “The space shuttle to Mars”.
Event Detection. We assume that events from different sub-graphs are not related to each
other. Thus, in the event detection sub-module, each sub-graph is processed separately. In
a study on local partitioning, [12] show that a good partition of a graph can be obtained by
separating high-ranked vertices from low-ranked ones, if the nodes in the graph have distin-
guishable values. We use a PageRank-like algorithm [72] to rank vertices in the event-graph as
follows :







where ωij is the weight of edge connecting Vi to Vj, d a dumping factor usually set to 0.85
[72] and εi a penalization parameter for node i. In previous approaches [319], the penalization
parameter is considered as a uniform distribution; instead, we define the penalization parameter
of a node according to its tf-idf score. Due to redundant information in tweets, the score of the
nodes can be biased by the trending terms in different time windows. Thus, we use the tf-idf
score to reduce the impact of trending terms in the collection of tweets. Before computing the
score with equation 2.4, we assign an initial value τ = 1/n to each vertex in the graph, where
n is the total number of nodes in the graph. Then, for each node, the computation iterates
until the desired degree of convergence is reached. The degree of convergence of a node can
be obtained by computing the difference between the score at the current iteration and at the
previous iteration, which we set to 0.0001 [72].
As shown in Algorithm 1, we start by splitting the vertex set into high-ranked and low-
ranked vertices based on a gauged parameter α (Line 3). Next, we process the vertices in
the high-ranked subset starting from the highest ones, and for each candidate we select the
highest weighted predecessors and successors as keywords for event candidates (Lines 4-9).
After removing the edges between the keywords from the graph, if it becomes disconnected, we
also consider the disconnected nodes as keywords for the event candidate (Lines 10-13). Based
on the semantic class provided by the NER tool (see Section 2.7.1), we divide the keywords
related to an event in the following subsets: what (i.e., the type of the event), where (i.e., the
location in which the event happens), who (i.e., the person or organization involved). As for
the date, we select the oldest tweets that report the event.
In the second stage of Algorithm 1, we further process the event candidates. First, we merge
duplicate event candidates (Lines 22-35), i.e. those sharing common terms and having the same
location or participants in the considered time window. A new event is thus built from the
combination of terms and entities of the two event candidates. An event is considered as valid
if at least a NE is involved, and if it occurs in a minimum number of tweets provided as input
parameter.
Event Merging. We consider events in different time-windows as duplicate if they contain
the same keywords, entities (e.g., person, organization, location) in an interval of k days, where
k is an input parameter. When a new event is found as duplicate, we merge it with the previous
detected event.
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Algorithm 1 Algorithm to process a given event-graph to retrieve important sub-events.
1: function Graph Processing(G,α)
2: E = ∅
3: H = {vi ∈ vertex(G)ifscore(vi) >= α} . Equation 2.4
4: while H 6= ∅ do
5: G′ = G.copy()
6: vi = H.pop()
7: p = max(Wj ∈ In(vi)
8: s = max(Wj ∈ Out(vi)
9: keywords = set(p, vi, s)
10: G′.removeedges((p, vi), (vi, s))
11: if notG′.connected() then
12: append(keywords, disc vertices(G′))
13: end if
14: who = person||organization ∈ keywords
15: where = location ∈ keywords
16: what = keywords− who− where
17: tweets = tweet from(keywords)
18: when = oldest(tweets, date)
19: event =< what, who,where, when >
20: append(E, event)
21: end while
22: for e ∈ E do
23: for e′inE do
24: if what(e) ∩ what(e′) then
25: if who(e) ∩ who(e′) then
26: merge(e, e′)
27: end if












Given a set of tweets, our goal is to cluster such tweets so that each cluster corresponds to a fine-
grained event such as “Death of Amy Winehouse” or “Presidential debate between Obama and
Romney during the US presidential election”. We first describe the datasets, then we present
the experimental setting. This section ends with a comparison of the obtained experimental
results with state-of-the-art approaches.
Dataset. We test our approach on two gold standard corpora: the First Story Detection
(FSD) corpus [377] and the EVENT2012 corpus [308].
FSD. The corpus was collected from the Twitter streaming API61 between 7th July and 12th
September 2011. Human annotators annotated 3,035 tweets as related to 27 major events
occurred in that period. After removing tweets that are no more available, we are left with
2,342 tweets related to one out of the 27 events. To reproduce the same dataset used by other
state-of-the-art approaches, we consider only those events mentioned in more than 15 tweets.
Thus, the final dataset contains 2,295 tweets describing 20 events.
EVENT2012. A corpus of 120 million tweets collected from October to November 2012 from
the Twitter streaming API, of which 159,952 tweets were labeled as event-related. 506 event
types were gathered from the Wikipedia Current Event Portal, and Amazon Mechanical Turk
was used to annotate each tweet with one of such event types. After removing tweets that
61dev.twitter.com/streaming/overview
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are no longer available, our final dataset contains ∼43 million tweets from which 152,758 are
related to events.
Experimental Setting. For each dataset, we compare our approach with state-of-the-art
approaches. For the FSD dataset, we compare with LEM Bayesian model [496] and DPEMM
Bayesian model enriched with word embeddings [497]. For the EVENT2012 dataset, we com-
pare our results with Named Entity-Based Event Detection approach (NEED) [307] and Event
Detection Onset (EDO) [247].
In order to simulate a real scenario where tweets are continuously added to a stream, we
simulate the Twitter stream with a client-server architecture which pushes tweets according to
their creation date. We evaluate our approach in two different scenarios: in the first scenario,
we consider tweets from the FSD dataset that are related to events and we classify them into
fine-grained event clusters. In the second scenario, we adopt a more realistic approach in that
we consider all the tweets from the EVENT2012 dataset (i.e., event-related and not event-
related ones), and we classify them into event clusters, discarding those that are not related to
events. Our approach requires a few parameters to be provided as input. In the experiments
reported here, we process the input stream with fixed time-window w = 1 hour. The minimum
number of tweets for event candidates is set to n = 5. Finally, we empirically choose t = 3 days
as the interval of validity for the detected events.
Results. Performance is evaluated both in terms of P/R/F1 and cluster purity.
Results on the FSD dataset: In this scenario, we consider an event as correctly classified if
all the tweets in that cluster belong to the same event in the gold standard, otherwise the event
is considered as misclassified. Due to the low number of tweets, we set the gauged parameter
α = 0.5 as the minimum score for nodes in the graph to be considered as useful for events. Table
2.19 shows the experimental results yielded by our approach in comparison to state-of-the-art
approaches. Our approach outperforms the others, improving the F-score by 0.07 points w.r.t.
DPEMM and by 0.13 w.r.t. LEM.
Approach Precision Recall F-measure
LEM 0.792 0.850 0.820
DPEMM 0.862 0.900 0.880
Our Approach 0.950 0.950 0.950
Table 2.19: Evaluation results on the FSD dataset.
Furthermore, we evaluate the quality of the events, i.e. the clusters, in terms of purity, where
the purity of an event is based on the number of tweets correctly classified in the cluster and




is the number of tweets correctly classified and n the total number of tweets classified in that
cluster. Figure 2.32 reports the purity of our approach compared to LEM and DPEMM, where
each point (x, y) denotes the percentage of events having purity less than x. It can be observed
that 5% of the events detected as well as DPEMM have purity less than 0.65 compared to 25%
for LEM, while 95% of the events detected have purity higher than 0.95 compared to 75% for
DPEMM and 55% for LEM.
Results on the EVENT2012 dataset: We also evaluate our approach on the EVENT2012
dataset using a more realistic scenario in which all the tweets (i.e., events related and non-event
related tweets) are considered. Compared to the FSD dataset, the EVENT2012 dataset has
more events and tweets and thus a larger vocabulary. We set the cutting parameter α = 0.75 as
the minimum score of nodes in the graph to be considered as important for events. We further
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Figure 2.32: Purity of the events detected by our approach, LEM and DPEMM on the FSD
dataset. The y-axis denotes the percentage of events and the x-axis the purity of the events.
detail the importance of the parameters α later in this section. Also, since we include both
event-related and not event-related tweets, we consider an event as correct if 80% of the tweets
belong to the same event in the ground truth. Table 2.20 reports on the experimental results
compared to the NEED and EDO approaches. In general, our approach improves the f-score
by 0.07 points w.r.t. EDO and 0.23 points w.r.t. NEED. After a manual check of the output,
we noticed that some issues with precision may depend on the quality of the dataset, since
some tweets related to events were not annotated as such in the gold standard. For example,
we found that 9,010 tweets related to “BET hip hop award” were not annotated. The same
was found for tweets concerning large events such as “the Presidential debate between Obama
and Romney” or the “shooting of Malala Yousafzai, the 14-year old activist for human rights
in Pakistan”.
We also evaluate the purity of the events detected by our approach (Figure 2.33). We can
observe that the quality of the detected events is lower than for the events detected on the FSD
dataset. For instance, more than 20% of the detected events have purity lower than 0.7. As
expected, event purity is mainly affected by the inclusion in the clusters of non event-related
tweets.
Approach Precision Recall F-measure
NEED 0.636 0.383 0.478
EDO 0.754 0.512 0.638
Our Approach 0,750 0.668 0.710
Table 2.20: Evaluation results on the EVENT2012 dataset.
Effect of the Cutting Parameter. We further experiment on the impact of the dangling
parameter on the output of our model. The dangling parameter α is used to separate the nodes
of the event graph into high-ranked and low-ranked nodes, where the high-ranked nodes are
used to extract keywords related to event candidates. We experiment different values for “α”
and we evaluate their impact on the performance of our approach on both datasets.
In Figure 2.34a we show the performance of our model for 0 < α ≤ 4 on the FSD dataset. We
observe that higher value of α gives higher precision while lowering the recall. More specifically,
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Figure 2.33: Purity of the events detected by our approach on the event 2012 dataset. The
y-axis denotes the percentage of events and the x-axis the purity of the events.
(a) Effect on FSD (b) Effect on EVENT2012
Figure 2.34: Effect of the cutting parameter (α) on the performance of our approach.
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for α ≥ 3 we obtain 100% precision and recall lower than 50%. On the other hand, the best
performance is obtained for α ≤ 0.5. Since the FSD dataset contains ∼ 6, 000 unique words,
at each time window the generated graph is strongly connected, thus the average minimum
score of the nodes is higher than 0.5. For values higher than 0.5, important terms referring
to events are ignored, mainly when they are related to events that do not generate a high
volume of tweets. In our experiments, we also observe that higher values of α mostly affect the
recognition of events with low number of tweets.
Figure 2.34b shows the performance of our model for different values of α on the EVENT2012
dataset. We observe that for different values of α, both precision and recall are affected. More
specifically, the recall of the model tends to decrease for lower values of α. Without edge cutting
(i.e. α = 0), the recall of our model is similar to EDO. Overall, the impact of α is bigger on
the EVENT2012 dataset than on FSD dataset. The variation of precision and recall curves is
smaller for consecutive values of α w.r.t. FSD. There are two main reasons for that: i) the
EVENT2012 dataset has a richer vocabulary, and ii) many events in the EVENT2012 dataset
are similar to each other.
2.8 Building events timelines from microblog posts
In the following we present another work on events extraction, to build events timelines from
microblog posts. We focus in particular on sport events timelines. Historically, sports fans have
watched matches either at the stadium or on TV, or have listened to them on the radio. In
the latest years, however, social media platforms have become a new communication channel
also to share information and comment on sports events, thus creating online communities of
sports fans. Microblogs are particularly suitable, thanks to their coverage and speed, making
them a successful channel to follow and comment on events in real time. Also sports teams
and medias have benefited from these platforms to extend their contact networks, increase
their popularity and exchange information with fans [193, 356]. The need to monitor and
organize such information is particularly relevant during big events like the Olympic Games
or FIFA World Cup: several matches take place in a limited time span, sometimes in parallel,
and summaries are manually made by journalists. A few approaches have recently tried to
automatize this task by recognizing actions in multimedia data [212, 416, 415].
In this work, we investigate whether the same task can be performed relying only on user-
generated content from microblogs. In fact, opinions shared by fans during sports matches are
usually reactions to what is happening in the game, implicitly conveying information on the
ongoing events. Existing works aimed at building complete summaries of sports games from
tweets [343, 484] rely on the observation of peaks in the tweets’ volume. Even though such
approaches effectively detect the most salient actions in games (e.g., goals), they fail to capture
actions that are not reported by many users (e.g., shoots). Moreover, they focus only on specific
information: for example, [286] and [9] are respectively interested in detecting in soccer games
goals, yellow and red cards, and in detecting time and keywords, ignoring the players involved
in the actions.
In this work we perform a more complex task: we create a fine-grained, real-time summary
of the sub-events occurring in sports games using tweets. We define a sub-event in a match as
an action that involves one or many participants (e.g., a player, a team) at a given time, as
proposed by [150]. More specifically, we want to address the following research questions: i) Is
it possible to build detailed sports games summaries in a unsupervised fashion, relying only on a
controlled vocabulary?, and ii) To what extent can Twitter be used to build a complete timeline
of a game? Is information retrieved via Twitter reliable and sufficient?
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2.8.1 Proposed approach
Although the approach we propose to detect sub-events in sports games and to build a timeline
(Figure 2.35) is general-purpose, we take as an example soccer games, so that we can use a
consistent terminology. The pipeline can be applied to any sports as long as it is represented
in the Sports Markup Language [128].
First, a module for information extraction identifies actions (e.g., goals, penalties) and
participants (e.g., player’s names, teams) mentioned in tweets, setting relations between them
(see examples in Table 2.21). Then, participants, actions and relations are modeled together
in a temporal event-graph, taking into account also the time of the tweet. This leads to the
creation of a timeline where actions and participants are connected and temporally ordered.
The modules of this pipeline are described in detail in the following sections.
Figure 2.35: Sub-events extraction pipeline.
Tweets Action Particip.
kick off.... #engwal #euro2016 D1P england
#teamengland wales
how has ramsey not got a yellow CJA ramsey
card yet every attempt to tackle has wales
been a foul.
goaaaaaaaaaaal from bale woah BUT bale
#eng 0-1 #wal wales
Table 2.21: Detected actions and participants in tweets (England-Wales, June 16, 2016. D1P:
First period begins, CJA: Yellow card, BUT: Goal).
2.8.2 Information Extraction
The first module retrieves participants and sub-events (or actions)62 from tweets, and sets
relations between them. In the case of soccer, actions are defined by FIFA, e.g., goals, penalties,
yellow/red cards, etc. Participants are the actors who induce the actions. For soccer games,
they are players and teams. To extract information we use GATE [130], because it includes a
highly flexible NEs Recognition (NER) tool that allows the integration of custom gazetteers.
To detect actions, we update its gazetteer based on the Sports Markup Language, a controlled
vocabulary used to describe sports events. SportsML core schema provides concepts allowing
the description of events for 11 major sports including Soccer, American football, Basketball
and Tennis. For soccer games, we extract actions such as goals, substitutions, yellow/red
62In this work we use interchangeably the terms actions and sub-events to refer to actions in a sports game.
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cards and penalties. Furthermore, we enrich the list of actions with synonyms extracted from
Wordnet [177].
As for participants, we update the gazetteer using the football-data API63 that, given a
soccer game in input, returns the name of the teams and their players. We also apply some
heuristics so as to associate different spelling variations to players’ and teams’ names. This is
done by considering separately or by combining the different parts of the players’ names (i.e.
first name and last-name). For instance, “giroud”, “oliviergiroud” or “olivier giroud” are all
associated with “Olivier Giroud”, a player in the French national team.
We first pre-process the data using GATE in-built tweet normalizer, tokenizer and PoS-
tagger. Then, we use the NER module integrating the two custom gazetteers we created. We
also set links representing relations between actions and participants by means of JAPE (Java
Annotation Pattern Engine) rules, a GATE-specific format to define regular expressions needed
for pattern matching. Since relations detected through JAPE rules tend to be very accurate,
we assign a weight = 2 to edges extracted from such rules. If an action and a participant appear
in the same tweet but are not matched through a JAPE rule, we set a link with weight = 1, to
account for a lower precision.
2.8.3 Timeline creation
Modeling sub-events. The output of the information extraction module (Figure 2.35) is
a list of tuples 〈a, p, t, ω〉, where a is a sports action, t the timestamp of the tweet and p the
participant involved and ω is the weight of the edge connecting a and p. These tuples are
used to build a temporal event graph (see Figure 2.36). To retain temporal information on the
sub-events, we split the game in fixed time windows, and create an event-graph that models the
relationships between actions and participants for each time window. We refer to such graphs
as temporal graphs [454] and we build them as follows:
• Nodes : Actions and participants are represented by nodes in the event-graph. First, we
retrieve the nodes of the actions, and then we add the connected participants’ nodes;
• Edges : Nodes are connected by an edge if a relation can be set in the tweets published
during the time-window. The occurrence of this relation is used to increase the weight of
the edges. Relationships between participants are created for actions involving 2 or more
participants (e.g., a substitution).
Fig. 2.36 shows a temporal graph at time-window 22 of the game between England and
Wales (Game #16 on June 16, 2016): we observe edges linking participants, e.g., connecting the
node “Sterling” and “Vardy”, retrieved from tweets requesting the substitution of “Sterling”
by “Vardy”. Both are linked also to the node “England”, i.e. their team.
Processing the event-graphs. At this stage, the weighted relations between actions and
participants are considered as sub-event candidates. We cannot automatically include them in
the timeline because they could represent opinions or wishes of the fans, as: “how has ramsey
not got a yellow card yet every attempt to tackle has been a foul”. In general, we may assume
that real sub-events in a game are reported by many users, while an action reported by a few
users only is more likely to be a subjective post reflecting an opinion.
Most of the existing work set an empirical threshold to measure the importance of the
actions [9, 299]. However, we observe that the number of tweets generated for a given action
is highly dependent on the game and the team or players involved. Thus, we find it useful to
63http://api.football-data.org



















Figure 2.36: Event-graph for England-Wales.
tune the thresholds by taking into account both the type of the action and the popularity of
the teams involved in the game.
For each action belonging to a certain sport, we manually define an empirical threshold
according to the importance of the action. For soccer, we can assume that a goal will trigger
a higher number of tweets than a shoot. These empirical values can be defined by domain
experts for each category of the sports we want to track. Based on the predefined thresholds,
the interest of the games for people and the popularity of the opponent teams, we adjust the
empirical thresholds using Kreyszig standard score formula [256] as follows :




where ϕa,t is the threshold for action a at time t of the game, εa the empirical threshold for
a, ηg,t the count of tweets related to the game at time t, ηg the mean count, σg the standard
deviation of tweets related to the game in the past time windows.
Ranking Sports Actions. Let A = 〈a, p, t, ω〉 be a quadruplet modeling an action a at time
t, involving participants p and weighted by ω (i.e. the number of edges connecting a and p in





where ηω is the weight of the edge in graph G that connects nodes a and p, ηω is the mean
count of all the actions of type a induced by p, and σω is the standard deviation of relationship
between a and p over all past time windows. Thus, we evaluate the action by taking the
ratio between the standard score for each participant and the total standard scores for all the






At a given time t an action is added to the timeline iff there exists at least a participant p such
that za,t ≥ ϕa,t.
As shown in Algorithm 2, we first merge the current event graph and the graph from the
previous time window (Line 1). Then, from the merged graph, we collect all vertices of type
foot action and for each we retrieve all connected nodes as participants of the action (Lines 4-
6). We compute the adaptive threshold for each action and a standard score for each participant
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using equation 2.5 and 2.6, respectively (Lines 7-9). Finally, sub-event candidates are created
with participants that have a score higher than the threshold of the action (Lines 10-16). For
some actions, participants may not be required (e.g., beginning/end of periods in soccer), for
such actions we consider both teams as participants in order to comply with equations (2.6
and 2.7). We remove from the event graph actions and participants involved in sub-events.
Besides, nodes that were not related to sub-events are kept to be processed in the next time-
window. However, if a node cannot be confirmed as related to sub-events in two consecutive
time windows, we consider it as noise and simply discard it.
Before putting sub-events on a timeline, we perform a final check to see whether they have
not been validated in the previous time window. If yes, it means that an action overlaps
two time-windows, and the timestamp of the event must be updated, matching the time of
the first occurrence. We consider two events identical if: i) they mention the same action and
participants; ii) the number of tweets reporting the more recent action is lower than the number
of tweets on the old one.
Algorithm 2 Algorithm to process a given event-graph to retrieve important sub-events.
1: function Graph Processing(Gt, Gt−1, t) . Gt - Event graph at time t, Gt−1 - Event graph at t-1, t - current time
2: G = merge (Gt, Gt−1)
3: E = ∅
4: for vertex ∈ G.vertices() do
5: if vertexisfoot action then
6: P = G.neighbors(node)
7: a = node.action
8: ϕa,t = compute (a, t) . equation 2.5
9: za,t = compute (a, P, t) . equation 2.7
10: for z ∈ za,t do
11: if z ≥ ϕa,t then
12: event = (a, p, t)
13: E append (a, p, t)







Dataset. We experiment our framework on the Hackatal 2016 dataset64, collected during
the EURO 2016 Championship. A set of keywords were manually defined, including hashtags
(#euro, #euro2016, #football) and the names of the teams involved in the competition (e.g.,
France) as well as their short names (e.g., #FRA) and hashtags related to current games (e.g.,
#FRAROM for the game between France and Romania). For each game, tweets were collected
for a two-hour time span, starting at the beginning of the game. For comparisons and to limit
the complexity of the processing pipeline, we limit our analysis to tweets in English.
The dataset also contains the summary of the salient sub-events in each game, retrieved
from journalistic reports (e.g., LeFigaro65). We consider these summaries as the ground truth
while evaluating our approach. These summaries are defined as a set of triples 〈time, action,
participant〉 where “time” is the time the sub-event occurs, the “action” is the type of the sub-
event and “participants” are players or teams involved in the action. The sub-events include:
the beginning of the periods (F1P, D1P), end of the periods (F1P, D2P), Shoot (TIR), Goal
(BUT), Substitution (CGT), Red card (CRO) and Yellow card (CJA) (see Table 2.22).
64http://hackatal.github.io/2016/.
65http://sport24.lefigaro.fr









Table 2.22: A few examples of the sub-events that occurred in the game between England and
Wales.
Loose Partial Complete
actions Prec Rec F1 Prec Rec F1 Prec Rec F1
goal 0.745 0.512 0.549 0.670 0.456 0.493 0.623 0.405 0.444
card 0.758 0.560 0.622 0.693 0.506 0.568 0.600 0.433 0.516
subt 0.859 0.629 0.693 0.627 0.460 0.510 0.501 0.374 0.438
shoot 0.643 0.203 0.292 0.571 0.185 0.264 0.548 0.167 0.243
period 0.814 0.656 0.706 0.655 0.517 0.562 0.585 0.462 0.523
Table 2.23: Experimental results of our approach for 24 games in the first stage of the Euro
2016 dataset
Experimental setting. We simulate the Twitter stream by grouping the tweets related to
a game in intervals of two minutes, which we refer to as time-windows. Thus, we collect all
the tweets published in a time-window in a single document which we give in input to our
algorithm. In the preprocessing phase, we remove re-tweets if the original tweet is already in
the collection, and we consider one tweet per user in a time window. The input tweets are
then analyzed with GATE. We use the JGraph library [340] to create the event-graph. At each
time-window, we create a new graph to model the relation between actions and participants
detected in tweets. We process the event-graph with Algorithm 2 to detect real sub-events
found in tweets.
Evaluation strategies. We report on two different evaluation strategies. In the first one,
we compare the output of our framework against the state of the art approach [9]. There,
sub-events are detected by identifying spikes in the Twitter stream. Since they do not detect
participants, in this first comparison we also limit our evaluation to the action timeline, letting
out additional information. We also compare the results with the gold standard timeline from
manually created summaries by sports journalists. We show the results for three sample matches
in Figures 2.38, 2.39 and 2.40.
In the second evaluation strategy, we evaluate our approach against the gold standard data
described above. This time we include also the sub-event type, the time and participants
information. Also, we consider three evaluation settings, namely complete matching, partial
matching and loose matching. In the complete matching mode, we evaluate each sub-event
detected by our system by taking into account the type of the sub-event, the participants and
the time. A sub-event is considered correct if all three elements are correctly identified. In the
partial mode, we consider the time and the type of the sub-events; and in the loose mode, we
only consider the type. We set the error margin to 2 minutes while comparing the time, since
this is the duration of the time-windows used to build the temporal graphs. Table 2.23 reports
P/R/F1 for the same sample matches described above, as well as an average of the scores for
24 matches in the first stage of the competition.
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Figure 2.37: Precision Recall chart of the performances of our approach. X-axis is the average
precision and Y-axis the average recall. Blue dots represent the loose matching, orange dots
the partial matching and green dots the complete matching.
2.8.5 Results and discussion
The overall evaluation concerning the first 24 games in the EURO 2016 Championship (Table
2.23) shows that the approach is very accurate in some cases, while it suffers from low per-
formance, especially recall, in other settings. If we compare the different actions (left-most
columns in the table), we observe that the best performance is obtained when recognizing the
start and the end of the match (last line in the table). For other actions, the performance
varies across the three evaluation modes. For example, when considering participants to shoot
actions, the approach fails to identify the correct player, probably because other players are
likely to be mentioned in the same tweet. Figure 2.37 provides an overview of the obtained
performances with the different evaluation strategies.
We further focus on three sample matches: we plot in Figures 2.38, 2.39 and 2.40 the
sub-events detected by [9], those detected by our approach, as well as the gold standard ones.
We report in Tables 2.24, 2.25 and 2.26 P/R/F1 measures for the loose, partial and complete
evaluation strategy.
The first game, England - Wales gained particular attention on Twitter. Figure 2.38 shows
the distribution of tweets during the game (in gray), distinguishing between tweets explicitly
mentioning England (red line) and Wales (green). The blue dots correspond to the sub-events
identified by [9]’s approach, while those detected by our approach and the ground truth are
represented with yellow and green dots, respectively. The graphical representation shows that
there is a significant correspondence between the sub-events detected by our approach and the
gold standard ones. We can also observe that [9] fail to detect sub-events that do not produce
spikes in the volume of tweets. Table 2.24 shows for the same match the average performance
of our approach. In this case, our performance is affected by problems in detecting actions of
type substitution and shoots.
Methods Prec Rec F-score
loose 0.852 0.958 0.902
partial 0.630 0.708 0.667
complete 0.444 0.500 0.470
Table 2.24: Performance on England- Wales.
A second example is the match France - Romania (see Figure 2.39). Although the game
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Figure 2.38: Sub-events in England-Wales.
was quite debated on Twitter, a few spikes were detected in the stream. In fact, during the
first period the teams were barely mentioned, as indicated by the red and green curves on the
graph. Instead, other teams were mentioned, which were not directly involved in the game.
The second period seemed to be more interesting in terms of sub-events. Table 2.25 shows
our performances. We obtain a 91.3% precision in the loose mode, since we detect 23 out of
34 sub-events in the game compared to 9 identified by [9], and 21 of the detected sub-events
were associated to the correct actions. However, the latency between the sub-events detected
by our approach compared to the ground truth contributes in decreasing the performance of
our approach in both intermediate and complete matching. For example, there is a huge peak
at time 22:24 when Stancu equalizes for Romania, but we detect this action four minutes later
since most of the tweets in that time span discuss the penalty issue rather than the goal.
Figure 2.39: Sub-events in France-Romania.
Methods Prec Rec F-score
loose 0.913 0.656 0.763
partial 0.696 0.500 0.582
complete 0.609 0.438 0.510
Table 2.25: Performance on France- Romania.
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As a third example, we consider Belgium - Italy, that was less popular in terms of tweets
than the previous ones. A few peaks are detected in the game (Figure 2.40). This affects
negatively the number of sub-events found by [9], while our approach proves to have a better
coverage, even if recall is on average lower than for the other matches. In most cases, we detect
mentions of the actions, but we fail to detect the participants. Table 2.26 shows the overall
performance of our approach. In the ground truth there were only a few tweets related to this
game, and ∼ 50% of them were shoots. Our approach failed to identify them, impacting on
the recall. On the other hand, all the events detected were correct.
Methods Prec Rec F-score
loose 1.000 0.448 0.619
partial 0.923 0.414 0.572
complete 0.846 0.379 0.523
Table 2.26: Performance on Belgium- Italy.
Figure 2.40: Sub-events in Belgium- Italy.
2.8.6 Related Work on events extraction
Existing approaches to extract events from tweets can be divided into two main categories,
namely closed-domain and open-domain event detection systems [19]. In the closed-domain,
approaches are mainly focused on extracting a particular type of event, as for instance natural
disasters [359]. Works in the closed-domain scenario are usually cast as supervised classification
tasks that rely on keywords to extract event-related messages from Twitter [468], to recognize
event patterns [383] or to define labels for training a classifier [11, 401].
The open-domain scenario is more challenging, since it is not limited to a specific type
of event and usually relies on unsupervised models. Among the works applying an unsuper-
vised approach to event detection on Twitter, [307] create event clusters from tweets using
NE mentions as central terms driving the clusters. Thus, tweets mentioning the same entities
are grouped together in a single cluster. Experiments on a public dataset of tweets show that
this strategy outperforms other approaches such as Latent Sensitive Hashing [376]. Similarly,
[217] create clusters based on cosine similarity among tweets. Both works do not consider the
temporal aspect of events and fail to capture terms or entities involved in different events at
different time periods.
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Very recently, [497] use a non-parametric Bayesian Mixture Model leveraged with word
embeddings to create event clusters from tweets. In this approach, events are modeled as a
4-tuple 〈y, l, k, d〉 modeling non-location NEs, location NEs, event keywords and date. The
work was focused on detecting events given a set of event-related tweets, which is however not
applicable to a real scenario, where the stream of tweets can also contain messages that are not
event-related. This scenario is simulated in the second experiment presented in this section.
Most of the works that analyze the content of tweets for tracking sport events are based on
spike detection on the stream of messages, to detect sub-events. To summarize event streams,
[343] propose a method that identifies spikes in Twitter feed and selects tweets from a sub-event
by scoring each of them based on phrase graph [410]. This method may produce unexpected
summary if most of the tweets published during the spike are not related to the sub-event.
[258] generate live sports summary by prioritizing tweets published by good reporters. First,
they identify spikes in the stream of an event as indicators of sub-events, and then the system
tries to generate a summary by measuring the explanatory of the tweet by the presence of
player’s names, team names and terms related to the event. Similarly, when a spike is detected,
[9] analyze the tweets published during the period to identify the most frequent terms which
they use to describe spikes in a tweets’ histograms (spikes are considered as sub-events). To
summarize tweets on football, [239] create event clusters with similar documents, that are then
automatically classified as relevant to football actions.
In the case of sports games, spikes do not necessarily characterize a sub-event. For example,
when the crowd disagrees with the referees or a player, emotional tweets to express disagreement
are published. On the other hand, actions with low importance (e.g., a shoot) or actions
produced by non-popular teams or players (e.g., Albania) may not produce peaks in the volume
of tweets. Thus, approaches solely based on spikes detection are unable to capture those actions.
In our approach, we rely on Named Entities (NEs) to identify whether or not a tweet is related
to a sports event. Besides, we rely on an adaptive threshold tuned according to the actions and
the team (or player) of interest to evaluate whether or not the actions should be added to the
timeline.
2.9 Conclusions
In this section, we have described the research contributions related to extract information from
text to generate structured knowledge in different application scenarios.
In the first part of this chapter, we focused on the mining of semantic knowledge from
the Web for the robotics domain, to integrate such knowledge with situated robot vision and
perception, to allow robots to continuously extend their object knowledge beyond perceptual
models. First, we presented an integrated system to suggest concept labels for unknown objects
observed by a mobile robot. Our system stores the spatial contexts in which objects are observed
and uses these to query a Web-based suggestion system to receive a list of possible concepts
that could apply to the unknown object. These suggestions are based on the relatedness of
the objects observed with the unknown object, and can be improved by filtering the results
based on both frequency and spatial proximity. We evaluated our system data from real office
observations and demonstrated how various filter parameters changed the match of the results
to ground truth data.
Moreover, we have presented a framework for extracting manipulation-relevant knowledge
about objects in the form of (binary) relations. The framework relies on a ranking measure
that, given an object, ranks all entities that potentially stand in the relation in question to
the given object. We rely on a representational approach that exploits distributional spaces
to embed entities into low-dimensional spaces in which the ranking measure can be evaluated.
We have presented results on two relations: the relation between an object and its prototypical
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location (locatedAt) as well as the relation between an object and one of its intended uses
(usedFor). As main contribution, we have presented a supervised approach based on a neural
network that, instead of using the cosine similarity as measure of semantic relatedness, uses
positive and negative examples to train a scoring function in a supervised fashion. As an avenue
for future work, the generalizability of the proposed methods to a wider set of relations can
be considered. In the context of manipulation-relevant knowledge for a robotic system, other
interesting properties of an object include its prototypical size, weight, texture, and fragility.
In the second part of this chapter, we have addressed the task of lyrics processing. First,
we addressed the segmentation on synchronized text-audio representations of songs. For the
songs in the corpus DALI where the lyrics are aligned to the audio, we have derived a mea-
sure of alignment quality specific to our task of lyrics segmentation. Then, we have shown
that exploiting both textual and audio-based features lead the employed Convolutional Neural
Network-based model to significantly outperform the state-of-the-art system for lyrics segmen-
tation that relies on purely text-based features. Moreover, we have shown that the advantage of
a bimodal segment representation pertains even in the case where the alignment is noisy. This
indicates that a lyrics segmentation model can be improved in most situations by enriching the
segment representation by another modality (such as audio).
Second, we have defined and addressed the task of lyrics summarization. We have applied
both generic unsupervised text summarization methods (TextRank and a topic-based method
we called TopSum), and a method inspired by audio thumbnailing on 50k lyrics from the
WASABI corpus. We have carried out an automatic evaluation on the produced summaries
computing standard metrics in text summarization, and a human evaluation with 26 partici-
pants, showing that using a fitness measure transferred from the musicology literature, we can
amend generic text summarization algorithms and produce better summaries. In future work,
we plan to address the challenging task of abstractive summarization over song lyrics, with the
goal of creating a summary of song texts in prose-style - more similar to what humans would
do, using their own words.
Finally, we have described the WASABI dataset of songs, focusing in particular on the lyrics
annotations resulting from the applications of the methods we proposed to extract relevant
information from the lyrics. So far, lyrics annotations concern their structure segmentation,
their topic, the explicitness of the lyrics content, the summary of a song and the emotions
conveyed. Some of those annotation layers are provided for all the 1.73M songs included in the
WASABI corpus, while some others apply to subsets of the corpus, due to various constraints
previously described. In [20] the authors have studied how song writers influence each other.
We aim to learn a model that detects the border between heavy influence and plagiarism.
In the last part of this chapter, we focused on events extraction from Twitter messages, and
we described a model for detecting open-domain events from tweets by modeling relationships
between NE mentions and terms in a directed graph. The proposed approach is unsupervised
and can automatically detect fine-grained events without prior knowledge of the number or type
of events. Our experiments on two gold-standard datasets show that the approach yields state-
of-the-art results. In the future, we plan to investigate whether linking terms to ontologies (e.g.,
DBpedia, YAGO) can help in detecting different mentions of the same entity, as preliminarily
shown in [158]. This can be used to reduce the density of the event graph. Another possible
improvement would be to enrich the content of the tweets with information from external web
pages resolving the URLs in the tweets.
As a second study on events extraction, we have described a framework to generate timelines
of salient sub-events in sports games exploiting information contained in tweets. Experiments
on a set of tweets collected during EURO 2016 proved that our approach accurately detects
sub-events in sports games when compared to news on the same events reported by sports
media. While previous approaches focused only on detecting the type of the most important
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sub-events, we extract and model a richer set of information, including almost every type of
sub-event and participants involved in the actions. Possible improvements for future work
include the extension of our approach to other sports (e.g., American football).
Chapter 3
Natural language interaction with the
Web of Data
This Chapter is dedicated to my contributions addressing the challenge of enhancing users’
interactions with the web of data by mapping natural language expressions (e.g. user queries)
with concepts and relations in a structured knowledge base. These research contributions fit the
areas of Natural Language Processing and Semantic Web, and have been published in several
venues:
• Elena Cabrio, Serena Villata, Alessio Palmero Aprosio (2017). A RADAR for information
reconciliation in Question Answering systems over Linked Data. Semantic Web 8(4): 601-
617 [93].
• Elena Cabrio, Serena Villata, Julien Cojan, Fabien Gandon (2014). Classifying Inconsis-
tencies in DBpedia Multilingual Chapters, in Proceedings of the Language Resources and
Evaluation Conference (LREC-2014), pp. 1443-1450 [95].
• Elena Cabrio, Julien Cojan, Fabien Gandon (2014). Mind the cultural gap: bridging
language specific DBpedia chapters for Question Answering, in Philipp Cimiano, Paul
Buitelaar (eds.) Towards the Multilingual Semantic Web, pp. 137-154, Springer Verlag
[84].
• Elena Cabrio, Vivek Sachidananda, Raphael Troncy (2014) Boosting QAKiS with mul-
timedia answer visualization, Proceedings of the Extended Semantic Web Conference
(ESWC 2014) - Demo/poster paper [88].
• Elena Cabrio, Alessio Palmero Aprosio, Serena Villata (2014). Reconciling Information
in DBpedia through a Question Answering System, Proceedings of the 13th International
Semantic Web Conference (ISWC 2014). Demo paper [87].
• Elena Cabrio, Julien Cojan, Fabien Gandon, and Amine Hallili (2013). Querying mul-
tilingual DBpedia with QAKiS, in The Semantic Web: ESWC 2013 Satellite Events,
Lecture Notes in Computer Science, Volume 7955, pp. 194-198 [85].
• Julien Cojan, Elena Cabrio, Fabien Gandon (2013). Filling the Gaps Among DBpedia
Multilingual Chapters for Question Answering. Proceedings of the 5th Annual ACM Web
Science Conference, pp. 33-42 [119].
• Elena Cabrio, Julien Cojan, Alessio Palmero Aprosio, Fabien Gandon (2012). Natural
Language Interaction with the Web of Data by Mining its Textual Side, Intelligenza
Artificiale. 6 (2012), pp. 121-133. Special Issue on Natural Language Processing in the
Web Era. IOS Press [82].
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• Elena Cabrio, Julien Cojan, Alessio Palmero Aprosio, Bernardo Magnini, Alberto Lavelli,
Fabien Gandon (2012). QAKiS: an Open Domain QA System based on Relational Pat-
terns, Proceedings of the 11th International Semantic Web Conference (ISWC 2012).
Demo paper [83].
To enhance users’ interactions with the web of data, query interfaces providing a flexi-
ble mapping between natural language expressions, and concepts and relations in structured
knowledge bases (KB) are particularly relevant. In this direction, I have mainly focused on the
automatic extraction of structured data from unstructured documents to populate RDF triple
stores, and in a Question Answering (QA) setting, on the mapping of natural language expres-
sions (e.g. user queries) with concepts and relations in a structured KB. More specifically, I
have proposed and implemented i) the WikiFramework, i.e. a methodology to collect relational
patterns in several languages, and ii) QAKiS, a system for open domain QA over linked data
[83]. QAKiS (Question Answering wiKiframework-based System), allows end users to submit
a query to an RDF triple store in English and obtain the answer in the same language, hiding
the complexity of the non-intuitive formal query languages involved in the resolution process,
but exploiting the expressiveness of these standards to scale to the huge amounts of available
semantic data. QAKiS addresses the task of QA over structured KBs (e.g. language specific
DBpedia chapters) where the relevant information is expressed also in unstructured form (e.g.
Wikipedia pages). A crucial issue is the interpretation of the question to convert it into a cor-
responding formal query. Differently from the approaches developed at the time of this work,
QAKiS implements a relation-based match, where fragments of the question are matched to
relational textual patterns automatically collected from Wikipedia (i.e. the WikiFramework
repository). Such relation-based matching provides more precision with respect to matching
on single tokens.
To evaluate QAKiS on a comparable setting, we took part into QALD-2 and 3 evaluation
campaigns in 2012 and 2013. The challenge (that was run until 2018) is aimed at any kind
of QA system that mediates between a user, expressing his or her information need in natural
language, and semantic data. A training and a test set of 100 natural language questions each
are provided by the organizers. The version of QAKiS that took part into such challenges
targets only questions containing a Named Entity related to the answer through one property
of the ontology. However, QAKiS performances are in line with the results obtained by the
other participating systems.
As introduced before, QAKiS is based on Wikipedia for patterns extraction. English, French
and German DBpedia chapters are the RDF data sets to be queried using a natural language
interface [85]. While querying at the same time different heterogeneous interlinked datasets, the
system may receive different results for the same query. The returned results can be related by a
wide range of heterogenous relations, e.g., one can be the specification of the other, an acronym
of the other, etc. In other cases, such results can contain an inconsistent set of information
about the same topic. A well-known example of such heterogenous interlinked datasets are
language-specific DBpedia chapters, where the same information may be reported in different
languages. Given the growing importance of multilingualism in the Semantic Web community,
and in Question Answering over Linked Data in particular, we choose to apply information
reconciliation to this scenario. We have therefore addressed the issue of reconciling information
obtained by querying the SPARQL endpoints of language-specific DBpedia chapters integrating
the proposed framework into QAKiS.
Moreover, in [88] we extended QAKiS to exploit the structured data and metadata describing
multimedia content on the linked data to provide a richer and more complete answer to the
user, combining textual information with other media content. A first step in this direction
consisted in determining the best sources and media (image, audio, video, or a hybrid) to
answer a query. Then, we have extended QAKiS output to include i) pictures from Wikipedia
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Infoboxes, for instance to visualize images of people or places, ii) OpenStreetMap, to visualize
maps and iii) YouTube, to visualize videos related to the answer.
This chapter is organized as follows: Section 3.1 describes the Question Answering system
QAKiS, then Section 3.2 explains the method proposed to reconcile inconsistent information
that can be collected from multilingual data sources. Section 3.3 describes QAKiS multimedia
visualization, while Section 4.6 summarizes related work. Conclusions end the chapter.
3.1 QAKiS
To enhance users’ interactions with the web of data, query interfaces providing a flexible map-
ping between natural language expressions, and concepts and relations in structured knowledge
bases are becoming particularly relevant. In this section, we present QAKiS (Question An-
swering wiKiframework-based System), that allows end users to submit a query to an RDF
triple store in English and obtain the answer in the same language, hiding the complexity of
the non-intuitive formal query languages involved in the resolution process. At the same time,
the expressiveness of these standards is exploited to scale to the huge amounts of available
semantic data. In its current implementation, QAKiS addresses the task of QA over structured
Knowledge Bases (KBs) (e.g. DBpedia) where the relevant information is expressed also in un-
structured form (e.g. Wikipedia pages). Its major novelty with respect to the systems available
at the time of this work, is to implement a relation-based match for question interpretation,
to convert the user question into a query language (e.g. SPARQL). Most of the approaches
up to then (for an overview, see [290]) based this conversion on some form of flexible match-
ing between words of the question and concepts and relations of a triple store, disregarding
the relevant context around a word, without which the match might be wrong. QAKiS tries
instead first to establish a matching between fragments of the question and relational textual
patterns automatically collected from Wikipedia. The underlying intuition is that a relation-
based matching would provide more precision with respect to matching on single tokens, as
done by competitors systems.
QAKiS demo is based on Wikipedia for patterns extraction. DBpedia is the RDF data set
to be queried using a natural language interface.
Figure 3.1: QAKiS demo interface (v1). The user can either write a question (or select among
a list of examples) and click on Get Answers!. QAKiS outputs: i) the user question (the
recognized Named Entity (NE) is linked to its DBpedia page), ii) the generated typed question
(see Section 3.1.1), iii) the pattern matched, iv) the SPARQL query sent to the DBpedia
SPARQL endpoint, and v) the answer (below the green rectangle results).
QAKiS makes use of relational patterns (automatically extracted from Wikipedia and col-
lected in the WikiFramework repository [297]), that capture different ways to express a certain
relation in a given language. For instance, the relation crosses(Bridge,River) can be ex-
pressed in English, among the others, by the following relational patterns: [Bridge crosses the
River] and [Bridge spans over the River]. Assuming that there is a high probability that the
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information in the Infobox is also expressed in the same Wikipedia page, the WikiFramework
establishes a 4-step methodology to collect relational patterns in several languages for the DB-
pedia ontology relations (similarly to [192],[478]): i) a DBpedia relation is mapped with all the
Wikipedia pages in which such relation is reported in the Infobox; ii) in such pages we collect
all the sentences containing both the domain and the range of the relation; iii) all sentences
for a given relation are extracted and the domain and range are replaced by the correspond-
ing DBpedia ontology classes; iv) the patterns for each relation are clustered according to the
lemmas between the domain and the range, and sorted according to their frequency.
3.1.1 System architecture
QAKiS is composed of four main modules (Fig. 3.2): i) the query generator takes the user
question as input, generates the typed questions, and then generates the SPARQL queries
from the retrieved patterns; ii) the pattern matcher takes as input a typed question, and
retrieves the patterns (among those in the repository) matching it with the highest similarity;
iii) the sparql package handles the queries to DBpedia; and iv) a Named Entity (NE)
Recognizer. The multimedia answer generator module was added later, and will be described
in Section 3.3.
Figure 3.2: QAKiS workflow
The current version of QAKiS targets questions containing a NE related to the answer through
one property of the ontology, as Which river does the Brooklyn Bridge cross?. Each question
matches a single pattern (i.e. one relation).
Before running the pattern matcher component, the question target is identified combining
the output of Stanford NE Recognizer, with a set of strategies that compare it with the instances
labels in the DBpedia ontology. Then a typed question is generated by replacing the question
keywords (e.g. who, where) and the NE by the types and supertypes. A Word Overlap
algorithm is then applied to match such typed questions with the patterns for each relation.
A similarity score is provided for each match: the highest represents the most likely relation.
A set of patterns is retrieved by the pattern matcher component for each typed question, and
sorted by decreasing matching score. For each of them, a set of SPARQL queries is generated
and then sent to an endpoint for answer retrieval.
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Multilingual DBpedia alignment. Multilingual DBpedia chapters1 have been created fol-
lowing Wikipedia structure: each chapter contains therefore data extracted from Wikipedia
in the corresponding language, and so reflects local specificity. Data from different DBpedia
chapters are connected by several alignments: i) instances are aligned according to the inter-
language links, that are created by Wikipedia editors to relate articles about the same topic in
different languages; ii) properties that mostly come from template attributes, i.e. structured
elements that can be included in Wikipedia pages so as to display structured information.
These properties are aligned through mappings manually edited by the DBpedia community.
Since QAKiS allows to query English, French and German DBpedia chapters, Figure 3.3 shows
the additional information coverage provided by the mentioned DBpedia chapters. Areas FR







Pairs (subject, property) with
values in DBpedia chapters
Number
EN+FR+DE 110 685
EN+DE only 48 804
EN+FR only 408 125
DE+FR only 231 585
EN only 1 790 972
DE only 1 036 953












Figure 3.3: Relative coverage of English, German and French DBpedia chapters (in 2013).
QAKiS extension to query DBpedia multilingual chapters. QAKiS extension to query
the ontology properties of multilingual DBpedia is integrated at the SPARQL package level.
Instead of sending the query to English DBpedia only, the Query manager reformulates the
queries and sends them to multiple DBpedia chapters. As only the English chapter contains
labels in English, this change has no impact on the NE Recognition. The main difference is
in the query selection step. As in the monolingual setting, patterns are taken iteratively by
decreasing matching score, the generated query is then evaluated and if no results are found the
next pattern is considered, and so on. However, as queries are evaluated on several DBpedia
chapters, it is more likely to get results, terminating query selection with a higher matching
score. Currently, the results of a SPARQL query are aggregated by the set union. Other
strategies could be considered, as using a voting mechanism to select the most frequent answer,
or enforcing a priority according to data provenance (e.g. English chapter could be considered
as more reliable for questions related to English culture).
3.1.2 Experimental evaluation
QALD-2 dataset. Table 1 reports QAKiS’s results on the QALD-2 data sets2 (DBpedia
track). For the demo, we focused on code optimization reducing QAKiS average processing
time per question from 15 to 2 sec., w.r.t. the version used for the challenge.
Most of QAKiS’ mistakes concern wrong relation assignment (i.e. wrong pattern matching).
Another issue concerns questions ambiguity, i.e. the same surface forms can in fact refer to
different relations in the DBpedia ontology. We plan to cluster relations with several patterns
in common, to allow QAKiS to search among all the relations in the cluster.
1http://wiki.dbpedia.org/Internationalization/Chapters
2http://greententacle.techfak.uni-bielefeld.de/~cunger/qald/
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Precision Recall F-measure # answered # right answ. # partially right
train 0.476 0.479 0.477 40/100 17/40 4/40
test 0.39 0.37 0.38 35/100 11/35 4/35
Table 3.1: QAKiS performances on DBpedia data sets (participation to QALD-2)
The partially correct answers concern questions involving more than one relation: the actual
version of the algorithm detects indeed only one of them, therefore we would need to improve
the system to address questions with multiple (often nested) relations.
QALD-2 dataset reduced. Since QAKiS currently targets only questions containing a NE
related to the answer through one property of the ontology (e.g. In which military conflicts
did Lawrence of Arabia participate? ), we extracted from QALD-2 test set10 the set of questions
corresponding to such criterion (i.e. 32 questions). The discarded questions require either some
forms of reasoning (e.g. counting or ordering) on data, aggregation (from datasets different
from DBpedia), involve n-relations, or they are boolean questions. We run both QAKiSEN (i.e.
the system taking part into the challenge) and QAKiSEN+FR and QAKiSEN+DE (the versions
enriched with the French and German DBpedia, respectively) on the reduced set of questions.
Since the answer to QALD-2 questions can be retrieved in English DBpedia, we do not expect
multilingual QAKiS to improve its performances. On the contrary, we want to verify that
QAKiS performances do not decrease (due to the choice of the wrong relation triggered by a
different pattern that finds an answer in multilingual DBpedia). Even if often extended QAKiS
selects different patterns with respect to the original system, the selected relation is the same
(except than in one case), meaning that generally performances are not worsen by the addition
of multilingual DBpedia chapters.
Multilingual DBpedia. Since that at the time of this work no reference list of questions
whose answers can be found in French or German DBpedia only existed, we created our list
to evaluate the improvement in QAKiS’s coverage as follows: i) we take the sample of 32
QALD-2 questions described before; ii) we extract the list of triples present in French and
German DBpedia only; in each question we substitute the NE with another entity for which
the asked relation can be found respectively in the French or German chapters only. For
instance, for the QALD-2 question How tall is Michael Jordan?, we substitute the NE Michael
Jordan with the entity Margaret Simpson, for which we know that the relation height is
missing in English DBpedia, but is present in the French chapter. As a result, we obtain
the question How tall is Margaret Simpson?, that we submit to QAKiSEN+FR. Following the
same procedure for German, in Who developed Skype? we substituted the NE Skype with the
entity IronPython, obtaining the question Who developed IronPython?. The same procedure
is applied for German.3 For some properties (e.g. Governor, Battle), no additional links are
provided by the multilingual chapters, so we discarded the questions asking for those relations.
QAKiS precision on the new set of questions over French and German DBpedia is in line
with QAKiSEN on English DBpedia (∼ 50%). This evaluation did not have the goal to show
improved performances of the extended version of QAKiS with respect to its precision, but to
show that the integration of multilingual DBpedia chapters in the system is easily achievable,
and that the expected improvements on its coverage are really promising and worth exploring
(see Figure 3.3). To double-check, we run the same set of questions on QAKiSEN , and in no
cases it was able to detect the correct answer, as expected.
3The obtained set of transformed questions is available online at http://dbpedia.inria.fr/qakis/.
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3.2 RADAR 2.0: a framework for information reconcil-
iation
In the Web of Data, it is possible to retrieve heterogeneous information items concerning a
single real-world object coming from different data sources, e.g., the results of a single SPARQL
query on different endpoints. It is not always the case that these results are identical, it may
happen that they conflict with each other, or they may be linked by some other relation
like a specification. The automated detection of the kind of relationship holding between
different instances of a single object with the goal of reconciling them is an open problem for
consuming information in the Web of Data. In particular, this problem arises while querying the
language-specific chapters of DBpedia [310]. Such chapters, well connected through Wikipedia
instance interlinking, can in fact contain different information with respect to the English
version. Assuming we wish to query a set of language-specific DBpedia SPARQL endpoints with
the same query, the answers we collect can be either identical, or in some kind of specification
relation, or they can be contradictory. Consider for instance the following example: we query a
set of language-specific DBpedia chapters about How tall is the soccer player Stefano Tacconi?,
receiving the following information: 1.88 from the Italian chapter and the German one, 1.93
from the French chapter, and 1.90 from the English one. How can I know what is the “correct”
(or better, the more reliable) information, knowing that the height of a person is unique?
Addressing such kind of issues is the goal of the present section. More precisely, in this section,
we answer the research question:
• How to reconcile information provided by the language-specific chapters of DBpedia?
This open issue is particularly relevant to Question Answering (QA) systems over DB-
pedia [290], where the user expects a unique (ideally correct) answer to her factual natural
language question. A QA system querying different data sources needs to weight them in an
appropriate way to evaluate the information items they provide accordingly. In this scenario,
another open problem is how to explain and justify the answer the system provides to the user
in such a way that the overall QA system appears transparent and, as a consequence, more
reliable. Thus, our research question breaks down into the following subquestions: i) How to
automatically detect the relationships holding between information items returned by different
language-specific chapters of DBpedia? ii) How to compute the reliability degree of such infor-
mation items to provide a unique answer? iii) How to justify and explain the answer the QA
system returns to the user?
First, we need to classify the relations connecting each piece of information to the others
returned by the different data sources, i.e., the SPARQL endpoints of the language-specific DB-
pedia chapters. To this purpose, we propose a categorization of the relations existing between
different information items retrieved with a unique SPARQL query [95] (described later on in
this section). At the time of this work, such categorization was the only one considering linguis-
tic, fine-grained relations among the information items returned by language-specific DBpedia
chapters, given a certain query. This categorization considers ten positive relations among
heterogeneous information items (referring to widely accepted linguistic categories in the liter-
ature), and three negative relations meaning inconsistency. Starting from this categorization,
we propose the RADAR (ReconciliAtion of Dbpedia through ARgumentation) framework, that
adopts a classification method to return the relation holding between two information items.
This first step results in a graph-based representation of the result set where each information
item is a node, and edges represent the identified relations.
Second, we adopt argumentation theory [151], a suitable technique for reasoning about
conflicting information, to assess the acceptability degree of the information items, depending
on the relation holding between them and the trustworthiness of their information source [131].
112 CHAPTER 3. NATURAL LANGUAGE INTERACTION WITH THE WEB OF DATA
Roughly, an abstract argumentation framework is a directed labeled graph whose nodes are
the arguments and the edges represent a conflict relation. Since positive relations among the
arguments may hold as well, we rely on bipolar argumentation [102] that considers also a
positive support relation.
Third, the graph of the result set obtained after the classification step, together with the
acceptability degree of each information item obtained after the argumentation step, is used to
justify and explain the resulting information ranking (i.e., the order in which the answers are
returned to the user).
We evaluate our approach as standalone (i.e., over a set of heterogeneous values extracted
from a set of language-specific DBpedia chapters), and through its integration in the QA system
QAKiS, described in Section 3.1. The reconciliation module is embedded to provide a (possibly
unique) answer whose acceptability degree is over a given threshold, and the graph structure
linking the different answers highlights the underlying justification. Moreover, RADAR is
applied to over 300 DBpedia properties in 15 languages, and the obtained resource of reconciled
DBpedia language-specific chapters is released.
Even if information reconciliation is a way to enhance Linked Data quality, we do not
address the issue of Linked Data quality assessment and fusion [311, 73], nor ontology alignment.
Finally, argumentation theory in this work is not exploited to find agreements over ontology
alignments [148]. Note that our approach is intended to reconcile and explain the answer of
the system to the user. Ontology alignment cannot be exploited to generate such a kind of
explanations. This is why we decided to rely on argumentation theory that is a way to exchange
and explain viewpoints. In this work, we have addressed the open problem of reconciling
and explaining a result set from language-specific DBpedia chapters using well-known conflict
detection and explanation techniques, i.e., argumentation theory.
3.2.1 Framework description
The RADAR 2.0 (ReconciliAtion of Dbpedia through ARgumentation) framework for infor-
mation reconciliation is composed by three main modules (see Figure 3.4). It takes as input
a collection of results from one SPARQL query raised against the SPARQL endpoints of the
language-specific DBpedia chapters. Given such result set, RADAR retrieves two kinds of
information: (i) the sources proposing each particular element of the result set, and (ii) the
elements of the result set themselves. The first module of RADAR (module A, Figure 3.4) takes
each information source, and following two different heuristics, assigns a confidence degree to
the source. Such confidence degree will affect the reconciliation in particular with respect to
the possible inconsistencies: information proposed by the more reliable source will obtain a
higher acceptability degree. The second module of RADAR (module B, Figure 3.4) instead
starts from the result set, and it matches every element with all the other returned elements,
detecting the kind of relation holding between these two elements. The result of such module is
a graph composed by the elements of the result set connected with each other by the relations
of our categorization. Both the sources associated with a confidence score and the result set
in the form of a graph are then provided to the third module of RADAR, the argumentation
one (module C, Figure 3.4). The aim of such module is to reconcile the result set. The mod-
ule considers all positive relations as a support relation and all negative relations as an attack
relation, building a bipolar argumentation graph where each element of the result set is seen
as an argument. Finally, adopting a bipolar fuzzy labeling algorithm relying on the confidence
of the sources to decide the acceptability of the information, the module returns the accept-
ability degree of each argument, i.e., element of the result set. The output of the RADAR
framework is twofold. First, it returns the acceptable elements (a threshold is adopted), and
second the graph of the result set is provided, where each element is connected to the others
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Figure 3.4: RADAR 2.0 framework architecture.
by the identified relations (i.e., the explanation about the choice of the acceptable arguments
returned).
Assigning a confidence score to the source
Language-specific DBpedia chapters can contain different information on particular topics, e.g.
providing more or more specific information. Moreover, the knowledge of certain instances and
the conceptualization of certain relations can be culturally biased. For instance, we expect
to have more precise (and possibly more reliable) information on the Italian actor Antonio
Albanese on the Italian DBpedia, than on the English or on the French ones.
To trust and reward the data sources, we need to calculate the reliability of the source with
respect to the contained information items. In [86], an a priori confidence score is assigned to
the endpoints according to their dimensions and solidity in terms of maintenance (the English
chapter is assumed to be more reliable than the others on all values, but this is not always
the case). RADAR 2.0 assigns, instead, a confidence score to the DBpedia language-specific
chapter depending on the queried entity, according to the following two criteria:
• Wikipedia page length. The chapter of the longest language-specific Wikipedia page de-
scribing the queried entity is considered as fully trustworthy (i.e., it is assigned with a
score of 1) while the others are considered less trustworthy (i.e., they are associated with
a score < 1). In choosing such heuristic, we followed [60] that demonstrates that the
article length is a very good predictor of its precision. The length is calculated on the
Wikipedia dump of the considered language (# of characters in the text, ignoring image
tags and tables). Thus, the longest page is assigned a score equal to 1, and a proportional
score is assigned to the other chapters.
• Entity geo-localization. The chapter of the language spoken in the places linked to the
page of the entity is considered as fully trustworthy (i.e., it is assigned with a score of
1) while the others are considered less trustworthy (i.e., they are associated with a score
< 1). We assume that if an entity belongs to a certain place or is frequently referred
to it, it is more likely that the DBpedia chapter of such country contains updated and
reliable information. All Wikipedia page hyperlinks are considered, and their presence
in GeoNames4 is checked. If existing, the prevalent language in the place (following the
GeoNames matching country-language5) is extracted, and to the corresponding chapter a
4http://www.geonames.org/
5Such table connecting a country with its language can be found here: http://download.geonames.org/
export/dump/countryInfo.txt.
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score equal to 1 is assigned. As for page length, a proportional score is then assigned to
the other chapters (i.e. if an entity has e.g. 10 links to places in Italy and 2 to places in
Germany, the score assigned to the Italian DBpedia chapter is 1, while for the German
chapter is 0.2).
Such metrics (the appropriateness of which for our purposes has been tested on the development
set) are then summed and normalized with a score ranging from 0 to 1, where 0 is the least
reliable chapter for a certain entity and 1 is the most reliable one. The obtained scores are then
considered by the argumentation module for information reconciliation.
Relations classification
We propose a classification of the semantic relations holding among the different instances ob-
tained by querying a set of language-specific DBpedia chapters with a certain query. More
precisely, such categories correspond to the lexical and discourse relations holding among het-
erogeneous instances obtained querying two DBpedia chapters at a time, given a subject and
an ontological property. In the following, we list the positive relations between values resulting
from the data-driven study we carried out and described in [95]. Then, in parallel, we describe
how RADAR 2.0 addresses the automatic classification of such relations.
Identity i.e., same value but in different languages (missing owl:sameAs link in DBpedia).
E.g., Dairy product vs Produits laitiers
Acronym i.e., initial components in a phrase or a word. E.g., PSDB vs Partito della Social
Democrazia Brasiliana
Disambiguated entity i.e., a value contains in the name the class of the entity. E.g., Michael
Lewis (Author) vs Michael Lewis
Coreference i.e., an expression referring to another expression describing the same thing
(in particular, non normalized expressions). E.g., William Burroughs vs William S.
Burroughs
Given the high similarity among the relations belonging to these categories, we cluster them
into a unique category called surface variants of the same entity. Given two entities, RADAR
automatically detects the surface variants relation among them, if one of the following strategies
is applicable: cross-lingual links6, text identity (i.e. string matching), Wiki redirection and
disambiguation pages.
Geo-specification i.e., ontological geographical knowledge. E.g., Queensland vs Australia
Renaming i.e., reformulation of the same entity name in time. E.g., Edo, old name of Tokyo
In [95], we defined renaming as referring only to geographical renaming. For this reason, we
merge it to the category geo-specification. RADAR classifies a relation among two entities as
falling inside this category when in the GeoNames one entity is contained in the other one (geo-
specification is a directional relation between two entities). We also consider the alternative
6Based on WikiData, a free knowledge base that can be read and edited by humans and machines alike,
http://www.wikidata.org/, where data entered in any language is immediately available in all other languages.
In WikiData, each entity has the same ID in all languages for which a Wikipedia page exists, allowing us to
overcome the problem of missing owl:sameAs links in DBpedia (that was an issue in DBpedia versions prior to
3.9). Moreover, WikiData is constantly updated (we use April 2014 release).
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names gazette included in GeoNames, and geographical information extracted from a set of
English Wikipedia infoboxes, such as Infobox former country7 or Infobox settlement.
Meronymy i.e., a constituent part of, or a member of something. E.g., Justicialist Party
is a part of Front for Victory
Hyponymy i.e., relation between a specific and a general word when the latter is implied by
the former. E.g., alluminio vs metal
Metonymy i.e., a name of a thing/concept for that of the thing/concept meant. E.g., Joseph
Hanna vs Hanna-Barbera
Identity:stage name i.e., pen/stage names pointing to the same entity. E.g., Lemony Snicket
vs Daniel Handler
We cluster such semantic relations into a category called inclusion.8 To detect this category of
relations, RADAR exploits a set of features extracted from:
MusicBrainz9 to detect when a musician plays in a band, and when a label is owned by a
bigger label.
BNCF (Biblioteca Nazionale Centrale di Firenze) Thesaurus10 for the broader term
relation between common names.
DBpedia, in particular the datasets connecting Wikipedia, GeoNames and MusicBrainz
trough the owl:sameAs relation.
WikiData for the part of, subclass of and instance of relations. It contains links to GeoN-
ames, BNCF and MusicBrainz, integrating DBpedia owl:sameAs.
Wikipedia contains hierarchical information in: infoboxes (e.g. property parent for compa-
nies, product for goods, alter ego for biographies), categories (e.g., Gibson guitars),
“see also” sections and links in the first sentence (e.g., Skype was acquired by [United
States]-based [Microsoft Corporation]).
Inclusion is a directional relation between two entities (the rules we apply to detect meronymy,
hyponymy and stage name allow us to track the direction of the relation, i.e. if a → b, or b →
a).
Moreover, in the classification proposed in [95], the following negative relations (i.e., values
mismatches) among possibly inconsistent data are identified:
Text mismatch i.e. unrelated entity. E.g., Palermo vs Modene
Date mismatch i.e. different date for the same event. E.g., 1215-04-25 vs 1214- 04-25
7For instance, we extract the property “today” connecting historical entity names with the current ones
(reconcilable with GeoNames). We used Wikipedia dumps.
8Royo [397] defines both relations of meronymy and hyponymy as relations of inclusion, although they differ
in the kind of inclusion defined (hyponymy is a relation of the kind “B is a type of A”, while meronymy relates
a whole with its different parts or members). Slightly extending Royo’s definition, we joined to this category
also the relation of metonymy, a figure of speech scarcely detectable by automatic systems due to its complexity
















Figure 3.5: Example of (a) an AF , (b) a bipolar AF , and (c) example provided in the introduc-
tion modeled as a bipolar AF , where single lines represent attacks and double lines represent
support.
Numerical mismatch i.e. different numerical values. E.g., 1.91 vs 1.8
RADAR labels a relation between instances (i.e., URIs) as negative, if every attempt to find
one of the positive relations described above fails (i.e., negation as a failure). For numerical
values, a numerical mismatch identifies different values.11
The reader may argue that a machine learning approach could have been applied to this
task, but a supervised approach would have required an annotated dataset to learn the features.
Unfortunately, at the moment there is no such training set available to the research community.
Moreover, given the fact that our goal is to produce a resource as precise as possible for
future reuse, the implementation of a rule-based approach allows us to tune RADAR to reward
precision in our experiments, in order to accomplish our purpose.
Argumentation-based information reconciliation
This subsection begins with a brief overview of abstract argumentation theory, and then we
detail the RADAR 2.0 argumentation module.
An abstract argumentation framework (AF) [151] aims at representing conflicts among ele-
ments called arguments, whose role is determined only by their relation with other arguments.
An AF encodes, through the conflict (i.e., attack) relation, the existing conflicts within a set
of arguments. It is then interesting to identify the conflict outcomes, which, roughly speak-
ing, means determining which arguments should be accepted, and which arguments should be
rejected, according to some reasonable criterion.
The set of accepted arguments of an argumentation framework consists of a set of arguments
that does not contain an argument conflicting with another argument in the set. Dung [151]
presents several acceptability semantics that produce zero, one, or several consistent sets of
accepted arguments. Roughly, an argument is accepted (i.e., labelled in) if all the arguments
attacking it are rejected, and it is rejected (i.e., labelled out) if it has at least an argument
attacking it which is accepted. Figure 3.5.a shows an example of an AF. The arguments are
visualized as nodes of the argumentation graph, and the attack relation is visualized as edges.
Gray arguments are the accepted ones. Using Dung’s admissibility-based semantics [151], the
set of accepted arguments is {b, c}. For more details about acceptability semantics, we refer
the reader to Baroni at al. [32].
However, associating a crisp label, i.e., in or out, to the arguments is limiting in a number of
real life situations where a numerical value expressing the acceptability degree of each argument
is required [153, 131, 236]. In particular, da Costa Pereira et al. [131] have proposed a fuzzy
labeling algorithm to account for the fact that arguments may originate from sources that are
trusted only to a certain degree. They define a fuzzy labeling for argument A as α(A) =
min{A(A), 1 −maxB:B→A α(B)} where A(A) is given by the trust degree of the most reliable
11At the moment no tolerance is admitted, if e.g. the height of a person differs of few millimeters in two
DBpedia chapters, the relation is labeled as numerical mismatch. We plan to add such tolerance for information
reconciliation as future work.
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source that offers argument A, and argument B is an argument attacking A. We say that
α(A) is the fuzzy label of argument A. Consider the example in Figure 3.5.a, if we have
A(a) = A(b) = A(c) = 0.8, then the algorithm returns the following labeling: α(a) = 0.2 and
α(c) = α(b) = 0.8.
Since we want to take into account the confidence associated with the information sources to
compute the acceptability degree of arguments, we rely on the computation of fuzzy confidence-
based degrees of acceptability. As the fuzzy labeling algorithm [131] exploits a scenario where
the arguments are connected by an attack relation only, in Cabrio et al. [86] we have proposed
a bipolar version of this algorithm, to consider also a positive, i.e., support, relation among the
arguments (bipolar AFs) for the computation of the fuzzy labels of the arguments.
Let A be a fuzzy set of trustful arguments, and A(A) be the membership degree of argument
A in A, we have that A(A) is given by the trust degree of the most reliable (i.e., trusted) source
that offers argument A12, and it is defined as follows: A(A) = maxs∈src(A) τs where τs is the
degree to which source s ∈ src(A) is evaluated as reliable. The starting confidence degree
associated with the sources is provided by RADAR’s first module. The bipolar fuzzy labeling
algorithm [86] assumes that the following two constraints hold: (i) an argument cannot attack
and support another argument at the same time, and (ii) an argument cannot support an
argument attacking it, and vice versa. These constraints underlie the construction of the
bipolar AF itself. In the following, the attack relation is represented with →, and the support
relation with ⇒.
Definition 1 Let 〈A,→,⇒〉 be an abstract bipolar argumentation framework where A is a
fuzzy set of (trustful) arguments, →⊆ A × A and ⇒⊆ A × A are two binary relations called
attack and support, respectively. A bipolar fuzzy labeling is a total function α : A → [0, 1].
Such an α may also be regarded as (the membership function of) the fuzzy set of acceptable
arguments where the label α(A) = 0 means that the argument is outright unacceptable, and
α(A) = 1 means the argument is fully acceptable. All cases in between provide the degree of
the acceptability of the arguments which may be considered accepted in the end, if they exceed
a certain threshold.
A bipolar fuzzy labeling is defined as follows13, where argument B is an argument attacking
A and C is an argument supporting A:
Definition 2 (Bipolar Fuzzy Labeling) A total function α : A → [0, 1] is a bipolar fuzzy labeling
iff, for all arguments A, α(A) = avg{min{A(A), 1−maxB:B→A α(B)}; maxC:C⇒A α(C)}.
When the argumentation module receives the elements of the result set linked by the appro-
priate relation and the confidence degree associated to each source, the bipolar fuzzy labeling
algorithm is applied to the argumentation framework to obtain the acceptability degree of each
argument. In case of cyclic graphs, the algorithm starts with the assignment of the trustwor-
thiness degree of the source to the node, and then the value converges in a finite number of
steps to the final label. Note that when the argumentation framework is composed by a cycle
only, then all labels become equal to 0.5.
Consider the example in Figure 3.5.b, if we have A(a) = A(d) = 1, A(b) = 0.4 and
A(c) = 0.2, then the fuzzy labeling algorithm returns the following labels: α(a) = α(b) = 0.4,
α(c) = 0.6, and α(d) = 1. The step by step computation of the labels is shown in Table 3.2.
Figure 3.5.c shows how the example provided in the introduction is modeled as a bipolar
argumentation framework, where we expect the Italian DBpedia chapter to be the most reliable
12We follow da Costa Pereira et al. [131] choosing the max operator (“optimistic” assignment of the labels),
but the min operator may be preferred for a pessimistic assignment.
13For more details about the bipolar fuzzy labeling algorithm, see Cabrio et al. [86].
118 CHAPTER 3. NATURAL LANGUAGE INTERACTION WITH THE WEB OF DATA
Table 3.2: BAF : a→ b, b→ c, c→ a, d⇒ c
t αt(a) αt(b) αt(c) αt(d)
0 1 0.4 0.2 1
1 0.9 0.2 0.6 ↓







one, given that Stefano Tacconi is an Italian soccer player. The result returned by the bipolar
argumentation framework is that the trusted answer is 1.88. A more precise instantiation of
this example in the QA system is shown in the next section.
The fact that an argumentation framework can be used to provide an explanation and
justify positions is witnessed by a number of applications in different contexts [45], like for
instance practical reasoning [464], legal reasoning [46, 52], medical diagnosis [237]. This is
the reason why we choose this formalism to reconcile information, compute the set of reliable
information items, and finally justify this result. Other possible solutions would be (weighted)
voting mechanisms, where the preferences of some voters, i.e., the most reliable information
sources, carry more weight than the preferences of other voters. However, voting mechanisms
do not consider the presence of (positive and negative) relations among the items within the
list, and no justification beyond the basic trustworthiness of the sources is provided to motivate
the ranking of the information items.
Notice that argumentation is needed in our use case because we have to take into account the
trustworthiness of the information sources, and it provides an explanation of the ranking, which
is not possible with simple majority voting. Argumentation theory, used as a conflict detection
technique, allows us to detect inconsistencies and consider the trustworthiness evaluation of
the information sources, as well as proposing a single answer to the users. As far as we know,
RADAR integrated in QAKiS is the first example of QA over Linked Data system coping with
this problem and providing a solution. Simpler methods would not allow to cover both aspects
mentioned above. We use bipolar argumentation instead of non-bipolar argumentation because
we have not only the negative conflict relation but also the positive support relation among the
elements of the result set.
3.2.2 Experimental setting and evaluation
In the following, we describe the dataset on which we evaluate the RADAR framework, and
we discuss the obtained results. Moreover, we describe the resource of reconciled DBpedia
information we create and release.
Dataset
To evaluate the RADAR framework, we created an annotated dataset of possibly inconsistent
information in DBpedia language-specific chapters to our knowledge [95]. It is composed of
400 annotated pairs of values (extracted from English, French and Italian DBpedia chapters), a
sample that is assumed to be representative of the linguistic relations holding between values in
DBpedia chapters. Note that the size of the DBpedia chapter does not bias the type of relations
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identified among the values, nor their distribution, meaning that given a specific property,
each DBpedia chapter deals with that property in the same way. We randomly divided such
dataset into a development (to tune RADAR) and a test set, keeping the proportion among the
distribution of categories.14 Table 3.3 reports on the dataset statistics, and shows how many
annotated relations belong to each of the categories described before in this section.
Table 3.3: Statistics on the dataset used for RADAR 2.0 evaluation
Dataset # triples # annotated positive relations # annotated negative relations
Surface-form Geo-specific. Inclusion Text mismatch Date mismatch Numerical mismatch
Dev set 104 28 18 20 13 13 12
Test set 295 84 48 55 36 37 35
Total 399 112 66 75 49 50 47
3.2.3 Results and discussion
Table 3.4 shows the results obtained by RADAR on the relation classification task on the test
set. As baseline, we apply an algorithm exploiting only cross-lingual links (using WikiData),
and exact string matching. Since we want to produce a resource as precise as possible for future
reuse, RADAR has been tuned to reward precision (i.e., so that it does not generate false posi-
tives for a category), at the expense of recall (errors follow from the generation of false negatives
for positive classes). As expected, the highest recall is obtained on the surface form category
(our baseline performs even better than RADAR on such category). The geo-specification cat-
egory has the lowest recall, either due to missing alignments between DBpedia and GeoNames
(e.g. Ixelles and Bruxelles are not connected in GeoNames), or to the values complexity in the
renaming subcategory (e.g., Paris vs First French Empire, or Harburg (quarter) vs Hambourg).
In general, the results obtained are quite satisfying, fostering future work in this direction.
Table 3.4: Results of the system on relation classification
System Relation category Precision Recall F1
RADAR 2.0
surface form 0.91 0.83 0.87
geo-specification 0.94 0.60 0.73
inclusion 0.86 0.69 0.77
overall positive 1.00 0.74 0.85
text mismatch 0.45 1 0.62
baseline
surface form 1.00 0.44 0.61
geo-specification 0.00 0.00 0.00
inclusion 0.00 0.00 0.00
overall positive 1.00 0.21 0.35
text mismatch 0.21 1 0.35
Since we consider text mismatch as a negative class (Section 3.2.1), it includes the cases in
which RADAR fails to correctly classify a pair of values into one of the positive classes. For
date and numerical mismatches, F1 = 1 (detecting them is actually a trivial task, and therefore
they are not included in Table 3.4. See footnote 11). Overall positive means that RADAR
correctly understands the fact that the different answers to a certain query are all correct and
14The dataset is available at http://www.airpedia.org/radar-1.0.nt.bz2. The original work is based on
DBpedia 3.9, but we updated it to DBpedia 2014. Thus, we deleted one pair, since the DBpedia page of one of
the annotated entities does not exist anymore.
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not conflicting. RADAR precision in this case is 1, and it is important to underline this aspect
in the evaluation, since this confirms the reliability of the released reconciled DBpedia in this
respect. The overall positive result is higher than the partial results because in the precision
of partial values we include the fact that if e.g., a surface form relation is wrongly labeled as
geo-specification, we consider this mistake both as a false negative for surface form, and as a
false positive for geo-specification. This means that RADAR is very precise in assigning positive
relations, but it could provide a less precise classification into finer-grained categories.
Reconciled DBpedia resource
We applied RADAR 2.0 on 300 DBpedia properties - the most frequent in terms of chapters
mapping such properties, corresponding to 47.8% of all properties in DBpedia. We considered
∼5M Wikipedia entities. The outcoming resource, a sort of universal DBpedia, counts ∼50M
of reconciled triples from 15 DBpedia chapters: Bulgarian, Catalan, Czech, German, English,
Spanish, French, Hungarian, Indonesian, Italian, Dutch, Polish, Portuguese, Slovenian, Turkish.
Notice that we did not consider the endpoint availability as a requirement to choose the DBpedia
chapters: data are directly extracted from the resource.
For functional properties, the RADAR framework is applied as previously described. In
contrast, the strategy to reconcile the values of non-functional properties is slightly different:
when a list of values is admitted (e.g. for properties child or instruments), RADAR merges
the list of the elements provided by the DBpedia chapters, and ranks them with respect to the
confidence assigned to their source, after reconciling positive relations only (there is no way for
lists to understand if an element is incorrect or just missing, e.g. in the list of the instruments
played by John Lennon). But since the distinction between functional/non-functional properties
is not precise in DBpedia, we manually annotated the 300 properties with respect to this
classification, to allow RADAR to apply the correct reconciliation strategy, and to produce a
reliable resource. In total, we reconciled 3.2 million functional property values, with an average
accuracy computed from the precision and recall reported in Table 3.4.
Moreover, we carried out a merge and a light-weight reconciliation of DBpedia classes ap-
plying the strategy called “DBpedia CL” in [14] where “CL” stands for cross-language (e.g.,
Michael Jackson is classified as a Person in the Italian and German DBpedia chapters, an
Artist in the English DBpedia and a MusicalArtist in the Spanish DBpedia. As Person,
Artist and MusicalArtist lie on the same path from the root of the DBpedia ontology, all of
them are kept and used to classify Michael Jackson.
3.2.4 Integrating RADAR in a QA system
We integrate RADAR into a QA system over language-specific DBpedia chapters, given the
importance that information reconciliation has in this context. Indeed, a user expects a unique
(and preferably correct) answer to her factual natural language question, and would not trust
a system providing her with different and possibly inconsistent answers coming out of a black
box. A QA system querying different data sources needs therefore to weight in an appropriate
way such sources in order to evaluate the information items they provide accordingly.
As QA system we selected QAKiS, described in Section 3.1. As explained before, in QAKiS
the SPARQL query created after the question interpretation phase is sent to the SPARQL
endpoints of the language-specific DBpedia chapters (i.e., English, French, German and Italian)
for answer retrieval. The set of retrieved answers from each endpoint is then sent to RADAR
2.0 for answer reconciliation.
To test RADAR integration into QAKiS, the user can select the DBpedia chapter she wants
to query besides English (that must be selected as it is needed for NE recognition), i.e., French,
German or Italian DBpedia. Then the user can either write a question or select among a list of
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Figure 3.6: QAKiS + RADAR demo (functional properties)
Figure 3.7: QAKiS + RADAR demo (non-functional properties)
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Figure 3.8: Example about the question Who developed Skype?
examples. Clicking on the tab Reconciliation, a graph with the answers provided by the different
endpoints and the relations among them is shown to the user (as shown in Figures 3.6 and 3.7
for the questions How tall is Stefano Tacconi?, and List the children of Margaret Thatcher,
respectively). Each node has an associated confidence score, resulting from the fuzzy labeling
algorithm. Moreover, each node is related to the others by a relation of support or attack,
and a further specification of such relations according to the categories previously described is
provided to the user as answer justification of why the information items have been reconciled
and ranked in this way.
Looking at these examples, the reader may argue that the former question can be answered
by a simple majority voting (Figure 3.6), and the latter can be answered by a grouping based on
surface forms (Figure 3.7), without the need to introduce the complexity of the argumentation
machinery. However, if we consider the following example from our dataset, the advantage of
using argumentation theory becomes clear. Let us consider the question Who developed Skype? :
in this case, we retrieve three different answers, namely Microsoft (from FR DBpedia), Microsoft
Skype Division (from FR DBpedia), and Skype Limited (EN DBpedia). The relations assigned
by RADAR are visualized in Figure 3.8. The answer, with the associated weights, returns first
Microsoft (FR) with a confidence score of 0.74, and second, Skype Limited (EN, FR) with a
confidence score of 0.61. Note that this result cannot be achieved with simple majority voting
nor with grouping based on surface forms.
QA experimental setting
To provide a quantitative evaluation of RADAR integration into QAKiS on a standard dataset
of natural language questions, we consider the questions provided by the organizers of QALD-5
for the DBpedia track (the most recent edition of the challenge at the time of this work).15
More specifically, we collect the questions sets of QALD-2 (i.e. 100 questions of the training
and 100 questions of the test sets), the test set of QALD-4 (i.e. 50 questions), and the questions
sets of QALD-5 (50 additional training questions with respect to the previous years training
15http://www.sc.cit-ec.uni-bielefeld.de/qald/
3.2. RADAR 2.0: A FRAMEWORK FOR INFORMATION RECONCILIATION 123
set, and 59 questions in the test sets). These 359 questions correspond to all the questions
released in the five years of the QALD challenge (given the fact that the questions of QALD-1
are included into the question set of QALD-2, and the question set of QALD-3 is the same
as QALD-2, but translated into 6 languages, and the training sets of QALD-4 and 5 include
all the questions of QALD-2). QALD-3 also provides natural language questions for Spanish
DBpedia, but given that the current version of QAKiS cannot query the Spanish DBpedia, we
could not use this question set.
We extract from this reference dataset of 359 questions, the questions that the current
version of QAKiS is built to address (i.e. questions containing a NE related to the answer
through one property of the ontology), corresponding to 26 questions in QALD-2 training
set, 32 questions in QALD-2 test sets, 12 in QALD-4 test set, 18 in QALD-5 training set,
and 11 in QALD-5 test set. The discarded questions require either some form of aggregation
(e.g., counting or ordering), information from datasets different than DBpedia, involve n-ary
relations, or are boolean questions. We consider these 99 questions as the QALD reference
dataset for our experiments.
Results on QALD answers reconciliation
We run the questions contained into our QALD reference dataset on the English, German,
French and Italian chapters of DBpedia. Since the questions of QALD were created to query the
English chapter of DBpedia only, it turned out that only in 43/99 cases at least two endpoints
provide an answer (in all the other cases the answer is provided by the English chapter only, not
useful for our purposes). For instance, given the question Who developed Skype? the English
DBpedia provides Skype Limited as the answer, while the French one outputs Microsoft and
Microsoft Skype Division. Or given the question How many employees does IBM have?, the
English and the German DBpedia chapters provide 426751 as answer, while the French DBpedia
433362. Table 3.6 lists these 43 QALD questions, specifying which DBpedia chapters (among
the English, German, French and Italian ones) contain at least one value for the queried relation.
This list of question is the reference question set for our evaluation.
We evaluated the ability of RADAR 2.0 to correctly classify the relations among the in-
formation items provided by the different language-specific SPARQL endpoints as answer to
the same query, w.r.t. a manually annotated gold standard, built following the methodology
in Cabrio et al. [95]. More specifically, we evaluate RADAR with two sets of experiments: in
the first case, we start from the answers provided by the different DBpedia endpoints to the 43
QALD questions, and we run RADAR on it. In the second case, we add QAKiS in the loop,
meaning that the data we use as input for the argumentation module are directly produced by
the system. In this second case, the input are the 43 natural language questions.
Table 3.5 reports on the results we obtained for the two experiments. As already noticed
before, the QALD dataset was created to query the English chapter of DBpedia only, and
therefore this small dataset does not capture the variability of possibly inconsistent answers
that can be found among DBpedia language-specific chapters. Only three categories of relations
are present in this data – surface forms, geo-specification, and inclusion – and for this reason
RADAR has outstanding performances on it when applied on the correct mapping between
NL questions and the SPARQL queries. When QAKiS is added into the loop, its mistakes in
interpreting the NL question and translating it into the correct SPARQL query are propagated
in RADAR (that receives in those cases a wrong input), decreasing the total performances.
Notice that in some cases the question interpretation can be tricky, and can somehow bias
the evaluation of the answers provided by the system. For instance, for the question Which
pope succeeded John Paul II?, the English DBpedia provides Benedict XVI as the answer, while
the Italian DBpedia provides also other names of people that were successors of John Paul II in
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other roles, as for instance in being the Archbishop of Krakow. But since in the gold standard
this question is interpreted as being the successor of John Paul II in the role of Pope, only the
entity Benedict XVI is accepted as correct answer.
When integrated into QAKiS, RADAR 2.0 outperforms the results obtained by a preliminary
version of the argumentation module, i.e. RADAR 1.0 [86], for the positive relation classification
(the results of the argumentation module only cannot be strictly compared with the results
obtained by RADAR 2.0, since i) in its previous version the relation categories are different
and less fine-grained, and ii) in [86] only questions from QALD-2 were used in the evaluation),
showing an increased precision and robustness of our framework. Note that this evaluation is
not meant to show that QAKiS performance is improved by RADAR. Actually, RADAR does
not affect the capacity of QAKiS to answer questions: RADAR is used to disambiguate among
multiple answers retrieved by QAKiS in order to provide to the user the most reliable (and
hopefully correct) one.
One of the reasons why RADAR is implemented as a framework that can be integrated on
top of an existing QA system architecture (and is therefore system-independent), is because
we would like it to be tested and exploited by potentially all QA systems querying more than
one DBpedia chapter (at the time of this study, QAKiS was the only one, but given the
potential increase in the coverage of a QA system querying multiple DBpedia language-specific
chapters [84], we expected other systems to take advantage of these interconnected resources).
Table 3.5: Results on QALD relation classification
System Relation category Precision Recall F1
RADAR 2.0 (only)
surface form 1.00 0.98 0.99
geo-specification 0.88 0.80 0.84
inclusion 0.80 1.00 0.88
overall positive 1.00 0.98 0.99
baseline
surface form 1.00 0.97 0.98
geo-specification 0.00 0.00 0.00
inclusion 0.00 0.00 0.00
overall positive 1.00 0.86 0.92
QAKiS + RADAR 2.0
surface form 1.00 0.59 0.74
geo-specification 0.88 0.80 0.84
inclusion 0.80 1.00 0.88
overall positive 1.00 0.63 0.77
QAKiS + baseline
surface form 1.00 0.58 0.74
geo-specification 0.00 0.00 0.00
inclusion 0.00 0.00 0.00
overall positive 1.00 0.52 0.68
QAKiS + RADAR 1.0 [86]
overall positive 0.54 0.56 0.55
(on QALD-2 questions only)
3.3. MULTIMEDIA ANSWER VISUALIZATION IN QAKIS 125
Table 3.6: QALD questions used in the evaluation (in bold the ones correctly answered by
QAKiS; x means that the corresponding language specific DBpedia chapter (EN, FR, DE, IT)
contains at least one value for the queried relation; dbo means DBpedia ontology)
ID, question set Question DBpedia relation EN FR DE IT
84, QALD-2 train Give me all movies with Tom Cruise. starring x x x
10, QALD-2 train In which country does the Nile start? sourceCountry x x
63, QALD-2 train Give me all actors starring in Batman Begins. starring x x x x
43, QALD-2 train Who is the mayor of New York City? leaderName x x x
54, QALD-2 train Who was the wife of U.S. president Lincoln? spouse x x
6, QALD-2 train Where did Abraham Lincoln die? deathPlace x x x
31, QALD-2 train What is the currency of the Czech Republic? currency x x x x
73, QALD-2 train Who owns Aldi? keyPerson x x x
20, QALD-2 train How many employees does IBM have? numberOfEmployees x x x x
33, QALD-2 train What is the area code of Berlin? areaCode x
2, QALD-2 test Who was the successor of John F. Kennedy? successor x x
4, QALD-2 test How many students does the Free University numberOfStudents x x x
in Amsterdam have?
14, QALD-2 test Give me all members of Prodigy. bandMember x x
20, QALD-2 test How tall is Michael Jordan? height x x x
21, QALD-2 test What is the capital of Canada? capital x x x x
35, QALD-2 test Who developed Skype? product x x
38, QALD-2 test How many inhabitants does Maribor have? populationTotal x x
41, QALD-2 test Who founded Intel? foundedBy x x x
65, QALD-2 test Which instruments did John Lennon play? instrument x x
68, QALD-2 test How many employees does Google have? numberOfEmployees x x x
74, QALD-2 test When did Michael Jackson die? deathDate x x x
76, QALD-2 test List the children of Margaret Thatcher. child x x
83, QALD-2 test How high is the Mount Everest? elevation x x x
86, QALD-2 test What is the largest city in Australia? largestCity x x
87, QALD-2 test Who composed the music for Harold and Maude? musicComposer x x x
34, QALD-4 test Who was the first to climb Mount Everest? firstAscentPerson x x
21, QALD-4 test Where was Bach born? birthPlace x x x x
32, QALD-4 test In which countries can you pay using the West currency x x
African CFA franc?
12, QALD-4 test How many pages does War and Peace have? numberOfPages x x
36, QALD-4 test Which pope succeeded John Paul II? successor x x
30, QALD-4 test When is Halloween? date x x
259, QALD-5 train Who wrote The Hunger Games? author x x
280, QALD-5 train What is the total population of Melbourne, Florida? populationTotal x x x
282, QALD-5 train In which year was Rachel Stevens born? birthYear x x x x
283, QALD-5 train Where was JFK assassinated? deathPlace x x x x
291, QALD-5 train Who was influenced by Socrates? influencedBy x x
295, QALD-5 train Who was married to president Chirac? spouse x x
298, QALD-5 train Where did Hillel Slovak die? deathPlace x x x x
7, QALD-5 test Which programming languages were influenced by Perl? influencedBy x x x x
18, QALD-5 test Who is the manager of Real Madrid? manager x x
19, QALD-5 test Give me the currency of China. country x x
32, QALD-5 test What does the abbreviation FIFA stand for? name x x x
47, QALD-5 test Who were the parents of Queen Victoria? parent x x x
3.3 Multimedia answer visualization in QAKiS
Given that an increasingly huge amount of multimedia content is now available on the web on
almost any topic, we judged it to be extremely interesting to consider them in the QA scenario,
in which the best answers may be a combination of text and other media answers [227]. For
this reason, we proposed an additional extension of QAKiS that allows to exploit the structured
data and metadata describing multimedia content on the linked data to provide a richer and
more complete answer to the user, combining textual information with other media content.
A first step in this direction consists in determining the best sources and media (image, audio,
video, or a hybrid) to answer a query. For this reason, we have carried out an analysis of the
questions provided by the QALD challenge, and we have categorized them according to the
possible improved multimedia answer visualization. Then, we have extended QAKiS output to
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Multimedia Example question
Picture Give me all female Russian astronauts.
Picture + video Give me all movies directed by Francis Ford Coppola.
Picture + map In which country does the Nile start?
Map + barchart Give me all world heritage sites designated within the past 5 years.
Statcharts What is the total amount of men and women serving in the FDNY?
Timelines When was Alberta admitted as province?
Table 3.7: QALD-3 questions improved answer visualization
include i) pictures from Wikipedia Infoboxes, for instance to visualize images of people or places
(for questions as Who is the President of the United States? ); ii) OpenStreetMap, to visualize
maps for questions asking about a place (e.g. What is the largest city in Australia? ) and iii)
YouTube, to visualize videos related to the answer (e.g. a trailer of a movie, for questions like
Which films starring Clint Eastwood did he direct himself? ).
While providing the textual answer to the user, the multimedia answer generator module
(see Figure 3.2) queries again DBpedia to retrieve additional information about the entity con-
tained in the answer. To display the images, it extracts the properties foaf:depiction and
dbpedia-owl:thumbnail, and their value (i.e. the image) is shown as output. To display
the maps (e.g. when the answer is a place), it retrieves the GPS co-ordinates from DBpe-
dia (properties geo:geometry, geo:lat and geo:long), and it injects them dynamically into
OpenStreetMap16 to display the map. Given the fact that DBpedia data can be inconsistent
or incomplete, we define a set of heuristics to extract the co-ordinates: in case there are several
values for the latitude and longitude, i) we give priorities to negative values (indicating the
southern hemisphere17), and ii) we take the value with the highest number of decimal values,
assuming it is the most precise. Finally, to embed YouTube18 videos, first the Freebase19 ID of
the entity is retrieved through the DBpedia property owl:sameAs. Then, such ID is used via
YouTube search API (v3) (i.e. it is included in the embed code style <iframe>, that allows
users to view the embedded video in either Flash or HTML5 players, depending on their viewing
environment and preferences). Moreover, since we want to have pertinent videos (i.e. showing
content related to the answer in the context of the question only), we remove stopwords from
the input question, and we send the remaining words as search parameters. For instance, for
the question Give me the actors starring in Batman Begins, the words “actors”, “starring”,
“Batman Begins” are concatenated and used as search parameters, so that the videos extracted
for such actors are connected to the topic of the question (i.e. the actors in their respective
roles in Batman Begins).
Figure 3.9 shows QAKiS the above described extension in demo interface. The user can
select the DBpedia chapter she wants to query besides English, i.e. French or German DBpedia.
Then the user can either write a question or select among a list of examples, and click on Get
Answers!. As output, in the tab Results QAKiS provides: i) the textual answer (linked to its
DBpedia page), ii) the DBpedia source, iii) the associate image in Wikipedia Infobox, iv) a
more details button. Clicking on that button, both the entity abstract in Wikipedia, the map
and the retrieved videos (if pertinent) are shown.
In order to determine the best sources and media (image, audio, video, or a hybrid) to answer
a query, we have carried out an analysis on a subset of the questions provided by the QALD-3
16www.openstreetmap.org
17We verified that when both a positive and a negative value are proposed, the negative is the correct one
(the letter S, i.e. South, is not correctly processed.)
18www.youtube.com/
19www.freebase.com
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Figure 3.9: QAKiS with multimedia visualization
challenge.20 The goal was to categorize them according to the possible improved multimedia
answer visualization, and to extract some heuristics to be exploited by QAKiS to provide the
most complete answer to a certain question. In this analysis, we discarded the questions for
which no additional multimedia content would be pertinent, e.g. questions whose answer is a
number (e.g. How many students does the Free University in Amsterdam have? ), or boolean
questions (e.g. Did Tesla win a nobel prize in physics? ). In future work we could provide
multimedia content on the entity in the question, but in the current work we are focusing on
boosting the answer visualization only. Table 3.7 shows the categories of multimedia content
for answer visualization on which we are focusing, together with an example of question for
which such kind of multimedia content would be appropriate.
3.4 Related Work
QA systems over Linked Data. The most recent survey on the field of Question Answering
at the time of the works presented in this chapter is provided by [290], with a focus on ontology-
based QA. Moreover, they examine the potential of open user-friendly interfaces for the SW
to support end users in reusing and querying SW content. State of the art QA systems over
Linked Data generally address the issue of question interpretation mapping a natural language
question to a triple-based representation. For instance, Freya [134] uses syntactic parsing
in combination with ontology-based lookup for question interpretation, partly relying on the
user’s help in selecting the entity that is most appropriate as match for some natural language
expressions. One of the problems of that approach is that often end-users are unable to help, in
case they are not informed about the modeling and vocabulary of the data. PowerAqua [289]
accepts user queries expressed in NL and retrieves answers from multiple semantic sources on
the SW. It follows a pipeline architecture, according to which the question is i) transformed
by the linguistic component into a triple based intermediate format, ii) passed to a set of
components to identify potentially suitable semantic entities in various ontologies, and then iii)
the various interpretations produced in different ontologies are merged and ranked for answer
retrieval. PowerAqua’s main limitation is in its linguistic coverage. Pythia [446] relies on a deep
linguistic analysis to compositionally construct meaning representations using a vocabulary
aligned to the vocabulary of a given ontology. Pythia’s major drawback is that it requires a
lexicon, which has to be manually created. Later, an approach based on Pythia [446] but more
20http://doi.org/10.4119/unibi/citec.2013.6
128 CHAPTER 3. NATURAL LANGUAGE INTERACTION WITH THE WEB OF DATA
similar to the one adopted in QAKiS is presented [445]. It relies on a linguistic parse of the
question to produce a SPARQL template that directly mirrors the internal structure of the
question (i.e. SPARQL templates with slots to be filled with URIs). This template is then
instantiated using statistical entity identification and predicate detection.
Information reconciliation State-of-the-art QA systems over Linked Data generally ad-
dress the issue of question interpretation mapping a natural language question to a triple-based
representation (see [290] for an overview). Moreover, they examine the potential of open user-
friendly interfaces for the Semantic Web to support end users in reusing and querying the
Semantic Web content. None of these systems considers language-specific DBpedia chapters,
and they do not provide a mechanism to reconcile the different answers returned by heteroge-
neous endpoints. Finally, none of them provides explanations about the answer returned to the
user.
Several works address alignment agreement based on argumentation theory. More pre-
cisely, Laera et al. [261] address alignment agreement relying on argumentation to deal with
the arguments which attack or support the candidate correspondences among ontologies. Do-
ran et al. [147] propose a methodology to identify subparts of ontologies which are evaluated
as sufficient for reaching an agreement, before the argumentation step takes place, and dos
Santos and Euzenat [148] present a model for detecting inconsistencies in the selected sets
of correspondences relating ontologies. In particular, the model detects logical and argumen-
tation inconsistency to avoid inconsistencies in the agreed alignment. We share with these
approaches the use of argumentation to detect inconsistencies, but RADAR goes beyond them:
we identify in an automated way relations among information items that are more complex
than owl:sameAs links (as in ontology alignment). Moreover, these approaches do not consider
trust-based acceptance degrees of the arguments, lacking to take into account a fundamental
component in the arguments’ evaluation, namely their sources.
We mentioned these works applying argumentation theory to address ontology alignment
agreements as examples of applications of this theory to open problems in the Semantic Web
domain. Actually, the two performances cannot be compared to show the superiority of one of
the two approaches, as the task is different.
QALD competitions I was involved in the organization of four editions of the Question An-
swering over Linked Data challenge (i.e. QALD-3,4,5 and 6), a series of evaluation campaigns
on question answering over linked data with a strong emphasis on multilingualism, hybrid
approaches using information from both structured and unstructured data, and question an-
swering over RDF data cubes. It is aimed at all kinds of systems that mediate between a
user, expressing his or her information need in natural language, and semantic data. The main
objective of QALD is to provide up-to-date, demanding benchmarks that establish a standard
against which question answering systems over structured data can be evaluated and com-
pared. It has been organized as an ESWC workshop and an ISWC workshop as well as a part
of the Question Answering lab at CLEF. Over the past years, a range of approaches have been
developed to address this challenge, showing significant advances towards answering natural
language questions with respect to large, heterogeneous sets of structured (and unstructured
data). In [114, 447, 448, 450] we described the computational tasks of the different editions of
the competition, the technical setup, and presented the participants. Furthermore, we reported
on the obtained results and provided some analysis and interpretation.
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3.5 Conclusions
The work presented in this chapter is interdisciplinary with respect to the research fields of Nat-
ural Language Processing and the Semantic Web, to enhance interactions between non-expert
users and the huge and heterogeneous amount of data available on the Web. In particular, we
have presented QAKiS, a QA system over DBpedia that allows end users to submit a query
to an RDF triple store in English and obtain the answer in the same language, hiding the
complexity of the non-intuitive formal query languages involved in the resolution process. To
show the interesting potential for NLP applications resulting from the properties alignment in
multilingual DBpedia, we have extended the QAKiS system so that it could query the ontology
properties of the French, German and Italian DBpedia chapters. We show that this integration
extends the system coverage (i.e. the recall), without having a negative impact on its precision.
With this respect, possible extensions of the proposed framework are envisaged, to improve
mainly: i) the system coverage, addressing boolean and n-relation questions; ii) port QAKiS
to multiple languages, i.e. allowing input questions in languages different from English.
We have also presented another extension of QAKiS, that allows to complement textual
answers with multimedia content from the linked data, to provide a richer and more complete
answer to the user.
Finally, a major contribution of this chapter is the introduction and evaluation of the
RADAR 2.0 framework for information reconciliation over language-specific DBpedia chap-
ters. The framework is composed of three main modules: a module computing the confidence
score of the sources depending either on the length of the related Wikipedia page or on the
geographical characterization of the queried entity, a module retrieving the relations holding
among the elements of the result set, and finally a module computing the reliability degree
of such elements depending on the confidence assigned to the sources and the relations among
them. This third module is based on bipolar argumentation theory, and a bipolar fuzzy labeling
algorithm is exploited to return the acceptability degrees. The resulting graph of the result
set, together with the acceptability degrees assigned to each information item, justifies to the
user the returned answer and it is the result of the reconciliation process. The evaluation of
the framework shows the feasibility of the proposed approach. Moreover, the framework has
been integrated in QAKiS, allowing to reconcile and justify the answers obtained from four
language-specific DBpedia chapters (i.e. English, French, German and Italian). Finally, the
resource generated applying RADAR to 300 properties in 15 DBpedia chapters to reconcile
their values is released. There are several points to be addressed as future work, as the user
evaluation, to verify whether our answer justification in QAKiS appropriately suits the needs of
the data consumers, and to receive feedback on how to improve such visualization. Moreover,
the proposed framework is not limited to the case of multilingual chapters of DBpedia. The
general approach RADAR is based on allows to extend it to various cases like inconsistent
information from multiple English data endpoints. The general framework would be the same,
the only part to be defined are the rules to extract the relations among the retrieved results.
Investigating how a module of this type can be adopted as a fact-checking module is part of
our future research plan.
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Chapter 4
Mining argumentative structures from
texts
This section is dedicated to my research about argument mining, a research area I contributed
to raise together with Serena Villata [92]. My research in this area mainly deals with the
detection of arguments and the prediction of their relations in different textual resources, as
political debates, medical texts, and social media content.
My research contributions on this topic have been published in several journal and venues.
I provide below a list of the main publications on the topic:
• Shohreh Haddadan, Elena Cabrio and Serena Villata (2019). Yes, we can! Mining Ar-
guments in 50 Years of US Presidential Campaign Debates, in Proceedings of the 57th
Annual Meeting of the Association for Computational Linguistics (ACL2019). Short pa-
per [209]
• Tobias Mayer, Elena Cabrio, Serena Villata (2020). Transformer-based Argument Mining
for Healthcare Applications, Proceedings of the 24th European Conference on Artificial
Intelligence (ECAI2020) [304]
• Tobias Mayer, Elena Cabrio, Serena Villata (2019). ACTA A Tool for Argumentative
Clinical Trial Analysis. Proceedings of the International Joint Conference in Artificial
Intelligence (IJCAI 2019). Demo paper [303]
• Shohreh Haddadan, Elena Cabrio, Serena Villata (2019) DISPUTool - A tool for the Argu-
mentative Analysis of Political Debates. Proceedings of the International Joint Conference
in Artificial Intelligence (IJCAI 2019). Demo paper [208]
• Stefano Menini, Elena Cabrio, Sara Tonelli and Serena Villata (2018). Never retreat,
never retract: Argumentation Analysis for Political Speeches, Proceedings of the Thirty-
Second AAAI Conference on Artificial Intelligence (AAAI-18) [312]
• Elena Cabrio, Serena Villata (2018), Five Years of Argument Mining: a Data-driven
Analysis, Proceedings of IJCAI-ECAI 2018 [92]
• Mihai Dusmanu, Elena Cabrio and Serena Villata (2017). Argument Mining on Twit-
ter: Arguments, Facts and Sources, in Proceedings of the Empirical Methods in Natural
Language Processing conference (EMNLP2017). Short paper [154]
• Sahbi Benlamine, Maher Chaouachi, Serena Villata, Elena Cabrio, Claude Frasson, Fabien
Gandon (2015). Emotions in Argumentation: an Empirical Evaluation, Proceedings of
the International Joint Conference in Artificial Intelligence (IJCAI 2015) [48]
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• Elena Cabrio, Serena Villata (2013). A natural language bipolar argumentation approach
to support users in online debate interactions†. Argument & Computation 4(3): 209-230
(2013) [91]
• Elena Cabrio, Serena Villata and Fabien Gandon (2013). A Support Framework for
Argumentative Discussions Management in the Web. in The Semantic Web: Semantics
and Big Data, Lecture Notes in Computer Science Volume 7882, pp. 412-426. Best
paper award [94]
• Elena Cabrio, Serena Villata (2012). Natural Language Arguments: A Combined Ap-
proach, in Proceedings of the European Conference on Artificial Intelligence (ECAI 2012)
[90]
• Elena Cabrio, Serena Villata (2012). Combining Textual Entailment and Argumenta-
tion Theory for Supporting Online Debates Interactions, Proceedings of the 50th annual
meeting of the Association for Computational Linguistics (ACL 2012). Short paper. [89]
AM is “the general task of analyzing discourse on the pragmatics level and applying a certain
argumentation theory to model and automatically analyze the data at hand” [206]. Two tasks
are crucial in Argument Mining: i) Argument component detection in the input text: this step
may be further split in the detection of argument components (i.e., claims and premises) and
of their textual boundaries. Different methods have been tested in the last years, like Support
Vector Machines (SVM) (e.g., [280]), Näıve Bayes classifiers [156], Logistic Regression [274] and
Neural Networks [425], and ii) Prediction of the relations holding between the argumentative
components (i.e., attacks and supports). Relations can be predicted between arguments [91] or
between argument components [425].
In this chapter, I summarize my main contributions in the AM research field, from my very
first works on bridging semantic inferences methods in NLP with bipolar argumentation to
analyze user-generated content, to my ongoing research on defining and applying AM methods
in the political and in the medical scenarios. The contributions reported in this chapter are the
results of several collaborations with my colleague Serena Villata, in the context of the Ph.D.
of Tobias Mayer and Shohreh Haddadan.
Our very first works on user-generated content raised from the observation that with the
growing use of the Social Web, an increasing number of applications for exchanging opinions
with other people are becoming available online. These applications are widely adopted with
the consequence that the number of opinions about the debated issues increases. In order to
cut in on a debate, the participants need first to evaluate the opinions of the other users to
detect whether they are in favour or against the debated issue. Bipolar argumentation proposes
algorithms and semantics to evaluate the set of accepted arguments, given the support and the
attack relations among them. Two main problems arise. First, an automated framework to
detect the relations among the arguments represented by the natural language (NL) formula-
tion of the users’ opinions is needed. Together with my colleague Serena Villata, we addressed
this open issue by proposing and evaluating the use of NL techniques to identify the arguments
and their relations. In particular, we adopt the Textual Entailment (TE) approach, a generic
framework for applied semantics, where linguistic objects are mapped by means of semantic
inferences at a textual level. TE is then coupled together with an abstract bipolar argumenta-
tion system which allows to identify the arguments that are accepted in the considered online
debate. Second, we address the problem of studying and comparing the different proposals put
forward for modelling the support relation. The emerging scenario shows that there is not a
unique interpretation of the support relation. In particular, different combinations of additional
attacks among the arguments involved in a support relation are proposed. We provide an NL
account of the notion of support based on online debates, by discussing and evaluating the
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support relation among arguments with respect to the more specific notion of TE in the NL
processing field. Finally, we carry out a comparative evaluation of four proposals of additional
attacks on a sample of NL arguments extracted from Debatepedia. The originality of the pro-
posed framework lies in the following point: NL debates are analysed and the relations among
the arguments are automatically extracted.
In another work on user-generated content, we addressed the problem of understanding the
stream of messages exchanged on social media such as Facebook and Twitter, given that is be-
coming a major challenge for automated systems. The tremendous amount of data exchanged
on these platforms as well as the specific form of language adopted by social media users con-
stitute a new challenging context for existing argument mining techniques. We constructed a
resource of natural language arguments called DART (Dataset of Arguments and their Rela-
tions on Twitter) [68] where the complete argument mining pipeline over Twitter messages is
considered: (i) we identify which tweets can be considered as arguments and which cannot,
and (ii) we identify what is the relation, i.e., support or attack, linking such tweets to each
other. We also worked on the creation of a complete argument mining pipeline over Twitter
messages [69], whose final goal is to compute the set of tweets which are widely recognized as
accepted, and the different (possibly conflicting) viewpoints that emerge on a topic, given a
stream of messages. In addition, new issues emerge when dealing with arguments posted on
such platforms, such as the need to make a distinction between personal opinions and actual
facts, and to detect the source disseminating information about such facts to allow for prove-
nance verification. We applied supervised classification to identify arguments on Twitter, and
we presented two new tasks for argument mining, namely facts recognition and source identi-
fication. We studied the feasibility of the approaches proposed to address these tasks on a set
of tweets related to the Grexit and Brexit news topics.
One of the main researches we are currently focusing on concern AM on political speeches,
with the final goal of addressing fallacies detection. As a first work in this area, we applied
argumentation mining techniques, in particular relation prediction, to study political speeches
in monological form, where there is no direct interaction between opponents. We argue that
this kind of technique can effectively support researchers in history, social and political sciences,
which must deal with an increasing amount of data in digital form and need ways to automati-
cally extract and analyze argumentation patterns. We tested and discussed our approach based
on the analysis of documents issued by R. Nixon and J.F. Kennedy during 1960 presidential
campaign. The application of argument mining to such data allows not only to highlight the
main points of agreement and disagreement between the candidates’ arguments over the cam-
paign issues such as Cuba, disarmament and health-care, but also an in-depth argumentative
analysis of the respective viewpoints on these topics.
Given that political debates offer a rare opportunity for citizens to compare the candidates’
positions on the most controversial topics of the campaign, as a second line of works in this area,
we carried out an empirical investigation of the typology of argument components in political
debates by annotating 39 political debates from the last 50 years of US presidential campaigns,
creating a new corpus of 29k argument components, labeled as premises and claims. Moreover,
we evaluated feature-rich SVM learners and Neural Networks methods on such data achieving
satisfactory performances on different oratory styles across time and topics.
As for the medical domain, evidence-based decision making in the health-care domain targets
at supporting clinicians in their deliberation process to establish the best course of action for
the case under evaluation. Although the reasoning stage of this kind of frameworks received
considerable attention, little effort has been devoted to the mining stage. In this research
activity, we annotated first a dataset of 159 abstracts of Randomized Controlled Trials (RCTs)
from the MEDLINE database, comprising 4 different diseases (i.e., glaucoma, hypertension,
hepatitis b, diabetes), then a larger dataset of 500 abstracts on the neoplasm disease, leading
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to a dataset of 4113 argument components and 2601 argument relations. We then proposed
a complete argument mining pipeline for RCTs, classifying argument components as evidence
and claims, and predicting the relation, i.e., attack or support, holding between those argument
components. We experiment with deep bidirectional transformers in combination with different
neural architectures (i.e., LSTM, GRU and CRF) and outperformed current state-of-the-art
end-to-end argument mining systems.
This chapter is organized as follows: Section 4.1 and 4.2 present the research work carried
out on user-generated content. Section 4.3 and 4.4 report on the work carried out on political
speeches and debates, while Section 4.5 describes the recent work on AM on clinical trials. We
report then related work on AM, and conclusions end the chapter.
4.1 A natural language bipolar argumentation approach
to support users in online debate interactions
In the last years, the Web has changed in the so called Social Web. The Social Web has
seen an increasing number of applications like Twitter1, Debatepedia2, Facebook3 and many
others, which allow people to express their opinions about different issues. Let us consider for
instance the following debate published on Debatepedia: the issue of the debate is “Making
Internet a right only benefits society”. The participants have proposed various pro and con
arguments concerning this issue, e.g., a pro argument claims that the Internet delivers freedom
of speech, and a con argument claims that the Internet is not as important as real rights like
the freedom from slavery. These kinds of debates are composed by tens of arguments in favour
or against a proposed issue. The main difficulty for newcomers is to understand the current
holding position in the debate, i.e., to understand which are the arguments that are accepted
at a certain moment. This difficulty is twofold: first, the participants have to remember all
the different, possibly long, arguments and understand which are the relations among these
arguments, and second they have to understand, given these relations, which are the accepted
arguments.
In this work, one of our first work on AM, we answer the following research question: how
to support the participants in natural language (NL) debates to detect which are the relations
among the arguments, and which arguments are accepted? Two kinds of relations connect the
arguments in such online debate platforms: a positive relation (i.e., a support relation), and
a negative relation (i.e., an attack relation). To answer to our research question we need to
rely on an argumentative framework able to deal with such bipolar relations. [152]’s abstract
theory defines an argumentation framework as a set of abstract arguments interacting with
each others through a so called attack relation. In the last years, several proposals to extend
the original abstract theory with a support relation have been addressed, leading to the birth
of bipolar argumentation frameworks (BAF) [100], and the further introduction of a number of
additional attacks among the arguments [101, 61, 348].
Our research question breaks down into the following subquestions:
1. How to automatically identify the arguments, as well as their relationships, from natural
language debates?
2. What is the relation between the notion of support in bipolar argumentation and the
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First, we propose to combine natural language techniques and Dung-like abstract argumen-
tation to identify and generate the arguments from natural language text, and then to evaluate
this set of arguments to know which are the accepted ones. Starting from the participants’
opinions, we detect which ones imply or contradict, even indirectly, the issue of the debate
using the textual entailment approach. Beside formal approaches to semantic inference that
rely on logical representation of meaning, the notion of Textual Entailment (TE) has been pro-
posed as an applied framework to capture major semantic inference needs across applications
in the Computational Linguistics field [132]. The development of the Web has witnessed a
paradigm shift, due to the need to process a huge amount of available (but often noisy) data.
TE is a generic framework for applied semantics, where linguistic objects are mapped by means
of semantic inferences at a textual level. We use TE to automatically identify, from a natural
language text, the arguments. Second, we adopt bipolar argumentation [100] to reason over the
set of generated arguments with the aim of deciding which are the accepted ones. Proposals like
argumentation schemes [465], Araucaria [391], Carneades [196], and ArguMed [455] use natural
language arguments, but they ask the participants to indicate the semantic relationship among
the arguments, and the linguistic content remains unanalyzed. As underlined by [390], “the
goal machinery that leads to arguments being automatically generated has been only briefly
touched upon, and yet is clearly fundamental to the endeavor”. Summarizing, we combine the
two approaches, i.e., textual entailment and abstract bipolar argumentation, in a framework
whose aim is to (i) generate the abstract arguments from the online debates through TE, (ii)
build the argumentation framework from the arguments and the relationships returned by the
TE module, and (iii) return the set of accepted arguments. We evaluate the feasibility of our
combined approach on a data set extracted from a sample of Debatepedia debates.
Second, we study the relation among the notion of support in bipolar argumentation [100],
and the notion of TE in Natural Language Processing (NLP) [132]. In the first study of the
current work, we assume the TE relation extracted from NL texts as equivalent to a support
relation in bipolar argumentation. This is a strong assumption, and in this second part of our
work we aim at verifying on a sample of real data from Debatepedia whether it is always the case
that support is equivalent to TE. In particular, for addressing this issue we focus both on the
relation between support and entailment, and on the relation between attack and contradiction.
We show that TE and contradiction are more specific concepts than support and attack, but still
hold in most of the argument pairs. Moreover, starting from the comparative study addressed
by [102], we consider four additional attacks proposed in the literature: supported (if argument
a supports argument b and b attacks argument c, then a attacks c) and secondary (if a supports
b and c attacks a, then c attacks b) attacks [101], mediated attacks [61] (if a supports b and
c attacks b, then c attacks a), and extended attacks [347, 348] (if a supports b and a attacks
c, then b attacks c). We investigate the presence and the distribution of these attacks in NL
debates on a data set extracted from Debatepedia, and we show that all these models are
verified in human debates, even if with a different frequency.
The originality of the proposed framework consists in the combination of two techniques
which need each other to provide a complete reasoning model: TE has the power to automati-
cally identify the arguments in the text and to specify which kind of relation links each couple
of arguments, but it cannot assess which are the winning arguments. This is addressed by ar-
gumentation theory which lacks automatic techniques to extract the arguments from free text.
The combination of these two approaches leads to the definition of a powerful tool to reason
over online debates. In addition, the benefit of the proposed deeper analysis of the relation
among the two notions of support and TE is twofold. First, it is used to verify, through a
data driven evaluation, the “goodness” of the proposed models of bipolar argumentation to be
used in real settings, going beyond ad hoc NL examples. Second, it can be used to guide the
construction of cognitive agents whose major need is to achieve a behavior as close as possible
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to the human one.
In the following, we first provide an overview on the standard approaches to semantic infer-
ence in the natural language processing field as well as an introduction to textual entailment.
We then summarize the basic notions of bipolar argumentation, and describe the four kinds
of additional attacks we consider in this work. We present our combined framework unifying
textual entailment and bipolar argumentation towards the automated detection of the argu-
ments’ relations and their acceptability, and we address the analysis of the meaning of support
and attack in natural language dialogues, as well as the comparative study on the existing
additional attacks.
4.1.1 NLP approaches to semantic inference
Classical approaches to semantic inference rely on logical representations of meaning that are
external to the language itself, and are typically independent of the structure of any particular
natural language. Texts are first translated, or interpreted, into some logical form and then new
propositions are inferred from interpreted texts by a logical theorem prover. But, especially af-
ter the development of the Web, we have witnessed a paradigm shift, due to the need to process
a huge amount of available (but often noisy) data. Addressing the inference task by means of
logical theorem provers in automated applications aimed at natural language understanding has
shown several intrinsic limitations [55]. As highlighted in [335], in formal approaches seman-
ticists generally opt for rich (i.e. including at least first order logic) representation formalisms
to capture as many relevant aspects of the meaning as possible, but practicable methods for
generating such representations are very rare. The translation of real-world sentences into logic
is difficult because of issues such as ambiguity or vagueness [381]. Moreover, the computa-
tional costs of deploying first-order logic theorem prover tools in real world situations may be
prohibitive, and huge amounts of additional linguistic and background knowledge are required.
Formal approaches address forms of deductive reasoning, and therefore often exhibit a too high
level of precision and strictness as compared to human judgments, that allow for uncertainties
typical of inductive reasoning [67]. While it is possible to model elementary inferences on the
precise level allowed by deductive systems, many pragmatic aspects that play a role in every-
day inference cannot be accounted for. Inferences that are plausible but not logically stringent
cannot be modeled in a straightforward way, but in NLP applications approximate reasoning
should be preferred in some cases to having no answers at all.
Especially in data-driven approaches, like the one sought in this work, where patterns are
learnt from large-scale naturally-occurring data, we can settle for approximate answers pro-
vided by efficient and robust systems, even at the price of logic unsoundness or incompleteness.
Starting from these considerations, [335] propose to address the inference task directly at the
textual level instead, exploiting currently available NLP techniques. While methods for au-
tomated deduction assume that the arguments in input are already expressed in some formal
meaning representation (e.g., first order logic), addressing the inference task at a textual level
opens different and new challenges from those encountered in formal deduction. Indeed, more
emphasis is put on informal reasoning, lexical semantic knowledge, and variability of linguistic
expressions.
The notion of Textual Entailment has been proposed as an applied framework to capture
major semantic inference needs across applications in NLP [132]. It is defined as a relation be-
tween a coherent textual fragment (the Text T ) and a language expression, which is considered
as the Hypothesis (H ). Entailment holds (i.e. T ⇒ H) if the meaning of H can be inferred from
the meaning of T, as interpreted by a typical language user. The TE relationship is directional,
since the meaning of one expression may usually entail the other, while the opposite is much
less certain. Consider the pairs in Example 1 and 2.
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Example 1
T1: Internet access is essential now; must be a right. The internet is only that wire that delivers
freedom of speech, freedom of assembly, and freedom of the press in a single connection.
H: Making Internet a right only benefits society.
Example 2 (Continued)
T2: Internet not as important as real rights. We may think of such trivial things as a fun-
damental right, but consider the truly impoverished and what is most important to them. The
right to vote, the right to liberty and freedom from slavery or the right to elementary education.
H: Making Internet a right only benefits society.
A system aimed at recognizing TE should detect an inference relation between T1 and H
(i.e. the meaning of H can be derived from the meaning of T) in Example 1, while it should
not detect an entailment between T2 and H in Example 2. As introduced before, TE defini-
tion is based on (and assumes) common human understanding of language, as well as common
background knowledge. However, the entailment relation is said to hold only if the statement
in the text licenses the statement in the hypothesis, meaning that the content of T and com-
mon knowledge together should entail H, and not background knowledge alone. In this applied
framework, inferences are performed directly over lexical-syntactic representations of the texts.
Such definition of TE captures quite broadly the reasoning about language variability needed by
different applications aimed at NL understanding and processing, e.g., information extraction
[398] and text summarization [36]. Differently from the classical semantic definition of entail-
ment [109], the notion of TE accounts for some degree of uncertainty allowed in applications
(see Example 1).
In 2005, the PASCAL Network of Excellence started an attempt to promote a generic
evaluation framework covering semantic-oriented inferences needed for practical applications,
launching the Recognizing Textual Entailment challenge [132], with the aim of setting a uni-
fying benchmark for the development and evaluation of methods that typically address similar
problems in different, application-oriented, manners. As many of the needs of several NLP
applications can be cast in terms of TE, the goal of the evaluation campaign is to promote the
development of general entailment recognition engines, designed to provide generic modules
across applications. Since 2005, such initiative has been repeated yearly4, asking the partici-
pants to develop a system that, given two text fragments (the text T and the hypothesis H),
can determine whether the meaning of one text is entailed, i.e. can be inferred, from the other.
For pairs where the entailment relation does not hold between T and H, systems are required
to make a further distinction between pairs where the entailment does not hold because the
content of H is contradicted by the content of T (i.e. contradiction, see Example 2), and pairs
where the entailment cannot be determined because the truth of H cannot be verified on the
basis of the content of T (i.e. unknown, see Example 3). [300] provide a definition of contradic-
tion for the TE task, claiming that it occurs when two sentences i) are extremely unlikely to be
true simultaneously, and ii) involve the same event. This three-way judgment task (entailment
vs contradiction vs unknown) was introduced since RTE-4, while before a two-way decision
task (entailment vs no entailment) was asked to participating systems. However, the classic
two-way task is offered as an alternative also in recent editions of the evaluation campaign
(contradiction and unknown judgments are collapsed into the judgment no entailment).
In our work, we consider the three way scenario to map TE relation with bipolar argu-
mentation, focusing both on the relation between support and entailment, and on the relation
4http://aclweb.org/aclwiki/index.php?title=Recognizing_Textual_Entailment
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between attack and contradiction. As will be discussed in Section 4.1.5, we consider argument
pairs connected by a relation of support (but where the first argument does not entail the sec-
ond one), and argument pairs connected by a relation of attack (but where the first argument
does not contradict the second one) as unknown pairs in the TE framework.
Example 3 (Continued)
T3: Internet “right” means denying parents’ ability to set limits. Do you want to make a world
where a mother tells her child: “you cannot stay on the internet anymore” that she has taken a
right from him? Compare taking the right for a home or for education with taking the “right”
to access the internet.
H: Internet access is essential now; must be a right. The internet is only that wire that delivers
freedom of speech, freedom of assembly, and freedom of the press in a single connection.
The systems submitted to the RTE challenge are tested against manually annotated data
sets, which include typical examples that correspond to success and failure cases of NLP ap-
plications. A number of data-driven approaches applied to semantics have been experimented
throughout the years. In general, the approaches still more used by the submitted systems
include Machine Learning (typically SVM), logical inference, cross-pair similarity measures
between T and H, and word alignment - for an overview, see [13], and [132].
4.1.2 Bipolar argumentation
This section provides the basic concepts of [152]’s abstract argumentation, and bipolar argu-
mentation [100].
Definition 3 (Abstract argumentation framework AF ) An abstract argumentation framework
is a pair 〈A,→〉 where A is a set of elements called arguments and→⊆ A×A is a binary relation
called attack. We say that an argument a attacks an argument b if and only if (a, b) ∈→.
[152] presents several acceptability semantics that produce zero, one, or several sets of accepted
arguments. Such semantics are grounded on two main concepts called conflict-freeness and
defence.
Definition 4 (Conflict-free, Defence) Let C ⊆ A. A set C is conflict-free if and only if there
exist no a, b ∈ C such that a → b. A set C defends an argument a if and only if for each
argument b ∈ A if b attacks a then there exists c ∈ C such that c attacks b.
Definition 5 (Acceptability semantics) Let C be a conflict-free set of arguments, and let D :
2A 7→ 2A be a function such that D(C) = {a|C defends a}.
• C is admissible if and only if C ⊆ D(C).
• C is a complete extension if and only if C = D(C).
• C is a grounded extension if and only if it is the smallest (w.r.t. set inclusion) complete
extension.
• C is a preferred extension if and only if it is a maximal (w.r.t. set inclusion) complete
extension.
• C is a stable extension if and only if it is a preferred extension that attacks all arguments
in A \ C.
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Roughly, an argument is accepted if all its attackers are rejected, and it is rejected if it has
at least an attacker which is accepted.
Bipolar argumentation frameworks, firstly proposed by [100], extend Dung’s framework
taking into account both the attack relation and the support relation. In particular, an abstract
bipolar argumentation framework is a labeled directed graph, with two labels indicating either
attack or support. In this work, we represent the attack relation by a → b, and the support
relation by a⇒ b.
Definition 6 (Bipolar argumentation framework) A bipolar argumentation framework (BAF)
is a tuple 〈A,→,⇒〉 where A is the set of elements called arguments, and two binary relations
over A are called attack and support, respectively.
[102] address a formal analysis of the models of support in bipolar argumentation to achieve a
better understanding of this notion and its uses. [100, 101] argue about the emergence of new
kinds of attacks from the interaction between attacks and supports in BAF. In the rest of the
section, we will adopt their terminology to refer to additional attacks, i.e., complex attacks. In
particular, they specify two kinds of complex attacks called secondary and supported attacks,
respectively.
Definition 7 (Secondary and supported attacks) Let BAF = 〈A,→,⇒〉 where a, b ∈ A. A
supported attack for b by a is a sequence a1R1 . . . Rn−1an, n ≥ 3, with a1 = a, an = b, such
that ∀i = 1 . . . n − 2, Ri =⇒ and Rn−1 =→. A secondary attack for b by a is a sequence
a1R1 . . . Rn−1an, n ≥ 3, with a1 = a, an = b, such that R1 =→ and ∀i = 2 . . . n-1,Ri =⇒.
According to the above definition, these attacks hold in the first two cases depicted in
Figure 4.1, where there is a supported attack from a to c, and there is a secondary attack from
c to b. In this work, we represent complex attacks using a dotted arrow.
b ca a bc
b ca a cb
Supported attack Secondary attack
(Extended attack 1)
Extended attack 2Mediated attack
Figure 4.1: Additional attacks emerging from the interaction of supports and attacks.
The support relation has been specialized in other approaches where new complex attacks
emerging from the combination of existing attacks and supports are proposed. [61] propose
a deductive view of support in abstract argumentation where, given the support a ⇒ b the
acceptance of a implies the acceptance of b, and the rejection of b implies the rejection of a.
They introduce a new kind of complex attacks called mediated attacks (Figure 4.1).
Definition 8 (Mediated attacks) Let BAF = 〈A,→,⇒〉 where a, b ∈ A. A mediated attack on
b by a is a sequence a1R1 . . . Rn−2an−1 and anRn−1an−1, n ≥ 3, with a1 = a, an−1 = b, an = c,
such that Rn−1 =→ and ∀i = 1 . . . n-2, Ri =⇒.
[347, 348] propose, instead, an account of support called necessary support. In this frame-
work, given a ⇒ b then the acceptance of a is necessary to get the acceptance of b, i.e., the
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acceptance of b implies the acceptance of a. They introduce two new kinds of complex attacks
called extended attacks (Figure 4.1). Note that the first kind of extended attacks is equivalent
to the secondary attacks introduced by [100, 101], and that the second case is the dual of sup-
ported attacks. See [102] for a formal comparison of the different models of support in bipolar
argumentation.
Definition 9 (Extended attacks) Let BAF = 〈A,→,⇒〉 where a, b ∈ A. An extended attack
on b by a is a sequence a1R1a2R2 . . . Rnan, n ≥ 3, with a1 = a, an = b, such that R1 =→ and
∀i = 2 . . . n, Ri =⇒, or a sequence a1R1 . . . Rnan and a1Rpap, n ≥ 2, with an = a, ap = b, such
that Rp =→ and ∀i = 1 . . . n, Ri =⇒.
All these models of support in bipolar argumentation address the problem of how to compute
the set of extensions from the extended framework providing different kinds of solutions, i.e.,
introducing the notion of safety in BAF [100], or computing the extensions in the meta-level
[61, 101]. In this work, we are not interested in discussing and evaluating these different
solutions. Our aim is to evaluate how much these different models of support occur and are
effectively “exploited” in natural language dialogues, towards a better understanding of the
notion of support and attack in bipolar argumentation.
We are aware that the notion of support is controversial in the field of argumentation
theory. In particular, another view of support sees this relation as a relation holding among
the premises and the conclusion of a structured argument, and not as another relation among
atomic arguments [385]. However, given the amount of attention bipolar argumentation is
receiving in the literature [389], a better account of this kind of frameworks is required.
Another approach to model support has been proposed by [353] and [354], where they
distinguish among prima-facie arguments and standard ones. They show how a set of arguments
described using Dung’s argumentation framework can be mapped from and to an argumentation
framework that includes both attack and support relations. The idea is that an argument can
be accepted only if there is an evidence supporting it, i.e., evidence is represented by means of
prima-facie arguments. In this section, we do not intend to take a position in this debate. We
focus our analysis on the abstract models of bipolar argumentation proposed in the literature
[101, 61, 348], and we leave as future work the account of support in structured argumentation
and the model proposed by [353] and [354].
4.1.3 Casting bipolar argumentation as a TE problem
The goal of our work is to propose an approach to support the participants in forums or
debates (e.g., Debatepedia, Twitter) to detect which arguments among the ones expressed
by the other participants on a certain topic are accepted. As a first step, we need to (i)
automatically generate the arguments (i.e. recognize a participant’s opinion on a certain topic
as an argument), as well as (ii) detect their relation with respect to the other arguments.
We cast the described problem as a TE problem, where the T-H pair is a pair of arguments
expressed by two different participants in a debate on a certain topic. For instance, given
the argument “Making Internet a right only benefits society” (that we consider as H as a
starting point), participants can be in favor of it (expressing arguments from which H can be
inferred, as in Example 1), or can contradict such argument (expressing an opinion against it,
as in Example 2). Since in debates one participant’s argument comes after the other, we can
extract such arguments and compare them both w.r.t. the main issue, and w.r.t. the other
participants’ arguments (when the new argument entails or contradicts one of the arguments
previously expressed by another participant). For instance, given the same debate as before, a
new argument T3 may be expressed by a third participant to contradict T2 (that becomes the
new H (H1) in the pair), as shown in Example 4.
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Example 4 (Continued)
T3: I’ve seen the growing awareness within the developing world that computers and connec-
tivity matter and can be useful. It’s not that computers matter more than water, food, shelter
and healthcare, but that the network and PCs can be used to ensure that those other things are
available. Satellite imagery sent to a local computer can help villages find fresh water, mobile
phones can tell farmers the prices at market so they know when to harvest.
T2 ≡ H1: Internet not as important as real rights. We may think of such trivial things as a
fundamental right, but consider the truly impoverished and what is most important to them. The
right to vote, the right to liberty and freedom from slavery or the right to elementary education.
With respect to the goal of our work, TE provides us with the techniques to identify the
arguments in a debate, and to detect which kind of relation underlies each couple of arguments.
A TE system returns indeed a judgment (entailment or contradiction) on the arguments pairs
related to a certain topic, that are used as input to build the argumentation framework, as de-
scribed in the next section. Example 5 presents how we combine TE with bipolar argumentation
to compute at the end the set of accepted arguments.
Example 5 (Continued)
The textual entailment phase returns the following couples for the natural language opinions
detailed in Examples 1, 2, and 4:
• T1 entails H
• T2 attacks H
• T3 attacks H1 (i.e., T2)
Given this result, the argumentation module of our framework maps each element to its corre-
sponding argument: H ≡ A1, T1 ≡ A2, T2 ≡ A3, and T3 ≡ A4. The resulting argumentation
framework, visualized in Figure 4.2, shows that the accepted arguments (using admissibility-
based semantics) are {A1, A2, A4}. This means that the issue “Making Internet a right only




Figure 4.2: The argumentation framework built from the results of the TE module for Exam-
ples 1, 2, and 4.
4.1.4 Experimental setting
As a case study to experiment the combination of TE and argumentation theory to support
the interaction of participants in online debates, we select Debatepedia, an encyclopedia of pro
and con arguments on critical issues. In the following, we describe the creation of the data set
of T-H pairs extracted from a sample of Debatepedia topics, the TE system we use, and we
report on obtained results.
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Data set. To create the data set of arguments pairs to evaluate our task, we follow the
criteria defined and used by the organizers of RTE (see Section 4.1.1). To test the progress
of TE systems in a comparable setting, the participants to RTE are provided with data sets
composed of T-H pairs involving various levels of entailment reasoning (e.g., lexical, syntactic),
and TE systems are required to produce a correct judgment on the given pairs (i.e. to say if
the meaning of one text snippet can be inferred from the other). The data available for the
RTE challenges are not suitable for our goal, since the pairs are extracted from news and are
not linked among each others (i.e. they do not report opinions on a certain topic).
For this reason, we created a data set to evaluate our combined approach focusing on
Debatepedia. We manually selected a set of topics (Table 4.21 column Topics) of Debatepedia
debates, and for each topic we apply the following procedure:
1. the main issue (i.e., the title of the debate in its affirmative form) is considered as the
starting argument;
2. each user opinion is extracted and considered as an argument;
3. since attack and support are binary relations, the arguments are coupled with:
(a) the starting argument, or
(b) other arguments in the same discussion to which the most recent argument refers
(i.e., when a user opinion supports or attacks an argument previously expressed by
another user, we couple the former with the latter), following the chronological order
to maintain the dialogue structure;
4. the resulting pairs of arguments are then tagged with the appropriate relation, i.e., attack
or support5.
Using Debatepedia as case study provides us with already annotated arguments (pro ⇒
entailment6, and con ⇒ contradiction), and casts our task as a yes/no entailment task. To
show a step-by-step application of the procedure, let us consider the debated issue Can coca
be classified as a narcotic?. At step 1, we transform its title into the affirmative form, and we
consider it as the starting argument (a). Then, at step 2, we extract all the users opinions
concerning this issue (both pro and con), e.g., (b), (c) and (d):
Example 6
(a) Coca can be classified as a narcotic.
(b) In 1992 the World Health Organization’s Expert Committee on Drug Dependence (ECDD)
undertook a “prereview” of coca leaf at its 28th meeting. The 28th ECDD report concluded that,
“the coca leaf is appropriately scheduled as a narcotic under the Single Convention on Narcotic
Drugs, 1961, since cocaine is readily extractable from the leaf.” This ease of extraction makes
coca and cocaine inextricably linked. Therefore, because cocaine is defined as a narcotic, coca
must also be defined in this way.
(c) Coca in its natural state is not a narcotic. What is absurd about the 1961 convention is
that it considers the coca leaf in its natural, unaltered state to be a narcotic. The paste or
the concentrate that is extracted from the coca leaf, commonly known as cocaine, is indeed a
5The data set is freely available at http://bit.ly/debatepedia_ds.
6Here we consider only arguments implying another argument. Arguments “supporting” another argument,
but not inferring it will be discussed in Section 4.1.5.
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narcotic, but the plant itself is not.
(d) Coca is not cocaine. Coca is distinct from cocaine. Coca is a natural leaf with very mild
effects when chewed. Cocaine is a highly processed and concentrated drug using derivatives from
coca, and therefore should not be considered as a narcotic.
At step 3a we couple the arguments (b) and (d) with the starting issue since they are directly
linked with it, and at step 3b we couple argument (c) with argument (b), and argument (d) with
argument (c) since they follow one another in the discussion (i.e. user expressing argument (c)
answers back to user expressing argument (b), so the arguments are concatenated - the same
for arguments (d) and (c)).
At step 4, the resulting pairs of arguments are then tagged with the appropriate relation: (b)
supports (a), (d) attacks (a), (c) attacks (b) and (d) supports (c).
We collected 200 T-H pairs (Table 4.21), 100 to train and 100 to test the TE system (each
data set is composed by 55 entailment and 45 contradiction pairs). The pairs considered for




Violent games boost aggressiveness 16 15 8 7
China one-child policy 11 10 6 4
Consider coca as a narcotic 15 14 7 7
Child beauty contests 12 11 7 4
Arming Libyan rebels 10 9 4 5
Random alcohol breath tests 8 7 4 3
Osama death photo 11 10 5 5
Privatizing social security 11 10 5 5
Internet access as a right 15 14 9 5




Ground zero mosque 9 8 3 5
Mandatory military service 11 10 3 7
No fly zone over Libya 11 10 6 4
Airport security profiling 9 8 4 4
Solar energy 16 15 11 4
Natural gas vehicles 12 11 5 6
Use of cell phones while driving 11 10 5 5
Marijuana legalization 17 16 10 6
Gay marriage as a right 7 6 4 2
Vegetarianism 7 6 4 2
TOTAL 110 100 55 45
Table 4.1: The Debatepedia data set used in our experiments.
TE system. To detect which kind of relation underlies each couple of arguments, we take
advantage of the modular architecture of the EDITS system (Edit Distance Textual Entailment
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no 0.56 0.55 0.58 0.55
Table 4.2: Systems performances on the Debatepedia data set (precision, recall and accuracy)
Suite) version 3.0, an open-source software package for recognizing TE7 [255]. EDITS imple-
ments a distance-based framework which assumes that the probability of an entailment relation
between a given T-H pair is inversely proportional to the distance between T and H (i.e., the
higher the distance, the lower is the probability of entailment).8 Within this framework the
system implements different approaches to distance computation, i.e., both edit distance algo-
rithms (that calculate the T-H distance as the cost of the edit operations, i.e., insertion, deletion
and substitution that are necessary to transform T into H), and similarity algorithms. Each
algorithm returns a normalized distance score. At a training stage, distance scores calculated
over annotated T-H pairs are used to estimate a threshold that best separates positive from
negative examples. Such threshold is then used at a test stage to assign a judgment and a
confidence score to each test pair.
Evaluation. To evaluate our combined approach, we carry out a two-step evaluation: first, we
assess the performances of the TE system to correctly assign the entailment and contradiction
relations to the pairs of arguments in the Debatepedia data set. Then, we evaluate how much
such performances impact on the application of the argumentation theory module, i.e. how
much a wrong assignment of a relation to a pair of arguments is propagated in the argumentation
framework.
For the first evaluation, we run EDITS on the Debatepedia training set to learn the model,
and we test it on the test set. We tuned EDITS in the following configuration: i) cosine
similarity as the core distance algorithm, ii) distance calculated on lemmas, and iii) a stopword
list is defined to set no distance between stopwords. We use the system off-the-shelf, applying
one of its basic configurations. As future work, we plan to fully exploit EDITS features,
integrating background and linguistic knowledge in the form of entailment rules, and to calculate
the distance between T and H on their syntactic structure.
Table 4.2 reports on the obtained results both using EDITS and using a baseline that applies
a Word Overlap algorithm on tokenized text. Even using a basic configuration of EDITS, and a
small data set (100 pairs for training) performances on Debatepedia test set are promising, and
in line with performances of TE systems on RTE data sets (usually containing about 1000 pairs
for training and 1000 for test). In order to understand if increasing the number of argument
pairs in the training set could bring to an improvement in the system performances, the EDITS
learning curve is visualized in Figure 4.3. Note that augmenting the number of training pairs
actually improves EDITS accuracy on the test set, meaning that we should consider extending
the Debatepedia data set for future work.
As a second step in our evaluation phase, we consider the impact of EDITS performances
on the acceptability of the arguments, i.e. how much a wrong assignment of a relation to a
7http://edits.fbk.eu/
8In previous RTE challenges, EDITS always ranked among the 5 best participating systems out of an average
of 25 systems, and is one of the few RTE systems available as open source http://aclweb.org/aclwiki/index.
php?title=Textual_Entailment_Resource_Pool
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Figure 4.3: EDITS learning curve on Debatepedia data set
pair of arguments affects the acceptability of the arguments in the argumentation framework.
We use admissibility-based semantics to identify the accepted arguments both on the correct
argumentation framework of each Debatepedia topic (where entailment/contradiction relations
are correctly assigned, i.e. the goldstandard), and on the framework generated assigning the
relations resulted from the TE system judgments. The precision of the combined approach
we propose in the identification of the accepted arguments is on average 0.74 (i.e. arguments
accepted by the combined system and by the goldstandard w.r.t. a certain Debatepedia topic),
and the recall is 0.76 (i.e. arguments accepted in the goldstandard and retrieved as accepted
by the combined system). Its accuracy (i.e. ability of the combined system to accept some
arguments and discard some others) is 0.75, meaning that the TE system mistakes in relation
assignment propagate in the argumentation framework, but results are still satisfying.
4.1.5 Extending the analysis on bipolar argumentation beyond TE
In the previous section, we assumed the TE relation extracted from NL texts as equivalent to
the support relation in bipolar argumentation. On closer view, this is a strong assumption.
In this second part of our work, we aim at verifying on an extended sample of real data from
Debatepedia whether it is always the case that support is equivalent to TE. In particular, for
addressing this issue, we focus both on the relations between support and entailment, and
on the relations between attack and contradiction. We extend the data set presented before,
extracting an additional set of arguments from Debatepedia topics. Even if our data set cannot
be exhaustive, the methodology we apply for the arguments extraction aims at preserving
the original structure of the debate, to make it as representative as possible of daily human
interactions in natural language.
Two different empirical studies are presented in this section. The first one follows the
analysis presented in Section 4.1.3, and explores the relation among the notion of support and
attack in bipolar argumentation, and the semantic inferences as defined in NLP. The second
analysis starts instead from the comparative study of [102] of the four complex attacks proposed
in the literature (see Section 4.1.2), and investigates their distribution in NL debates.
Data set. We select the same topics as in Section 4.1.4, since this is the only freely available
data set of natural language arguments (Table 4.21, column Topics). But Since that data
set was created respecting the assumption that the TE relation and the support relation are
equivalent, in all the previously collected pairs both TE and support relations (or contradiction
and attack relations) hold.
In this study we want to move a step further, to understand whether it is always the case
that support is equivalent to TE (and contradiction to attack). We therefore apply again the
extraction methodology described in Section 4.1.4 to extend our data set. In total, our new
data set contains 310 different arguments and 320 argument pairs (179 expressing the support
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relation among the involved arguments, and 141 expressing the attack relation, see Table 4.21).
We consider the obtained data set as representative of human debates in a non-controlled setting
(Debatepedia users position their arguments with respect to the others as PRO or CON, the
data are not biased), and we use it for our empirical studies.
Debatepedia data set
Topic #argum #pairs
Violent games boost aggressiveness 17 23
China one-child policy 11 14
Consider coca as a narcotic 17 22
Child beauty contests 13 17
Arming Libyan rebels 13 15
Random alcohol breath tests 11 14
Osama death photo 22 24
Privatizing social security 12 13
Internet access as a right 15 17
Ground zero mosque 11 12
Mandatory military service 15 17
No fly zone over Libya 18 19
Airport security profiling 12 13
Solar energy 18 19
Natural gas vehicles 16 17
Use of cell phones while driving 16 16
Marijuana legalization 23 25
Gay marriage as a right 10 10
Vegetarianism 14 13
TOTAL 310 320
Table 4.3: Debatepedia data set.
First study: support and TE. Our first empirical study aims at a better understanding
of the relation among the notion of support in bipolar argumentation [102], and the definition
of semantic inference in NLP (in particular, the more specific notion of TE) [132].
Basing on the TE definition, an annotator with skills in linguistics has carried out a first
phase of annotation of the Debatepedia data set. The goal of such annotation is to individually
consider each pair of support and attack among arguments, and to additionally tag them as
entailment, contradiction or null. The null judgment can be assigned in case an argument
is supporting another argument without inferring it, or the argument is attacking another
argument without contradicting it. As exemplified in Example 6, a correct entailment pair is
(b) ⇒ (a), while a contradiction is (d) ; (a). A null judgment is assigned to (d) - (c),
since the former argument supports the latter without inferring it. Our data set is an extended
version of [90]’s one allowing for a deeper investigation.
To assess the validity of the annotation task, we calculate the inter-annotator agreement.
Another annotator with skills in linguistics has therefore independently annotated a sample
of 100 pairs of the data set. We calculated the inter-annotator agreement considering the
argument pairs tagged as support and attacks by both annotators, and we verify the agreement
between the pairs tagged as entailment and as null (i.e. no entailment), and as contradiction
and as null (i.e. no contradiction), respectively. Applying κ to our data, the agreement for our
task is κ = 0.74. As a rule of thumb, this is a satisfactory agreement.
Table 4.4 reports the results of the annotation on our Debatepedia data set, as resulting
after a reconciliation phase carried out by the annotators9.
9In this phase, the annotators discuss the results to find an agreement on the annotation to be released.
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Relations % arguments (# arg.)
support
+ entailment 61.6 (111)
- entailment (null) 38.4 (69)
attack
+ contradiction 71.4 (100)
- contradiction (null) 28.6 (40)
Table 4.4: Support and TE relations on Debatepedia data set.
On the 320 pairs of the data set, 180 represent a support relation, while 140 are attacks.
Considering only the supports, we can see that 111 argument pairs (i.e., 61.6%) are an actual
entailment, while in 38.4% of the cases the first argument of the pair supports the second one
without inferring it (e.g., (d) - (c) in Example 6). With respect to the attacks, we can notice
that 100 argument pairs (i.e., 71.4%) are both attack and contradiction, while only the 28.6%
of the argument pairs does not contradict the arguments they are attacking, as in Example 7.
Example 7
(e) Coca chewing is bad for human health. The decision to ban coca chewing fifty years ago
was based on a 1950 report elaborated by the UN Commission of Inquiry on the Coca Leaf with
a mandate from ECOSOC: “We believe that the daily, inveterate use of coca leaves by chewing
is thoroughly noxious and therefore detrimental”.
(f) Chewing coca offers an energy boost. Coca provides an energy boost for working or for
combating fatigue and cold.
Differently from the relation between support-entailment, the difference between attack and
contradiction is more subtle, and it is not always straightforward to say whether an argument
attacks another argument without contradicting it. In Example 7, we consider that (e) does
not contradict (f) even if it attacks (f), since chewing coca can offer an energy boost, and still
be bad for human health. This kind of attacks is less frequent than the attacks-contradictions
(see Table 4.4).
Considering the three way scenario to map TE relation with bipolar argumentation, argu-
ment pairs connected by a relation of support (but where the first argument does not entail
the second one), and argument pairs connected by a relation of attack (but where the first
argument does not contradict the second one) have to be mapped as unknown pairs in the TE
framework. The unknown relation in TE refers to the T-H pairs where the entailment cannot
be determined because the truth of H cannot be verified on the basis of the content of T. This
is a broad definition, that can apply also to pairs of non related sentences (that are considered
as unrelated arguments in bipolar argumentation).
From an application viewpoint, as highlighted in [390] and [222], argumentation theory
should be used as a tool in on-line discussions applications to identify the relations among
the statements, and provide a structure to the dialogue to easily evaluate the user’s opinions.
Starting from the methodology proposed in Section 4.1.3 for passing from natural language
arguments to a bipolar argumentation framework, our study demonstrates that applying the
TE approach would be productive in the 66% of the Debatepedia data set. Other techniques
should then be experimented to cover the other cases, for instance measuring the semantic
relatedness of the two propositions using Latent Semantics Analysis techniques [263].
Second study: complex attacks. We carry out now a comparative evaluation of the four
additional attacks proposed in the literature, and we investigate their meaning and distribution
on the sample of NL arguments.
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Basing on the additional attacks (Section 4.1.2), and the original AF of each topic in our
data set (Table 4.21), the following procedure is applied: the supported (secondary, mediated,
and extended, respectively) attacks are added, and the argument pairs resulting from coupling
the arguments linked by this relation are collected in the data set “supported (secondary,
mediated, and extended, respectively) attack”. Collecting the argument pairs generated from
the different types of complex attacks in separate data sets allows us to independently analyze
each type, and to perform a more accurate evaluation.10 Figures 4.4a-d show the four AFs
resulting from the addition of the complex attacks in the example Can coca be classified as a
narcotic?. Note that the AF in Figure 4.4a, where the supported attack is introduced, is the
same of Figure 4.4b where the mediated attack is introduced. Notice that, even if the additional
attack which is introduced coincide, i.e., d attacks b, this is due indeed to different interactions
among supports and attacks (as highlighted in the figure), i.e., in the case of supported attacks
this is due to the support from d to c and the attack from c to b, while in the case of mediated






















Figure 4.4: The bipolar argumentation framework with the introduction of complex attacks.
The top figures show which combination of support and attack generates the new additional
attack.
A second annotation phase is then carried out on the data set, to verify if the generated
argument pairs of the four data sets are actually attacks (i.e., if the models of complex attacks
proposed in the literature are represented in real data). More specifically, an argument pair
resulting from the application of a complex attack can be annotated as: attack (if it is a correct
attack) or as unrelated (in case the meanings of the two arguments are not in conflict). For
instance, the argument pair (g)-(h) (Example 8) resulting from the insertion of a supported
attack, cannot be considered as an attack since the arguments are considering two different
aspects of the issue.
Example 8 (g) Chewing coca offers an energy boost. Coca provides an energy boost for work-
ing or for combating fatigue and cold.
(h) Coca can be classified as a narcotic.
In the annotation, attacks are then annotated also as contradiction (if the first argument
contradicts the other) or null (in case the first argument does not contradict the argument it
is attacking, as in Example 7). Due to the complexity of the annotation, the same annotation
task has been independently carried out also by a second annotator, so as to compute inter-
annotator agreement. It has been calculated on a sample of 80 argument pairs (20 pairs
randomly extracted from each of the “complex attacks” data set), and it has the goal to assess
the validity of the annotation task (counting when the judges agree on the same annotation).
10Data sets freely available for research purposes at http://bit.ly/VZIs6M
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We calculated the inter-annotator agreement for our annotation task in two steps. We (i)
verify the agreement of the two judges on the argument pairs classification attacks/unrelated,
and (ii) consider only the argument pairs tagged as attacks by both annotators, and we verify
the agreement between the pairs tagged as contradiction and as null (i.e. no contradiction).
Applying κ to our data, the agreement for the first step is κ = 0.77, while for the second step
κ = 0.71. As a rule of thumb, both agreements are satisfactory, although they reflect the higher
complexity of the second annotation (contradiction/null), as pointed out in Section 4.1.5.
The distribution of complex attacks in the Debatepedia data set, as resulting after a rec-
onciliation phase carried out by the annotators, is shown in Table 4.5. As can be noticed, the
mediated attack is the most frequent type of attack, generating 335 new argument pairs in the
NL sample we considered (i.e. the conditions that allow the application of this kind of complex
attacks appear more frequently in real debates). Together with secondary attacks, they appear
in the AFs of all the debated topics. On the contrary, extended attacks are added in 11 out of
19 topics, and supported attacks in 17 out of 19 topics. Considering all the topics, on average
only 6 pairs generated from the additional attacks were already present in the original data
set, meaning that considering also these attacks is a way to hugely enrich our data set of NL
debates.
Proposed models # occ. attacks unrelated
+ contr (null) - contr (null)
Supported attacks 47 23 17 7
Secondary attacks 53 29 18 6
Mediated attacks 335 84 148 103
Extended attacks 28 15 10 3
Table 4.5: Complex attacks distribution in our data set.
Figure 4.5 graphically represents the complex attacks distribution. Considering the first
step of the annotation (i.e. attacks vs unrelated), the figure shows that the latter case is very
infrequent, and that (except for mediated attacks) on average only 10% of the argument pairs
are tagged as unrelated. This observation can be considered as a proof of concept of the four
theoretical models of complex attacks we analyzed. Due to the fact that the conditions for the
application of the mediated attacks are verified more often in the data, it has the drawback of
generating more unrelated pairs. Still, the number of successful cases is high enough to consider
this kind of attack as representative of human interactions. Considering the second step of the
annotation (i.e. attacks as contradiction or null), we can see that results are in line with those
















Figure 4.5: Complex attacks distribution in our data set.
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4.2 Argument Mining on Twitter: arguments, facts and
sources
Social media platforms like Twitter11 and newspapers blogs allow users to post their own
viewpoints on a certain topic, or to disseminate news read on newspapers. Being these texts
short, without standard spelling and with specific conventions (e.g., hashtags, emoticons), they
represent an open challenge for standard argument mining approaches [414]. The nature and
peculiarity of social media data rise also the need of defining new tasks in the argument mining
domain [1, 285].
In this work, we tackle the first standard task in argument mining, addressing the research
question: how to mine arguments from Twitter? Going a step further, we address also the
following sub-questions that arise in the context of social media: i) how to distinguish factual
arguments from opinions? ii) how to automatically detect the source of factual arguments? To
answer these questions, we extend and annotate a dataset of tweets extracted from the streams
about the Grexit and the Brexit news. To address the first task of argument detection, we
apply supervised classification to separate argument-tweets from non-argumentative ones. By
considering only argument-tweets, in the second step we apply again a supervised classifier to
recognize tweets reporting factual information from those containing opinions only. Finally, we
detect, for all those arguments recognized as factual in the previous step, what is the source
of such information (e.g., the CNN), relying on the type of the Named Entities recognized in
the tweets. The last two steps represent new tasks in the argument mining research field, of
particular importance in social media applications.
In the following, we describe the approaches we have developed to address the following
tasks: i) Argument detection, ii) Factual vs opinion classification, and iii) Source identification,
on social media data. Our experimental setting - whose goal is to investigate the tasks’ feasibility
on such peculiar data - considers a dataset of tweets related to the political debates on whether
or not Great Britain and Greece had to leave the European Union (i.e. #Brexit and #Grexit
threads in Twitter).
4.2.1 Experimental setting
Dataset. The only available resource of annotated tweets for argument mining is DART [68].
From the highly heterogeneous topics contained in such resource (i.e. the letter to Iran written
by 47 U.S. senators; the referendum for or against Greece leaving the EU; the release of Apple
iWatch; the airing of the 4th episode of the 5th season of the TV series Game of Thrones), and
considering the fact that tweets discussing a political topic generally have a more developed
argumentative structure than tweets commenting on a product release, we decided to select for
our experiments the subset of the DART dataset on the thread #Grexit (987 tweets). Then,
following the same methodology described in [68], we have extended such dataset collecting
900 tweets from the thread on #Brexit. From the original thread, we filtered away retweets,
accounts with a bot probability >0.5 [136], and almost identical tweets (Jaccard distance,
empirically evaluated threshold). Given that tweets in DART are already annotated for task 1
(argument/non-argument, see Section 4.2.1), two annotators carried out the same task on the
newly extracted data. Moreover, the same annotators annotated both datasets (Grexit/Brexit)
for the other two tasks of our experiments, i.e. i) given the argument tweets, annotation of
tweets as either containing factual information or opinions, and ii) given factual argument
tweets, annotate their source when explicitly cited. Tables 4.6, 4.7 and 4.8 contain statistical
information on the datasets.
11www.twitter.com
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Inter annotator agreement (IAA) [98] between the two annotators has been calculated for
the three annotation tasks, resulting in κ=0.767 on the first task (calculated on 100 tweets),
κ=0.727 on the second task (on 80 tweets), and Dice=0.84 [145]12 on the third task (on the
whole dataset). More specifically, to compute IAA, we sampled the data applying the same
strategy: for the first task, we randomly selected 10% of the tweets of the Grexit dataset (our
training set); for task 2, again we randomly selected 10% of the tweets annotated as argument
in the previous annotation step; for task 3, given the small size of the dataset, both annotators
annotated the whole corpus.
dataset # argument # non-arg total
Brexit 713 187 900
Grexit 746 241 987
total 1459 428 1887
Table 4.6: Dataset for task 1: argument detection
dataset # factual arg. # opinion total
Brexit 138 575 713
Grexit 230 516 746
total 368 1091 1459
Table 4.7: Dataset for task 2: factual arguments vs opinions classification
dataset # arg. with # arg. without total
source cit. source cit.
Brexit 40 98 138
Grexit 79 151 230
total 119 249 368
Table 4.8: Dataset for task 3: source identification
Classification algorithms. We tested Logistic Regression (LR) and Random Forest (RF)
classification algorithms, relying on the scikit-learn tool suite13. For the learning methods, we
have used a Grid Search (exhaustive) through a set of predefined hyper-parameters to find the
best performing ones (the goal of our work is not to optimize the classification performance but
to provide a preliminary investigation on new tasks in argument mining over Twitter data).
We extract argument-level features from the dataset of tweets (following [466]), that we group
into the following categories:
• Lexical (L): unigram, bigram, WordNet verb synsets;
• Twitter-specific (T): punctuation, emoticons;
12Dice is used instead of κ to account for partial agreement on the set of sources detected in the tweets.
13http://scikit-learn.org/
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• Syntactic/Semantic (S): we have two versions of dependency relations as features, one
being the original form, the other generalizing a word to its POS tag in turn. We also use
the syntactic tree of the tweets as feature. We apply the Stanford parser [298] to obtain
parse trees and dependency relations;
• Sentiment (SE): we extract the sentiment from the tweets with the Alchemy API14, the
sentiment analysis feature of IBM’s Semantic Text Analysis API. It returns a polarity
label (positive, negative or neutral) and a polarity score between -1 (totally negative) and
1 (totally positive).
As baselines we consider both LR and RF algorithms with a set of basic features (i.e., lexical).
Task 1: Argument detection. The task consists in classifying a tweet as being an argu-
ment or not. We consider as arguments all those text snippets providing a portion of a standard
argument structure, i.e., opinions under the form of claims, facts mirroring the data in the Toul-
min model of argument [442], or persuasive claims, following the definition of argument tweet
provided in [68, 69]. Our dataset contains 746 argument tweets and 241 non-argument tweets
for Grexit (that we use as training set), and 713 argument tweets and 187 non-argument tweets
for Brexit (the test set). Below we report an example of argument tweet (a), and of a non-
argument tweet (b).
(a) Junker asks “who does he think I am”. I suspect elected PM Tsipras thinks Junker is an
unelected Eurocrat. #justsaying #democracy #grexit
(b) #USAvJPN #independenceday #JustinBieberBestIdol Macri #ConEsteFrioYo happy 4th
of july #Grefenderum Wireless Festival
We cast the argument detection task as a binary classification task, and we apply the
supervised algorithms described in Section 4.2.1. Table 4.9 reports on the obtained results
with the different configurations, while Table 4.10 reports on the results obtained by the best
configuration, i.e., LR + All features, per each category.
Approach Precision Recall F1
RF+L 0.76 0.69 0.71
LR+L 0.76 0.71 0.73
LR+all features 0.80 0.77 0.78
Table 4.9: Results obtained on the test set for the argument detection task (L=lexical features)
Category P R F1 #arguments
per category
non-arg 0.46 0.60 0.52 187
arg 0.89 0.82 0.85 713
avg/total 0.80 0.77 0.78 900
Table 4.10: Results obtained by the best model on each category of the test set for the argument
detection task
Most of the miss-classified tweets are either ironical, e.g.:
14https://www.ibm.com/watson/alchemy-api.html
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If #Greece had a euro for every time someone mentioned #Grexit and #Greferendum they
would probably have enough for a bailout. #GreekCrisis
that was wrongly classified as argument, or contain reported speech, e.g.:
Jeremy Warner: Unintentionally, the Greeks have done themselves a favour. Soon, they will
be out of the euro http: // t. co/ YmqXi36lGj #Grexit
that was wrongly classified as non argument. Our results are comparable to those reported in
[69] (they trained a supervised classifier on the tweets of all topics in the DART dataset but
the iWatch, used as test set). Better performances obtained in our setting are most likely due
to a better feature selection, and to the fact that in our case the topics in the training and test
sets are more homogeneous.
Task 2: Factual vs opinion classification This task consists in classifying argument-tweets
as containing factual information or being opinion-based [363]. Our interest focuses in particular
on factual argument-tweets, as we are interested then in the automated identification of their
sources. This would allow then to rank factual tweet-arguments depending on the reliability
or expertise of their source for subsequent tasks as fact checking. Given the huge amount of
work in the literature devoted to opinion extraction, we do not address any further analysis on
opinion-based arguments here, referring the interested reader to [281].
An argument is annotated as factual if it contains a piece of information which can be
proved to be true (see example (a) below), or if it contains “reported speech” (see example (b)
below). All the other argument tweets are considered as “opinion” (see example (c) below).
(a) 72% of people who identified as “English” supported #Brexit (while no majority among
those identifying as “British”) https: // t. co/ MuUXqncUBe
(b) #Hollande urges #UK to start #Brexit talks as soon as possible. https: // t. co/ d12TV8JqYD .
(c) Trump is going to sell us back to England. #Brexit #RNCinCLE
Our dataset contains 230 factual argument tweets and 516 opinion argument tweets for Grexit
(training set), and 138 factual argument tweets and 575 opinion argument tweets for Brexit
(test set).
To address the task of factual vs opinion arguments classification, we apply the supervised
classification algorithms previously described. Tweets from Grexit dataset are used as training
set, and those from Brexit dataset as test set. Table 4.11 reports on the obtained results, while
Table 4.12 reports on the results obtained by the best configuration, i.e. LR + All features,
per each category.
Approach Precision Recall F1
RF+L 0.75 0.68 0.71
LR+L 0.75 0.75 0.75
LR+all features 0.81 0.79 0.80
Table 4.11: Results obtained on the test set for the factual vs opinion argument classification
task (L=lexical features)
Most of the miss-classified tweets contain reported opinions/reported speech and are wrongly
classified by the algorithm as opinion - such behaviour could be expected given that sentiment
features play a major role in these cases, e.g.,
154 CHAPTER 4. MINING ARGUMENTATIVE STRUCTURES FROM TEXTS
Category P R F1 #arguments
per category
fact 0.49 0.50 0.50 138
opinion 0.88 0.87 0.88 575
avg/total 0.81 0.79 0.80 713
Table 4.12: Results obtained by the best model on each category of the test set for the factual
vs opinion argument classification task
Thomas Piketty accuses Germany of forgetting history as it lectures Greece http: // t. co/
B0UqPn0i6T #grexit
Again, the other main reason for miss-classification is sarcasm/irony contained in the tweets,
e.g.,
So for Tsipras, no vote means back to the table, for Varoufakis, meant Grexit?
that was wrongly classified as fact.
Task 3: Source identification Since factual arguments (as defined above) are generally re-
ported by news agencies and individuals, the third task we address - and that can be of a value
in the context of social media - is the recognition of the information source that disseminates
the news reported in a tweet (when explicitly mentioned). For instance, in:
The Guardian: Greek crisis: European leaders scramble for response to referendum no vote.
http: // t. co/ cUNiyLGfg3
the source of information is The Guardian newspaper. Such annotation is useful to rank factual
tweet-arguments depending on the reliability or expertise of their source in news summarization
or fact-checking applications, for example.
Our dataset contains 79 factual argument tweets where the source is explicitly cited for
Grexit (training set), and 40 factual argument tweets where the source is explicitly cited for
Brexit (test set). Given the small size of the available annotated dataset, to address this task
we implemented a simple string matching algorithm that relies on a gazetteer containing a set
of Twitter usernames and hashtags extracted from the training data, and a list of very common
news agencies (e.g., BBC, CNN, CNBC). If no matches are found, the algorithm extracts the
NEs from the tweets through [346]’s system, and applies the following two heuristics: i) if
a NE is of type dbo:Organisation or dbo:Person, it considers such NE as the source; ii)
it searches in the abstract of the DBpedia15 page linked to that NE if the words “news”,
“newspaper” or “magazine” appear (if found, such entity is considered as the source). In the
example above, the following NEs have been detected in the tweet: “The Guardian” (linked to
the DBpedia resource http://dbpedia.org/page/The\_Guardian) and “Greek crisis” (linked
to http://dbpedia.org/page/Greek\_government-debt\_crisis). Applying the mentioned
heuristics, the first NE is considered as the source. Table 4.13 reports on the obtained results.
As baseline, we use a method that considers all the NEs detected in the tweet as sources.
Most of the errors of the algorithm are due to information sources not recognized as NEs
(in particular, when the source is a Twitter user), or NEs that are linked to the wrong DBpedia
15http://www.dbpedia.org
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Approach Precision Recall F1
Baseline 0.26 0.48 0.33
Matching+heurist. 0.69 0.64 0.67
Table 4.13: Results obtained on the test set for the source identification task
page. However, in order to draw more interesting conclusions on the most suitable methods to
address this task, we would need the increase the size of the dataset.
4.3 Argumentation analysis for political speeches
While some of the above mentioned AM approaches have been proposed to detect claims in
political debates, e.g., [278, 338], little attention has been devoted to the prediction of relations
between arguments, which could help historians, social and political scientists in the analysis of
argumentative dynamics (e.g., supports, attacks) between parties and political opponents. For
example, this analysis could support the study of past political speeches and of the repercussions
of such claims over time. It could also be used to establish relations with the current way of
debating in politics. In order to find argumentation patterns in political speeches, typically
covering a wide range of issues from international politics to environmental challenges, the
application of computational methods to assist scholars in their qualitative analysis is advisable.
In this work, we tackle the following research question: To what extent can we apply argument
mining models to support and ease the analysis and modeling of past political speeches? This
research question breaks down into the following subquestions:
• Given a transcription of speeches from different politicians on a certain topic, how can we
automatically predict the relation holding between two arguments, even if they belong to
different speeches?
• How can the output of the above-mentioned automated task be used to support history
and political science scholars in the curation, analysis and editing of such corpora?
This issue is investigated by creating and analysing a new annotated corpus for this task,
based on the transcription of discourses and official declarations issued by Richard Nixon and
John F. Kennedy during the 1960 US Presidential campaign. Moreover, we develop a relation
classification system with specific features able to predict support and attack relations between
arguments [279], distinguishing them from unrelated ones. This argumentation mining pipeline
ends with the visualization of the resulting graph of the debated topic using the OVA+ tool.16
The main contributions of this article are (1) an annotated corpus consisting of 1,462 pairs
of arguments in natural language (around 550,000 tokens) covering 5 topics, (2) a feature-rich
Support Vector Machines (SVM) model for relation prediction, and (3) an end-to-end workflow
to analyse arguments that, starting from one or more monological corpora in raw text, outputs
the argumentation graph of user-defined topics.
4.3.1 Corpus extraction and annotation
Since no data for this task were available, we collect the transcription of speeches and offi-
cial declarations issued by Nixon and Kennedy during 1960 Presidential campaign from The
American Presidency Project.17 The corpus includes 881 documents, released under the NARA
16http://ova.arg-tech.org/
17The American Presidency Project (http://www.presidency.ucsb.edu/1960_election.php)
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public domain license, and more than 1,6 million tokens (around 830,000 tokens for Nixon and
815,000 tokens for Kennedy). We select this document collection because of its relevance from
a historical perspective: the 1960 electoral campaign has been widely studied by historians and
political scientists, being the first campaign broadcast on television. The issues raised during
the campaign shaped the political scenario of the next decades, for example the rising Cold
War tensions between the United States and the Soviet Union or the relationship with Cuba.
Dataset creation. In order to include relevant topics in the dataset, we asked a history
scholar to list a number of issues that were debated during 1960 campaign, around which
argumentation pairs could emerge. With his help, we selected the following ones: Cuba, disar-
mament, healthcare, minimum wage and unemployment (henceforth topics). We then extracted
pairs of candidate arguments as follows. For each topic, we manually define a set of keywords
(e.g., [medical care, health care]) that lexically express the topic. Then, we extract from the
corpus all sentences containing at least one of these keywords, plus the sentence before and
after them to provide some context: each candidate argument consists then of a snippet of
text containing three consecutive sentences and a date, corresponding to the day in which the
original speech was given during the campaign.
In the following step, we combine the extracted snippets into pairs using two different
approaches. Indeed, we want to analyse two different types of argumentations: those between
candidates, and those emerging from the speeches uttered by the same candidate over time. In
the first case, for each topic, we sort all the candidate arguments in chronological order, and
then create pairs by taking one or more snippets by a politician and the one(s) immediately
preceding it by his opponent. These data are thus shaped as a sort of indirect dialogue, in
which Nixon and Kennedy talk about the same topics in chronological order. However, the
arguments of a speaker are not necessarily the direct answer to the arguments of the other one,
making it challenging to label the relation holding between the two.
In the second case, we sort by topic all the candidate arguments in chronological order, as
in the previous approach. However, each candidate argument is paired with what the same
politician said on the same topic in the immediately preceding date. These data provide
information about how the ideas of Nixon and Kennedy evolve during the electoral campaign,
showing, if any, shifts in their opinions. We follow these two approaches also with the goal to
obtain a possibly balanced dataset: we expect to have more attack relations holding between
pairs of arguments from different candidates, while pairs of arguments from the same candidate
should be coherent, mainly supporting each other.
Through this pairing process, we obtain 4,229 pairs for the Cuba topic, 2,508 pairs for
disarmament, 3,945 pairs for health-care, 6,341 pairs for minimum wage, and 2,865 pairs for
unemployment, for a total of 19,888 pairs.
Annotation. From the pool of automatically extracted pairs, we manually annotate a subset
of 1,907 pairs randomly selected over the five topics. Annotators were asked to mark if between
two given arguments there was a relation of attack (see Example 9 on minimum wage), a
relation of support (see Example 10 on disarmament) or if there was no relation (arguments
are neither supporting, nor attacking each other, tackling different issues of the same topic).
Example 9
Nixon: And here you get the basic economic principles. If you raise the minimum wage, in
my opinion - and all the experts confirm this that I have talked to in the Government - above
$1.15, it would mean unemployment; unemployment, because there are many industries that
could not pay more than $1.15 without cutting down their work force. $1.15 can be absorbed,
and then at a later time we could move to $1.25 as the economy moves up.
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Kennedy: The fact of the matter is that Mr. Nixon leads a party which has opposed progress
for 25 years, and he is a representative of it. He leads a party which in 1935 voted 90 percent
against a 25-cent minimum wage. He leads a party which voted 90 percent in 1960 against
$1.25 an hour minimum wage.
Example 10
Nixon: I want to explain that in terms of examples today because it seems to me there has
been a great lack of understanding in recent months, and, for that matter in recent years, as to
why the United States has followed the line that it has diplomatically. People have often spoken
to me and they have said, Why can’t we be more flexible in our dealings on disarmament? Why
can’t we find a bold new program in this area which will make it possible for the Soviet Union
to agree? The answer is that the reason the Soviet Union has not agreed is that they do not
want apparently to disarm unless we give up the right to inspection.
Nixon: People say, Now, why is it we can’t get some imaginative disarmament proposals, or
suspension of nuclear test proposals? Aren’t we being too rigid? And I can only say I have seen
these proposals over the years, and the United States could not have been more tolerant. We have
not only gone an extra mile - we have gone an extra 5 miles - on the tests, on disarmament,
but on everything else, but every time we come to a blocking point, the blocking point is no
inspection, no inspection.
The annotation guidelines included few basic instructions: if the statements cover more
than one topic, annotators were asked to focus only on the text segments dealing with the
chosen topic. Annotation was carried out by strictly relying on the content of the statements,
avoiding personal interpretation. Examples of attack are pairs where the candidates propose
two different approaches to reach the same goal, where they express different considerations on
the current situation with respect to a problem, or where they have a different attitude with
respect to the work done in the past. For example, in order to increase minimum wage, Nixon
proposed to set it to 1.10$ per hour, while Kennedy opposed this initiative, claiming that 1.35$
should be the minimum wage amount. In this example, the opponents have the same goal,
i.e., increase minimum wage, but their statements are annotated as an attack because their
initiatives are different, clearly expressing their disagreement.
After an initial training following the above guidelines, 3 annotators were asked to judge a
common subset of 100 pairs to evaluate inter-annotator agreement. This was found to be 0.63
(Fleiss’ Kappa), which as a rule of thumb is considered a substantial agreement [264]. After
that, each annotator judged a different set of argument pairs, with a total of 1,907 judgements
collected. In order to balance the data, we discarded part of the pairs annotated with no
relation (randomly picked).
Overall, the final annotated corpus18 is composed of 1,462 pairs: 378 pairs annotated with
attack, 353 pairs annotated with support, and 731 pairs where these relations do not hold. An
overview of the annotated corpus is presented in Table 4.14.
Topic Attack Support No Relation
Cuba 38 40 180
Disarmament 76 108 132
Medical care 75 72 142
Minimum wage 125 80 107
Unemployment 64 53 170
Table 4.14: Topic and class distribution in the annotated corpus
18The dataset is available at https://dh.fbk.eu/resources/political-argumentation
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4.3.2 Experiments on relation prediction
To facilitate the construction of argument graphs and support the argumentative analysis of
political speeches, we propose an approach to automatically label pairs of arguments according
to the relation existing between them, namely support and attack.
Given the strategy adopted to create the pairs, the paired arguments may happen to be
also unrelated (50% of the pairs are labeled with no relation). Therefore, we first isolate the
pairs connected through a relation, and then we classify them as support or attack. Each step
is performed by a binary classifier using specific features, which we describe in the following
subsection. In this work, we present the results obtained with the feature set that achieved the
best performance on 10-fold cross validation.
Experimental setting. The first step concerns the binary classification of related and unre-
lated pairs. In this step the pairs annotated with support and attack have been merged under
the related label. We first pre-process all the pairs using the Stanford CoreNLP suite [298] for
tokenization, lemmatization and part-of-speech tagging. Then, for each pair we define three
sets of features, representing the lexical overlap between snippets, the position of the topic
mention in the snippet, as a proxy for its relevance, and the similarity of snippets with other
related / unrelated pairs.
Lexical overlap: the rationale behind this information is that two related arguments are
supposed to be more lexically similar than unrelated ones. Therefore, we compute i) the number
of nouns, verbs and adjectives shared by two snippets in a pair, normalized by their length,
and ii) the normalized number of nouns, verbs and adjectives shared by the argument subtrees
where the topic is mentioned.
Topic position: the rationale behind this information is that, if the same topic is central
in both candidate arguments, then it is likely that these arguments are related. To measure
this, we represent with a set of features how often the topic (expressed by a list of keywords,
see previous section on dataset creation) appears at the beginning, in the central part or at the
end of each candidate argument.
Similarity with other related / unrelated pairs: the intuition behind this set of
features is that related pairs should be more similar to other related pairs than to unrelated
ones. For each topic, its merged related and unrelated pairs are represented as two vectors
using a bag-of-words model. Their semantic similarity with the individual pairs in the dataset
is computed through cosine similarity and used as a feature.
For classification, we adopt a supervised machine learning approach training Support Vector
Machines with radial kernel using LIBSVM [104].
In the second step of the classification pipeline, we take in input the outcome of the first
step and classify all the pairs of related arguments as support or attack. We rely on a set of
surface, sentiment and semantic features inspired by [315] and [314]. We adopt the Lexical
overlap set of features used also for the first step, to which we add the features described
below. In general, we aim at representing more semantic information compared to the previous
step, in which lexical features were already quite informative.
Negation: this set of features includes the normalized number of words under the scope of
a negation in each argument, and the percentage of overlapping lemmas in the negated phrases
of the two arguments.
Keyword embeddings: we use word2vec [320] to extract from each argument a vector
representing the keywords of a topic. These vectors are extracted using the continuous bag-of-
word algorithm, a windows size of 8 and a vector dimensionality of 50.
Argument entailment: these features indicate if the first argument entails the second one,
and vice-versa. To detect the presence of entailment we use the Excitement Open Platform
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[295].
Argument sentiment: a set of features based on the sentiment analysis module of the
Stanford CoreNLP suite [418] are used to represent the sentiment of each argument, calculated
as the average sentiment score of the sentences composing it.
Additional features for lexical overlap, entailment and sentiment are obtained also consid-
ering only the subtrees containing a topic keyword instead of the full arguments. The feature
vectors are then used to train a SVM with radial kernel with LIBSVM, like in the first classi-
fication step.
Evaluation. We test the performance of the classification pipeline using the 1,462 manually
annotated pairs with 10-fold cross-validation. The first classification step separates the argu-
ment pairs linked by either an attack or a support relation from the argument pairs with no
relation (that will be subsequently discarded). The purpose of this first step is to pass the
related pairs to the second step. Thus, we aim at the highest precision, in order to minimise
the number of errors propagated to the second step. Table 4.15 shows the results of the clas-
sification for the first step. We choose a configuration that, despite a low recall (0.23), scores
a precision of 0.88 on the attack/support pairs, providing for the second step a total of 194
argument pairs.
Unrelated Attack/Support Average
Precision 0.56 0.88 0.72
Recall 0.97 0.23 0.60
F1 0.71 0.36 0.65
Table 4.15: Step 1: classification of related / unrelated pairs
The second step classifies the related pairs assigning an attack or a support label. We provide
two evaluations: we report the classifier performance only on the gold attack and support pairs
(Table 4.16), and on the pairs classified as related in the first step (Table 4.17). In this way,
we evaluate the classifier also in a real setting, to assess the performance of the end-to-end
pipeline.
Attack Support Average
Precision 0.89 0.75 0.82
Recall 0.79 0.86 0.83
F1 0.84 0.80 0.82
Table 4.16: Step 2: classification of Attack and Support using only gold data.
Attack Support Average
Precision 0.76 0.67 0.72
Recall 0.79 0.86 0.83
F1 0.77 0.75 0.77
Table 4.17: Step 2: classification of Attack and Support using the output of Step 1.
As expected, accuracy using only gold data is 0.82 (against a random baseline of 0.70),
while it drops to 0.72 (against a random baseline of 0.51) in the real-world setting.
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We also test a 3-class classifier, with the same set of features used in the two classification
steps, obtaining a precision of 0.57. This shows that support/attack and no relation are better
represented by using different sets of features, therefore we opt for two binary classifiers in
cascade.
Notice that a comparison of our results with existing approaches to predict argument rela-
tions, namely the approach of [425] on persuasive essays, cannot be fairly addressed due to huge
differences in the complexity of the used corpus. With their better configuration, [425] obtain
an F1 of 0.75 on persuasive essays (that are a very specific kind of texts, human upperbound:
macro F1 score of 0.854), and of 0.72 on microtexts [371]. The difference in the task complexity
is highlighted also in the inter-annotator agreement. Differently from persuasive essays, where
students are requested to put forward arguments in favour and against their viewpoint, in po-
litical speeches, candidates often respond to opponents in subtle or implicit ways, avoiding a
clear identification of opposing viewpoints.
Error analysis. If we analyse the classifier output at topic level, we observe that overall
the performance is consistent across all topics, with the exception of minimum wage. In this
latter case, the classifier performs much better, with an accuracy of 0.94 in the second step.
This is probably due to the fact that Kennedy’s and Nixon’s statements about minimum wage
are very different and the discussion revolves around very concrete items (e.g., the amounts of
the minimum wage, the categories that should benefit from it). In other cases, for example
disarmament or Cuba, the speakers’ wording is very similar and tends to deal with abstract
concepts such as freedom, war, peace.
Furthermore, we observe that the classifier yields a better performance with argument pairs
by the same person rather than those uttered by different speakers: in the first case, accuracy
is 0.86, while in the second one it is 0.79 (Step 2).
Looking at misclassified pairs, we notice very challenging cases, where the presence of lin-
guistic devices like rhetorical questions and repeated negations cannot be correctly captured
by our features. Example 11 reports on a pair wrongly classified as Support belonging to the
health care topic:
Example 11
Nixon: Now, some people might say, Mr. Nixon, won’t it be easier just to have the Federal
Government take this thing over rather than to have a Federal-State program? Won’t it be
easier not to bother with private health insurance programs? Yes; it would be a lot simpler, but,
my friends, you would destroy the standard of medical care.
Kennedy: I don’t believe that the American people are going to give their endorsement to the
leadership which believes that medical care for our older citizens, financed under social security,
is extreme, and I quote Mr. Nixon accurately.
4.3.3 Visualization and analysis of the argumentation graphs
In this section, we describe how the results of our relation prediction system are then used to
construct the argumentation graphs about the debated topics.
Several tools have been proposed to visualize (and then reason upon) argumentation frame-
works in the computational argumentation field, e.g., Carneades19, GRAFIX20, and ConArg221.
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are not tailored to long, natural language snippets (the usual names of arguments in compu-
tational argumentation are of the form arg1), and second, they do not consider the possibility
to identify specific argumentation schemes over the provided text. For all these reasons, we
decided to rely upon a well-know tool called OVA+ [240], an on-line interface for the manual
analysis of natural language arguments. OVA+ grounds its visualization on the Argument In-
terchange Format (AIF) [108], allowing for the representation of arguments and the possibility
to exchange, share and reuse the resulting argument maps. OVA+ handles texts of any type
and any length.
The last step of our argument mining pipeline takes in input the labeled pairs returned by
the relation prediction module and translates this output to comply with the AIF format. This
translation is performed through a script converting the CSV input file into json file to be load
on OVA+ through its online interface.22 In this mapping, each argument is extracted in order
to create an information node (I-node) [108], and then, it is possible to create the associated
locution node (L-node) and to specify the name of the speaker. The locution appears, preceded
by the name of the participant assigned to it, and edges link the L-node to the I-node via an
“Asserting” YA-node, i.e., the illocutionary forces of locutions, as in the Inference Anchoring
Theory (IAT) model [75]. Supports or attacks between arguments are represented as follows,
always relying upon the standard AIF model. A RA-node (relation of inference) should connect
two I-nodes. To elicit an attack between two arguments, RA-nodes are changed into CA-
nodes, namely schemes of conflict. Nodes representing the support and the attack relations
are the “Default Inference” and the “Default Conflict” nodes, respectively. Figure 4.6 shows
(a portion of) the argumentation graph resulting from the relation prediction step about the
topic minimum wage, where three I-nodes (i.e., arguments) are involved in one support and
one attack relation. The Asserting nodes connect each argument with its own source (e.g., K
for Kennedy and N for Nixon).
OVA+ allows users to load an analysis, and to visualize it. Given the loaded argumentation
graph, the user is supported in analyzing the graph by identifying argumentation schemes [465],
and adding further illocutionary forces and relations between the arguments. This final step
substantially eases the analysis process by historians and social scientists. Moreover, at the
end of the analysis, OVA+ permits to save the final argumentation graph on the user’s machine
(image or json file).
This graph-based visualization is employed to support political scientists and historians in
analysing and modeling political speeches. This proves the usefulness of applying the argumen-
tation mining pipeline over such kind of data: it allows users to automatically identify, among
the huge amount of assertions put forward by the candidates in their speeches, the main points
on which the candidates disagree (mainly corresponding to the solutions they propose to carry
out or their own viewpoints on the previous administrations’ effectiveness) or agree (mainly,
general-purpose assertions about the country’s values to promote).
In the following, we analyze the argumentative structure and content of two of the graphs
resulting from the discussed topics (i.e., minimun wage and health care), highlighting main
conflicting arguments among candidates, and other argumentative patterns. Note that this
analysis is carried out on the proposed dataset, that contains a subset of all the speeches of the
candidates, but gives a clear idea of the kind of analysis that could be performed by scholars
on the entirety of the speeches. In general (and this is valid for all the analyzed graphs), we
notice that the candidates almost always disagree either on the premises (e.g., who caused the
problem to be faced) or on the proposed solutions (the minor claims).
22The script and the argumentation graphs about the five topics in our corpus (both gold standard and
system’s output) are available at https://dh.fbk.eu/resources/political-argumentation
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Figure 4.6: The argumentation graph about the topic minimum wage visualized through the
OVA+ tool.
Minimum wage. A widely discussed topic by both candidates was minimum wage, i.e., the
bill to set the lowest remuneration that employers may legally pay to workers. It is worth
noticing that the argumentation graph for the minimum wage corpus is rather complicated,
and it highlights some main controversial issues. The candidates do not agree about the causes
of the low minimum wage in 1960 in the US. More precisely, Kennedy attacks the fact that
the administration supported an increase in the minimum wage by attacking Nixon’s argument
“The misstatement: In the second debate Senator Kennedy said: The Republicans in recent
years, not only in the last 25 years, but in the last 8 years, have opposed minimum wage. The
facts: [. . . ] The administration supported an increase in the minimum wage in 1955, and in
1957 urged legislation to extend minimum wage coverage to some 3 million additional workers,
an extension which the Democratic-led Congress failed to approve. In 1960, this administration
sought to extend minimum wage coverage to 3.1 million additional workers and indicated support
of an increase in the minimum wage to $1.15 per hour.”. This argument is attacked from
different perspectives, leading to a disagreement on the actions the administration carried out
in the past years to deal with the minimum wage problem. For instance, as shown in Figure
4.6, Kennedy states that “In the midthirties, 90 percent of the Republican Party voted against
a 25-cent minimum wage. This summer, as your Congressman can tell you, in the House of
Representatives, 90 percent of the Republicans voted against a minimum wage of $1.25 an hour,
$50 a week for a 40-hour week, for a business that makes more than a million dollars a year, and
Mr. Nixon called it extreme. He is frozen in the ice of his own indifference”. While we may say
that this source of disagreement is about the causes of the minimum wage issue, another main
source of disagreement is represented by the solutions proposed by the two candidates, which
mainly differ regarding the amount of increase of the minimum wage and the coverage of the
two respective bills. All these issues become evident with ease in the resulting argumentation
graph about the minimum wage topic.
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Medical care. The problem of medical care for the elderly was a main problem in 1960, and
this topic was widely discussed in the campaign. The resulting argumentation graph highlights
some relevant argumentative patterns that are worth analyzing. In general, in the argumenta-
tion graphs we are analyzing, the support relation holds between arguments proposed by the
same candidate, ensuring in this way a certain degree of coherence in their own argumentation.
Interestingly, in the argumentation graph on the topic medical care, we can observe that a
support relation holds between an argument from Kennedy and one from Nixon, i.e., “Those
forced to rely on surplus food packages should receive a more balanced, nourishing diet. And to
meet the pressing problem confronting men past working age, and their families, we must put
through an effective program of medical care for the aged under the social security system. The
present medical care program will not send one penny to needy persons without further action
by the Congress and the State legislatures.” supports “N: We stand for programs which will
provide for increased and better medical care for our citizens, and particularly for those who
need it, who are in the older age brackets - and I will discuss that more a little later. We stand
for progress in all of these fields, and certainly, as I stand here before you, I am proud to be
a part of that platform and of that program”. These instances of support among candidates
mostly concern general issues, i.e., a program of medical care for the elderly is needed.
In summary, our system allows the detection of such argumentation patterns (i.e., topics on
which both candidates agree or disagree, topics on which they provide contradictory assertions)
and the analysis of how they connect with the other statements asserted in the speeches.
4.4 Mining arguments in 50 years of US presidential
campaign debates
Political debates are public interviews where the candidates of elections are requested to con-
front each other on topics such as unemployment, taxes, and foreign policy. During presidential
elections in the US, it is customary for the main candidates of the two largest parties, i.e., the
Democratic and the Republican Parties, to engage in a debate around the most controversial
issues of the time. Such debates are considered as a de facto election process, and in some cases
they have nearly decided the outcomes of the elections [120].
Given the importance of these debates and their innate argumentative features, as discussed
in the previous section they represent a natural playground for Argument Mining methods. The
ability of identifying argumentative components and predicting their relations in such a kind
of texts opens the door to cutting-edge tasks like fallacy detection, fact-checking, and counter-
argumentation generation.
To be best of our knowledge, none of the few approaches tackling the issue of mining
argumentative structures from political debates [278, 312, 155, 459] take on the identification
of argument components (i.e., premises and claims) on a large corpus of political debates.
This work fills this gap by (1) performing a large-scale annotation study over 50 years of US
presidential campaigns from 1960 (Nixon vs. Kennedy) to 2016 (Trump vs. Clinton), resulting
in 29k annotated argument components, and (2) experimenting with feature-rich SVM learners
and neural architectures outperforming standard baselines in Argument Mining. Finally, to
ensure full reproducibility of our experiments, we provide all data and source codes under free
licenses.
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Year Candidates T S W
1960 Kennedy-Nixon 255 2082 48326
1976 Carter-Ford 270 1874 46444
1980 Anderson-Reagan 200 1141 28765
1984 Mondale-Reagan 365 2376 50126
1988 Bush-Dukakis 484 2599 52780
1992 Bush-Clinton-Perot 929 4057 73688
1996 Clinton-Dole 280 2299 32088
2000 Bush-Gore 564 3225 71852
2000 Cheney-Lieberman 106 835 16395
2004 Bush-Kerry 419 3487 55486
2004 Cheney-Edwards 169 1069 20486
2008 McCain-Obama 505 2829 56379
2012 Obama-Romney 676 2352 62097
2012 Biden-Ryan 425 1252 20785
2016 Clinton-Trump 954 2536 40530
TOT. 6601 34013 676227
Table 4.18: Statistics on the debate transcripts: number of speech turns (T), sentences (S) and
words (W).
4.4.1 USElecDeb60To16 dataset creation
The USElecDeb60To16 v.01 dataset was collected from the website of the Commission on
Presidential Debates23, which provided transcripts of the debates broadcasted on TV and held
among the leading candidates for the presidential and vice presidential nominations in the
US. USElecDeb60To16 includes the debates starting from Kennedy and Nixon in 1960 until
those between Clinton and Trump in 2016. Table 4.18 provides some statistics on the dataset in
terms of number of turns in the conversations, of sentences and of words in the transcripts. The
unique properties of this dataset are its size (see Table 4.18), its peculiar nature of containing
reciprocal discussions (mainly between Democrats and Republicans), and its time line structure.
The motivation for creating a new corpus is twofold: i) to the best of our knowledge, no other
big corpus on political debates annotated at a argument component level for Argument Mining
exists, and ii) we ensure the reproducibility of the annotation, writing guidelines, inspired
from [396, 278], with precise rules for identifying and segmenting argument components (i.e.,
claims and premises) in political debates.24
In the following, we detail the annotation of the argument components through examples
from the USElecDeb60To16 dataset.
Claims. Being them the ultimate goal of an argument, in the context of political debates,
claims can be a policy advocated by a party or a candidate to be undertaken which needs to
be justified in order to be accepted by the audience. In Example 1,25 Bush is defending the
decisions taken by his administration by claiming that his policy has been effective. Claims
might also provide judgments about the other candidate or parties (Example 2).
1. Bush-Kerry, September 30, 2004:
BUSH: My administration started what’s called the Proliferation Security Initiative. Over 60
23http://www.debates.org
24The USElecDeb60To16 v.01 dataset and the annotation guidelines are available here: https://github.
com/ElecDeb60To16/Dataset.
25In the examples, claims are marked in bold, premises in Italics and the component boundaries by [square
brackets].
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nations involved with disrupting the trans-shipment of information and/or weapons of mass
destruction materials. And [we’ve been effective]. [We busted the A.Q. Khan network. This
was a proliferator out of Pakistan that was selling secrets to places like North Korea and Libya].
[We convinced Libya to disarm].
2. Kennedy-Nixon, September 26, 1960:
NIXON: [I believe the programs that Senator Kennedy advocates will have a ten-
dency to stifle those creative energies], [I believe in other words, that his program
would lead to the stagnation of the motive power that we need in this country to
get progress].
3. Kennedy-Nixon, October 13, 1960:
NIXON: Senator Kennedy’s position and mine completely different on this. [I favor the
present depletion allowance]. [I favor it not because I want to make a lot of oil men rich],
but because [I want to make America rich]. Why do we have a depletion allowance? Because
[this is the stimulation, the incentive for companies to go out and explore for oil, to develop it ].
Taking a stance towards a controversial subject, or an opinion towards a specific issue is also
considered as a claim (e.g., “I’ve opposed the death penalty during all of my life”). The presence
of discourse indicators (e.g., “in my opinion”, “I believe”) is generally a useful hint in finding
claims that state opinions and judgments.
Premises. Premises are assertions made by the debaters for supporting their claims (i.e.,
reasons or justifications). A type of premise commonly used by candidates is referring to past
experience: more experienced candidates exploit this technique to assert that their claims are
more relevant than their opponents because of their past experience (Example 4).
4. Carter-Ford, September 23, 1976:
CARTER: [Well among my other experiences in the past, I’ve - I’ve been a nuclear engineer,
and did graduate work in this field ]. [I think I know the - the uh capabilities and
limitations of atomic power].
Statistics are very commonly used as evidence to justify the claims (Example 6). Moreover,
premises may be asserted in the form of examples (in such cases, they may contain discourse
indicators to introduce examples and justifications, such as “because”).
5. Nixon-Kennedy, September 26, 1960:
NIXON: We often hear gross national product discussed and in that respect may I say that
[when we compare the growth in this administration with that of the previous administration that
then there was a total growth of eleven percent over seven years]; [in this administration there
has been a total growth of nineteen percent over seven years]. [That shows that there’s been
more growth in this Administration than in its predecessor].
6. Clinton-Dole, October 6, 1996:
CLINTON: [We have ten and a half million more jobs, a faster job growth rate than under any
Republican administration since the 1920s]. [Wages are going up for the first time in a decade].
[We have record numbers of new small businesses]. [We have the biggest drop in the number of
people in poverty in 27 years]. [All groups of people are growing ]. [We had the biggest drop in
income inequality in 27 years in 1995 ]. [The average family’s income has gone up over $1600
just since our economic plan passed ]. So [I think it’s clear that we’re better off than we
were four years ago].
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Three expert annotators defined the annotation guidelines, then three other annotators car-
ried out the annotation task relying on such guidelines. Each transcript has been independently
annotated by at least two annotators26. 86% of the sentences, which were annotated at least
with one component, were tagged with only one argument component, while the remaining 14%
with more than one component (7% with both claims and premises).27 Only 0.6% of the dataset
contains cross-sentence annotations (i.e., annotations which are not bound in one sentence). 19
debates have been independently annotated by three annotators to measure the IAA. The ob-
served agreement percentage and IAA at sentence-level (following [424]) are respectively 0.83%
and κ = 0.57 (moderate agreement) for argumentative-non argumentative sentences, and 63%
and κ = 0.4 (fair agreement) for the argument components. Such annotation tasks are very
difficult with political debates. In many examples, the choice between a premise and a claim is
hard to define. In Example 7, the sentence “the way Senator [...]” is used as a premise for the
previous claim, but if observed out of this context, it can be identified as a claim. This justifies
the IAA on the argument component annotation.
7. McCain-Obama, October 15, 2008:
OBAMA: [I disagree with Senator McCain in how to do it], because [the way Senator
McCain has designed his plan, it could be a giveaway to banks if we’re buying full price for
mortgages that now are worth a lot less]?.
To release a consistent dataset, in the reconciliation phase we computed the IAA of the
annotators with two other expert annotators with background in computational linguistics on
a sample of 6 debates. In case of disagreement among the first three annotators, the annotation
provided by the annotator which showed to be consistently in line with the expert annotators
(i.e., with a higher IAA) was included in the released dataset.
After the reconciliation phase, the USElecDeb60To16 dataset contains the annotation of 29521
argument components (i.e., 16087 claims and 13434 premises). Notice that the number of
claims is higher than the number of premises, because in political speeches the candidates
make arguments mostly without providing premises for their claims. Moreover, the candidates
use longer sentences (more words) to express their premises than their claims.
For our experiments, we split the dataset into train (13894 components), validation (6577
components) and test (9050 components) sets, keeping the same component distribution as in
the original dataset.
4.4.2 Experimental setting
We address the argument component detection task as two subsequent classification steps, i.e.,
the argumentative sentences detection (Task 1), and the argumentative components identifica-
tion (Task 2). We address both of these classification tasks at the sentence level (e.g., we label
a sentence according to the longest component annotated in the sentence).
Methods. For Task 1, we trained both a linear-kernel SVM with stochastic gradient descent
learning method using bag of words features only, and a SVM classifier with rbf kernel (python
scikit-learn v0.20.1, penalty parameter=10) using the features listed below to distinguish ar-
gumentative sentences (i.e., sentences which contain at least one argument component) from
the non-argumentative ones. For comparison, we also tested a Neural Network structured with
two bidirectional LSTM layers [224] using word embeddings from FastText [245, 321] as the
weights for the embedding layer. The output layer determines the class Argumentative/Non-
Argumentative for the input sentence. A feed-forward Neural Network was also trained using
26We used the Brat annotation tool [428].
27A component cannot be both a claim and a premise (see Guidelines).
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the same sentence-based features used with the SVM classifier. This network consists of two
hidden layers with 64 and 32 neurons for the 1st and 2nd hidden layer, respectively.
As for the component classification step, we applied the same classifiers as for Task 1 (SVM
and LSTM). For both tasks, we implemented the majority baseline for argument component
classification used in [425].
We considered the following features: tf-idf of each word, NGram (bigrams and trigrams),
POS of adverbs, adjectives (used by debaters to stress the correctness of their premises), dif-
ferent tenses of verbs and modal verbs (they often affect the certainty of the assertions, hence
would be a hint of facts/non-facts in discerning between argument components), syntactic
features (constituency parse trees, dept of the parsing tree), discourse connectives (and their
position), NER (debaters often mention party members, former presidents, organizations and
dates or numbers like statistics as examples to strengthen the premises for the claims), semantic
features (sentiment polarity of the argument component and of its covering sentence [312]).
Evaluation Tables 4.19 and 4.20 present the results obtained on detecting argumentative
sentences (Task 1) and classifying argumentative components (Task 2), respectively. Results
obtained with linear-kernel SVM significantly outperformed the majority baseline in both tasks.
Enriching the feature-set increased the classification performances by 9% on Task 1 using the
rbf-kernel SVM, while only by 2.2% on Task 2. Running ablation tests for features analysis, we
noticed that the lexical features (tf-idf and NGram features) strongly contribute to performance
increase in both tasks. NER features – selected on the assumption that they would have
improved the detection of premises as candidate tend to use NERs to provide examples –
showed to be more effective in Task 1 only. Sentiment and discourse indicator features did
not show to be effective in either classification tasks. Results obtained by LSTM with word-
embedding as features in both tasks are comparable to that of the SVM using all the features,
showing the efficiency of neural classifiers on AM tasks using less dimensionality for the input
data.
Given the complexity of the task, we computed the human upper bound as the average
F-score of the annotation agreement between annotators and the gold-standard. It resulted
in 0.87 and 0.75 on argumentative vs. non-argumentative, and 0.74 and 0.65 on claims and
premises, respectively.
Argumentative sentences are rarely misclassified, which results in high recall on argumen-
tative sentence identification. Some patterns can be identified from the misclassified non-
argumentative sentences. One of these patterns appears in very short non-argumentative sen-
tences which contain an argument indicator such as “so”, for instance the sentence: “So what
should we do?” is classified as argumentative although in the context it is considered a non-
argumentative sentence. Since indicators for claims are more numerous in these debates, this
misclassification mostly occurs when a claim-indicator is uttered by the candidate in a non-
argumentative manner.
In other cases, candidates make final remarks phrasing their speech with a structure similar
to argumentative sentences, for example: “I think when you make that decision, it might be
well if you would ask yourself, are you better off than you were four years ago?”.
Misclassification between claims and premises, instead, is primarily due to the fact that the
component classification is highly dependent on the structure of the argument.
4.5 Argument Mining for Healthcare applications
In the healthcare domain, there is an increasing interest in the development of intelligent sys-
tems able to support and ease clinicians’ everyday activities. These systems apply to clinical
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Classifier Class Precision Recall F-Score
Majority
baseline
Arg 0.681 1.000 0.810
None 0.000 0.000 0.000




Arg 0.758 0.980 0.855
None 0.886 0.335 0.486




Arg 0.855 0.986 0.916
None 0.834 0.293 0.433
Average 0.851 0.853 0.823
LSTM network
word-embeddings features
Arg 0.882 0.946 0.913
None 0.668 0.463 0.547
Average 0.841 0.854 0.843
Feed Forward Network
All features
Arg 0.885 0.859 0.872
None 0.471 0.528 0.498
Average 0.805 0.796 0.800
Table 4.19: Classification results on Task 1.
Classifier Class Precision Recall F-Score
Majority
baseline
Claim 0.51 1.00 0.68
Premise 0.00 0.00 0.00




Claim 0.625 0.757 0.685
Premise 0.682 0.534 0.599




Claim 0.631 0.830 0.717
Premise 0.728 0.484 0.581
Average 0.678 0.662 0.651
LSTM network
word-embeddings
Claim 0.848 0.810 0.829
Premise 0.683 0.739 0.710
Average 0.673 0.673 0.673
Feed Forward Network
All features
Claim 0.639 0.697 0.667
Premise 0.644 0.581 0.611
Average 0641 0.641 0.640
Table 4.20: Classification results on Task 2.
trials, clinical guidelines, and electronic health records, and their solutions range from the au-
tomated detection of PICO28 elements [244] in health records to evidence-based reasoning for
decision making [237, 129, 288, 387]. These applications highlight the need of clinicians to
be supplied with frameworks able to extract, from the huge quantity of data available for the
different diseases and treatments, the exact information they necessitate and to present this
information in a structured way, easy to be (possibly semi-automatically) analyzed. Argu-
ment(ation) Mining (AM) [371, 279, 92] deals with finding argumentative structures in text.
Standard tasks in AM consist in the detection of argument components (i.e., evidence and
claims), and the prediction of the relations (i.e., attack and support) holding among them.
Given its aptness to automatically detect in text those argumentative structures that are at
the basis of evidence-based reasoning applications, AM represents a potential valuable contri-
28Patient Problem or Population, Intervention, Comparison or Control, and Outcome.
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bution in the healthcare domain.
However, despite its natural employment in healthcare applications, only few approaches
have applied AM methods to this kind of text [200, 302, 303], and their contribution is limited
to the detection of argument components, disregarding the more complex phase of predicting
the relations among them. In addition, no huge annotated dataset for AM is available for
the healthcare domain. In this work, we cover this gap, and we answer the following research
question: how to define a complete AM pipeline for clinical trials? To answer this question, we
propose a deep bidirectional transformer approach combined with different neural networks to
address the AM tasks of component detection and relation prediction in Randomized Controlled
Trials, and we evaluate this approach on a new huge corpus of 659 abstracts from the MEDLINE
database.
More precisely, the contributions of this work are as follows:
1. We build a new dataset from the MEDLINE database, consisting of 4198 argument com-
ponents and 2601 argument relations on five different diseases (neoplasm, glaucoma, hep-
atitis, diabetes, hypertension)29;
2. We present a complete AM pipeline for clinical trials relying on deep bidirectional trans-
formers combined with different neural networks, i.e., Long Short-Term Memory (LSTM)
networks, Gated Recurrent Unit (GRU) networks, and Conditional Random Fields (CRFs)30;
3. Our extensive evaluation of various AM architectures (e.g., for persuasive essays) reveals
that current approaches are unable to adequately address the challenges raised by medical
text and we show that transformer-based approaches outperform these AM pipelines as
well as standard baselines.
In the following, we then describe the corpus we built, the methods we employed and the
experimental setting. Finally, we report the obtained results and we address an error analysis.
4.5.1 Corpus creation
To address AM on clinical data, we rely on and extend our previous dataset [302], the only
available corpus of Randomized Controlled Trial abstracts annotated with the different argu-
ment components (evidence, claims and major claims). Such corpus contains the same abstracts
used in the corpus of RCT abstracts of [443], that were retrieved directly from PubMed31 by
searching for the disease name and specifying that it has to be a RCT. The first version of the
corpus with coarse labels contained 919 argument components (615 evidence and 304 claims)
from 159 abstracts comprising 4 different diseases (i.e., glaucoma, hypertension, hepatitis b,
diabetes).
To obtain more training data, we have extracted from PubMed 500 additional abstracts fol-
lowing Strategy 1 in [443]. We selected neoplasm32 as a topic, assuming that the abstracts would
cover experiments over dysfunctions related to different parts of the human body (providing
therefore a good generalization as for training instances).
Annotation was started after a training phase, where amongst others the component bound-
aries were topic of discussion. Gold labels were set after a reconciliation phase, during which
29The newly created dataset, called AbstRCT, and the annotation guidelines are available here: https:
//gitlab.com/tomaye/abstrct/
30The source code is available here: https://gitlab.com/tomaye/ecai2020-transformer_based_am
31PubMed (https://www.ncbi.nlm.nih.gov/pubmed/) is a free search engine accessing primarily the MED-
LINE database on life sciences and biomedical topics.
32While neoplasms can either be benign or malignant, the vast majority of articles is about malignant neoplasm
(cancer). We stick with neoplasm as a term, since this was the MeSH term used for the PubMed query.
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Dataset #Evi #Claim #MajCl #Sup #Att
Neoplasm 2193 993 93 1763 298
Glaucoma 404 183 7 334 33
Hepatitis 80 27 5 65 1
Diabetes 72 36 11 44 8
Hypertension 59 26 9 53 2
Total 2808 1265 125 2259 342
Table 4.21: Statistics of the extended dataset. Showing the numbers of evidence, claims, major
claims, supporting and attacking relations for each disease-based subset, respectively.
the annotators tried to reach an agreement. While the number of annotators vary for the two
annotation phases (component and relation annotation), the inter-annotator agreement (IAA)
was always calculated with three annotators based on a shared subset of the data. The third
annotator was participating in each training and reconciliation phase as well.
In the following, we describe the data annotation process for the argument components in
the neoplasm dataset, and for the argumentative relations in the whole dataset. Table 4.21
reports on the statistics of the final dataset.
Annotation of argument components. Following the guidelines for the annotation of
argument components in RCT abstracts provided in [302], two annotators with background in
computational linguistics33 carried out the annotation of the 500 abstracts on neoplasm. IAA
among the annotators has been calculated on 30 abstracts, resulting in a Fleiss’ kappa of 0.72
for argumentative components and 0.68 for the more fine-grained distinction between claims
and evidence (meaning substantial agreement for both tasks). Example 1 shows a sample
annotated abstract, where claims are written in bold, major claims are highlighted with a
dashed underline, and evidence are written in italics.
Claims. In the context of RCT abstracts, a claim is a concluding statement made by the
author about the outcome of the study. It generally describes the relation of a new treatment
(intervention arm) with respect to existing treatments (control arm) and is derived from the
described results. Major claims are more a general/concluding claim, which is supported by
more specific claims. The concluding statements do not have to occur at the end of the abstract,
and may also occur at the beginning of the text as an introductory claim, as in Example 1.
Given the negligible occurrences of major claims in our dataset, we merge them with the claims
for the classification task.
Evidence. An evidence in RCT abstracts is an observation or measurement in the study,
which supports or attacks another argument component, usually a claim. Those observations
comprise side effects and the measured outcome of the intervention and control arm. They are
observed facts, and therefore credible without further justifications, as this is the ground truth
the argumentation is based on.
Example 1 Extracellular adenosine 5’-triphosphate (ATP) is involved in the regulation of a va-
riety of biologic processes, including neurotransmission, muscle contraction, and liver glucose
metabolism, via purinergic receptors. [In nonrandomized studies involving patients with different
tumor types including non-small-cell lung cancer (NSCLC), ATP infusion appeared to inhibit
33In [201], researchers with different backgrounds (biology, computer science, argumentation pedagogy, and
BioNLP) have annotated medical data for an AM task, showing to perform equally well despite their back-
grounds.
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loss of weight and deterioration of quality of life (QOL) and performance status]. We conducted
a randomized clinical trial to evaluate the effects of ATP in patients with advanced NSCLC
(stage IIIB or IV). [...] Fifty-eight patients were randomly assigned to receive either 10 intra-
venous 30-hour ATP infusions, with the infusions given at 2- to 4-week intervals, or no ATP.
Outcome parameters were assessed every 4 weeks until 28 weeks. Between-group differences
were tested for statistical significance by use of repeated-measures analysis, and reported P
values are two-sided. Twenty-eight patients were allocated to receive ATP treatment and 30
received no ATP. [Mean weight changes per 4-week period were -1.0 kg (95% confidence inter-
val [CI]= 1.5 to -0.5) in the control group and 0.2 kg (95% CI =-0.2 to +0.6) in the ATP
group (P=.002)]1. [Serum albumin concentration declined by -1.2 g/L (95% CI=-2.0 to -0.4)
per 4 weeks in the control group but remained stable (0.0g/L; 95% CI=-0.3 to +0.3) in the ATP
group (P =.006)]2. [Elbow flexor muscle strength declined by -5.5% (95% CI=-9.6% to -1.4%)
per 4 weeks in the control group but remained stable (0.0%; 95% CI=-1.4% to +1.4%) in the
ATP group (P=.01)]3. [A similar pattern was observed for knee extensor muscles (P =.02)]4.
[The effects of ATP on body weight, muscle strength, and albumin concentration were especially
marked in cachectic patients (P=.0002, P=.0001, and P=. 0001, respectively, for ATP versus
no ATP)]5. [...] This randomized trial demonstrates that [ATP has beneficial effects on
weight, muscle strength, and QOL in patients with advanced NSCLC]1.
Annotation of argumentative relations. As a next step towards modeling the argumenta-
tive structures in the data, it is crucial to annotate the relations, i.e., directed links connecting
the components. Those relations are connecting argument components to form the graph like
structure of an argument. The relation is a directed link from an outgoing node (i.e., the source)
to a target node. The nature of the relation can be supporting or attacking, meaning that the
source component is justifying or undermining the target component. Links can occur only
between certain components: evidence can be connected to either a claim or another evidence,
whereas claims can only point to other claims (including major claims). The polarity of the
relation (supporting or attacking) does not limit the possibility to what type of component
a component can be connected. Theoretically, all types of relations are possible between the
allowed combination pairs. Practically, some relations occur rather seldom compared to the
frequency of others. The number of outgoing links from a component may exceed one. Further-
more, in rare cases, components cannot be connected at all. This can happen for major claims
in the beginning of an abstract, whose function is to point out a related problem, unconnected
to the outcome of the study itself.
Attack. A component is attacking another one, if it is i) contradicting the proposition of the
target component, or ii) undercutting its implicit assumption of significance, i.e., stating that
the observed effects are not statistically significant. The latter case is shown in Example 2.
Here, evidence 1 is attacked by evidence 2, challenging the generality of the prior observation.
Example 2 [True acupuncture was associated with 0.8 fewer hot flashes per day than sham at 6
weeks,]1 [but the difference did not reach statistical significance (95% CI, -0.7 to 2.4; P = .3).]2
The partial-attack is used when the source component is not in full contradiction, but weakening
the target component by constraining its proposition. Those can be implicit statements about
the significance of the study outcome, which usually occur between two claims (see Example
3). Attacks and partial-attacks are identified with a unique class for the relation classification
task.
Example 3 [SLN biopsy is an effective and well-tolerated procedure.]1 [However, its safety
should be confirmed by the results of larger randomized trials and meta-analyses.]2
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Figure 4.7: Illustration of the full argument mining pipeline on clinical trials.
Support. All statements or observations justifying the proposition of the target component
are considered as supporting the target (even if they justify only parts of the target component).
In Example 1, all the evidence support claim 1.
We carried out the annotation of argumentative relations over the whole dataset of RCT ab-
stracts, including both the first version of the dataset [302] and the newly collected abstracts on
neoplasm. An expert in the medical domain (a pharmacist) validated the annotation guidelines
before starting the annotation process. IAA has been calculated on 30 abstracts annotated in
parallel by three annotators (the same two annotators that carried out the argument component
annotation, plus one additional annotator), resulting in a Fleiss’ kappa of 0.62. The annotation
of the remaining abstracts was carried out by one of the above mentioned annotators.
4.5.2 The AM pipeline for clinical trials
In this section, we first describe the argument component detection and relation classification
tasks, and then we report about the experimental setting to solve these tasks.
Argument Component Detection The first step of the AM pipeline (visualized in Fig-
ure 4.7) is the detection of argumentative components and their boundaries. As described
above, most of the AM approaches classify the type of component assuming the boundaries of
argument components as given. To merge the component classification and boundary detection
into one problem, we cast the component detection as sequence tagging task. Following the
BIO-tagging scheme, each token should be labeled as either being at the Beginning, Inside
or Outside of a component. As we have two component types in AM, this translates into a
sequence tagging problem with five labels, i.e., B-Claim, I-Claim, B-Evidence, I-Evidence and
Outside. To model the temporal dynamics of sequence tagging problems, usually Recurrent
Neural Networks (RNN) are used. In our experiments, we evaluate different combinations of
RNNs with various types of pre-trained word representations. Each embedding method is com-
bined with uni- or bidirectional LSTMs or GRUs with and without a CRF as a last layer.
Furthermore, we are the first to do token level classification on AM by fine-tuning different
transformer models.
Embeddings. There are two ways to create an input word representation for sequence mod-
elling. One way is to look up the representation from pre-trained embeddings. This static
method has the advantage that one does not need to train its own embeddings. However,
the vocabulary is limited, and the context of the word is not considered. State-of-the-art em-
beddings are generated dynamically from the context of the target word based on pre-trained
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language models (LM) [4, 144, 375]. In our experiments, we consider both kinds of embeddings.
Furthermore, since our data is from the medical domain containing very specific terminology
which might not be covered in the vocabulary of general word embeddings, we experiment with
different approaches to overcome this problem.
As for the static embeddings, we employ GloVe [372] and extvec [252] embeddings, which
are commonly used and are based on aggregated global word-word co-occurence statistics
trained on Wikipedia and the Gigaword 5 corpus. Words are considered to be the smallest
unit. Contrary to that, fastText [199] and byte-pair embeddings BPEmb [219] use subword
segments to increase the capability of their vocabulary and might because of that be a bet-
ter choice for a setting with unusual and specific terminology. Moving to the dynamically
generated embeddings, Embeddings from Language Models (ELMo) [375] are generating the
representation of a word by contextualizing it with the whole input sentence. They use a bidi-
rectional LSTM to independently train a left-to-right and right-to-left character based LM.
We use the ELMo model trained on PubMed to have a model which is trained on the type of
data we are using. For the same reason, we use the on PubMed trained Contextualized String
Embeddings (FlairPM) [4], another character-based language model. We compare them di-
rectly to embeddings trained on web content, Wikipedia, subtitles and news (FlairMulti).
The third type of dynamic embedding are Bidirectional Encoder Representations from Trans-
formers (BERT) [144]. The language model considers subwords and the position of the word
in the sentence to give the final representation of a word.
Transformers can be used as features to an RNN, but also have the possibility to fine-
tune the pre-trained model on a target dataset, which we make use of. Beside the original
BERT, which is pre-trained on the BooksCorpus and English Wikipedia, there exists multiple
other BERT models by now. BioBERT [268] is pre-trained on large-scale biomedical corpora
outperforming the general BERT model in representative biomedical text mining tasks. The
authors initialize the weights with the original BERT model and train on PubMed abstracts
and full articles. Therefore, the vocabulary is the same as for the original BERT. Contrary
to that, SciBERT [44] is trained from scratch with an own vocabulary. While SciBERT
is trained on full papers from Semantic Scholar it also contains biomedical data, but to a
smaller degree than BioBERT. We chose to use the uncased SciBERT model, meaning that
we ignore the capitalization of words. As it was the case for the original BERT, the uncased
model of SciBERT performs slightly better for sentence classification tasks than the cased
model. Another new model, which outperforms BERT on the General Language Understanding
Evaluation (GLUE) benchmark, is RoBERTa [284]. There, the BERT pre-training procedure
is modified by exchanging static with dynamic masking, using larger byte-pair encoding and
batches size, and increasing the size of the dataset.
Relation Classification. After the argument component detection, the next step is to de-
termine which relations hold between the different components (Figure 4.7). We extract valid
BI tag sequences from the previous step, which are then considered to be the argumenta-
tive components of one RCT. Those sequences are phrases and do not necessarily correspond
to full sentences. The list of components then serves as input for the relation classification.
As explained in Section 4.6, the relation classification task can be tackled with different ap-
proaches. We treat it as a sequence classification problem, where the sequence consists of a pair
of two components, and the task is to learn the relation between them. For this purpose, we
use self-attending transformers, since these models are dominating the benchmarks for tasks
which involve classifying the status between two sentences [144]. Treating it as a sequence
classification problem gives us two options to model it: (i) jointly modelling the relations by
classifying all possible argumentative component combinations or (ii) predicting possible link
174 CHAPTER 4. MINING ARGUMENTATIVE STRUCTURES FROM TEXTS
candidates for each entity and then classifying the relation only for plausible entity pairs. In
the literature, both methods are represented. Therefore, we decided to evaluate both ways of
solving the problem. We experiment with various transformer architectures and compare them
with state-of-the-art AM models, i.e., the Tree-LSTM based end-to-end system from Miwa
and Bansal [328] as employed by Eger et al. [161], and the multi-objective residual network of
Galassi et al. [189]. For option (i), we use bi-directional transformers [144], which consists of an
encoder and decoder which themselves consists of multi-head self-attention layer each followed
by a fully-connected dense layer. Contrary to the sequence tagging transformer, where each
token of the sequence has a representation which is fed into the RNN, for sequence classification
a pooled representation of the whole sequence is needed. This representation is passed into a
linear layer with a softmax which decodes it into a distribution over the target classes. We
treat it as a three class classification problem (Support, Attack and NoRelation). We refer to
this type of transformer as SentClf. Using this architecture one component can have relations
with multiple other components, since each component combination is classified independently.
This is not the case in a multiple choice setting (MultiChoice), where possible links are pre-
dicted taking the other combinations into account and which we employ for (ii). Here, each
component (source) is given the list of all the other components as possible target relation
candidates and the goal is to determine the most probable candidate as a target component
from this list. This problem definition corresponds to the grounded common sense inference
problem [494]. To model components which have no outgoing link to other components, we add
the noLink option to the choice selection. As an encoder for phrase pairs, we evaluate various
BERT models which are explained in the transformers section, just as we do for the SentClf
task. With respect to the neural transformer architecture, a multiple choice setting means that
each choice is represented by a vector Ci ∈ RH , where H is the hidden size of the output of an
encoder. The trainable weight is a vector V ∈ RH whose dot product with the choice vector
Ci is the score of the choice. The probability distribution over all possible choices is given by






The component combination with the highest score of having a link between them is then passed
into a linear layer to determine which kind of relation is holding between the two components,
i.e., Attack or Support. The MultiChoice model is trained jointly with two losses, i.e., one for
the multiple choice task and one for the relation classification task.
Furthermore, we experimented with linear options for link prediction, such as matrix or
tensor factorization. Those methods are widely used on graph data, e.g., knowledge graphs,
to discover new links between existing nodes [444]. The matrix or tensor representation of the
graph data is decomposed and a model specific scoring function, which assigns a score to each
triple34, is minimized, like a loss function in neural architectures. We experiment by combining
those graph-based embeddings and enriching the nodes with linguistic features/embeddings to
learn hybrid graph embeddings for relations and discover new links between arguments. The
tested linear models are: TuckER [24], TransE [66] and ComplEX [444]. Unfortunately, those
models did not learn a meaningful relation representation. We assume this might be due to
our relatively small graph data. In the literature, the smallest dataset these models have been
experimented on has around 93k triples [142], whereas our dataset has less than 20k.
Experimental Setup. For sequence tagging, each of the above mentioned embeddings were
combined with either (i) a GRU, (ii) a GRU with a CRF, (iii) a LSTM, or (iv) a LSTM with
34A triple consists of a subject (source node), a predicate (labeled edge between nodes) and an object (target
node).
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Neoplasm Glaucoma Mixed
Embedding Model f1 F1 C-F1 E-F1 f1 F1 C-F1 E-F1 f1 F1 C-F1 E-F1
GloVe GRU+CRF .61 .58 .50 .66 .60 .52 .36 .68 .55 .50 .36 .64
extvec GRU+CRF .67 .65 .58 .72 .68 .64 .57 .72 .67 .64 .57 .71
fastText(fT) GRU+CRF .68 .66 .61 .71 .68 .65 .60 .71 .65 .60 .52 .69
BPEmb LSTM+CRF .64 .60 .59 .76 .64 .60 .52 .69 .61 .57 .48 .66
ELMo LSTM+CRF .70 .68 .59 .76 .74 .72 .67 .77 .72 .70 .67 .74
BERT LSTM+CRF .69 .66 .58 .75 .70 .68 .63 .73 .68 .66 .61 .71
FlairMulti LSTM+CRF .66 .63 .53 .72 .58 .55 .50 .60 .52 .50 .44 .56
FlairPM LSTM+CRF .70 .68 .60 .75 .74 .72 .69 .75 .70 .68 .64 .72
FlairPM + extvec GRU+CRF .68 .65 .54 .74 .74 .72 .67 .77 .68 .66 .60 .72
FlairPM + fT GRU+CRF .68 .64 .53 .75 .71 .68 .62 .74 .67 .63 .56 .71
FlairPM + BERT LSTM+CRF .70 .69 .61 .76 .71 .70 .67 .73 .68 .67 .62 .72
BERT + fT LSTM+CRF .68 .65 .55 .74 .68 .66 .60 .71 .67 .65 .58 .71
ELMo + fT LSTM+CRF .71 .68 .59 .77 .74 .72 .69 .77 .72 .70 .65 .75
fine-tuning BERT dense layer .82 .60 .69 .83 .77 .55 .63 .80 .80 .57 .65 .83
fine-tuning BERT GRU+CRF .89 .85 .78 .90 .89 .86 .76 .89 .90 .88 .81 .91
fine-tuning BioBERT GRU+CRF .90 .84 .87 .90 .92 .91 .93 .91 .92 .91 .91 .92
fine-tuning SciBERT GRU+CRF .90 .87 .88 .92 .91 .89 .93 .91 .91 .88 .90 .93
Table 4.22: Results of the multi-class sequence tagging task are given in micro F1 (f1) and
macro F1 (F1). The binary F1 for claims are reported as C-F1 and for evidence as E-F1. Best
scores in each column are marked in bold; significance was tested with a two-sided Wilcoxon
signed rank test.
a CRF. Additionally, the best performing static and dynamic embeddings were concatenated
and evaluated as if they were one embedding. The Flair [4] PyTorch NLP framework version
0.4.1 was used for implementing the sequence tagging task. For BERT, we use the PyTorch
implementation of huggingface35 version 2.3. Hyper parameter tuning was done with hyperopt36
version 0.1.2. The learning rate was selected from {0.05, 0.1, 0.15, 0.2}, RNN layers {1, 2},
hidden size {32, 64, 128, 256}, dropout {0.1, 0.2, 0.5}, and batch size from {8, 16, 32}. The
RNNs were trained over 100 epochs with early stopping and SGD optimizer. For fine-tuning
the BERT model, we used the uncased base model with 12 transformer blocks, a hidden size of
768, 12 attention heads, a learning rate of 2e-5 with Adam optimizer for 3 epochs. The same
configuration was used for fine-tuning Sci- and BioBERT. For SciBERT, we used the uncased
model with the SciBERT vocabulary. For BioBERT, we used version 1.1. For RoBERTa, we
increased the number of epochs for fine-tuning to 10, as it was done in the original paper.
The best learning rate was 3e-5 on our task. The number of choices for the multiple choice
model was 6. Batch size was 8 with a maximum sequence length of 256 subword tokens per
input example. We split our neoplasm corpus such that 350 abstracts are assigned to the
train, 50 to the development, and 100 to the test set. Additionally, we use the first version of
the dataset [302] to create two extra test sets, both comprising 100 abstracts. The first one
includes only glaucoma, whereas the second is a mixed set with 20 abstracts of each disease in
the dataset (neoplasm, glaucoma, hypertension, hepatitis and diabetes), respectively.
4.5.3 Evaluation
This section presents and discusses the empirical results of our AM pipeline for RCTs.
Sequence Tagging. We show the results for the best performing RNN models and the best
performing embedding combinations in Table 4.22. Results are given on all three test sets in
micro and macro multi-class F1-score and for claim and evidence, respectively. Comparing the
static word embeddings, fastText with a GRU and a CRF is the best performing combination,
35https://github.com/huggingface/transformers
36https://github.com/hyperopt/hyperopt
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Method Neoplasm Glaucoma Mixed
Tree-LSTM .37 .44 .39
Residual network .42 .38 .43
BERT MultiChoice .58 .56 .55
BioBERT MultiChoice .61 .58 .57
SciBERT MultiChoice .63 .59 .60
BERT SentClf .62 .53 .66
BioBERT SentClf .64 .58 .61
SciBERT SentClf .68 .62 .69
RoBERTa .67 .66 .67
Table 4.23: Results of the relation classification task, given in macro F1-score.
where extvec is only slightly worse and is usually better for evidence classification. For the
dynamic embeddings coming from LMs, the ones trained on the medical domain corpus, i.e.,
FlairPM and ELMo, show similar performances with a macro F1-score of .68 on the neoplasm
test set. They have the edge over the non-specialized LMs like BERT with .66 or FlairMulti
with .63 macro F1-score. Concatenating static and dynamic embeddings does not bring a
notable difference, when taking all test sets into account. Generally, evidence scores are higher
than claim scores, leading to the conclusion that claims are more diverse than evidence. The
explanation is that, since natural language reports of measurements in clinical trials vary mostly
only in the measured parameter and its values, claims can be made about almost everything.
Another observation is that the performance of the models trained on neoplasm data do not
significantly decrease for test sets on other disease treatments. This fact supports our choice of
a more general high level disease type like neoplasm for training the models. The performance
for many model combinations even increases on the glaucoma test set. The glaucoma test set
comprises only a handful of different glaucoma treatments and is therefore less diversified than
the neoplasm or mixed test sets. Looking at the main difference in the results, fine-tuning
BERT outperforms all other model combinations, where the version with a GRU and CRF is
the best performing model. Fine-tuning without any kind of sequence modelling on top of it
results in worse performance. Especially with respect to the validity of BIO sequences, where
disproportionately many invalid sequences are generated. This is not useful when extracting
the components based on BIO-scheme. Comparing the specialized with the general models,
Bio- and SciBERT show a better performance than the general BERT model, where the cased
BioBERT tends to be more reliable for the out of domain test data. This is in line with the
findings that the cased transformer model works better for tasks like Named Entity Recognition
(NER), which is also a sequence tagging task. The difference on our data is marginal: while for
NER the casing of a word is relevant, in our task it does not seem to be a sensitive information.
Relation Classification. The results for relation classification are shown in Table 4.23.
The numbers are not calculated on gold standard, but show the actual relation classification
performance when the components come from the sequence tagging module of the pipeline. We
used the best performing sequence tagger, i.e. the fine-tuned SciBERT with a GRU and CRF.
We follow previous work on AM [374] and consider the overlap percentage of the components
to determine the base if a predicted component matches the annotated component in the gold
standard. Since in our data a lot of the components span over 50% or more of a sentence and
the exact boundary detection is not always clear, even for human annotators, we consider a
predicted and a gold standard component as matched, when at least 75% of the words overlap.
The Tree-LSTM based end-to-end system performed the worst with a F1-score of .37. This
can be explained by the positional encoding in the persuasive essay dataset being more relevant
than in ours. There, components are likely to link to a neighboring component, whereas in our
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dataset the position of a component only partially plays a role, and therefore the distance in the
dependency tree is not a meaningful feature. Furthermore, the authors specify that their system
does not scale with increasing text length [161]. Especially detailed reports of measurements
can make RCT abstracts quite long, such that this system becomes not applicable for this type
of data.
The residual network performed better with a F1-score of .42. The main problem here is
that it learns a multi-objective for link prediction, relation classification and type classification
for source and target component, where the latter classification step is already covered by the
sequence tagger and therefore unnecessary at this step.
Similar to sequence tagging, one can see a notable increase in performance when applying
a BERT model. Comparing the specialized and general BERT model, the Bio- and SciBERT
increase the performance by up to .06 F1-score. Interestingly, RoBERTa delivers comparable
results even though it is a model trained on general data. We speculate that parts of the web
crawl data which was used to train RoBERTa contain PubMed articles, since they are freely
available on the web. Independently of that, RoBERTa shows more reliable results when looking
at the performance on the out of domain test sets. While SciBERT as the best performing
system on the in-domain test set drops .06 points on the glaucoma test set, RoBERTa stays
almost the same and only drops from .67 to .66 F1-score. Looking at the difference between
the MultiChoice and SentClf architectures, the SentClf delivers slightly better results, but the
drawback is that this technique tends to link components to multiple components. Since most
of our components have only one outgoing edge, it creates a lot of false positives, i.e., links
which do not exist.
While our dataset consists of only study abstracts for practical reasons, the pipeline can
be applied on full text articles as well. Alas, we cannot provide a quantitative analysis on
full articles due to missing annotated data. In preliminary experiments on full articles, we
have observed a notable increase of false positives in the relation classification, which is the
expected consequence of an increased number of components. Furthermore, with the number of
components rising in the double-digit range, the multiple-choice architecture loses its predictive
power. We leave further investigations to determine the exact limit of this architecture applied
on full text articles to future work.
Error Analysis. Common mistakes for the sequence tagger are the invalid BIO sequences.
Especially when there are multiple components in one sentence, the tagger tends to mislabel
B- tokens as I- tokens. This is due to the natural imbalance between B- and I- tokens. Train-
ing the sequence tagging without the BIO scheme using only claim and evidence as labels,
poses problems when multiple components are following each other in the text. They would
be extracted as one single component instead. This is a common case in concluding sentences
at the end of a study, which strikingly often comprise multiple claims. Further experiments
could go in the direction of weighted loss functions like focal loss to overcome this problem.
Notable mistakes arise for determining the exact component boundaries. Especially in the case
of connectives, e.g., however, which have sometimes nothing but a conjunctive function, and
in other cases signal a constraint of a previous statement. Another mistake is the misclassifi-
cation of the description of the initial state of the participant groups as an observation of the
study and therefore an evidence, e.g., there were no significant differences in pregnancy-induced
hypertension across supplement groups. In the study abstract these descriptions occur usually
relatively close to the actual result description, which means that adding information of the
position in the text will not avoid this error. While only some abstracts are structured, the
full study report does usually have separated sections. This structure can be exploited when
analysing full reports, and in the simplest case one would analyse only the sections of interest.
Concerning link prediction, general components like the difference was not statistically sig-
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nificant are problematic, since it could be linked to most of the components/outcomes of the
trial. Here, a positional distance encoding could be beneficial, since those components are usu-
ally connected to the previous component. In general, most of the errors in the MultiChoice
architecture were made in the multiple choice part by predicting a wrong link and not at the
stage of classifying the relation type. Interestingly, comparing the two domain adapted models,
Bio- and SciBERT, there were no regular errors, which allows any conclusion about the ad-
vantages or disadvantages of one model. Looking at the confusion matrices, all tested SentClf
models show a higher error rate for the NoRelation class. Both transformer approaches have in
common the problem of dealing with negations and limitations or associating the polarity of a
measurement and therefore confusing support and attack.
Example 4 [more research about the exact components of a VR intervention and
choice of outcomes to measure effectiveness is required]source [Conducting a
pragmatic trial of effectiveness of a VR intervention among cancer survivors
is both feasible and acceptable]target
Example 5 [this did not translate into improved progression-free survival (PFS) or
overall survival]source [The addition of gemcitabine to carboplatin plus pacli-
taxel increased treatment burden, reduced PFS time, and did not improve OS
in patients with advanced epithelial ovarian cancer]target
Example 4 shows two claims with a limiting/attacking relation, which was wrongly classified
as supporting. For Example 5, not improving progression-free survival (PFS) corresponds to a
reduced PFS time, while for other factors reducing the value means it is beneficial and therefore
improving some study parameter. Here, the inclusion of external expert knowledge is crucial to
learn these fine nuances. The polarity of a measurement cannot be learnt from textual features
alone. Especially in the medical domain, there are complex interrelationships which are not
often explicitly mentioned and therefore are impossible to capture with a model trained solely
on character-based input. Phrases like increased the blood pressure by X or showed no symptom
of Y can connote different messages depending on the context. Future work needs to consider
this challenge of incorporating external expert knowledge. While we do not think this is a
problem limited to a special domain, we consider it greatly important for understanding and
representing medical text.
4.6 Related work
One of the latest advances in artificial argumentation [21] is the so-called Argument(ation) Min-
ing [371, 279, 92]. Argument mining consists of two standard tasks: (i) the identification of
arguments within the text, that may be further split in the detection of argument components
(e.g., claims, evidence) and the identification of their textual boundaries. Different methods
have been used for this task (e.g., Support Vector Machines (SVMs), Näıve Bayes classifiers,
and Neural Networks (NNs)); (ii) the prediction of the relations holding between the arguments
identified in the first stage. They are used to build the argument graphs, in which the relations
connecting the retrieved argumentative components correspond to the edges. Different meth-
ods have been employed to address these tasks, from standard SVMs to NNs. AM methods
have been applied to heterogeneous types of textual documents, e.g., persuasive essays [425],
scientific articles [438], Wikipedia articles [26], political speeches and debates [312], and peer
reviews [235]. However, only few approaches [492, 200, 302, 303] focused on automatically
detecting argumentative structures from textual documents in the medical domain, such as
clinical trials, clinical guidelines, and Electronic Health Records.
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Few approaches consider the whole AM pipeline in different application scenarios. In partic-
ular, Stab and Gurevych [425] propose a feature-based Integer Linear Programming approach
to jointly model argument component types and argumentative relations in persuasive essays.
Differently from our data, essays have exactly one major claim each. The authors impose the
constraint such that each claim has no more than one parent, while no constraint holds in
our case. In contrast with this approach, Eger et al. [161] present neural end-to-end learning
methods in AM, which do not require the hand-crafting of features or constraints, using the
persuasive essays dataset. They employ TreeLSTM on dependency trees [328] to identify both
components and relations between them. They decouple component classification and relation
classification, but they are jointly learned, using a dependency parser to calculate the features.
Recent approaches for link prediction rely on pointer networks [384] where a sequence-
to-sequence model with attention takes as input argument components and returns the links
between them. In these approaches, neither the boundary detection task nor the relation classifi-
cation one are tackled. Another approach to link prediction relies on structured learning [189].
The authors propose a general approach employing structured multi-objective learning with
residual networks, similar to approaches on structured learning on factor graphs [344]. Recently,
the argument classification task was addressed with contextualized word embeddings [393].
However, differently from our approach, they assume components are given, and boundary de-
tection is not considered. In line with their work, we experimented with the BERT [144] base
model to address parts of the AM pipeline [303] on Randomized Clinical Trials. Contrary to
this preliminary work, we now employ and evaluated various contextualized language models
and architectures on each task to span the full AM pipeline.
AM on user generated content. The issue of argument detection on Twitter has already
been addressed in the literature. [68, 69] address a binary classification task (argument-tweet
vs. non argument), as first step of their pipeline. [197] experiments machine learning techniques
over a dataset in Greek extracted from social media. They first detect argumentative sentences,
and second identify premises and claims. However, none of them is neither interested in distin-
guishing facts from opinions nor to identify the arguments’ sources. An argumentation-based
approach is applied to Twitter data to extract opinions in [203], with the aim of detecting
conflicting elements in an opinion tree to avoid potentially inconsistent information. Both the
goal and the adopted methodology are different from ours.
AM on political speeches and debates. Few approaches apply part of the argument
mining pipeline to political debates. Among them, [278] address the problem of argument
extraction, and more precisely claim detection, over a corpus based on the 2015 UK political
election debates; [160] propose an automatic approach to summarize political debates, starting
from a political debates corpus [463]; [156] apply argument mining methods to mine ethos
arguments from UK parliamentary debates, while in a follow-up work [155] proposed the ethos
mining task aiming at detecting ethotic arguments and the relations among the politicians and
the parties in the UK Parliament. [338] show how features based on embedding representations
can improve discovering various frames in argumentative political speeches. [37] studied the
use of semantic frames for modelling argumentation in speakers’ discourse. They investigated
the impact of argumentation as a influence rank indicator for politicians on the 20 debates for
the Republican primary election. Finally, [459] present a dataset composed of the transcripts
of televised political debates leading up to the 2016 presidential election in the US, with the
addition of the reactions from the social media platform Reddit. The corpus is annotated
based on the Inference Anchoring Theory, and not with argument components. Contrary to
past works, we create a huge annotated dataset including 39 political debates, and we present a
successful attempt to argument component detection on such a big corpus of political debates.
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4.7 Conclusions
This chapter focused on my main contributions to the Argument Mining research field. First,
two works on AM on user created content (online debates and social media messages) has
been presented. In the first work, we have integrated in a combined framework an approach
from computational linguistics and a technique for non-monotonic reasoning, with the goal of
providing the participants of online debates and forums with a framework supporting their
interaction with the application. In particular, the proposed framework helps the participants
to have an overview of the debates, understanding which are the accepted arguments at time
being. The key contribution of our research is to allow the automatic detection and generation of
the abstract arguments from natural language texts. First, we adopt a TE approach to inference
because of the kind of (noisy) data present on the Web. TE is used to retrieve and identify
the arguments, together with the relation between them: the entailment relation (i.e. inference
among two arguments), and the attack relation (i.e. contradiction among two arguments). The
arguments and their relations are then sent to the argumentation module which introduces the
additional attacks. The argumentation module returns the set of acceptable arguments w.r.t.
the chosen semantics. Second, we provide a further step towards a better comprehension of
the support and attack notions in bipolar argumentation by evaluating them against real data
extracted from NL online debates. We point out that the purpose of this work is not to discuss
the criticisms advanced against bipolar argumentation [10], nor to support one model over the
other. On the contrary, it is intended as a proof of concept of the existing models with respect
to real data.
In the second work, we investigated argument mining tasks on Twitter data. The main
contribution is twofold: first, we propose one of the very few approaches of argument mining
on Twitter, and second, we propose and evaluate two new tasks for argument mining, i.e.,
facts recognition and source identification. These tasks are particularly relevant when applied
to social media data, in line with the open popular challenges of fact-checking and source
verification to which these results contribute. Being it a work in progress, several open issues
have to be considered as future research. Among them, we are currently extending the dataset
of annotated tweets both in terms of annotated tweets per topic, and in terms of addressed
topics (e.g., Brexit after the referendum, Trump), in order to have more instances of facts and
sources. On such extended dataset, we plan to run experiments using the three modules of the
system as a pipeline.
As a second contribution to the AM research field, we have worked on political speeches
and debates. In the first work presented in this chapter, an argumentation mining system for
relation prediction has been presented and evaluated over a corpus of political speeches from the
Nixon-Kennedy U.S. election campaign of 1960. The main advantage of the proposed approach
is threefold. First of all, to the best of our knowledge, this is the first approach in argument
mining targeting the relation prediction task in monological speeches, where interlocutors do
not directly answer to each other. Our approach enables scholars to put together - and more
importantly to connect - assertions from the two candidates across the whole political campaign.
The output is thus an argumentation graph (one for each topic touched upon in the speeches)
summarizing the candidates’ own viewpoint and the respective position. Such graphs are
intended to support researchers in history, social and political sciences, which must deal with
an increasing amount of data in digital form and need ways to automatically extract and
analyse argumentation patterns. Second, despite the complexity of the task that constituted
a challenge in the annotation phase (and that can be observed in the reported examples), the
results we obtained for relation prediction are in line with state-of-the-art systems in argument
mining [425]. A third contribution of our work is a resource of 1,462 pairs of natural language
arguments annotated with the relations of support, attack, and no relation. In the dataset, each
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argument is connected to the source and the date in which the speech was given.
As a follow up work, we investigated the detection of argument components in the US
presidential campaign debates: i) providing a manually annotated resource of 29k argument
components, and ii) evaluating feature-rich SVM learners and Neural Networks on such data
(achieving ∼90% w.r.t. human performance). We highlighted the strengths (e.g., satisfac-
tory performances on different oratory styles across time and topics) and weaknesses (e.g.,
no argument boundaries detection on a clause level, the context of the whole debates is not
considered).For future work, we plan to i) automatically predict relations between argument
components in the USElecDeb60To16 dataset, and ii) propose a new task, i.e., fallacy detection
so that common fallacies in political argumentation [498] can be automatically identified, in
line with the work of [207].
As a third contribution to the AM research field, to support clinicians in decision mak-
ing or in (semi)-automatically filling evidence tables for systematic reviews in evidence-based
medicine, we have proposed a complete argument mining pipeline for the healthcare domain.
To this aim, we built a novel corpus of healthcare texts (i.e., RCT abstracts) from the MED-
LINE database, which are annotated with argumentative components and relations. Indeed,
we show that state-of-the-art argument mining systems are unable to satisfactorily tackle the
two tasks of argument component detection and relation prediction on this kind of text, given
its peculiar features (e.g., component relations spanning across the whole RCT abstract). We
expect that our work will have a large impact for clinicians as it is a crucial step towards AI
supported clinical deliberation at a large scale.
We employ a sequence tagging approach combining a domain specific BERT model with a
GRU and CRF to identify and classify argument components. We cast the relation classification
task as a multiple choice problem and compare it with recent transformers for sequence clas-
sification. In our extensive evaluation, addressed on a newly AM annotated dataset of RCTs,
we investigate the use of different neural transformer architectures and pre-trained models in
this pipeline, showing an improvement of the results in comparison with standard baselines
and state-of-the-art AM systems. For future work, we will annotate relations across different
RCTs to allow reasoning on the resulting argument graphs and clustering of arguments about
the same disease. Furthermore, we will investigate different ways to efficiently deal with medi-
cal abbreviations and incorporate a distance parameter to overcome the problem that general
components talking about limitations are linked to unrelated components far away in the text
of the RCT abstract.
Argumentation, emotions and persuasion. As an additional line of works (in the context
of the SEEMPAD project, in collaboration with the University of Montreal), we have inves-
tigated the correlations between argumentation, emotions and persuasion. Argumentation is
often seen as a mechanism to support different forms of reasoning such that decision-making and
persuasion, but all these approaches assume a purely rational behavior of the involved actors.
However, humans are proved to be have differently, mixing rational and emotional attitudes to
guide their actions, and it has been claimed that there exists a strong connection between the
argumentation process and the emotions felt by people involved in such process. In our first
contributions on this topic [48, 458], we have assessed this claim by means of an experiment:
during several debates people’s argumentation in plain English is connected and compared to
the emotions automatically detected from the participants. Our results show a correspondence
between emotions and argumentation elements, e.g., when in the argumentation two opposite
opinions are conflicting this is reflected in a negative way on the debaters’ emotions.
In follow up works in the same direction, [458, 47] we have explored the role of persuasion,
given that in everyday life discussion, people try to persuade each other about the goodness of
their viewpoint regarding a certain topic. This persuasion process is usually affected by several
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elements, like the ability of the speaker in formulating logical arguments, her confidence with
respect to the discussed topic, and the emotional solicitation that certain arguments may cause
in the audience. We have compared the effect of using one of the three well-known persuasion
strategies (Logos, Ethos and Pathos) in the argumentation process. These strategies are used
by a moderator who influences the participants during the debates. We have studied which
persuasion strategy is the most effective, and how they vary according to two mental metrics
extracted from electroencephalograms: Engagement and workload. Results show that the right
hemisphere has the highest engagement when Logos arguments are proposed to participants
with Neutral opinion during the debate. We show also that the Logos strategy solicits the
highest mental Workload, and the Pathos strategy is the most effective to use in argumentation
and to convince the participants.
So far, we have not applied AM methods on the datasets collected through the above men-
tioned experiments with real users, but that would be an interesting future research direction
to explore.
Chapter 5
Cyberbullying and abusive language
detection
5.1 Introduction
This chapter summarizes my contributions related to cyberbullying and abusive language detec-
tion. While most social media platforms have established user rules that prohibit hate speech,
enforcing these rules requires copious manual labor to review every report. Some platforms,
such as Facebook, recently increased the number of content moderators. Addressing the chal-
lenge of conceiving and implementing automatic tools and approaches to detect inappropriate
language or linguistic behavior could accelerate the reviewing process or allocate the human
resource to the posts that require close human examination. My research contributions on this
topic have been published in several venues:
• Michele Corazza, Stefano Menini, Elena Cabrio, Sara Tonelli, and Serena Villata (2020).
A multilingual evaluation for online hate speech detection. ACM journal Transaction in
Internet Technology. 20, 2, Article 10 (March 2020), 22 pages [127].
• Pinar Arslan, Michele Corazza, Elena Cabrio, and Serena Villata (2019). Overwhelmed
by negative emotions? maybe you are being cyber-bullied! In SAC, pages 1061-1063 [17].
• Stefano Menini, Giovanni Moretti, Michele Corazza, Elena Cabrio, Sara Tonelli, and
Serena Villata (2019). A system to monitor cyberbullying based on message classification
and social network analysis. In Proceedings of the Third Workshop on Abusive Language
Online, pages 105–110. Association for Computational Linguistics [313].
• Michele Corazza, Stefano Menini, Elena Cabrio, Sara Tonelli, and Serena Villata (2019).
Cross-platform evaluation for Italian hate speech detection. In Proceedings of the 6th
Italian Conference on Computational Linguistics [125].
• Michele Corazza, Stefano Menini, Elena Cabrio, Sara Tonelli, and Serena Villata (2019).
Inriafbk drawing attention to offensive language at germeval2019. In Proceedings of the
15th Conference on Natural Language Processing, KONVENS 2019 [126].
• Michele Corazza, Stefano Menini, Pinar Arslan, Rachele Sprugnoli, Elena Cabrio, Sara
Tonelli, and Serena Villata (2018). Comparing different supervised approaches to hate
speech detection. In Proceedings of the Sixth Evaluation Campaign of Natural Language
Processing and Speech Tools for Italian. Final Workshop (EVALITA 2018) co-located
with the Fifth Italian Conference on Computational Linguistics (CLiC-it 2018) [122].
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• Michele Corazza, Stefano Menini, Pinar Arslan, Rachele Sprugnoli, Elena Cabrio, Sara
Tonelli, and Serena Villata (2018). InriaFBK at Germeval 2018: Identifying Offensive
Tweets Using Recurrent Neural Networks. In GermEval 2018 Workshop [123].
The contributions reported in this chapter are the results of several collaborations with the
Wimmics team members Serena Villata, Michele Corazza and Pinar Arslan, and - within the
CREEP project partners -, mainly with Sara Tonelli and Stefano Menini (FBK, Italy).
As introduced before, the use of social media platforms such as Twitter, Facebook and
Instagram has enormously increased the number of online social interactions, connecting billions
of users, favouring the exchange of opinions and giving visibility to ideas that would otherwise
be ignored by traditional media. However, this has led also to an increase of attacks targeting
specific groups of users based on their religion, ethnicity or social status, and individuals often
struggle to deal with the consequences of such offenses. This problem affects not only the victims
of online abuse, but also stakeholders such as governments and social media platforms. For
example, Facebook, Twitter, YouTube and Microsoft have recently signed a code of conduct1,
proposed by the European Union, pledging to review the majority of valid notifications for
removal of illegal hate speech in less than 24 hours. Despite the number of approaches recently
proposed in the Natural Language Processing research area for detecting these forms of abusive
language, the issue of identifying hate speech at scale is still an unsolved problem. To address
this issue, we have proposed a robust recurrent neural architecture which is shown to perform
in a satisfactory way across different languages, namely English, Italian and German. We have
addressed an extensive analysis of the obtained experimental results over the three languages
to gain a better understanding of the contribution of the different components employed in the
system, both from the architecture and from the feature selection points of view [127].
With such a system, we took part to two shared tasks for hate speech detection: for Italian
at the Evalita 2018 evaluation campaign2[122], and for German at the Germeval 20183 and
20194 hate speech detection shared task [123, 126], obtaining competitive results w.r.t. state-
of-the-art systems (we classified first on one of Evalita’s task, and among the top systems in
the others).
Moreover, given that most of the available datasets and approaches for hate speech de-
tection proposed so far concern the English language, and even more frequently they target
a single social media platform (mainly Twitter), we performed a comparative evaluation on
freely available datasets for hate speech detection in Italian, extracted from four different social
media platform, i.e. Facebook, Twitter, Instagram and Whatsapp. The reason behind such
study is that in low-resource scenarios as the ones we are targeting in the CREEP project it
is common to have smaller datasets for specific platforms, raising research questions such as if
would it be advisable to combine such platform-dependent datasets to take advantage of train-
ing data developed for other platforms. From our study it resulted that the proposed solution
of combining platform-dependent datasets in the training phase is beneficial for all platforms
but Twitter, for which results obtained by training on tweets only outperform those obtained
with a training on the mixed dataset [125].
In the context of the CREEP project, we have implemented a system for the monitoring
of cyberbullying phenomena on social media, that aims at supporting supervising persons
(e.g., educators) at identifying potential cases of cyberbullying through an intuitive, easy-to-use
interface. This displays both the outcome of the hate speech detection system described above
and the network in which the messages are exchanged. Supervising persons can therefore
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We evaluated the NLP classifier on a set of manually annotated data from Instagram, and
detailed the network extraction algorithm starting from high schools in the Manchester area
(for English), and in Trentino area (for Italian). However, this is only one possible use case of
the system, which can be employed over different kinds of data [313].
This chapter is organized as follows: Section 5.2 describes the robust recurrent neural
architecture we propose for the task of hate speech detection. Then, Section 5.3 presents the
multi-platform comparative evaluation we carried out for Italian. Section 5.4 describes the
system for the monitoring of cyberbullying phenomena on social media. Section 5.5 discusses
related work, and conclusions end the chapter.
NOTE : This chapter contains examples of language which may be offensive to some
readers. They do not represent the views of the authors.
5.2 A Multilingual evaluation for online hate speech de-
tection
Within the Natural Language Processing (NLP) community, there have been several efforts
to deal with the problem of online hate speech detection, since the computational analysis
of language can be used to quickly identify offenses and ease the removal of abusive messages.
Several workshops [471, 182] and evaluation campaigns [179, 70, 477, 38, 493] have been recently
organised to discuss existing approaches to hate speech detection, propose shared tasks and
foster the development of benchmarks for system evaluation. These have led to the creation of a
number of datasets for hate speech detection in different languages, that have been shared within
the NLP research community. Recent advances in deep learning approaches to text classification
have then been applied also to deal with this task, achieving for some languages state-of-the-art
results [116, 185, 190]. These systems are usually tailored to deal with social media texts by
applying pre-processing, using domain-specific embeddings, adding textual features, etc. Given
the number of configurations and external resources that have been used by systems for hate
speech detection, it is rather difficult to understand what makes a classifier robust for the task,
and to identify recommendations on how to pre-process data, what kind of embeddings should
be used, etc. To address this issue, after identifying a deep learning architecture that is rather
stable and well-performing across different languages, in this section we propose an evaluation
of the endowments of several components that are usually employed in the task, namely the
type of embeddings, the use of additional features (text-based or emotion-based), the role of
hashtag normalisation and that of emojis. We perform our comparative evaluation on English,
Italian and German, focusing on freely available Twitter datasets for hate speech detection.
Our goal is to identify a set of recommendations to develop hate speech detection systems,
possibly going beyond language-specific differences.
5.2.1 Classification framework
Since our goal is to compare the effect of various features, word embeddings and pre-processing
techniques on hate speech detection, we use a modular neural architecture for binary classifi-
cation that is able to support both word-level and message-level features. The components are
chosen to support the processing of social-media specific language. The neural architecture and
the features are detailed in the following subsections.
Modular Neural Architecture We use a modular neural architecture (see Figure 5.1) in
Keras [112]. The architecture that constitutes the base for all the different models uses a single










Figure 5.1: The modular neural architecture
feed-forward hidden layer of 100 neurons, with a ReLu activation and a single output with a
sigmoid activation. The loss used to train the model is binary cross-entropy. We choose this
particular architecture because we used it to participate to two shared tasks for hate speech
detection, EVALITA HaSpeeDe 2018 [122] for Italian and Germeval 2018 [124] for German,
and it proved to be effective and robust for both languages, also across different social media
platforms [125]. In particular, in our original submissions the same architecture was ranked
fourth in the Twitter EVALITA subtask (−1.56 F1 compared to the first ranked) and seventh
in the Germeval coarse-grained classification task (−2.52 F1 from the top-ranked one).
The architecture is built to support both word-level (i.e. embeddings) and tweet-level
features. In particular, we use a recurrent layer to learn an encoding (xn in Figure 5.1) derived
from word embeddings, obtained as the output of the recurrent layer at the last timestep. This
encoding gets then concatenated with the other selected features, obtaining a vector of tweet-
level features. Since the models derived from using different features are different both in terms
of number of parameters and in terms of layers, we decided to keep the size of the hidden layer
fixed. This allows us to compare different features, as the latent representation learned by the
hidden layer that is ultimately used to classify the tweets has the same size regardless of the
number and kind of features.
More formally, given an input represented as the set of features X = {xj|xj ∈ Xm}, where
XM is the set of all features supported by a model M (see paragraph on features description)
and s is the sum of the dimensions of all the features, we compute a function:
M(X) = s(WoH(X) + bo) Wo ∈ R1×100 H(X) ∈ R100 bo ∈ R1




where Wo and bo are the learned weights for the output layer and σ(x) is the sigmoid activation
function (note that in all the models we used n = 1 as we only have one binary output), and:
H(X) = g(WhC(X) + bh) Wh ∈ R100×s C(X) ∈ Rs bh ∈ R100
g(X) = (f(x1), . . . , f(xn)) x ∈ Rn
f(x) = max(0, x) x ∈ R
where H(X) represents the application of a hidden layer of size 100 and learned weights Wh







denotes the concatenation of all vectors along their axes. For example, if we have a
set of vectors X = [x1, x2, x3], then:⊕
xi∈X
xi ∈ Ra+b+c x1 ∈ Ra, x2 ∈ Rb, x3 ∈ Rc




x if x is a tweet-level feature
RNN(x) if x is a word-level feature
where RNN is the function returning the output by a recurrent layer at the last timestep.
Features In our experiments, we use the following features, with the goal of evaluating their
impact on a hate speech detection model:
• Word Embeddings (xe in Figure 5.1): multiple word embeddings from various sources
have been tested (for a full description of the different embeddings see Section 5.3.1). We
evaluate in particular the contribution of word embeddings extracted from social media
data, therefore belonging to the specific domain of our classification task, compared with
the performance obtained using generic embedding spaces, like Fasttext [62], which are
widely used across different NLP tasks because of their good coverage.
• Emoji embeddings: emojis are a peculiar element of social media texts. They are
often used to emphasize or reverse the literal meaning of a short message, for example in
ironic or sarcastic tweets [232]. It is therefore very important for hate speech detection to
understand which is the best way to represent them and to include them in the embedding
space. We compare different ways to embed emoji information in our classifier: i) we use
embedding spaces created from social media data, where each emoji is also represented
through a word embedding, or ii) in case of generic embedding spaces, where emojis
are not present, we include emoji embeddings through the alignment of different spaces
following the approach presented in [413], or iii) in order to cope with the low coverage
of emojis, they are replaced by their description in plain text as suggested in [411].
• Ngrams: unigrams (x1 in Figure 5.1) and bigrams derived from the tweets are also
included as features. We first tokenize and lemmatize the tweets by using Spacy [228],
then normalize the tweet-level ngram occurrence vector by using tf-idf. Our intuition
is that these features should capture lexical similarities between training and test data,
therefore they should be predictive when training and test set deal with the same type
of offenses. Higher-level ngrams are not considered, as we expect them to be very sparse
especially in social media, where tweets do not follow standard writing conventions.
• Social-network specific features: The character limit imposed by some social media
platforms like Twitter affects the style in which messages are written: function words tend
to be skipped, texts are very concise while punctuation and uppercase words are used to
convey effective messages despite their brevity. Therefore, all these linguistic indicators
can be used to identify the presence of hateful messages. We consider in particular the
number of hashtags and mentions, the number of exclamation and question marks, the
number of emojis, the number of words that are written in uppercase at the tweet-level.
These features are then normalized by subtracting their mean and dividing them by their
standard deviation.
• Emotion lexica: several emotion lexica have been (manually or automatically) created
and used in classification tasks to represent the emotional content of a message [334,
333, 41, 426]. While the importance of emotion information to hate speech detection may
seem evident [17], it is also true that an embedding space which is large and representative
enough of the domain may make additional emotion features redundant. We therefore
evaluate the contribution of emotion information using two freely available, multilingual
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emotion lexica, namely EmoLex and Hurtlex. Emolex [334, 333] is a large list of English
words and their associations with eight basic emotions (anger, fear, anticipation, trust,
surprise, sadness, joy, and disgust) and two sentiments (negative and positive), manually
annotated with Amazon’s Mechanical Turk. The creators of the lexicon have additionally
made available a multilingual version of the resource, that was created by translating each
word with Google translate in 2017. We therefore use the German and Italian translations
as well as the English one. Using EmoLex, we extract two sentiment-related features and
eight emotion-related features for each tweet by summing all the sentiment and emotion
scores assigned to the words in a tweet and normalizing them by using tf-idf. The second
resource, i.e., Hurtlex [41], is a multilingual lexicon of hate words created starting from the
Italian hate lexicon developed by the linguist Tullio De Mauro, organized in 17 categories.
It has been expanded through the link to available synset-based computational lexical
resources such as MultiWordNet [380] and Babelnet [? ], and evolved in a multilingual
perspective by semi-automatic translation and expert annotation. Since Hurtlex may
contain the same word multiple times with different Part-of-Speech tags, we performed a
union operation over the categories in order to represent all the categories that a word can
belong to, independently of the POS. Using HurtLex, we assign with the same strategy
a score for negative stereotypes, one for hate words and slurs and one for other insults to
each tweet.
5.2.2 Data and linguistic resources
In the following, we present both the datasets used to train and test our system for English,
Italian and German and the word embeddings we have used in our experiments.
English dataset We use the dataset described in [472], containing 16k English tweets manu-
ally annotated for hate speech. More precisely, 1,924 are annotated as containing racism, 3,082
as containing sexism, while 10,884 tweets are annotated as not containing offensive language.
We merge the sexist and racist tweets in a single class, so that 5,006 tweets are considered as
positive instances of hate speech, as in Example 1.
1. Annotation: hateful.
Since 1/3 of all #Islam believes that people who leave the religion should be murdered
where are the moderate Muslim.
Italian dataset We use the Twitter dataset released for the HaSpeeDe (Hate Speech De-
tection) shared task organized at Evalita 2018, the evaluation campaign for NLP and speech
processing tools for Italian5. This dataset includes a total amount of 4,000 tweets [70], com-
prising for each tweet the respective annotation, as can be seen in Example 2. The two classes
considered in the annotation are “hateful post” or “not”.
2. Annotation: hateful.
altro che profughi? sono zavorre e tutti uomini (EN: Are they really refugees? they are
ballast and all men).
German dataset We use the dataset distributed for the shared task on the Identification
of Offensive Language organized at Germeval 2018, a workshop in a series of shared tasks on
German processing6. The dataset provided for task 1, where offensive comments are to be
5http://www.di.unito.it/~tutreeb/haspeede-evalita18
6https://www.oeaw.ac.at/ac/konvens2018/workshop/
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Dataset # hate speech/offensive (%) # other (%) # total
English 5,006 (32%) 10,884 (68%) 16,000
Italian 1,296 (32%) 2,704 (68%) 4,000
German 1,688 (34%) 3,321 (66%) 5,009
Table 5.1: Statistics on the datasets
detected from a set of German tweets (binary classification), consists of 5,009 German tweets
manually annotated at the message level [477] with the labels “offense” (abusive language,
insults, and profane statements) and “other” (i.e. not offensive). More specifically, 1,688
messages are tagged as “offense” (see Example 3), while 3,321 messages as “other”.
3. Annotation: Offense.
@Ralf Stegner Oman Ralle..dich mag ja immer noch keiner. Du willst das die Hetze gegen
dich aufhort? Geh in Rente und verzichte auf die 1/2deiner Pension (EN: @Ralf Stegner
Oman Ralle... still, nobody likes you. You want to stop hate against you? Retire and
give up half of your pension).
Table 5.1 summarizes the main statistics on the datasets. The reported values show that,
although the datasets have different sizes, the distribution between positive and negative ex-
amples is similar. We also manually investigated data samples and the annotation schemes
of the English, German and Italian datasets. Although the developers of the English and the
Italian corpus focus on hate speech, while the Germeval organisers claim to target offensive
language, the kind of messages they annotate as belonging to their respective ‘positive’ class
largely overlap. The targets are different, i.e. the Italian messages focus on immigrants, Muslim
and Roma, the English ones on sexist and racial offenses, while the German one has no specific
targets, and includes both offensive messags towards groups and towards individuals. How-
ever, the types of offenses, both explicit and implicit, including sarcastic messages, rhetorical
questions and false claims based on prejudices make them in our view comparable. The only
difference is the set of messages labeled as ‘Profanity’ and included among the ‘Offensive’ ones
in the German dataset, which covers slurs without a specific target. However, they account
only for 1.4% messages in this training set.
Word Embeddings In our experiments we test several embeddings, with the goal to com-
pare generic with social media-specific ones. In order to have a high coverage of emojis, we
also experiment with aligned embedding spaces obtained by aligning the English, Italian and
German ones. Another element we take into account is the access to the binary Fasttext model
that originates the embedding space. When using that binary model, it is possible to greatly
mitigate the problem of out-of-vocabulary words, since the system is able to provide an embed-
ding for unknown words by using subword unit information [321]. The binary model is often
made available together with the standard model when pre-trained embeddings are released.
When available, we always use this version. The tested embeddings, summarised in Table 5.2,
are the following:
• Fasttext embeddings for German and Italian: we use embedding spaces obtained
directly from the Fasttext website7 for German and Italian. In particular, we use the
Italian and German embeddings trained on Common Crawl and Wikipedia [199] with
size 300. A binary Fasttext model is also available and was therefore used;
7https://fasttext.cc/docs/en/crawl-vectors.html
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• English Fasttext Crawl embeddings: English embeddings trained by Fasttext8 on
Common Crawl, with an embedding size of 300. A binary Fasttext model is provided;
• English Fasttext News embeddings: English embeddings trained on Wikipedia 2017
using subword information, UMBC web base corpus and statmt.org and released by Fast-
text 9, with an embedding size of 300. The available binary Fasttext model was used;
• Italian Twitter embeddings: we trained Fasttext embeddings from a sample of Italian
tweets [40], with embedding size of 300. We used the binary version of the model;
• German Twitter embeddings: trained by Spinning Bytes10 from a sample of German
tweets [113]. We used the model with embeddings of size 300. A binary Fasttext model
was not provided, we therefore used the word-based version;
• English Twitter embeddings: English Fasttext embeddings from Spinning Bytes11,
trained on an English Twitter sample [113] with an embedding size of 200. Since a binary
Fasttext model was not provided, we used the word-based version;
• Aligned embeddings: since Fasttext embeddings for Italian and German do not contain
emojis, we extend them by aligning them with an English embedding space containing
emojis [28], following the alignment approach presented in [413]. All embeddings and the
resulting aligned spaces have a size of 300.
EMBEDDINGS LANGUAGE ALGORITHM SIZE
FASTTEXT
BINARY MODEL
Fasttext En CCrawl EN Fasttext 300 YES
Fasttext En News EN Fasttext 300 YES
Twitter English EN Fasttext 200 NO
Fasttext It CCrawl & Wiki IT Fasttext 300 YES
Twitter Italian IT Fasttext 300 YES
Fasttext De CCrawl & Wiki DE Fasttext 300 YES
Twitter German DE Fasttext 300 NO
Aligned EN,IT,DE Fasttext 300 NO
Table 5.2: Overview of the different embeddings used in our experiments
In summary, we were able to use a binary model for all the official Fasttext monolingual datasets
and the Italian Twitter embeddings that we trained. For the remaining embedding spaces, we
only had access to a dictionary-like structure, that contains the embedding for each word in
the vocabulary.
5.2.3 Experiments
In this section, we detail the setup of our experiments, i.e. the pre-processing step, the selection
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Preprocessing Since hashtags, user mentions, links to external media and emojis are com-
mon in social media interactions, it is necessary to carefully preprocess the data, in order to
normalize the text as much as possible while retaining all relevant semantic information. For
this reason, we first replace URLs with the word “url” and “@” user mentions with “username”
by using regular expressions. Since hashtags often provide important semantic content, we
wanted to test how splitting them into single words would impact on the performance of the
classifier. To this end, we use the Ekphrasis tool [42] to do hashtag splitting and evaluate the
classifier performance with and without splitting. Since the aforementioned tool only supports
English, it has been adapted to Italian and German by using language-specific Google ngrams.12
Another pre-processing step we evaluate in our experiments is the description of emojis in
plain text, that proved to benefit tweet classification [411] but was evaluated so far only on En-
glish. In order to map each emoji with a description, we first retrieve an emoji list using the dedi-
cated Python library13 and replace each emoji with its English description according to the web-
site of the Unicode consortium14. We then translate the descriptions using Google Translate and
fix any mistakes by hand. In this way we create a list of emojis with the corresponding transcrip-
tion in three languages (available at https://github.com/dhfbk/emoji-transcriptions).
Hyperparameters In order to keep our setting robust across languages, we base our model
on a configuration that performed consistently well on all subtasks of Evalita hate speech
detection [122], both on Facebook and on Twitter data, even if it was not the best performing
configuration on the single tasks. In particular, our model uses no dropout and no batch
normalization on the outputs of the hidden layer. Instead, a dropout on the recurrent units
of the recurrent layers is used. We select a batch size of 32 for training and a size of 200 for
the output (and hidden states) of the recurrent layers. We also test the impact of different
recurrent layers, namely long short-memory (LSTM) [224], gated recurrent unit (GRU) [111]
and bidirectional LSTM (BiLSTM) [408].
Settings In our experiments, we perform a series of tests on the aforementioned modular
neural model, concerning the following aspects:
• For each language, we test the corresponding embeddings.
• We test all possible combination of features: embeddings, unigrams, bigrams, social fea-
tures, EmoLex and Hurtlex.
• We test three possible recurrent layers, namely LSTM, GRU and Bidirectional LSTM.
• We train models with and without hashtag splitting.
• We test models that replace emojis with their description and models that do not. For
Italian and German Fasttext embeddings that do not contain emojis, we also test the
model performance after using emoji embeddings resulting from alignment with an En-
glish embedding space.
Overall, we compare 1,800 possible configurations for English, 1,080 for Italian and 1,224
for German. The difference is due to the availability of more embedding spaces for English,
which increase the amount of possible settings and feature combinations to be tested.
Concerning the dataset splits into training and test instances, for the English dataset - since
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for validation and 20% for testing. Since we want our experiments to be reproducible, we use
the train test split function from scikit-learn [370] to shuffle and split the dataset 60%/40%.
The remaining 40% was then split in half to obtain the validation and test set, respectively.
We use 42 as a seed value for the random number generator used for shuffling.
The German dataset was already randomly split by the GermEval task organizers into
training and test set, containing 5,009 and 3,532 messages respectively. For our experiments
we keep the same split as proposed in the challenge, but we use 20% of the training set as
validation set, obtained by invoking train test split from scikit learn with 42 as seed. Similarly,
the Italian dataset was randomly split by the HaSpeeDe task organizers into training and test
set of 3,000 and 1,000 messages respectively. Again, in our experiments we keep the same split
as proposed in the challenge, but we used 20% of the training set as validation set applying the
same function as for the German dataset.
For each language, the validation test is used to evaluate the classifier performance over 20
training epochs and select the best performing model in terms of macro averaged F1 score. The
selected model is then used to evaluate performance on the test set.
5.2.4 Evaluation
In this section, we report a selection of the most relevant results from the pool of settings
described in Section 5.2.3. In particular, the first row of Table 5.3, 5.4 and 5.5 reports the best
run over all the configurations tested for English, Italian and German respectively, while the
other rows show how the best performance changes when modifying one parameter at a time.
We also provide an evaluation of the effectiveness of different configurations by comparing the
three languages after downsampling the training sets. As comparison we provide a baseline
obtained running a SVM (linear kernel) with a bag of word approach using tf-idf as weight.
Multilingual evaluation on the complete datasets
For English, the best result (0.823 F1) is obtained using an LSTM network and the Fasttext
embeddings trained on Common Crawl. Table 5.3 shows how adding or removing single features
from the best configuration affects the result: adding unigram and bigram-based features to the
classifier leads to the largest drop in performance, while changing other features the impact is
lower. This confirms the findings in [472], in which character n-grams outperform word n-grams
in the classification of racial, sexist and not-offensive tweets. Overall we find that, although
the best result is obtained using an LSTM network, replacing LSTM with Bi-LSTM keeping
the same features achieves similar results, with a difference of F1 of 0.1-0.2% F1. This shows
that having both forward and backward information when dealing with tweets is probably not
needed because of the limited length of the messages. The use of hashtag normalization to split
the hashtags into words improves the system performance in every configuration, increasing
the coverage of the embeddings. Overall, the coverage of Fasttext embeddings trained on
CommonCrawl is sufficient to deal with Twitter data, therefore adding specific embeddings or
pre-processing them is not necessary. Also, the SVM baseline suffers from lower recall compared
to the best neural configuration, especially when dealing with the hate category, that has less
training instances.
For Italian, the best result (0.805 F1) is obtained with a configuration using a LSTM
network and the word embeddings we trained on a large corpus of Italian tweets. In Table 5.4
we show to what extent the different features affect the performance obtained with the best
configuration. On Italian, differently from English and German, the use of unigrams in addition
to word embeddings is beneficial to the classifier performance. The best result is obtained using
the emoji transcription, but their impact is not significant (0.805 F1 using them vs. 0.804 not
using them). The same trend can be found also with different configurations not reported in the
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Fasttext CCrawl emb NO NO NO lstm YES 0.885 0.760 0.820 0.825 0.823
Fasttext CCrawl emb NO NO NO lstm NO 0.879 0.745 0.811 0.814 0.812
Fasttext CCrawl emb NO NO transcr. lstm YES 0.886 0.756 0.821 0.821 0.821
Fasttext CCrawl emb YES NO NO lstm YES 0.883 0.757 0.817 0.823 0.820
Fasttext CCrawl emb YES EMOL NO lstm YES 0.887 0.751 0.823 0.815 0.819
Fasttext CCrawl emb NO EMOL NO lstm YES 0.885 0.751 0.820 0.817 0.818
Fasttext CCrawl emb NO HURTL NO lstm YES 0.884 0.744 0.818 0.810 0.814
Fasttext CCrawl emb YES HURTL NO lstm YES 0.883 0.742 0.816 0.809 0.812
Fasttext CCrawl emb+uni+bi NO NO NO lstm YES 0.881 0.719 0.815 0.790 0.800
Fasttext CCrawl emb+uni NO NO NO lstm YES 0.871 0.711 0.796 0.787 0.791
Fasttext CCrawl emb+bi NO NO NO lstm YES 0.873 0.694 0.800 0.773 0.784
SVM baseline 0.875 0.682 0.808 0.763 0.778
Table 5.3: Best performing configuration on English data (Macro AVG). EMOJI = ‘NO’ means
that no specific processing of emoji was applied
table. Considering all runs with all configurations, the use of embeddings trained on the same
domain of the dataset (Italian Tweets) always leads to better results compared with the use of
more generic embeddings as the ones from Fasttext (trained on Common Crawl and Wikipedia).
Almost all the best performing configurations take advantage of hashtag splitting. BiLSTM
performs generally worse than LSTM. Like in the English evaluation, the SVM baseline achieves
a remarkably lower performance on the hate class, and shows recall issues.













Twitter emb+uni NO NO transcription lstm YES 0.867 0.736 0.803 0.806 0.805
Twitter emb+uni YES NO transcription lstm YES 0.872 0.737 0.803 0.806 0.805
Twitter emb+uni NO NO NO lstm YES 0.871 0.736 0.802 0.805 0.804
Twitter emb+uni NO HURTL transcription lstm YES 0.867 0.728 0.795 0.800 0.797
Twitter emb+uni NO NO transcription lstm NO 0.861 0.727 0.789 0.800 0.794
Twitter emb+uni YES HURTL transcription lstm YES 0.863 0.723 0.790 0.796 0.793
Twitter emb+uni YES EMOL transcription lstm YES 0.864 0.718 0.790 0.792 0.791
Twitter emb+uni NO EMOL transcription lstm YES 0.858 0.719 0.784 0.794 0.788
Twitter emb NO NO transcription lstm YES 0.862 0.697 0.785 0.775 0.779
aligned emb+uni NO NO embeddings lstm YES 0.872 0.676 0.809 0.758 0.774
Twitter emb+bi NO NO transcription lstm YES 0.860 0.660 0.783 0.747 0.760
Twitter emb+uni+bi NO NO transcription lstm YES 0.847 0.690 0.766 0.771 0.768
SVM baseline 0.855 0.593 0.781 0.707 0.724
Table 5.4: Best performing configuration on Italian data (Macro AVG).
Table 5.5 reports the results obtained on German data. The best result is achieved with
a GRU network, using the standard Fasttext embeddings (trained on Common Crawl and
Wikipedia). Similar to English, adopting unigrams and bigrams as feature leads to a decrease
in performance (0.05 points F1). Considering all the experiments run on German data, the
results confirm that also for this language emoji transcriptions perform better than the emoji
vectors obtained through multilingual alignment, but for the best configuration no specific emoji
processing is needed. Hashtag splitting, which is included in the best performing configuration
for English and Italian, is instead not beneficial to German tweet classification. Our intuition
is that, since German is rich in compound words, Ekphrasis hashtag normalization approach
based on Google n-grams tends to split terms also when it is not needed. Although social
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and emotion features are not used in the best output, they appear to help in most of the
other configurations. Also for this language, the SVM baseline achieves a lower recall and less
accurate classification on the hate speech class than the neural model.













Fasttext emb NO NO NO GRU NO 0.829 0.686 0.754 0.762 0.758
Fasttext emb NO NO NO GRU YES 0.843 0.640 0.765 0.730 0.741
Fasttext emb NO NO transcription GRU NO 0.839 0.644 0.758 0.732 0.741
aligned emb NO NO embeddings GRU NO 0.835 0.652 0.752 0.738 0.744
Fasttext emb YES HURT NO GRU NO 0.834 0.671 0.755 0.751 0.753
Fasttext emb YES NO NO GRU NO 0.836 0.671 0.759 0.751 0.754
Fasttext emb YES EMOL NO GRU NO 0.836 0.657 0.755 0.741 0.747
Fasttext emb NO EMOL NO GRU NO 0.840 0.655 0.760 0.740 0.748
Fasttext emb NO HURTL NO GRU NO 0.843 0.654 0.764 0.739 0.748
Fasttext emb+bi NO NO NO GRU NO 0.806 0.606 0.710 0.703 0.706
Fasttext emb+uni+bi NO NO NO GRU NO 0.821 0.590 0.726 0.697 0.706
Fasttext emb+uni NO NO NO GRU NO 0.819 0.586 0.722 0.694 0.702
SVM baseline 0.807 0.374 0.692 0.597 0.591
Table 5.5: Best performing configuration on German data (Macro AVG).
Beside the aforementioned experiments, we perform an additional evaluation using a character-
based RNN. Indeed, character-based representations have been recently used in several NLP
tasks including abusive language detection [324] with promising results thanks to their ability
to effectively handle rare and unseen words. We use the best performing systems for the three
languages, replacing word-based RNN with a character-based one. In order to learn a dense
representation for characters, we used a learned embedding layer with size 10. The results of
this set of experiments are reported in Table 5.6, and show that using a character-based RNN
the performance of the system drops significantly in all three languages compared to word-based
RNNs, probably because Fasttext embeddings already account for subword information. We
therefore decided not to perform further tests with this configuration.













EN char NO NO NO lstm YES 0.821 0.489 0.697 0.645 0.655
IT char+uni NO NO transcription lstm YES 0.845 0.540 0.763 0.677 0.692
DE char NO NO NO GRU NO 0.771 0.212 0.555 0.524 0.491
Table 5.6: Results of character based RNN using the best configurations for the three languages.
Contribution of social and emotion information
In order to better understand the contribution of specific features or pre-processing steps on
all the system runs, we present a comparative evaluation of the classifier performance with or
without emoji transcription (in Figure 5.2) and with or without social and emotion features
(Figure 5.3). This analysis is done with the goal of focusing not only on the best performing
configuration, but also on general trends that could not be included in the previous tables. In
particular, we plot the distribution of runs achieving different macro average F1 scores.
Figure 5.2 shows that transcribing emojis yields the best performance for English but not for
the two other languages. Nevertheless, this distinction is not clear-cut, since no clear trend can
be associated with this feature. More details on the different configurations are shown in Table
5.7, confirming the above findings. Figure 5.3 analyses in a similar way the contribution of social
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(a) English (total: 1800 runs) (b) Italian (total: 1080 runs) (c) German (total: 1224 runs)
Figure 5.2: Results distribution with and without emoji transcription and using aligned emoji
embeddings over the three languages.
Language Emoji AVG F1 Max F1 Standard deviation F1 Number of runs
EN NO 0.796 0.823 0.034 612
EN YES 0.797 0.821 0.009 576
EN Transcription 0.796 0.821 0.034 612
IT NO 0.764 0.804 0.021 468
IT YES 0.761 0.798 0.016 144
IT Transcription 0.763 0.805 0.021 468
DE NO 0.684 0.758 0.034 468
DE YES 0.678 0.745 0.028 288
DE Transcription 0.682 0.754 0.034 468
Table 5.7: Mean and Standard deviation of macro averaged F1 scores without any specific
processing of emojis (‘NO’), using emojis obtained through alignment (‘YES’) and transcribing
them (‘TRANSCRIPTION’)
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(a) English (total: 1800 runs) (b) Italian (total: 1080 runs) (c) German (total: 1224 runs)
Figure 5.3: Results distribution with and without social network and emotion features over the
three languages.
Language Social & emotion features Mean F1 Max F1 Standard Deviation F1 Number of Runs
EN NO 0.794 0.823 0.011 300
EN YES 0.797 0.821 0.010 1500
IT NO 0.763 0.805 0.020 180
IT YES 0.763 0.805 0.021 900
DE NO 0.680 0.758 0.035 204
DE YES 0.682 0.754 0.033 1020
Table 5.8: Mean and Standard deviation of macro averaged F1 scores with and without social
and emotion features
network specific features (i.e. tweet length, punctuation marks, uppercase, etc.) and emotion
features (i.e. based on EmoLex and Hurtlex). It shows that, while for English and Italian the
best results are obtained without these two groups of features, other runs achieving on average
a slightly lower performance make use of this information. For German, the improvement due
to social and emotion features appears to be more consistent, even if it does not apply to all
runs. Also, the averaged results summarised in Table 5.8 confirm that, like for emojis, the
differences are not clear-cut.
Comparing the results across the three languages, we summarize the main findings from the
evaluation as follows:
• Using subword information has a positive impact on our task, since it can deal with the
high language variability and creativity in the social media domain as well as with typos.
• Creating specific embeddings that cover well the domain of interest is beneficial to the
task performance. If possible, a large amount of Twitter data should be collected to
create embeddings when dealing with online hate speech classification. If not, pretrained
Fasttext embeddings trained on CommonCrawl or similar are recommended, provided
that it is possible to access the binary model
• If the above domain-specific embeddings are available, where emojis are also present,
our experiments show that it is not needed to pre-process emojis in specific ways (e.g.,
transcribe, add emoji embeddings through alignment)
• Hashtag normalization is useful to classify hate speech in English and Italian, but cur-
rent approaches to hashtag splitting may not perform well on languages that are rich in
compounds like German, which in turn may affect classification
• Using domain-specific embeddings with a good coverage make emotion lexica redundant
in our experiments. The fact that such lexica may be manually or semi-automatically
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created does not play a major role in classification performance
• Given the limited length of tweets, LSTM yielded better results than BiLSTM
Multilingual evaluation on downsampled datasets
We perform an additional set of experiments to investigate to what extent the size of the dataset
affects the results. Therefore, we downsample both the German and the English datasets to
match the size of the Italian Twitter dataset, the smallest one. In order to improve our ability to
compare the results, we use the same distribution of labels (hate speech, non hate speech) as the
Italian dataset for the two downsampled ones. We then replicate some of the best performing
configurations presented in the previous tables, and report the results in Table 5.9. As expected,
reducing the training data both for English and for German leads to a drop in performance
(from 0.823 F1 to 0.782 for English, from 0.758 F1 to 0.713 for German). On all the runs, the
classifier achieves a lower performance on German than on the other two languages, while the
results on Italian and English are comparable. Our experiments suggest that German is more
challenging to classify, partly because of inherent characteristics of the language (for example
the presence of compound words that makes hashtag splitting ineffective), partly because of the
way in which the Germeval dataset was built. Namely, the organisers report that they sampled
the data starting from specific users and avoiding keyword-based queries, so to obtain the
highest possible variability in the offensive language. They also manually checked and enriched
the data so to cover all the political spectrum in their offenses, and avoid user overlaps between
training and test data. This led to the creation of a very challenging dataset, where lexical
overlap between training and test data is limited (therefore unigram and bigram features do
not work well) and where hate speech is not associated with specific topics or keywords.














EN 0.847 0.683 0.763 0.769 0.765
Fasttext emb+uni NO NO transcription LSTM YES IT 0.863 0.739 0.794 0.811 0.801
DE 0.822 0.578 0.726 0.690 0.700
EN 0.844 0.696 0.763 0.780 0.770
Fasttext emb+uni NO NO NO LSTM YES IT 0.862 0.723 0.789 0.796 0.793
DE 0.814 0.563 0.712 0.680 0.689
EN 0.846 0.701 0.767 0.783 0.773
Fasttext emb NO NO NO GRU NO IT 0.857 0.708 0.780 0.785 0.783
DE 0.827 0.598 0.736 0.703 0.713
EN 0.857 0.713 0.780 0.792 0.785
Fasttext emb NO NO transcription LSTM YES IT 0.849 0.684 0.767 0.766 0.767
DE 0.824 0.611 0.732 0.710 0.718
EN 0.853 0.711 0.776 0.791 0.782
Fasttext emb NO NO NO LSTM YES IT 0.837 0.683 0.755 0.767 0.760
DE 0.830 0.596 0.741 0.702 0.713
Table 5.9: Performance evaluation on data sets of comparable size in English, Italian and
German
While our main goal is not to develop a system achieving state-of-the-art results, it is inter-
esting to compare our performance with the best systems dealing with hate speech detection.
For Italian and German our approach can be easily compared to other existing classifiers using
the same training and test split, since we relied on the official data released in two shared tasks.
These results, however, were obtained in the context of the shared task, therefore the authors
could not use information about the test set performance as we did. The comparison is still
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interesting, but it should be noted that we are reporting the best results on the test set, not
on the development set.
On Italian, we observe that our best system configuration achieves state-of-the-art results
(F1 0.805). The best performing system in the EVALITA shared task [116] reached 0.800
F1 on the development set using an SVM-based classifier with rich linguistic features, while
the best score obtained on the test set (0.799 F1) was yielded by a two-layer BiLSTM in a
multi-task learning setting. Similar to our best setting, they also use embeddings extracted
from social media data, and observe that using sentiment-based lexica does not increase system
performance.
On German, the best performing system participating in Germeval [477] achieved 0.768 F1
[357] and was a stacked ensemble system that combined maximum entropy and random forest
classifiers and relied on five groups of features. However, the system performance in 10-fold
cross-validation using only the training set reached 0.817 F1. Our best configuration on the
task test set yields 0.758 F1 with a much simpler architecture, using only Fasttext and no other
features except for word embeddings.
As for English, it is more difficult to draw a similar comparison because the dataset we
use [472] was originally annotated with three classes (i.e. racism, sexism and none), thus most
systems using the same data perform multiclass classification. Besides, they are run using ten-
fold cross-validation like in the original paper [472]. One of the few attempts to distinguish
between hate and non-hate speech on the same English data is described in [257], where the
authors present a classifier combining word-based CNN and character-based CNN. They report
0.734 F1 on the binary task in ten-fold cross-validation. Other works using the same data set
for three-class classification report much higher results (0.783 F1 in [190] using CNN, 0.86 F1 in
[257] using a multi-layer perceptron). Interestingly, as shown in [257], multi-class classification
seems generally easier than the binary one on this specific data set, since sexist and racist
tweets present lexical-based discriminating features that are easy to capture.
Qualitative evaluation
In our experiments we tested more that 1,000 configurations for each language, and it is therefore
difficult to manually evaluate and compare the results, since each configuration may make
specific mistakes and the distribution of false positives and negatives on the test split would
change. In order to gain some insights into the specificity of each language and dataset, however,
we focus on the output of the best performing configuration for each language, and we manually
check the wrongly classified instances. In most of the cases, it is not possible to assign a category
to the mistakes done by the classifier, since the false negative tweets are clearly hateful and
the false positive ones are unambiguously non-hateful. These cases are prevalent in all the
datasets, so they are independent from the language and also from the dataset size. The opaque
mechanisms with which deep learning classifiers assign labels make it difficult to explain why
these apparently trivial cases were misclassified, but we plan to exploit information conveyed
by attention mechanisms to shed light into this issue [126].
Among the broad mistake categories found across the inspected datasets, there are some
cases of implicit abuse. Such messages do not contain abusive words but rather convey their of-
fensive nature through sarcasm, jokes, the usage of negative stereotypes or supposedly objective
statements implying some form of offense.
We report few examples of false negatives for the hate speech class below:
4. It’s not about any specific individuals, but about an ideology that will always produce
terrorists.
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5. Molti ancora non vedono, ma quando attraversano un parco, se popolato da immigrati, si
tengono stretta la borsa. (EN: Many do not see it, but when they cross a park populated
with immigrants they hold their bag close).
6. Schau doch Pornos wenn du mehr Redeanteil von Frauen hören willst (EN: Watch porn
if you want to hear more women talk).
We also observe that sentences with a complex syntactic structure, containing for example
more than one negation, or questions, are frequent both among the false positives and the
false negatives (see Sentence 7, which was wrongly classified as ‘Not hate’). The same happens
for tweets that contain anaphoric elements that hint at mentions probably present in previous
messages, and for tweets which require some form of world knowledge to be understood. In some
cases, a link to external media contributed to the hateful meaning of a tweet, as in Sentence
8. However, since we remove urls in the pre-processing step this information was not exploited
for classification.
7. No. You have proven your ignorance here to anyone who isn’t as dumb as you. It’s there
for all to see but you don’t know it..
8. A quanto pare, il corano si può usare anche per questo. Ma pare non funzioni molto
bene..... http: // t. co/ DcOSHfmfxK (EN: It seems that Quran can be used also for
this. But apparently it does not work very well...http://t.co/DcOSHfmfxK).
Among false positives, the inspected examples confirm the remarks in [476] concerning the
English dataset, and we observe a similar behaviour also for Italian tweets: since these datasets
were collected starting from keywords concerning potential hate targets such as women, Roma
and Muslims and then extended with not offensive tweets, classifiers tend to associate target
mentions to hate speech, even if such messages are not offensive. This phenomenon is less
evident on the German data, which indeed was created in a different way, starting from a list
of users. Two examples of false positive are reported below. In (9) the message is probably
classified as hateful because of the mention of ‘Jewish’. In (10) it may depend on the mention
of ‘migration’.
9. Fine by me. I had five Jewish friends in college. None ever went to a Synagogue.
10. l’immigrazione è un problema x tutti! Ma servono iniziative non comunicati (EN: Migra-
tion is a problem for everybody! But we need initiatives, not press releases).
Finally, we noted few mistakes in the gold standard annotation of the test sets, which were
correctly classified by our system.
5.3 Cross-platform evaluation for Italian hate speech de-
tection
Most of the available datasets and approaches for hate speech detection proposed so far concern
the English language, and even more frequently they target a single social media platform
(mainly Twitter). In low-resource scenarios it is therefore common to have smaller datasets
for specific platforms, raising research questions such as: would it be advisable to combine such
platform-dependent datasets to take advantage of training data developed for other platforms?
Should such data just be added to the training set or they should be selected in some way? And
what happens if training data are available only for one platform and not for the other?
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In this section we address all the above questions focusing on hate speech detection for Ital-
ian. Relying on the modular neural architecture that we demonstrated to be rather stable and
well-performing across different languages and platforms (in Section 5.2), we perform our com-
parative evaluation on freely available datasets for hate speech detection in Italian, extracted
from four different social media platform, i.e. Facebook, Twitter, Instagram and Whatsapp.
In particular, we test the same model while altering only some features and pre-processing
aspects. Besides, we use a multi-platform training set but test on data taken from the single
platforms. We show that the proposed solution of combining platform-dependent datasets in
the training phase is beneficial for all platforms but Twitter, for which results obtained by
training on tweets only outperform those obtained with a training on the mixed dataset.
5.3.1 Data and linguistic resources
In the following, we present the datasets used to train and test our system and their annotations.
Then, we describe the word embeddings we have used in our experiments.
Twitter dataset released for the HaSpeeDe (Hate Speech Detection) shared task organized
at EVALITA 2018 (see dataset description in Section 5.2.2).
Facebook dataset also released for the HaSpeeDe (Hate Speech Detection) shared task. It
consists of 4,000 Facebook comments collected from 99 posts crawled from web pages (1,941
negative, and 2,059 positive instances), comprising for each comment the respective annotation,
as can be seen in Example 11. The two classes considered in the annotation are “hateful post”
or “not”.
11. Annotation: hateful.
Matteo serve un colpo di stato. Qua tra poco dovremo andare in giro tutti armati come
in America. (EN: Matteo, we need a coup. Soon we will have to go around armed as in
the U.S.).
Whatsapp dataset collected to study pre-teen cyberbullying [420]. Such dataset has been
collected through a WhatsApp experimentation with Italian lower secondary school students
and contains 10 chats, subsequently annotated according to different dimensions as the roles
of the participants (e.g., bully, victim) and the presence of cyberbullying expressions in the
message, distinguished between different classes of insults, discrimination, sexual talk and ag-
gressive statements. The annotation is carried out at token level. To create additional training
instances for our model, we join subsequent sentences of the same author (to avoid cases in
which the user writes one word per message) resulting in 1,640 messages (595 positive in-
stances). We consider as positive instances of hate speech the ones in which at least one token
was annotated as a cyberbullying expression, as in Example 12).
12. Annotation: Cyberbulling expression.
fai schifo, ciccione! (EN: you suck, fat guy).
Instagram dataset includes a total amount of 6,710 messages, which we randomly collected
from Instagram focusing on students’ profiles (6,510 negative and 200 positive instances) iden-
tified through the monitoring system described in [313]. Since no Instagram datasets in Italian
were available, and we wanted to include this platform to our study, we manually annotated
them as “hateful post” (as in Example 13) or “not”.
13. Annotation: hateful.
Sei una troglodita (EN: you are a caveman).
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Platform Training set Embeddings Features
Emoji
F1 no hate F1 hate Macro AVG
Transc.
Instagram
Multi Plat. Twitter Social Yes 0.984 0.432 0.708
Single Plat. Twitter Social Yes 0.981 0.424 0.702
Facebook
Multi Plat. Twitter Social Yes 0.773 0.871 0.822
Single Plat. Twitter Social Yes 0.733 0.892 0.812
WhatsApp
Multi Plat. Twitter Social Yes 0.852 0.739 0.796
Single Platform Twitter Social Yes 0.814 0.694 0.754
Twitter
Single Plat. Twitter Hurtlex No 0.879 0.717 0.798
Filtered Multi Plat. Twitter Hurtlex No 0.858 0.720 0.789
Multi Plat. Twitter Hurtlex No 0.851 0.712 0.782
Table 5.10: Classification results
Word Embeddings In our experiments we test two types of embeddings, with the goal
to compare generic with social media-specific ones. In both cases, we rely on Faxttext em-
beddings [62], since they include both word and subword information, tackling the issue of
out-of-vocabulary words, which are very common in social media data (see Section 5.2.2).
5.3.2 System description
Since our goal is to compare the effect of various features, word embeddings, pre-processing
techniques on hate speech detection applied to different platforms, we use the modular neural
architecture for binary classification presented in Section 5.2.1. For preprocessing methods, we
used the ones previously described in Section 5.2.3.
As for features, we evaluate the impact of i) word embeddings extracted from social media
data, compared with the performance obtained using generic embedding spaces; ii) keeping
emojis or transcribing them in plain text. To this purpose, we use the official plaintext descrip-
tions of the emojis (from the unicode consortium website), translated to Italian with Google
translate and then manually corrected, as a substitute for emojis; iii) using a lexicon of hurtful
words [41]; iv) social media specific features, in particular, the number of hashtags and men-
tions, the number of exclamation and question marks, the number of emojis, the number of
words written in uppercase.
5.3.3 Experimental setup
In order to be able to compare the results obtained while experimenting with different training
datasets and features, we used fixed hyperparameters, derived from our best submission at
EVALITA 2018 for the cross-platform task that involved training on Facebook data and testing
on Twitter. In particular, we used a GRU [111] of size 200 as the recurrent layer and we applied
no dropout to the feed-forward layer. Additionally, we used the provided test set for the two
Evalita tasks, using 20% of the development set for validation. For Instagram and WhatsApp,
since no standard test set is available, we split the whole dataset using 60% of it for training,
while the remaining 40% is split in half and used for validation and testing. For this purpose,
we use the train test split function provided by sklearn [370], using 42 as seed for the random
number generator. One of our goals was to establish whether merging data from multiple social
media platforms can be used to improve performance on single platform test sets. In particular,
we used the following datasets for training:
• Multi-platform: we merge all the datasets mentioned in Section 5.2.2 for training.
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• Multi-platform filtered by length: we use the same datasets mentioned before, but
only considered instances with a length lower or equal to 280 characters, ignoring URLs
and user mentions. This was done to match Twitter length restrictions.
• Same Platform: for each of the datasets, we trained and tested the model on data from
the same platform.
In addition to the experiments performed on different datasets, we also compare the system
performance obtained by using different embeddings. In particular, we train the system by using
Italian Fasttext word embeddings trained on CommonCrawl and Wikipedia, and Fasttext word
embeddings trained by us on a sample of Italian tweets [40], with an embedding size of 300. We
also train our models including either social-media or Hurtlex features. Finally, we compare
classification performance with and without emoji transcription.
5.3.4 Results
For each platform, we report in Table 5.10 the best performing configuration considering em-
bedding type, features and emoji transcription. We also report the performance obtained by
merging all training data (Multi-platform), using only platform-specific training data (Sin-
gle platform) and filtering training instances > 280 characters (Filtered Multi platform) when
testing on Twitter.
For Instagram, Facebook and Whatsapp, the best performing configuration is identical.
They all use emoji transcription, Twitter embeddings and social-specific features. Using multi-
platform training data is also helpful, and all the best performing models on the aforementioned
datasets use data obtained from multiple sources. However, the only substantial improvement
can be observed in the WhatsApp dataset, probably because it is the smallest one, and the
classifier benefits from more training data.
The results obtained on the Twitter test set differ from the aforementioned ones in several
ways. First of all, the in-domain training set is the best performing one, while the restricted
length dataset is slightly better than the non restricted one. These results suggest that learn-
ing to detect hate speech on the short length interactions that happen on Twitter does not
benefit from using data from other platforms. This effect can be at least partially mitigated
by restricting the length of the social interactions considered and retaining only the training
instances that are more similar to Twitter ones.
Another remark concerning only Twitter is that Hurtlex is in this case more useful than
social network specific features. While the precise cause for this would require more investiga-
tion, one possible explanation is the fact that Twitter is known for having a relatively lenient
approach to content moderation. This would let more hurtful words slip in, increasing the
effectiveness of Hurtlex as a feature, in addition to word embeddings. Additionally, emoji tran-
scription seems to be less useful for Twitter than for other platforms. This might be explained
with the fact that the Twitter dataset has relatively less emojis when compared to the others.
One final outtake confirmed by the results is the fact that embeddings trained on social
media platforms (in this case Twitter) always outperform general-purpose embeddings. This
shows that the language used on social platforms has peculiarities that might not be present
in generic corpora, and that it is therefore advisable to use domain-specific resources.
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5.4 A system to monitor cyberbullying based on mes-
sage classification and social network analysis
As introduced before, the presence on social networks like Twitter, Facebook and Instagram is
of main importance for teenagers, but this may also lead to undesirable and harmful situations.
We refer to these forms of harassment as cyberbullying, i.e., ‘an aggressive, intentional act
carried out by a group or an individual, using electronic forms of contact, repeatedly and over
time against a victim who cannot easily defend him or herself’ [412]. In online social media, each
episode of online activity aimed at offending, menacing, harassing or stalking another person
can be classified as a cyberbullying phenomenon. This is connected even with concrete public
health issues, since recent studies show that victims are more likely to suffer from psycho-social
difficulties and affective disorders [440].
Given its societal impact, the implementation of cyberbullying detection systems, combin-
ing abusive language detection and social network analysis, has attracted a lot of attention
in the last years [441, 229, 386, 146]. However, the adoption of such systems in real life is
not straightforward and their use in a black box scenario is not desirable, given the negative
effects misleading analyses could have on potential abusers and victims. A more transpar-
ent approach should be adopted, in which cyberbullying identification should be mediated by
human judgment.
In this section, we present a system for the monitoring of cyberbullying phenomena on social
media. The system aims at supporting supervising persons (e.g., educators) at identifying
potential cases of cyberbullying through an intuitive, easy-to-use interface. This displays both
the outcome of a hate speech detection system and the network in which the messages are
exchanged. Supervising persons can therefore monitor the escalation of hateful online exchanges
and decide whether to intervene or not, similar to the workflow introduced in [386]. We evaluate
the NLP classifier on a set of manually annotated data from Instagram, and detail the network
extraction algorithm starting from 10 Manchester high schools. However, this is only one
possible use case of the system, which can be employed over different kinds of data.
5.4.1 Network extraction
Since cyberbullying is by definition a repeated attack towards a specific victim by one or more
bullies, we include in the monitoring system an algorithm to identify local communities in social
networks and isolate the messages exchanged only within such communities. In this demo, we
focus on high-schools, but the approach can be extended to other communities of interest. Our
case study concerns the network of Manchester high-school students, and we choose to focus
on Instagram, since it is widely used by teenagers of that age.
Reconstructing local communities on Instagram is a challenging task. Indeed, differently
from how other social networks operate (e.g., Facebook), Instagram does not provide a page for
institutions such as High Schools, that therefore need to be inferred. To overcome this issue,
and to identify local communities of students, we proceed in two steps that can be summarised
as follow:
• Expansion stage. We start from few users that are very likely to be part of the local high
school community, and we use them to identify an increasing number of other possible
members expanding our network coverage.
• Pruning stage. We identify, within the large network, smaller communities of users and
we isolate the ones composed by students. For these, we retrieve the exchanged messages
in a given period of time (in our case, the ongoing school year), which will be used to
identify abusive messages.
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Figure 5.4: Network obtained starting from 10 Manchester schools and expanding +2 layers
5.4.2 Expansion stage
In this stage, we aim to build an inclusive network of people related to local high schools. Since
schools do not have an Instagram account, we decide to exploit the geo-tagging of pictures.
We manually define a list of 10 high schools from Manchester, and we search for all the photos
associated with one of these locations by matching the geo-tagged addresses.
Given that anyone can tag a photo with the address of a school, this stage involves not
only actual students, but also their teachers, parents, friends, alumni and so on. The reason
to adopt this inclusive approach is that not every student is directly associated with his/her
school on Instagram (i.e., by sharing pictures in or of the school), therefore we need to exploit
also their contacts with other people directly related to the schools. We restrict our analysis
to pictures taken from September 2018 on to focus on the current school year and obtain a
network including actual students rather than alumni.
With this approach, we identify a first layer of 756 users, corresponding to the authors of
the photos tagged in one of the 10 schools. Starting from these users, we expand our network
with a broader second layer of users related to the first ones. We assume that users writing
messages to each other are likely to be somehow related, therefore we include in the network all
users exchanging comments with the first layer of users in the most recent posts. In this step,
we do not consider the connections given by likes, since they are prone to introduce noise in the
network. With this step we obtain a second layer of 17,810 users that we consider related to
the previous ones as they interact with each other in the comments. Using the same strategy,
we further expand the network with a third layer of users commenting the contents posted by
users in the second layer. It is interesting to notice that in the first layer of users, i.e. the
ones directly related to the schools, the groups of users associated with each school are well
separated. As soon as we increase the size of the network with additional layers, user groups
start to connect to each other through common “friends”.
We stop the expansion at a depth of three layers since additional layers would exponentially
increase the number of users. At the end of the expansion stage, we gather a list of 544,371
unique users obtained from an exchange of 1,539,292 messages. The resulting network (Figure
5.4) is generated by representing each user as a node, while the exchanged messages correspond
to edges. Each edge between two users is weighted according to the number of messages between
the two.
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5.4.3 Pruning stage
After generating a large network of users starting from the list of schools, the following step
consists in pruning the network from unnecessary nodes by identifying within the network
smaller communities of high school students and teenagers. These communities define the
scenario in which we want to monitor the possible presence of cyberbullying. To identify local
communities, we proceed incrementally dividing the network into smaller portions. For this
task, we apply the modularity function in Gephi [59], a hierarchical decomposition algorithm
that iteratively optimizes modularity for small communities, aggregating then nodes of the
same community to build a new network.
Then, we remove the groups of people falling out of the scope of our investigation by
automatically looking for geographical or professional cues in the user biographies. For example,
we remove nodes that contain the term blogger or photographer in the bio, and all the nodes that
are only connected to them in the network. This step is done automatically, but we manually
check the nodes that have the highest centrality in the network before removing them, so as to
ensure that we do not prune nodes of interest for our use case.
We then run again the modularity function to identify communities among the remaining
nodes. Finally, we apply another pruning step by looking for other specific cues in the user bios
that may identify our young demographic of interest. In this case, we define regular expressions
to match the age, year of birth or school attended, reducing the network to a core of 892 nodes
(users) and 2,435 edges, with a total of 14,565 messages (Figure 5.5).
Figure 5.5: Manchester network after pruning
5.4.4 Classification of abusive language
To classify the messages exchanged in the network extracted in the previous step as containing or
not abusive language, we use the modular neural architecture for binary classification described
in Section 5.2 (same embeddings, same hyperparameters tuning).
5.4.5 Experimental setting and evaluation
Although our use case focuses on Instagram messages, we could not find available datasets
from this social network with annotated comments. The widely used dataset used by [230] has
indeed annotations at thread level.
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Figure 5.6: Interface view for network explo-
ration
Figure 5.7: Interface view for hate speech mon-
itoring
We therefore train our classification algorithm using the dataset described in [472], contain-
ing 16k English tweets manually annotated for hate speech. More precisely, 1,924 are annotated
as containing racism, 3,082 as containing sexism, while 10,884 tweets are annotated as not con-
taining offensive language. We merge the sexist and racist tweets in a single class, so that 5,006
tweets are considered as positive instances of hate speech. As a test set, we manually annotate
900 Instagram comments, randomly extracted from the Manchester network, labeling them as
hate speech or not. Overall, the test set contains 787 non-offensive and 113 offensive messages.
We preprocess both data sets, given that hashtags, user mentions, links to external media
and emojis are common in social media interactions. To normalize the text as much as possible
while retaining all relevant semantic information, we first replace URLs with the word “url” and
“@” user mentions with “username” by using regular expressions. We also use the Ekphrasis
tool [42] to split hashtags into sequences of words, when possible.
The system obtained on the test set a micro-averaged F1 of 0.823. We then run the classifier
on all messages extracted for the Manchester network, and make the output available through
the platform interface.
5.4.6 Interface
The system15 relies on a relational database and a tomcat application server. The interface is
based on existing javascript libraries such as C3.js (https://c3js.org) and Sigma.js (http:
//sigmajs.org).
The platform can be used with two settings: in the first one (Figure 5.6), the Manchester
network is displayed, with colors denoting different sub-communities characterised by dense
connections. By clicking on a node, the platform displays the cloud of key-concepts automat-
ically extracted from the conversations between the given user and her connections using the
KD tool [337]. This view is useful to understand the size and the density of the network and to
browse through the topics present in the threads. In the second setting (Figure 5.7), which can
be activated by clicking on “Show offensive messages”, the communities are all colored in grey,
while the system highlights in red the messages classified as offensive by our system. By clicking
on red edges it is possible to view the content of the messages classified as offensive, enabling
also to check the quality of the classifier. This second view is meant to support educators and
stakeholders in monitoring cyberbullying without focusing on single users, but rather keeping
15A video of the demo is available at https://dh.fbk.eu/sites/dh.fbk.eu/files/creepdemo_1.m4v
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an eye on the whole network and zooming in only when hateful exchanges, flagged in red, are
escalating.
5.4.7 Discussion
The current system has been designed to support the work of educators in schools, although
it is not meant to be open to everyone but only to specific personnel. For example, in Italy
there must be one responsible teacher to counter cyberbullying in every school, and access to
the system could be given only to that specific person. For the same reason, the system does
not show the actual usernames but only placeholders, and the possibility to de-anonymise the
network of users could be activated only after cyberbullying phenomena have been identified,
and only for the users involved in such cases. Indeed, we want to avoid the use of this kind
of platforms for the continuous surveillance of students, and prevent a malicious use of the
monitoring platform.
The system relies on public user profiles, and does not have access to content that users want
to keep private. This limits the number of cyberbullying cases and hate messages in our use
case, where detected abusive language concerns less than 1% of the messages, while a previous
study on students’ simulated WhatsApp chats around controversial topics reports that 41% of
the collected tokens were offensive or abusive [420]. This limitation is particularly relevant when
dealing with Instagram, but the workflow presented in this section can be potentially applied
to other social networks and chat applications. Another limitation of working with Instagram
is the fact that the monitoring cannot happen in real time. In fact, the steps to extract and
prune the network require some processing time and cannot be performed on the fly, especially
in case of large user networks. We estimate that the time needed to download the data, extract
the network, retrieve and classify the messages and upload them in the visualisation tool would
be around one week.
5.5 Related Work
5.5.1 Hate speech detection on English data
Given the well-acknowledged rise in the presence of toxic and abusive speech on social media
platforms like Twitter and Facebook, an increasing number of approaches has been proposed
to detect such a kind of messages in English. Automated systems for the detection of abusive
language range from supervised machine learning models built using a combination of manually
crafted features such as n-grams [480], syntactic features [345], and linguistic features [488], to
more recent neural networks that take word or character sequences from comments and learn
abusive patterns without the need for explicit feature engineering. The recent trend of using
neural network-based approaches has been particularly evident for English, since several train-
ing datasets are available for this language, enabling more data-hungry approaches. Indeed,
organisers of the 2019 Semeval task on Offensive Language Identification [493] report that 70%
of the participants adopt a deep learning approach. However, also simpler classification sys-
tems using logistic regression have been successfully applied to the task [472, 135]. Among the
neural network-based approaches, different algorithms have been presented, such as Convolu-
tional Neural Network using pre-trained word2vec embeddings [495], bi-LSTM with attention
mechanism [3] and bidirectional Gated Recurrent Unit network [269]. More recently, also the
combination of different neural newtorks, capturing both the message content and the Twitter
account metadata, has been proposed [185]. In a comparative study of various learning models
on the Hate and Abusive Speech on Twitter dataset built by Founta et al. [186], Lee et al. [269]
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show that, in the classification of tweets as “normal”, “spam”, “hateful” and “abusive” a bidi-
rectional Gated Recurrent Unit network trained on word-level features is the most accurate
model. Instead, in the binary task of offensive language detection, Liu et al. [283] achieve the
best performance at Semeval 2019 by fine-tuning a bidirectional encoder representation from
transformer [143].
In this work, we propose a robust neural classifier for the hate speech binary classification
task which is performing well across different languages (English, Italian and German), and we
study the impact of each feature and component on the results across these languages. Our
recurrent neural architecture shares some elements with the above approaches, namely the use
of a Long Short Term Memory and a Gated Recurrent Unit. Embeddings, textual and social
network specific features are employed. As in [257], we do not use metadata related to the social
media accounts. The obtained results are compared in a more detailed way in Section 5.2.4.
5.5.2 Hate speech detection on languages different from English
While most approaches to hate speech detection have been proposed for English, other sys-
tems have been developed to deal with the task in German, Italian and Spanish, thanks to
recent shared tasks. The 2018 GermEval Shared Task on the Identification of Offensive Lan-
guage16 deals with the detection of offensive comments from a set of German tweets. The
tweets have to be classified into the two classes offense and other, where the offense class cov-
ers abusive language, insults, as well as profane statements. Different classifiers are used by
the participants, ranging from traditional feature-based supervised learning (i.e., SVMs for the
top performing system TUWienKBS [357]) to the more recent deep learning methods. Most
top performing systems in both shared tasks employed deep learning (e.g., spMMMP [460],
uhhLT [474], SaarOffDe [427], InriaFBK [124]). For example, SaarOffDe employs Recurrent
Neural Networks and Convolutional Neural Networks produced top scores, while other sys-
tems (e.g., spMMMP, uhhLT) employ transfer learning. The usage of ensemble classification
seems to often improve the classification approaches (e.g., Potsdam [406], RuG [22], SaarOffDe,
TUWienKBS, UdSW [475]). Concerning the features, several systems include a combination of
word embeddings, character n-grams and some forms of (task-specific) lexicon. Both the HaUA
and the UdSW systems report that high performance scores can be achieved with a classifier
solely relying on a lexicon.
In 2018, the first Hate Speech Detection (HaSpeeDe) task for Italian has been organized at
EVALITA-201817. The task consists in automatically annotating messages from Twitter and
Facebook, with a boolean value indicating the presence (or not) of hate speech. Similar to
Germeval 2018 submissions, also in this case the participating systems adopt a wide range of
approaches, including bi-LSTM [260], SVM [403], ensemble classifiers [382, 23], RNN [184],
CNN and GRU [460]. The authors of the best-performing system, ItaliaNLP [116], experiment
with three different classification models: one based on linear SVM, another one based on a
1-layer BiLSTM and a newly-introduced one based on a 2-layer BiLSTM which exploits multi-
task learning with additional data from the 2016 SENTIPOLC task18.
Concerning Spanish, the IberEval 2018 edition19 has proposed the Aggressiveness Detec-
tion task [99] applied to Mexican Spanish, aiming at providing a classification of aggressive
/ non-aggressive tweets. A variety of systems is proposed, exploiting content-based (bag of







(frequencies, punctuation, POS, Twitter specific elements). Most of the systems rely on neural
networks (CNN, LSTM and others). The top ranked team was INGEOTEC [198]: the system is
based on MicroT, a text classification approach supported by a lexicon-based model that takes
into account the presence of aggressive and affective words, and a model based on the Fasttext
representation of texts. More recently, a task for the detection of hate speech against immi-
grants and women on Twitter has been organised at Semeval 2019 [38], providing an English
and Spanish dataset annotated according to the same guidelines. While for both languages a
number of neural network approaches has been proposed, the best systems for hateful content
detection still rely on SVM and embedding-based features [238, 373, 15].
Looking at the descriptions of the systems participating in the above tasks, as well as at most
recent hate speech detection classifiers for English, we observe that deep learning approaches
usually share a number of features, such as word embeddings, the use of emotion or sentiment
lexica, as well as specific pre-processing steps. Many exploit also other features related to the
tweets (e.g., message length, punctuation marks, etc.). Nevertheless, more emphasis is usually
put on the architecture, and no insight is given into the role played by variants of the above
features and by the selected pre-processing strategy. Also, no attempt to understand differences
across different languages has been made.
5.6 Conclusions
Targeting the hate speech detection task in social media messages, in the first part of this
chapter we have first described a recurrent neural architecture that is rather stable and well-
performing across different languages (i.e., English, German and Italian), and then we have
evaluated the contribution of several components that are usually employed in the task, namely
the type of embeddings, the use of additional features (text-based or emotion-based), the role
of hashtag normalisation and that of emojis. Our comparative evaluation has been carried out
on English, Italian and German available Twitter datasets for hate speech detection (annotated
as either containing hate speech/offensive language or not). This allowed us to propose a set of
findings that could guide researchers in the design of hate speech detection systems, especially
for languages different from English.
In the second part of this chapter, we examined the impact of using datasets from multiple
platforms in order to classify hate speech on social media. While the results of our experiments
successfully demonstrated that using data from multiple sources helps the performance of our
model in most cases, the resulting improvement is not always sizeable enough to be useful.
Additionally, when dealing with tweets, using data from other social platforms slightly decreases
performance, even when we filter the data to contain only short sequences of text. As for future
work, further experiments could be performed, by testing all possible combinations of training
sources and test sets. This way, we could establish what social platforms share more traits
when it comes to hate speech, allowing for better detection systems. At the moment, however,
the size of the datasets varies too broadly to allow for a fair comparison, and we would need to
extend some of the datasets.
In the last part of the chapter, we presented a platform to monitor cyberbullying phenom-
ena that relies on two components: an algorithm to automatically detect online communities
starting from geo-referenced online pictures, and a hate speech classifier. Both components
have been combined in a single platform that, through two different views, allows educators to
visualise the network of interest and to detect in which sub-communities hate speech is esca-
lating. Although the evaluation has been carried out only on English, the system supports also
Italian, and will be showcased in both languages.
Always in this context, as an exploratory and ongoing research activity, we are investigating
a zero-shot framework for multilingual hate speech detection. We employed two cross-lingual
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language models, i.e., MLM and a new hybrid version of MLM based on emojis (HE–MLM), re-
training them to better represent the peculiarity of the language used in social media messages.
The second model shows some advantages over the MLM model when used on social media data:
first of all, the emojis can be used to convey emotions, that in turn can be correlated with hate
speech or offensive content. Secondly, emojis convey similar meaning in the languages that we
considered, serving as a common trait between languages during pre-training. Our aim was not
to create a system comparable with monolingual state-of-the-art solutions, but to investigate
the possibility to use an unsupervised approach for zero-shot cross lingual hate speech detection.
As a first step in this direction, we focused on three European languages, for which similar data
were available. Despite the high variance observed in the models, we can still observe a clear
trend: the HE–MLM models yield better performances than their MLM counterparts, proving
that using emojis for pretraining can be useful when dealing with the classification of hate
speech on social media text (this work is currently under review).
Chapter 6
Conclusions and Perspectives
To summarize, the research contributions on which I have been working on in the last 9 years
have been published in main international conferences and journals of my research communities.
They mainly deal with:
• structured information, relations and events extraction from unstructured natural lan-
guage text, to populate knowledge bases in different application scenarios (e.g., robotics,
music information retrieval);
• enhancement of users interactions with the web of data, mapping natural language ex-
pressions (e.g., user queries) with concepts and relations in a structured knowledge base
(focusing in particular on question answering over linked data);
• the detection of argumentative structures and the prediction of their relations in differ-
ent textual resources as political debates, medical texts, and social media content (and
considering the role of emotions and persuasion);
• abusive language detection, in a multilingual scenario. Taking advantage of both the
network analysis and the content of the short-text messages on online platforms, we also
addressed the challenge of detecting cyberbullying phenomena, considering the dynamics
within a conversation.
In the continuation of my ongoing research work, and in line with the objectives of the Wim-
mics team, I will keep tackling the four general research questions discussed in this document,
in line with the recent trends in Natural Language Processing.
There are a variety of language tasks that, while simple and second-nature to humans, are
still very difficult for a machine. New trends in Natural Language Processing systems such as
big data and social network analysis, are rapidly emerging and finding application in various
domains including - among others - education, travel and tourism (smart cities), and healthcare.
Many issues encountered during the development of applications in such domains are addressed
as computational tasks, e.g., sentiment analysis, opinion mining, text summarization, dialogue
systems, question answering, emotion recognition, revealing an increasing interest in Natural
Language Processing and AI, both from the research community and from industry. The NLP
field is now seeing a major improvement in the form of a semantically rich representation of
words, an accomplishment enabled by the application of neural networks.
In this context, my current and future work is led by the following research question:
How to support the exchange of information and opinions on the Web, helping people and
intelligent systems to better understand and evaluate different viewpoints and to promote their
own?
Such question breaks down into the following subquestions:
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• How to boost the automated identification of natural language arguments on the Web,
and the relations among them?
• How to exploit argumentative information to provide advanced search and exploration
facilities?
• How to select reliable information from the huge amount of heterogeneous resources avail-
able on the Web?
• How to generate argumentation-based explanations and counter-arguments to foster a
natural interaction with the users?
Among other use case scenarios, I will keep on focusing on healthcare and politics applica-
tions, given that argumentation-based decision making is becoming increasingly prominent in
such contexts. In a scenario where doctors debate with each others in order to provide medical
diagnoses, and the patients interact with eHealth systems to discuss symptoms and shared ex-
periences, as a first goal we will improve the supervised (Neural Network-based) algorithms we
are currently working on, to automatically detect medical arguments from free textual data ex-
changed in forums and in clinical trials to analyze beside their internal discourse structure (i.e.
sentences expressing claims about a topic and related evidences), their relation with respect to
other arguments on the same topic (contradiction, support), also their coherence. Similarly, in
the automated analysis of political speeches and debates, I plan to automatically predict rela-
tions between argument components (intra- and inter-arguments), and propose a new task, i.e.,
fallacy detection so that common fallacies in political argumentation [498] can be automatically
identified. In this context, our goal is to support the users in making decisions about how to
proceed with the discussion, support the patients and citizens in understanding the possible
acceptability of the arguments and their evidences, with regard to their consistency and the
sources proposing them, and improve the comprehension of the ongoing discussions.
As a second goal, I will tackle the challenge of exploiting argumentative information to
provide advanced search and exploration facilities. The abundance of information found in
online communities debates is largely left unexploited by current applications, Web services or
search engines. My goal is therefore to develop applications with advanced forms of search and
exploration capabilities, which will allow novel and higher-level methods of navigation, based
on the above described annotations associated with arguments rather than just hyperlinks.
For this task we will extend current state-of-the art question answering system to address
much more complex questions, so that arguments will be returned to support the response of
intelligent systems to user information needs expressed through natural language questions.
Ranking methods will be applied to return the answers according to user preferences and other
criteria (e.g., topical and contextual relevance), and the results of reasoning (new arguments
generation using information from existing ones). To improve the answer quality, the most
representative among the relevant arguments will be identified, i.e., those that exhibit some
diversity while covering the user’s information need (considering various aspects, such as con-
tent, topic, context, intended audience and relations). Finally, we will study navigation means
for exploring the structure and interconnections of the returned arguments, leading to other
potentially interesting arguments and providing an overview of the argumentative graph. Sum-
marization techniques will be applied to summarize long debates into smaller ones, whereas
elaboration will make an argument more understandable for the specific user and/or query
context, by adding information extracted from other arguments, or from resources. This anal-
ysis will enable the user to get a global, high-level view of the various opinions on a topic,
where justified arguments are supported by facts or other arguments, to avoid shortfalls like
reproducing common, but unjustified, opinions or biases, or being the victim of information
manipulation.
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As a third goal, I will address the challenge of intelligently selecting reliable information
from the huge amount of heterogeneous resources available on the Web. The potential of
answering queries by locating and combining information, which can be massively distributed
across heterogeneous semantic resources, would allow to answer questions concerning e.g., the
political trend of French boys and girls in the next elections, mining for instance real-time data
from a semantic version of Twitter and from the websites of French political campaigns. Given
their heterogeneity, data sources on the web can be noisy: they can provide information with
different granularity and quality, require the integration of both structured and unstructured
data (free text) for answer retrieval, or there can be either gaps in coverage or redundant data.
A step forward (the fourth goal) will concern dealing with the dynamic facet of the web, to
allow the users to interact and dialogue with the debating platform interface (as a conversational
agent), so that the system can provide an explanation and a justification for the results it
provides, and the user can become aware of data provenance and trustworthiness. One of the
main and complex issues to investigate concern finding strategies to handle the heterogeneous
nature of the resources and ontologies, aggregating answers from different linked data resources,
and carrying out reasoning on them. Moreover, existing work on (counter-)argument generation
is limited to the reformulation of arguments mined from Wikipedia and few newspapers, and it is
insufficient to generate effective and interactive explanatory arguments. Also investigating the
automatic detection of the quality of an argument is an open challenge, to react e.g., in case
of low quality arguments, through contextualized questions, including clarification questions
(when the argument is not sufficiently elaborated), and requests for additional elaboration
(when the argument lacks supporting evidence). Proactive behaviours should be managed
during the argument-based dialogue (to mirror a crucial ability in human-human dialogues).
Existing collaborations and connections with the Human Computer Interaction community will
be strengthen to deal with the problems, desires, and requirements of technology users in the
proposed application scenarios.
Such debating technologies will be applied in advanced decision support systems, a new gen-
eration of recommendation systems that engage with humans in a more sophisticated manner,
and that are relevant for a wide spectrum of domains, including politics and legal (to facilitate
active citizenship, e-governance and e-democracy), healthcare, education (for fact-checking and
identifying of unjustified opinions or prejudices). Related to these aspects, I plan to keep on
addressing research tasks going beyond binary abusive content classification, including identi-
fying the target of abuse as well as automatically moderating content (through, for instance,
counter-argumentation). Considerable challenges and unaddressed frontiers remain in the cur-
rent systems and should be addressed, spanning technical, social and ethical dimensions. These
issues constrain abusive content detection research, limiting its impact on the development of
real-world detection systems.
Summary of the available resources created as contributions of my research:
• ALOOF Object and relations, Keyword Linking, Default Knowledge (https://project.
inria.fr/aloof/data/)
• WASABI Song Corpus (https://github.com/micbuffa/WasabiDataset)
• AbstRCT - Argument Mining corpus on the health care domain (https://gitlab.com/
tomaye/abstrct/
• Argument Mining corpus on the speeches and official declarations issued by Nixon and
Kennedy (https://dh.fbk.eu/resources/political-argumentation)
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• USElecDeb60To16 v.01 - Argument Mining corpus on the US Presidential Campaign
Debates (https://github.com/ElecDeb60To16/Dataset)
• NoDE - A Benchmark of Natural Argumentation (http://www-sop.inria.fr/NoDE/
NoDE-xml.html)
• DART - Dataset of Arguments and their Relations on Twitter (https://www.aclweb.
org/anthology/L16-1200.pdf)
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[190] Björn Gambäck and Utpal Kumar Sikdar. Using convolutional neural networks to classify
hate-speech. In Proceedings of the First Workshop on Abusive Language Online, pages
85–90. Association for Computational Linguistics, 2017.
[191] Guglielmo Gemignani, Roberto Capobianco, Emanuele Bastianelli, Domenico Bloisi, Luca
Iocchi, and Daniele Nardi. Living with robots: Interactive environmental knowledge
acquisition. Robotics and Autonomous Systems, 2016.
[192] Daniel Gerber and Axel-Cyrille Ngonga Ngomo. Bootstrapping the linked data web. In
1st Workshop on Web Scale Knowledge Extraction @ ISWC 2011, 2011.
[193] Chris Gibbs and Richard Haynes. A phenomenological investigation into how twitter has
changed the nature of sport media relations. International Journal of Sport Communica-
tion, 6(4):394–408, 2013.
[194] Roxana Girju, Adriana Badulescu, and Dan Moldovan. Learning semantic constraints for
the automatic discovery of part-whole relations. In Proceedings of the 2003 Conference of
the North American Chapter of the Association for Computational Linguistics on Human
Language Technology - Volume 1, NAACL ’03, pages 1–8, Stroudsburg, PA, USA, 2003.
Association for Computational Linguistics. DOI: 10.3115/1073445.1073456.
[195] Ian Goodfellow, Yoshua Bengio, and Aaron Courville. Deep Learning. MIT Press, 2016.
http://www.deeplearningbook.org.
[196] Thomas F. Gordon, Henry Prakken, and Douglas Walton. The carneades model of argu-
ment and burden of proof. Artif. Intell., 171(10-15):875–896, 2007.
230 BIBLIOGRAPHY
[197] Theodosios Goudas, Christos Louizos, Georgios Petasis, and Vangelis Karkaletsis. Argu-
ment extraction from news, blogs, and the social web. International Journal on Artificial
Intelligence Tools, 24(5), 2015.
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[376] Saša Petrović, Miles Osborne, and Victor Lavrenko. Streaming first story detection with
application to twitter. In Human Language Technologies: The 2010 Annual Conference
of the North American Chapter of the Association for Computational Linguistics, pages
181–189. Association for Computational Linguistics, 2010.
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