Machine learning based classification methods are widely used in geoscience applications, including mineral prospectivity mapping. Typical characteristics of the data, such as small number of positive instances, imbalanced class distributions and lack of verified negative instances make ROC analysis and cross-validation natural choices for classifier evaluation. However, recent literature has identified two sources of bias, that can affect reliability of area under ROC curve estimation via cross-validation on spatial data. The pooling procedure performed by methods such as leave-one-out can introduce a substantial negative bias to results. At the same time, spatial dependencies leading to spatial autocorrelation can result in overoptimistic results, if not corrected for. In this work, we introduce the spatial leave-pair-out cross-validation method, that corrects for both of these biases simultaneously. The methodology is used to benchmark a number of classification methods on mineral prospectivity mapping data from the Central Lapland greenstone belt. The evaluation highlights the dangers of obtaining misleading results on spatial data and demonstrates how these problems can be avoided. Further, the results show the advantages of simple linear models for this classification task.
Introduction
Mineral prospectivity mapping or mineral potential mapping (MPM) techniques are used to delineate areas favorable for mineral exploration (see e.g., Bonham-Garter 1994; Carranza 2008; Nykänen 2008) . By integrating information derived from spatial geological, geophysical and geochemical datasets, the MPM methodology is used to quantify the likelihood of presence of a specific type of mineral occurrence within a study area. In supervised MPM learning techniques, the locations of known mineral deposits or occurrences are used to relate the occurrences to the mapped quantities that are indicative of the corresponding mineral deposit type. Known mineral occurrences can be also used for validating the models (Bonham-Garter 1994) .
In this work, we consider the issue of supervised binary classification in spatial prediction problems. Here the goal is to train a classifier that can predict some property of a geographical area, such as the presence or absence of a mineral deposit. Training and evaluation of such classifiers is challenging because the available data is typically highly imbalanced since the amount of positive instances denoting known mineral occurrences is small. Further, instead of known negative instances, data sets usually contain only positive and unlabeled instances (see e.g., Nykänen 2008; Rigol-Sanchez et al. 2003 ); a setting known as positive-unlabeled (PU) learning (Elkan and Noto 2008) . Works such as Bradley (1997) , Fawcett (2006) and Huang and Ling (2005) have suggested the use of area under the ROC curve (AUC) for classifier evaluation on imbalanced data, as the criterion is insensitive to relative class distributions on the test set. Further, AUC has also been established as a recommended metric for PU-learning problems (Elkan and Noto 2008; Jain et al. 2017) . Thus, AUC is a natural performance measure for MPM classifier evaluation, and studies such as Brown et al. (2003) , Nykänen (2008) , Nykänen et al. (2015) and Rodriguez-Galiano et al. (2015) have used AUC for evaluating MPM models. Further, since adequately large separate test data may not be available for MPM, cross-validation (CV) is necessary for validating the models (see e.g., Abedi et al. 2012; Rigol-Sanchez et al. 2003; Carranza 2008; Rodriguez-Galiano et al. 2015) .
The prediction and success rate curves commonly used to evaluate the accuracy of predictive spatial models in geoscience applications (see Chung and Fabbri 2003; Fabbri and Chung 2008; Frattini et al. 2010; Carranza et al. 2015; Rodriguez-Galiano et al. 2015) correspond to such ROC curves, where the instances are weighted according to the area covered by them. Similarly to our study, the prediction rate curves are computed from cross-validated predictions, whereas success rate curves measure goodness-of-fit to training data. Thus while not specifically considered in the following, the area under a prediction rate curve could be also estimated using the methods considered in this work. Other metrics popularly used to evaluate spatial classifiers include prediction-area plots (Yousefi and Carranza 2015) and classification accuracy (Brown et al. 2003; Abedi et al. 2012; Rodriguez-Galiano et al. 2015) as well as various other statistics (Frattini et al. 2010) , these however fall outside the scope of our work.
Based on recent literature we suggest that there are two major sources of bias that can affect results when using CV for estimating the AUC of spatial classification problems. First, standard CV methods such as leave-one-out (LOOCV) and K-fold are often affected by a negative bias resulting from pooling together predictions from different folds for AUC computation, as shown by Airola et al. (2009 ), Airola et al. (2011 ), Forman and Scholz (2010 , Parker et al. (2007) and Smith et al. (2014) . Airola et al. (2009) and Airola et al. (2011) proposed a leave-pair-out CV (LPOCV) method for correcting such bias in AUC estimation. LPOCV is further validated by Smith et al. (2014) on clinical data. Second, spatial autocorrelation causes standard CV methods to produce optimistically biased prediction performance estimates for spatial data. This is caused by the fact that leave-one-out and K-fold rely on the assumption that the data is independent and identically distributed (i.i.d.)-an assumption violated by spatial data where close instances tend to be more similar than ones distant from each other. Recently, Pohjankukka et al. (2014 Pohjankukka et al. ( , 2017 and Le Rest et al. (2014) have proposed spatial CV (SCV) methods for correcting this bias.
In this work, combining the leave-pair-out and spatial CV methods, we introduce the leave-pair-out spatial CV (LPO-SCV) method for evaluating MPM classifiers. As a case study, we use the approach to benchmark a number of machine learning methods on an orogenic gold MPM classification task. In our experiments, we first show that one can obtain completely misleading results if the spatial and pooling biases are not corrected for. At worst, one can obtain with standard CV methods close to perfect AUC values for classifiers, that are in reality not much better than random at making predictions for new data. We demonstrate how the LPO-SCV method corrects the pooling and spatial biases, allowing one to reliably estimate the AUC of spatial classifiers. Finally, in the LPO-SCV based classifier comparison, we show simple linear models to be surprisingly competitive on the MPM data.
Cross-validation for AUC estimation with spatial data
First, we present our mathematical notation. Let us assume a set of m instances, divided into the so-called positive and negative classes. Further, let I = {1, 2, . . . , m} denote the index set of these instances, with I + ⊂ I and I − ⊂ I denoting the indices of the positive and the negative instances, respectively. We refer to the instances only by their indices, since their other properties such as features are not required when defining AUC and the CV methods.
Further, let Let f : I → R denote a classifier, that maps each instance to a real-value, representing how likely it is to belong to the positive class. We can use f to classify data, by assigning each f (i) > t to the positive class, and the rest to the negative class for some threshold t. Finally, when defining the cross-validation methods we refer by f J , where J ⊆ I, to a classifier trained with a machine learning method on the subset of the instances indexed by J .
AUC
Area under the ROC curve (AUC) is a common criterion for evaluating the quality of a classifier. It estimates the probability, that a classifier will rank a randomly chosen positive instance higher than a randomly chosen negative one (Hanley and McNeil 1982) . AUC is invariant to prior class distributions, and does not require one to define class specific error costs or a threshold t. These advantages make it especially popular metric for classifier evaluation and comparison, especially in applications dealing with imbalanced data (Bradley 1997; Fawcett 2006; Huang and Ling 2005) .
AUC can be computed based on the Wilcoxon-Mann-Whitney statistic (Bamber 1975) as 1
where
is the Heaviside step function, |S| denotes the number of elements in set S, i and j denote the indices of a positive and a negative instance, and |I + | and |I − | denote the number of positive and negative instances, respectively. The statistic is calculated by comparing each positive instance with all the negative instances and counting the number of times the prediction value for that positive instance exceeds the negative instance (ties are counted as 0.5). Thus, the statistic represents the fraction of positivenegative pairs, where the positive has higher prediction than the negative. The AUC value is between 0 and 1, with 0.5 corresponding to a random classifier, or one that always predicts the same value.
Pooling bias and LPOCV
When dealing with data sets where at least one of the classes has only a small number of instances belonging to it, CV is typically used for computing the AUC. In CV, one repeatedly divides the training set into two disjoint parts. The first part is used for training a classifier, and the second for testing how accurately it predicts new data. The predictions made by the different classifiers are then combined together in order to estimate, how accurately a classifier trained on all the training data would predict on new data. One standard way of computing the AUC from CV results is known as pooling. In this approach, the predictions made on different rounds of CV are pooled together, and one single AUC value is computed as defined in Eq. (1). In an alternative approach known as averaging a separate AUC is computed for each round of CV and the mean of these is taken as the final AUC estimate (see Bradley 1997 for more thorough discussion of pooling and averaging). However, previous work has shown that pooling based CV methods such as leaveone-out (LOO) and (pooled) K-fold CV can have a large negative bias, when used for computing AUC (Airola et al. 2009 (Airola et al. , 2011 Forman and Scholz 2010; Smith et al. 2014; Parker et al. 2007 ). We refer to this effect as pooling bias. While averaging can correct this bias, the standard averaged K-fold method has been shown to have unacceptably high variance on small imbalanced data sets (Airola et al. 2009 (Airola et al. , 2011 Recently, Airola et al. (2009) , Airola et al. (2011) and Smith et al. (2014) have shown that the pooling bias can be eliminated by using an averaging-based method known as leave-pair-out CV (LPO). In LPO, each possible positive-negative pair is left out of the training set in turn, and the classifier trained on the remaining instances. The LPO AUC estimate is then computed as the fraction of pairs, where the positive instance has a higher prediction than the negative one.
Formally, this can be defined as
where f I\{i, j} is the classifier trained without the i:th and j:th instances.
For an example of pooling bias, let us consider a trivial classifier f (i) = |I + | m , that just predicts the fraction of positive instances in the training set. In leave-oneout, the classifier would always obtain AUC of 0, since it would predict |I + | m−1 when a negative instance is left out, and
m−1 when a positive instance is left out. While this is an extreme example, the strong effect pooling bias can have has been established experimentally in several studies (Airola et al. 2009 (Airola et al. , 2011 Forman and Scholz 2010; Smith et al. 2014; Parker et al. 2007) , and is further validated by our results. LPO avoids the pooling bias, as it is an averaging based method where predictions made on different rounds of CV are not pooled together when computing the AUC estimate. Rather, the predictions for each compared positive-negative pair come from the same round of CV.
Spatial bias and SCV
Most of the methodologies in statistical inference rely on the assumption that data samples are realizations from i.i.d. random variables. In cases where we are concerned with spatio-temporal data sets this assumption can have major drawbacks. Take for example geographical instances sampled from soil. We are given three instances i, j, and k with i and j located geographically much closer to each other than k to both the previous two. Anyone could argue in this scenario that i and j are probably the most similar to each other among the three instances due to the small geographical distance between them. In 1970 Waldo R. Tobler stated in his work (Tobler 1970 ) the Tobler's first law of geography: Everything is related to everything else, but near things are more related than distant things.
The relationship of being near versus being similar in spatial data analysis is called spatial autocorrelation (SAC). SAC in spatial data sets is usually measured quantitatively using variograms or Moran's index (Cressie 2015; Longley et al. 2005) . SAC tends to be naturally high for instances close to each other and small for instances more distant from each other. It is therefore clear that when we have a set of geographical data samples, they are most certainly not i.i.d., and this needs to be addressed in model evaluation and selection.
To estimate a model's prediction performance where the effect of SAC has been reduced, Pohjankukka et al. (2014 Pohjankukka et al. ( , 2017 and Le Rest et al. (2014) proposed spatial cross validation (SCV) to be used for this purpose. The idea in SCV is to estimate a model's prediction performance for a test point r units away from the closest known instances. This is done by altering the data in the CV procedure, so that a test point will always be at least r units away from the training data. Following Pohjankukka et al. (2017) , we call this left out area the dead zone. SCV produces a prediction performance estimate of our model as a function of r , i.e. the distance of closest known data to the predicted instance. Thus SCV simulates the situation, where the trained model is used to make predictions for data that is further than r units of distance from the instances in the training data.
Spatial leave-pair-out CV
In order to eliminate both the biases caused by pooling and spatial autocorrelation simultaneously, we now introduce the LPO-SCV method, which combines the LPO and SCV methods. The method is illustrated in Fig. 1 . In LPO-SCV, on each round of CV a positive-negative pair, and all the instances within r radius of these two points, are left out of the training set. The model is trained on the rest of the training set, and predictions are made for the left out positive and negative instance. The procedure is repeated for all possible positive-negative pairs. The AUC estimate is the relative fraction of pairs, for which the positive instance has a higher predicted value, than the negative one.
Formally, the estimate can be defined as follows. Let d(i, j) denote the geographical distance (e.g. Euclidean) between the i:th and j:th training instances. Further, let
all training instances that have a larger distance than r from both i th and j th training instances. Then, the LPO-SCV is computed as 1 Similarly to the ordinary LPO-CV, the approach corrects for pooling bias by ensuring that only predictions made on the same round of CV are ever compared. At the same time, the method corrects for spatial bias by excluding training data that is close to the selected pair of test instances. The dead zone ensures that the AUC result holds for data further than r units from the training instances, not just in the immediate neighborhood of the training data.
A downside of the approach is computational complexity, as full LPO-SCV requires training the classifier |I + ||I − | times. When this is not computationally feasible, one may approximate full LPO-SCV by randomly sampling a subset of all the possible pairs. Further, for ridge regression classifiers, fast LPO-SCV can be implemented using the fast holdout algorithms (Pahikkala et al. 2012) implemented in the RLScore open source library (Pahikkala and Airola 2016) .
Data
We chose to experiment with the LPO-SCV method for prospectivity modelling of orogenic gold occurrences in the Central Lapland greenstone belt (CLGB). As positive instances, we used the locations of known orogenic gold occurrences, and as negative instances, a random selection of locations in the study area. As evidence features, we used rasters derived from airborne and ground-based geophysics, till geochemistry and geological interpretations. Two datasets were generated: one with pixel size of 200 m × 200 m and another one with 50 m × 50 m. The coarser grid is a compromise between the resolutions of the original data, while the more accurate grid reveals the details in the geophysical data sets but is over accurate for geochemical and gravity data. Overall dimensions of the study area are approximately 170 km in the East-West and 110 km in the North-South direction, yielding 508,944 and 8,146,792 points for the 200 m and 50 m rasters, respectively. The study area is shown in Fig. 2 , and the generated evidence features in Fig. 3 . Geophysical data preprocessing was carried out using the Intrepid software. Interpolation, image filtering and fuzzy integration was carried out using ArcGIS and ERMapper software.
Evidence features
The evidence feature set was the same as the one generated by Nykänen (2008) and consists of typical mineral exploration related geoscientific spatial data that are derived from airborne geophysics (magnetic and electro-magnetic), ground geophysics (gravity), regional till geochemistry and a 1:200,000 scale digital geological map. Two evidence feature sets were generated with cell sizes of 0.04 km 2 and 0.0025 km 2 , while the resolution of the original measurements varies from 1 point/0.01 km 2 to 1 point/4 km 2 . Data preprocessing is briefly described below, while the geological basis and more detailed description of the preprocessing steps can be found in Nykänen (2008) and other references provided. Grid cell dimensions used by Nykänen (2008) Fig. 2 Location of the study area. Generalized bedrock map is modified from Koistinen et al. (2001) were 250 m × 250 m, and resampling of cell values for the 200 m × 200 m grid was done using the nearest neighbour method. Resampling for the 50 m × 50 m grid was done using a linear smoothing filter. All the features are standardized to zero mean and unit variance. Korhonen (2005) . Further, deviation of each pixel value from the median of pixel values within a radius of 4 km was calculated by Nykänen (2008) . Electromagnetic response was interpreted as apparent resistivity and interpolated to grids with 50 m × 50 m cell size following Suppala et al. (2005) , and further resampled to 250 m × 250 m by Nykänen (2008) .
The regional scale gravity map was derived from the ground-based gravity measurements collected by GTK and the Finnish Geospatial Research Institute (former Finnish Geodetic Institute) in 1990's (Kääriäinen and Mäkinen 1997) with 1 point/1 km 2 . Gravity is the only evidence feature that does not cover the entire study area. Nykänen (2008) computed the horizontal gradient of Bouguer anomaly derived from the gravity measurements.
Geochemical data were derived from GTK's national geochemical survey of glacial tills, conducted in 1970's and 80's (Salminen and Tarvainen 1995) . Three to five samples, taken at a density of 1 sample/km 2 , were combined for analysis. Thus, the concentrations represent the average till concentration in an area of approximately 4 km 2 . Data for Au, As, Cu, Fe, Ni and Te were interpolated by Nykänen (2008) using inverse distance weighting with the weight decreasing as the square of the distance. Since the grid cell size was much smaller than the sampling density, anomalous average concentrations appear spot-like near the locations associated with the combined sample. Nykänen (2008) further combined the different element concentration grids by setting conditions such that Cu must always be elevated for a prospective area, at least one of As, Fe, Ni or Te must be elevated and the presence of Au increases prospectivity.
From the digital 1:200,000 scale bedrock map of northern Finland (Lehtonen et al. 1998) , three evidence features were derived. The first feature is the paleostress model computed following Holyland and Ojala (1997) by geomechanical interpretation at 1:100,000 scale using faults and lithological contacts from the digital 1:200,000 scale bedrock maps and 1:100,000 scale geophysical maps. The second feature is the combination of proximity to granitoids in the Kittilä, Savukoski and Sodankylä Groups and distance to the Sirkka Shear Zone. The mean distance to granitoids within a 2500 × 2500 m square neighborhood is subtracted from the original proximity grid resulting in a grid which defines the midpoint between the granitoids within the greenstone belt, and this grid is combined with the proximity grid to the Sirkka Shear Zone. Values are discretized to 10 classes. The third feature derived from the bedrock map is the distance to contact zones between the greenstone belt lithological units and the overlying sedimentary units.
The geospatial data covers a 20,000 km 2 area centered on the Central Lapland Greenstone Belt (CLGB), located in the Northern Fennoscandian Shield. This area is a typical Paleoproterozoic greenstone belt composed of mafic to ultramafic volcanic successions and largely overlying sedimentary units surrounded and intruded by younger granitoids and mafic intrusions (Lehtonen et al. 1998 ). There has been noticeable amount of mineral exploration activity within the area during the recent years resulting more than 30 drill-defined gold occurrences and one currently operating gold mine. The majority of the gold occurrences within the CLGB are classified as orogenic gold deposits, as defined by Groves et al. (1998) . Indirect age constraints suggest two separate gold mineralization events within the Fennoscandian Shield at 1.9-1.86 and 1.85-1.79 Ga (Weihed et al. 2005 ). The assumption is that gold mineralization occurred late during orogenic events, enabling use of the current geometries on the bedrock map as a source of inputs for the spatial modeling because they approximate the geometries at the time of gold mineralization (Nykänen 2008) .
Training data
Positive instances were extracted from the Geological survey of Finland's (GTK) database of mineral deposits and occurrences in Finland, and contain all the 27 gold deposits and other occurrences in CLGB that have been categorized as orogenic. Definition of the exact location of the occurrences is somewhat vague since they are not point-like. Usually orogenic gold deposits are no more than 100 m in width, but can extend hundreds of meters along structures. Defining whether an occurrence is a single one or consists of multiple separate occurrences is subject to interpretation. Here, the deposits with undefined extents are represented as single pixels in the coarser grid, and extended using a linear smoothing filter to cover a square area of 32 pixels (6 × 6 pixel square with corners omitted) in the 50 m × 50 m grid.
Negative instances are generated by randomly sampling pixels in the study area. Random sampling for the negatives is justified, since the vast majority of the study area can be considered unprospective. The first data set contains a total of 1000 instances, the second 2000. The area for which the gravity evidence feature was not available, was excluded when sampling the data. In the first data set there are 27 positive, and 973 negative instances In the second data set, each deposit is represented by 32 pixels, leading to 27 × 32 = 864 positive, and 1136 negative instances.
Experiments
In the experiments, we demonstrate the effects of both pooling and spatial bias, and how LPO-SCV allows correcting for both of them. Then we proceed to benchmark a number of different classifiers on the prospectivity mapping data sets. We consider three linear methods, support vector machine (SVM), logistic regression and ridge regression, as well as two non-linear ones, k-NN and random forest (Hastie et al. 2001; Breiman 2001) .
For ridge regression, we used the training and fast CV algorithms implemented in RLScore library (Pahikkala and Airola 2016) . For the other methods, we used the scikit-learn library (Pedregosa et al. 2011) , where the SVM implementation is based on the LIBLINEAR package (Fan et al. 2008) . Example code for running LPO-SCV is made freely available at https://github.com/jjepsuomi/LPO-SCV.
For the 200 m × 200 m data we run full LPO-SCV, using all the 27 × 973 = 26,271 positive-negative pairs. For the 50 m × 50 m resolution data, we select as test pairs for LPO-SCV a random subsample of 50.000 positive-negative pairs in order to speed up validation.
Pooling and spatial bias
In the first set of experiments, we compare a number of CV approaches with a k-NN classifier, in order to demonstrate both pooling and spatial biases. We used a large number of neighbors (k = 250) as we noticed the method gave very poor results for The first classifier is trained normally on the evidence features. The second classifier is trained only on the x and y coordinates of the instances. The second classifier is used to demonstrate the spatial bias, as clearly it cannot learn to generalize to new areas. Based on the coordinates, one can merely predict "gold deposits are found near other gold deposits".
We compare both LOO-SCV and LPO-SCV on dead zone radii ranging from 0 to 30,000 m. When r = 0, the methods are equivalent to ordinary LOO and LPO with no correction for spatial bias. In Fig. 4 , we can see a clear demonstration of both the pooling and spatial biases.
Pooling bias: The LOO results are much worse than the LPO results for both types of training data due to the pessimistic bias of LOO. The pooling bias increases as the dead zone grows larger; with a 30 km dead zone radius, the LPO-SCV result with a model trained on features is 0.84 AUC, whereas with LOO-SCV the result is only 0.70 AUC. Most noticeably, for the model trained on only the coordinates, the results even drop substantially below the 0.5 random level of AUC. These results are in line with the pessimistic bias of LOO for AUC estimation shown in earlier works of Airola et al. (2009 ), Airola et al. (2011 ), Parker et al. (2007 and Smith et al. (2014) .
Spatial bias: For ordinary LPO and LOO with no dead zone (r = 0), x and y coordinates are enough to predict well (Fig. 4 , AUC = 0.81 for LPO-SCV with x and y coordinates). The predictions, however, drop to random level by r = 30 km, showing that based on only the coordinates the model cannot predict at all at 30 km distance and further from the training instances. In contrast, the models trained on the evidence features can generalize outside the training area.
LPO-SCV eliminates both sources of bias. On one hand, it eliminates the substantial pessimistic pooling bias that can be seen in the LOO-SCV results. At the same time, it shows that, whereas the model trained on the features can generalize outside the immediate surrounding area of training data, the coordinate-based models cannot.
Classifier comparison
We tested five different classification methods on the data set, using LPO-SCV. For SVM, logistic regression and ridge regression we present results for regularization parameter 1 (C = 1 in scikit-learn, regparam = 1 in RLScore), as the results for a large range of parameter values were very similar. For random forest, the results are presented for 100 trees, as little improvement was observed after increasing the number of trees beyond this point. For k-NN, we present the results both for k = 10 and k = 250, as the method behaved very differently depending on whether the number of neighbors was small or large. For SVM and logistic regression we used balancing to weight both classes equally. For the ridge regression and k-NN implementations such an option was not available. For random forests balancing proved harmful and was not used.
The results are presented in The major difference between these two experiments is how k-NN with k = 10 and the random forest classifier behave on r = 0, where no dead zone correction is done (compare Figs. 5 and 6 ). On the data set with a single pixel per deposit, the AUC for k-NN is 0.66, and that of random forest 0.79. On the data with 16 pixels, k-NN AUC is 0.98, and random forest AUC 1.00. Thus on one of the data sets, the two methods appear to work poorly, while on the other it would seem that they can classify the data perfectly. The second result is a clear example of spatial bias. On each round of CV, the methods overfit to the 15 deposit pixels left in the training set, and can thus predict the left-out pixel. When dead zone radius is increased, the effect disappears and the poor ability of the classifiers to predict beyond their immediate neighborhood is revealed. This effect is not nearly as strong for the linear methods (logistic regression, ridge regression and SVM), as they are not expressive enough to overfit to the data as much as the non-linear k-NN and random forest models.
Otherwise, the behavior of the methods is similar for the two versions of the data set. It can be seen that the linear methods outperform the non-linear ones. Their AUC starts around 0.87, and decreases to 0.85 AUC as dead zone radius grows. There are no substantial differences between the performances of these three methods. k-NN 250 results are also very close to those of the linear classifiers with AUCs ranging from 0.86 to 0.84 on the single pixel data. The random forest works poorly, with AUC always below 0.8.
Surprised by the poor performance of random forest, we also performed limited experiments to see whether by further parameter tuning, or by using other types of tree-based ensemble methods such as the extremely randomized trees (Geurts et al. 2006) , results would improve. We did not find this to be the case. We also tested nonlinear kernel ridge regression (Evgeniou et al. 2000) using the RBF kernels of various widths. This did not lead to improvements over the linear ridge regression but instead resulted in a substantial increase in running time.
Discussion
The results demonstrate the clear need for spatial CV of spatial prediction models, such as MPM classifiers. Due to small number of positive instances available in many applications, CV is crucial for validating the models. We show that if the spatial depen-dencies are not taken into account, one can obtain high AUCs even with classifiers that completely fail in generalizing outside the training area.
The data resolution and using multiple pixels versus using a single pixel to represent the deposits did not affect significantly the results for the best performing methods, when dead zone correction was properly done. However, when using several pixels to represent a deposit together with non-linear classifiers, we obtained very biased results if dead zone correction is not used.
The method comparison showed that simple linear models worked well on the MPM prediction problem. Whether the model was fitted by minimizing the logistic, least-squares (ridge), or hinge (SVM) loss did not affect the results much. The result is likely due to the small sample size, as there are only 27 positive instances of gold mineralization available in the data set. More complex models are likely to overfit to the noise in the data, rather than discover patterns that would improve the predictions beyond what the linear model already captures. This could also be seen in the k-NN results, where averaging over a very large number of neighbors (k = 250) provided the best results, whereas more complex local models based on a smaller number of neighbors (k = 10) did not yield a high AUC when properly validated.
In earlier work, Nykänen (2008) has shown 0.99 AUC results for both logistic regression and radial basis functional link nets on orogenic gold MPM data from the same study area. Our results are lower, though not directly comparable due to differences in data processing and experimental setup in model validation. Still, the different outcomes demonstrate the high degree to which the results depend on the chosen model validation strategy. These choices can often have a much larger effect on results than the chosen classifiers. Thus we encourage researchers dealing with spatial data to provide comprehensive spatial CV evaluations of their models in order to establish how well they can predict at different distances from training data. This approach provides additional insights about the characteristics of the data that classical model validation methods are not able to provide.
In addition to data-driven models where a classifier is trained using known occurrences or deposits, knowledge-driven approaches where this function is defined based on expert knowledge have also been popular in prospectivity modeling (see e.g. Porwal et al. 2003) . Pure knowledge-driven approaches, where prior knowledge is used to define the model, and the data only to validate it, are free from the spatial bias considered in this work. Even then care should be taken to ensure that the expert will not overfit the model by studying the data used to test it in advance, as this can lead to overoptimistic results.
Conclusion
In this work, we considered the problem of evaluating the AUC of classifiers on spatial data. Standard CV methods that have been developed for i.i.d. data suffer from two sources of bias: the pooling and spatial biases. In our experiments on MPM data, we demonstrated the dangers of ignoring these biases, as one can obtain incorrect AUC values ranging from much worse than random to perfect with existing CV methods. We introduced the novel LPO-SCV method, that allows one to correct for both the pooling and spatial biases inherent in classical CV methods. We demonstrate experimentally how the method allows one to reduce these biases and benchmarked a number of MPM classifiers showing the advantages of simple linear models. While we have considered only one MPM classification problem, the introduced evaluation approach is general and could be applied to a wide range of different types of spatial classification or ranking problems.
