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Top: Light reflected from a 60 nm thick slab of MoS2, with magnification to its atomic
structure. Left: picture of the Fourier plane of the light reflected from the slab, which
expands the angular information. Bottom right: the spectral resolution of the showed area
in the Fourier plane, showing the angular dispersion of cavity-free polaritons above and
below the light-line.
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Abstract
Polaritons are formed when light and matter interact strongly. For this to occur,
an optical mode and a material transition mode must exchange energy faster than
the dissipation rates of the components. As a result, the polaritons have their own
energy levels and dissipation rates. Polaritons have shown the ability to change
material properties like photophysics, chemical reaction rates, transport, etc.
Most of the studies on strong coupling use an external cavity. Such platforms form
what here are called traditional polaritons. To maximize the coupling, the external
cavity has to be tailored to match the, usually fixed, material transition properties.
Moreover, often such a cavity is made of two metallic mirrors that restrict the access
to the material.
The results in this thesis are divided in two parts. The first part is devoted to
traditional polaritons in a microcavity-plasmon coupling platform. The versatility
of the platform allows to tune the plasmon characteristics to achieve strong or
ultrastrong coupling at room temperature.
The second part is dedicated to cavity-free or self-hybridized polaritons. Here, it
is shown that polaritons can be sustained in simple structures as slabs, cylinders
and spheres, by using that the material sustaining a transition resonance can also
sustain its own optical modes. Very small structures do not sustain optical modes
in resonance with the transitions, giving rise to a minimal critical size for polaritons
to exist. Moreover, the coupling strength seems to be limited by the macroscopic
optical properties of the material.
These results can guide the community to quickly realize which materials can be
used to form polaritons, as well as, to find polaritons in simpler structures. Since
the structures are not embedded in the cavity, a window of opportunity is open for
applications and further studies on the impact of polaritons on material properties.
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The interaction between light and matter allows us to see and understand the
world. Our understanding of the interaction has improved over time and
applications have arisen. Nowadays, light is commonly used as a tool to study the
properties of materials through different spectroscopic techniques. But also, light
can change material properties permanently via photobleaching, or by reshaping
them with lasers. Moreover, the spontaneous emission of materials has been
tailored and used for making biosensors and lasers. These applications involve
irreversible energy exchange between the light and the material.
Strong-light matter coupling happens when matter and light exchange energy
reversibly. Let us imagine a material with a transition between two energy levels
placed inside an optical cavity. Intuitively, the cavity confines photons inside long
enough for them to be absorbed by the material. Their absorption generates a
transition from a lower energy level to a higher one. The element of matter is then
in the excited state. After a while, let’s think that the material goes back to the
lower energy state by emitting a photon back to the cavity. There the photon is
confined until it is reabsorbed by the material, and the cycle repeats. When this
energy exchange, between the cavity and the transition, is faster than the rate at
which photons escape the cavity and the rate at which the material losses energy to
the environment, the two components become indistinguishable. A light-matter
hybrid is created. This new quasi-particle is called a polariton.
Polaritons have their own energy levels. This means that the energy levels of the
material can be changed by putting it between two mirrors (optical cavity).
Moreover, the material recovers its original energy levels if the mirrors disappear.
This triggered the interest of the community to look for applications of polaritons
to tailor material properties. Studies have shown changes in photophysics [1–3],
chemical reaction rates [4, 5], charge transport [6], energy transfer [7], among
others [8, 9]. Polaritons are also coherent, which has made them attractive for
quantum information applications. Even more so, condensation of polaritons has
been achieved in different platforms [10, 11].
Most of the aforementioned studies were done by tailoring an external cavity, such
that its electromagnetic field overlaps, both in space and energy, with the transition
between two energy levels of a chosen material. The external cavity can be made of
two metallic mirrors, or Bragg mirrors, a photonic crystal, a plasmonic particle, etc.
The use of these external cavities produces what in this thesis are called traditional
polaritons. Chapter 3 is devoted to discussing this kind of polaritons.
The term polariton was proposed by Hopfield [12–14] in a slightly different situation
than the one described above. He studied the interaction of an electromagnetic
2 Chapter 1. Introduction
plane wave with collective excitations, as excitons or phonons, in bulk materials.
Throughout this text, this is what is referred to as bulk polaritons. They will be
described in Chapter 4.
The existence of bulk polaritons brings into question the role of the external cavity
in traditional polaritons. Let us say that their role is to confine the optical mode.
In that case, it is known that materials can also sustain different optical resonances
depending on their shape [15]. Some of those resonances are covered in Chapter
2.2. Thus by reshaping the material into simple structures it is possible to use the
optical modes in the same material to reach strong coupling. This allows to avoid
using an external cavity. Even though the idea of coupling a material resonance to
an optical resonance sustained by the same reshaped material is not new [16–18],
the appended paper shows that cavity-free polaritons are more general and common
than previously thought, existing naturally even in simple structures, such as water
droplets.
The structure of this thesis is as follows. First, the macroscopic optical response
of materials is revised, which is needed for the following Chapters. There is an
emphasis on the permittivity for different materials used through the text such as
water, 2D-atomic crystals (MoS2 and hBN) and metals. From the latter, plasmons
are introduced, which are collective free-electron oscillations. At the end of section
2.1, the changes in the total optical response by stacking materials with different
permittivities are discussed. It is shown there that a simple structure formed by a
few nm thick layer of a 2D-atomic crystal (MoS2), on a glass substrate, can achieve
perfect absorption of light.
The second part of Chapter 2, is devoted to the optical resonances in dielectric
structures of different geometries: slabs, cylinders and spheres. These optical
resonances are then used in Chapter 4 to strongly couple collective excitations of a
material to the optical resonances sustained by the same material.
Chapter 3 focuses on the theory of strong and ultrastrong coupling. In the latter,
the coupling strength is on the order of the transition energy. A specific example of
traditional polaritons is considered by coupling plasmons to microcavity photons.
This platform allows to achieve strong and ultrastrong coupling at room
temperature by tuning the plasmonic nanodisk array properties.
Chapter 4 starts with a description of Bulk polaritons. Particularly, showing the
dispersion and trajectories of the resonant states in the complex plane for different
coupling regimes. Then, cavity-free polaritons are shown in different geometries.
This part includes a summary of the results of the appended paper, additional
calculations, recent works by other groups with exciting results, and our recent
experimental results in polaritonic MoS2 slabs.
Chapter 5 summarizes the methods used through the thesis. Including details on
the theoretical calculations, the fabrication methods and the optical
characterization techniques. Especially, the Fourier spectroscopy technique for
measuring dispersion at the nano-micrometer scale.
Finally, Chapter 6 gives a summary of the results presented in the thesis. Also,
there is an outlook for future research, mainly on cavity-free polaritons. There the





The interaction between light and matter allows us to see, study and understand
the world. In this Chapter, a macroscopic approach to the response of materials to
light is given.
The chapter is divided in two main sections. The first one focuses on electronic,
vibrational, excitonic, or phononic resonances in materials, mainly through using
the Lorentz model to describe the material permittivities, ε. Specific examples of ε
are given for water, 2D-atomic crystals and metals. The discussion on metals
includes a description of plasmons. Finally, an application of tailoring the optical
response is described by showing perfect absorption of light in a few nm thick 2D
MoS2.
The second part of the chapter describes optical resonances in simple structures as
slabs, cylinders and spheres. Later in the text, both parts will be used together, to
investigate confined light interacting strongly with a resonance of the material.
2.1 Optical properties of matter
Light is an oscillating electromagnetic wave with electric and magnetic field. The
electric field of a plane wave in vacuum evolves as E(r, t) = Eeik·r−iωt, where r is
the direction of propagation, k the wave vector and ω the angular frequency. The
angular frequency is related to a photon with energy E = ~ω in electron volts,
eV 1. In vacuum, the relation between the wave vector and the angular frequency
is simply, k = |k| = ω/c = 2πλ , with c = 1/
√
ε0µ0. This is the dispersion relation of
light propagating in vacuum. Throughout the text, it is referred to as the light-line
in vacuum.
Let us consider a plane wave propagating through a material. The electrons will be
displaced in response to E and to the neighboring atoms response. This response is
the polarizability, P. As a result, in linear optics2, the plane wave is described by the
electric displacement:
D = ε0E + P = ε0E + ε0χE , (2.1)
where ε0, is the permittivity in vacuum and χ the susceptibility of the material. It is
possible to rewrite the displacement in terms of the relative permittivity in the
1For simplicity ~ω is shortened to ω in the text.
2Nonlinearities become important when the intensity of the field E increases. In which case, higher
order values of the susceptibility, χn, become important. Such effects are beyond the scope of this
thesis, but more information can be found in [19].
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material as D = ε0εE. Thus, the response to the plane wave is contained in the
complex relative permittivity of the material ε = ε′ + iε′′. The response of the
material to incoming light usually varies with frequency of light, ω, meaning that
they are dispersive. The dispersion is considered in the dielectric function, ε(ω).
Moreover, for anisotropic materials the permittivity is a tensor [20], but this is
beyond the scope of this thesis.
A useful macroscopic quantity related to the permittivity is the complex refractive
index, ñ = n + iκ. The real part, n, is related to the velocity of light in the material
v = c/n. Thus, the light-line in the material is ω = ck/n. The imaginary part, κ,
is the extinction coefficient which is related to the absorption in the material. The
permittivity is obtained from the refractive index via3 ñ2 = ε [19].
In a lossy material the light dispersion (ω = ck/n) can be considered in two
scenarios:
(i) k̃ being a complex number helps to understand the spacial decay of the wave.
For example, k = x̂kx + ẑikz describes an evanescent wave that exponentially
decays in the positive z direction.
(ii) ω̃ω− iγ/2 being complex gives a description of decay in time. In which case a
wave with energy, E = ~ω decays at a rate given by γ.
Throughout this text the second scenario is considered to describe life-times more
than the spatial decay.
2.1.1 Drude-Lorentz model
A useful model to classically describe ε is Lorentz model [19, 20], where light
induces oscillations of the bound charges of the material. Let us consider an
isotropic material with a density of electrons (ρ) that oscillate around the ions with
a frequency ω0. Then the polarizability, P = −ex, evolves in time as




where, me is the electron mass, e its charge, and γ is the damping frequency. To
account for the fact that different resonances show experimentally different
absorption, an oscillator strength, f is included phenomenologically in this




ω20 − ω2 − iγω
ε0E(ω) . (2.3)
Assuming a homogeneous and isotropic material, P(ω) = ε0χE = ε0(ε − 1)E. Then
the permittivity can be written as,
ε(ω) = 1 + f
ω2p




ρe2/meε0 is the plasma frequency and f is the oscillator strength
of the resonance, which is related to the efficiency of the interaction between the
electric field and the electronic or vibrational transition.
3Through the text, nonmagnetic media is considered, µ = 1.











FIGURE 2.1: Permittivity of a Lorentzian fit of J-aggregates [21] (a) Real and imaginary part of
ε(ω) for real frequencies. The FWHM (yellow) is given by γ. (b) Same Lorentzian permittivity in
the complex-ω plane, depicting the pole at ω0 − iγ/2.
Equation 2.4 considers only a single resonance. However, in a real material several
resonances contribute to the total optical response (see equation 5.9). The
background permittivity is included To account for the higher energy resonances
[19]:
εr(ω) = ε∞ + f
ω2p
ω20 − ω2 − iγω
. (2.5)
Figure 2.1(a) shows the real and imaginary parts of the complex permittivity of J-
aggregates, with ω0 = 2.11 eV, γ = 0.1 eV and ε∞ = 2.15 eV [21]. If we plot the
same permittivity in the complex-ω plane we can see that equation 2.5 has a pole,
ε(ω)→∞, when ω = ω0 − iγ/2.
2.1.2 Permittivities of real materials
In different materials and at various energies, the nature of the resonances described
by ε(ω) may be different. Some resonances originate from electronic transitions,
vibrational transitions or even excitons [19, 20]. Various examples are considered
here.
Water permittivity
Let us start with a familiar example: water. Figure 2.2(a) shows the complex
permittivity of water in the infrared (IR) spectral region. The resonances are given
by different vibrations. For example, the O-H stretch gives the resonance around
0.42 eV and around 0.2 eV due to O-H scissoring. The Lorentzian fit of the former
transition is ω0 = 0.42 eV, γ = 0.048 eV and ε∞ = 1.75 eV.
Previously, it was discussed that f in the Lorentz model was a phenomenological fit.
Due to the difference in amplitudes, it is easy to see (figure 2.2(a)) that the resonance
in 0.42 eV has higher oscillator strength than the one in 0.2 eV. Such value can be
obtained from the fit (figure 2.2(b)). In this case, fω2P = 0.018 eV
2. It is also possible





where µ is the transition dipole moment of the transition. This expression will come
handy in the following chapter.
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Water(a) (b)
FIGURE 2.2: Permittivity of water. (a) Several vibrational resonances in experimental data for
the permittivity of water [22, 23]. (b) Experimental data and Lorentz fit for the O-H stretch in
water.
2D-atomically thin van der Waals materials
Van der Waals (VdWs) bulk crystals are layered materials that can be easily
separated by mechanical exfoliation due to the weak VdWs interaction between
layers. Therefore, it is possible to obtain 2D-atomically thin layers similar to
graphene. For that reason, they have attracted a lot of attention in the last decades.
As a result, several materials with a broad range of characteristics have been
studied [24, 25], including their potential to stack them to engineer their properties
[26].
The discussion here is restricted to the optical properties of two very studied layered
materials: hexagonal-boron nitride (hBN) and MoS2 [26].
• Hexagonal-boron nitride
Due to its similarity to graphene (figure 2.3(a)) it has been heavily used as
a perfect substrate to enhance properties of other 2D-atomic crystals, such as
conductivity. It is a very inert insulator with a high bandgap (6 eV) [27].
Nonetheless, it has interesting optical properties of its own in the infrared (IR)
part of the spectra. HBN is highly anisotropic (the permittivity in-plane is
very different from the permittivity out-of-plane). Thus, the normal lattice
vibrational resonances (optical phonons) are anisotropic as well, giving rise to
two distinct phonon branches one around 169 meV (in-plane) and one around
95 meV (out-of-plane) [28].
Finally, a Lorentzian fit to the experimental data (figure 2.3(a)) shows the
large oscillator strength4 of the resonance and its high background
permittivity. Such high refractive index in the IR allows the material to easily
sustain optical resonances, as described in section 2.2.
• MoS2
Bulk molybdenum disulfide, MoS2, is an indirect band-gap semiconductor
part of the Transition Metal Dichalcogenides5 (TMDs) family. The bulk material
4Large in comparison to most materials (see Methods table 5.1).
5TMDs are semiconductors of the type MX2, where M is a transition metal atom (e.g., Mo, W or
Ta) and X is a chalcogen atom (e.g., S, Se or Te) [25].








0.65 nm 0.15 nm
FIGURE 2.3: Permittivity of 2D-atomic crystals. (a) Top: schema of hBN 2D-atomic structure.
Bottom: Bulk in-plane permittivity of hBN with Lorentzian fit. (b) Top: schema of MoS2 2D-
atomic structure, top view of a monolayer (left) and side view of a bilayer (right). On the bottom,
permittivity of bulk and monolayer (data from [29]).
consists of 3-atom thick layers stacked6 together via van der Waals interactions
as shown schematically in figure 2.3(b).
The optical response of bulk and monolayer MoS2 are contained in the
dielectric function, shown in figure 2.3(b) (data from [29]). The observed
absorption in the Im(ε) is given by interlayer excitons7. The excitons have an
energy shift from monolayer to bulk, due to the change in relaxation paths
when increasing the number of layers [29]. Also, in the bulk, TMDs also have
high background refractive index in the visible range.
One of the most important optical properties of monolayers is the
appearance of photoluminescence from the exciton recombination [32],
because of the change from indirect (bulk crystal) to direct band gap
(monolayer). This is the most efficient way of identifying MoS2 monolayers.
Other methods have been used to identify different number of layers, such as
AFM and Raman microscopy among others [33].
The case of metals: plasmons
Equation 2.5 considers electrons bounded to ions. The Drude model, is used when
the electrons are free, as is the case in a conductive material. Thus, the resonance
frequency in the Lorentzian (equation 2.4) is set to zero, ω0 = 0.
6The stacking configuration of the atoms in a single layer (determines the phase, shown in the
figure is 2H MoS2). For stacking of several layers AB stacking is the stable form for the 2H phase [30].
The stacking is important for the thickness determination, but also for properties as second harmonic
generation and transport. This is beyond the scope of this thesis, for a better description see [25, 30,
31]
7Tightly bound electron-hole pairs. They are usually present in semiconductors, but screened by
other charges. TMDs have particularly high binding energies of excitons and are stable even in room
temperature.
































FIGURE 2.4: Plasmons in gold. (a) Experimental data of εAu [34]. (b) Dispersion of the surface
plasmon in glass-metal and air-metal interfaces. (c) FDTD calculations of the LSPR of Au disks
with different diameters and height of 20 nm. (d) Reflectively calculation, by Transfer Matrix
Method [35], of a 35 nm thick infinite Au layer on top of glass showing the SPP dispersion. (e)
Reflectivity measurement of the SPP of a 35 nm thick and 30 µm side length.




In this case the physical origin of the damping is given by the electrons collisions
frequency in the metal, γ. Figure 2.4(a) shows the experimental permittivity of Au.
The first thing to note is that Re(ε) < 0, which means that the electrons in the
material reflect the incident field. Thus, Au is a great mirror for the IR region, but
not in the UV because Im(ε) absorbs for ω > 2eV due to the interband transitions.
In this spectral range a mix of Drude and Lorentz is required for a better
description of its permittivity [20, 36].
Moreover, a metal sustains longitudinal collective electron oscillations when
ε(k, ω) = 0. In the low damping γ  ω regime of equation 2.7 and in the free
electron model ε∞ → 1, this means that ε(ω) = 1 − ω2P /ω2. Then volume plasmons
can be excited when ω = ωP , but not by light because they are longitudinal waves.
Nevertheless, by placing a metal on top of a dielectric material, surface plasmon
polaritons (SPPs) can be excited with TM-polarized waves (Ez(z) 6= 0) at the
interface between them [36]. SPPs are collective electron oscillations coupled to the
incident electromagnetic field. In this case, the dispersion equation depends on
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Figure 2.4(b) shows the dispersion (equation 2.8) of SPPs at the interface between
gold, εm = εAu in 2.4(a), and two different dielectrics, glass (εd = n2d = 1.51
2) and
air (εd = 1). The SPP dispersion at the Au/air interface is limited by the light-line
of air, meaning that SPPs cannot be excited with incoming light from air. In order
to excite and measure them one solution is to use a dielectric material with a larger
permittivity, ε > 1, to provide enough momentum (parallel to the interface, along
x in this case) to the photons such that kx = kε sin(θ) = kSPP . That high index
material can be glass to give access to the area shadowed in yellow in Figure 2.4(b).
Figure 2.4(e) shows a reflectivity measurement of a surface plasmon at a 35 nm
thick Au film/air interface in Kretschmann configuration. Such configuration
allows to measure the air-metal SPP by using the glass permittivity (substrate) at
angles higher that the critical angle for total internal reflection [36], see Methods
5.3.1 for experimental details. To measure the SPP at the Au/glass interface a
material with higher refractive index than glass is required to give the incoming
photons enough in-plane momentum. Nevertheless, it is visible in the calculation
of the reflectivity of the same system (35 nm of Au on top of glass) in a Transfer
Matrix Method (TMM)[35] calculation (see figure 2.4(d)) because the incident
in-plane momentum, kx, can be arbitrarily large.
On another note, localized surface plasmon resonances (LSPRs) can be excited simply
with light incoming from air. In this case, the free electrons in a particle oscillate
in response to the incoming electric field, enhancing the total optical response, but
constrained to the particle [36].
To see the reason of the field enhancement we can consider a sphere of radius a. The
dipole moment induced by the field is p = εdαE0. To calculate the polarizability, α








When the denominator approaches 0, the polarizability has a resonance. Thus, if
Im(εm) varies slowly around the resonance frequency, this is reduced to
Re(εm) = −2εd. Thus, the medium surrounding the particle is key for the
resonance frequency. Also, Re(εm) < 0, implies the need for a metal. This field
enhancement by small metallic particles has been highly exploited for sensing with
metallic nanoparticles [36].
The LSPR is not limited to a metallic particle of spherical shape, however,
analytical calculations of the response of non-spherical particles are more
challenging [37]. The following chapter uses the LSPRs in metallic nanodisks for
strong coupling. The disks can be approximated by an oblate spheroid to obtain an
analytical description of α, which allows to approximate the optical response of a
single nanodisk [38]. Nevertheless, for a more accurate calculation of the extinction
cross section of nanodisk arrays numerical methods such as FDTD can be used.
Figure 2.4(c) shows such calculations for infinite periodic arrays of Au nanodisks
20 nm in height with a 300 nm pitch between particles (center to center) for
different nanodisk diameters. The various diameters allow to tune the frequency of
the resonance.
Here, we have revised plasmonic resonances that will be very useful in the
following chapter.This section also highlighted the importance of the interaction of























FIGURE 2.5: Perfect absorption in MoS2 layers of TE polarized light. (a) Top: schema of the
sample of a few layers of MoS2 on glass with incoming light at high angles. Bottom: Bright field
of the MoS2 flakes in transmission. Reflectivity below the light-line of MoS2 (b) monolayer (note
the difference in color scale from the rest of the plots), (c) 3 Layers (d) 5 layers (e) 8 layers and (f)
32 layers.
materials with different permittivities to tailor the total optical response. The
following section will discuss further the interesting optical response that arises
even in very thin layers of materials.
2.1.3 Perfect absorption in thin MoS2 layers
Above it was described that different permittivities and shapes can change the
total optical response of a structure. An intriguing and pursued optical
phenomenon has been to tailor a structure that can fully absorb the incoming
radiation. This effect has a broad area of applications as photodetection, sensing,
photovoltaics, etc. Therefore, several techniques have been developed to achieve it
in different frequency ranges, such as interference, impedance matching, and
design of metamaterials [39].
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Among all the kinds of absorbers, ultra-thin films are particularly interesting for
applications. The 2D crystals mentioned before have potential in this area because
they easily form think slabs. Therefore, Graphene [40] and hBN [41] have been used
as absorbers, but their perfect absorption is given from the IR to the microwave
regime. Using MoS2 instead is an option for visible frequencies.
Here perfect absorption of TE polarized light is obtained in few layers of MoS2 on
glass when illuminating at high angles (figure 2.5(a)). MoS2 high permittivity
allows to achieve perfect absorption by breaking the symmetry with a reflector
[42]. The reflector is given by the glass substrate at angles above the critical angle,
meaning that there is Total Internal Reflection in the glass and no light is
transmitted.
Figure 2.5(b-f) shows R → 0 in the reflection spectra in logarithmic color scale at
different angles of incidence. The plotted angles are higher than the critical angle
and absence of transmission means that the absorption is simply, A = 1 − R. By
measuring below the light-line, even the monolayers showed an increase of
absorption from < 10% [43] to ∼ 80% around the C exciton (figure 2.5(c)). This is a
simpler approach to increase it, in comparison to previous methods [40, 43, 44].
Moreover, the clear variations of perfect absorption regions (angle and frequency
in figure 2.5(c-e)) depending on the number of layers could be used to distinguish
the number of layers. The perfect absorption of TE polarized light disappears for
thicker slabs (> 10 layers) as can be observed in figure 2.5(f). TM polarized light can
show perfect absorption for thick slabs (> 50 layers) as will be shown in figure 4.3.
The perfect absorption of light in just a few nm slabs of MoS2 is an example of
tailoring structures with different permittivities to change the optical response of a
system.
Summarizing, this section focused on the optical properties of materials via
understanding the permittivity of different materials. The concept of "resonance"
in the Lorentz model was described and the peaks appearing in the Im(ε) were
related to the peaks in absorption of the material. The resonances are given by
different physical mechanisms, such as vibrational and electronic transitions, or
phonons and excitons in crystals. The importance of having different materials
with varied permittivities interacting to tailor optical responses was highlighted,
and used to achieve perfect absorption in very thin layers. In the next section,
optical resonances will be discussed, as well as how to calculate them in simple
geometries.
2.2 Optical resonators
Optical resonators confine light [45]. Intuitively, a resonant cavity can be
understood as a set of boundary conditions that reflect light back and forth,
creating areas in the cavity with enhanced electromagnetic field. There is a broad
variety of resonators, dielectric and metallic ones [46, 47]. In fact, the plasmonic
nanoparticles discussed before are a very commonly used resonator.
More generally, an optical resonance is the response of an electromagnetic normal
mode to incoming light. A normal mode is a stationary solution of the source-less
Maxwell’s equations in a given closed system. A closed system means that it has
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perfect boundary conditions, such that no radiation is leaked to the environment,
this implies that the eigenfrequencies associated to such modes are real.
The systems discussed in this thesis do not have perfect boundaries, thus they leak
radiation to the environment, and for that they are called open systems. This means
that their modes decay in time. Thus, the solutions of the open system, source-
free, Maxwell’s equations are instead called quasinormal modes (QNMs) [48, 49]. The
eigenfrequencies of the QNMs are complex, ω̃n = ωn − iγn/2, where γ is related
to the radiative losses (broadening of the resonance). Intuitively, the smaller γn is
the longer the photons stay in the resonator. The figure of merit for the "trapping"
efficiency of the resonator is the quality factor, Qn = ωn/γn (for the n-th mode) [15,
48].
Here, the optical resonances in dielectrics are described in 3 simple geometries, for
which we can find the QNMs analytically: slabs, cylinders and spheres.
Depending on the geometry, the QNMs manifest in reflection, transmission or
extinction measurements or calculations. They appear as peaks (dips) in extinction
cross-sections (reflectivity) measurements, such calculations are also shown here.
A detailed description of the calculations of QNMs and reflectivity and
cross-sections is given in the Methods section 5.1.
Of course, more geometries sustain optical resonances but they are more
challenging to solve and require numerical methods that are beyond the scope of
this text. Next, Fabry-Pérot cavities are described, which are the most popular
resonators.
2.2.1 Fabry-Pérot resonators
A Fabry-Pérot (FP) resonator, also called planar microcavity, is given by two
reflecting surfaces. Light bounces between them and constructively interferes
generating resonances. Usually the reflecting surfaces are either metallic or Bragg
mirrors.
In a FP with perfect conductors as boundaries, the solutions are such that the
thickness of the FP cavity, L, determines the resonant wavelength at normal
incidence: λm = L2n/m. In this case, n =
√
ε is the refractive index between the
mirrors and m = 1, 2, 3, ... is the order of the mode. Moreover, at higher angles of
incidence (kx = k0 sin θ) the dispersion is parabolic [15]. We will use this
information again in Section 3.3.
Reflections to form a FP resonance can also be given in a dielectric slab by total
internal reflection, for which the refractive index of the dielectric n has to be larger
than the one of the surrounding media. Figure 2.6(a) depicts such example with a
dielectric slab with thickness L in vacuum.
Figure 2.6(b) shows the reflectivity calculation (see Methods, equation 5.6) for
various angles of incidence, kx = k0 sin θ of a 200 nm thick slab of ε = 2.15 eV
(typical for J-aggregates). Above the light-line (in green) the radiating Fabry-Pérot
resonances are visible as dips in the reflectivity.
On top of the reflectivity colormap in figure 2.6(b), the dashed blue lines represent
the calculations of the 1st and 2nd FP QNMs eigenfrequencies. Below the light-line
the dispersion (ω dependence on k) is different because they are guided modes, the
poles are shown as orange dashed lines.
























FIGURE 2.6: Fabry-Pérot (FP) étalon with ε = 2.15 and L = 200 nm with TE polarized
incident light. (a) Schema of the dielectric slab with the FP resonances represented in colors.
(b) Reflectivity calculation of the slab, with the QNMs eigenfrequencies in dotted lines. The
light-line in vacuum is in light green. (c) FP QNMs frequencies plotted in the complex-ω plane
for kx = 0 µm−1. (d) QNMs frequencies for kx = 10 µm−1, below the light-line the guided mode
TE1 is visible and above the light-line the two first FP QNMs.
As mentioned above, the QNMs eigenfrequencies are complex, thus they appear
in the complex plane as poles of equation 5.6. These poles are visualized in figure
2.6(c) as the highest intensity points. See Methods 5.1 for details on the calculations.
The poles position in the complex plane, gives us information about the QNMs’
measurable frequency, Re(ω̃) = ω, and their decay rate, Im(ω̃) = γ/2, which vary
for different incident polarization and k−vectors.
At normal incidence, kx = 0 µm−1, only radiative FP resonances are excited, the
poles are shown in figure 2.6(c). By increasing the in-plane component of the wave
vector, kx, in figure 2.6(d), both FP QNMs and guided modes are excited. As
expected, the guided modes are lossless, TEn, Im(ω) → 0. This difference in decay
rates matters for coupling between optical resonances and matter, as described in
chapter 4.
2.2.2 Resonances in cylinders
Let us consider an infinite cylinder with radius a and ε = 3.7, which is typical for
the perovskite CsPbCl3 [50]. Figure 2.7(a) shows the fields for both polarizations
TE and TM. In panel 2.7(b), the dispersion for TE polarized light is shown. The
details of the calculations are in chapter 5.1, but description of the plot is very
similar to the previous section. The QNMs above the light-line (in light green) are




























FIGURE 2.7: (a) Schema of fields for TE, TM (m = 0) and TEM (m = 1, HE11) in an infinite
dielectric cylinder in vacuum. (b) Dispersion of the QNMs below and above the light line for
a cylinder of radius a = 250 nm. (c) Poles (guided and FP) in the complex-ω plane for a kz =
15 µm−1.
FP resonances and the ones below are guided modes. In 2.7(c) the poles are shown
for kz = 15 µm−1 where the loss difference is clear, below and above the light-line.
Interestingly, TE has a cut-off even for the lowest mode TE01 (azimuthal monopole,
m = 0 and radial l = 1). This means that in 2.7(b), TE01 appears only above a
critical wave vector, k > kc ∼ 6 µm−1. On the other hand the first mode with
m = 1 (dipole) has no cut-off (TEM). This is a hybrid mode where no clear TE
and TM polarizations distinction can be made anymore, so its renamed to HE11
(dipole). The poles are the roots of the characteristic equation 5.10, with m = 1 [51].
The dispersion of HE11 is shown in the Supporting Information of the attached
publication. We will further discuss the importance of these resonances for strong
coupling in the chapter 4.
2.2.3 Mie resonances in spheres
Finally, a water (ε = 1.75) sphere of radius R is considered in vacuum. Gustav Mie
made a derivation of a plane wave scattered by a sphere in spherical coordinates
in 1908. Such full derivation is clearly explained in [38]. Here, and in the methods
section 5.1, the text is limited to describing and using those solutions.
Mie theory describes a plane wave in spherical coordinates (an infinite series of
spherical vector harmonics) being scattered. The goal then is to find the coefficients
al (bl) that weight the contribution of the l-th spherical harmonic of the TM (TE)
mode. Here, a TM (TE) mode is defined as having no radial magnetic (electric) field
[38].
The first three radial modesN = 1, 2, 3 (computed from equation 5.13) are shown in
figure 2.8(c) for the electric dipole, TM1,N , of a water sphere ofR = 1.6 µm. It is clear
























FIGURE 2.8: (a) Schema of spherical coordinates for the water sphere. (b) Extinction efficiency,
Qext for a range of radii. Poles in the complex-ω plane for a sphere of R = 1.6 µm for the
coefficients (c) a1 - electric dipole (d) a2 - electric quadrupole (e) b1 - magnetic dipole and (f) b2 -
magnetic quadrupole. All plots show the first 2 radial numbers.
that the losses vary with the radial number N and that the resonance frequencies
are different for the magnetic dipole. Moreover, in figures 2.8(e-f) we can see that
the energy of the lowest radial mode increases with the orbital number l.
Usually, it is not possible to access each mode experimentally. The most common
measurable response of the sphere is the extinction spectra8. The extinction and
scattering efficiencies are an incoherent sum over all harmonics [38]:
8The scattering or absorption can also be measured, where Qext = Qsca +Qabs












(2l + 1)(|al|2 + |bl|2) . (2.11)
The extinction efficiency for different radii is depicted in figure 2.8(b), where all
the resonances are added up into a big resonance which red-shifts with increasing
radius and is very broad, in comparison to the broadening given by each γn.
This section described the concept of an optical resonance. The typical Fabry-Pérot
cavity consisting of two metallic mirrors was described. Then the high refractive
index of a material was used as boundary conditions to generate optical resonances.
Such optical resonances were described for 3 different geometries. Their QNMs
were shown in the complex-ω plane.
In chapter 4, the optical resonances revised here will be strongly coupled to the





In the previous chapter the permittivity of a material was described as the response
of materials to an incoming electromagnetic field. The material permittivity was
then described as a sum of Lorentzians corresponding to certain types of excitations
(electronic or vibrational). Resonant cavities in dielectrics were also shown. Now,
the case of trapped light interacting strongly with the material resonance will be
considered.
This chapter starts by describing weak, strong and ultrastrong light-matter
coupling. For that, there is a short introduction to previous work on strong
coupling. Most previous works are widely based on what here are called traditional
polaritons. These are polaritons formed by an external cavity and a material
resonance.
A short quantum mechanical description of strong coupling is given. The main
focus is on the Hopfield Hamiltonian, which describes two interacting harmonic
oscillators. This is more accurate for the nature of the resonances coupled in this
work.
Finally, an example of traditional polaritons is discussed: a microcavity coupled to
the plasmonic resonance of an array of nanodisks. This system allows to control
the coupling strength at room temperature such that it can be tuned from strong to
ultrastrong coupling.
3.1 Strong-light matter coupling
The spontaneous emission of light by an atom (or two level system, TLS, in figure
3.1) depends on the available density of photonic states surrounding the atom.
Purcell1 noticed that this meant that the emission rate could be enhanced by
locating a cavity close to the emitter (or TLS) to provide it with a high density of
photonic states [52]. The Purcell effect has been used to enhance emission rates of
molecules around plasmonic nanoparticles for sensing [36]. This effect is part of
weak light-matter interaction.
Now let us think of a situation when the TLS emits a photon into the cavity, the
photon bounces in the cavity for a while, and after some time it is reabsorbed by the
atom, only to be emitted into the cavity again and repeat the process. The TLS and
the cavity are strongly coupled if the electric field in the cavity and the TLS exchange
1His work was on relaxation of nuclear magnetic moment transitions, but happened to be more
general than that.







FIGURE 3.1: Weak and strong coupling in the traditional configuration with a generic FP cavity,
in blue, and a two level system (TLS), in purple. In the weak regime, the losses γC and γ0 are
bigger than the interaction between the optical mode and the transition. The eigenstates of the
full system are the same as the TLS. In the strong coupling regime, the ΩR interaction rate is
strong enough to split the eigenstates in lower and upper polaritons.
the excitation periodically and the rate at which the atom reabsorbs and emits the
photon, ΩR, is higher than the uncoupled decay rates of the cavity and TLS, γc and
γ0, respectively. A schematic of the process is shown in figure 3.1.
Interestingly, when this happens, the eigenstates of the uncoupled TLS and
uncoupled photon are no longer solutions of the interacting system. New
eigenstates are obtained by diagonalizing the coupled Hamiltonian (e.g., equation
3.4), these are called polaritons (upper, |UP 〉, and lower, |LP 〉, polaritons). The new
eigenfrequencies ω± are the resonant frequencies of the polaritons. Thus, the
energy levels of the atom are changed by strongly coupling it to light. The change
in energy levels is the simplest characterization feature to show strong coupling.
For that, the so-called Rabi splitting is measured at zero energy detuning of the two
components. If the measurement involves several energies of cavity and atom, an
anti-crossing feature appears when both energies are tuned (figure 3.2(c-d)).
Strong coupling is a coherent process, which is useful for quantum optical
applications. The state of the photons can be shared with the atoms and vice-versa,
allowing to write and read superconducting qubits [53]. However, coherence is
also interesting for materials composed of several molecules, because when they
couple to the same cavity mode they oscillate coherently. This can result in
coherent emission from disordered dyes [54]. This effect has demonstrated
potential for computational applications in large areas of polariton lattices [55].
By this means, strong coupling has shown capability of tuning matter properties.
For example, changing photo-chemical processes [1–3], chemical properties[4, 5],
condensation of polaritons [10, 11], charge transport[6], energy transfer[7], and
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even empirical work has shown ground state modification[56–59]. A recent review
covering most of these developments can be found in [8].
Moreover, the ultrastrong coupling (USC) regime starts when the interaction rate
between light and matter becomes comparable to the transition energy,
η = ΩR/2ω0 > 0.1 [60]. The USC regime requires a Hamiltonian description
without approximations, as will be mentioned in the example of
microcavity-plasmon polaritons. From such complete description, several
interesting phenomena have been predicted by the theory. For example, that the
ground state contains virtual photons [61], which can lead to interesting
phenomena as dynamical Casimir effect [62, 63].
3.1.1 Traditional polaritons
Several material platforms have been used to achieve strong coupling. Transitions
in all kinds of materials (molecules [56], 2DEG intrasubband transitions [64],
organic dyes [7], 2D TMDs [65] etc.) have been coupled to various cavities [46, 66]:
metallic Fabry-Pérot cavities, dielectric Bragg cavities, photonic crystals,
microdisks, etc.
Most of such cavities are closed and the material is hard to reach. Therefore,
plasmonic resonances (SPPs and LSPRs) have also been used as nanoresonators to
confine light in an open cavity approach and in very small volumes [9], even
reaching the single molecule level [67]. Plasmons have been also mixed with all
sorts of transitions (organic semiconductors [68], with 2D TMDs [69], quantum
dots [70], etc).
All of these platforms have in common that they use one material to provide the
transition resonance and a separate structure to form the optical cavity. Here these
polaritons are called traditional polaritons (see figure 3.1).
However, a different case will be described in the next chapter (4), where
polaritons are formed by coupling a photonic mode that is sustained by the same
material with a transition resonance (matter part) of the material. These polaritons
are denominated here self-hybridized or cavity-free polaritons.
3.2 Quantum Models
There are several models to understand the strong-light matter interaction: fully
classical [71], semi-classical and fully quantum mechanical [9, 60]. To understand
the basics of the quantum mechanical models, let us consider one photon in a cavity
with field E = E(â† + â)2. The photon interacts with a two level emitter (it can only
be in the ground, |g〉, or excited state, |e〉) with transition dipole moment µ̂ = ~µ(σ̂†+





σ̂z + ~ωcâ†â+ ~g(â†σ̂ + σ̂†â) . (3.1)
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The first term corresponds to the free atomic Hamiltonian and ~ω0 = Ee −Eg is the
transition energy2. The second term is the electric field Hamiltonian with
resonance at ~ωc. The third term is the interaction that creates an atomic excitation
while annihilating a photon or vice-versa.
In absence of a driving field, the emitter couples to the vacuum. The coupling
strength is given by ~g = ~µ · ~Evac. The vacuum field is Evac =
√
~ωc/2ε∞ε0V , for a
mode volume, V . Two important things here are pointed out:
1. The coupling strength is maximized when the transition dipole moment and
the field are aligned.
2. The vacuum field, Evac, has a dependence on the cavity resonance that should
be considered in the coupling strength when fitting data in the usual
anticrossing measurements (g ∝
√
~ωc), as shown in figure 3.2(c-d).
This very simple picture works for the original experiments by Haroche, where the
interaction was between a single photon and a single Rydberg atom [73], and for
experiments of single photons with superconducting Qubits [74]. However, it is
not accurate for many of the examples we described in the previous section. There
are several extensions of this simple model to include fast rotating terms, several
emitters, etc. A good summary on which model is more accurate for each situation
can be found in [60, 75].
Research on quantum models is still on going to understand the strong coupling
related effects [76–78]. experimentally showed above
3.2.1 Hopfield Hamiltonian
The previously described JC Hamiltonian explores the interaction between a
fermionic and a bosonic field. A description of the interaction of two bosonic fields
is needed here because here two macroscopic oscillators are considered: i) an
optical resonance ii) a transition resonance of a material (phonon, exciton,
vibrational,...) or a plasmonic resonance.
Such Hamiltonian was developed by Hopfield to better understand excitons in
crystals [12] and reads as follows,
Ĥ = ~ω0b̂†b̂+ ~ωcâ†â+ ~g(â† + â)(b̂† + b̂) +
~g2
ω0
(â† + â)2 , (3.2)
where the first two terms represent the uncoupled oscillators. The third term is the
interaction term of both fields with g = µ
√
ρV Evacω0/ωc, in the Coulomb gauge3.
Finally the forth term is the diamagnetic term (or A2 term), which becomes
important when the coupling strength is large enough (g/ω0 > 0.1). Interesting
phenomena predicted for USC and beyond arise from this term [81]. The











2σ̂ = |e〉 〈g| and σ̂† = |g〉 〈e| are the atomic transition operators and σ̂z = [σ̂, σ̂†].
3The gauge choice does not change the values of the observables, thus one could use the dipole
gauge and obtain the same eigenvalues [79, 80].



















FIGURE 3.2: Top: (a) Eigenvalues of Jaynes-Cummings (JC) with loss with ω0 = ωc = 1
eV for different coupling strengths. After the exceptional point (red dotted line) the polaritons
separated by Rabi splitting, in orange, are visible. (b) Comparison between eigenvalues of
lossless JC and full Hopfield Hamiltonian for various values of g. Bottom: Anti-crossing
calculations for Hopfield and JC Hamiltonians, by varying δ = ω0 − ωc, for different coupling
strengths (c) g = 0.05 eV, in the SC regime, and (d) g = 0.3 eV, in the USC regime.
The terms corresponding to the JC Hamiltonian (equation 3.1) can be obtained from
Hopfield Hamiltonian (equation 3.2), by using two approximations: the Rotating
Wave Approximation (RWA)4 and neglecting the diamagnetic term5. Under this
simple approximations it is also possible to add losses as [46],
Ĥ = ~
(
ω0 − iγ0/2 g
g ωc − iγc/2
)
, (3.4)












Here, δ = ω0 − ωc, is the detuning. In the resonant case, δ = 0, ΩR = ω+ − ω− =√
16g2 − (γ0 − γc)2. ΩR has real values for 4g > |γ0 − γc| and, in such case, it is
4In this case the counter rotating terms âσ̂ and â†σ̂† are negligible because they annihilate or create
a photon and an excitation in the atom simultaneously. Thus, they do not preserve energy unless there
are several transitions to be excited and/or several photons [72].
5Assuming that g is small, then g2 → 0.
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called Rabi splitting6. This is depicted in figure 3.2(a), where the red line marks the
exceptional point, 4g = |γ0 − γc|7. After this point the coupling strength overcomes
the losses and the two polaritonic branches emerge. To experimentally resolve the
two polaritons, the splitting should be larger than the uncoupled line widths, ΩR >
(γ0 + γc)/2.
These approximations are commonly used for SC cases, but sometimes the full
Hamiltonian is necessary. To see when the approximations are valid in the lossless
case, figure 3.2(b) compares the solutions between the JC approximations and the
full Hopfield Hamiltonian. For low values of g (white background), both have the
same solutions. However, they considerably differ in after η = g/ω0 > 0.1
(shadowed in blue). In that region, the full Hopfield eigenvalues (purple circles)
do not increase linearly with respect to the coupling strength. This is the main
signature of USC regime.
The anticrossing plot in figure 3.2(c) shows that the eigenvalues of both are
identical for small values of g even at large detuning. Nevertheless, for g = 0.3 eV,
variations are noticeable even at δ = 0, see figure 3.2(d). In the following section a
plasmon-microcavity platform with flexibility to achieve both SC and USC is
described. Therefore the full Hopfield description will be necessary for an accurate
description.
3.3 Plasmons and microcavities polaritons
To increase the coupling strength one can either increase the dipole moment of the
transition, ~µ, or decrease the mode volume of the cavity, V. However, very often
ω0 and ~µ, are inherent from the material. Thus, the common approach is to build
the cavity to control the mode volume by decreasing it as much as possible (the
community pushed this limit with plasmonic resonators [67]) and to tune the cavity
frequency, ωc, to reach zero detuning, δ = 0, for measuring the Rabi splitting.
Coupling plasmonic nanoparticles with microcavities provides freedom to tune the
detuning, δ and coupling strength, g, at room temperature [80, 82]. This freedom is
given by tuning the parameters depicted in figure 3.3. Previously such microcavity-
plasmon polaritons has been used to increase the splitting with excitonic materials
[82] and to achieve ultrastrong coupling at room temperature and without magnetic
fields [80].
To form polaritons with different coupling strengths, different arrays of gold
nanodisks were fabricated in between two gold mirrors separated by a thickness L,
as depicted in figure 3.3(a). This cavity thickness determines the frequency of the
optical resonance, ωc, which increases with the angle of incidence in a parabolic
manner. The arrays of nanodisks are all 20 nm in height but vary in diameter,
d = 60, 80 and 100 nm, and pitch between disks, Λ = 100, 140, 180, 220, 260, 300 and
340 nm (figure 3.3(b)). See the methods section (5.2.1) for details on the fabrication
methods.
The polaritons were optically measured by normal incidence and angle resolved
spectroscopy as detailed in section 5.3.1. In the reflection measurements, the
polaritons appear as pronounced dips (figure 3.3(c-e)).
6Through this text and appended paper Rabi splitting is found at δ = 0.
7This means that we can reach strong coupling by matching the losses of the cavity and the emitter.
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FIGURE 3.3: (a) Schema of the disks (20 nm height) between the FP mirrors (30 nm thick). The
varied parameters are labeled: L - distance between mirrors, d - diameter of disks, Λ - center-to-
center distance between particles, θ - angle of incidence. (b) SEM of the disk array for d = 80
and Λ = 200 nm. (c) Values of ΩR and η for TM polarization at zero detuning with L = 180,
d = 80 nm, the USC region is shaded in blue. Reflection at normal incidence measurements of
the polaritons formed for a cavity with L = 180 nm with varying pitch, Λ, and (d) d = 60 nm (e)
d = 80 nm and (f) d = 100 nm. The Rabi splitting is marked in orange.
For a fixed cavity, ωc, the detuning is controlled by the diameter of the nanodisk,
which determines the resonance of the plasmon ωpl. The smaller the diameter the
higher the resonance energy. In figure 3.3(d-f) we can see the the energy of the
plasmon in red dotted lines. For panel (e) the detuning is almost zero and we can see
that both polaritonic branches are almost equally dark in the color plot of reflection.
This is because at zero detuning the loss of both polaritons is the same, since they are
half photonic and half plasmonic. When the detuning increases as in panel (f), the
upper polariton (UP) is closer to the uncoupled cavity, ωc, and it is darker because
the cavity transmits light at that frequency. The lower polariton (LP) is closer to the
plasmon, ωpl, and thus it reflects more light. The opposite case is found for panel
(d), where the LP is more photonic and the UP is more plasmonic. In this case, the
UP in (d) is almost invisible because of the interband transitions in Au (see figure
2.4(a)). This is an empirical description, but the "amount" of photon and plasmon
of each polariton can be quantified by the Hopfield coefficients [12]. This will be
quantified in the future to show the correlation.
Moreover, the size of the disk does not only control the detuning by determining ωpl,
it also determines the dipole moment8, µpl [82]. Bigger disks have a larger dipole
moment (as seen in the extinction intensity in figure 2.4(c)) and thus larger coupling
strength g. This is clear by comparing nanodisks diameters with a fixed Λ = 200
nm, the orange arrow in figure 3.3(d), d = 80 nm, is larger than the one in 3.3(e)
d = 100 nm.









per unit area, a2. The density
of nanodisks depends of the pitch as, ρ = 1/Λ2. The effective cavity length is Leff =
8Here only the in-plane dipole moment is considered, which varies with the diameter of the disk
and not the out-of-plane one, since the height is fixed.
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TM polarization L= 180 nm d=80 nm Λ=260 nmd=80 nm Λ=300 nm
d=80 nm Λ=220 nm d=80 nm Λ=180 nm(d) (e) (f)
(a) (b) (c)
d=80 nm Λ=140 nm
R
R
FIGURE 3.4: Dispersion of polaritons for TM polarized light. L = 180 nm and d = 80 nm. The
red dashed line shows the peak of the uncoupled plasmon and the blue dashed line the empty
cavity dispersion showed in (a). Dispersion in reflection of arrays with different pitches varies
the coupling strength, resulting in polaritons from SC to USC regime: (b) Λ = 300 nm, ΩR ≈ 0.28
eV, (c) Λ = 260 nm, ΩR ≈ 0.36 eV, (d) Λ = 220 nm, ΩR ≈ 0.44 eV, (e) Λ = 180 nm, ΩR ≈ 0.56 eV,
(f) Λ = 140 nm, ΩR ≈ 0.76 eV.










Then the coupling strength is higher for large d and small Λ. This explains the
behaviour of each panel in figure 3.3(d-f), where the Rabi splitting (distance
between dips) increases for smaller values of Λ.
All the previous observations were done for normal incidence, where ωc is fixed
by L. It is also possible to fix ωpl and vary ωc by using its angular dependence.
Chapter 2.2 mentioned that FP cavities have parabolic dispersion in energy, which
is observed in 3.4(a) and 3.5(a), and it is clear that the dispersion depends on the
polarization.
Dispersion allows to obtain δ = 0 for θ 6= 0. In figure 3.4 δ = 0 for sin θ = 0.63. By
extracting the energy difference of the polaritons at that angle, it is possible to plot
the Rabi splitting dependence on Λ as showed in figure 3.3(c). Ideally, the
measurements in figure 3.3 would be the same as sin θ = 0 in figure 3.4, but
measurements at normal incidence are in reality the sum of several small angles up
to sin θ = 0.4, due to the finite numerical aperture of the collecting objective (see
Methods). Thus, finding the point of zero detuning in dispersion is more precise to
obtain the Rabi splitting.
In figure 3.4, a gap is visible between the two polaritons and it increases from panel
(b) to (f). This is the polaritonic gap, it increases with the coupling strength and is a
signature of the USC regime. Further analysis on the behavior of the polaritons for
different θ is involved in TM polarization because the E-field is not always parallel

























L=180 nm d=80 nm Λ=180 nmd=80 nm Λ=300 nm(a) (b) (c)
TE polarization
L=180 nm d=80 nm Λ=180 nmd=80 nm Λ=300 nm
FIGURE 3.5: Top row measured dispersion in reflection of L = 180 nm and d = 80 nm in TE
polarization. (a) Empty cavity. Measured dispersion of d = 80 nm with solutions to the Hopfield
Hamiltonian (b) Λ = 300 nm and (c) Λ = 300 nm.
to the long axis of the disks. Meaning that the in-plane µpl is not aligned to ETM,
then g(θ) varies accordingly.
TE polarization simplifies the picture (see figure 3.5) because the coupling strength
depends only on the detuning g(θ) ∝ ωplωc , because E ‖ µpl. The top row in figure 3.5
shows the measured dispersion for the empty cavity with L = 180 nm and for disk
arrays of d = 80 nm for Λ = 300 and 180 nm.
The Hopfield Hamiltonian (equation 3.2) can be used here to find the energy of the
polaritons. The blue dashed lines in 3.5(b) and 3.5(c) are the Hopfield
eigenenergies for gΛ=300 = ΩR/2 = 0.16 eV and gΛ=180 = 0.29 eV at δ = 0, where
ωpl = 1.785 eV is the maximum of the plasmon in free space (as measured outside
of the cavity, and showed in a red dashed line). It is interesting to see that the
Hopfield eigenenergies almost reproduce the polaritonic dip in reflection.
Nevertheless, if we assume ωpl,Λ=300 = 1.74 eV (red dot-dash line), the solutions (in
purple dot-dashed lines) seem to reproduce the experimental polaritons.
Moreover, when decreasing the pitch of the array, to match the experimental
polaritons we need to assume an even lower frequency, ωpl,Λ=180 = 1.71 eV, for the
eigenvalues to match the experimental dips. Of course, this observation requires
rigorous statistical analysis, which will be done in the future, in both experimental
and simulated data (as shown in figure 3.5(d-f)).
Nonetheless, let us expand on the interest behind this observation. Huppert et al.,
showed that USC with free-radiation is obtained when the matter resonance has a
very large oscillator strength and the radiative broadening is of the same order of
magnitude as the resonance frequency ω0 [84], as is the case for metallic nanodisks.
This would mean that the plasmonic response in free-space can be perceived as
the plasmonic array ultrastrongly coupled to free-space modes. Inside the cavity,
the plasmonic array is not in USC with the free-radiation and thus the ωpl is not
"dressed" anymore by the continuum of the free-space modes, explaining the shift
of the plasmon inside the cavity. Future experiments and simulations are needed to
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clarify the effect of nanoparticle size, d, and pitch of the array, Λ, on the mismatch
between the plasmon resonance inside and outside of the cavity.
This would mean that the array of nanodisks can achieve SC without the need of a
cavity by coupling to free-space. The need of an external cavity will be questioned




The previous chapter discussed traditional polaritons created by an external cavity
mode. This Chapter will explore the self-hybridized polaritons, where no external
cavity is needed anymore. This chapter is closely related to the appended paper
[85], but some additional material, and comments on recent exciting developments
from the community, are included.
First, a description of Bulk polaritons is given for Lorentz materials. Then, a
discussion on coupling various optical modes (strictly speaking they are QNMs1,
but for simplicity will be called modes throughout the Chapter) in the reshaped
material as described in Chapter 2.2.
The first studied geometry is dielectric slabs, where the existence of polaritons is
shown in J-aggregates, hBN and MoS2. This is followed by a discussion on
perovskite cylinders. In both examples polaritonic states are shown above
(coupling to FP modes) and below (coupling to guided modes) the light-line.
Finally, vibrational polaritons are discussed, which naturally occur in
micrometer-sized water spheres.
The chapter is closed by discussing the limit of the Rabi splitting in self-hybridized
Lorentz materials and the limits of the structure dimensions to form polaritons.
4.1 Bulk polaritons
An important point to highlight is that Hopfield’s work describes the interaction of
a plane wave with a bulk crystal [12]. As shown in the appended paper [85], the
Bulk polariton modes are found as roots of the dispersion equation of a plane wave
in a Lorentz material,
kc− ω
√
ε(ω) = 0 , (4.1)
where ε(ω) is given by a simple Lorentz formula (equation 2.5). Hence, the coupling
strength can be expressed in terms of the oscillator strength f (equation 2.6) and
plasma frequency ωP of the Lorentz medium as g = (ωP /2)
√
fω0/ε∞ωc. Thus, the
coupling strength of bulk polaritons depends only on the material.
The vacuum Rabi splitting is then obtained as the difference between the two
polariton energies of the Hopfield lossless Hamiltonian (equation 3.3) for
1As mentioned in Section 2.2, since the system is open, the modes here are quasinormal modes
(QNMs). A description is given in the Methods section 5.1
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FIGURE 4.1: Bulk polaritons of J-aggregates with different oscillator strengths. The first column
(i) shows the weakly coupled case: fω2P = 0.0045 eV
2 < ε∞γ
2/4. The second column (ii) shows
the strongly coupled case: fω2P = 0.445 eV
2 > ε∞γ
2/4. The third (iii) column shows the USC
case: fω2P = 3.116 eV
2 and g0/ωc ∼ 0.29. The different rows present the modes differently, the
first row (a) shows the usual dispersion: Re(ω̃c) vs k. The second row (b) shows the trajectories of
the modes in the ω̃-plane. The third row (c) shows the modes for specific k-vectors corresponding
to δ = 0 in each case. The position of the uncoupled exciton ω0 − iγ/2 is marked with a star and
the polaritonic gap is shaded in blue. Figure modified from [85].
δ = ω0 − ωc = 0:
ΩR =
√
2g2 + ω20 + 2g
√
g2 + ω20 −
√
2g2 + ω20 − 2g
√
g2 + ω20 = 2g0 , (4.2)
where g0 = (ωP /2)
√
f/ε∞ is the zero-detuning coupling strength. Here 2g0 is
referred to as the bulk Rabi splitting of the material.
The Hopfield model does not include losses, but an extension by Huttner and
Barnett [86] found that polaritons appear if:
fω2P > ε∞γ
2/4 . (4.3)
This can be rewritten as g0 > γ/4, which is the usual strong coupling criterion
mentioned before, but with a lossless cavity, γc = 0 [61, 86]. The modes were
calculated in the ω̃-plane (see Methods 5.1), to obtain the real frequency and decay
rate (imaginary component) of the polaritons.
The roots of equation 4.1 are shown in figure 4.1 for J-aggregates [21]. J-aggregates
are interesting because the exciton oscillator strength can decrease by diluting them.
Thus in figure 4.1 different oscillator strengths of J-aggregates are shown, resulting
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in weak, strong and ultrastrong coupling in the bulk. The permittivity for the SC
case was shown in figure 2.1.
The modes are found for each wave vector, k, and the results are shown in different
formats. The first row (b) in figure 4.1 shows the usual dispersion plots for the 3
regimes, to show the typical anticrossing in SC and USC regime. The 2nd row (b)
shows the trajectories of the modes in the ω̃−plane, where the color scale gives
information on the wave vector corresponding to each pair of poles. These
trajectories are extracted from finding the poles in the complex plane for different
wave vectors. Examples of this complex plane color plots are shown in figure
4.1(c,i-iii), for k at zero detuning, δ = 0. In these plots the modes are the points
with higher intensity. In the case of weak coupling, 4.1(c,i), the poles
corresponding to the photon (top) and the exciton (bottom) are degenerate in the
real frequency, meaning that they cross in the dispersion plot in 4.1(a,i). It is
interesting to see that while the loss, Im(ω̃), in the excitonic pole decreases (the
uncoupled exciton is showed as a yellow star), it increases in the photonic pole
(figure 4.1(b,i)). Even though there is no anticrossing, the presence of the excitonic
resonance affects the plane wave and vice-versa. This corresponds to the weak
coupling regime, also know as the Purcell effect [52].
In the 2nd (ii) and 3rd (iii) column of figure 4.1 shows the Rabi splitting (orange
arrow) appearing at zero detuning, then the degeneracy discussed above is broken.
This splitting is observed in the dispersion plot as the characteristic anticrossing in
4.1(a,ii) and 4.1(a,iii) respectively. In the trajectories 4.1(b,ii) and 4.1(b,iii), the LP
starts, k = 0 µm−1, being mainly photonic and ends, k = 40 µm−1, being mainly
excitonic. At the point of the Rabi splitting (δ = 0) each polariton has an imaginary
part of γ/4. These cases correspond to the strong coupling regime in (ii) and USC in




0 − ω0 [85]) is
visible and shaded in blue.
In this section, the existing electromagnetic modes in a bulk of a Lorentz material
were discussed. In particular, when the material fulfills the condition
fω2P > ε∞γ
2/4, the modes are polaritons. In the following sections, the dispersion
and trajectory plots will be shown for different geometries, by reducing the
dimensions. In such case, the photonic resonances discussed in section 2.2 can
couple to the excitations.
4.2 Self-hybridized polaritons in different geometries
4.2.1 2D polaritons in infinite slabs
Now, let us consider an infinite slab in two dimensions (x-y) and confined in z. The
slab sustains the optical (FP and guided) resonances discussed in section 2.2. In the
appended paper [85], their interaction with the excitonic resonance in J-aggregates
[21] was studied. Two different oscillator strengths, mentioned in figure 4.1, were
considered. Additionally, the interaction of TE polarized light with an hBN slab,
figure 2.3, of 1.75 µm thickness also showed polaritons.
Both slabs J-aggregates and hBN self-couple to both guided and FP modes.
Depending on the oscillator strength the interaction can be weak, strong or
ultrastrong (USC). Even more so, slabs of J-aggregates with high oscillator strength
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FIGURE 4.2: (i) Reflectivity calculations for TE polarization and modes at δ ∼ 0 (ii) above the
light-line (iii) below the light-line of a 220 nm thick slab of J-aggregates with fω2P = 0.45 eV
2
and (a) γ0 = 0.1 eV (b) γ0 = 1.2 eV.
and hBN are in the USC regime. J-aggregates with low oscillator strength,
fω2P = 0.445 eV
2, can be strongly coupled to the slab, but only below the light-line.
It is important to stress that the same excitation can couple differently to each of
those photonic modes depending on the photonic losses, γc. For example, above the
light-line the interaction is such that |γc−γ0|/2 ∼ 0.5 eV > 2g0 = 0.445 eV, meaning
that FP modes are weakly coupled to the exciton2. This is shown in figure 4.2(a.ii),
where at δ ∼ 0 the poles are degenerated inRe(ω). While below the light-line (figure
4.2(a.iii)), at kx = 13 µm−1, such that δ ∼ 0 there are clearly two polaritonic QNMs
separated by ΩR ∼ 0.42 eV. In summary, in the top row in figure 4.2, the system is
weakly coupled above the light-line and strongly coupled below it.
However, one could imagine the inverse case, where |γc− γ0| ∼ 0 for the FP QNMs,
but not for the guided modes. In the hypothetical case of γ0 = 1.2 eV (bottom row
in figure 4.2) two polaritonic modes appear above the light-line, at kx = 0, but the
two modes are degenerate (weakly coupled) below the light-line, kx = 13 µm−1.
Thus, one should carefully choose the optical mode to couple to specific excitations.
In this case, (γc + γ0)/2 > ΩR, and therefore the splitting is not visible in reflection,
see panel 4.2(b.i).
From the previous paragraph, it is clear that the choice of optical mode to achieve
SC depends on the excitation decay rate, γ0. For some materials, both FP and guided
modes can be strongly coupled (even reaching USC regime) at the same time, as in
J-aggregates with high oscillator strength and hBN slabs (see appended paper [85]).
Most of the excitations used by the community have decay rates of γ0 < 0.3 eV [66].
2Even though the modes are not splitting, it is possible to see two dips in the reflectivity
measurements. There is a variety of optical phenomena, which can lead to such a behavior, including
enhanced-absorption, Fano resonances, and electromagnetically induced transparency [87]
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Thus, for usual materials, in the case of self-hybridized polaritons, the coupling is
stronger below the light-line, where γc ∼ 0.
There has been extensive work in SC with J-aggregates due to their high oscillator
strength and photoluminescence [21, 68, 88]. However, 2D atomic crystals naturally
stack forming slabs and given their high refractive index they can sustain FP modes
with low radiative losses, meaning that γc → γ0 for both guided and FP modes. This
makes them interesting for self-hybridizing to form polaritons. In fact, polaritons
with FP modes in TMDs have been optically measured above the light-line [17, 89].
Polaritons below the light-line in MoS2
The optical modes below the light-line have been overlooked by the strong coupling
community until very recently [90–92]. In the usual FP cavities used in experiments
that have measured polaritonic induced changes in materials properties, only one
FP resonance is considered, that resonance is tuned to the material resonance. The
changes are measured when δ ∼ 0 to the specific FP mode and compared to the
detuned case [8].
Nevertheless, below the light-line, several modes can be in SC simultaneously (for
various kx), even when no FP mode matches the resonance, thus implying the
importance of considering the modes coupled beyond the light-line. In a very
recent work, where cavity-free organic molecules were measured beyond the
light-line [93], it is pointed out that in previous works that used traditional
polaritonic structures, there would exist polaritons beyond the light-line even if the
external cavity would not be there.
Even though measurements below the light-line are more intricate, they have been
recently measured via scattering-type scanning near-field optical microscope
(s-SNOM) in WSe2 [92] and hBN [91] slabs. Even more so, recent work has shown
self-hybridized vibrational polaritons below the light-line in a α−lactose photonic
crystal [94].
Using a different approach, measurements of polaritons below the light-line in
MoS2 slabs are shown here. For this, flakes of MoS2 with different thicknesses in
various regions were exfoliated and transferred onto a glass substrate (see
Methods section 5.2.2). The measured regions are labeled in the bright field image
of the flake shown in transmission in figure 4.3(a). The colors in the bright field are
given by the FP modes formed by the flake. When imaging the Fourier plane of
those flakes in reflection beautiful colors are seen. The colors depend on the FP
resonance wavelength (figure 4.3(i)). The Fourier plane expands the angular
information of the reflected light. Light reflected at normal incidence is focused in
the center of the circles and the higher the angle (or kx = n sin θ) the further away
from the center. For details on the Fourier imaging technique for angular
resolution see Methods section 5.3.1.
The limit of the light-line in air is where the bright inner circle can be seen. The
purple area in figure 4.3(b,i), between the center of the circle and the bright circle, is
given by the FP resonances. After the bright circle and before the edge of the circle,
there are several colors changing rapidly from blue to yellow. That part is given by
modes below the light-line leaking.

















FIGURE 4.3: (a) Bright field image of the measured MoS2 flake with different thicknesses.
(i) Fourier plane images. (ii) Dispersion in reflection measurements and (iii) calculations for
different thicknesses (b) L = 50± 5 nm experimental, calculation for L = 47 nm, (c) L = 67± 5
nm, calculation for L = 62 nm and (d) L = 122 ± 5 nm and calculation for L = 115 nm. The
differences in thickness are due to inaccuracies in the measurement.
The second column (ii) of figure 4.3 shows the spectral resolution of the images
shown in (i) for TM polarization. These are dispersion plots above and below the
light-line (dotted white line in (ii)).
Above the light-line in figure 4.3(b,ii) there is a broad area almost horizontal around
2.37 eV given by the FP resonance. This resonance is blue-detuned from both A and
B excitons. Nonetheless, in 4.3(c,ii) the FP is tuned to the excitons, giving rise to
polaritons above the light line. Moreover, while the guided mode in (b,ii) is blue-
detuned from the excitons, the mode below the light-line in (c,ii) is strongly coupled
to both A and B excitons, generating a splitting with each of them.
The thicknesses of the flakes were measured by AFM and calculations (see Methods
5.1) were made using them as an input to match the measured spectra. The regions
with perfect absorption depend strongly on the thickness, so they can be used to
approximate L better in the calculations.
The calculations allow to obtain the bare optical resonances to determine ωc and γc
accurately. More importantly, they open up the possibility for future studies of the
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modes as in our previous work [85].
The characterization of the poles will be done in the future, but considering the
bulk Rabi splitting of both A and B excitons (see Table 4.1) and the reflectivity
experiments and calculations, the slabs are in SC both below and above the
light-line.
4.2.2 1D polaritons in infinite cylinders
Next, the system is confined in one more dimension, giving rise to an infinite
cylinder. Polaritons have been previously demonstrated in several perovskite
nanowires [95, 96]. In [85] the case of an infinite cylinder was considered, it was
shown that the optical resonances described in section 2.2.2 hybridize with the
electronic transition in the perovskite CsPbCl3.
This material is described by a Lorentz permittivity with ε∞ = 3.7, ω0 = 3 eV,
γ0 = 87 meV, and fω2P = 0.54 eV
2 [50]. Giving a bulk Rabi splitting of 0.382 eV
> γ0/2. The cylinders are strongly coupled both above and below the light-line , as
showed by the trajectories.
An exciting recent study measured self-hybridized nanowires of organic
semiconductors (J-aggregates and H-aggregates) [97]. Moreover, they showed that
the polaritons have 5 times higher energy transport velocity than the expected for a
non-polaritonic exciton [97]. Interestingly, they only resolved Rabi splitting (above
the light-line) in about ∼ 30% of the regions they measured3, but always measured
the transport effect. This may be related to the fact that the nanowires are strongly
coupled also with guided modes below the light-line.
These observations highlight the importance of self-hybridized polaritons and of
considering also the interaction with guided modes.
4.2.3 Polaritons in water spheres
Let us finally consider a sphere. In this case, the resonances are given by the Mie
resonances described in Section 2.2.3. A theoretical study by Platts et al. [16] showed
that GaAs spheres sustained polaritons. Here, being such a common material, the
interest is to show self-hybridized water.
Recently, the polaritonic chemistry community has had a growing interest in water
traditional polaritons for catalytic applications [98–101]. From the theoretical
studies trying to understand such experiments, one found differences in rotational
dynamics in water when in USC and uncoupled case [102].
In the appended paper, the coupling of the O-H stretch (figure 2.2) was studied. The
study of scattering of water droplets has been extensive and is even used as example
for text books [38]. Thus, it is a problem with well known solutions. Nevertheless,
it gets interesting when paying additional attention to the spectral range covering
O-H stretch in water molecules (wavelength ∼ 3µm).
In the appended paper it was shown that water droplets self-hybridize and can
reach USC. The anticrossing was plotted for different Mie modes. Here, the case of
TM1,2 is reproduced in figure 4.4(a). The trajectories show the splitting too, even
with a more complex trajectory of the uncoupled mode.
3The authors attribute this to potential variations in the oscillator strengths.













FIGURE 4.4: (a) Anticrossing of water O-H stretch resonance and TM1,2 (electric dipole:
al=1,N=2) Mie resonance by varying the sphere radius,R. Uncoupled values are shown in dashed
curves. (b) Trajectories of water polaritonic QNMs with TM1,2. The uncoupled Mie resonance is
shown in a dashed line and the phonon in a star. (c) Extinction efficiency, Qeff , of the droplets
variation with radius. The white line shows the critical radius for having polaritons. The purple
arrow shows the visible splitting. Figure modified from [85]
These first modes have large γc (see figure 2.8), for TE1,1 it is so large that the
coupling is weak. This means that modes with higher orbital, l, and radial
numbers, N , couple even more strongly because γc → γ0. The challenge is that
ωc ∝ l/R [16], thus the higher the orbital number the larger the sphere has to be to
sustain a resonance in ω0. Thus, there is a minimal droplet radius that sustains
resonances than can achieve SC. In the case of water that radius is R ∼ 1.1 µm.
In general, it is hard to excite a single mode in spheres [103], meaning that an
incoherent superposition of all the modes will be measured. As is the case in
extinction measurements (figure 2.8(b)), where there is a maximum of extinction
around ω0 = 0.42 eV for R ∼ 3 µm. Figure 4.4(c) shows the extinction efficiency for
the interaction. Around R ∼ 3 µm there is a visible splitting of ∼ 0.22 eV marked
with an arrow. This splitting can be misleading, as this is not exactly a Rabi
splitting, but the result of the incoherent sum of the extinction of all modes of the
droplet.
Figure 4.4(c) shows that below the white line∼ 1 µm, the extinction has a maximum
on the ω0, so those droplets are only weakly coupled as mentioned above. Then an
interesting point is that, such sizes of water droplets exist in nature in fogs and
clouds [104]. The size distribution depends on the type of the fog or cloud [105].
This could mean that some of them are polaritonic and some are not.
4.3 The limits of the coupling
4.3.1 Critical Size
The previous section pointed out that not all sizes in droplets sustain Mie
resonances can hybridize with the O-H stretch in water. This gives a clear critical
size for polaritons to exist in water spheres, such that larger radii sustain
polaritons but smaller don’t. In the appended study, polaritons with a critical size
were shown in all the studied geometries and materials. The critical radii depends
on ω0 and the material’s background permittivity [16]. The higher ε∞, the smaller
the spheres can be to sustain polaritons.
This limiting factor for sustaining modes to self-hybridize is general for all the
studied structures. In planar and cylindrical structures, the limit is given by the
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TABLE 4.1: Calculated values of the bulk Rabi splitting, 2g0, η and the minimal slab
thickness needed to sustain polaritons, Lmin.
Material 2g0 (eV) η Lmin (nm)
Water 0.1 0.12 1373
hBN 0.12 0.35 2.56
Perovskite (CsPbCl3) 0.382 0.06 4.35
J-aggregates low f 0.455 0.11 9.75
J-aggregates high f 1.204 0.29 3.68
MoS2 A-exciton 0.328 0.09 2.38
MoS2 B-exciton 0.524 0.13 2.14
first guided modes. Even for cylinders, where the HE11 mode has no cut-off, the
mode becomes too lossy to sustain polaritons for very small radii. Thus, there is a
minimal size for structures to sustain polaritons.
In the appended there is a rough approximation of the minimal thickness that could









In this case, k0 is the wave vector in vacuum at which δ = 0. This results in different
thicknesses for different materials (see table 4.1), this is a rough guideline to look for
polaritonic vs non-polaritonic slabs. Here the structures are considered in vacuum,
the critical sizes will vary in a different medium (e.g., placing it on a substrate). Of
course, by matching the surrounding media refractive index with the structure the
optical resonances disappear (and so do polaritons).
4.3.2 Maximum Rabi splitting
For all the materials and optical resonances analyzed, the Rabi splitting, ΩR was
always below the Bulk Rabi splitting, 2g0. Table 4.1 shows a summary of Bulk Rabi
splittings for all the studied materials. The table also shows that some of these
materials can even reach the USC regime, η > 0.1.
This gives an easy guideline when looking for materials that can be strongly
coupled. For such an estimation it would suffice to know the permittivity (or
refractive index) and to fit a Lorentzian (equation 2.5) to the resonance of interest.
Then, it is easy to check for the existence of polaritons with fω2P > ε∞γ
2/4.
Summarizing, Lorentz materials do not need an external cavity to form polaritons.
It is possible to reshape the material itself to sustain optical modes with the desired
characteristics. The capability of the material to form polaritons only depends on
its own optical properties. Even more so, since the bulk polaritons seems to be the
maximum attainable Rabi splitting, it is only necessary to fit a Lorentzian to the
resonance of interest and calculate 2g0 = ωP
√
f/ε∞ to know if it will be possible to
achieve SC or even USC.
As described in this chapter, the community is starting to pay attention to
cavity-free self-hybridized polaritons and their potential to change materials
properties [93, 94, 97]. Moreover, self-hybridized polaritons are a unique platform
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for understanding such changes (particularly for polaritonic chemistry) because
they provide polaritons without extra interactions given by the material of the





The previous chapters have described the theory, previous works and my
contributions to the field without going deeply into the methods. Thus, this
chapter focuses on the details used for the calculations, the fabrication and optical
measurements techniques used in this thesis.
5.1 Analytical Calculations
Hopfield Hamiltonian solutions
The Hopfield Hamiltonian was discussed in Section 3.2.1, here it is only discuss
how the eigenfrequencies were obtained for figure 3.5. The eigenvalue problem is
given by
[α̂, Ĥ] = ~ω±α̂ , (5.1)
where the eigenfunctions are the polariton operator α̂ = wâ+ xb̂+ yâ† + zb̂†. Then,
































This is the matrix problem solved for various angles of incidence, θ, to obtain ω± in
figure 3.5. The coupling strength, g, for TE was considered fixed for all angles and
was obtained experimentally from the minimal distance between the two
polaritonic resonances dips g = ΩR/2. The theoretical value of the coupling
strength for this system can be found in equation 3.6.
Cavity-free polaritons calculations
Quasinormal modes in open systems
Chapter 2.2 described resonances in dielectric systems with different geometrical
shapes. There the concept of a quasinormal mode (QNM) was introduced. As
mentioned there, all the calculations considered open systems, with radiative
losses to the environment. Both, the modes in closed systems and QNMs in open
systems, are solutions to the the source-less Maxwell’s equations. The main
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difference is given by the boundary conditions. In the case of open systems the
system should obey the Silver-Müller (SM) radiation conditions, which state that
there should be no sources of radiation in the far-field, such that the energy flow is
only outgoing [49].
Let us consider the source-less Maxwell’s equations with no free charges in a matrix
form that obey the Silver-Müller conditions, such that they look like an eigenvalue
problem (equation 5.3) [48]:[
0 iε−1 (r, ω̃)∇×











The Silver-Müller radiation conditions for scattering calculations, where an
incoming field interacts with a structure, are such that only the scattered field
needs to obey the SM radiation conditions. After some simplifications it means
that r̂ · E(r, ω) vanishes at large distances.
The solutions of the open system are the so-called quasinormal modes (QNMs). The
eigenvectors are the QNMs’ spatial field distributions [Ẽ(r), H̃(r)] and the
eigenvalues are its complex frequencies, ω̃n = ωn − iγn/2 [48, 49]. As explained
before, the real part is the measurable resonant frequency, ωn, and the imaginary
part is the decay rate, associated to its lifetime, τn = 1/γn. This means that the field
decays exponentially with time, E(r, t) = Ẽ(r)eiωnte−γnt, and similarly for H.
Among the various methods to find QNMs [48, 49], it is possible to compute them
by searching poles in the complex ω plane of the system’s electromagnetic
response [106]. For the 3 simple geometries studied here, it is possible to
analytically calculate the reflectivity or extinction cross-sections and look for
divergences in the complex plane. The following sections describe the details for
the calculations in each geometry.
For this reason, the QNMs throughout the text are shown as poles Re(ω̃) vs Im(ω̃)
plots. The cavity QNMs, were obtained with ε = ε∞, whereas the QNMs for
polaritons where obtained considering a Lorentzian permittivity (equation 2.5).
The values for the various materials are found in table 5.1. Next, the specific
characteristic equations used for each geometry to find the QNMs are described.
Dielectric slabs
To obtain the eigenvalues the poles of the reflection coefficient are found for either
TE or TM polarization. For that, the Fresnel reflection and transmission coefficients
are used [15].
Considering the incoming light, Ein, with an angle, kx = k0 sin θ. With k0 the wave
vector in vacuum. Then the incoming and scattered light can be described as,
Ein (r) = a1Eeikzz+ikxx + a2Ee−ikzz+ikxx (5.4)
Escat (r) = b1Ee−ikzz+ikxx + b2Eeikzz+ikxx (5.5)
The reflection coefficient can be obtained from 5.4 using the TMM method [35]:
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TABLE 5.1: Values for the permittivities with Lorentz model used for the various
materials used for cavity-free polaritons calculations
Material ε∞ f0 ω0 (eV) γ (eV)
Perovskite 3.7 0.06 3 0.087
hBN 4.45 2.24 0.169 0.001
water 1.75 0.1 0.42 0.048
J-aggregates low f 2.15 0.1 2.11 0.1















k20 − k2x, kz,2 =
√
ε(ω)k20 − k2x being the z-components of the wave
vector in vacuum and dielectric, respectively.
The poles of the system are the roots of the characteristic equation:
1− r2TE,TMe2ikz,2L = 0 . (5.8)
The analytical calculations of MoS2 slabs shown in figure 4.3 were done with the
same procedure as slabs in vacuum, but the medium on the light incidence side had
refractive index of n = 1.51.
For the calculations a Lorentz material was considered with 3 resonances given by
the A, B and C excitons to fit the experimental permittivity showed in fig 2.3(b) for
bulk MoS2 [29]:





ω20,i − ω2 − iγiω
(5.9)
Where, ε∞ = 12, ω0,1 = 1.845 eV, γ0,1 = 0.07 eV, f1ω2P,1 = 1.29 eV
2, ω0,2 = 2.03 eV,
γ0,2 = 0.17 eV, f2ω2P,2 = 3.30 eV
2, ω0,2 = 2.75 eV, γ0,2 = 0.63 eV, f2ω2P,2 = 52.94
eV2.
Infinite cylinders
Now let us consider a wave propagating through an infinite dielectric cylinder
with radius a, propagating in ẑ direction. In this geometry it is convenient to use
cylindrical coordinates (ρ, φ, z). For TE (TM) polarization, all the E (H) fields are
transverse to z. However, the analysis of TE and TM in this case is tricky, because it
is only possible to separate TE and TM when there is no azimuthal variation, i.e.,
when m = 0.
The exact solutions of the fields inside and outside of the cylinder are beyond the
scope of this text, but the reader can find an explicit description in [51]. Here there
is just an intuitive description the final results. Inside the cylinder, ρ < a, the field
behaves as Bessel functions: Ez ∝ Jm(kρ,2ρ)eimφeiβz . Outside of the cylinder, ρ > a,
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Ez ∝ H(1)m (kρ,1ρ)eimφeiβz . The radial component of the wave vectors outside and
inside the cylinder are kρ,1 =
√
k20 − k2z and kρ,2 =
√
ε(ω)k20 − k2z , respectively.
Then, the characteristic equation is obtained by considering the continuity of the




































From this equation is visible that TE and TM are usually mixed. The QNMs are
considered hybrid and are named EHml and HEml. Nevertheless, for m = 0 there


















= 0. (TE) (5.12)
Spheres
Now let us consider spherical coordinates (r, θ, φ) and sphere of radius R in
vacuum. Here the Mie theory solutions derived in [38] are used.
The field scattered by a sphere of radius R and permittivity ε = n2 can be written


















where x = k0R. The Ricatti-Bessel functions: ψl(ρ) = ρjl(ρ) and ξl(ρ) = ρh
(1)
l (ρ) are
used to simplify the expressions with spherical Bessel, jl(ρ), and first kind Hankel
functions, h(1)l (ρ).
The coefficient al (bl) weighs the contribution of the l-th TM (TE) mode, for which
there is no radial magnetic (electric) field. Thus, the eigenfrequencies for TE and




l(x)− nξl(x)ψ′l(nx) = 0, (TE) (5.15)
nψl(nx)ξ
′
l(x)− ξl(x)ψ′l(nx) = 0. (TM) (5.16)
The hybrid modes between the optical modes and the vibrational or electronic
transition were calculated by finding the poles of the same equations but using a
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simple Lorentz model for the permittivity of each material with the values shown
in table 5.1, where f0ω20 = fω
2
P in eq. 2.4.
5.2 Nanofabrication
This part describes the nanofabrication process for traditional polaritons of
microcavities and plasmonic particles and self-hybridized MoS2 slabs.
All the samples were prepared on glass coverlips (170 µm). Cleaned by 5 min
ultrasonication in acetone and IPA, followed by oxygen plasma ashing.
5.2.1 Microcavities and plasmonic particles
The plasmon - microcavity polaritonic samples were fabricated by the following
series of steps:
1. Bottom mirror evaporation: 2 nm Cr of adhesion layer were deposited with e-
beam evaporator (Kurt J. Lesker PVD225), followed by evaporation of 30 nm
Au.
2. Spacer: Half a cavity thickness: L/2 = 80, 85 and 90 nm of SiO2 was deposited
by STS plasma-enhanced chemical vapor deposition (PECVD) at 300 °C.
3. Nanodisk arrays: prepared by electron beam lithography (EBL). Therefore,
spin coated PMMA (baked for 5 min at 180 °C) was used as positive resist
to pattern 12 arrays of 50×50 µm with disks of diameters d = 60, 80 and 100
nm and different pitches Λ = 100, 140, 180, 220, 300 and 340 nm. After the
development and oxygen plasma ashing of the exposed areas, 20 nm of Au are
evaporated. Then lift-off in acetone finalizes the disks fabrication. To improve
the crystallinity of the nanodisks, the samples were annealed for 10 min at 200
°C on a hotplate.
4. Spacer: the second part of the spacer thickness L/2 was PMMA spin coated
on top of the Au nanoparticle array and baked at 180 °C for 5 min.
5. Top mirror evaporation: 30 nm Au layer deposited by e-beam evaporation.
Control samples (no cavity) of the nanodisk arrays were prepared as in step 3 on
glass and imaged with SEM (Zeiss Supra 60 VP - EDX) by coating them with a thin
layer of conductive polymer (E-spacer).
5.2.2 Transfer and characterization of 2D materials
MoS2 flakes were mechanically exfoliated (popularly known as Schotch-tape
method) from bulk crystals (HQ Graphene) with dicing tape and transferred to
thin PDMS stamps. Finally, the flakes were transferred onto glass substrates
following the procedure by Castellanos-Gomez et al. [108].
The monolayers were identified by their distinctive photoluminescence [32] in an
upright Nikon microscope with a fiber-coupled spectrometer (Andor Shamrock SR-
303i) equipped with a CCD (Andor iDus 420).
The optical pictures of the transferred flakes were taken with a Nikon D300S. Then
the number of layers were deduced by optical contrast in the software ImageJ.


































FIGURE 5.1: Fourier spectroscopy concept. (a) Schema of the experimental setup for angle
resolution. Collimated light incident to the lens is focused in the sample, such that the incident
light to the sample comes at all the angles up to θmax = arcsinNA/n. The reflected signal is
collected with the same lens. The Back Focal Plane (BFP) of the lens is then imaged and the
spectra at different radii are collected simultaneously via a fiber bundle with a spectrometer. (b)
Angular distribution of the BFP for an oil immersion objective with NA=1.49. Brewster, θB , and
critical, θC , angles are marked in red dashed lines. The lines for TE and TM mark the locations
to measure those polarizations.
Additionally, the thicknesses were also measured by AFM (NTEGRA Prima,
NT-MDT) by Dr. Battulga Munhkbat in noncontact mode. The error bar of such
measurements is high, thus the need of both characterization techniques for the
thickness of the layers.
5.3 Optical characterization
The optical characterization of nano and microstructures throughout the text is
heavily based on reflectivity measurements. In this part, normal incidence and
dispersion (angular distribution) reflectivity are described.
Reflection spectra at normal incidence in figure 3.3 were collected using a 20×
objective (Nikon, NA = 0.45) in an upright microscope with a fiber-coupled
spectrometer (Andor Shamrock SR-303i) equipped with a CCD (Andor iDus 420).
The reflection was normalized with a standard dielectric-coated silver mirror
(Thorlabs).
5.3.1 Fourier spectroscopy
Fourier optics is a broad area of study [35], but here it is used only to measure the
angular spectral information of the microcavity-plasmon coupled system (figs. 3.4
and 3.5) and of the MoS2 slabs (figs. 2.5 and figure 4.3).
To obtain the angular information the Fourier plane (or Back Focal Plane, BFP) was
imaged. The concept is sketched in figure 5.1(a), where the fact that any lens of focal
length f generates the Fourier transform at a distance f is used [35]. An example
is depicted in the schema, where incoming collimated light (only one k-vector) will

















FIGURE 5.2: (a) Experimental setup for Fourier spectroscopy. Fiber coupled LDLS light is
collimated and polarized before being redirected to the objective with a beam splitter (BS) in the
inverted microscope. The reflected light from the sample (in orange) is redirected to a Bertrand
lens to image the BFP in the spectrometer and a CCD simultaneously in different ports. of the
microscope. (b) BFP image of glass showing the TIR area and the size of the fiber bundle in
position to measure TE polarization.
be fully focused in a single point. Vice-versa, light reflected from the sample at
different angles θ land in the BFP in different radii, r ∼ sin(θ) [109].
The idea of Fourier spectroscopy for angular resolution is to image the BPF of the
lens and to measure the spectra of the light at different radii. The information of the
azimuthal angle, φ, is also available [110]. In this case, it is useful to characterize
separately, the response of the sample to TE and TM polarized light, as shown in
figure 5.1(b). It is also possible to measure any polarization mixture in between
these two, where the weight of each polarization depends on the azimuthal angle
as ETM ∼ cos(φ) and ETE ∼ sin(φ) [110].
The angles at which the lens collects light are limited by its numerical aperture,
NA= n · sin θmax, where n is the refractive index of the medium1 and θmax is the
maximum angle that the lens can collect light from. The sketch in figure 5.1(b)
shows in different colors the radii corresponding to different angles for an oil
immersion objective of NA=1.49. The outer most dashed circle corresponds to
θmax = 80.7°. Two important angles are also in dashed lines, the Brewster angle, θB
was used to characterize the minimal reflection measurable in our setup for to
measure perfect absorption. The critical angle, θC , is the angle after which there is
total internal reflection (TIR) in glass.
1Usually air, water or oil in commercial objectives.
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A more accurate description of the optical setup for the MoS2 measurements is
shown in figure 5.2(a). An inverted microscope (Nikon Eclipse TE2000-E) was used
to illuminate the sample with a collimated laser-driven white light source (LDLS,
EQ-99FC, high-brightness, flat-broadband spectrum). The collimated and polarized
light is focused in the sample with an oil (n=1.51) immersion 60× objective (Nikon,
NA=1.49) to illuminate from the bottom.
The same objective collects the reflected light (depicted in orange) and redirects
it with a beam splitter (BS) to the spectrometer or CCD camera. A Bertrand lens is
used to image the Fourier plane of the objective2. Then the spectra for different radii
is collected simultaneously with a fiber bundle consisting of 19 fibers with 100 µm
core (Andor SR-OPT-8002). The radii scale as r ∼ sin θ (figure 5.1(b)), thus if more
angular resolution is needed at high angles, the BFP is expanded with a telescope
as shown in figure 5.2(b).
Figure 5.2(b) shows the BFP image for a glass substrate, the bright area is given by
the aforementioned TIR zone, θ ∈ [θC , θmax]. The lamp spectra in this area was
used to normalize the measurements. This area is measurable only with an oil
immersion objective that matches the refractive index of glass, thus allowing to
measure leaky guided modes below the light-line (figure 4.3) and is also a
Kretschmann configuration [36] to measure the SPP showed in figure 2.4.
The setup to measure above the light-line for the traditional polaritons dispersion in
(figs. 3.4 and 3.5) is very similar to figure 5.2. But the objective and illumination
source are different. In this case, an air 40× (NA=0.95) objective (θmax = 71.8°) was
used and a fiber-coupled Halogen lamp (Thorlabs) to illuminate from the bottom.




In this thesis, strong-light matter coupling was explored in two platforms. Firstly, in
traditional polaritons, where a material transition resonance is coupled to an external
cavity that sustains the optical modes. Secondly, in cavity-free polaritons, where both
the material and the optical resonances are sustained by the same structure.
To obtain a full description, the beginning (Chapter 2) focused on the optical
properties of materials. Describing mainly the permittivity of materials and their
expression as a Lorentzian (section 2.1). As an example of the power of tailoring
the optical response of structures, perfect absorption in just a few nm thick MoS2
slabs was shown too. The second part of the chapter described optical resonators
in dielectrics with different geometries: slabs, cylinders and spheres.
Chapter 3 gave a general description of light-matter interactions in different
regimes: weak, strong and ultrastrong coupling. Then, an example of traditional
polaritons was described in microcavity-plasmon coupling. This versatile platform
allows to achieve strong and ultrastrong coupling in room temperature by tuning
the nanodisk array parameters.
Chapter 4 started with a description of bulk polaritons, followed by a the concept
of reshaping materials for them to sustain their own optical modes. This can
generate cavity-free polaritons. The permittivity description discussed in section
2.1, was used to couple excitonic and phononic resonances to optical resonances
described in section 2.2.
Finally, chapter 5 focused on the methods used through the thesis, including details
on calculations, nanofabrication and optical characterization.
Outlook
As mentioned mainly in Chapter 4, the idea of cavity-free self-hybridized
polaritons started slowly, with scattered works in slabs [17], perovskite cylinders
[95], GaAs spheres [16] and TMDs Mie resonators [18]. Nevertheless, a renewed
interest on cavity-free polaritons is growing fast, pushed largely by the interesting
development of polaritonic chemistry. Now, recent works have measured Rabi
splitting in slabs [93, 94]. Even more so, the typical energy transport in organic
semiconductor cylinders has been attributed to polaritons[97].
Our appended work [85] has taken part on initiating this new wave of interest on
the polaritonic properties without an external cavity. We showed that materials
that sustain bulk polaritons can also self-hybridize with their own modes if the
material is reshaped. We also showed that the bulk Rabi splitting, 2g0, is the
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maximum Rabi splitting achievable for all the studied geometries. Moreover, it
solely depends on the macroscopic optical properties of the bare material. This
value can become a quick guideline for researchers to check if a certain material is
suitable to sustain polaritons. Finally, we stressed the importance of modes below
the light-line and the critical sizes to sustain polaritons. Additionally, we have
experimentally measured polaritons in simple MoS2 slabs, with a beautiful optical
response in the Fourier plane.
My future work will focus on cavity-free structures and their properties, and
probably many others will join. My interest resides on the role of the external
cavities in the changes observed experimentally before [8]. Intriguing questions are
now on the table. As recently put by Thomas et. al. [93], it is interesting to note that
for some of the previous traditional experimental results, the polaritons beyond the
light-line never disappear when removing the external cavity. Thus, the changes in
material properties measured in traditional polaritonic platforms [8] should be
expected also in cavity-free platforms. Moreover, cavity-free platforms allow to
study polaritons without the external cavity restricting access to the material. They
have potential to show the impact of polaritons in simpler experiments.
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