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Abstract
We investigate the geometry of the graphs of nonseparating curves for surfaces of finite positive genus
with potentially infinitely many punctures. This graph has infinite diameter and is known to be Gromov
hyperbolic by work of the author. We study finite covers between such surfaces and show that lifts of
nonseparating curves to the nonseparating curve graph of the cover span quasiconvex subgraphs which
are infinite diameter and not coarsely equal to the nonseparating curve graph of the cover. In the finite
type case, we also reprove a theorem of Hamensta¨dt identifying the Gromov boundary with the space
of ending laminations on full genus subsurfaces. We introduce several tools based around the analysis
of bicorn curves and laminations which may be of independent interest for studying the geometry of
nonseparating curve graphs of infinite type surfaces and their boundaries.
1 Introduction
In this paper we use the technique of bicorn curves to investigate the geometry of the graphs of nonseparating
curves. Let S be an orientable surface of finite positive genus with either finitely many or infinitely many
punctures. The nonseparating curve graph NS(S) is an infinite diameter graph (see [1] and [7]) acted on
by the mapping class group MCG(S) (the group of homeomorphisms of S considered up to isotopy). Its
vertices are the isotopy classes of nonseparating simple closed curves on S. Two vertices are joined by an
edge when the isotopy classes have disjoint representatives (when genus(S) > 1) or when the isotopy classes
have representatives that intersect at most once (when genus(S) = 1). We proved in [15] that NS(S) is
δ-hyperbolic, where the constant δ is independent of the particular surface S. This extended results of
Hamensta¨dt ([9]) and Masur-Schleimer ([10]) on hyperbolicity (with hyperbolicity constant depending on
the surface) in the case that S has finitely many punctures.
We extend the methods of [15] in this paper to prove the following theorems:
Theorem 1.1. Let k ∈ N. There exists F (k) > 0 with the following property. Let S˜ → S be a degree
k cover where S and S˜ are orientable and have finite positive genus and either finitely many or infinitely
many punctures. Then the full subgraph of NS(S˜) spanned by lifts of nonseparating curves on S is F (k)-
quasiconvex. Moreover, this subgraph is infinite diameter and not coarsely equal to NS(S˜) itself.
The second result was first proved by Hamensta¨dt using different methods:
Theorem 1.2 (Hamensta¨dt, [9] Corollary 3.10). Let S be a finite type orientable surface of positive genus.
Then the Gromov boundary of NS(S) is MCG(S)-equivariantly homeomorphic to the space of minimal
laminations filling full genus subsurfaces of S, equipped with the coarse Hausdorff topology.
Here V is full genus if genus(V ) = genus(S). Our methods also produce an explicit family of coarse paths
converging to any given point on the Gromov boundary. These coarse paths are known as “infinite bicorn
paths.” Our methods are strong enough to prove:
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Corollary 1.3. Let S be as in Theorem 1.2 and let {cn}∞n=1 be a sequence of vertices of NS(S). Then {cn}
converges to a point on the boundary ∂NS(S) if and only if cn coarse Hausdorff converges to a minimal
lamination L filling a full genus subsurface of S. In this case the point of ∂NS(S) represented by {cn} is
identified with L via the homeomorphism described in Theorem 1.2.
In order to prove these results we develop new tools for studying the geometry of NS(S) using bicorns.
The main tool is Corollary 3.7 which states that nonseparating 2k-corns are uniformly Hausdorff close to
geodesics. Here is a slightly less general version of the statement:
Theorem 1.4. There exists a function E : N → R with the following property. Let S be an orientable
surface with 0 < genus(S) < ∞. Let a and b be vertices of NS(S). Then the subgraph of NS(S) spanned
by nonseparating 2l-corns between a and b with l ≤ k is E(k)-Hausdorff close to any geodesic [a, b]. The
function E grows at most quadratically.
In addition, we prove results about bicorns between nonseparating curves and laminations. We also analyze
what happens if two nonseparating curves have a bicorn which is separating but does not bound a punctured
disk. We hope that these tools will be of independent interest.
1.1 Big mapping class groups
The graphs NS(S) are particularly interesting when S is infinite type, since one may attempt to use them to
study the big mapping class group MCG(S). In addition to the loop graphs L(S) for surfaces S containing
an isolated puncture, the graphs NS(S) are among the few infinite diameter hyperbolic graphs associated
to infinite type surfaces which are currently known. The graphs NS(S) are also useful since the surface S
is not required to have an isolated puncture for the definition.
However, a main difficulty for carrying out this program is that the Gromov boundary ∂NS(S) is not
currently understood when S is infinite type. In the case that S is an infinite type surface with an isolated
puncture, the Gromov boundary of the loop graph of S has been described by Bavard-Walker in [2] and
[3]. This description has proven very useful in understanding the corresponding big mapping class groups
MCG(S): see [2], [3], and [14].
Some of the arguments used in this paper to characterize the boundary of NS(S) when S is finite type
would generalize easily to the case when S is infinite type. One would like to describe ∂NS(S) as a space
of geodesic laminations when S is infinite type. The main obstacle to generalizing the characterization in
this paper of ∂NS(S) in the finite type case is that there is no “structure theorem” for geodesic laminations
on infinite type surfaces. Whereas on a finite type surface every geodesic lamination is a finite union of
minimal sublaminations and isolated leaves, in the infinite type case there is no such general description.
We hope that after understanding better the structure of geodesic laminations on infinite type surfaces, the
arguments in this paper might be of use in characterizing ∂NS(S) when S is infinite type.
1.2 Organization
In Section 2 we recall necessary background on hyperbolic metric spaces and surfaces.
In Sections 3 through 5 we develop tools that will be used in the proofs of our two main theorems.
Namely in Section 3 we analyze 2k-corns and show that nonseparating 2k-corns are close to nonseparating
bicorns. These in turn are Hausdorff close to geodesics. In Section 4 we analyze bicorns which are separating
but do not bound punctured disks, showing that they are disjoint from nonseparating bicorns. In Section
5 we analyze bicorns between the leaves of a lamination and a nonseparating curve and their properties in
homology.
In Section 6 we prove Theorem 1.1.
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In Sections 7 through 9 we prove Theorem 1.2.
The proofs of Theorems 1.1 (in Section 6) and 1.2 (in Sections 7 through 9) may be read independently
of each other. However, both proofs rely on the tools developed in Sections 3 through 5.
Acknowledgements. I would like to thank Yair Minsky and Javier Aramayona for valuable conversations
related to this work. I was partially supported by NSF Grant DMS-1610827.
2 Background
2.1 Hyperbolic metric spaces
Let X be a geodesic metric space. We will always use the notation d(·, ·) to denote the distance function
implicitly associated to X . In this paper we will consider graphs as geodesic metric spaces by identifying
their edges with the unit interval [0, 1]. Given x, y ∈ X we will frequently denote by [x, y] a geodesic in X
from x to y, even though it may not be uniquely determined by its endpoints. If A ⊂ X then we denote by
Br(A) the closed r-neighborhood of A in X. If x ∈ X then we will denote by d(x,A) the distance from x to
A (i.e. d(x,A) = infa∈A d(x, a)).
Definition 2.1. We say that X is δ-hyperbolic if given x, y, z ∈ X, we have [x, z] ⊂ Bδ([x, y] ∪ [y, z]).
Given a, x, y ∈ X we denote by (x · y)a the Gromov product defined by
(x · y)a = 1
2
(d(a, x) + d(a, y)− d(x, y)).
Lemma 2.2. Let X be δ-hyperbolic. Then we have that
|(x · y)a − d(a, [x, y])| ≤ 2δ.
Lemma 2.3. Let X be δ-hyperbolic. Then, given x, y, z, a ∈ X we have
(x · z)a ≥ min{(x · y)a, (y · z)a} − 5δ.
These lemmas will frequently be used implicitly without mentioning them by name.
We now recall the notion of the Gromov boundary of the hyperbolic metric space X. For this, fix a
point a ∈ X. We say that the sequence {xn}∞n=1 ⊂ X converges at infinity if limm,n→∞(xn · xm)a = ∞.
This notion is independent of the base point a. There is a natural equivalence relation on such sequences
defined as follows. If {xn}∞n=1 and {yn}∞n=1 are sequences which converge at infinity then we consider them
to be equivalent if limm,n→∞(xn · ym)a =∞. The Gromov boundary ∂X consists of the equivalence classes
of sequences which converge at infinity. If {xn}∞n=1 converges at infinity then we will denote by [{xn}] the
equivalence class of {xn} in ∂X. The set ∂X carries a natural topology defined as follows. Given ξ, η ∈ ∂X
we denote by (ξ · η)a the quantity
inf
{
lim inf
m,n→∞(xn · ym)a : {xn} ∈ ξ, {yn} ∈ η
}
.
If {ξi}∞i=1 ⊂ ∂X and ξ ∈ ∂X then we say that ξi → ξ as i→∞ if (ξi · ξ)a →∞ as i→∞. A subset C ⊂ ∂X
is defined to be closed if given any sequence {ξi} ⊂ C such that ξi → ξ in ∂X, we have ξ ∈ C.
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2.2 Surfaces, curves, and arcs
In this paper, S denotes an orientable surface of finite positive genus with either finitely many or infinitely
many punctures. In all that follows, it will not matter if any of the isolated punctures of S are replaced
by boundary components. However, we will assume for simplicity that ∂S = ∅. We will also assume that
χ(S) < 0 if S is finite type. Thus the surface S admits a complete hyperbolic metric of the first kind (see, for
instance [3] Section 3 for a proof of this fact in the infinitely-punctured case). Recall that given a hyperbolic
metric on S, the universal cover S˜ may be identified with H2 and we say that the metric is of the first kind
if the limit set of pi1(S) in the action on S˜ is equal to all of ∂S˜ = S
1. We will fix a complete hyperbolic
metric of the first kind on S.
Let a and b be isotopy classes of essential (see the definition below) simple closed curves on S. We define
the geometric intersection number i(a, b) to be the minimum number of points of intersection between curves
representing a and curves representing b. There are unique simple closed geodesics in the isotopy classes
a and b. These geodesic representatives are in minimal position meaning that they intersect the minimal
number of times of curves in their respective isotopy classes. We will frequently conflate essential simple
closed curves with their geodesic representatives and so we assume in particular that all essential simple
closed curves have been put pairwise in minimal position.
If ~a and ~b are oriented simple closed curves and S has been endowed with an orientation, then we denote
by iˆ(~a,~b) the algebraic intersection number of ~a and ~b (see for instance [8] Chapter 3 for the definition).
Our object of study in this paper is the nonseparating curve graph NS(S).
Definition 2.4. The graph NS(S) has vertex set NS(S)0 equal to the set of isotopy classes of nonseparating
simple closed curves on S.
• If genus(S) = 1 then two isotopy classes a and b are joined by an edge whenever i(a, b) ≤ 1.
• If genus(S) > 1 then two isotopy classes a and b are joined by an edge whenever i(a, b) = 0.
Definition 2.5. A simple closed curve c on S is essential if c does not bound a disk or once-punctured disk
in S. A subsurface V ⊂ S is essential if each boundary component of V is an essential simple closed curve.
A multicurve on S is a collection of pairwise disjoint essential simple closed curves on S, no two of which
are isotopic.
We are also interested in how curves and surfaces intersect in S:
Definition 2.6. Let c be a simple closed curve and V ⊂ S a subsurface. We say that c intersects V
essentially if c cannot be isotoped to be disjoint from V .
We will be particularly interested in the following class of subsurfaces of S:
Definition 2.7. Let V ⊂ S be an essential subsurface. We say that V is a witness for NS(S) if every
nonseparating simple closed curve in S intersects V essentially.
It is not hard to see that V is a witness for NS(S) if and only if genus(V ) = genus(S).
The idea of a witness was first articulated (in a more general context) by Masur-Schleimer in [10] where
they used the term hole. Schleimer has suggested that the term witnes should be used instead. Witnesses
are interesting from the perspective of the geometry of NS(S):
Lemma 2.8 (Durham-Fanoni-Vlamis, [7] Lemma 8.1). If V ⊂ S is a witness for NS(S) and has finite type
then the inclusion i : NS(V )→ NS(S) is an isometric embedding.
Throughout this paper we will be interested in subarcs of various one-dimensional submanifolds of S.
For the following, recall that a ray is an embedding of the interval [0,∞) ⊂ R into S.
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Convention 2.9. Let l be a simple ray, bi-infinite geodesic, or compact arc. If p, q ∈ l then we denote by
l|[p, q] the unique embedded subarc of l with endpoints p and q.
If c is a simple closed curve on S, then we denote by ~c the curve c endowed with an orientation. If p, q ∈ ~c
then ~c\{p, q} consists of two embedded subarcs, each of which has an induced orientation from ~c. We denote
by ~c|[p, q] the unique arc in this pair which is oriented from p to q.
If ~l is an oriented simple bi-infinite geodesic and p ∈ ~l then we denote by ~l|[p,∞) the closed (containing
p) ray of ~l which begins at p, with respect to the orientation on ~l. Similarly, ~l|(p,∞) denotes the open
ray ~l|[p,∞) \ {p}. We define ~l|(−∞, p] to be the closed ray of ~l which ends at p and define ~l|(−∞, p) =
~l|(−∞, p] \ {p}.
2.2.1 Nonseparating curves and homology
For a punctured finite genus surface S we denote by E(S) the space of ends of S and by S the end com-
pactification of S, S = S ∪E(S), which is a closed surface. We identify E(S) with a (closed, nowhere dense,
totally disconnected) subset of S. We have an embedding S ↪→ S
We will use repeatedly the following fact:
Fact 2.10. A simple closed curve c in S is separating in S if and only if the homology class of c in H1(S;Z)
is zero when c is endowed with either orientation.
From now on, all homology groups will be understood to have coefficients in Z. If ~c is an oriented simple
closed curve then [~c] will denote the homology class of ~c in H1(S) unless some other homology group is
specified.
We also have:
Fact 2.11. A simple closed curve c in S is nonseparating in S if and only if there exists a simple closed
curve d in S with i(c, d) = 1.
We proved the following in [15]:
Lemma 2.12 (Rasmussen, [15] Lemma 2.1, Lemma 3.1). Let a, b ∈ NS(S)0. Then dNS(S)(a, b) ≤ 2i(a, b)+
1.
Here we make an important note: [15] Lemmas 2.1 and 3.1 are stated for compact surfaces S. However,
the proofs go through when S has (finitely many or infinitely many) punctures using Fact 2.10.
2.3 Bicorns
Here we define the main tools in this paper and recall some of their uses.
Definition 2.13. Let a and b be simple closed curves on S. Let α and β be subarcs of a and b, respectively.
If α and β meet at their endpoints and nowhere in their interiors then the union α ∪ β is a simple closed
curve which we call a bicorn between a and b. We call the points of intersection of α and β the corners of
the bicorn. We will also abuse the definition and consider a and b themselves to be bicorns.
If A and B are simple multicurves on S then a bicorn between A and B is a bicorn between a curve
a ∈ A and a curve b ∈ B.
More generally, if L and M are collections of pairwise disjoint simple geodesics on S (closed or not,
complete or not), then a bicorn between L and M is a curve α ∪ β where α is a subarc of some geodesic in
L, β is a subarc of some geodesic in M and α, β meet at their endpoints and nowhere in their interiors.
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If a and b are both nonseparating simple closed curves then we denote by B(a, b) the full subgraph of
NS(S) spanned by the nonseparating bicorns between a and b. Since we consider a and b themselves to be
bicorns we have a, b ∈ B(a, b). Similarly if A and B are nonseparating muticurves then we denote by B(A,B)
the full subgraph of NS(S) spanned by the nonseparating bicorns between A and B (consider the curves in
A and the curves in B themselves as bicorns as well).
In [15] we used bicorn methods to prove the following Theorem:
Theorem 2.14 ([15], Theorem 1.1 and Corollary 1.2). There exists δ > 0 with the following property. For
any finite type or infinite type orientable surface S with finite positive genus, NS(S) is δ-hyperbolic.
We also have the following corollary of our methods. To state the corollary recall the following definitions:
Definition 2.15. Let R > 0 and Γ be a graph. We say that a subgraph ∆ ⊂ Γ is R-coarsely connected
if for every pair of vertices a, b ∈ ∆, there exists a sequence a0 = a, a1, . . . , an = b of vertices in ∆ with
d(ai, ai+1) ≤ R for all i.
Definition 2.16. Let X be a metric space and A,B compact subsets of X. The Hausdorff distance between
A and B is equal to the smallest  > 0 such that A is contained in the -neighborhood of B and B is
contained in the -neighborhood of A. If the Hausdorff distance between A and B is at most δ then we say
that A and B are δ-Hausdorff close.
Corollary 2.17. There exists C > 0 with the following property. Let S be a finite type or infinite type
orientable surface with finite positive genus and a, b ∈ NS(S)0. Then B(a, b) is 5-coarsely connected and
C-Hausdorff close to any geodesic [a, b] ⊂ NS(S) from a to b.
Proof. In the proof of Theorem 2.14 from [15] we consider a graph NS∗(S) with the same vertex set as
NS(S) but with two vertices being joined by an edge if the corresponding curves have intersection number
≤ 2 (in [15] the graph NS∗(S) is simply denoted by NS(S)). Denote by B∗(a, b) the subgraph of NS∗(S)
spanned by the nonseparating bicorns between a and b.
We prove in [15] Claim 3.3 that B∗(a, b) is connected. This proves that B(a, b) is 5-coarsely connected by
Lemma 2.12. (We note here that although the proof of [15] Theorem 1.1 is given for compact surfaces, the
entire proof goes through for non-compact surfaces using Fact 2.10. Hyperbolicity when S is infinite type
was originally stated as a corollary, Corollary 1.2.)
To see that B(a, b) is C-Hausdorff close to [a, b] we recall briefly the proof of Theorem 2.14. The proof
uses Bowditch’s hyperbolicity criterion [5] Proposition 3.1. We show that the subgraphs B∗(a, b) satisfy all
the hypotheses of [5] Proposition 3.1. Hence, in addition to the fact that NS∗(S) is hyperbolic, we have
that B∗(a, b) is C0-Hausdorff closed to any geodesic [a, b]∗ from a to b in NS∗(S), for any a, b ∈ NS∗(S)0.
Moreover, the identity map f : NS∗(S)0 → NS(S)0 on vertices extends to a uniform quasi-isometry
f : NS∗(S) → NS(S) by Lemma 2.12. Hence B(a, b)0 = f(B∗(a, b)0) is uniformly Hausdorff close to
f([a, b]∗). The set f([a, b]∗) is a uniform quality quasi-geodesic from a to b in NS(S). Therefore it is
uniformly Hausdorff close to any geodesic [a, b] from a to b in NS(S) by the Morse Lemma.
2.4 Laminations
Let S be a surface endowed with a complete hyperbolic metric.
Definition 2.18. Let L be a compact geodesic lamination on S. We say that L is minimal if every leaf of
L is dense in L. Moreover, we say that L fills a finite type subsurface V ⊂ S if every essential simple closed
curve in V intersects L.
If S is finite type, then we denote by ELW(S) the space of minimal geodesic laminations on S which fill
finite type witnesses for NS(S) with the coarse Hausdorff topology. The notation ELW(S) stands for ending
laminations on witnesses. Recall:
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Definition 2.19. If L and M are compact geodesic laminations then denote by dHaus(L,M) the Hausdorff
distance between L and M . The space GL(S) of compact geodesic laminations is a metric space with the
distance dHaus. This metric space is compact. We denote by LnH→M if {Ln}∞n=1 ⊂ GL(S), M ∈ GL(S) and
Ln converges to M in the metric space GL(S). We say that Ln Hausdorff converges to M .
We say that {Ln} ⊂ GL(S) coarse Hausdorff converges to a lamination M and write LnCH→M if for
every subsequence {Lni}∞i=1 such that Lni Hausdorff converges to a lamination N , we have M ⊂ N . The
coarse Hausdorff topology on ELW(S) is defined by the condition that A ⊂ ELW(S) is closed if and only if
whenever {Ln} ⊂ A with LnCH→ L ∈ ELW(S), we have L ∈ A.
The topological space ELW(S) does not depend on the particular choice of hyperbolic metric on S. We
will also denote by ML(S) the space of measured laminations on S with the weak∗ topology.
3 Nonseparating 2k-corns are close to nonseparating bicorns
In this section we prove one of our main theorems, Theorem 3.4 which says that nonseparating 2k-corns are
close to nonseparating bicorns. First we define what we mean by a 2k-corn.
Definition 3.1. Let A = {a1, . . . , am} and B = {b1, . . . , bn} be multicurves on S. Let α1, . . . , αk be a
collection of pairwise disjoint closed subarcs of A and β1, . . . , βk be a collection of pairwise disjoint closed
subarcs of B. Denote by pi and qi the endpoints of the arc αi. Suppose that (indices being taken modulo
k):
• αi ∩ βi−1 = {pi},
• αi ∩ βi = {qi},
• αi ∩ βj = ∅ if j /∈ {i, i− 1}.
Then the closed curve
c = α1 ∪ β1 ∪ α2 ∪ β2 ∪ . . . ∪ αk ∪ βk
is simple. We call c a 2k-corn between A and B. We call the arcs αi A-sides of c and the arcs βi B-sides
of c. We say that the B-sides βi and βj are adjacent if i = j + 1 or i = j − 1 modulo k. We call the points
pi and qi the corners of c.
Definition 3.2. Let c = α1 ∪ β1 ∪ . . . ∪ αk ∪ βk be a 2k-corn between A and B. Let γ be a closed subarc
of A. We say that γ joins the side βi to the side βj if γ intersects c exactly at its endpoints and has an
endpoint on βi and an endpoint on βj . We say that γ is parallel to the side αi if γ joins βi−1 to βi.
Definition 3.3. Let A,B, and c be as in Definition 3.2. Let γ1 and γ2 be closed subarcs of A joining two
B-sides of c. We say that γ1 is nested inside γ2 if one of the following two cases occurs:
(i) γ1 and γ2 both join the side βi of c to itself, γ2 has endpoints r and s on βi, and βi|[r, s] contains the
endpoints γ1 ∩ βi.
(ii) γ1 and γ2 are both parallel to the side αi of c, γ2 has endpoint r on βi−1 and endpoint s on βi, and
βi−1|[r, pi] ∪ βi|[qi, s] contains the endpoints γ1 ∩ (βi−1 ∪ βi) (where pi and qi are as in Definition 3.1).
Theorem 3.4. Let k ≥ 2. Then there exists D = D(k) > 0 with the following property. Let S be a finite
genus orientable surface and let A and B be two multicurves on S such that each a ∈ A and each b ∈ B
is nonseparating. Then any nonseparating 2k-corn between A and B is D-close to a nonseparating bicorn
between A and B.
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Before giving the proof, we give a brief summary. The proof is related to that of Claim 3.5 from [15]
and is by induction on k. Given a nonseparating 2k-corn c between A and B we must find a uniformly close
nonseparating 2l-corn with l < k. There are four steps in the inductive part of the proof, described below:
Step 1. First we construct a nonseparating bicorn d between A and B with A-side contained in an A-side of
c.
Step 2. The bicorn d may intersect c many times. We analyze the points of intersection of d with c and the
arcs of d between consecutive points of intersection. We analyze many possible behaviors of these
arcs and show that each of these behaviors is sufficient to easily produce a nonseparating 2l-corn
which is close to c, with l < k.
Step 3. If none of the behaviors from Step 2 occur, the arcs of d between consecutive points of intersection
are strongly constrained. In this step we analyze what the intersection pattern between d and c is
forced to look like.
Step 4. Following the analysis in Step 3, we find that we may construct a nonseparating curve c0 by replacing
subarcs of c by the “outermost” subarcs of d. The sequence c, c0, d is then a path of length two from
c to the nonseparating bicorn d. This will complete the proof.
Proof of Theorem 3.4. The proof is by induction on k. We will prove the induction step (therefore assuming
k > 2) first and return to the base case k = 2 at the end of the proof.
Suppose the theorem has been proven for all 2 ≤ l < k. Let c be a nonseparating 2k-corn between A
and B. We claim that there exists a nonseparating 2l-corn c′ of A with B with l < k and d(c, c′) ≤ 2k + 1.
By induction, there will exist a nonseparating bicorn c′′ of A with B such that d(c′′, c′) ≤ D(l). This will
complete the induction step, as we see that we may then set
D(k) = max{D(l) : l < k}+ 2k + 1.
Step 1 — Constructing a nonseparating bicorn
Choose a ∈ A. If a intersects each B-side of c at most once, then we have i(a, c) ≤ k, d(a, c) ≤ 2k + 1
by Lemma 2.12, and the induction step is proven in this case. Otherwise, consider a B-side β∗ of c with
|β∗ ∩ a| ≥ 2. Orient a and number the points of intersection of a with β∗ as x1, x2, . . . , xm in the order
that they appear along the resulting oriented curve ~a. For each i, ci = ~a|[xi, xi+1] ∪ β∗|[xi, xi+1] is a bicorn
between a and B (indices being taken modulo m) and we have (in H1(S;Z))
0 6= [~a] =
m∑
i=1
[ci],
where each ci is oriented such that the orientation on its a-side matches the orientation of ~a. Hence some
ci is nonseparating. We will rename ci to d. The nonseparating bicorn d has the property that its a-side
intersects β∗ exactly twice, at its endpoints.
Step 2.1 — Analysis of arcs joining non-adjacent sides of c
Now we look at the consecutive points of intersection of the a-side of d with the B-sides of c. Orient d
and enumerate the points of intersection y1, . . . , yn in the order that they appear along d, so that
• ~d|[yn, y1] is the B-side of d and
• ~d|[yi, yi+1] is contained in the a-side of d for i < n.
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If some arc δi = ~d|[yi, yi+1] with i < n joins two B-sides of c which are not adjacent, then we may express
[c] as [c′] + [c′′] where c′ is a 2k1-corn and c′′ is a 2k2-corn where k1, k2 < k and c, c′, and c′′ are oriented
appropriately (see Figure 1). Furthermore, i(c, c′) and i(c, c′′) are both at most 1. Since c is nonseparating, we
see that either c′ or c′′ is nonseparating. If for instance c′ is nonseparating then we have d(c, c′) ≤ 3 < 2k+1
and this completes the induction in this case since k1 < k. So we may suppose without loss of generality
that each arc δi for i = 1, . . . , n− 1 either
• joins a B-side of c to itself,
• is parallel to an A-side of c, or
• is equal to an A-side of c.
c′
c′′
Figure 1: If an arc of a joins two non-adjacent B-sides of c, then we find a uniformly close nonseparating
2l-corn with l < k.
Step 2.2 — Analysis of arcs joining sides of c to themselves
We now rule out (without loss of generality) several other behaviors of the arcs δi. First we discuss the
case of arcs joining a B-side β to itself. For this purpose, orient β.
(i) If δi joins the left side of β to the right side of β then c
′ = δi ∪ β|[yi, yi+1] intersects c exactly once.
Hence we have c′ ∈ B(A,B) and d(c, c′) ≤ 3. See the left side of Figure 2.
(ii) If δi and δj both join the right side of β to itself or the left side of β to itself and β|[yi, yi+1] contains
exactly one of the endpoints {yj , yj+1} of δj , then the bicorns c′ = δi ∪ β|[yi, yi+1] and c′′ = δj ∪
β|[yj , yj+1] intersect each other exactly once and are disjoint from c. Hence c′ ∈ B(A,B) and d(c, c′) = 1.
See the right side of Figure 2.
In either case we have found a nonseparating bicorn which is 3-close to c and the induction step is therefore
complete. So we may assume without loss of generality that neither case (i) nor case (ii) above occurs.
Step 2.3 — Analysis of arcs joining adjacent sides of c
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β
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Figure 2: Uniformly close bicorns in cases (i) and (ii).
Now we discuss the case of arcs δi which are parallel to A-sides of c. For this purpose, orient the curve
c. In each of the behaviors (iii)-(vi) below, we will find a nonseparating bicorn or 4-corn which is 3-close to
c. Thus the induction step will be complete if any of the behaviors (iii)-(vi) occur.
(iii) If the arc δi is not one of the A-sides of c but is parallel to one of the A-sides of c and joins the left
side of c to the right side of c then we find a bicorn (if δi shares an endpoint with an A-side of c) or a
4-corn (otherwise) c′ with i(c, c′) = 1 (see Figure 3). Hence c′ is nonseparating and d(c, c′) ≤ 3.
(iv) Consider B-sides β′ and β′′ separated by the A-sides α′ and α′′ and the B-side β. Orient the sides α′,
α′′, β′, β′′, and β to agree with the orientation of c and suppose the sides have been named so that the
concatenation β′ ∗ α′ ∗ β ∗ α′′ ∗ β′′ is a positively-oriented subpath of c. If
• δi joins the left side of β to the left side of β′ and δj joins the left side of β to the left side of β′′,
• and (δi ∩ β) > (δj ∩ β) with respect to the orientation of β,
then we find two 4-corns or bicorns c′ and c′′ between A and B with i(c′, c′′) = 1 and i(c′, c) = i(c′′, c) =
0 (see Figure 4). Note that we are using that k ≥ 3 here, so that β′ 6= β′′. Hence c′ is nonseparating
and d(c, c′) = 1.
(v) Consider δi and δj which join the left side of c to itself. Suppose that δi joins a B-side β of c to itself
and δj joins β to an adjacent B-side β
′ of c. Suppose that δi and δj have the property that β|[yi, yi+1]
contains the point δj ∩ β. Then we find a bicorn c′ and a 4-corn or bicorn c′′ with i(c′, c′′) = 1 and
i(c, c′) = i(c, c′′) = 0 (see Figure 5). We have c′ ∈ B(A,B) and d(c, c′) = 1.
(vi) If δi and δj both join the left side of c to itself and are both parallel to the A-side α of c and are not
nested then we again find two 4-corns or bicorns c′ and c′′ between A and B with i(c, c′) = i(c, c′′) = 0
and i(c′, c′′) = 1. See Figure 6. Hence c′ is nonseparating and d(c, c′) = 1.
Thus we may assume without loss of generality that none of the behaviors (iii)-(vi) occur.
Step 3 — Analysis of the pattern of intersection of d with c
Finally then recall that we are assuming without loss of generality that every arc δi for i = 1, . . . , n− 1
either
(1) is an A-side of c,
(2) joins the left (or right) of a B-side of c to itself, or
(3) is parallel to an A-side of c and joins the left or (right) side of c to itself.
We now consider only the arcs δi which join the left side of c to itself. We are further assuming
• if two such arcs δi and δj both join a given B-side of c to itself then they are nested;
• if two such arcs δi and δj are both parallel to a given A-side of c then they are nested;
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Figure 3: If an arc of d is parallel to an A-side of c and joins the left side of c to the right side, then we find
a uniformly close nonseparating 4-corn or bicorn c′.
d
c′
c′′
β′
α′
β
α′′
β′′
Figure 4: Behavior (iv) and uniformly close nonseparating 4-corns or bicorns c′ and c′′.
• if δi has type (2) above and δj has type (3) above then they do not have the configuration shown in
Figure 5;
• if δi and δj both have type (3) above then they do not have the configuration shown in Figure 4.
We find that the arcs δj joining the left side of c to itself must form a pattern as shown in Figure 7.
Formally, this implies the following properties. Note that the endpoints of βi are qi and pi+1. Then if βi is
oriented from qi to pi+1 there are points qi < ri < si < pi+1 such that for any arc δj joining the left side of
c to itself:
• if δj joins βi to βi−1 (i.e. is parallel to αi) then δj ∩ βi < ri;
• if δj joins βi to βi+1 (i.e. is parallel to αi+1) then δj ∩ βi > si.
From this property and the ruling out of behaviors (iii)-(vi), we may define a set of arcs δ′i for i = 1, . . . , k
as follows. Either δ′i is parallel to αi and is an “outermost” arc with this property or δ
′
i is αi itself if there
is no such arc parallel to αi. Formally:
• for each i = 1, . . . , k, either
(1) δ′i = αi, or
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Figure 5: Behavior (v) and a uniformly close nonseparating bicorn c′
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α
Figure 6: Behavior (vi) and uniformly close nonseparating 4-corns or bicorns c′ and c′′.
(2) δ′i is equal to some δj which is parallel to the A-side αi of c and joins the left side of c to itself,
• denoting by zi the endpoint of δ′i on βi and wi the endpoint of δ′i+1 on βi (indices being taken mod k),
if any δj intersects the interior of the arc βi|[zi, wi] and joins the left side of c to itself, then δj must
join βi|[zi, wi] to itself.
Moreover, for each i = 1, . . . , k, there is a (possibly empty) collection of “outermost” arcs {δ′′ji }mij=1 of d
joining the left side of βi to itself. Formally:
• each δ′′ji is equal to some δl joining the left side βi to itself;
• the δ′′ji are arranged such that if uji and vji are the endpoints of δ′′ji we have
zi < u
1
i < v
1
i < u
2
i < v
2
i < . . . < u
mi
i < v
mi
i < wi
in the orientation on βi;
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• each arc
βi|[zi, u1i ], βi|[v1i , u2i ], βi|[v2i , u3i ], . . . , βi|[vmi−1i , umii ], βi|[vmii , wi]
does not meet any δj in its interior.
β1
α2
β2
α3 = δ
′
3
β3
α4
β4
δ′2
δ′4
δ′1
δ′′11
δ′′12
δ′′22
δ′′13
δ′′23
δ′′33
c0
c′1
α1
c′′11
Figure 7: The arrangement of the arcs δi after behaviors (i)-(vi) have been ruled out. This also shows the
construction of the nonseparating curve c0.
Step 4 — Construction of a path to d
Each δ′i which is not equal to αi defines either a bicorn together with a subarc of βi−1 or βi (if it shares
an endpoint with αi) or a 4-corn together with αi and subarcs of βi−1 and βi (otherwise) which we call c′i.
Namely, recall that zi is the endpoint of δ
′
i on βi and wi−1 is the endpoint of δ
′
i on βi−1 and we set
c′i = αi ∪ βi|[qi, zi] ∪ δ′i ∪ βi−1|[wi−1, pi]
(noting that the arc βi|[qi, zi] is degenerate if qi = zi and similarly for βi−1|[wi−1, pi]). Moreover, each δ′′ji
defines a bicorn together with a subarc of βi which we call c
′′j
i . Namely,
c′′ji = δ
′′j
i ∪ βi|[uji , vji ].
13
If any of the curves c′i or c
′′j
i is nonseparating, then the induction is complete by the usual arguments.
Otherwise, we orient each c′i and each c
′′j
i such that the resulting orientation matches that of c along their
overlap. The arcs where the c′i and c
′′j
i overlap with c are moreover pairwise disjoint. We obtain a simple
closed curve c0 by replacing each of these arcs of c with the corresponding complementary subarcs of c
′
i or
c′′ji . In H1(S), we have
[c0] = [c] +
k∑
i=1
[c′i] +
k∑
i=1
mi∑
j=1
[c′′ji ]
when c0 is oriented appropriately. Moreover, since each homology class in the sum other than [c] is 0, we
see that c0 (which is homologous to c) is nonseparating. We have both i(c0, c) = 0 and i(c0, d) = 0 so in this
case we have d(c, d) ≤ 2 and d ∈ B(A,B).
Base case
Now we consider the base case k = 2. We claim that we may set D(2) = 8. Let c be a nonseparating
4-corn and choose a ∈ A. If a intersects each of the B-sides of c at most once then we see that i(a, c) ≤ 2
and c is 5-close to a ∈ B(A,B). Otherwise we easily find an arc of a intersecting some B-side β∗ of c exactly
at its endpoints, and for which the resulting bicorn d of a with β∗ is nonseparating, as before. As before,
we consider the consecutive points of intersection y1, . . . , yn of the a-side of d with the B-sides of c. Again,
we choose the numbering such that ~d|[yi, yi+1] is contained in the a-side of d for i < n and ~d|[yn, y1] is the
B-side of d. Each arc δi = ~d|[yi, yi+1] for i = 2, . . . , n − 1 joins the other B-side β 6= β∗ of c to itself. If
any of these arcs have the behavior described in points (i) or (ii) above then we find a nonseparating bicorn
c′ with i(c, c′) ≤ 1 and thus the proof of the theorem is complete. Otherwise we orient c and consider the
arcs δi which join the left side of c to itself. There is a collection of “outermost” arcs δ
′
1, . . . , δ
′
m such that
any δi joining the left side of β to itself is nested inside one of the δ
′
j . Each δ
′
j defines a bicorn c
′
j together
with a subarc of β. Namely if uj and vj are the endpoints of δ
′
j then c
′
j = δ
′
j ∪ β|[uj , vj ]. If any of these
bicorns c′j is nonseparating then the proof is complete. Otherwise we define a simple closed curve c0 by
removing the arc of c′j along β (that is β|[uj , vj ]) from c and replacing it by δ′j . Again, c0 is disjoint from
c, homologous to c, and thus nonseparating. We have i(c0, d) ≤ 3 (see the proof of Claim 2.5 from [15]) so
d(c, d) ≤ d(c, c0) + d(c0, d) ≤ 1 + 7 = 8. See Figure 8 for a summary. So d ∈ B(A,B) and is 8-close to c. We
may take D(2) = 8 and this completes the proof of the base case.
Remark 3.5. In fact, the above proof shows that we may take
D(k) = 8 +
k∑
i=3
(2i+ 1) = k2 + 2k
Definition 3.6. If A and B are a pair of multicurves, such that each a ∈ A and each b ∈ B is nonseparating
and k ≥ 1 then we denote by Ak(A,B) the set of nonseparating 2k-corns between A and B. We denote by
Bk(A,B) the subgraph of NS(S) spanned by
⋃k
l=1Al(A,B).
Let A and B be multicurves such that each a ∈ A and each b ∈ B is nonseparating. For any choices
of curves a, a′ ∈ A and b, b′ ∈ B and for any choices of geodesics γ from a to b and γ′ from a′ to b′ in
NS(S), the geodesics γ and γ′ are uniformly Hausdorff close (with constant depending only on the constant
of hyperbolicity of NS(S)) by the Morse Lemma. We denote by [A,B] the union of all geodesics from curves
in A to curves in B in NS(S).
Corollary 3.7. Let k ≥ 1. Then there exists E = E(k) with the following property. Let S be a finite genus
orientable surface and A and B be multicurves on S such that each a ∈ A and each b ∈ B is nonseparating.
Then Bk(A,B) is E-Hausdorff close to [A,B]. Moreover, the optimal E(k) grows at most quadratically with
k.
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Figure 8: The proof of the base case of Theorem 3.4.
Proof. First of all, by the Morse Lemma and Corollary 2.17, there exists E1 > 0 independent of S, k,A, and
B such that [A,B] is E1-Hausdorff close to B(A,B). In particular, [A,B] is contained in the E1-neighborhood
of B(A,B) ⊂ Bk(A,B).
On the other hand, by Theorem 3.4, any element of Bk(A,B) is E2(k)-close to B(A,B) where
E2(k) = max{D(l) : 1 ≤ l ≤ k}.
Therefore any element of Bk(A,B) is (E1 + E2(k))-close to [A,B] by the previous paragraph.
Taking E(k) = E1+E2(k), we have that [A,B] is E(k)-Hausdorff close to Bk(A,B), as claimed. Since by
Remark 3.5 we may take D(k) = k2 + k, we may also take E2(k) = k
2 + k and this shows that the optimal
E(k) grows at most quadratically.
4 Nontrivially separating bicorns are disjoint from nonseparating
bicorns
Definition 4.1. Let c be a separating simple closed curve in S. We say that c is trivially separating if it
bounds a punctured disk. Otherwise we say that c is nontrivially separating.
Thus, if c is nontrivially separating then each component of S \ c contains a nonseparating simple closed
curve. We denote by NS⊥(c) the subgraph spanned by nonseparating simple closed curves disjoint from c.
It is a diameter two subgraph of NS(S).
Lemma 4.2. Let a ∈ NS(S)0 and let b be a simple geodesic. Suppose that the curve c is a bicorn between
a and b and that c is nontrivially separating. Then there is a bicorn between a and b which lies in NS⊥(c).
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Remark 4.3. Note that in the statement of Lemma 4.2 it is not necessary for b to be closed or even complete.
This generality is used in the proof of Theorem 1.2.
Proof of Lemma 4.2. Denote by β the b-side of c and by α the a-side of c. Denote by p and q the corners of
c. Orient a in such a way that the subarc α is oriented from p to q and denote by ~a the resulting oriented
curve. Consider the consecutive points of intersection of ~a with β in the order that they appear along ~a,
starting with p. Denote them by
p1 = p, p2 = q, p3, . . . , pn.
For each i, ~a|[pi, pi+1] ∪ β|[pi, pi+1] (indices being taken modulo n) is a bicorn between a and b which we
denote by ci (in particular c1 = c). Note also that each ci is isotopic into one of the components of S \ c (or
both in the case of c = c1). Orienting each ci appropriately, we have
n∑
i=1
[ci] =
[
n∑
i=1
ci
]
=
[
n∑
i=1
~a|[pi, pi+1]
]
+
[
n∑
i=1
β|[pi, pi+1]
]
= [~a] +
[
n∑
i=1
β|[pi, pi+1]
]
.
Note that
∑
β|[pi, pi+1] is a singular 1-cycle contained in β. In particular, it is null-homologous so that we
have simply
∑n
i=1[ci] = [~a] and hence some ci is nonseparating. For this i we have ci ∈ NS⊥(c), as we
previously remarked, and also ci ∈ B(a, b).
5 Lamination bicorns
In this section we analyze bicorns with the leaves of a lamination and their properties in homology.
Lemma 5.1. Let L be a minimal lamination filling an essential finite type subsurface V ⊂ S. Let a be either
a simple closed curve or a simple bi-infinite geodesic which intersects V essentially and does not spiral onto
L. Then homology classes represented by bicorns between a and L generate the first homology H1(V ).
Proof. Since a intersects V essentially and does not spiral onto L, we have a ∩ L 6= ∅.
Choose a compact subarc α ⊂ a contained in V such that α intersects L in its interior and not at its
endpoints. Orient α. Let p ∈ α ∩ L and let lp be the leaf of L through p. Denote by l+p the half leaf of lp
based at p and leaving α to the right. Similarly denote by l−p the half leaf leaving to the left. By minimality
of L, both rays l+p and l
−
p necessarily intersect α in their interiors. Let q
r be the first point of l+p ∩ α after
p (orienting l+p to start from p) and denote by l
r
p the subarc l|[p, qr]. Similarly, let q` be the first point on
l−p ∩ α after p and denote by l`p the subarc l|[p, q`].
Since every half leaf of L intersects α, the set A = {lrp}p∈L∩α∪{l`p}p∈L∩α is a partition of L into compact
arcs. However, note that each arc σ ∈ A is represented exactly twice as an arc lrp or l`p (once for each of its
endpoints). Define an equivalence relation on arcs in A by σ ∼ τ if σ and τ are isotopic through arcs with
endpoints on int(α) and intersecting α nowhere in their interiors.
Note the following fact: if lrp ∈ A and q ∈ L ∩ α is sufficiently close to p then lrp ∼ lrq . If r is replaced by
` then the fact remains true. The fact holds because if q ∈ L ∩ α is very close to p, then l+p and l+q fellow
travel for a very long time. In particular they will fellow travel long enough that the first intersections of l+p
and l+q with α are very close together and l
r
p and l
r
q will stay very close together on their entire lengths.
We claim that there are finitely many ∼-classes of arcs in A. To see this, for each p ∈ L ∩ α we may
choose an open neighborhood Up of p in α such that for any q ∈ L ∩ Up we have lrp ∼ lrq and l`p ∼ l`q. Since
L ∩ α is compact, we may choose finitely many points p1, . . . , pk of L ∩ α such that Up1 ∪ . . . ∪ Upk covers
L ∩ α. Then given σ ∈ A we have either σ = lrq or σ = l`q for some q ∈ L ∩ α. We have q ∈ Upi for some i
and hence σ = lrq ∼ lrpi in the first case and σ = l`q ∼ l`pi in the second case. Hence every σ ∈ A is equivalent
under ∼ to some lrpi or l`pi .
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Now, choose one representative of each ∼-class. Denote by Σ = {σ1, . . . , σn} ⊂ A the set of representa-
tives. The union α ∪⋃ni=1 σi is an embedded graph Γ in V . Since L fills V , the components of V \ Γ are all
disks or once-punctured disks. Choosing as a base point x ∈ Γ, we thus see that loops contained in Γ based
at x generate pi1(V, x). In fact, we may choose a finite generating set using the arcs σi. For σi ∈ Σ denote
by si and ti the endpoints of σi on α. Consider the loop
γi = α|[x, si] ∗ σi ∗ α|[ti, x]
where α|[x, si] is oriented from x to si, σi from si to ti, α|[ti, x] from ti to x, and ∗ denotes concatenation of
paths. The loops γi clearly generate pi1(Γ, x) and therefore also pi1(V, x). Note also that γi is freely homotopic
to the bicorn ci = α|[si, ti] ∪ σi between a and a leaf of L. Now since pi1(V, x) → H1(V ) is surjective, the
homology classes [γi] generate H1(V ). We have [γi] = [ci] and ci is a bicorn between a and L.
Corollary 5.2. Let S, V, L, and a be as in the statement of Lemma 5.1. Suppose that V contains a curve
which is nonseparating in S (possibly separating or inessential in V ). Then there is a bicorn between a and
L which is nonseparating and contained in V .
Proof. Choose a curve c in V which is nonseparating in S. In H1(V ), we have [c] =
∑k
i=1[ci] where the ci
are bicorns between a and L and all the curves have been oriented. Since c is homologous to the sum of the
ci in V , it is also homologous to the sum of the ci in S. Thus, we have [c] =
∑k
i=1[ci] in H1(S). Since [c] 6= 0
in H1(S), we have [ci] 6= 0 in H1(S) for some i and hence this ci is a nonseparating bicorn between a and L
which is contained in V .
Corollary 5.3. Let S, V, L, and a be as in the statement of Lemma 5.1. Suppose that V contains a nontriv-
ially separating curve (possibly inessential in V ) but no nonseparating curve. Then there is a bicorn between
a and L which is nontrivially separating in S and contained in V .
Proof. Since V contains no noseparating curve, we have genus(V ) = 0.
First we claim that at least two boundary components of V are nontrivially separating. To see this,
denote the components of ∂V by c1, . . . , cn. Since each ci is separating, S \ V is the union of components
W1, . . . ,Wn where Wi is bounded by ci for each i. If only one of the components Wi has positive genus,
then it is easy to see that any simple closed curve d in V is trivially separating, see Figure 9. Hence at least
two components, say W1 and W2 have positive genus. Therefore we see that c1 and c2 are both nontrivially
separating.
Denote by V the surface V with the punctures of S filled in. We consider the first homology of V . Denote
by d1, . . . , dk (k ≥ 2) the boundary components of V which are nontrivially separating and by e1, . . . , el the
boundary components of V which are trivially separating. After orienting the curves, the first homology
H1(V ) is freely generated (as an abelian group) by [d2], . . . , [dk], [e1], . . . , [el] (note that
[d1] = [d2] + . . .+ [dk] + [e1] + . . .+ [el]
in H1(V ) when each di and each ej is oriented appropriately). In particular, the subspace of H1(V ) spanned
by [e1], . . . , [el] is a proper subspace. Moreover, a simple closed curve in V is trivially separating in S if and
only if its homology class in H1(V ) is contained in this subspace. Since bicorns between a and L generate
H1(V ) and the homomorphism H1(V )→ H1(V ) induced by inclusion is surjective, there exists some bicorn
c between a and L whose homology class in H1(V ) is not contained in the span of [e1], . . . , [el]. We have
that c is nontrivially separating and contained in V up to isotopy.
6 Finite covers
In this section we prove Theorem 1.1 and discuss related results. The theorem is broken up into three results:
Theorem 6.2, Lemma 6.3, and Lemma 6.4.
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Figure 9: At least two components of S \ V have positive genus. Otherwise every simple closed curve in V
is trivially separating. Small circles denote punctures here.
Let pi : S˜ → S be a degree k <∞ cover where S and S˜ have finite positive genus (but possibly infinitely
many punctures). Each simple closed curve c on S lifts to a collection of simple closed curves c˜ ⊂ S˜ (the
components of the preimage) for which the restrictions pi|c˜ : c˜→ c may be covers of degree greater than one.
Lemma 6.1. Let a ∈ NS(S)0 and a˜ a lift of a to S˜. Then a˜ is nonseparating.
Proof. Endow S with an orientation and endow S˜ with the pullback orientation. Let ~a be a with an
orientation and choose an oriented curve ~b ⊂ S with iˆ(~a,~b) = 1.
There exists a lift b˜ ⊂ S˜ of b with i(a˜, b˜) 6= 0. Denote by ~˜a and ~˜b the lifts a˜ and b˜ endowed with the
pullback orientations from ~a and ~b. If ~˜a and
~˜
b intersect at a point p = a˜(s) = b˜(t) then {~˜a′(s),~˜b′(t)} is
a positively oriented basis of Tp(S˜) since pi is an orientation-preserving diffeomorphism locally at p. This
proves that iˆ(~˜a,
~˜
b) > 0 and hence a˜ is nonseparating.
Hence we may define a map Φ : NS(S)0 → 2NS(S˜)0 (where if X is a set then 2X denotes its power set)
by sending a nonseparating simple closed curve a to the finite collection of its lifts (in other words Φ(a) is
the full preimage of a). Note that if a, b ∈ NS(S)0 and c is a nonseparating bicorn between a and b then
Φ(c) is a multicurve and each curve in Φ(c) is a nonseparating 2l-corn between the multicurves A = Φ(a)
and B = Φ(b), for some l ≤ k. Thus, Φ(B(a, b)) ⊂ Bk(Φ(a),Φ(b)).
In all that follows, we conflate Φ(NS(S)0) with ⋃Φ(NS(S)0), thus considering it as a subset of NS(S˜)0
(rather than as a set of subsets of NS(S˜)0).
Theorem 6.2. There exists F = F (k) such that the image Φ(NS(S)0) is F -quasiconvex in NS(S˜).
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Proof. Consider a˜ ∈ Φ(a) and b˜ ∈ Φ(b) and a geodesic [a˜, b˜]. We wish to show that [a˜, b˜] is uniformly close
to Φ(NS(S)0).
Choose a sequence c0 = a, c1, . . . , cn = b with ci ∈ B(a, b) and i(ci, ci+1) ≤ 2 for all i (see the proof
of Corollary 2.17 for the existence of such a sequence). Choose any sequence of lifts c˜0, c˜1, . . . , c˜n with
c˜0 = a˜, c˜n = b˜. We have i(c˜i, c˜i+1) ≤ 2k for all i and hence d(c˜i, c˜i+1) ≤ 4k + 1 for all i by Lemma 2.12.
We have c˜i ∈ Bk(Φ(a),Φ(b)) for all i and hence c˜i is E(k)-close to [Φ(a),Φ(b)] for all i by Corollary 3.7.
By the Morse Lemma, [Φ(a),Φ(b)] is M -close to [a˜, b˜] where M only depends on the constant of hyperbolicity
of NS(S˜) (and in particular may be taken to be independent of S and S˜ since the nonseparating curve graphs
are uniformly hyperbolic). For each i we may choose di ∈ [a˜, b˜] with d(c˜i, di) ≤ E(k) + M . We may take
d0 = a˜ and dn = b˜. We have
d(di, di+1) ≤ d(di, c˜i) + d(c˜i, c˜i+1) + d(c˜i+1, di+1) ≤ 2E(k) + 2M + 4k + 1.
The sequence d0, d1, . . . , dn is a (2E(k) + 2M + 4k + 1)-coarse path contained in [a˜, b˜]. Hence for each
vertex d ∈ [a, b] we have d(d, di) ≤ 2E(k) + 2M + 4k + 1 for some i and therefore
d(d, c˜i) ≤ d(d, di) + d(di, c˜i) ≤ (2E(k) + 2M + 4k + 1) + E(k) +M = 3E(k) + 3M + 4k + 1.
Since c˜i ∈ Φ(NS(S)0) for all i, we may take F (k) = 3E(k) + 3M + 4k + 1.
A Theorem of Rafi-Schleimer ([13], Theorem 8.1), states that if S˜ → S is a degree k <∞ cover of finite
type surfaces and Ψ : C(S)0 → 2C(S˜)0 is defined analogously to our map Φ, then Ψ is a quasi-isometric
embedding.
One may wonder whether our map Φ is in fact a quasi-isometric embedding, which would make Theorem
6.2 a trivial consequence. However this is typically not the case. See Figure 10. In the figure a 4-times
punctured genus 3 surface S˜ is a Z/2Z-cover of a 4-times punctured genus 1 surface S. The green curve
bounds a one-holed torus V˜ which projects to a witness V for NS(S). If ϕ is a pseudo-Anosov supported
on V and c is a nonseparating curve in V then {ϕn(c)}n∈Z is infinite diameter in NS(S). However, the lifts
{Φ(ϕn(c))}n∈Z have diameter two. Of course this argument works whenever a finite type witness for NS(S)
lifts to a subsurface of NS(S˜) which is not a witness.
Figure 10: A Z/2Z-cover S˜ of the 4-times punctured torus S. The green curve bounds a subsurface V˜ ⊂ S˜
which is not a witness for NS(S˜), although V˜ is a lift of a subsurface V ⊂ S which is a witness for NS(S).
Since Φ is not a quasi-isometric embedding, the answers to the following questions are not immediately
obvious:
(i) Is the image of Φ infinite-diameter?
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(ii) Is the image of Φ coarsely equal to NS(S˜)?
Recall that given a metric space X and a subspace Y ⊂ X we say that Y is coarsely equal to X if there
exists R > 0 such that X is equal to the R-neighborhood of Y .
If the answer to (i) were no or the answer to (ii) were yes then Theorem 6.2 would become trivial. Thus
we should show that this is not the case.
Lemma 6.3. Let pi : S˜ → S be a finite degree cover. Then Φ(NS(S)0) has infinite diameter in NS(S˜).
Proof. We find a finite type witness V ⊂ S such that V lifts to a witness V˜ for NS(S˜) (that is, V˜ is a
connected component of the preimage of V ). This will prove the statement. For in this case we may choose
a pseudo-Anosov ϕ supported on V . Up to replacing ϕ by a finite power, ϕ lifts to a pseudo-Anosov ϕ˜
supported on V˜ . For c a nonseparating curve in V and c˜ a lift of c contained in V˜ we have for each n
that ϕ˜n(c˜) is a lift of ϕn(c). Since ϕ˜ acts loxodromically on NS(S˜), {ϕ˜n(c˜)}n∈Z ⊂ Φ(NS(S)) is an infinite
diameter subset.
Choose an exhaustion of V1 ⊂ V2 ⊂ . . . of S by finite type essential subsurfaces. Let V˜i by the full
preimage of Vi in S˜, a possibly disconnected subsurface of S˜. Then V˜1 ⊂ V˜2 ⊂ . . . is an exhaustion of S˜.
Choose a finite type witness W ⊂ S˜ for NS(S˜). For large enough n, we have W ⊂ V˜n. Since W is connected,
it is contained in a connected component V˜ of V˜n. Hence this component V˜ (which must in fact be equal to
all of V˜n) is a witness for NS(S˜). Setting V = Vn we have the desired witness V for NS(S).
Lemma 6.4. Let pi : S˜ → S be a finite degree cover. Then Φ(NS(S)0) is not coarsely equal to NS(S˜).
Proof. We show that there is a point of ∂NS(S˜) which does not lie in the limit set of Φ(NS(S)0). This will
prove the statement. Recall that the limit set of a subset Y of a hyperbolic metric space X consists of the
points of ∂X which are limits of sequences in Y .
As in the proof of Lemma 6.3, we may choose a finite type witness V ⊂ S for NS(S) such that the
preimage V˜ = pi−1(V ) is a witness for NS(S˜). We may choose a lamination L˜ ∈ ELW(V˜ ) which is not the
lift of a lamination on S (in other words, there are geodesics in the image pi(L˜) which intersect transversely).
Since the inclusion NS(V˜ ) ↪→ NS(S˜) is an isometric embedding, by Corollary 7.7 in the next section, we
may choose a sequence {cn}∞n=1 ⊂ NS(V˜ ) with [{cn}] ∈ ∂NS(V˜ ) ⊂ ∂NS(S˜) and cnCH→ L˜.
Suppose that [{cn}] = [{a˜n}] where an ∈ NS(S)0 and a˜n is a lift of an for each n. We will consider the
geodesic representatives of the an. For any n, an intersects V essentially. Moreover, we may construct a
compact subsurface V0 ⊂ V with the property that every simple geodesic which intersects V essentially also
intersects V0. To construct V0, it suffices to choose certain open neighborhoods of the punctures of V and
half-open collar neighborhoods of the boundary components of V which are all pairwise disjoint. We remove
these neighborhoods from V to form V0 (see the proof of Lemma 4.2 in [14] for more details). Hence we
have that an intersects V0 for each n. By compactness of the unit tangent bundle T
1(V0), we may pass to a
subsequence and choose tangent vectors (pn, vn) along an which converge to (p, v) ∈ T 1(V0). The bi-infinite
geodesic l in S passing through (p, v) is simple and lifts to a bi-infinite geodesic l˜ in S˜.
We claim that l˜ intersects L˜ transversely. To see this, note that l˜ intersects V˜ . Since L˜ fills V˜ , l˜ must
either intersect L˜ transversely or spiral onto L˜ on at least one end. In the latter case, there is a ray l˜0
contained in l˜ with l˜0 \ l˜0 = L˜. The projection pi(l˜0) is a ray l0 contained in l. Moreover, for any leaf m˜ of L˜,
the projection m = pi(m˜) has a self-intersection at some point q (which follows from minimality of L˜). If m0
is a compact subsegment of m self-intersecting at q then for any choice of  > 0, there exists a subsegment
of l0 which is -Hausdorff close to m0. Hence we see that l0 also has a self-intersection and this contradicts
that l is simple. Thus l˜ intersects L˜ transversely as claimed.
Since cnCH→ L˜ and the Hausdorff topology on laminations on V˜ is compact, we may pass to a further
subsequence to assume that cnH→M˜ where M˜ is a geodesic lamination contained in V˜ with L˜ ⊂ M˜ . By
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Corollary 5.2, there is a nonseparating bicorn d between l˜ and L˜. Let λ and µ be the l˜-arc of d and the L˜-arc
of d, respectively. For any  > 0 and any n large enough, there is a lift a˜n
′
of an (possibly different from a˜n)
and a segment of a˜n
′
of length 1/ which is -Hausdorff close to a subsegment of l˜ with midpoint contained
in λ. Since, d(a˜n, a˜n
′
) ≤ 1, we still have [{a˜n′}] = [{cn}]. Also for n large enough, there is a segment of cn
of length 1/ which is -Hausdorff close to a subsegment of the leaf of L˜ containing µ so that the midpoint
of this subsegment is in µ. Hence we see that d ∈ B(a˜n′, cn) for all n large enough. Since B(a˜n′, cn) is
E(1)-Hausdorff close to [a˜n
′
, cn], this proves that (a˜n
′ · cn)d ≤ E(1) + 2δ for n sufficiently large, where δ is
the constant of hyperbolicity of NS(S˜). This contradicts that (a˜n′ · cn)d →∞ as n→∞.
7 Infinite bicorn paths
In the remaining sections of the paper, we prove Theorem 1.2 using the technique of infinite bicorn paths.
Recall the statement:
Theorem 1.2 (Hamensta¨dt, [9] Corollary 3.10). Let S be a finite type orientable surface of positive genus.
Then the Gromov boundary of NS(S) is MCG(S)-equivariantly homeomorphic to the space of minimal
laminations filling full genus subsurfaces of S, equipped with the coarse Hausdorff topology.
For the rest of the paper, S is assumed to be finite type. Thus, S has finite positive genus, finitely many
punctures, and no boundary components. As usual, we will replace curves by their geodesic representatives.
In particular, simple closed curves are pairwise in minimal position.
In this and the next section, we define a map F : ELW(S) ↪→ ∂NS(S). We ultimately prove that F is
a homeomorphism. The hardest part of the proof is showing that F is surjective in Section 9. For this we
apply the tools we developed in Sections 3 through 4.
The following arguments are adapted from arguments in [12] Chapter 5. They are necessarily more
complicated due to the fact that we must frequently verify that certain curves are nonseparating. First we
construct inductively an infinite coarse path based on a lamination in ELW(S). The construction takes as
input the following data:
• a nonseparating curve a;
• a leaf l of a lamination L ∈ ELW(S);
• an orientation ~l on l;
• a point p ∈ a ∩ l (note that such a point exists since L is minimal and fills a witness).
The output is a path B(a,~l, p) = {a0, a1, . . .} uniquely determined by the data. The curves ai are bicorns
between a and l, constructed to have longer and longer l-arcs and shorter and shorter a-arcs.
Construction 7.1 (Construction of B(a,~l, p): Step 1). By minimality of L, the oriented ray ~l|[p,∞) intersects
a infinitely many times in its interior. Let p1 be the first point of ~l|(p,∞) ∩ a after p along l. Orient a to
obtain the oriented curve ~a such that ~a|[p, p1] leaves p to the right of l and ~a|[p1, p] leaves p to the left of l.
Both of the curves a′1 = ~a|[p, p1]∪ l|[p, p1] and a′′1 = ~a|[p1, p]∪ l|[p, p1] are simple and we have [a′1] + [a′′1 ] = [a]
when the curves a′1 and a
′′
1 are oriented to agree with ~a along their overlap with ~a. Hence one of the curves
a′1 or a
′′
1 is nonseparating. If a
′
1 is nonseparating then we set a1 = a
′
1 and otherwise we set a1 = a
′′
1 . We also
set a0 = a. We have i(a0, a1) ≤ 1 by construction.
See Figure 11.
Construction 7.2 (Construction of B(a,~l, p): Step n). Now suppose that nonseparating bicorns a0, a1, . . . , an
have been constructed with a-arcs α0 ⊃ α1 ⊃ . . . ⊃ αn and l-arcs λ0 ⊂ λ1 ⊂ . . . ⊂ λn. We suppose that
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Figure 11: The first bicorn a1 is defined to be a
′
1 if a
′
1 is nonseparating and otherwise it is a
′′
1 .
i(ai, ai+1) ≤ 2 for all i. Denote by pn and qn the endpoints of λn with pn < qn in the orientation on ~l. Since
L is minimal and fills a witness, both rays ~l|[qn,∞) and ~l|(−∞, pn] intersect the nonseparating curve an in
their interiors. Consequently, they must intersect the arc αn. Let q
∗
n+1 be the first point of
~l|(qn,∞) ∩ αn
along ~l and p∗n+1 be the last point of ~l|(−∞, pn) ∩ αn along ~l.
We define arcs of a and l and bicorns between a and l by (see Figure 12):
• λ′n+1 = ~l|[pn, q∗n+1], α′n+1 = αn|[pn, q∗n+1], a′n+1 = α′n+1 ∪ λ′n+1;
• λ′′n+1 = ~l|[p∗n+1, qn], α′′n+1 = αn|[p∗n+1, qn], a′′n+1 = α′′n+1 ∪ λ′′n+1;
• λ′′′n+1 = λ′n+1 ∪ λ′′n+1 = ~l|[p∗n+1, q∗n+1], α′′′n+1 = α′n+1 ∩ α′′n+1 = αn|[p∗n+1, q∗n+1], a′′′n+1 = α′′′n+1 ∪ λ′′′n+1.
By the argument of [15] Claim 3.4, one of a′n+1, a
′′
n+1, and a
′′′
n+1 is nonseparating. We define an+1 to
be the first element of the ordered set {a′n+1, a′′n+1, a′′′n+1} which is nonseparating (where the elements are
ordered from left to right) and let αn+1 and λn+1 be the a-side and l-side of an+1, respectively. Clearly
we have αn+1 ⊂ αn and λn+1 ⊃ λn. Moreover, i(an, an+1) ≤ 2. This completes the inductive step of the
construction of the infinite bicorn path B(a,~l, p). It is a 5-coarse path in NS(S).
Now we equip the geodesic lamination L with a transverse measure. Denote by µ ∈ML(S) the resulting
measured lamination.
Lemma 7.3. The transverse measure i(an, µ) converges to 0
Proof. The transverse measure of an is at most that of the transversal αn. By compactness
⋂∞
n=0 αn is an
arc or possibly a point which we call α˜. Since µ has no atoms, if α˜ happens to be a point, there is nothing
to prove. So suppose that α˜ is an arc. If α˜ intersects µ nowhere in its interior then there is again nothing to
prove.
Otherwise, α˜ intersects µ in a Cantor set of points. Note that the union λ˜ =
⋃∞
n=0 λn contains one of the
rays ~l|[p,∞) or ~l|(−∞, p]. This follows because there is a lower bound to the lengths of the arcs ~l|[pn+1, pn]
and ~l|[qn, qn+1] by injectivity radius considerations. By minimality, both rays ~l|[p,∞) and ~l|(−∞, p] must
intersect α˜ in its interior. Suppose without loss of generality that λ˜ contains ~l|[p,∞). Then ~l|[p,∞) intersects
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Figure 12: The construction of the curves a′n+1, a
′′
n+1, and a
′′′
n+1 from an.
the interior of α˜ at a point r. Consequently, for some n we have qn < r < qn+1 in the orientation on ~l. But
r ∈ αn and this contradicts that qn+1 is the first point of ~l ∩ αn after qn.
Lemma 7.4. Let µ ∈ML(S) with underlying lamination L ∈ ELW(S). If {cn} ⊂ NS(S)0 with i(cn, µ)→ 0
then cnCH→ L.
Proof. Suppose that L fills the witness V ⊂ S. Consider a Hausdorff convergent subsequence cniH→M with
M a geodesic lamination. Suppose that L 6⊂ M and that there exists a leaf l of M intersecting V . Then
there is a compact arc λ ⊂ l with endpoints in complementary regions of L and intersecting L tranvsersely.
Then for all i large enough cni contains an arc homotopic to λ through a sequence of arcs transverse to L.
Hence for all such i, i(cni , µ) is at least as large as the measure of λ. This contradicts that i(cni , µ) → 0.
Hence we have that either L ⊂M or M is disjoint from V . If M is disjoint from V , then by compactness of
M , cni is contained in the complement of V for i sufficiently large. But the complement of V consists of a
set of punctured disks and this contradicts that cni is nonseparating. So we must have L ⊂ M . Since the
Hausdorff convergent subsequence {cni} was arbitrary, this proves that cnCH→ L, as claimed.
Corollary 7.5. Let a ∈ NS(S)0, L ∈ ELW(S), ~l be a leaf of L endowed with an orientation, and p ∈ a∩~l.
Write B(a,~l, p) = {an}∞n=0. Then anCH→ L.
The proof of the following lemma is nearly identical to that of [12] Proposition 5.2.5.
Lemma 7.6. Suppose that L ∈ ELW(S) and let µ be a measured lamination with underlying lamination L.
If {cn} ⊂ NS(S)0 with i(cn, µ)→ 0 then [{cn}] ∈ ∂NS(S).
Proof. The proof is a variation on Luo’s proof of infinite diameter of the curve complex (see [11] Section
4.3).
Let V be the witness filled by L. We have by Lemma 7.4 that cnCH→ L. Choose a curve a ∈ NS(S)0. If
d(a, cn) 6→ ∞ then up to taking a subsequence, we have d(a, cn) ≤ M for all n and some M ∈ N. Up to
taking a further subsequence, there exists N ∈ N such that dNS(S)(a, cn) = N for all n and we may suppose
that cnH→L
N where LN is a lamination with L ⊂ LN . For each n, choose a path
cn0 = a, c
n
1 , . . . , c
n
N = cn
in NS(S). Since cn0 , . . . , cnN is a path in NS(S) we have that i(cnN−1, cnN ) = 0 for all n. Taking a further
subsequence we may suppose that for each i there exists a lamination Li with cni
H→L
i.
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Since i(cnN−1, c
n
N ) = 0, L
N−1 and LN do not intersect transversely. Hence since L ⊂ LN we have that
either L ⊂ LN−1 or LN−1 does not intersect V . Since cnN−1 is nonseparating, it can never be contained in the
complement of V and therefore we have that L ⊂ LN−1. An induction proof yields also that L ⊂ LN−2, L ⊂
LN−3, . . . , L ⊂ L0. However, we have cn0 = a for all n so that necessarily L0 = a. This is a contradiction.
Now suppose that lim infm,n→∞(cm ·cn)a = k <∞. We have d(a, [cm, cn]) ≤ (cm ·cn)a+2δ for all m,n, so
there are pairs (m,n) with d(a, [cm, cn]) ≤ k + 3δ and m,n both arbitrarily large. By Corollary 3.7, [cm, cn]
and B(cm, cn) are E(1)-Hausdorff close, so we may choose cm,n ∈ B(cm, cn) with d(a, cm,n) ≤ k + 3δ +E(1)
for all m,n. However, we have
i(cm,n, µ) ≤ i(cm, µ) + i(cn, µ)
and as long as m and n are sufficiently large, i(cm, µ) and i(cn, µ) are as close as desired to 0. Thus
limm,n→∞ i(cm,n, µ) = 0. By the work in the previous paragraphs, this implies that limm,n→∞ d(a, cm,n) =
∞. This contradicts the definition of cm,n.
Thus [{cn}] ∈ ∂NS(S).
Corollary 7.7. Let a ∈ NS(S)0, L ∈ ELW(S), ~l be a leaf of L endowed with an orientation, and p ∈ a∩~l.
Then [B(a,~l, p)] ∈ ∂NS(S)0.
Corollary 7.8. Let a ∈ NS(S)0, L ∈ ELW(S). Let l, l′ be leaves of L and p ∈ l ∩ a, p′ ∈ a ∩ l′.
Choose orientations on l and l′ and let ~l and ~l′ be the corresponding oriented geodesics. Then [B(a,~l, p)] =
[B(a, ~l′, p′)].
Proof. Choose a transverse measure on L and define µ to be the resulting measured lamination. Write
{an} = B(a,~l, p), {a′n} = B(a, ~l′, p′). Define bn by bn = an/2 if n is even and bn = a′(n−1)/2 if n is odd. Then
i(bn, µ)→ 0 so [{bn}] ∈ ∂NS(S) by Lemma 7.6. Hence [{an}] = [{a′n}].
8 The map from ELW(S) to ∂NS(S)
In this section we define a map F : ELW(S)→ ∂NS(S) and show that it is continuous and injective. It will
take more work to show that F is surjective and open. We relegate these proofs to the next section.
Choose a ∈ NS(S)0. For L ∈ ELW(S) we choose a leaf l of L, orient it to obtain the oriented geodesic
~l, and choose a point p ∈ l ∩ a. We define F (L) = [B(a,~l, p)]. The fact that this is a well-defined map is
Corollary 7.8.
To prove that F is continuous, we need the following lemma:
Lemma 8.1. Let a ∈ NS(S)0, L ∈ ELW(S), ~l a leaf of L endowed with an orientation, and p ∈ a ∩ ~l.
Write B(a,~l, p) = {an}∞n=0 where a0 = a. Then given any j ∈ Z≥0, we have that aj ∈ B(a, ak) for any k
sufficiently large.
Proof. We have by Lemma 7.5 that akCH→ L. Thus, for any  > 0, we have that for all k sufficiently large,
there exists a subsegment of ak which is -Hausdorff close to a subsegment of l of length 1/ centered at p.
This clearly implies that aj ∈ B(a, ak) for all such k, since aj is a bicorn between a and l.
Lemma 8.2. The map F : ELW(S)→ ∂NS(S) is continuous.
Proof. Consider {Lk}∞k=1 ⊂ ELW(S) with LkCH→ L ∈ ELW(S). Choose a leaf l ∈ L. For p ∈ a∩ l, there exist
leaves lk ⊂ Lk and points pk ∈ a ∩ lk with (lk, pk) → (l, p) locally uniformly near p. That is, the tangent
lines to lk at p
k converge to the tangent line to l at p.
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We may orient l to obtain the oriented geodesics ~l and ~lk such that ~lk → ~l as oriented geodesics. Denote
B(a,~l, p) = {a0, a1, . . .} and B(a,~lk, pk) = {ak0 , ak1 , . . .}.
Letting a′1 and a
′′
1 be the bicorns constructed in Construction 7.1 for
~l, a, and p and a′k1 and a
′′k
1 be the
bicorns constructed in Construction 7.1 for ~lk, a, and p
k, we have that for all k large enough, a′k1 is homotopic
to a′1 and a
′′k
1 is homotopic to a
′′
1 . Therefore we have a1 = a
k
1 for all such k.
Suppose for induction that an = a
k
n for all k ≥ K(n). Recall the notation of Construction 7.2. We let
αn and λn be the a-side and l-side of an, respectively, with endpoints pn and qn such that pn < qn in the
orientation on ~l. We let p∗n+1 and q
∗
n+1 be the first points of l ∩ αn before pn and after qn, respectively.
Similarly, define αkn, λ
k
n, p
k
n, q
k
n, p
k∗
n+1, and q
k∗
n+1 for a
k
n. If k is large enough then λ
k
n may be made arbitrarily
close to λn and p
k∗
n+1 and q
k∗
n+1 may be made arbitrarily close to p
∗
n+1 and q
∗
n+1, respectively. Thus if k is
large enough, we have that a′kn+1 is homotopic to a
′
n+1 where a
′
n+1 and a
′k
n+1 are defined as in Construction
7.2. Similarly a′′kn+1 and a
′′′k
n+1 are homotopic to a
′′
n+1 and a
′′′
n+1, respectively. We have a convention about
how to choose an+1 and a
k
n+1, respectively from a specific ordered set of nonseparating curves. Moreover, by
what we just argued there is K(n + 1) > 0 such that this ordered set is the same for (a,~l, p) and (a,~lk, p
k)
whenever k ≥ K(n+ 1). Therefore we have akn+1 = an+1 whenever k ≥ K(n+ 1).
By what we just argued, there exists an increasing function K : N → N such that we have akn = an
whenever k ≥ K(n). Hence when k ≥ K(n), the coarse paths B(a,~lk, pk) and B(a,~l, p) agree for length at
least n. To see that this implies that F is continuous, we argue as follows.
By the previous paragraph, for any k ≥ K(n), we we have that for all ` and m large enough compared
to n, that
a0 = a
k
0 , a1 = a
k
1 , . . . , an = a
k
n
all lie in B(a, a`) ∩ B(a, akm), by Lemma 8.1. Note that by Corollary 3.7, B(a, a`) is E(1)-Hausdorff close to
[a, a`] and B(a, akm) is E(1)-Hausdorff close to [a, akm]. Hence, [a, a`] and [a, akm] have segments of length at
least d(a, an)− E(1) which are 2E(1)-Hausdorff close. For a fixed k ≥ K(n), this implies a lower bound on
(a` · akm)a, independent of ` and m as long as `,m 0. This lower bound goes to infinity as d(a, an)→∞.
In other words
lim inf
`,m→∞
(a`, a
k
m)→∞
as k →∞. This proves that [B(a,~lk, pp)]→ [B(a,~l, p)] as k →∞.
Lemma 8.3. The map F : ELW(S)→ ∂NS(S) is injective.
Proof. We again adapt the proof of Luo of infinite diameter of the curve complex.
Suppose that L 6= M ∈ ELW(S) and F (L) = [B(a,~l, p)] = [B(a, ~m, q)] = F (M) where l is a leaf of L,
p ∈ l ∩ a and m is a leaf of M , q ∈ m ∩ a. Denote B(a,~l, p) = {a0, a1, . . .} and B(a, ~m, q) = {b0, b1, . . .}.
Since B(a,~l, p) and B(a, ~m, q) are coarse paths in NS(S) defining the same point of ∂NS(S), they are in
fact Hausdorff close. That is, there exists N ∈ N such that each an ∈ B(a,~l, p) is distance ≤ N from some
bk ∈ B(a, ~m, q) and vice versa. Up to passing to a subsequence of {an}∞n=0 and replacing N by a possibly
smaller non-negative integer, we may suppose without loss of generality that each an is distance exactly N
from some curve bkn ∈ B(a, ~m, q).
For each n we may choose a path x0n = an, x
1
n, . . . , x
N
n = bkn . We may pass to a further subsequence to
assume that each sequence of curves {xin}∞n=0 Hausdorff converges to Li ∈ GL(S).
By Corollary 7.5, we have L ⊂ L0. Since i(x0n, x1n) = 0 for all n, L0 and L1 do not intersect transversely.
Let V ⊂ S be the witness filled by L. Since L0 t L1 = ∅ either L ⊂ L1 or L1 does not intersect V . If L1
does not intersect V then x1n is contained in the complement of V for all n large enough. This contradicts
that x1n is nonseparating. Hence L ⊂ L1. Using the same argument, we see by induction that L ⊂ LN . But
we also have M ⊂ LN and L tM 6= ∅. This is a contradiction.
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9 Surjectivity
In this section we finish the proof of Theorem 1.2. Surjectivity of the map F is the hardest part of the proof,
and we relegate Subsections 9.1 through 9.3 to elements of the proof of surjectivity. In Subsection 9.4 we
finish the proof that F is a homeomorphism and derive a corollary.
Consider a point [{an}] ∈ ∂NS(S). We wish to show that [{an}] is equal to F (L) for some L ∈ ELW(S).
To find the lamination L, we first pass to a subsequence to assume that anH→M for M ∈ GL(S). We will
derive a contradiction to the fact that [{an}] ∈ ∂NS(S) unless M contains an ending lamination L filling a
witness for NS(S). With this ending lamination L in hand, we will finally prove that F (L) = [{an}].
So assume for contradiction that M contains no such ending lamination L ∈ ELW(S). By the structure
theorem for geodesic laminations on finite type surfaces (see [6], Theorem I.4.2.8), M is necessarily a union
of a finite nonempty set of minimal sublaminations along with a finite, possibly empty set of isolated leaves.
There are three possibilities:
(i) M contains a minimal sublamination filling a subsurface which is not a witness but contains a nonsep-
arating simple closed curve;
(ii) M contains a minimal sublamination filling a subsurface containing only separating curves but at least
one nontrivially separating curve;
(iii) every minimal sublamination of M is contained in a punctured disk of S (that is, a planar subsurface
of S bounded by a trivially separating curve).
We will deal with Cases (i)-(iii) separately in the next three sections, deriving a contradiction in each
case. Case (iii) is substantially more involved than the other two.
9.1 Case (i)
Let M0 ⊂M be a minimal sublamination filling a subsurface V ⊂ S which contains a nonseparating simple
closed curve d. Since d(d, an) → ∞ as n → ∞, if n is large enough, an intersects d, and in particular V ,
essentially. By Corollary 5.2, for any such n there is a nonseparating bicorn cn between an and M0, contained
in V up to isotopy. Moreover, we may choose a nonseparating simple closed curve e disjoint from V , since
V is not a witness.
Now if cn is a bicorn between an and a leaf ln of M0, for any m  n (i.e. for any m sufficiently large
compared to n) there is a subarc of am which is Hausdorff close to a subarc of ln containing the ln-side of
cn. Hence, for m large enough in comparison to n, cn ∈ B(an, am).
Thus, for any m large enough in comparison to n, we have
d(a, [an, am]) ≤ d(a,B(an, am)) + E(1) ≤ d(a, cn) + E(1) ≤ d(a, e) + d(e, cn) + E(1) ≤ d(a, e) + 1 + E(1).
Hence we have
(an · am)a ≤ d(a, [an, am]) + 2δ ≤ d(a, e) + 1 + E(1) + 2δ.
Since n may be taken to be arbitrarily large, and m may be taken to be arbitrarily large as well, this
contradicts that (an · am)a →∞ as n,m→∞.
9.2 Case (ii)
Let M0 ⊂M be a minimal sublamination filling a subsurface V ⊂ S which contains no nonseparating curve
but at least one nontrivially separating curve. Then V must have the following form:
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(i) genus(V ) = 0,
(ii) each boundary component of V bounds a component of S \ V ,
(iii) at least two components of S \ V have positive genus.
Denote by NS⊥(V ) the subgraph of NS(S) spanned by nonseparating curves which are disjoint from
some nontrivially separating curve in V .
V
Figure 13: The subsurface V filled by M0.
Lemma 9.1. The subgraph NS⊥(V ) has diameter at most four.
Proof. Denote by S1, . . . , Sk the components of S \ V . Since at least two of the Si have positive genus, the
subgraph of NS(S) spanned by nonseparating curves contained in some NS(Si) has diameter two. Hence
it remains to show that every curve in NS⊥(V ) is disjoint from a nonseparating curve contained in some
NS(Si).
If a is nonseparating and c ⊂ V is nontrivially separating and i(a, c) = 0, then each component of S \ c
contains some subsurface Si which contains a nonseparating curve. The curve a is contained in one of the
components of S \ c, so it is disjoint from a nonseparating curve which is contained in one of the Si in the
component of S \ c which does not contain a. This proves the lemma.
As in the proof of Lemma 9.1, we have that the subgraph of NS(S) consisting of curves disjoint from
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V has diameter two. Hence if n is sufficiently large, an intersects V essentially. By Lemma 5.3, there is a
nontrivially separating bicorn cn between an and M0 contained in V up to isotopy.
As in Case (i), we see that if m is sufficiently large compared to n, cn is a bicorn between an and am. By
Lemma 4.2, there is a nonseparating bicorn dn,m ∈ B(an, am) which is disjoint from cn. In particular, dn,m
is contained in NS⊥(V ), a subgraph of NS(S) of diameter at most four.
Therefore we have for n 0 and m n that
d(a, [an, am]) ≤ d(a,B(an, am)) + E(1) ≤ d(a, dn,m) + E(1) ≤ d(a,NS⊥(V )) + 4 + E(1).
Again, this contradicts that (an · am)a →∞ as n,m→∞.
9.3 Case (iii)
The closure of every isolated leaf of M contains a minimal sublamination of M . Therefore the set of minimal
sublaminations of M is nonempty.
If L is a minimal sublamination of M , then it fills a subsurface of S bounded by some nonempty set of
trivially separating curves C(L) = {c1, . . . , cs}, considered up to isotopy (thus, for example if L is a simple
closed geodesic then s = 1). Let C be the union of the sets C(L) where L ranges over the set of minimal
sublaminations of M . Then C carries a partial order < defined by c < d if the punctured disk bounded by
d contains c. Denote by {d1, . . . , dt} the set of elements of C which are maximal with respect to <.
We will consider the geodesic representatives of the di. The set {d1, . . . , dt} has the following properties:
• Each di bounds a punctured disk Di.
• The subsurface V = S \∐ti=1Di is a witness for NS(S).
• The only leaves of M intersecting V are isolated.
We will now isotope the curves di slightly (maintaining the notation di for the isotoped curves) to curves
which may not be geodesic but with a certain desirable property. Note that each di is isotopic to a boundary
component of exactly one subsurface of S which is filled by a minimal sublamination of M . We denote this
subsurface by Ci and by Mi the minimal sublamination filling it. If Mi is not a simple closed geodesic then
we do not isotope di at all (so it remains a geodesic). On the other hand, if Mi is a simple closed geodesic
then we have di = Mi. In this case, we take a small collar neighborhood of di = Mi with the property
that any simple closed geodesic that meets this neighborhood other than Mi itself must intersect Mi (see [4]
Lemma 13.14). We isotope di to the boundary component of this collar neighborhood which is contained in
the component of S \Mi which is not a punctured disk. We then have:
• Any simple closed geodesic which crosses some di intersects the minimal lamination Mi.
Moreover since each an is connected and not contained in a punctured disk, we see that:
• For each i = 1, . . . , t, there exists at least one isolated leaf of M crossing di.
Consider the quotient surface Sˆ defined by collapsing Di to a point, which we call pi, for i = 1, . . . , t.
The lamination M projects to a finite graph Γ embedded in Sˆ. The graph Γ has as vertices the points pi
and as edges the images of the isolated leaves of M that intersect V . We have genus(Sˆ) = genus(S).
We claim that Γ fills Wˆ , a subsurface of Sˆ of full genus (in the sense that Γ intersects every essential
simple closed curve in Wˆ ). For otherwise there is a nonseparating simple closed curve cˆ in Sˆ disjoint from
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Γ. The curve cˆ lifts to a nonseparating curve c in S with c ∩M = ∅. Therefore we have i(an, c) = 0 for all
large enough n, which contradicts that an converges to a point of ∂NS(S).
We now claim that the first homology of Wˆ is generated by the homology classes of simple closed curves
contained in Γ. By the fact that Γ fills Wˆ , we see that each component of Wˆ \Γ is a disk or annulus. Thus,
any closed curve in Wˆ is freely homotopic (and thus homologous) to a curve in Γ. This proves that the
natural map H1(Γ) → H1(Wˆ ) induced by inclusion is a surjection. Now, the first homology of any finite
graph is generated by homology classes of simple closed curves (as can be seen by taking a spanning tree,
and a cycle through each edge not contained in the spanning tree). This shows that H1(Γ), and therefore
also H1(Wˆ ), is generated by homology classes of simple closed curves contained in Γ, as claimed. By Fact
2.10 and surjectivity of the map H1(Wˆ )→ H1(Wˆ ) (where Wˆ denotes Wˆ with the punctures filled in), this
proves that there is a simple closed curve cˆ in Γ which is nonseparating in Sˆ. We denote cˆ = l̂1 ∪ . . . ∪ l̂k
where the l̂i are distinct edges of Γ, occurring in order along cˆ. Denote also by eˆ a simple closed curve in Sˆ
intersecting cˆ exactly once, disjoint from the points pi. We may lift eˆ to a simple closed curve e in S.
The l̂i are images of isolated leaves li of M . Denote by D
′
i and D
′
i+1 the disks containing the ends of li,
indices being taken modulo k. Since the curve cˆ is simple in Γ, no Dj is equal to D
′
i for multiple values of
i. If we have D′i = Dj then we denote by d
′
i the boundary component dj and by M
′
i the sublamination Mj .
The geodesic li intersects the boundary components d
′
i and d
′
i+1 in one point each. Denote by λi the subarc
of li which goes between d
′
i and d
′
i+1. For large enough n, an has a subarc α
i
n with endpoints on d
′
i and
d′i+1 such that λi and α
i
n are homotopic through a sequence of arcs with endpoints on d
′
i and d
′
i+1. We may
extend αin to a longer arc α
′i
n with endpoints in D
′
i and D
′
i+1 which intersects M
′
i and M
′
i+1 in its interior.
See Figure 14.
Now, by minimality of the lamination M ′i , any leaf of M
′
i intersects both α
′i
n and α
′i−1
n (indices still being
taken modulo k). Consider such a leaf l of M ′i and an arc λ of l intersecting α
′i
n and α
′i−1
n at its endpoints
and nowhere in its interior. For any m sufficiently large, am contains an arc which is extremely close to the
leaf l along a long segment containing λ. In particular, for m large enough compared to n, there exists an
arc βim of am contained in D
′
i and intersecting α
′i
n and α
′i−1
n at its endpoints and nowhere in its interior.
Having defined the arcs βim, we may remove segments at the ends of the arcs α
′j
n (in particular segments
contained in the disks D′j and D
′
j+1) so that the resulting arc α
′′j
n,m intersects β
j
m and β
j+1
m at its endpoints
and nowhere in its interior. Again, see Figure 14.
The union
cn,m = β
1
m ∪ α′′1n,m ∪ β2m ∪ α′′2n,m ∪ . . . ∪ βkm ∪ α′′kn,m
is a 2k-corn between an and am. Note that exactly one of the arcs λi intersects the curve e exactly once.
Hence we have i(cn,m, e) = 1. This proves both that cn,m ∈ Bk(an, am) and that d(cn,m, e) ≤ 3. Finally,
note that k is bounded by the number of punctures of S. Hence by Corollary 3.7, cn,m is E(P )-close to
[an, am] where P is the number of punctures of S.
Thus for any n sufficiently large and any m sufficiently large compared to n, we have
d(a, [an, am]) ≤ d(a,BP (an, am))+E(P ) ≤ d(a, cn,m)+E(P ) ≤ d(a, e)+d(e, cn,m)+E(P ) ≤ d(a, e)+3+E(P ).
Once again this contradicts that (an · am)a →∞ as n,m→∞.
9.4 Finishing the proof
In this section we finish the proof of Theorem 1.2 by showing that the map F is a homeomorphism.
Recall that we started off with [{an}] ∈ ∂NS(S) and passed to a subsequence to assume that anH→M
where M ∈ GL(S). By the work in Sections 9.1-9.3, we find L ⊂M such that L ∈ ELW(S).
The proof of the following lemma is essentially identical to the last two paragraphs of the proof of Lemma
5.2.9 in [12].
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D′i
M ′i
li α
′i
n
li−1α′i−1n
βim
Figure 14: The construction of the arcs α′in of an and β
i
m of am, for m n. Such arcs are concatenated to
form a nonseparating 2k-corn cn,m.
Lemma 9.2. We have F (L) = [{an}].
Proof. Let ~l be a leaf of L endowed with an orientation, a ∈ NS(S)0, p ∈ a∩~l and B(a,~l, p) = {bn}∞n=0. We
wish to show that [{an}] = [{bn}].
If [{an}] 6= [{bn}] then there exists k > 0 such that (an · bm)a ≤ k for all n,m. Hence we also have
d(a, [an, bm]) ≤ k + 2δ for all n,m.
Given bm ∈ B(a,~l, p), there exists nm large enough that anm is close to l on a long enough segment
centered at p that bm ∈ B(a, anm). There is z ∈ [a, anm ] which is E(1)-close to bm by Corollary 3.7.
Let x ∈ [bm, anm ]. We wish to show that x is uniformly far from a, so that (bm · anm)a is large. By
δ-thinness of the triangle [bm, anm ] ∪ [anm , z] ∪ [z, bm], there exists y ∈ [z, anm ] with d(x, y) ≤ E(1) + δ.
Hence,
d(x, a) ≥ d(y, a)− E(1)− δ ≥ d(z, a)− E(1)− δ ≥ d(bm, a)− 2E(1)− δ.
See Figure 15. However, d(bm, a)→∞ as m→∞. In particular, choosing m large enough, this contradicts
that (anm · bm)a ≤ k.
This proves that F is surjective.
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bm
anma z
x
y
Figure 15: The thin triangle showing that (bm · anm)a is large.
We also have the following corollary of our methods:
Corollary 9.3. Suppose that {an}∞n=1 ⊂ NS(S)0. Then an converges to a point F (L) in ∂NS(S) if and
only if anCH→ L.
Proof. Suppose that [{an}] ∈ ∂NS(S) and [{an}] = F (L). We wish to show that anCH→ L. Consider a
Hausdorff convergent subsequence {ani} of {an} with aniH→M ∈ GL(S). By the work in Sections 9.1-9.3,
M contains a sublamination L0 ∈ EL(S). By Lemma 9.2, we have F (L0) = [{ani}i] = [{an}n]. Thus
F (L0) = F (L). By Lemma 8.3, L0 = L. Since the Hausdorff convergent subsequence {ani} was arbitrary,
this proves that anCH→ L, as claimed.
On the other hand, suppose that anCH→ L. We wish to show that [{an}] = F (L). Choose a leaf ~l of L
endowed with an orientation, a ∈ NS(S)0, and a point p ∈ a ∩ ~l. Denote the infinite bicorn path B(a,~l, p)
by {bn}.
We claim that for any m, bm is a bicorn between an and a for any n sufficiently large. To see this, note
that, given  > 0, for n sufficiently large an contains a subsegment which is -Hausdorff close to a subsegment
of l of radius 1/ centered at p. For if this were not the case, we could choose  > 0 and a subsequence
{ani} such that ani contains no -Hausdorff close subsegment to that subsegment of l of radius 1/ for any
i. Choosing a further subsequence to assume that {ani} Hausdorff converges, it is clear that ani cannot
Hausdorff converge to any lamination containing L. This contradicts that anCH→ L.
So given m, choose Nm large enough that bm is a bicorn between an and a for every n ≥ Nm. By a thin
triangle argument analogous to that of Lemma 9.2, we have that
(an · bm)a ≥ d(a, bm)− 2E(1)− 3δ
for all n ≥ Nm. Consequently if n, n′ ≥ Nm we have
(an · an′)a ≥ min{(an · bm)a, (an′ · bm)a} − 5δ ≥ d(a, bm)− 2E(1)− 8δ.
This proves that lim infn,n′→∞(an · an′)a =∞ so that [{an}] ∈ ∂NS(S). Since anCH→ L, we have by Lemma
9.2 that [{an}] = F (L).
So far we have proved that F is a continuous bijection. To complete the proof that F is a homeomorphism
we must show the following:
Lemma 9.4. The map F : ELW(S)→ ∂NS(S) is open.
Proof. Let {Lk}∞k=1 ⊂ ELW(S) and L ∈ ELW(S) such that F (Lk)→ F (L). We want to show that LkCH→ L.
Consider a Hausdorff convergent subsequence Lki
H→M . We want to show that L ⊂M .
Write F (Lki) = [B(a, ~li, pi)] = [{ain}∞n=0] and F (L) = [B(a,~l, p)] = [{an}∞n=0]. For each i, by passing to a
subsequence of {ain}, we may suppose that ain Hausdorff converges to a lamination L0i . By Corollary 7.5 we
have that Lki ⊂ L0i .
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Pass to a further subsequence of {Lki} to assume without loss of generality that L0i Hausdorff converges
to a lamination L0. Since Lki ⊂ L0i for all i, we have M ⊂ L0.
Since [{ain}]→ [{an}] and ainH→L0i , for each i we may choose ni such that dHaus(aini , L0i ) < 1/i and
lim
i→∞
(ani · aini)a =∞. (1)
Write bi = a
i
ni . We have [{bi}i] = [{an}n] = F (L) by Equation 1. We have by Corollary 9.3 that biCH→ L.
Note that
dHaus(bi, L
0) ≤ dHaus(bi, L0i ) + dHaus(L0i , L0)
and both quantities on the right hand side converge to 0 as i → ∞ – the left term by definition of bi and
the right term by the fact that L0i Hausdorff converges to L
0. Therefore biH→L
0 and since biCH→ L, we have
L ⊂ L0. But we also have M ⊂ L0 and therefore M t L = ∅. Since L ∈ ELW(S), M either contains L
or M is contained in V C where V is the witness filled by L. The latter possibility does not occur since if
M ⊂ V C then Lki ⊂ V C for all large enough i, which contradicts that Lki ∈ ELW(S). Therefore we have
L ⊂M , as desired.
Thus F is a homeomorphism, as claimed. This completes the proof of Theorem 1.2.
References
[1] Javier Aramayona and Ferra´n Valdez. On the geometry of graphs associated to infinite-type surfaces.
Mathematische Zeitschrift, 289, 2018.
[2] Juliette Bavard and Alden Walker. The gromov boundary of the ray graph. Transactions of the American
Mathematical Society, pages 7647–7678, 2018.
[3] Juliette Bavard and Alden Walker. Two simultaneous actions of big mapping class groups.
arXiv:1806.10272, 2018.
[4] David Borthwick. Spectral Theory of Infinite-Area Hyperbolic Surfaces, volume 256 of Progress in
Mathematics. Birkha¨user, 2007.
[5] Brian H. Bowditch. Uniform hyperbolicity of the curve graphs. Pacific Journal of Mathematics, 269(2),
2014.
[6] Richard D. Canary, David B. A. Epstein, and P.L. Green. Fundamentals of Hyperbolic Geometry:
Selected Expositions, chapter Notes on notes of Thurston. Cambridge University Press, 2006.
[7] Matthew Gentry Durham, Federica Fanoni, and Nicholas G. Vlamis. Graphs of curves on infinite-type
surfaces with mapping class group actions. Annales de L’Institut Fourier, 68(6):2581–2612, 2018.
[8] Victor Guillemin and Alan Pollack. Differential Topology. Prentice-Hall, 1974.
[9] Ursula Hamensta¨dt. Hyperbolicity of the graph of nonseparating multicurves. Algebraic & Geometric
Topology, 14:1759–1778, 2014.
[10] Howard Masur and Saul Schleimer. The geometry of the disk complex. Journal of the American
Mathematical Society, 26(1):1–62, 2013.
[11] Howard A. Masur and Yair N. Minsky. Geometry of the complex of curves i: hyperbolicity. Inventiones
Mathematicae, 138, 1999.
32
[12] Witsarut Pho-On. Gromov boundaries of complexes associated to surfaces. PhD thesis, University of
Illinois at Urbana-Champaign, 2017.
[13] Kasra Rafi and Saul Schleimer. Covers and the curve complex. Geometry & Topology, 13, 2009.
[14] Alexander J. Rasmussen. Wwpd elements of big mapping class groups. arXiv:1909.06680, 2019.
[15] Alexander J. Rasmussen. Uniform hyperbolicity of the graphs of nonseparating curves via bicorn curves.
Proceedings of the American Mathematical Society, 148, 2020.
Alexander J. Rasmussen Department of Mathematics, Yale University, New Haven, CT 06520.
E-mail: alexander.rasmussen@yale.edu
33
