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Abstract
In this paper we suggest two continuous-time models which exhibit an
autoregressive structure. We obtain existence and uniqueness results and
study the structure of the solution processes. One of the models, which
corresponds to general stochastic delay differential equations, will be given
particular attention. We use the obtained results to link the introduced
processes to both discrete-time and continuous-time ARMA processes.
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1 Introduction
Let (Lt)t∈R be a two-sided Lévy process and ψ : R→ R some measurable func-
tion which is integrable with respect to (Lt)t∈R (in the sense of [23]). Processes
of the form
Xt =
∫
R
ψ(t− u) dLu, t ∈ R, (1.1)
are known as (stationary) continuous-time moving averages and have been stud-
ied extensively. For instance, this class nests the discrete-time moving average
with filter (ψj)j∈Z (at least when it is driven by an infinitely divisible noise),
since one can choose ψ(t) =
∑
j∈Z ψj1(j−1,j](t). Another example of (1.1) is the
Ornstein-Uhlenbeck process corresponding to ψ(t) = e−λt1[0,∞)(t) for λ > 0.
Ornstein-Uhlenbeck processes often serve as building blocks in stochastic mod-
eling, e.g. in stochastic volatility models for option pricing as illustrated in [2]
or in models for (log) spot price of many different commodities, e.g., as in [27].
A generalization of the Ornstein-Uhlenbeck process, which is also of the form
(1.1), is the CARMA process. To be concrete, for two real polynomials P and Q,
of degree p and q (p > q) respectively, with no zeroes on {z ∈ Z : Re(z) = 0},
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choosing ψ : R→ R to be the function characterized by∫
R
e−ityψ(t) dt =
Q(iy)
P (iy)
, y ∈ R,
results in a CARMA process. CARMA processes have found many applications,
and extensions to account for long memory and to a multivariate setting have
been made. For more on CARMA processes and their extensions, see [7, 11,
16, 18, 29]. In general, properties of continuous-time moving averages, such as
when they have long memory and have sample paths of finite variation or, more
generally, are semimartingales, are well understood. For an extensive treatment
of these processes we refer to [5, 6] and references therein.
Instead of specifying the kernel ψ in (1.1) directly it is often preferred to
view (Xt)t∈R as a solution to a certain equation. For instance, as an alternative
to (1.1), the Ornstein-Uhlenbeck process with parameter λ > 0, respectively
the discrete-time moving average with filter ψj = α
j
1j≥1 for some α ∈ R with
|α| < 1, may be characterized as the unique stationary process that satisfies
dXt = −λXt dt+ dLt, t ∈ R, (1.2)
respectively,
Xt = αXt−1 + Lt − Lt−1, t ∈ R. (1.3)
The representations (1.2)-(1.3) are useful in many aspects, e.g., in the under-
standing of the evolution of the process over time and in the study of the prop-
erties of (Lt)t∈R through observations of (Xt)t∈R. This motivates generalizing
the equations (1.2)-(1.3) and studying the corresponding solutions.
The two models of interest: Let η and φ be finite signed measures concen-
trated on [0,∞) and (0,∞), respectively, and let θ : R→ R be some measurable
function (typically chosen to have a particularly simple structure) which is inte-
grable with respect to (Lt)t∈R. Moreover, suppose that (Zt)t∈R is a measurable
and integrable process with stationary increments. The equations of interest
are
dXt =
(∫
[0,∞)
Xt−u η(du)
)
dt+ dZt, t ∈ R, (1.4)
and
Xt =
∫ ∞
0
Xt−u φ(du) +
∫ t
−∞
θ(t− u) dLu, t ∈ R. (1.5)
We see that (1.2) is a special case of (1.4) with η = −λδ0 and Zt = Lt, and (1.3)
is a special case of (1.5) with φ = αδ1 and θ = 1(0,1]. (Here δc refers to the Dirac
measure at c ∈ R.) Equation (1.4) is known in the literature as a stochastic de-
lay differential equation (SDDE), and existence and (distributional) uniqueness
results have been obtained when η is compactly supported and (Zt)t∈R is a Lévy
process (see [15, 17]). The case with a general noise (Zt)t∈R has, to the best of
our knowledge, only been studied in [20] where the delay measure η is assumed
to have compact support. Another generalization of the noise term is given in
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[24]. Other parametrizations of φ in (1.5) that we will study in Example 3.3
and 3.5 are
φ(du) = αe−βu1[0,∞)(u) du
for α ∈ R and β > 0 and
φ =
p∑
j=1
φjδj
for φj ∈ R. As far as we know, equations of the type (1.5) have not been
studied before. We will refer to (1.5) as a level model, since it specifies Xt
directly (rather than its increments, Xt −Xs). Although the level model may
seem odd at first glance as the noise term is forced to be stationary, one of its
strengths is that it can be used as a model for the increments of a stationary
increment process. We present this idea in Example 3.4 where a stationary
increment solution to (1.4) is found when no stationary solution exists.
Our main results: In Section 2 we state a general existence and uniqueness
result for the model (1.4) and provide several examples of choices of η and
(Zt)t∈R. Among other things we show that long memory (in the sense of a
hyperbolically decaying autocovariance function) must be incorporated through
the noise process (Zt)t∈R, and we indicate how invertible CARMA processes
can be viewed as solutions to SDDEs. Moreover, in Corollary 2.5 it is observed
that as long as (Zt)t∈R is of the form
Zt =
∫
R
[
θ(t− u)− θ0(−u)
]
dLu, t ∈ R,
for suitable kernels θ, θ0 : R → R, the solution to (1.4) is a moving average
of the type (1.1). On the other hand, Example 2.12 provides an example of
(Zt)t∈R where the solution is not of the form (1.1). Next, in Section 3, we
briefly discuss existence and uniqueness of solutions to (1.5) and provide a few
examples. Section 4 contains some technical results together with proofs of all
the presented results.
Our proofs rely heavily on the theory of Fourier (and, more generally, bilat-
eral Laplace) transforms, in particular it concerns functions belonging to certain
Hardy spaces (or to slight modifications of such). Specific types of Musielak-
Orlicz spaces will also play an important role in order to show the results.
Definitions and conventions: For p ∈ (0,∞] and a (non-negative) measure µ
on the Borel σ-field B(R) on R we denote by Lp(µ) the usual Lp space relative
to µ. If µ is the Lebesgue measure, we will suppress the dependence on the
measure and write f ∈ Lp. By a finite signed measure we refer to a set function
µ : B(R) → R of the form µ = µ+ − µ−, where µ+ and µ− are two measures
which are mutually singular. Integration of a function f : R → R is defined in
an obvious way whenever f ∈ L1(|µ|), where |µ| := µ+ + µ−. For any given
finite signed measure µ set
D(µ) =
{
z ∈ C :
∫
R
eRe(z)u |µ|(du) <∞
}
.
Then we define the bilateral Laplace transform L : D(µ)→ C of µ by
L[µ](z) =
∫
R
ezu µ(du)
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and the Fourier transform by F [µ](y) = L[µ](iy) for y ∈ R. If f ∈ L1 we will
write L[f ] = L[f(u) du]. We note that F [f ] ∈ L2 when f ∈ L1 ∩L2 and that F
can be extended to an isometric isomorphism from L2 onto L2 by Plancherel’s
theorem.
For two finite signed measures µ and ν we define the convolution µ ∗ ν as
µ ∗ ν(B) =
∫
R
∫
R
1B(u+ v)µ(du)ν(dv)
for any Borel set B. For f, g : R → R, g being right-continuous, of locally
bounded variation, and with Lebesgue-Stieltjes measure g(du), we define f ∗ g
as
f ∗ g(t) =
∫
R
f(t− u) g(du) (1.6)
if t ∈ R is such that f(t−·) ∈ L1(|g(du)|) and f ∗g(t) = 0 otherwise. (Note that
this definition should not be confused with the standard convolution between
two functions.) Recall that a process (Lt)t∈R, L0 = 0, is called a (two-sided)
Lévy process if it has stationary and independent increments and càdlàg sample
paths (for details, see [26]). Let (Lt)t∈R be a centered Lévy process with Gaus-
sian component σ2 and Lévy measure ν. Then, for any measurable function
f : R→ R satisfying∫
R
(
f(u)2σ2 +
∫
R
(xf(u))2 ∧ |xf(u)|ν(dx)
)
du <∞, (1.7)
the integral of f with respect to (Lt)t∈R is well-defined and belongs to L
1(P)
(see [23, Theorem 3.3]).
2 The SDDE setup
Recall that, for a given finite signed measure η on [0,∞) and a measurable
process (Zt)t∈R with stationary increments and E[|Zt|] < ∞ for all t, we are
interested in the existence and uniqueness of a stationary process (Xt)t∈R with
E[|X0|] <∞ which satisfies
Xt −Xs =
∫ t
s
∫
[0,∞)
Xu−v η(dv) du + Zt − Zs (2.1)
almost surely for each s < t. In line with [15] we will construct the solution as
a convolution of (Zt)t∈R and a deterministic kernel x0 : R → R characterized
through η. Lemma 2.1 and Corollary 2.2 introduce x0 and provide some of its
properties. In the formulation we will say that η has n-th moment, n ∈ N,
if v 7→ vn ∈ L1(|η|) and that η has an exponential moment of order δ > 0 if
v 7→ eδv ∈ L1(|η|). Finally, we define the function
h(z) := −z − L[η](z), z ∈ D(η). (2.2)
Lemma 2.1. Suppose that h(iy) 6= 0 for all y ∈ R. Then there exists a unique
function x0 : R → R, referred to as the autoregressive kernel, which meets
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u 7→ x0(u)e
cu ∈ L2 for all c ∈ [a, 0] and a suitably chosen a < 0, and which
satisfies
x0(t) = 1[0,∞)(t) +
∫ t
−∞
∫
[0,∞)
x0(u− v) η(dv) du (2.3)
for all t ∈ R. Furthermore, x0 is characterized by L[x0](z) = 1/h(z) for z ∈ C
with real part in (a, 0), and the following statements hold:
(i) If η has n-th moment for some n ∈ N, then x0 ∈ L
q for all q ∈ [1/n,∞]
and, in particular, ∫
R
∫
[0,∞)
x0(u− v) η(dv) du = −1. (2.4)
(ii) If η has an exponential moment of order δ > 0, then there exists ε ∈ (0, δ]
such that u 7→ x0(u)e
cu ∈ L2 for all c ∈ [a, ε] and, in particular, x0 ∈ L
q
for all q ∈ (0,∞].
(iii) If h(z) 6= 0 for all z ∈ C with non-positive real part, then x0(t) = 0 for all
t < 0.
By (2.3) it follows that x0 induces a Lebesgue-Stieltjes measure x0(du). From
Lemma 2.1 we deduce immediately the following properties of x0(du):
Corollary 2.2. Suppose that h(iy) 6= 0 for all y ∈ R. Then the autoregressive
kernel defines a Lebesgue-Stieltjes measure, and it is given by
x0(du) = δ0(du)+
(∫
[0,∞)
x0(u− v) η(dv)
)
du.
A function θ : R→ R is integrable with respect to x0(du) if and only if θ ∈ L
1(µ),
where µ is the (non-negative) measure given by
µ(du) =
∫
[0,∞)
|x0(u− v)| |η|(dv) du. (2.5)
In particular, if η has n-th moment for some n ∈ N, then x0(du) has moments
up to order n− 1.
Remark 2.3. Consider the case where η is supported on [0, r] for some r > 0.
Then it is known from the theory of deterministic delay equations (see [12, 15])
that there exists one and only one function y : R→ R with
y(t) =
{
1 +
∫ t
0
∫
[0,r] y(u− v) η(dv) du if t ≥ 0
0 if t < 0.
(2.6)
The equation (2.6) is called the homogeneous equation and y is the associated
fundamental solution. Consequently, in light of Lemma 2.1, the autoregressive
kernel x0 coincides with the fundamental solution y if h(z) 6= 0 for all z ∈ C
with non-positive real part.
In the literature the equation h(z) = 0 is called the characteristic equation
(associated to (2.1)). For a compactly supported η it is known that h will have
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infinitely many roots except in the Ornstein-Uhlenbeck case where η = −λδ0 for
some λ > 0. This will in turn result in a fundamental solution which does not
have a closed form expression. For more on SDDEs with a compactly supported
η, see e.g. [15, 17].
With the autoregressive kernel in hand we present our main result of this
section:
Theorem 2.4. Suppose that η is a finite signed measure with second moment
and h(iy) 6= 0 for all y ∈ R. Then the process
Xt = Zt +
∫
R
Zt−u
∫
[0,∞)
x0(u− v) η(dv) du, t ∈ R, (2.7)
is well-defined and it is the unique integrable stationary solution (up to modifi-
cation) to (2.1).
Often, (Zt)t∈R is given by
Zt =
∫
R
[
θ(t− u)− θ0(−u)
]
dLu, t ∈ R, (2.8)
for some centered Lévy process (Lt)t∈R and measurable functions θ, θ0 : R→ R
such that u 7→ θ(t+u)−θ0(u) satisfies (1.7) for t > 0. The next result shows that
the (unique) solution to (2.1) is a Lévy-driven moving average in this particular
setup. In the formulation we recall the notation f ∗ g(t) =
∫
R
f(t− u) g(du) for
sufficiently nice functions f, g : R→ R (cf. (1.6)).
Corollary 2.5. Let the setup be as in Theorem 2.4 and suppose that (Zt)t∈R
is of the form (2.8). Then the unique integrable stationary solution to (2.1) is
given by
Xt =
∫
R
θ ∗ x0(t− u) dLu, t ∈ R.
In particular if Zt = Lt for t ∈ R, we have that
Xt =
∫
R
x0(t− u) dLu, t ∈ R.
Remark 2.6. The assumption h(0) = −η([0,∞)) 6= 0 is rather crucial in order to
find stationary solutions and is the analogue of assuming that the AR polynomial
in a discrete-time ARMA setting does not have a root at 1 or, in other words,
the AR coefficients do not sum to zero. For instance, the setup where η ≡ 0 will
satisfy h(iy) 6= 0 for all y ∈ R \ {0}, but if (Zt)t∈R is a Lévy process, the SDDE
(2.1) cannot have stationary solutions. In Example 3.4, we show how one can
find solutions with stationary increments for a reasonably large class of delay
measures η with η([0,∞)) = 0.
Remark 2.7. It should be stressed that for more restrictive choices of η, and in
case (Zt)t∈R is a Lévy process, solutions sometimes exist even when E[|Z1|] =∞.
Indeed, if η is compactly supported and h has no roots with non-positive real
part, one only needs that E[log+ |Z1|] <∞ to ensure that a stationary solution
exists. We refer to [15, 24] for details.
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We now present some concrete examples of SDDEs. The first three examples
concern the specification of the delay measure and the last two concern the
specification of the noise.
Example 2.8. Let λ 6= 0 and consider the equation
Xt −Xs = −λ
∫ t
s
Xudu+ Zt − Zs, s < t. (2.9)
In the setup of (2.1) this corresponds to η = −λδ0. With h given by (2.2),
we have h(z) = λ − z 6= 0 for every z ∈ C with real part not equal to λ, and
hence Theorem 2.4 implies that there exists a stationary process (Xt)t∈R with
E[|X0|] <∞ satisfying (2.9). According to Lemma 2.1 the autoregressive kernel
function x0 can be determined through its Laplace transform on the complex
numbers with real part in (a, 0) for a suitable a < 0 as
L[x0](z) =
1
λ− z
=
{
L
[
1[0,∞)e
−λ·
]
(z) if λ > 0
L
[
− 1(−∞,0)e
−λ·
]
(z) if λ < 0.
Consequently, by Theorem 2.4,
Xt =
{
Zt − λe
−λt
∫ t
−∞
Zue
λu du if λ > 0
Zt + λe
−λt
∫∞
t
Zue
λu du if λ < 0
(2.10)
for t ∈ R. Ornstein-Uhlenbeck processes satisfying (2.9) have already been
studied in the literature, and representations of the stationary solution have
been given, see e.g. [1, Theorem 2.1, Proposition 4.2].
Example 2.9. Let (Lt)t∈R be a Lévy process with E[|L1|] < ∞. Recall that
(Xt)t∈R is said to be a CARMA(p, q) process, p > q, if
Xt =
∫ t
−∞
g(t− u) dLu, t ∈ R,
where the kernel g is characterized by
F [g](y) =
Q(−iy)
P (−iy)
, y ∈ R,
for two polynomials P and Q of order p and q (p > q), respectively, and where
P has no roots with non-negative real part. Consider the special case of a
CARMA(2, 1) process and write
P (z) = z2 + a1z + a2 and Q(z) = b0 + z.
Assume that the invertibility assumption b0 > 0 holds (note that this assump-
tion corresponds to assuming that Q(z) 6= 0 for all z ∈ C with non-negative real
part). In this case
F [g](y) =
Q(−iy)
P (−iy)
=
1
−iy + a1 − b0 +
a2−b0(a1−b0)
b0−iy
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for y ∈ R. By choosing the delay measure η(dv) = (b0−a1)δ(dv)− (a2−b0(a1−
b0))e
−b0vdv it is seen that the function h given in (2.2) satisfies 1/h = F [g], and
therefore it follows by Theorem 2.4 that the CARMA(2, 1) process is the unique
solution to the SDDE with delay measure η. In fact, any CARMA(p, q) process
satisfying Q(z) 6= 0 for all z ∈ C with non-negative real part can be represented
as the solution to an equation of the SDDE type (see [4, Theorem 4.8] for a
precise statement).
Example 2.10. In this example we consider a delay measure η where the
corresponding solution to the SDDE in (2.1) may be regarded as a CARMA
process with fractional polynomials. Specifically, consider
η(dv) = α1δ0(dv) +
α2
Γ(β)
1[0,∞)(v)v
β−1e−γv dv
where β, γ > 0 and Γ is the gamma function. By Lemma 2.1 and Theorem 2.4
the associated SDDE has a unique solution with kernel x0 satisfying x0(t) = 0
for t < 0 if
h(z) = −z − α1 − α2(γ − z)
−β (2.11)
is non-zero for all z ∈ C with non-positive real part. We see that h is a ratio
of fractional polynomials, and if β is an integer it is a ratio of two regular
polynomials as is the case for CARMA processes. We now consider sufficient
conditions for (2.11) to be satisfied. Assume α1 < 0. Then we find
| − z − α1 − α2(γ − z)
−β| ≥ −α1 − |α2||(γ − z)
−β|
≥ −α1 − |α2|γ
−β
for all z ∈ C with non-positive real part. Consequently, a sufficient assumption
for (2.11) to hold is α1 + |α2|γ
−β < 0. If we assume α1, α2 < 0 and β < 1 then
it is clear that (2.11) holds since (γ − z)−β has positive real part for all z ∈ C
with non-positive real part. We conclude that there exists a unique stationary
solution whenever i) α1 < 0 and α1 + |α2|γ
−β < 0, or ii) α1, α2 < 0 and β < 1.
Example 2.11. Let η be any finite signed measure with second moment which
satisfies h(iy) 6= 0 for all y ∈ R. Consider the case where (Zt)t∈R is a fractional
Lévy process, that is,
Zt =
1
Γ(1 + d)
∫
R
[
(t− u)d+ − (−u)
d
+
]
dLu, t ∈ R,
where d ∈ (0, 1/2) and (Lt)t∈R is a centered and square integrable Lévy process.
Let
θ(t) =
td+
Γ(1 + d)
.
Then it follows by Corollary 2.5 that the solution to (2.1) takes the form
Xt =
∫
R
θ ∗ x0(t− u) dLu, t ∈ R.
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It is not too difficult to show that θ ∗ x0 coincides with the left-sided Riemann-
Liouville fractional integral of x0, and hence Xt =
∫
R
x0(t − u) dZu, where the
integral with respect to (Zt)t∈R is defined as in [19]. Consequently, we can use
the proof of [19, Theorem 6.3] to deduce that (Xt)t∈R has long memory in the
sense that its autocovariance function is hyperbolically decaying at ∞:
γX(t) := E[XtX0] ∼
Γ(1− 2d)
Γ(d)Γ(1 − d)
E[L21]
h(0)2
t2d−1, t→∞. (2.12)
In particular, (2.12) shows that γX /∈ L
1.
The last example presents a situation where Theorem 2.4 is applicable, but
(Zt)t∈R is not of the form (2.8). It is closely related to [1, Corollary 2.3].
Example 2.12. Consider a filtration F = (Ft)t∈R and let (Bt)t∈R be an F -
Brownian motion. Moreover, let (σt)t∈R be a predictable process with σ0 ∈
L2(P). Finally, assume that (σt, Bt)t∈R and (σt+u, Bt+u − Bu)t∈R have the
same finite-dimensional marginal distributions for all u ∈ R. In this case
Zt =
∫ t
0
σsdBs, t ∈ R,
is well-defined, continuous and square integrable, and it has stationary incre-
ments. (Here we use the convention
∫ t
0
:= −
∫ 0
t
when t < 0.) Under the
assumptions that h(z) 6= 0 for all z ∈ C with non-positive real part and η
has second moment, Theorem 2.4 implies that there exists a unique stationary
solution (Xt)t∈R to (2.1) and, since x0(t) = 0 for t < 0, it is given by
Xt = Zt +
∫ ∞
0
Zt−s
∫
[0,∞)
x0(s− v) η(dv) ds
= −
∫ ∞
0
∫ t
t−s
σu dBu
∫
[0,∞)
x0(s− v) η(dv) ds
= −
∫ t
−∞
σu
∫ ∞
t−u
∫
[0,∞)
x0(s− v) η(dv) ds dBu
=
∫ t
−∞
x0(t− u)σu dBu
for t ∈ R, where we have used Corollary 2.2 and an extension of the stochas-
tic Fubini given in [22, Chapter IV, Theorem 65] to integrals over unbounded
intervals.
3 The level model
In this section we consider the equation
Xt =
∫ ∞
0
Xt−u φ(du) +
∫ t
−∞
θ(t− u) dLu, (3.1)
where φ is a finite signed measure on (0,∞), (Lt)t∈R is a centered Lévy pro-
cess and θ : R → R is a measurable function, which is vanishing on (−∞, 0)
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and satisfies (1.7). Equation (3.1) can be solved using the backward recursion
method under the contraction assumption |φ|((0,∞)) < 1, and this is how we
obtain Theorem 3.1. For the noise term we will put the additional assumption
that E[L21] < ∞, and hence (in view of (1.7)) that θ ∈ L
2. In the formulation
we will denote by φ∗n the n-fold convolution of φ, that is, φ∗n := φ ∗ · · · ∗ φ for
n ∈ N and φ∗0 = δ0.
Theorem 3.1. Let (Lt)t∈R be a Lévy process with E[L1] = 0 and E[L
2
1] < ∞,
and suppose that θ ∈ L2, and |φ|((0,∞)) < 1. Then there exists a unique square
integrable solution to (3.1). It is given by
Xt =
∫ t
−∞
ψ(t− u) dLu, t ∈ R,
where ψ :=
∑∞
n=0 θ ∗ φ
∗n exists as a limit in L2 and is vanishing on (−∞, 0).
Remark 3.2. One can naturally argue for the existence of solutions to (3.1)
beyond Theorem 3.1. In particular, if a function ψ ∈ L2 satisfies
ψ(t− r) =
∫ ∞
0
ψ(t− u− r)φ(du) + θ(t− r) (3.2)
for Lebesgue almost all r ∈ R for each fixed t ∈ R, then by a stochastic Fubini
result the moving average Xt =
∫
R
ψ(t − u) dLu, t ∈ R, is a solution to (3.1).
The deterministic equation (3.2) has a solution if
sup
a<x<0
∫
R
∣∣∣ L[θ](x + iy)
1− L[φ](x + iy)
∣∣∣2dy <∞ (3.3)
for some a < 0, and in this case the solution ψ is characterized by
L[ψ](z) =
L[θ](z)
1− L[φ](z)
(3.4)
for z ∈ C with real part in (a, 0). This is a consequence of Lemma 4.1 given
in the next section. Note that the condition in (3.3) is satisfied under the
assumptions of Theorem 3.1 and that (3.4) is an alternative characterization of
the function
∑∞
n=0 θ ∗ φ
∗n in this case.
Example 3.3. Suppose that (Lt)t∈R is a Lévy process with E[L1] = 0 and
E[L21] <∞, and let θ ∈ L
2. For α ∈ R and β > 0, consider
φ(du) = αe−βu1[0,∞)(u) du
and define the measure
ξ(du) = eαuφ(du) = αe(α−β)u1[0,∞)(u) du.
We start by assuming −1 < α/β < 1. Then Theorem 3.1 implies that the
solution kernel ψ is given by
ψ =
∞∑
n=0
θ ∗ φ∗n = θ + θ ∗
∞∑
n=1
φ∗n = θ + θ ∗ ξ.
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We can use Remark 3.2 to find the solution kernel when α/β ≤ −1. In particular,
we find that
L[θ](z)
1− L[φ](z)
=
L[θ](z)
1− α 1β−z
= L[θ](z) + L[θ](z)
α
β − α− z
= L[θ + θ ∗ ξ](z),
and therefore we still have ψ = θ+θ ∗ ξ is the solution kernel. We conclude that
a solution to (3.1) is given by
Xt =
∫ t
−∞
θ(t− u) dLu +
∫ t
−∞
θ ∗ ξ(t− u) dLu, t ∈ R,
when α/β < 1.
The next example relates (3.1) to (2.1) in a certain setup.
Example 3.4. We will give an example of an SDDE where Theorem 2.4 does
not provide a solution, but where a solution can be found by considering an
associated level model. Consider the SDDE model (2.1) in the case where η is
absolutely continuous and its cumulative distribution function Fη(t) := η([0, t]),
t ≥ 0, satisfies ∫ ∞
0
|Fη(t)| dt < 1. (3.5)
Under this assumption h defined in (2.2) satisfies h(0) = −η([0,∞)) = 0, and
hence Theorem 2.4 does not apply (cf. Remark 2.6). In fact, using Fubini’s
theorem and integration by parts on the delay term, the equation may be written
as
Xt −Xs =
∫ ∞
0
[
Xt−u −Xs−u
]
Fη(u) du+ Zt − Zs, s < t. (3.6)
This shows that uniqueness does not hold, since if (Xt)t∈R is a solution then so
is (Xt + ξ)t∈R for any ξ ∈ L
1(P). Moreover, as noted in Remark 2.6, we cannot
expect to find stationary solutions in this setup. In the following let us restrict
the attention to the case where
Zt =
∫
R
[f(t− u)− f0(−u)] dLu, t ∈ R,
for a given Lévy process (Lt)t∈R with E[L1] = 0 and E[L
2
1] < ∞, and for some
functions f, f0 : R → R, vanishing on (−∞, 0), such that u 7→ f(t+ u)− f0(u)
belongs to L2. Using Theorem 3.1 we will now argue that there always exists a
centered and square integrable solution with stationary increments in this setup
and that the increments of any two such solutions are identical.
To show the uniqueness part, suppose that (Xt)t∈R is a centered and square
integrable stationary increment process which satisfies (3.6). Then, for any
given s > 0, we have that the increment process X(s)t = Xt − Xt−s, t ∈ R,
is a stationary, centered and square integrable solution to the level equation
(3.1) with φ(du) = Fη(u) du and θ = f − f(· − s). By the uniqueness part of
Theorem 3.1 and (3.5) it follows that
X(s)t =
∫
R
ψs(t− u) dLu, t ∈ R,
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where ψs(t) =
∑∞
n=0
∫∞
0
[f(t−u)−f(t−s−u)]φ∗n(du) (the sum being convergent
in L2). Consequently, by a stochastic Fubini result, (Xt)t∈R must take the form
Xt = ξ +
∞∑
n=0
∫ ∞
0
[Zt−u − Z−u]φ
∗n(du), t ∈ R, (3.7)
for a suitable ξ ∈ L2(P) with E[ξ] = 0. Conversely, if one defines (Xt)t∈R by
(3.7) we can use the same reasoning as above to conclude that (Xt)t∈R is a
stationary increment solution to (2.1). It should be stressed that one can find
other representations of the solution than (3.7) (e.g., in a similar manner as in
Example 3.3).
A nice property of the model (3.1) is that it can recover the discrete-time
ARMA(p,q) process. Example 3.5 gives (well-known) results for ARMA pro-
cesses by using Remark 3.2. For an extensive treatment of ARMA processes,
see e.g. [9].
Example 3.5. Let p, q ∈ N0 and define the polynomials Φ,Θ : C→ C by
Φ(z) = 1− φ1z − · · · − φpz
p and Θ(z) = 1 + θ1z + · · ·+ θqz
q,
where the coefficients are assumed to be real. Let (Lt)t∈R be a Lévy process
with E[L1] = 0 and E[L
2
1] < ∞, and consider choosing φ(du) =
∑p
j=1 φjδj(du)
and θ(u) = 1[0,1)(u) +
∑q
j=1 θj1[j,j+1)(u). In this case (3.1) reads
Xt =
p∑
i=1
φiXt−i + Zt +
q∑
i=1
θiZt−i, t ∈ R, (3.8)
with Zt = Lt − Lt−1. In particular, if (Xt)t∈R is a solution to (3.8), (Xt)t∈Z
is a usual ARMA process. Suppose that Φ(z) 6= 0 for all z ∈ C with |z| = 1.
Then, by continuity of Φ, there exists a < 0 such that 1 − L[φ](z) = Φ(ez) is
strictly separated from 0 for z ∈ C with real part in (a, 0). Thus, since θ ∈ L2,
Remark 3.2 implies that there exists a stationary solution to (3.1), and it is
given by Xt =
∫
R
ψ(t−u) dLu, t ∈ R, where ψ is characterized by (3.4). Choose
a small ε > 0 and (ψj)j∈Z so that the relation
Θ(z)
Φ(z)
=
∞∑
j=−∞
ψjz
j
holds true for all z ∈ C with 1− ε < |z| < 1 + ε. Then
L[ψ](z) = L[1[0,1)](z)
Θ(ez)
Φ(ez)
=
∞∑
j=−∞
ψjL[1[j,j+1)](z) = L
[ ∞∑
j=−∞
ψj1[j,j+1)
]
(z)
for all z ∈ C with a negative real part sufficiently close to zero. Thus, we have
the well-known representation Xt =
∑∞
j=−∞ ψjZt−j for t ∈ R.
4 Proofs and technical results
The first result is closely related to the characterization of the so-called Hardy
spaces. For more on this topic, see e.g. [13] or [14, Section 2.3]. We will use the
notation
Sa,b = {z ∈ C : a < Re(z) < b}.
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Lemma 4.1. Let −∞ ≤ a < b ≤ ∞. Suppose that F : C → C is a function
which is analytic on the strip Sa,b and satisfies
sup
a<x<b
∫
R
|F (x+ iy)|2dy <∞. (4.1)
Then there exists a function f : R → C such that Sa,b ⊆ D(f), L[f ](z) = F (z)
for all z ∈ Sa,b, and u 7→ f(u)e
cu ∈ L2 for all a ≤ c ≤ b.
Remark 4.2. If a = −∞, the property u 7→ f(u)eau ∈ L2 is understood as
f(u) = 0 for almost all u < 0 and similarly, f(u) = 0 for almost all u > 0 if
u 7→ f(u)ebu ∈ L2 for b =∞.
Proof of Lemma 4.1. Fix c1, c2 ∈ (a, b) with c1 < c2 and u ∈ R. For any y > 0,
consider (anti-clockwise) integration of F along a rectangular contour Ry with
vertices c1 − iy, c2 − iy, c2 + iy, and c1 + iy:
0 =
∮
Ry
e−zuF (z)dz
=
∫ c2
c1
e−(x−iy)uF (x− iy)dx+ ie−c2u
∫ y
−y
e−ixuF (c2 + ix)dx
−
∫ c2
c1
e−(x+iy)uF (x+ iy)dx− ie−c1u
∫ y
−y
e−ixuF (c1 + ix)dx.
(4.2)
For k = 1, 2 it holds that(
u 7→
∫ y
−y
e−ixuF (ck + ix)dx
)
→
(
u 7→ 2piF−1[F (ck + i·)](u)
)
(4.3)
in L2 as y →∞. Furthermore, we find that
∫
R
∣∣∣∣
∫ c2
c1
e−(x+iy)uF (x+ iy)dx
∣∣∣∣
2
dy
≤ e−2(c1u∧c2u)(c2 − c1)
2 sup
a<x<b
∫
R
|F (x+ iy)|2dy <∞.
From these observations we deduce the existence of a sequence (yn)n≥1 ⊆ (0,∞)
with yn →∞ such that∫ c2
c1
e−(x±iyn)uF (x± iyn)dx→ 0
and (4.3) holds along (yn)n≥1 for almost all u ∈ R as n → ∞. Combining this
with (4.2) yields e−c1uF−1[F (c1 + i·)](u) = e
−c2uF−1[F (c2 + i·)](u) for almost
all u ∈ R. Consequently, there exists a function f : R → C with the property
that f(u) = e−cuF−1[F (c+ i·)](u) for almost all u ∈ R for any given c ∈ (a, b).
For such c we compute∫
R
|ecuf(u)|2du =
∫
R
|F−1[F (c+ i·)](u)|2du ≤ sup
x∈(a,b)
∫
R
|F (x + iy)|2dy <∞.
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Consequently, u 7→ ecuf(u) ∈ L2 for any c ∈ (a, b) and by the monotone conver-
gence theorem, this holds as well for c = a and c = b. Furthermore, if c ∈ (a, b),
we can choose ε > 0 such that c± ε ∈ (a, b) as well, from which we get that
(∫
R
|f(u)|ecudu
)2
≤
(∫ ∞
0
|f(u)e(c+ε)u|2du+
∫ 0
−∞
|f(u)e(c−ε)u|2du
)∫ ∞
0
e−2εudu <∞
by Hölder’s inequality. This shows that Sa,b ⊆ D(f). Finally, we find for
z = x+ iy ∈ Sa,b (by definition of f) that
L[f ](z) =
∫
R
eiyuexuf(u)du = F [F−1[F (x+ i·)]](y) = F (z),
and this completes the proof.
Proof of Lemma 2.1. Observe that, generally, h(z) 6= 0 if |z| > |η|([0,∞)), and
thus, under the assumption that h(iy) 6= 0 and by continuity of h there must
be an a < 0 such that h(z) 6= 0 for all z ∈ Sa,0. The fact that |h(z)| ∼ |z| as
|z| → ∞ and, once again, the continuity of h imply that (4.1) is satisfied for 1/h,
and thus get the existence of a function x0 : R → R such that L[x0] = 1/h on
Sa,0 and t 7→ e
ctx0(t) ∈ L
2 for all c ∈ [a, 0]. Observe that this gives in particular
that x01(−∞,0] ∈ L
1 and thus, since x0 ∈ L
2, we also get that x01(−∞,t] ∈ L
1
for all t ∈ R. By comparing Laplace transforms it follows that
x0(t− r)− x0(s− r) =
∫ t
s
∫
[0,∞)
x0(u− v − r) η(dv) du + 1(s,t](r)
for almost all r ∈ R for each s < t. We may now let s→ −∞ and use Lebesgue’s
theorem on dominated convergence to obtain (2.3).
Suppose η has n-th moment for some n ∈ N. Then
L[u 7→ unx0(u)](iy) = i
−nDn
1
h(iy)
,
where D denotes the derivative, and it follows that u 7→ unx0(u) ∈ L
2, since
|Dkh(iy)| ≤ 1 +
∫
[0,∞)
vk|η|(dv) <∞,
for for k ∈ {1, . . . , n}. Fix q ∈ [1/n, 2). Then it follows by Hölder’s inequality
that∫
R
|x0(u)|
q du
≤
(∫
R
(
x0(u)(1 + |u|
n)
)2
du
)q/2(∫
R
(1 + |u|n)−2q/(2−q) du
)1−q/2
<∞,
which shows x0 ∈ L
q for q ∈ [1/n, 2). We have already argued that (2.3) holds,
which in particular shows that x0 ∈ L
∞, and we therefore get x0 ∈ L
q for
q ∈ [1/n,∞].
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If η has exponential moment of order δ then we can find a < 0 < b ≤ δ
such that 1/h satisfies (4.1) and therefore, we have that u 7→ x0(u)e
cu ∈ L2 for
c ∈ [a, b]. If h(z) 6= 0 for all z ∈ C with Re(z) ≤ 0 we can argue that (4.1)
holds with a = −∞ (and b = 0) in the same way as above and, thus, Lemma 4.1
implies x0(u) = 0 for u < 0.
The following lemma is used to ensure uniqueness of solutions to (2.1):
Lemma 4.3. Fix s ∈ R. Suppose that h(iy) 6= 0 for all y ∈ R and that, given
(Yt)t≤s, a process (Xt)t∈R satisfies
Xt = Xs +
∫ t
s
∫
[0,∞)
Xu−vη(dv)du, t ≥ s
Xt = Yt, t < s
(4.4)
for each t ∈ R almost surely and has bounded first moments (that is, E[|Xt|] ≤ c
for some c > 0 and all t ∈ R). Then
Xt = Xsx0(t− s) +
∫ ∞
s
∫
(u−s,∞)
Yu−v η(dv)x0(t− u) du (4.5)
for Lebesgue almost all t ≥ s outside a P-null set.
Proof. Observe, by Fubini’s theorem, we can remove a P-null set and have that
(4.4) is satisfied for Lebesgue almost all t ∈ R. Let a < 0 be such that h(z) 6= 0
for all z ∈ Sa,0 (this is possible due to the assumption h(iy) 6= 0 for all y ∈ R).
For such z,
L[X1[s,∞)](z) =L
[
1[s,∞)
{
Xs +
∫ ·
s
∫
[0,∞)
Xu−v η(dv) du
}]
(z)
=−
Xse
zs
z
+
∫ ∞
s
ezt
∫ t
s
∫
[0,∞)
Xu−v η(dv) du dt
=−
1
z
(
Xse
zs +
∫
[0,∞)
∫ ∞
s−v
Xue
z(u+v) du η(dv)
)
=−
1
z
(
Xse
zs + L[η](z)L[X1[s,∞)](z)
+L
[
1[s,∞)
∫
(·−s,∞)
Y·−v η(dv)
]
(z)
)
.
This gives that
L[X1[s,∞)](z) =
Xse
zs
h(z)
+
L
[
1[s,∞)
∫
(·−s,∞)
Y·−v η(dv)
]
(z)
h(z)
. (4.6)
Since Y has bounded first moments,
∫∞
s
∫
(u−s,∞) |Yu−v| |η|(dv) |x0(t− u)| du is
almost surely finite by Lemma 2.1, and Fubini’s theorem gives that it is finite for
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Lebesgue almost all t ∈ R outside a P-null set. Furthermore, again by Lemma
2.1, there exists ε > 0 such that∫
R
e−εt
∫ ∞
s
|x0(t− u)| du dt =
∫
R
e−εt|x0(t)| dt
∫ ∞
s
e−εu du <∞.
From this it follows that almost surely
∫∞
s
∫
(u−s,∞)
Yu−v η(dv)x0(t − u) du is
well-defined and that its Laplace transform exists on S−ε,0. We conclude that
L
[∫ ∞
s
∫
(u−s,∞)
Yu−v η(dv)x0(· − u) du
]
(z) =
L
[
1[s,∞)
∫
(·−s,∞)
Y·−v η(dv)
]
(z)
h(z)
,
for z ∈ S−ε,0, and the result follows since we also have L[x0(·−s)](z) = e
zs/h(z)
for z ∈ S−ε,0.
Proof of Theorem 2.4. We start by noting that if (Xt)t∈R and (Yt)t∈R are two
integrable measurable solutions to (2.1) then, for fixed s ∈ R,
Ut = Us +
∫ t
s
∫
[0,∞)
Uu−v η(dv) du (4.7)
almost surely for each t ∈ R, when we set Ut := Xt − Yt. Particularly, for a
given t ∈ R, we get by Lemma 4.3,
Ur = Usx0(r − s) +
∫ ∞
s
∫
(u−s,∞)
Uu−v η(dv)x0(r − u) du (4.8)
for Lebesgue almost all r > t − 1 and all s ∈ Q with s ≤ t − 1. For any
such r we observe that the right-hand side of (4.8) tends to zero in L1(P) as
Q ∋ s → −∞, from which we deduce Ur = 0 or, equivalently, Xr = Yr almost
surely. By continuity of (Ur)r∈R in L
1(P) (see e.g., [1, Corollary A.3]), we get
that Xt = Yt almost surely as well. This shows that a solution to (2.1) is unique
up to modification.
We have E[|Zu|] ≤ a + b|u| for any u, v ∈ R with suitably chosen a, b > 0
(see [1, Corollary A.3]), and this implies that
E
[ ∫
R
|Zu|
∫
[0,∞)
|x0(t− u− v)| |η|(dv)du
]
≤a|η|([0,∞))
∫
R
|x0(u)| du + b
∫
R
|u|
∫
[0,∞)
|x0(t− u− v)| |η|(dv) du
≤
(
a|η|([0,∞)) + b
∫
[0,∞)
v|η|(dv)
)∫
R
|x0(u)| du
+ b|η|([0,∞))
∫
R
(|t|+ |u|)|x0(u)| du.
This is finite by Lemma 2.1 and Corollary 2.2, and
∫
R
Zu
∫
[0,∞)
x0(t − u −
v) η(dv) du is therefore almost surely well-defined.
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To argue that Xt = Zt +
∫
R
Zu
∫
[0,∞)
x0(t − u − v) η(dv) du, t ∈ R, satisfies
(2.1), let s < t and note that by Lemma 2.1 we have
∫ t
s
∫
[0,∞)
Xu−v η(dv) du −
∫ t
s
∫
[0,∞)
Zu−v η(dv) du
=
∫ t
s
∫
[0,∞)
∫
R
Zr
∫
[0,∞)
x0(u − v − r − w) η(dw) dr η(dv) du
=
∫
R
Zr
∫
[0,∞)
∫ t−r−w
s−r−w
∫
[0,∞)
x0(u− v) η(dv) du η(dw) dr
=
∫
R
Zr
∫
[0,∞)
[x0(t− r − w)− x0(s− r − w)] η(dw) dr
−
∫
R
∫
[0,∞)
Zr[1[0,∞)(t− r − w) − 1[0,∞)(s− r − w)] η(dw) dr
=
∫
R
Zr
∫
[0,∞)
[x0(t− r − w)− x0(s− r − w)] η(dw) dr
−
∫ t
s
∫
[0,∞)
Zr−w η(dw) dr.
Next, we write
Xt =
∫
R
(Zt − Zt−u)
∫
[0,∞)
x0(u− v) η(dv) du, t ∈ R, (4.9)
using Lemma 2.1. Since (Zt)t∈R is continuous in L
1(P), one shows that the
process
Xnt :=
∫ n
−n
(Zt − Zt−u)
∫
[0,∞)
x0(u− v) η(dv) du, t ∈ R,
is stationary by approximating it by Riemann sums in L1(P). Subsequently, due
to the fact that Xnt → Xt almost surely as n → ∞ for any t ∈ R, we conclude
that (Xt)t∈R is stationary. This completes the proof.
Proof of Corollary 2.5. It follows from (2.4) and Corollary 2.2 that
Zt +
∫
R
Zt−u
∫
[0,∞)
x0(u − v) η(dv) du
=
∫
R
[Zt−u − Zt]
∫
[0,∞)
x0(u − v) η(dv) du
=
∫
R
∫
R
[θ(t− u− r)− θ(t− r)][x0(du)− δ0(du)]dLr
=
∫
R
∫
R
θ(t− u− r)x0(du) dLr
=
∫
R
θ ∗ x0(t− r) dLr
where we have used that
∫
R
x0(du) = 0 since x0(t)→ 0 for t→ ±∞ by (2.3).
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Proof of Theorem 3.1. First, observe that there exists ψ : R → R such that∑n
k=0 θ ∗ φ
∗k → ψ in L2 as n → ∞. To see this, one can use that L2 is
complete and that the Fourier transform is an L2 isometry. Moreover, since
|φ|((−∞, 0]) = 0 and θ(t) = 0 for t < 0, ψ(t) = 0 for Lebesgue almost all t < 0
Suppose now that we have a square integrable stationary solution (Xt)t∈R.
Then, using a stochastic Fubini (see [1, Theorem 3.1]), it follows that for each
t ∈ R almost surely,
Xt = X ∗ φ
∗n(t) +
n−1∑
k=0
(θ ∗ L) ∗ φ∗k(t)
= X ∗ φ∗n(t)+
( n−1∑
k=0
θ ∗ φ∗k
)
∗ L(t)
(4.10)
for an arbitrary n ∈ N. (For convenience, we use the notation f ∗ L(t) =∫
R
f(t− u) dLu for f ∈ L
2.) By Jensen’s inequality,
E[X ∗ φ∗n(t)2] ≤ |φ|(R)2nE[X20 ]→ 0
as n→∞, and it therefore follows from (4.10) that
∫
R
n−1∑
k=0
θ ∗ φ∗k(t− u)dLu =
( n−1∑
k=0
θ ∗ φ∗k
)
∗ L(t)→ Xt
in L2(P) as n → ∞. Since
∑n−1
k=0 θ ∗ φ
∗k(t − ·) → ψ(t − ·) in L2, it follows by
isometry that Xt =
∫
R
ψ(t− u)dLu almost surely.
Conversely, if one defines a square integrable stationary process (Xt)t∈R by
Xt = ψ ∗ L(t), t ∈ R, we get that
Xt − θ ∗ L(t)
= lim
n→∞
( n∑
k=1
θ ∗ φ∗k
)
∗ L(t) = lim
n→∞
( n−1∑
k=0
θ ∗ φ∗k ∗ L
)
∗ φ(t) = X ∗ φ(t)
almost surely, where the limits are in L2(P). Thus, (Xt)t∈R satisfies (3.1).
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