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Abstract—Automatic prediction of emotion promises to revolu-
tionise human-computer interaction. Recent trends involve fusion
of multiple modalities − audio, visual, and physiological − to
classify emotional state. However, practical considerations ‘in the
wild’ limit collection of this physiological data to commoditised
heartbeat sensors. Furthermore, real-world applications often
require some measure of uncertainty over model output. We
present here an end-to-end deep learning model for classifying
emotional valence from unimodal heartbeat data. We further
propose a Bayesian framework for modelling uncertainty over
valence predictions, and describe a procedure for tuning output
according to varying demands on confidence. We benchmarked
our framework against two established datasets within the field
and achieved peak classification accuracy of 90%. These results
lay the foundation for applications of affective computing in real-
world domains such as healthcare, where a high premium is
placed on non-invasive collection of data, and predictive certainty.
Index Terms—Bayesian neural networks, Electrocardiography,
Emotion recognition, End-to-end learning
I. INTRODUCTION
HUMANS are social creatures that evolved to think andcommunicate with emotional information. Cognition and
emotion are thus intrinsically linked. Indeed, emotion has been
shown to impact attention [1], [2], [3], memory [4], [5], [6],
[7], perception [8], [9], and decision-making [10], [11], [12].
Automated analysis of human emotion has correspondingly
garnered significant interest across academia and industry in
recent years.
A wealth of research within the field of affective computing
has focussed on the analysis of face, voice and text [13],
[14], [15], [16], [17], [18], [19], [20]. Comparatively few
studies, however, investigate the prediction of emotion from
physiological signals. This is perhaps unsurprising - humans
too rely on audiovisual data for emotion recognition. Artificial
systems, however, need not be similarly constrained. For ease
of reference, we refer to audio-, visual-, and physiology-
based methods of emotion detection as EDA, EDV, and EDP
respectively.
EDP has tremendous potential to compliment existing tools
of affective computation. EDA and EDV rely heavily on
expression, which varies across individuals and cultures [21],
[22] and leaves room for deception. By comparison, physio-
logical processes are far less volitional. EDP further presents
an opportunity for non-invasive continuous monitoring. Physi-
ological signals may be passively analysed throughout the day,
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whereas audiovisiual data is rarely so persistent. EDP therefore
has the option to fill critical gaps in domains that may not
permit continuous collection of quality audiovisual data (e.g.
healthcare, transport, and hospitality).
To date, there exist a range of affordable wearable monitor-
ing devices that possess the capacity for high quality heartbeat
monitoring [23], [24]. These devices have already been used
to detect cardiac abnormalities such as atrial fibrillation [25].
However, while heartbeat data is abundant, other physiolog-
ical signals are markedly less common. To be immediately
relevant, EDP systems must be able to generate accurate
predictions with only unimodal heartbeat input.
The link between emotion and heartbeat has a neurobiolog-
ical correlate in the limbic and autonomic nervous systems.
The limbic system, which includes structures such as the
amygdala and hippocampus, is important for the processing of
emotional information [26], [27], [28]. Physiological responses
to emotional stimuli are then coordinated by another limbic
structure, the hypothalamus, which regulates heartbeat through
antagonistic activity in the sympathetic and parasympathetic
branches of the autonomic nervous system (ANS) [29], [30].
This relationship between emotion and heartbeat is recapitu-
lated by neuropsychological theories, which state that the men-
tal component of emotion is simply the cognitive perception
of physiological changes elicited by emotion-inducing stimuli
[31], [32].
The cardiac cycle is a complex dynamical process. Cor-
respondingly, the heartbeat time series is non-stationary [33]
and non-linear [34]. In order to adequately describe these
characteristics, EDP systems must model complex temporal
structure. Furthermore, for EDP systems to be applied in
real-world applications where confidence is a key ingredient
to decision-making (e.g. healthcare [35]), the model must
describe uncertainty over the emotional state output.
In this study, we develop an end-to-end deep learning model
for classifying emotional valence from unimodal heartbeat
data. We implement recurrent and convolutional architectures
to model temporal structure in the input signal, and propose
a Bayesian framework for modelling uncertainty over the
output. We go on to describe a procedure for tuning model
output for varying demands on certainty. This will be critical
for applications of affective computing in domains such as
healthcare, where a high premium is placed on predictive
interpretability. We believe this is the first such model of its
kind, and accelerates near-term relevance of EDP in real-world
settings.
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2II. RELATED WORK
This section provides an overview of relevant work, with
a focus on (A) unimodal heartbeat and temporal models for
EDP, and (B) Bayesian neural networks.
A. Unimodal Heartbeat and Temporal Models
Physiological markers of autonomic nervous activity in-
clude galvanic skin response (GSR), electroencephalogram
(EEG), electromyogram (EMG), respiration, skin tempera-
ture (ST), electrocardiogram (ECG) and photoplethysmogram
(PPG) [36]. Note that a heartbeat time series can easily be
extracted from both ECG and PPG in the form of inter-beat-
intervals (IBIs).
Existing approaches for EDP typically pool a number of
biosignals as multimodal input to classifier algorithms [37],
[38], [39]. However, this directly contrasts the near-unimodal
nature of affordable wearable devices in use today. Compara-
tively few studies narrow their scope in accordance with these
practical limitations.
Those studies that have explored unimodal heartbeat models
for emotion detection tend to ignore temporal structure of the
signal. Instead, they employ ‘static’ classifiers that process
global features from the input time series (or for a small
number of segments). Such approaches include Naive Bayes
(NB) [40], [41], linear discriminant analysis (LDA) [42], and
support vector machine (SVM) [43], [44], [45]. A summary
can be found in Table I.
A number of studies have sought to model temporal infor-
mation within EEG signals, using hidden Markov models [46],
Gaussian Process models [47], continuous conditional random
fields [48], and long short-term memory (LSTM) neural net-
works [49]. Such temporal treatment, however, is rare for other
physiological data. One notable exception to this involved the
use of a temporal neural network to predict valence from ECG
input [50]. Here, a combination of convolutional and recurrent
layers performed end-to-end learning, improving on computa-
tionally expensive manual feature engineering schemes. In this
study, we too implement end-to-end learning, while further
limiting model input to IBI time series to simulate the type of
data generated by consumer wearables.
At this point, we wish to point out a stark absence of
consensus within the literature around data subsetting for
machine learning. A typical experimental setup can yield
multiple input-output pairs for a single study participant. Many
studies partition train, validation, and test datasets without
reference to the source (the study participant from which the
data was generated). However, ECG has been shown to exhibit
subject-specificity [51]. It might therefore be less suitable to
include data from a given participant in both the train and
test/validation subsets. Moreover, real-world applications may
not permit subject-specific calibration, making models that
can generalise to new individuals necessary. We propose that
a sensible evaluation method is leave-k-subjects-out (LkSO)
cross-validation, which has been used previously [40], [52],
[42] and will be adopted in this study.
B. Bayesian Neural Networks
Despite the widespread success of deep learning, traditional
neural networks lack probabilistic considerations. This is an
issue for applications where representing uncertainty is of
critical importance (e.g. medical diagnosis) [53].
To combat this, neural networks may be re-cast as Bayesian
models to capture probability in the output. In this formalism,
network weights belong to some prior distribution with pa-
rameters θ. Posterior distributions are then conditioned on the
data according to Bayes’ rule:
p(θ|D) = p(D|θ)p(θ)
p(D)
(1)
where D is the data.
While useful from a theoretical perspective, Equation 1
is infeasible to compute. Indeed, the evidence term in the
denominator amounts to the integral over all possible values
of the network weights:
p(D) = p(x, y)
=
∫
p(y|x, θ)p(θ)dθ (2)
where the data D can be written as x, y input-output pairs
for a supervised task.
For obvious reasons, exact posterior inference is rarely
achievable. Instead, we seek to approximate these posterior
distributions. Early attempts at this include Monte Carlo
(MC) [54] or Laplace [55] approximation methods. However,
these are slow and computationally expensive when applied
to modern deep learning architectures. Research in the field
has focussed on identifying faster inference methods such
as stochastic gradient Langevin diffusion [56], expectation
propagation [57], and variational methods [58].
Interestingly, Bayesian neural networks can also be con-
structed using Monte-Carlo dropout - a common approach
to reduce over-fitting [59]. Dropout is a process by which
individual nodes within the network are randomly removed
during training according to a specified probability [60]. By
implementing dropout at test, and performing N stochastic
forward passes through the network, we can approximate a
posterior distribution over model predictions (approaching the
true distribution as N → ∞ ). In this paper, we implement
Monte-Carlo dropout as an efficient way to describe uncer-
tainty over emotional state predictions.
III. PROPOSED FRAMEWORK
An overview of our model is shown in Figure 2. Data
flows through two concurrent streams. One stream comprises
four stacked convolutional layers that extract local patterns
along the length of the time series. Each convolutional layer is
followed by dropout and a ReLU activation function. A global
average pooling layer is then applied to reduce the number of
parameters in the model and decrease over-fitting. The second
stream comprises a bidirectional LSTM followed by dropout.
This models both past and future sequence structure in the
input. The output of both streams are then concatenated before
3TABLE I
SUMMARY OF RELEVANT WORK - CLASSIFICATION OF EMOTION FROM HEARTBEAT
Author Stimulus Modality Subjects LkSO Model Classes Performance
Katsigiannis &
Ramzan 2018
Videos ECG 23 No SVM High/Low Valence F1. 0.5305
(Chance: 0.500)
Subramanian et al
2018
Videos ECG 58 No NB High/Low Valence Acc. 60%
(Chance: 50%)
Miranda-Correa et
al 2017
Videos ECG 40 Yes NB High/Low Valence F1. 0.545
(Chance: 0.500)
Guo et al 2016 Videos ECG 25 No SVM High/Low Valence Acc. 71.40
(Chance: 50%)
Ferdinando et al
2016
Videos & IAPS ECG 27 Yes KNN High/Medium/High
Valence
Acc. 59.2%
(Chance: 33.3%)
Valenza et al 2014 IAPS ECG 30 No SVM High/Low Valence Acc. 79.15%
(Chance: 50%)
Agrafioti et al
2012
IAPS ECG 32 Yes LDA Gore, Erotica Acc. 46.56%
(Chance: 50%)
passing through a dense layer to output a regression estimate
for valence.
In order to capture uncertainty in model predictions, dropout
is applied at test time. For a single input sample, stochastic
forward propagation is run N times to generate a distribution
over model output. This empirical distribution approximates
the posterior probability over valence, given the input IBI time
series.
For regression problems, the reader my stop here. In order
to translate from a regression to a classification scheme, we
introduce decision boundaries in continuous space. For a bi-
nary class problem, this decision boundary is along the central
point of the valence scale to delimit two class zones (high and
low valence). We next introduce a confidence threshold, α, to
tune predictions according to a specified level of confidence.
For example, when α = 0.95, at least 95% of the output
distribution must lie within a given class zone in order for
the input sample to be classified as belonging to that class
(Fig. 1). If this is not the case, no prediction is made (the
model respectfully makes no comment). As our model may
not classify all instances, we adopt the term ‘coverage’ to
denote the set of cases for which it is confident enough to
make a prediction.
Note that for a binary classification problem, there will
always be at least 50% of the output distribution within one
of the two class zones. Thus, when α = 0.5, classification is
determined by the median of the output distribution (Fig. 1),
and the coverage is 100%. As α increases, model behaviour
moves from risky to cautious − lower coverage, but more
certain.
IV. DATA
We applied our Bayesian deep learning framework for end-
to-end prediction of emotion using heartbeat (IBI) data from
two established datasets − AMIGOS [40] and DREAMER
[43]. In this section, we provide details on these data, which
were chosen for their quality, clarity, and close comparability.
A. AMIGOS
These data include 40 healthy participants (13 female; 27
male) aged between 21 and 40 years old (mean: 28.3). ECG
data was recorded using a ShimmerTM ECG wireless monitor-
ing device (256 Hz, 12 bit resolution). Subjects watched 16
short videos (duration <250 seconds) that had been previously
scored for emotional content. The videos were presented in a
random order with each trial comprising a 5-second baseline
recording showing a fixation cross, presentation of the video
stimulus, followed by self-assessment of valence on a scale of
1 to 9 using the self-assessment manikin (SAM) [61].
B. DREAMER
These data include 25 healthy participants (11 female; 14
male) aged between 22 and 33 years old (mean: 26.6). ECG
data was recorded using a ShimmerTM ECG wireless moni-
toring device (256 Hz, 12 bit resolution). Subjects watched
18 short film clips (duration: <395 seconds), which had
been previously scored for their ability to elicit emotional
responses [62]. Each film clip was followed by self-assessment
of valence on a scale of 1 to 5 using SAM [61], and preceded
by a neutral video presentation to establish baseline emotional
state [62].
V. METHODS
A. Pre-processing
To obtain data of the kind generated by consumer wearables,
IBIs were extracted from the ECG time-series using a com-
bined adaptive threshold approach [63]. This markedly reduces
the information content of the input signal. Nevertheless,
inter-beat dynamics have previously been shown suitable for
emotional state classification [45]. The IBI time series was z-
score normalised and zero padded to the length of the longest
training sample.
B. Training and Hyperparameters
Parameter search was used to select model hyperparameters.
For this, a LkSO validation set of 4 subjects was used to as-
sess best-performance (lowest mean-squared loss) for a given
4Fig. 1. Probabilistic framework for a binary classification problem. Input IBI time series (left) are passed through the Bayesian model (middle), which outputs
a posterior probability over valence (right). Inputs are classified according to confidence threshold, α (illustrated for α = 0.95, 0.75, and 0.5 on three example
output distributions, which have the same mode but vary in certainty).
combination of hyperparameters. Convolution kernels were
initialised as He normal [64] with filter size set to 128, and
window size decreasing from 8 to 2 time steps with network
depth. 50% dropout was applied after each convolutional
block, and 80% dropout followed the bi-directional LSTM
comprising 32 hidden units. Training was run for 1500 epochs
using Adam optimisation [65]. Learning rate decreased from
e−3 to e−4, halving with a patience of 100 epochs. Final model
parameters were set to those associated with the lowest mean-
squared loss on the validation set during training. The model
was implemented using Tensorflow [66].
C. Evaluation
As discussed in Section II-A, model performance was as-
sessed using 10-fold leave-one-subject-out cross validation in
order to generalise to new participants. Dropout was applied at
test time with N = 1000 forward propagations made through
the network to generate an empirical distribution over model
output. In accordance with the original studies from which we
obtained our data, labels for valence were divided into high
and low classes using the midpoint value of the SAM scale (5
for AMIGOS; 3 for DREAMER). As outlined in Section III,
a given test input sample was classified as high/low valence
provided a proportion of at least α posterior distribution mass
fell within a given class zone. If this was not the case, no
prediction was made. Model accuracy was then calculated
as the fraction of correct classifications over total predictions
covered by the model.
VI. RESULTS
To identify the benefit conferred by our temporal network
architecture, we first evaluated our model without dropout
at test time. In this non-Bayesian setting, model output was
a single point estimate, that fell either in the high or low
class zones, and was classified accordingly. Here, we achieved
t1
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…
Fig. 2. End-to-end model architecture. Data flows through two temporal pro-
cessing streams: 1D convolutions (pink) and a bi-directional LSTM (purple).
The output from both streams is then concatenated before passing through a
dense layer to output a regression estimate for valence, yˆ.
higher accuracy across both datasets than previously reported
[40], [43] (Table II).
We next implemented our Bayesian framework with con-
fidence threshold set to 50% (α = 0.5). As expected, max-
imal model coverage was observed (Fig. 3 B). Furthermore,
classification accuracy outperformed the non-Bayesian setting
(Table. II), illustrating the performance increase conferred by
our probabilistic framework, which can be considered a special
case of ensemble learning.
As the certainty threshold, α increases, so too does classi-
fication accuracy, demonstrating a clear relationship between
model confidence and propensity to make accurate predictions
(Fig. 3 A, and Table II). Naturally, as α increases, model cov-
5erage decreases due to the fact that fewer output distributions
meet the necessary threshold for a prediction to be made. We
see that with a 90% confidence threshold (α = 0.9), our model
achieved peak accuracy for both datasets (Fig. 3 A, and Table
II).
Interestingly, we found that certainty over model output
was significantly greater for input time series that belong
to the low valence class, for both datasets, as shown by
MannWhitneyWilcoxon test (Fig. 3 G,H). This pattern is also
reflected in the consistently better performance observed for
the low valence class (Fig. 3 C,D,E,F).
TABLE II
COMPARISON OF MEAN ACCURACY AND F1 SCORES.
[40] [43] Non-
Bayes
Bayes;
α = 0.5
Bayes;
α = 0.9
AMIGOS Acc. 0.54 - 0.79 0.81 0.90F1 - - - 0.80 0.88
DREAMER Acc. - 0.62 0.70 0.71 0.86F1 - 0.53 - 0.66 0.83
VII. DISCUSSION
The growing prevalence of high-fidelity, affordable wearable
monitoring devices has introduced an opportunity for contin-
uous emotion detection ‘in the wild’. The vast majority of
approaches in the literature rely on fusion of multiple phys-
iological signals for physiology-based emotion detection, or
EDP. Although this multimodal treatment provides significant
performance benefits, it is limited in practice. Indeed, the
existing landscape for consumer electronics has near-unimodal
sensor availability, limiting physiological signals primarily to
IBI time series. Timely application of EDP in real world
settings, therefore, requires models that comply with these
restrictions.
It has been shown previously that IBI extracted from PPG
corresponds closely with IBI extracted from ECG [67], [68].
This allowed us to exploit existing high-quality ECG datasets
for this study. We developed an end-to-end neural network
capable of modelling temporal structure in the IBI time series,
which outperformed previous classifiers on this task [40], [43].
We went on to re-cast our model as a probabilistic neural
network to capture uncertainty in the output. Through the use
of a confidence threshold parameter, α, we demonstrated a
framework for tuning model predictions in order to trade off
accuracy against coverage. Indeed, we report peak accuracy of
90%. Further flexibility was achieved by framing our model
as a regression problem, which allows the experimenter to
specify decision boundaries appropriate for binary- or multi-
class tasks.
Incorporating Bayesian considerations could drastically im-
prove the applicability of affective computing in tasks where
confidence is critical. For example, emotion detection for
mental health monitoring might reasonably require high levels
of certainty to predict the onset of major depressive disorder.
Additionally, clinical triaging is possible, where uncertain
model predictions are sent to a human expert (or a more
computationally expensive model) for review. Similar levels
Fig. 3. Results. (A) Model accuracy as a function of α. Results are shown for
AMIGOS (pink, triangles) and DREAMER (blue, circles) with benchmarks
achieved by these original publications shown (black and grey dashed lines
respectively). (B) Model coverage as a function of α. Results are shown
for AMIGOS (pink, triangles) and DREAMER (blue, circles). (C,D,E,F)
Confusion matrices shown for AMIGOS (C,D) and DREAMER (E,F), with
α set to 0.9 (C,E) or 0.5 (D,F). (G,H) Model uncertainty (as measured
by variance of posterior output distribution) for low (blue) and high (pink)
valence class labels. Significant differences observed for both AMIGOS (G,
p < 1× 10−11) and DREAMER (H, p < 0.001)
6of certainty may not, however, be absolutely necessary in
consumer products. For example, content recommendations
based on user mood can afford lower accuracy to ensure a
greater number of recommendations.
Our probabilistic framework also provides deeper insight
into the underlying properties of the data. Indeed, we found
greater levels of model certainty when classifying the low va-
lence class. This could be attributed to the subjective certainty
of participants during their own self-reports. Alternatively,
signatures of low valence within the heartbeat signal might
contain more information than their high valence counterparts.
We look forward to future investigation in this area, and further
experimentation using affordable wearable monitoring devices
in the wild.
VIII. CONCLUSIONS
In this study, we developed an end-to-end deep learn-
ing model for classifying emotional valence from unimodal
heartbeat data. Our temporal neural network architecture
outperformed previous models on the AMIGOS [40] and
DREAMER [43] datasets. We further proposed a Bayesian
framework for modelling uncertainty over emotional state
predictions, providing a means to tune confidence require-
ments for different tasks. That model accuracy improved with
increasing certainty threshold, α, illustrates that probabilistic
modelling meaningful impacts performance. Taken together,
the component parts of this study represent an important
step towards application of affective computing in real-world
settings, and provide a probabilistic standard for future work.
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