Second, we construct two comparison homomorphisms between Lagrangian and Hamiltonian Floer homology. They underly no degree restrictions and are proven to be the natural analogs to the homomorphisms in singular homology induced by the inclusion map of the Lagrangian submanifold into the ambient symplectic manifold.
M 

Theorem 1.1. We consider a 2n-dimensional, closed, symplectic manifold (M, ω) and a closed, monotone Lagrangian submanifold L ⊂ M of minimal Maslov number N L ≥ 2. Then there exist homomorphisms
These homomorphisms are constructed using the ideas introduced by Piunikhin, Salamon and Schwarz in [PSS96] . We call them L PSS .
Let us put this theorem into context. In the situation of theorem 1.1 both Lagrangian Floer homology HF * (L, φ H (L)) and Hamiltonian Floer homology HF * (H) are defined. Originally, Floer [Flo88a] defined his theories under more restrictive conditions, which were generalized later by himself [Flo89] and Oh [Oh93] to the above assumption of monotonicity (see definition 3.1).
Floer [Flo89] proved that Hamiltonian Floer homology HF * (H) is isomorphic to the singular homology of the symplectic manifold M. The construction of Hamiltonian Floer homology together with this isomorphism property was generalized to semi-positive symplectic manifolds by Hofer and Salamon [HS95] . Another construction of an isomorphism was given later by Piunikhin, Salamon and Schwarz in [PSS96] .
In [Flo88a] Floer defined Lagrangian Floer homology under the assumption ω| π 2 (M,L) = 0, in which case Lagrangian Floer homology in fact is isomorphic to the singular homology of the Lagrangian submanifold L. But under the more general assumption of monotonicity of L this in no longer true. Lagrangian Floer homology might even vanish completely, for example in case L ∩ φ H (L) = ∅, that is, if L is displaceable (cf. definition 2.4).
In [Oh96] , Oh constructs a spectral sequence relating Lagrangian Floer homology and singular homology, in particular proving that Lagrangian Floer homology still is isomorphic to the singular homology of the Lagrangian submanifold L given that the minimal Maslov number N L (see definition 3.1) satisfies N L ≥ dim L + 2.
Serious technical difficulties in the construction of Floer homology are caused by holomorphic spheres in (M, ω) in the case of Hamiltonian Floer homology and both, holomorphic spheres and holomorphic disks with boundary on L, in the case of Lagrangian Floer homology. In the monotone case holomorphic spheres and disks can be handled by a precise understanding of the behavior of the Fredholm theory whenever holomorphic objects appear. When extending the construction of Floer homology beyond the monotone case, Hofer and Salamon dealt with holomorphic spheres by proving very subtle transversality results for moduli spaces of holomorphic spheres. This uses the dichotomy between multiply covered and somewhere injective holomorphic spheres (see [HS95, MS04] ). Likewise, the results in [PSS96] rely heavily on transversality results for holomorphic spheres. The mentioned dichotomy fails in the Lagrangian case since there exist holomorphic disks which are neither multiply covered nor somewhere injective.
The obvious modification of the idea of Piunikhin, Salamon and Schwarz to Lagrangian Floer homology is, in general, not well-defined due to bubbling-off of holomorphic disks. In this article
The following remark about the homomorphism χ k : HF k (L, φ H (L)) −→ HF k−n (H) is in order. The author constructed the map χ in summer 2005. Later, it became apparent that the same construction was simultaneously used by A. Abbondandolo and M. Schwarz in a different context. In [AS06] the authors describe the construction of an isomorphism between the Floer homology of a quadratically growing Hamiltonian function in a cotangent bundle and the singular homology of the corresponding loop space. This isomorphism is proved to be compatible with the pair-of-pants product on Floer homology and the loop product defined by Chas and Sullivan on loop space homology. Abbondandolo and Schwarz provide a map h between the Lagrangian Floer homology of a fixed cotangent fibre and Hamiltonian Floer homology. The map h corresponds under their isomorphism to the map induced by the inclusion of the based loop space into the free loop space and is equal to χ in this context.
Floer homology for cotangent bundles for quadratically growing Hamiltonian functions is analytically much more demanding than Floer homology for compactly supported Hamiltonian functions. On the other hand since the symplectic structure is exact no bubbling issues are present whatsoever. The key point in the work of Abbondandolo-Schwarz [AS06] is to relate the product structures in Floer homology and those in loop space homology.
Finally, we point out that the idea of applying the ideas of Piunikhin, Salamon and Schwarz from [PSS96] to Lagrangian Floer homology is certainly not original. When writing this article was nearly finished the author learned about the recent work of Katić and Milinković [KM05] where the special case of zero-sections in cotangent bundles is treated. Since the zero-section L is exact, i.e. the symplectic form on cotangent bundles T * L is exact, ω = dλ, and furthermore λ| L = 0, neither holomorphic disks nor holomorphic spheres are present. In particular, the core part of this article, namely understanding the limitations of the PSS-construction caused by bubbling-off of holomorphic disks, is void for the case considered in [KM05] .
Another appearance of the techniques of Piunikhin, Salamon and Schwarz can be found in the work of Barraud and Cornea [BC06] and Cornea and Lalonde [CL06] . In the latter the framework for Lagrangian Floer homology is extended to deal with bubbling by using cluster homology, cf. remark 4.8.
We close with a brief remark about the coefficient ring Z/2. In certain cases it is possible to choose Z as coefficient ring, e.g. if the Lagrangian submanifold is relative spin, cf. [FOOO] . We will not pursue this direction is the present version of this article. The same applies to non-compact symplectic manifolds which are convex at infinity or geometrically bounded.
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2. A Theorem 1.1 has the following immediate corollaries.
Corollary 2.1. In the situation of theorem 1.1 
, since the bounds on the degree are symmetric with respect to the change k → n − k.
Corollary 2.3. In the situation of theorem 1.1 
Here ||H|| denotes the Hofer norm of H.
Remark 2.6. Following an construction by Audin, Polterovich [Pol91, theorem 4] provides Lagrangian embeddings of products of spheres S k into R 2n . More precisely, if σ k denotes the antipodal map, then for r = 2, . . . , n the manifolds
Since any Lagrangian submanifold of R 2n is displaceable, this shows that the isomorphism statement in theorem 1.1 is sharp.
Theorem 1.1 implies new restrictions for monotone Lagrangian submanifolds to be displaceable. We recall Oh's result [Oh96, theorem II] (see corollary 2.1) asserting that the minimal Maslov number of a monotone, displaceable Lagrangian submanifolds has to satisfy N L ≤ n + 1, where n = dim L . This is sharpened as follows.
Corollary 2.9. Let L ⊂ M be a displaceable monotone Lagrangian submanifold which satisfies
According to Audin's conjecture the minimal Maslov number of all (not just monotone) Lagrangian embeddings of tori into R 2n equals 2. Oh verified the conjecture for monotone Lagrangian tori T n up to n ≤ 24, see [Oh96, theorem III] . Although not overly restrictive, the above corollary is the first global result, i.e. valid for all dimensions, in this direction (besides N L ≤ n + 1 which holds for any monotone Lagrangian submanifold in R 2n ).
A closer inspection of the proof of theorem 1.1 yields that the above mentioned results for the minimal Maslov number N L can be strengthened as follows. The assertion that N L = r implies (by definition) that there exists a disk d : D 2 −→ M with boundary on L such that µ Maslov (d) = r. In all above cases this disk can be chosen to be a holomorphic disk. Moreover, we the energy ω(d) of these holomorphic disks is smaller than the displacement energy e(L) of the Lagrangian submanifold L (cf. definition 2.4).
Corollary 2.1 is complemented by Proposition 2.10. We assume that we are in the situation of theorem 1.1 and that
If there exists no holomorphic disk of minimal Maslov number N L the isomorphism in theorem 1.1
For the examples from remark 2.6 we can therefore conclude that there exist holomorphic disks realizing the minimal Maslov number.
This of course can be iterated. Namely, if there exists no holomorphic disk of minimal Maslov number jN L then we obtain isomorphisms for all degrees
If L is displaceable there cannot exist an isomorphism in the top and bottom degree. This leads to the existence of a holomorphic disk of Maslov index less than n + 1. This already follows from Oh's paper [Oh96] . Much more general results in this direction are known. Indeed, if L is displaceable and monotone then through each point of L passes a holomorphic disk of Maslov index less than n + 1, cf. [Alb05, CL06] . Moreover, in [CL06] a very similar result is given for general (i.e. possibly non-monotone) Lagrangian submanifolds.
We end this section with an application of theorem 1.5. 
This improves theorem [Alb05, theorem 1.1] which asserts the statement (only for ι k ) in case that L is displaceable. We note that the displaceablility is essential in the proof given in [Alb05] .
E  F 
We briefly recall the construction of the Floer complex (CF i (L, φ H (L)), ∂ F ) for a closed, monotone Lagrangian submanifold L in a closed, symplectic manifold (M, ω). 
For a Hamiltonian function
Let us explain some notions. First, X H is the (time dependent) Hamiltonian vector field generated by the Hamiltonian function H :
There is an one-to-one correspondence between P L (H) and this subset by applying the flow φ t H to an intersection point. Furthermore, in either approach the Hamiltonian function H is required to be non-degenerate meaning that L ⋔ φ H (L).
The Maslov index defines a grading on P L (H), which is only defined mod the minimal Maslov number N L and up to an overall shift. Let us briefly recall the construction of the grading.
Given two elements x, y ∈ P L (H) we choose a map u :
According to [Vit87, Flo88b] . We note that the Maslov index of [d] does not depend on the choice of the halfdisk h. Thus, we can assign a number µ(x, y) ∈ Z/N L to each pair x, y ∈ P L (H). By construction, this number satisfies µ(x, z) = µ(x, y) + µ(y, z) for all x, y, z ∈ P L (H). Therefore, we artificially set µ(x 0 ) := 0 for a fixed x 0 ∈ P(H) and define the degree µ(y) := µ(y, x 0 ) ∈ Z/N L for all other y ∈ P L (H). Assigning index zero to another element in P L (H) leads to a shift of the degree. Therefore, by this procedure we define a mod N L grading on P L (H) up to an overall shift.
In this article we choose to fix the shifting ambiguity by requiring that the dimension of the moduli space M(H; x) (see definition 4.2 below), is given by µ(x) mod N L . Equivalently, we could demand that the space M(x; H) (see definition 4.9) has dimension n − µ(x) mod N L . More details can be found in section 4. This convention is consistent by a gluing argument and additivity of the Fredholm index.
The Floer differential ∂ F is defined by counting perturbed holomorphic strips (a.k.a. semi-tubes or Floer strips), see figure 1. For x, y ∈ P L (H) we define the moduli spaces
where other on φ H (L). Again the flow of the Hamiltonian vector field provides a one-to-one correspondence between perturbed and unperturbed strips.
Theorem 3.2 (Floer) . For a generic family J, the moduli spaces
We note that the dimension of the moduli spaces is given by the Maslov index modulo the minimal Maslov number N L . In other words, if we fix the asymptotic data to be x, y ∈ P L (H), the moduli space M L (x, y; J, H) consists (in general) out of several connected components each of which has dimension
Convention 3.3. We set M L (x, y; J, H) [d] to be the union of the d-dimensional components. 
The boundary operator ∂ F in the Floer complex is defined on generators y ∈ P L (H) by
and is extended linearly to CF * (L, φ H (L)). Here, # 2 M L (x, y; J, H) [0] denotes the (mod 2) number of elements in M L (x, y; J, H) [0] . The two theorems above justify this definition of ∂ F , namely the sum is finite and
It is an important feature of Floer homology that it is independent of the chosen family of almost complex structure and invariant under Hamiltonian perturbations. In particular, there exists an canon 
where d x : D 2 + → M realizes a homotopy from a constant path to the path x. The value of the action functional depends only on the relative homotopy class of d x . Its critical points are exactly the elements of P L (H).
To the Hamiltonian function H : S 1 × M −→ R there is also Hamiltonian Floer homology HF * (H) assigned. It is generated over Z/2 by the set
i.e. CF * (H) = P(H) ⊗ Z/2, and graded by the Conley-Zehnder index µ CZ . We normalize the ConleyZehnder index by requiring that µ CZ t → a(−t) = −µ CZ (a) for all a ∈ P(H) and that for C 2 -small Morse functions f we have
The set P(H) correspond to a subset of the fixed points of the time-1-map φ H . The Floer differential ∂ F (we use the same notation as for Lagrangian Floer homology) is defined by counting perturbed holomorphic cylinders (instead of strips). For a, b ∈ P(H) we define In contrast to Lagrangian Floer homology the construction of Hamiltonian Floer homology can be accomplished in more generality, for instance for semi-positive symplectic manifold. A very nice account with many details of Hamiltonian Floer homology for monotone symplectic manifolds can be found in [Sal99] . Extensions to more general settings, e.g. using Novikov rings, can be found in [HS95, MS04] .
T L P-S-S 
The construction.
In this section we will describe the construction of the maps
on the Floer resp. Morse chain complex and show that they are well-defined and chain maps whenever
These maps are analogs of the Piunikhin-Salamon-Schwarz isomorphism, which is an isomorphism PSS : H * (M) −→ HF * (H) between Hamiltonian Floer homology and singular homology and which is defined for semi-positive symplectic manifolds (M, ω). Due to transversality problems for moduli spaces of holomorphic disks, Lagrangian Floer homology is only defined for monotone Lagrangian submanifolds L with minimal Maslov number N L ≥ 2, see [Oh93, Oh95] . Furthermore, a complete analogue of the PSS isomorphism cannot exist since Lagrangian Floer homology is not isomorphic to the singular homology in general.
4.1.1. Construction of ϕ * .
We define the moduli space M ϕ (q, x; J, H, f, g) to consist of pairs (γ, u) of maps
where β : R → [0, 1] is a smooth cut-off function satisfying β(s) = 0 for s ≤ 0 and
, is a family of compatible almost complex structures. The pair (γ, u) is required to satisfy boundary conditions
where q ∈ Crit( f ) is a critical point of f and x ∈ P L (H). Due to the cut-off function β the strip u is holomorphic for s ≤ 0 and has, by assumption, finite energy E(u) < ∞. In particular, u admits a continuous extension u(−∞), see [MS04, section 4.5]. In other words, topologically u forms a half disk {z ∈ C : |z| ≤ 1 , ℜ(z) ≥ 0} such that the boundary part {|z| = 1} is mapped to L and {ℜ(z) = 0} is mapped to the cord x (see figure 2). For brevity we denote this moduli space by
Theorem 4.1. For generic choices of all data, the moduli spaces
P. This is a straightforward adaptation of the methods used in [Flo88a] and [PSS96] . The main point is to prove that the moduli space M(H; x) from definition 4.2 below is a smooth manifold and that the evaluation map
Compactness properties are a more subtle issue. We employ an index argument to rule out bubbling. Since the bubbling occurs for the perturbed strips we give the following definition. We recall that β : R → [0, 1] is a smooth cut-off function satisfying β(s) = 0 for s ≤ 0 and β(s) = 1 for s ≥ 1.
Remark 4.3. A part of the proof of theorem 4.1 is to show that for generic choices, M(H; x) is a smooth manifold. We recall that by our convention, the moduli space [d] are compact up to adding broken strips.
Theorem 4.4. Let L be a closed, monotone Lagrangian submanifold of minimal Maslov number N L . Then for all d < N L the moduli spaces M(H; x)
P. Using Floer's equation the following inequality is easily derived for an element u ∈ M(H; x).
For convenience we compiled the computations in appendix A.
(4.9)
We refer to the appendix for the notation and note that for each two elements u, v ∈ M(H; x) [d] the Maslov index of u#(−v) equals zero, µ Maslov (u#(−v)) = 0. Otherwise, u and v could not lie in components of the same dimension. Since L is monotone this implies ω(u) = ω(v) and thus the value of the action functional
We obtain a uniform bound on the energy for elements in the moduli space M(H; x) [d] . Hence, we can apply Gromov's compactness theorem. In particular, sequences converge up to breaking and bubbling. We claim that, under the assumption d < N L , only breaking occurs.
Indeed, if a sequence (u n ) ⊂ M(H; x) [d] converges in the Gromov-Hausdorff topology, i.e.
• {s σ } are holomorphic spheres,
• {d δ } are holomorphic disks, then (see [Flo89] , [Oh93, proposition 3.7] ) the Fredholm index of the linearized Cauchy-Riemann operator F behaves as follows:
We know by transversality that ind
Theorem 4.4 implies that the moduli space M ϕ (q, x) is compact up to breaking as long as the space
Moreover, the standard gluing techniques (see for instance [Sch95, MS04]) imply that the moduli spaces M ϕ (q, x) can be compactified by adding broken Morse trajectories or Floer strips, as long as no bubbling occurs. In particular, we can compactify the one-dimensional moduli space M ϕ (q, x) [1] by adding either a Morse trajectory or a Floer strip, see figure 3.
Here, M(q, p; f, g) is the moduli space of (unparametrized, negative) gradient-flow trajectories of the Morse function f on L which run from q to p. The gradient is taken with respect to the metric g.
The map ϕ k is extended by linearity.
Theorem 4.7. For k ≤ N L − 2 the homomorphism ϕ k is well-defined and a chain morphism, that is
) and d = 0, 1. In particular, the sum in the definition of ϕ k is finite and the map is therefore well-defined. That ϕ k is a chain morphism is encoded precisely in equation (4.11) in corollary 4.5.
In particular, in homology we obtain homomorphisms
Before we define the map ρ k we want to give a more geometric picture of the problems leading to the restrictions k ≤ N L − 2. The most problematic issue arises when bubbling occurs at the continuous extension u(−∞) for u ∈ M(H; x). Let us assume that there exists a sequence (γ n , u n ) ⊂ M ϕ (q, x) such that this kind of bubbling occurs. Then we obtain as limit object (see figure 4) a gradient halftrajectory γ, an element u ∈ M(H; x) and a holomorphic disk d :
14)
where z 0 , z 1 are two point in ∂D 2 . This also can be viewed as breaking of the strip u near −∞. 
where f, g, J are as above but the cut-off function β(s) in changed to β(−s). The pair (γ, u) is required to satisfy boundary conditions
where q ∈ Crit( f ) is a critical point of f and x ∈ P L (H). Because of the change of the sign in the cut-off function the strip u is holomorphic for s ≥ 0 and thus, u admits a continuous extension u(+∞).
Definition 4.9. Analogously to M(H; x) (see definition 4.2) we set for x ∈ P L (H)
As M(H; x) these moduli spaces are smooth manifolds (for generic choices). The dimension is given by dim
is the intersection of M(x; H) with the stable manifold W s (q) of the critical point q ∈ Crit( f ). In particular, we obtain Theorem 4.10. For generic choices of all data, the moduli spaces P. The proof of theorem 4.11 and of the following corollary is literally the same as for theorem 4.4 up to a slight change of the uniform energy estimate for a solution u ∈ M(x; H) (see appendix A):
Corollary 4.12. If dim M(H; x) < N L , the zero dimensional moduli space is compact and the one dimensional moduli space M ρ (x, q) [1] can be compactified such that
This leads to Definition 4.13. For k ≥ n − N L + 2 we define on generators
which then is extended by linearity.
The following theorem is proved in exactly the same way as theorem 4.7.
Theorem 4.14. For k ≥ n − N L + 2 the homomorphism ρ k is well-defined and a chain morphism.
We obtain two homomorphisms The analogous modification (or better restoration of the original) of ϕ gives rise to another moduli space M PSS, inv (q, a) defining a map PSS −1 , which actually is the inverse map to PSS (see remark 4.22). The compactness properties of the moduli spaces defining PSS are better than those of M ϕ (q, x) and M ρ (x, p) since the only bubbling phenomenon is bubbling-off of holomorphic spheres (and no holomorphic disks). Holomorphic spheres are either somewhere injective or multiply covered and therefore, the theorem analogous to theorems 4.4 and 4.11 hold with much less restrictive assumptions and for more general symplectic manifolds.
The isomorphism property.
In this section we will prove the second part of theorem 1.1 asserting that, whenever both homomorphisms ϕ k and ρ k are defined simultaneously, they are inverse to each other. This only occurs when
For both compositions, ρ k • ϕ k and ϕ k • ρ k , we will describe cobordisms which relate the counting defining the composition to the counting defining the identity map.
The proof is analogous to the original approach in [PSS96] . Geometrically, the cobordism relating the composition to the identity is given by the following steps, see figure 6.
( In other words, up to a cobordism (i.e. in homology), the coefficient ρ k • ϕ k (y) in front of x equals zero or one depending on whether x = y.
We realize steps (1) to (3) of the above geometric picture by the following moduli space M ρ•ϕ (x, y), which consists out of quadruples (R, u + , Γ, u − ), where
The moduli space M ρ•ϕ (x, y) depends on further data such as the Morse function f on L, the metric g, the (family of) compatible almost complex structures J and the Hamiltonian function H. We suppress this in the notation. 
where the "+1" accounts for the parameter R. We denote by
P. This is proved in the same way as for the other moduli spaces, cf. e.g. theorem 4.1. 
P. As explained in section 4.1.1 respectively 4.1.2 the only source of non-compactness apart from breaking is bubbling-off. In theorems 4.4 respectively 4.11 we used that the Fredholm index drops at least by the minimal Maslov number N L when a bubble appears. From this we concluded that no bubbling occurs for sequences in the moduli spaces M(H; x) respectively M(x; H). The very same argument works for the moduli spaces M ρ•ϕ (x, y) [d] for d = 0, 1, but now we have to exclude bubbling for both moduli spaces, M(H; y) and M(x; H). This is guaranteed by the assumptions µ(y) ≤ N L − 2 and µ(x) ≥ n − N L + 2. Since no bubbling occurs, the only non-compactness is due to breaking. The usual gluing arguments show that we can compactify the moduli spaces by adding broken trajectories. This is encoded in the formula for the boundary of (the compactification) of the one dimensional moduli space as follows. First, R = 0 is an obvious boundary. Second, for a sequence (R n , u y) either (R n ) converges or diverges. In the former case either u
− breaks, creating an perturbed holomorphic strip in M L (x, x ′ ; J, H) [0] or M L (y ′ , y; J, H) [0] and another solution in M ρ•ϕ (x ′ , y) or M ρ•ϕ (x, y ′ ). This comprises union two and three. In case R n → ∞ the sequence of finite length gradient trajectories (Γ n ) breaks into two gradient half-trajectories, creating a solution in M ρ (y, q) and M ϕ (q, y) which both connect to the same critical point q ∈ Crit( f ). This is expressed in the last union. 
is extended linearly.
Before we prove that Θ ρ•ϕ k is a chain homotopy we set
and note that the set (R, u + , Γ, u − ) ∈ M ρ•ϕ (x, y) [1] | R = 0 is zero dimensional and compact by the same argument as in theorem 4.17. Since this set is a boundary, ϑ descends to homology, which also follows immediately from the next corollary.
Corollary 4.19. For n
is well-defined and the following equality holds (where sign are arbitrary as we use Z/2-coefficients). 
For the rest of this section we will prove the Claim 4.21. In homology the identity
This is realized by the remaining steps (4) and (5) of our geometric picture from the beginning of this section.
First, we note that the set (R,
This moduli space is cobordant to the following moduli space
where α is a cut-off function such that α(s) = 0 for |s| ≤ 1 and α(s) = 1 for |s| ≥ 2. A one parameter family of Hamiltonian terms from α(s)X H (t, ·) to X H (t, ·) gives rise to another chain homotopy relating ϑ k to the map defined by counting elements in M L (x, y; J, H) [0] . But the latter space carries a free R-action as long as x y. In particular, the zero dimensional components are empty in case x y and consist out of exactly the constant solution x, otherwise. Thus, ϑ k equals in homology the identity map id
The compactness issue is addressed in the same way as before, that is, no bubbling can occur as
We will not write down explicit moduli spaces for the last chain homotopy but refer the reader to the original work of Piunikhin, Salamon and Schwarz [PSS96] as well as to the book [MS04, section 12.1].
This proves the claim and we conclude that if
The proof of the identity ϕ k • ρ k = id H n−k (L;Z/2) is different from the one above since here we have to glue two perturbed holomorphic strips along a common cord. The glued object is then different from those appearing so far. We will have to argue differently to establish compactness. Furthermore, we cannot proceed as Piunikhin, Salamon and Schwarz did in [PSS96] because they use the dichotomy between somewhere injective and multiply covered which is true for holomorphic spheres but does not hold for holomorphic disks. Let us start again with the geometric picture.
( We note that the Morse indices of q and p are equal. The set of triples (γ − , U, γ + ) as described above is obtained by intersecting the space of maps U with the unstable manifold of q and the stable manifold of p. In particular, the space formed by the maps U has to be of dimension n = dim L. This implies that the integral of the symplectic form ω over U vanishes: ω(U) = 0. At this point the monotonicity of the Lagrangian submanifold L is essential. In case the holomorphic sphere is non-constant such a configuration cannot be zero-dimensional due to the remaining S 1 -action of rotation. Thus, the holomorphic spheres must be constant and the conclusion is as above.
For q, p ∈ Crit( f ) we define the moduli space M ϕ•ρ (q, p) to be the set of quadruples (R, γ − , U, γ + ), where
The mapα R is a cut-off function such that for R ≥ 1 we haveα R (s) = 1 for |s| ≤ R andα R (s) = 0 for |s| ≥ R + 1. Furthermore, we require for its slope that −1 ≤α ′ R (s) ≤ 0 for s ≥ 0 and 0 ≤α ′ R (s) ≤ 1 for s ≤ 0. For R ≤ 1 we setα R (s) = Rα 1 (s). In particular, for R = 0 the cut-off function vanishes identically:α 0 ≡ 0. Finally, we demand that the ω-integral of U vanishes,
(4.44)
As usual we suppress the dependency on further data such as the Hamiltonian function, etc. in the notation for the moduli space. P. For R > 0 transversality can be achieved by standard methods since the Hamiltonian term is non-constant. That is, perturbing the Hamiltonian term and the (compatible family of) almost complex structures is sufficient to achieve transversality. For R = 0 the disks U are holomorphic and ω(U) = 0, thus U is constant and we obtain two gradient half trajectories matching up. In particular, transversality is achieved by pure Morse-theoretic means.
The dimension formula is derived from the fact that for fixed R the space of maps U has dimension n + µ Maslov ([U]) = n. The moduli space M ϕ•ρ (q, p) is the intersection of this space with the unstable manifold W u (q) and the stable manifold W s (p). This implies that for fixed R the dimension is given by n − (n − µ Morse (q)) − µ Morse (p) = µ Morse (q) − µ Morse (p). The parameter R adds +1 to the dimension. Now we come to the core part of this section, namely the suitable compactness statement for the moduli space M ϕ•ρ (q, p) [d] . The proof has a completely different flavor than the previous compactness proofs since we cannot argue by solely considering the Fredholm index.
Theorem 4.25. If the Morse indices k
= µ Morse (q) and l = µ Morse (p) satisfy n − N L + 1 ≤ k, l ≤ N L − 1, then the moduli space M ϕ•ρ (q, p) [d] is
compact up to breaking. In particular, if d = 0 the moduli space is compact and if d
P. The computation of the following uniform energy bounds on the energy of solutions U, where (R, γ − , U, γ + ) ∈ M ϕ•ρ (q, p) [d] , is included in appendix A. The following holds,
where ||H|| is the Hofer norm of H. In particular, we know that sequences (R n , γ
+ ) converge modulo breaking and bubbling-off. We claim, that no bubbling occurs given n− N L + 1 ≤ k, l ≤ N L − 1, where k and l are the Morse indices of q and p.
We will prove this in two steps. In the first step, we will describe what type of bubbling can occur. In the second step, we then conclude that this will (generically) not affect the moduli spaces M ϕ•ρ (q, p) [d] .
Step 1: For R > 0 we define the moduli space M(R, H; a) to contain on [−R − 1, R + 1] × [0, 1] perturbed holomorphic disks with ω-integral equal to a ∈ R. That is, M(R, H; a) consists out of maps
where the cut-off functionα R is as above (see the lines above equation (4.44)). Furthermore, we require ω(U) = a . (4.50) With this definition, for a fixed value of R, the moduli space M ϕ•ρ (q, p) is given by the intersection of M(R, H; 0) with the unstable manifold W u (q) and the stable manifold W s (p). The proof that M ϕ•ρ (q, p) is a smooth manifold carries over unchanged to the spaces M(R, H; a) which has dimension dim M(R, H; a) = n + µ Maslov (U), where λ · µ Maslov (U) = ω(U) = a for U ∈ M(R, H; a) due to the monotonicity assumption (cf. definition 3.1).
If bubbling occurs for sequences (R n , γ
We start with the case that exactly one holomorphic disk bubbles off: U n ⇀ (U, d) , where U is the remaining solution and d is the holomorphic disk. Since the homotopy class is preserved in the limit we conclude ω(U)
If the map U = const, we conclude ω(U) = 0 and thus ω(d) = 0 and thus d = const. Therefore, no bubbling occurs in this case. This corresponds to the case R ∞ = 0, where the set M(0, H; 0) L contains exactly the constant maps.
If we assume that the map U ∈ M(R ∞ , H; −a) is non-constant (in particular, R ∞ 0) we can distinguish three different possibilities how U and d connect,
(1) at −∞: there exists
in between: there exists z 3 ∈ ∂D 2 and (s, t) ∈ R × {0, 1} such that U(s, t) = d(z 3 ). In step 2 we will argue why this does not harm the moduli spaces M ϕ•ρ (q, p). Furthermore, the case of multiple bubbling is mentioned below.
(B) R n −→ ∞ : In this case, U n has to break. Again we assume that the strip breaks once and one holomorphic disk bubbles off: U n ⇀ (V 1 , V 2 , d). That is, V 1 ∈ M(H; x) and V 2 ∈ M(x; H) for some x ∈ P L (H) (the moduli spaces M(H; x) and M(x; H) appear in definition 4.2 and 4.9).
As before ω(V 1 #V 2 ) + ω(d) = 0 holds. Again, if both maps V 1 and V 2 are constant then so is the holomorphic disk d and we conclude that no bubbling occurred. If either V 1 or V 2 is non-constant so is the other because they converge to the same element x ∈ P L (H) and are holomorphic at ±∞.
We are left with the case that all maps V 1 , V 2 and d are non-constant and again we distinguish the places where the bubbling occurred:
(4) at −∞: there exists z 4 ∈ ∂D 2 such that
(6) in between: there exists z 6 ∈ ∂D 2 and (s, t) ∈ R × {0, 1} such that
there exists z 7 ∈ ∂D 2 and t ∈ {0, 1} such that x(t) = d(z 7 ). What we did not mention in the cases (4) - (7) is that multiple breaking might occur, i.e. U n ⇀ (V 1 , V 2 , . . . , V r , d) . The maps V 2 , . . . , V r−1 are perturbed holomorphic strips, i.e. elements in moduli spaces M L (y, z; J, H), which define the boundary operator in Floer homology. For this case we refer the reader to the end of step 2.
Before we proceed to step 2 we note that cases (1) -(7) are in fact the only cases which we have to consider, that is, no multiple bubbling can occur. Indeed, in all above cases the bubble d has to satisfy µ Maslov ([d]) = N L for the following reason. Recall that the remaining solutions U respectively V 1 , V 2 are non-constant elements of a smooth moduli space of dimension n + µ Maslov (−[d] ). Since N L ≥ n 2 + 2 (otherwise the statement of the theorem is empty) the dimension of these moduli space
In particular, for k ≥ 2 these spaces are empty due to transversality. We are left with either k = 0, in which case no bubbling occurs, or k = 1 which corresponds to µ Maslov (a) = N L .
This shows that multiple bubbling-off is not possible since it would reduce the dimension by at least 2N L . We conclude that either a disk or a sphere bubbles off and has Maslov index N L . We conclude step 1 by the following two remarks.
• If N L ≥ n + 2 not even k = 1 is admissible and we are immediately done. In particular, Oh's result that HF * (L) H * (L) for N L ≥ n + 2 follows immediately.
• The case R ∞ = 0 is completely settled, that is, for R ∞ = 0 no bubbling occurs (see (A)).
Step 2: We discuss cases (1) -(7).
We start with case (1):
As mentioned above, for fixed R the moduli space M ϕ•ρ (q, p) is the intersection of the space M(R, H; a = 0) with the unstable manifold W u (q) and the stable manifold W s (p). If case (1) occurs, the moduli space M ϕ•ρ (q, p) is only affected if the intersection M(R ∞ , H; −a) ⋔ W s (p) is non-empty, i.e. if the following type of configuration exists (see figure 8 ): (γ − , d, U, γ + ), where γ ± are gradient flow half-lines as before and (U, d) are the limit objects. All these objects have to be connect to each other as follows.
This implies that the intersection M(R ∞ , H; −a) ⋔ W s (p) = ∅ by transversality. In other words generically case (1) does not affect the moduli spaces M ϕ•ρ (q, p).
We point out that we employ only transversality for space of perturbed holomorphic disks since
This shows that case (1) does not affect the moduli spaces
Before we handle the other cases we want to make the following remark. Though figure 8 looks similar to figure 4 on page 13 there is a major difference. Namely, in the present configuration no cord x ∈ P L (H) is involved. Moreover, in the limit R n −→ ∞ the sequence of strips (U n ) breaks and there is no control about which cord x ∈ P L (H) appears. In particular, we cannot apply any argument as in sections 4.1.1, 4.1.2 or 4.2.1, where we imposed bounds on the Maslov indices of x ∈ P L (H).
The same type of argument as for bubbling case (1) settles the other cases. In case (2) we need to consider the intersection
For case (3) we can apply the argument for case (1) or (2).
It remains to deal with cases (4) - (7). We apply the same type of argument to the space
which replaces M(R ∞ , H; −a), more precisely equals M(∞, H; −a). It has dimension n − N L and has to has a non-empty intersection with W u (q) in case (4) and with W s (p) in case (5). The same dimension considerations apply. Cases (6) and (7) are then treated as case (3) is.
At the end of step 1 we mentioned the case of multiple breaking
Step 2 is easily adapted, namely the space
is replaced by the set containing r-tuples (V 1 , V 2 , . . . , V r−1 , V r ) in the set 
and extend it linearly.
Before, we prove that Θ ϕ•ρ k is a chain homotopy we set
and note that the set (R, γ − , U, γ + ) ∈ M ϕ•ρ (q, p) [1] | R = 0 is zero dimensional and compact by the same argument as in theorem 4.25. The compactness statement in theorem 4.25 for one dimensional components immediately implies
where δ L denotes the Morse-differential, and thus, in homology
It is obvious that
Z/2) actually equals the identity, even on chain level. Indeed, we count the elements in the set
Since R = 0, the map U is a holomorphic disk satisfying ω(U) = 0, i.e. U is constant. In particular, the two gradient half trajectories match up: γ − (0) = γ + (0). In other words, we count single gradient trajectories γ : R −→ M from q to p. Moreover, we are interested in zero-dimensional families without dividing out the R-action, that is
This shows that ϑ k = id CM n−k (L;Z/2) and concludes the section. In particular, we finally proved the full statement of theorem 1.1. We end this section with the following Remark 4.28. The homomorphisms ϕ * and ρ * are natural with respect to the change of the Hamiltonian function. For the moment we denote by ϕ H * and ϕ K * the homomorphisms obtained by using two different Hamiltonian function H, K : S 1 × M −→ R. Then ϕ H * and ϕ K * are intertwined by the continuation homomorphisms
The same holds true for changing the Morse function. This is proved again by a suitable cobordism. We leave this to the reader.
T  
In the last two sections we prove theorem 1.5. We start the construction of the homomorphism
(5.1)
As already mentioned in the introduction this map was independently considered by A. Abbondandolo and M. Schwarz in the context of Floer homology of cotangent bundles and the ring-isomorphism to the homology of the loop space.
Let us recall the current setting (cf. theorem 1.1). (M, ω) is a closed symplectic manifold and L ⊂ M a closed, monotone Lagrangian submanifold with minimal Maslov number N L ≥ 2. Furthermore, H : S 1 × M −→ R is a non-degenerate Hamiltonian function. Schematically, χ is defined by counting maps of the form depicted in figure 9 .
A very nice description of the chimney shaped domain in figure 9 is due to Abbondandolo-Schwarz in [AS06] and goes as follows. We set
with the induced conformal structure. In other words, the interior of Σ χ is a cylinder with a half-line removed. Furthermore, the conformal structure on the interior is standard. Σ χ is a Riemann surface with boundary where the conformal structure at the point (0, 0) is induced by the map z → √ z. In [AS06] further pictures and details can be found. A nice feature of this particular description of the Riemann surface Σ χ are the global conformal coordinates.
The set Σ χ is the domain for the maps u defining the homomorphism χ. For x ∈ P L (H) and a ∈ P(H) we define
The next proposition is taken from [AS06, proposition 3.3]. 
As before we denote by M χ L (a, x) [d] the union of the d-dimensional components. In [AS06] the authors include a compactness statement in the same proposition since they work in cotangent bundles which are exact, moreover, the involved Lagrangian submanifolds are exact, thus bubbling is not present. In the current situation bubbling is possible but can be ruled out due to monotonicity.
Proposition 5.2. Under the hypothesis of theorem 1.1 the following holds.
( [1] is compact up to breaking. Moreover, in this case it can be compactified such that
(5.5)
P. Bubbling-off is handled in the same manner as for previous moduli spaces. Elements u ∈ M χ L (a, x) satisfy the same uniform energy estimate as do connecting trajectories (see appendix A). In particular, sequences converge to broken solutions and holomorphic disks resp. holomorphic spheres. The very same argument as in the proof of theorem 4.4 rules out bubbling for the zero and onedimensional moduli spaces.
We obtain a map
which descends to homology
Remark 5.3. We recall that we need to reduce the grading of the Hamiltonian Floer homology HF * (H) from modulo the minimal Chern number N M to modulo the minimal Maslov number N L due to the dimension formula in proposition 5.1. To avoid this we could work with appropriate Novikov rings.
The map τ :
is defined by flipping picture 9. More precisely, we define the surface
which is obtained from Σ χ by replacing s by −s. In particular, all above result remain unchanged but the dimension formula which is modified accordingly as follows. 
Moreover, the zero-dimensional components are compact and the one-dimensional components are compact up to simple breaking.
Remark 5.5. The dimension formula looks asymmetric in the sense that one would expect a summand ±n in the formula. That this is not the case is due to our index convention as described in section 3. Indeed, under the change s → −s the indices behave as follows: µ(x) → n − µ(x) and µ CZ (a) → −µ CZ (a).
We obtain a map τ :
which descends to homology τ :
(5.12)
T  
In this section we prove theorem 1.5, more precisely we show that the diagrams
commute. This is again achieved by inspecting suitable cobordisms. Of the four identities, which we have to prove, we will give details for the following
The suitable moduli space M ! (q, p) proving this equality consists out of tuples (R, γ M , u, γ L ) where
Finally, we demand for the ω-integral of the map u that
holds. The mapα R is a cut-off function such that for R ≥ 1 we haveα R (s) = 1 for |s| ≤ R and α R (s) = 0 for |s| ≥ R + 1. Furthermore, we require for its slope that −1 ≤α ′ R (s) ≤ 1. For R ≤ 1 we setα R (s) = Rα 1 (s). In particular, for R = 0 the cut-off function vanishes identically:α 0 ≡ 0. f L and f M are Morse functions on L and M, respectively, furthermore g L and g M are Riemannian metrics. As usual we suppress the dependency on further data such as the Hamiltonian function, etc. in the notation for the moduli space. The geometric idea behind this cobordism is depicted in figure 10 .
The moduli space M ! (q, p) is similar to the moduli space M ϕ•ρ (q, p) which is defined in the lines above theorem 4.23. The next proposition is completely analogous to the just cited one. 
(1)
(1) This is the obvious boundary of M ! (q, p) [1] given by R = 0. P. This is proved by the same methods as before, see the proof of theorem 4.25.
Remark 6.3. In case (1) the map u is pseudo-holomorphic since due to R = 0 the Hamiltonian perturbation equals 0. According to the definition of M ! (q, p) we have ω([u]) = 0 and thus u is constant. We conclude
It is a straight-forward exercise in Morse homology to prove that counting zero dimensional components of the right hand side defines the map
For any real number T ∈ R we define the moduli space M I (a, p; T ) as follows
The cut-off function β satisfies β(s) = 0 for s ≤ 0 and β(s) = 1 for s ≥ 1. As before the finite energy condition E(u) < +∞ together with the cut-off of the Hamiltonian term guarantees the existence of an extension of u to u(+∞). For T = 0 the moduli spaces in theorem 6.2 is obtained. We note that in the latter definition the cut-off function β(s + T ) is replaced by β(−s − T ) and γ is a gradient flow line in M.
With the following notations
(6.9) theorem 6.2 implies
(6.10) Thus, in homology the identity For the convenience of the reader we compile in this appendix some standard computations in Floer homology which lead to uniform energy bounds for solutions in various moduli spaces. These moduli spaces depend on some boundary data such as x ∈ P L (H) or a homotopy class α ∈ π 2 (M, L) etc.. The term uniform energy bounds indicates that the energy for all solutions in the moduli space can be bounded in quantities only involving the boundary data, e.g. the action value A H (x, d x ) or the ω-integral ω(α).
We 
