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Resumen: Una de las tareas esenciales dentro del proceso del Clustering de Docu-
mentos es medir la similitud entre e´stos. En este trabajo se presenta una nueva me-
dida basada en el nu´mero y la categor´ıa de las Entidades Nombradas compartidas
entre documentos. Para evaluar la calidad de la medida propuesta en el clustering
multilingu¨e de noticias, se han utilizado tres medidas de pesado diferentes y dos
medidas de similitud esta´ndar. Los resultados demuestran, con tres colecciones de
noticias comparables escritas en espan˜ol e ingle´s, que la medida propuesta es com-
petitiva, superando en algunos casos a medidas como el coseno y el coeficiente de
correlacio´n.
Palabras clave: Entidad Nombrada, Clustering Multilingu¨e, Similitud de docu-
mentos
Abstract: Measuring the similarity between documents is an essential task in Doc-
ument Clustering. This paper presents a new metric that is based on the number
and the category of the Named Entities shared between news documents. Three dif-
ferent feature-weighting functions and two standard similarity measures were used
to evaluate the quality of the proposed measure in multilingual news clustering.
The results, with three different collections of comparable news written in English
and Spanish, indicate that the new metric performance is in some cases better than
standard similarity measures such as cosine similarity and correlation coefficient.
Keywords: Named Entity, Multilingual Clustering, Document Similarity
1. Introduction
Multilingual Document Clustering (MDC)
involves dividing a set of n documents, writ-
ten in different languages, into k number of
clusters; such that similar documents belong
to the same cluster. A multilingual cluster
contains documents written in different lan-
guages; and a monolingual cluster is formed
by documents written in the same language.
The scope of MDC tools is to ease tasks
such as multilingual information access and
organization: Cross-Lingual Information Re-
trieval or Question Answering in multilingual
collections, among others.
Multilingual Document Clustering sys-
tems have developed different solutions to
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group related documents. Mainly two groups
of strategies have been employed: (1) those
that use translation technologies and (2)
those that transform the document into
a language-independent representation. The
approaches that use Machine Translation
systems, such as (Flaounas et al., 2011),
(Lawrence, 2003), (Gael and Zhu, 2007), or
those that use translation with dictionaries,
such as (Cheung, Huang, and Lam, 2004),
(Urizar and Loinaz, 2007), (Mathieu, Be-
sanc¸on, and Fluhr, 2004), (Wu and Lu, 2007),
belong to the first strategy. On the other
hand, the approaches that map text contents
to an independent knowledge representation,
such as thesaurus (Steinberger, Pouliquen,
and Hagman, 2002), (Steinberger, Pouliquen,
and Ignat, 2006), (Pouliquen et al., 2004);
or those that recognize language-independent
text features inside the documents, such as
(Denicia-Carral et al., 2010), (Steinberger,
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Pouliquen, and Ignat, 2005), (Silva et al.,
2004), (Chau, Yeh, and Smith, 2005), belong
to the second one. Both strategies can be ei-
ther used isolated or combined. We are at
work on an approach that employs the lat-
ter, representing the document contents by
using the cognate Named Entities (NEs) as
language-independent features.
Named Entities play a critical role in Nat-
ural Language Processing (NLP) and Infor-
mation Retrieval (IR) tasks, such as Machine
Translation, Document Clustering, Summa-
rization, Information Extraction, etc. Par-
ticularly, NEs are more informative than
other features in news documents, as we
can be seen in different works: (Shinyama
and Sekine, 2004), (Shah, Croft, and Jensen,
2006), (Pouliquen et al., 2004), (Armour,
Japkowicz, and Matwin, 2005), and (Mon-
talvo et al., 2007b). According to the jargon
of journalists, the content of a news docu-
ment must contain answers to six questions
(What, Who, When, Where, Why, How), and
part of the answers of these questions usually
involve NEs (e.g., answers to who questions
usually involve persons or organizations, an-
swers to where questions involve locations,
and answers to when questions involve tem-
poral expressions). For this reason our pro-
posal to measure the similarity between doc-
uments are based on the shared NEs.
There are several factors that influence
Document Clustering results such as the clus-
tering algorithm, the features that represent
the documents, the feature-weighting func-
tion, and the similarity measure. In par-
ticular, many problems that involve some
type of document organization depend on
the estimated similarity, or distance, between
them. Finding the similarity between doc-
uments is usually based on extracting fea-
tures from the documents, weighting those
features, and using standard functions such
as the cosine measure or the correlation coef-
ficient. Thus, a clustering algorithm that ex-
ploits special characteristics of the document
content may lead to superior results (Ko-
gan, Teboulle, and Nicholas, 2005). A large
number of functions that estimate similar-
ity (or distance) between documents have
been developed, varying greatly in their ex-
pressiveness, mathematical properties, or as-
sumptions (Rodr´ıguez, 2002), (Baeza-Yates
and Ribeiro-Neto, 1999). Hence, the calcu-
lation of the similarity can differ depending
on the particular domain, corpus, features, or
task. In this paper, we focus on the news sim-
ilarity calculation, presenting a new measure
to compare documents with the aim of im-
proving Multilingual News Clustering. This
new measure determines the similarity be-
tween multilingual documents using informa-
tion from the cognate NEs that they contain.
The rest of the paper is organized as fol-
lows. Section 2 presents the proposed mea-
sure. Section 3 shows how news documents
are represented, as well as the clustering al-
gorithm used in the experimentation. The ex-
perimental evaluation is presented in Section
4, and finally, Section 5 presents the conclu-
sions and future work.
2. A new comparison measure:
NESM
Since we are exploring news clustering based
on the representation of the news by means
of the cognate NEs, we wanted to check the
impact and behaviour of a measure which ex-
plicitly takes into account the number and
categories of the different NEs shared be-
tween news. With this aim we propose the
Named Entities Shared Measure (NESM)
that is defined as follows:
NESM(d1,d2) =
∑
NE cat
NE(d1,d2)sha
NE(d1,d2)max
(1)
Where NE(d1,d2)sha is the number of
different NEs shared by two documents d1
and d2, and NE(d1,d2)max is the maximum
number of different NEs shared by two docu-
ments of the corpus written in the same lan-
guages as d1 and d2. For example, in a corpus
where documents are written in Spanish and
English, if d1 and d2 are written in Spanish,
NE(d1,d2)max is the maximum number of
NEs shared by two documents in the Span-
ish corpus side; if d1 and d2 are written in
English, the maximum value is the maximum
number of NEs shared by two documents in
the English corpus side; and, finally, if d1 and
d2 are written one in Spanish and the other
in English, the maximum value is the max-
imum number of NEs shared by two docu-
ments written in Spanish and English in the
corpus.
NESM is not formally a similarity measure
because it does not fulfill all the required met-
ric properties. Even so, this measure is well-
behaved mathematically. In detail, NESM is
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not enclosed in [0,1], but [0,4] because we take
into account 4 NE categories. Furthermore,
due to its special normalization it can be that
NESM(di,di) 6= 1. This is because we are
dividing by a maximum value in the corpus.
With this normalization we try to find out
how close the number of NEs shared by two
documents is to the maximum, and therefore
this measure does not keep the main required
condition for a similarity measure. So, NESM
function is a proximity measure between doc-
uments. The higher the value of NESM the
more similar are the documents.
3. Multilingual News Clustering
Next, we describe the way the documents are
represented in our approach, the functions we
use to compare news in addition to NESM,
and the clustering algorithm we use in these
experiments.
3.1. News Representation
Usually news documents contain a large num-
ber of NEs. The frequency of named-entity
phrases in news texts reflects the significance
of the events they are associated with (Ku-
maran and Allan, 2004). Named Entities tend
to be preserved across comparable documents
because it is generally difficult to paraphrase
names (Shinyama and Sekine, 2004). Tak-
ing into account this synchronicity of names
in comparable news texts, our approach for
Multilingual News Clustering is based on the
representation of the news by means of the
cognate NEs they contain. In linguistics, cog-
nates are words that have a common etymo-
logical origin and share common spelling. In
(Montalvo et al., 2007a), the authors showed
that the use of cognate NEs, as the only type
of features to represent news, leads to good
multilingual clustering performance. The re-
sults were comparable, and in some cases
even better, to those obtained by using more
types of features (nouns, verbs,. . . ) with the
feature translation approach.
In our approach the cognate NEs iden-
tification consists of three steps: (1) detec-
tion and classification of the NEs in each side
of the corpus (each monolingual corpus); (2)
identification of cognate NEs; and (3) work-
ing out a statistic of the number of docu-
ments that share cognates of the different NE
categories.
Regarding the first step, the NE detection
and classification, it is carried out in each
monolingual corpus separately using avail-
able NE detection and classification tools. In
section 4.1 we describe the tools used.
In order to identify the cognate NEs, sec-
ond step, the following phases are carried
out. First, we obtain lists of NEs, one for
each language. Next, we identify entity men-
tions in each language. Then, the identifi-
cation of cognate NEs between the different
sides of the comparable corpus is carried out.
The identification of the cognates, as well as
the identification of the entity mentions, are
based on the use of the Levensthein edit-
distance function (Levenshtein, 1966). As a
result we obtain a list of cognate NEs. With
all this information, the statistic of the third
step is worked out.
In order to calculate the list of cognate
NEs we take into account their specific cate-
gory as well. We only consider the following
NE categories: PERSON, ORGANIZATION,
LOCATION and MISCELLANY, since they
can be suitable to find common content in
documents in a multilingual news corpus.
Other categories, such as DATE, TIME or
NUMBER are not taken into account.
To evaluate the NESM function we use
a representation of the news based on the
presence or absence of shared NEs between
the documents, considering their categories.
The representation for the other measures we
use in the experiments is based on the vec-
tor space model (Salton, 1983). In this model
a document is represented through a vector,
where each component represents the weight
of a feature in the document. In this case each
component represents a NE of the collection
vocabulary, and the component value reflects
the importance of the NE in the news text.
We have compared NESM with the following
term-weighting functions:
Binary (Bin). The weight of a feature
t in a document vector d is given by:
B(t,d) = {0, 1}, which is a binary func-
tion that represents if the document d
contains the feature t. If d contains t,
the value is 1, otherwise is 0.
Term Frequency (TF). Each term or
feature is assumed to have importance
proportional to the number of times it
occurs in the document. The weight of a
feature t in a document vector d is given
by: W (t,d) = TF (t,d), where TF (t,d)
is the frequency of the feature t in the
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document d.
TF-IDF. It is the combination of TF
and IDF to weight terms. The combi-
nation weight of a feature t in a doc-
ument vector d is given by: W (t,d) =
TF (t,d)× IDF (t). The IDF factor of a
feature t is given by: IDF (t) = log Ndf(t) ,
where N is the number of documents in
the collection and df(t) is the number of
documents that contain the feature t.
3.2. Baseline Similarity Functions
We use as baseline similarity functions two
standard functions such as the cosine simi-
larity (COS) and the correlation coefficient
(CORR). Then we calculate the distance be-
tween the vectors that represent the news
documents using these two functions and
NESM, the measure we present.
The COS and CORR measures are well
known in literature. A popular measure of
similarity for text clustering (which normal-
izes the features by the covariance matrix) is
the cosine of the angle between two vectors.
The cosine measure is given by
COS(d1,d2) =
d1d2√∑
i
d21i ·
√∑
i
d22i
(2)
A strong property is that the cosine
similarity does not depend on the length:
COS(αd1,d2) = COS(d1,d2) for α > 0.
This makes it the most popular measure for
text documents. Also, due to this proper-
ty, samples can be normalized to the unit
sphere for more efficient processing (Dhillon
and Modha, 2001).
The correlation coefficient is often used
to predict a feature from a highly similar
group of objects whose features are known.
The Pearson correlation is defined as
CORR(d1,d2) =
(d1 − d¯1) · (d2 − d¯2)√∑
i
(d1i − d¯1)2 ·
∑
i
(d2i − d¯2)2
(3)
where d¯ denotes the average feature value
of d over all dimensions.
3.3. Clustering Algorithm
In these experiments we use the “Agglom-
erative” clustering algorithm from the well
known CLUTO library (Karypis, 2003). A
similarity matrix and a specific number of
clusters are needed by the algorithm. When
NESM measure is considered, the proximity
matrix is used as a similarity matrix. In con-
nection with the number of clusters, we use
the number of the reference solution.
4. Experimental Evaluation
This Section describes the test environment:
the news collections, the evaluation measure
used, and the results.
4.1. Document Collections
We carried out the experiments with several
comparable corpora of news, written in Span-
ish and English, that come from three differ-
ent sources: S1, S2 and S3.
S1 is a compilation of news from the news
agency EFE and the same period of time,
compiled by the HERMES project1. Three
persons, independently, read every document
and manually grouped them considering the
content of each one. S2 is a subset of CLEF-
2003 (Savoy, 2003) collection of news. In this
case we use the category label of the news
to build the reference solution. The data sets
from this collection have more documents per
cluster than those from the other ones, and
also they have more monolingual clusters. S3
is a compilation of news downloaded from
the webs of different newspapers: El Mun-
do and El Pa´ıs (in Spanish); The Guardian,
BBC News, The Daily Telegraph, Washing-
ton Post, and New York Times (in English).
We have used a crawler system that selects
from the international news of El Mundo2 the
“related links” in order to create clusters ac-
cording to a topic. The grouping proposed
by the system was revised and corrected by
three persons independently.
We performed a linguistic analysis of each
document of the three collections, by means
of the Freeling tool (Carreras et al., 2004).
Specifically we carried out: morphosyntac-
tic analysis, lemmatization, and recognition
and classification of NEs. The Named Enti-
ty Tagger Software (Ratinov and Roth, 2009)
is used to detect and classify the NEs of the
English documents.
We randomly generated 13 data sets for
each collection. The data sets have different
sizes, and most of them are non-uniformly
distributed per category. S2 and S3 have sev-
eral monolingual clusters, whereas S1 col-
lection has mainly multilingual clusters. Ta-
1http://nlp.uned.es/hermes/index.html
2www.elmundo.es
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ble 1 provides a description of the data sets,
where: the first column identifies the data
set; the second one shows the number of doc-
uments in Spanish and English, respective-
ly; the third column provides the number of
multilingual and monolingual clusters of the
reference solution; the fourth one shows the
average number of NEs per document; and
finally, the five column contains the average
number of documents per cluster in the ref-
erence solution.
Docs Clusters Avg. Avg.
ES-EN Mul-Mon NEs/D D/Clust
S1DS1 12-12 3-2 7.75 4.8
S1DS2 21-19 6-2 8.57 5
S1DS3 25-22 9-1 8.61 4.7
S1DS4 33-32 13-2 8.29 4.3
S1DS5 37-34 13-4 8.05 4.1
S1DS6 43-41 16-1 8.15 4.9
S1DS7 48-47 18-2 8.18 4.7
S1DS8 58-56 18-5 8.68 4.9
S1DS9 60-60 20-3 9.11 5.2
S1DS10 64-64 23-2 9.08 5.1
S1DS11 78-78 28-2 9.79 5.2
S1DS12 81-81 29-2 9.77 5.2
S1DS13 100-92 33-2 10.39 5.4
S2DS1 10-9 1-2 4.21 6.3
S2DS2 15-14 1-3 6.93 7.2
S2DS3 19-19 1-3 8.89 9.5
S2DS4 31-31 2-2 10.87 15.5
S2DS5 35-35 2-2 11.81 17.5
S2DS6 40-40 2-2 12.43 20
S2DS7 46-46 2-2 13.15 23
S2DS8 51-50 2-3 13.20 20.2
S2DS9 52-51 2-3 13.13 20.6
S2DS10 59-58 2-4 13.17 19.5
S2DS11 72-70 2-6 13.33 17.7
S2DS12 80-78 3-5 13.06 19.7
S2DS13 110-109 4-7 13.05 20
S3DS1 6-7 1-1 22.53 6.5
S3DS2 8-8 1-2 22.12 5.3
S3DS3 17-14 1-6 19.48 4.4
S3DS4 25-24 4-6 20.97 4.9
S3DS5 28-27 4-7 20.89 5
S3DS6 38-36 5-8 22.64 5.6
S3DS7 42-39 5-9 23.74 5.7
S3DS8 60-56 5-10 25.18 7.7
S3DS9 64-60 5-10 25.08 8.2
S3DS10 68-63 6-9 24.93 8.7
S3DS11 84-63 7-9 24.17 9.1
S3DS12 114-66 11-10 22.7 8.5
S3DS13 151-66 12-13 21.89 8.6
Table 1: Description of the data sets
We assume that a document only can be-
longs to one cluster.
4.2. Evaluation Metric
We use the F -measure (van Rijsbergen,
1974), which is an external evaluation mea-
sure that compares the reference solution
with the output of the clustering algorithm
(system solution). The F -measure (F ) com-
bines the well known precision and recall
measures. For a class i (reference solution)
and a cluster j (system solution):
F (i, j) =
2×Recall(i, j)× Precision(i, j)
Precision(i, j) + Recall(i, j)
(4)
where Recall(i, j) =
nij
ni
, and
Precision(i, j) =
nij
nj
, with nij the number
of members of class i in cluster j, nj is the
number of members of cluster j, and ni is
the number of members of class i. For a
clustering result, the overall F -measure is:
F =
l∑
i=1
ni
n
maxj=1,..,k{F (i, j)} (5)
where l is the number of classes, and k
is the number of clusters. F -measure values
∈ [0, 1], where the closer F -measure to 1 the
value the better the clustering is. A perfect
fit between the reference and the system so-
lutions leads to a F -measure score of 1.
4.3. Results and Discussion
In Table 2 we summarize the results per col-
lection. The first column identifies the data
set. The second and third ones show the F -
measure values using Binary weighting func-
tion. The sixth and seventh columns, and the
tenth and eleventh ones, show the same infor-
mation considering TF and TF-IDF weight-
ing functions, respectively. The fourth, eighth
and twelfth columns show the F -measure val-
ues using the NESM function. Although only
one column would be enough for the NESM
function, it is repeated for each weighting
function to compare the results clearly. Final-
ly, the last column shows the best F -measure
result of each data set.
When we focus on the feature-weighting
functions and the partial F -measure values
of each data set (see boldface values), the
news representation underlying the NESM
function overcame Binary and TF feature-
weighting functions, but not TF-IDF. Com-
paring cosine and correlation measures in Bi-
nary representation to NESM measure, the
latter got the best result 21 times, cosine sim-
ilarity got it 15 times, and correlation co-
efficient 11. Comparing cosine and correla-
tion in TF representation to NESM measure,
the latter got the best result 20 times, co-
sine similarity got it 8 times, and correlation
coefficient 14. And finally, comparing cosine
and correlation in TF-IDF representation to
NESM measure, the latter got the best result
12 times, cosine similarity got it 20 times, and
correlation coefficient 18. We present a sum-
mary of these results in Table 3.
Notice that the collection with which
NESM did not achieve the best results was
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S2. This collection was originally created
to evaluate multilingual comparable corpora
topic creation and relevant assessment, and
we took the category label of the news to
build the reference solution. In this case, no
human revision was carried out. Thus, the
data sets from this collection have more doc-
uments per cluster than the other ones, and
the topics of the clusters in this collection are
more general than the topics of the other col-
lections, so that the average number of shared
NEs between documents could be lower. On
the other hand, NESM performs better with
S1 and S2, collections with small clusters fo-
cused in one topic.
5. Conclusions and future work
We have presented a new measure, NESM,
to calculate how similar two documents are.
Our approach for Multilingual News Cluster-
ing is based on the representation of the news
by means of the cognate Named Entities they
contain. This new measure benefits from this
representation and it is based only on the
number and category of the NEs shared by
documents.
We tested the new measure with a clus-
tering algorithm of the CLUTO library, and
we compared the obtained results with two
well known similarity measures: cosine sim-
ilarity and correlation coefficient. We used
three collections of multilingual news to eval-
uate the proposed measure and we represent-
ed the news using three well known weighting
functions: Binary, TF, and TF-IDF.
A proximity measure that takes into ac-
count the number and category of the NEs
shared by news documents, seems to be
a good way to compare multilingual news.
The proposed measure NESM is competi-
tive compared to standard similarity mea-
sures. NESM performs better than cosine and
correlation measures when the news docu-
ments are represented with the Binary and
TF weighting functions. NESM also performs
better than the other two similarity measures
when the content of the expected clusters is
homogeneous, that is when they contain news
of a very specific topic. When the expected
clusters contain news of a very general topic,
both cosine and correlation measures perform
better.
On the other hand, the main advan-
tage of using only cognate NEs for Multi-
lingual News Clustering is that no transla-
tion resources are needed. However, the cog-
nate identification approach requires the lan-
guages involved in the corpora to have the
same alphabet and linguistic family.
The proposed measure NESM, although
only computes the number of shared NEs be-
tween documents with no frequency informa-
tion, overcomes standard similarities when
the weighting function is TF, that consid-
ers frequency information. For this reason, we
will include on NESM frequency information,
with the aim to improve the obtained results
with TF-IDF weighting function. In addition,
we will use Okapi BM25 feature weighting,
since recently this feature weighting has been
seriously considered in document clustering.
Finally, we will evaluate to weight different
the shared NEs depending of their category.
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COS CORR NESM COS CORR NESM COS CORR NESM Best
Bin Bin TF TF TF-IDF TF-IDF Global F -m.
S1DS1 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
S1DS2 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
S1DS3 0.99 0.99 0.92 0.89 0.89 0.92 0.99 0.99 0.92 0.99
S1DS4 0.93 0.93 0.94 0.92 0.92 0.94 0.92 0.86 0.94 0.94
S1DS5 0.93 0.93 0.95 0.91 0.91 0.95 0.91 0.86 0.95 0.95
S1DS6 0.90 0.90 0.96 0.91 0.91 0.96 0.93 0.89 0.96 0.96
S1DS7 0.92 0.92 0.95 0.91 0.91 0.95 0.89 0.89 0.95 0.95
S1DS8 0.92 0.94 0.93 0.91 0.91 0.93 0.96 0.97 0.93 0.97
S1DS9 0.94 0.93 0.92 0.91 0.91 0.92 0.97 0.93 0.92 0.97
S1DS10 0.93 0.91 0.93 0.88 0.88 0.93 0.92 0.90 0.93 0.93
S1DS11 0.91 0.89 0.85 0.85 0.85 0.85 0.90 0.90 0.85 0.91
S1DS12 0.89 0.88 0.88 0.85 0.85 0.88 0.90 0.90 0.88 0.90
S1DS13 0.87 0.88 0.87 0.88 0.88 0.87 0.92 0.92 0.87 0.92
S2DS1 0.78 0.89 0.89 0.73 0.89 0.89 0.73 0.89 0.89 0.89
S2DS2 0.83 0.83 0.86 0.80 0.80 0.86 0.83 0.83 0.86 0.86
S2DS3 0.87 0.87 0.89 0.84 0.84 0.89 0.87 0.87 0.89 0.89
S2DS4 0.96 0.96 0.78 0.93 0.93 0.78 0.90 0.87 0.78 0.96
S2DS5 0.97 0.94 0.83 0.94 0.94 0.83 0.91 0.94 0.83 0.97
S2DS6 0.96 0.96 0.79 0.94 0.94 0.79 0.92 0.94 0.79 0.96
S2DS7 0.95 0.95 0.80 0.95 0.95 0.80 0.95 0.95 0.80 0.95
S2DS8 0.92 0.92 0.69 0.91 0.92 0.69 0.93 0.92 0.69 0.93
S2DS9 0.92 0.92 0.74 0.90 0.92 0.74 0.93 0.92 0.74 0.93
S2DS10 0.89 0.89 0.63 0.87 0.87 0.63 0.89 0.72 0.63 0.89
S2DS11 0.71 0.87 0.57 0.68 0.70 0.57 0.85 0.69 0.57 0.87
S2DS12 0.86 0.85 0.55 0.63 0.63 0.55 0.75 0.77 0.55 0.86
S2DS13 0.69 0.68 0.59 0.58 0.61 0.59 0.58 0.73 0.59 0.73
S3DS1 1.0 0.78 1.0 1.0 1.0 1.0 1.0 0.78 1.0 1.0
S3DS2 0.79 0.79 1.0 0.88 0.83 1.0 0.79 0.79 1.0 1.0
S3DS3 0.88 0.88 0.96 0.88 0.88 0.96 0.96 0.88 0.96 0.96
S3DS4 0.85 0.85 0.87 0.90 0.85 0.87 0.90 0.90 0.87 0.90
S3DS5 0.86 0.86 0.89 0.83 0.83 0.89 0.90 0.90 0.89 0.90
S3DS6 0.89 0.89 0.94 0.85 0.85 0.94 0.93 0.93 0.94 0.94
S3DS7 0.84 0.84 0.89 0.86 0.86 0.89 0.93 0.93 0.89 0.93
S3DS8 0.85 0.85 0.86 0.88 0.91 0.86 0.96 0.96 0.86 0.96
S3DS9 0.86 0.86 0.88 0.88 0.92 0.88 0.96 0.96 0.88 0.96
S3DS10 0.87 0.87 0.90 0.87 0.87 0.90 0.90 0.90 0.90 0.90
S3DS11 0.83 0.83 0.89 0.84 0.85 0.89 0.91 0.91 0.89 0.91
S3DS12 0.84 0.82 0.86 0.80 0.80 0.86 0.85 0.93 0.86 0.93
S3DS13 0.78 0.79 0.83 0.81 0.81 0.83 0.89 0.91 0.83 0.91
Table 2: Results for the data sets from S1, S2 and S3 collections
COS CORR NESM COS CORR NESM COS CORR NESM
Bin Bin TF TF TF-IDF TF-IDF
S1 5 3 5 1 1 8 5 5 5
S2 9 8 3 6 11 3 7 5 3
S3 1 0 13 1 2 9 8 8 4
Total 15 11 21 8 14 20 20 18 12
Table 3: Summary of the best partial F -measure values
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