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Abstract
We consider discrete kinetic models of a gas moving in a small gap with thickness h.
Under an appropriate scaling of the variables, we introduce a formal series expansion
to study the limit h→ 0. As a necessary condition for the validity of the expansion
we derive a nonlinear diffusion equation.
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1 Introduction
The mesoscopic description of a gas flow is based on the dynamics of a large system of
particles in phase space – i.e. on the space composed of the spatial and the velocity
variables of the particles. In full dimensionality, this is a six-dimensional space. Solving
the evolution equation (e.g. of the type of the Boltzmann equation) is a very complex
problem and even on modern supercomputers solvable only under very restrictive as-
sumptions. Therefore there have been many attempts to derive simplified – macroscopic
– equations. Such equations are usually (formally) obtained by introducing some appro-
priate scaling of the variables x (space), v (velocity) and t (time). A necessary condition
for the validity of these simplified systems is that the microscopic length scale (mean
free path) is much less than the characteristic macroscopic dimension.
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An interesting situation appears if one space scale has microscopic order, while the
other ones are macroscopic. This is the case when particles are moving along a very
thin channel. One may expect – under an appropriate scaling – a diffusion equation
as the appropriate macroscopic description. The proper diffusion constant contains
information about the particle-particle and the particle-surface interactions. A simplified
situation is obtained in the case of a Knudsen gas (no particle collisions). If particles are
diffusely reflected at the channel walls, then a diffusion limit can be obtained [2, 6, 9, 4].
First results including collisions have been obtained in [3].
The objective of the paper is to derive diffusion limits for discrete velocity models
which give rise to model Boltzmann equations (see [11]). Our approach is a formal
one: We introduce a series expansion of the solution in terms of a small variable ε
(which governs the diffusion limit) and derive necessary conditions under which such an
expansion is valid. The result is in lowest order a diffusion equation.
The plan of the paper is as follows. Below we give two examples of diffusion limits
in simplified – linear – situations: collisionless flow (Knudsen gas) and scattering par-
ticles field (Lorenz gas). In Section 2 a general nonlinear collision interaction model is
introduced. We formulate the assumptions we require from the model and give some
properties of a linearized system. This collision model is a starting point of our investi-
gation of a diffusion limit. Section 3 presents the main result of the paper. We derive
the necessary conditions for the existence of the diffusion limit and present the diffusion
equation it satisfies. Section 4 is an illustration to the developed theory. We give two
examples of the discrete velocity models: 12-velocity model and generalized Broadwell
model, for which we derive the diffusion limits.
1.1 Diffusion limits
Consider an N -velocity model
V = {(vi, wi), i = 1, . . . , N} (1.1)
which is symmetric in the sense that whenever (v, w) ∈ V, then all (±v,±w) ∈ V.
We assume N to be an even number, N = 2d. We denote v := (v1, . . . , vN)
T and
w := (w1, . . . , wN)
T . Suppose there is given a collision interaction model on V related
to a collision operator Q. We investigate the kinetic equation
(∂t + v · ∂x + w · ∂y)f = γ ·Q[f ]
in a slab Sh := R× [−h, h] under diffuse reflection at the boundaries y = ±h. To formu-
late these boundary conditions, suppose that there is a positive normalized equilibrium
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solution m of Q, i.e. a function satisfying Q[m] = 0 and the symmetry conditions
m(v, w) = m(±v,±w). Denote by m± the restrictions of m to the sets V ∩ {w > 0}
resp. V ∩{w < 0}. If f is a function on Sh×V then the fluxes f in(±h) into Sh are given
by the restrictions of f(y = ±h) to V ∩ {w > 0} (at y = −h) resp. V ∩ {w < 0} (at
y = h). The boundary conditions now read
f in(±h) = c± ·m∓ ,
where the quantities c± = c±(x) have to be chosen such that the flux through the
boundaries vanishes.
It is well-known, that under the scaling
x′ = εx, t′ = ε2t, ε > 0 (1.2)
one may obtain a diffusion equation in the limit ε→ 0. We present shortly some quick
heuristic arguments for different settings based on intuitive stochastic arguments.
1.1.1 Knudsen flows
Here, we neglect the collision operator, i.e. we set γ = 0. The limit ε → 0 has been
treated e.g. in [2, 6, 4]. The solution of the (now linear) initial boundary value problem
may be simulated by the motion of a test particle which moves in the interior of the
slab with uniform velocity and which is scattered at the boundary via the reflection law
(v, w) −→ (v′, w′)
corresponding to the probability density
B(v′, w′) =
2|w′|
|w| ·m(v
′, w′)
with the mean value
|w| =
N∑
j=1
|wj|m(vj, wj).
The motion of a test particle is now given as a sum of independent random increments
∆x between two contacts of the wall. The time τ between is a random variable with
mean value
τ =
2h
|w| .
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∆x has expectation 0 and variance
(∆x)2 =
4h2
|w| · v
2/w .
For t large, the number n of contacts with the wall is approximately
n ≈ t
τ
and the variance of the x-position is about
x2(t) ≈ n · (∆x)2 .
Inserting the scaling (1.2) we find
(x′)2(t′)−→
ε→0
2ht′ · v2/w .
The linear in time increase of the variance is modeled by the diffusion equation
∂tφ = h · v2/w · ∂2xφ.
Such a scaling is appropriate in the case of finite variances. For infinite variance, the
scaling has to be modified in order to obtain a diffusion limit [9].
1.1.2 A Lorenz gas
Now we consider the motion of a test particle in a field of randomly distributed scattering
particles with density ψ. The test particle hits at exponentially distributed random
times τ (given by density ψ · exp(−ψt)) a field particle and is scattered according to
the probability distribution m. (In particular, the scattering result is independent of
the velocity (v, w) which is a considerable simplification!) The corresponding linear
transport equation reads
(∂t + v · ∂x)f(t,x,v) = m(v) · ψ
∫
f(t,x,v′) dv′ − ψf(t,x,v′).
Suppose the particle moves in the gap −h ≤ y ≤ h and is scattered corresponding to the
density m when hitting the wall. We assume h to be very small and thus suppress the
possibility that the particle hits twice the scattering medium between two contacts with
the wall. Calculating the mean time and the variance of the x-displacement between
two contacts with the wall one easily finds
τ = 2h · 1|w| − 2ψh
2 · 1/|w||w| + O(h
3),
(∆x)2 = 4h2 · v
2/|w|
|w| −
16ψh3
3
· v
2/w2
|w| + O(h
4).
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Following the arguments above and the scaling, this leads to a diffusion equation with
diffusion coefficient
h · v2/w + ψh2
(
1/w
w
− 4
3
)
· v2/w2 + O(h3).
2 Collision interaction model
In this section we define a collision interaction model on the discrete velocity set V (see
(1.1)). Velocity pairs (z1, z2) ∈ V × V may interchange due to collisions:
(z1, z2) → (z′1, z′2)
with a rate k(z1, z2|z′1, z′2) satisfying the microreversibility law
k(z1, z2|z′1, z′2) = k(z′1, z′2|z1, z2).
We require conservation of momentum:
k(z1, z2|z′1, z′2) > 0 ⇒ z1 + z2 = z′1 + z′2.
The corresponding kinetic equations for a density function f = f(t,x, z) on some phase
space Ω× V read with z = (v, w)
(∂t + v∂x + w∂y)f(z) = γ ·
∑
z′1,z
′
2∈V
k(z1, z2|z′1, z′2)f(z′1)f(z′2)− γ · f(z1) ·
∑
z2∈V
K(z1, z2) · f(z2),
where
K(z1, z2) =
∑
z′1,z
′
2
k(z′1, z
′
2|z1, z2).
Some more properties of the collision model are required.
(a) Symmetry conditions: Suppose the velocity set is symmetric with respect to the
x- and y-axes:
(v, w) ∈ V ⇒ (σ1v, σ2w) ∈ V for all σ1, σ2 ∈ {−1, 1}.
We assume that the collision kernel reflects this symmetry in the following sense:
Let T be one of the reflection operators
Tx(v, w) = (−v, w), Ty(v, w) = (v,−w), Txy(v, w) = (−v,−w).
Then we require
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Assumption 2.1 For all z1, z2, z
′
1, z
′
2 ∈ V
k(Tz1, Tz2|Tz′1, Tz′2) = k(z1, z2|z′1, z′2).
(b) The linearized system: Suppose m is an equilibrium solution of the collision
operator satisfying the symmetry condition
m(v, w) = m(σ1v, σ2w) for all σ1, σ2 ∈ {−1, 1} (2.1)
and denote by M˜ the collision operator linearized around m. We introduce in V a
numbering such that
(vd+i, wd+i) = (vi,−wi) ∀i ∈ {1, . . . , d}.
This implicitly requires that wi 6= 0 for i = 1, . . . , N . Then, due to Assumption 2.1, M˜
has the form
M˜ =
(
A˜ B˜
B˜ A˜
)
. (2.2)
The matrix M˜ is in general not symmetric. However, if we denote
D := diag(mi, i = 1, . . . , N),
then a symmetry property of the original collision operator is expressed by
Assumption 2.2 M˜ satisfies
M˜D = DM˜T
or, equivalently,
D−1/2M˜D1/2 is symmetric.
This assumption reflects a typical property of the classical linearized Boltzmann collision
operator, see [10, Sect. 7.1].
If we define the matrix W as follows
W = diag(wi, i = 1, . . . , N) =
(
Wd
−Wd
)
then the matrix M = W−1M˜ has the form
M =
(
A B
−B −A
)
. (2.3)
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Boundary value problems with discrete structures as that of (2.2) or (2.3) have been an-
alyzed in [5, 8]. The Jordan structure of M plays a prominent role in our investigations.
It turns out that
i) −λ is an eigenvalue of M if λ is,
ii) the algebraic multiplicity of the eigenvalue 0 is larger than the geometric one.
A conclusion of the latter property is that the nullspace of M consists of Jordan blocks
of dimension larger than one. In accordance to the properties of the classical linearized
Boltzmann collision operator we require
Assumption 2.3 The matrix M is similar to a matrix L in a Jordan normal form
L =

0
0
Λ
−Λ
J
 (2.4)
with Λ = diag(λ1, . . . , λk), λi > 0 and J denoting Jordan blocks:
J =
 J2 . . .
J2
 with J2 = ( 0 1
0 0
)
,
where k ≥ 0 and l ≥ 1 is the number of J2 blocks in J .
If k = 0 then there are no blocks Λ and −Λ. In the case that the only invariants of
the collision operator are mass, the two momenta and kinetic energy, one can show that
there are two blocks J2.
3 Diffusion limit for a general model
For a given density vector f ∈ RV we define a (quadratic) collision operator Q[f ] =
(Qi[f ])
N
i=1 of the form
Qi[f ] =
∑
j,k,l
Aklij (fkfl − fifj)
with Aklij such that Q reflects the symmetry of the grid in the sense of Assumption 2.1.
(More complex models including e.g. ternary collisions like the hexagonal models as
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described in [1] are easily included, since the basic equations to be solved are linearized
kinetic equations.)
We introduce some notation which will be used throughout the paper
1ld := (1, . . . , 1)
T ∈ Rd,
1l :=
(
1ld
1ld
)
,
v := (v1, . . . , vN)
T,
w := (w1, . . . , wN)
T,
V :=
(
V1 0
0 V1
)
, V1 = diag(v1, . . . , vd),
W :=
(
W1 0
0 −W1
)
, W1 = diag(w1, . . . , wd).
The starting point of our investigations is the kinetic equation for density functions
f = f(t, x, y)
(∂t + vi∂x + wi∂y)fi = Qi[f ].
Inserting the scaling (1.2) we get the following equation
ε2 ∂tf
ε + ε V · ∂xf ε +W · ∂yf ε = Q[f ε]. (3.1)
We are interested in solutions of (3.1) as ε→ 0. Hence we consider the reduced system
W · ∂yf = Q[f ], (3.2)
where f depends only on y.
Suppose
m(0) =
(
m
(0)
d
m
(0)
d
)
, m
(0)
d = (m1, . . . ,md)
is an equilibrium solution of Q with nonnegative coefficients and the first moments
〈v,m(0)〉 = 〈w,m(0)〉 = 0, (3.3)
normalized such that 〈m(0), 1l〉 = 1. In the sequel we always assume the symmetry
condition for m(0) given by (2.1).
For a given function f : [−h, h] → RN we denote the vectors of components pointing
into the slab [−h, h] by
f in(−h) = (f1(−h), . . . , fd(−h))T,
f in(h) = (fd+1(h), . . . , f2d(h))
T.
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We consider the equation (3.2) under the diffuse boundary conditions
f in(±h) ‖ m(0)d , (3.4)
〈f(±h),w〉 = 0, (3.5)
which we will denote for brevity as f+ = Bf−. The equation (3.5) states that the flux
at the boundaries in y-direction is zero. These conditions describe complete diffuse
reflection at the boundaries.
In order to study the linearized version of (3.2) we need the following assumption.
Assumption 3.1 The problem
W · ∂yf = Q[f ], f+ = Bf−
admits at least one solution.
Suppose a solution f = f(y) of (3.2) is of the form
f = ϕm(0) + εg
with a small parameter ε > 0. Then linearization of Q yields an equation for g of the
form
W · ∂yg = ϕM˜g.
with the matrix M˜ satisfying the symmetry condition of Assumption 2.2.
In the following we denote a vector u = (ui)
N
i=1 = (u1,u2)
T as even, if u1 = u2, and
odd, if u1 = −u2.
Due to the physical conservation laws M˜ is physically reasonable if M˜T has the
invariants 1l, v and (0.5(v2i + w
2
i ); i = 1, . . . , N)
T (even vectors; conservation of mass,
x-momentum and energy) and w (odd vector; conservation of y-momentum).
Hence we have
1l, v, w ∈ kerM˜T. (3.6)
and it follows from Assumption 2.2 that
D1l, Dv, Dw ∈ kerM˜.
We define a matrix M :
M := W−1 · M˜ =
(
A B
−B −A
)
and suppose that the linearized reduced equation satisfies:
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Assumption 3.2 The homogeneous problem
∂yf = ϕ ·M f , f+ = Bf−
has a one-dimensional solution space spanned by the equilibrium m(0).
To study the inhomogeneous problem we need to define for functions f ,g : [−h, h] →
RN the scalar product
〈f ,g〉h :=
1
4hd
∫ h
−h
〈f(y),g(y)〉 dy.
The following lemma is a straightforward consequence of the above assumption and
the definition of the no-flux condition (3.5).
Lemma 3.1 If the inhomogeneous problem
∂yf = ϕ ·M f + g, f+ = Bf− (3.7)
for a given function g is solvable then g satisfies:
〈g,w〉h = 0. (3.8)
Proof. Let f be a solution of (3.7). Then we have the following equality
∂y〈f ,w〉 = ϕ〈M f ,w〉+ 〈g,w〉.
Using (3.6) for the first term of the right-hand side we get
ϕ〈M f ,w〉 = ϕ〈f ,MTw〉 = ϕ〈f , M˜TW−1w〉 = ϕ〈f , M˜T1l〉 = 0.
Hence solving the differential equation we obtain for y = h:
ϕ(〈f(h),w〉 − 〈f(−h),w〉) =
∫ h
−h
〈g(y),w〉 dy.
This gives the desired result since from the no-flux condition (3.5) the left-hand side of
this equality is zero. 
In what follows the condition given by equation (3.8) will be called the compatibility
condition. As we shall show later on it is also the sufficient condition for solvability of
(3.7) under suitably chosen assumptions.
Series expansion
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We introduce the following formal series expansion
f ε(t, x, y) = ϕ(t, x) ·m(0) + ε f1(t, x, y) + ε2 f2(t, x, y) + O(ε3),
where we take f i such that
〈f i,m(0)〉h = 0, i = 1, 2. (3.9)
Inserting f ε(t, x, y) into (3.1) and comparing respective powers of ε we have formally
ε1 : W∂yf
1 − ϕ · M˜ f1 = −∂xϕ · Vm(0), (3.10)
ε2 : W∂yf
2 − ϕ · M˜ f2 = −∂tϕ ·m(0) − V ∂xf1 +Q(f1), (3.11)
where the terms of higher order in ε are neglected. The equation with ε0 is omitted
because it is identity for ϕ(t, x) ·m(0). The right hand side of (3.10) satisfies the com-
patibility condition since
〈W−1Vm(0),w〉 = 〈Vm(0), 1l〉 = 〈m(0),v〉 = 0,
where we used (3.3) for the last equality. The compatibility condition applied to the
equation (3.11) reduces to the following equality:
〈∂tϕ ·m(0) + V · ∂xf1, 1l〉h = 0. (3.12)
We choose the basis of RN denoted by
{b˜i} := {b˜±0 , b˜+1 , . . . , b˜+k , b˜−1 , . . . , b˜−k , b˜±k+1, . . . , b˜±k+l}
such that {b˜±0 }, {b˜+k+1, . . . , b˜+k+l} and {b˜+1 , . . . , b˜+k }, {b˜−1 , . . . , b˜−k } are eigenvectors of M
corresponding to the eigenvalues 0 (l+2 times) and λ1, . . . , λk, −λ1, . . . ,−λk respectively.
Moreover {b˜−k+1, . . . , b˜−k+l} are vectors satisfying M b˜−k+i = b˜+k+i for i = 1, . . . , l. We take
also b˜+0 = D1l, b˜
−
0 = β ·Dw and b˜+k+1 = Dv, where the constant β is taken such that
〈b˜−0 ,w〉 = 1. We use as a convention the notation b±i in place of two consecutive vectors
b+i ,b
−
i . Obviously, the matrix M takes the form (2.4) in the new basis.
To simplify the calculation of f1 we transform the basis {b˜i} to obtain the new basis
{bi}. The new basis will consist of only even and odd vectors. We do this changing
only for the vectors corresponding to the nonzero eigenvalues:
b+i = b˜
+
i + b˜
−
i , b
−
i = b˜
+
i − b˜−i , for i = 1, . . . , k. (3.13)
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Then the basis vectors take the following form
b+0 =
(
b̂+0
b̂+0
)
, b−0 =
(
b̂−0
−b̂−0
)
,
...
...
b+d ′ =
(
b̂+d ′
b̂+d ′
)
, b−d ′ =
(
b̂−d ′
−b̂−d ′
)
,
where d ′ = d − 1. Obviously {b+i } and {b−i } are bases of ”even” and ”odd” parts of
RN respectively. The matrix M in the new basis changes to
L =

0
0
Λ¯
J
 ,
where
Λ¯ =

0 λ1
λ1 0
. . .
0 λk
λk 0
 .
One can easily check that the following lemma holds.
Lemma 3.2 Both systems of vectors {b̂+i } and {b̂−i } form bases of Rd.
We denote by
T˜ := (τij)0≤i,j≤d ′
the matrix of change of basis in Rd, defined by
b̂−i =
d ′∑
j=0
τij b̂
+
j .
We will also use the following notation
T := (τij)1≤i,j≤d ′ , T0 := (τ01, . . . , τ0d ′)T, Ti := (τ1i, . . . , τd ′i)T,
σ := (σ1, . . . , σd ′)
T, S := σ · TT0 ,
(3.14)
where σi = 〈b−i ,w〉 and use the following assumption.
12
Assumption 3.3 The matrix T − S is regular.
Since the right hand side of equation (3.10) is independent of y, we can restrict our
analysis of the problem (3.7) to the case, where the function g does not depend on y
either. Hence we can write g in our basis {bi} as
g =
d ′∑
i=0
r±i b
±
i ,
where r±i = r
±
i (t, x). Assume also that f
1 has the following form:
f1(y) =
d ′∑
i=0
µ±i (y)b
±
i , (3.15)
where, for brevity, we omit the dependence of f1 and µ±i on t and x. The problem (3.7)
in this case reads as follows
∂yµ = ϕLµ+ r, (3.16)
where µ = (µ±0 , . . . , µ
±
d ′)
T and r = (r±0 , . . . , r
±
d ′)
T, with boundary conditions suitably
transformed for µ.
Lemma 3.3 The boundary conditions for the system (3.16) are given by
µ+(−h) + (T − S)Tµ−(−h) = 0,
µ+(h)− (T − S)Tµ−(h) = 0, (3.17)
µ−0 (±h) + 〈σ,µ−(±h)〉 = 0, (3.18)
where µ+ = (µ+1 , . . . , µ
+
d ′)
T and µ− = (µ−1 , . . . , µ
−
d ′)
T.
Proof. From (3.15) and the definition of σi the no-flux condition (3.5) can be written
as
0 = 〈f1(±h),w〉 =
d ′∑
i=0
µ±i (±h)〈b±i ,w〉 =
d ′∑
i=0
µ−i (±h)σi, (3.19)
where we used also 〈b+i ,w〉 = 0. This gives the equation (3.18) since 〈b−0 ,w〉 = 1.
Using the definition of vectors b+i and b
−
i we can now calculate the fluxes f
in(±h)
into the slab as follows
f in(±h) =
d ′∑
i=0
µ+i (±h)b̂+i ∓
d ′∑
i=0
µ−i (±h)b̂−i
=
d ′∑
i=0
µ+i (±h)b̂+i ∓
d ′∑
i=0
µ−i (±h)
N∑
j=0
τijb̂
+
j
=
d ′∑
i=0
[
µ+i (±h)∓
d ′∑
j=0
µ−j (±h)τji
]
b̂+i .
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The boundary condition (3.4) is now equivalent to the following system
µ+i (−h) +
d ′∑
j=0
µ−j (−h)τji = 0
µ+i (h)−
d ′∑
j=0
µ−j (h)τji = 0
 i = 1, . . . , d
′,
which using the formulation of the no-flux condition as in (3.19) can be written as
µ+i (−h) +
d ′∑
j=1
µ−j (−h)(τji − σjτ0i) = 0
µ+i (h)−
d ′∑
j=1
µ−j (h)(τji − σjτ0i) = 0
 i = 1, . . . , d
′.
This gives the equations (3.17). 
The compatibility condition (3.8) rewritten for the problem (3.16) has the following
form
d ′∑
i=0
σir
−
i = 0. (3.20)
The following lemma gives the solution to the problem (3.16).
Lemma 3.4 Let r satisfy the compatibility condition (3.20). Moreover assume
h 1. (3.21)
Then there exists a one-parameter family of solutions of the problem (3.16) with the
boundary conditions (3.17), (3.18) that is given by
µ+0 (y) = yr
+
0 + c
+
0 ,
µ−0 (y) = (y + h)r
−
0 + h〈σ, r−〉
−h〈σ1..k, (T − S)−TI r+1..k〉 − h〈σk+1..d ′ ,R〉,
µ+1..k(y) =
1
2
(y2 − h2)ϕΛr−1..k + yr+1..k + hyϕΛ(T − S)−TI r+1..k
+h(T − S)TI,IIIr− + h2ϕ(T − S)TI Λ(T − S)TI,IIIr−,
µ−1..k(y) =
1
2
y2ϕΛr+1..k + yr
−
1..k + h(T − S)−TI r+1..k
+hyϕΛ(T − S)TI,IIIr−,
µ+k+1..d ′(y) =
1
2
(y2 − h2)ϕr−k+1..d ′ + yr+k+1..d ′ + hyϕR
+h(T − S)TII,IVr− + h2ϕ(T − S)TIIΛ(T − S)TI,IIIr−,
µ−k+1..d ′(y) = yr
−
k+1..d ′ + hR,
(3.22)
with
R = (T − S)−TIV
(
r−k+1..d ′ − (T − S)TII(T − S)−TI r+1..k
)
,
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where the constant c+0 is a parameter of the family and we use a representation of the
matrix T − S:
T − S =
(
(T − S)I (T − S)II
(T − S)III (T − S)IV
)
.
Proof. It is easy to find a general solution to the system (3.16) of the following form
µ+0 (y) = yr
+
0 + c
+
0 ,
µ−0 (y) = (y + h)r
−
0 + c
−
0 ,
µ+i (y) = c
+
i cosh(yλiϕ) + c
−
i sinh(yλiϕ)− r
−
i
λiϕ
,
µ−i (y) = c
−
i cosh(yλiϕ) + c
+
i sinh(yλiϕ)− r
+
i
λiϕ
,
}
i = 1, . . . , k,
µ+i (y) =
1
2
y2ϕr−i + yr
+
i + yϕc
−
i + c
+
i ,
µ−i (y) = yr
−
i + c
−
i ,
}
i = k + 1, . . . , d ′.
(3.23)
To calculate the constants in (3.23) we apply the boundary conditions (3.17) formulated
in an equivalent form
µ+i (h) + µ
+
i (−h)−
d ′∑
i=1
(
µ−i (h)− µ−i (−h)
)
(τji − σjτ0i) = 0
µ+i (h)− µ+i (−h)−
d ′∑
i=1
(
µ−i (h) + µ
−
i (−h)
)
(τji − σjτ0i) = 0
 i = 1, . . . , d ′, (3.24)
which is obtained by adding and subtracting the respective equations in (3.17). Sub-
stituting in (3.24) µ±i (±h) calculated as in (3.23) we get two systems of equations for
c+ := (c+1 , . . . , c
+
d ′)
T and c− := (c−1 , . . . , c
−
d ′)
T:
P+c+1..k = u
+
1..k,
P−c− = u−,
(3.25)
with
P+ = Dch − (T − S)TI Dsh,
P− =
(
Dsh − (T − S)TI Dch −(T − S)TIII
−(T − S)TIIDch hϕ Id− (T − S)TIV
)
,
u+ = r˜−1..k + h(T − S)TIIIr−k+1..d ′ ,
u− =
(
−(T − S)TI r˜+1..k
−(T − S)TIIr˜+1..k − hr−k+1..d ′
)
,
c+k+1..d ′ = (T − S)TIIDshc+1..k +
(−1
2
h2ϕ Id+ h(T − S)TIV
)
r−k+1..d ′ ,
(3.26)
where
Dch = diag(cosh(hλiϕ)i=1,...,k), Dsh = diag(sinh(hλiϕ)i=1,...,k),
r˜−1..k = (
r±1
λ1ϕ
, . . . ,
r±k
λkϕ
)T.
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We will solve the systems (3.25) under the assumption (3.21) with O(h3) and O(h2)
approximations for calculating the vectors c+ and c− respectively. Thus we approximate
cosh(x) = 1 + 1
2
x2 + O(x4) to calculate c+, cosh(x) = 1 + O(x2) to calculate c− and
sinh(x) = x + O(x3) for both unknown vectors. In this case (3.26) can be rewritten as
follows
P+ = Id− hϕ(T − S)TI Λ + 12h2ϕ2Λ2,
P− =
(
−hϕΛ− (T − S)TI −(T − S)TIII
−(T − S)TII hϕ Id− (T − S)TIV
)
,
c+k+1..d ′ = hϕ(T − S)TIIΛc+1..k +
(−1
2
h2ϕ Id+ h(T − S)TIV
)
r−k+1..d ′ ,
with the vectors u+ and u− defined as before. Both systems can be easily solved if
we note that under O(h)-approximation the solutions are c+1..k = r˜
−
1..k and c
− =
(
r˜+1..k
0
)
.
Hence we make the substitution:
c+1..k := r˜
−
1..k + ξ
+, c− :=
(
r˜+1..k + ξ
−
ζ−
)
.
Omitting in calculations the terms of order O(h3) and O(h2) respectively we obtain the
following formulas
c+1..k = r˜
−
1..k + h(T − S)TI,IIIr− + h2ϕ(T − S)TI Λ(T − S)TI,IIIr− − 12h2ϕΛr−1..k,
c+k+1..d ′ = h(T − S)TII,IVr− + h2ϕ(T − S)TIIΛ(T − S)TI,IIIr− − 12h2ϕr−k+1..d ′ ,
c− =
(
r˜+1..k + h(T − S)TI r+1..k
hR
)
.
Substituting this result into (3.23), using the approximations: cosh(x) = 1+ 1
2
x2+O(x4),
sinh(x) = x + O(x3) and omitting the terms O(h3) in µ+(y) and O(h2) in µ−(y) we
obtain the formulas (3.22) for µ±(y).
It remains to calculate c−0 . Using the no-flux condition (3.18) and again omitting
the terms of order O(h2) we get two formulas for the constant
c−0 = h〈σ, r−〉 − θ,
c−0 = −2hr−0 − h〈σ, r−〉 − θ,
where
θ = h〈σ1..k, (T − S)−TI r+1..k〉+ h〈σk+1..d ′ ,R〉
The formulas coincide if we apply the compatibility condition r−0 = −〈σ, r−〉 to the
second one. This ends the proof since we get the formula (3.22) for µ−0 (y). 
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Using the fact that the right-hand side of equation (3.10) is an even vector and thus
multiplied by W−1 becomes an odd one, we can write
g = −W−1∂xϕb+k+1 =
d ′∑
i=0
(−αi∂xϕ)b−i .
Then only ”odd” components of the vector r in equation (3.16) are nonzero. Hence
r = (0, r−0 , . . . , 0, r
−
d ′)
T, (3.27)
where
r−i = −αi∂xϕ.
Hence using Lemma 3.4 with (3.27) we can write f1 as in (3.15) with µ±i (y) given by
µ+0 (y) = c
+
0 ,
µ−0 (y) = −
[
(y + h)α0 + h
(〈σ,α〉 − 〈σk+1..d ′ , (T − S)−TIV αk+1..d ′〉)] ∂xϕ,
µ+1..k(y) = −
[
1
2
(y2 − h2)ϕΛα1..k + h(T − S)TI,IIIα
+h2ϕ(T − S)TI Λ(T − S)TI,IIIα
]
∂xϕ,
µ−1..k(y) = −
[
yα1..k + hyϕΛ(T − S)TI,IIIα
]
∂xϕ,
µ+k+1..d ′(y) = −
[
1
2
(y2 − h2)ϕαk+1..d ′ + hyϕ(T − S)−TIV αk+1..d ′
+h(T − S)TII,IVα+ h2ϕ(T − S)TIIΛ(T − S)TI,IIIα
]
∂xϕ,
µ−k+1..d ′(y) = −
[
yαk+1..d ′ + h(T − S)−TIV αk+1..d ′
]
∂xϕ,
where α = (α1, . . . , αd ′)
T. The constant c+0 can be specified using the condition (3.9),
but we shall not do this due to the reason described below.
Diffusion equation
The necessary and sufficient condition for solvability of equation (3.11) for f2 is the
equality (3.12). It is obvious that only the coefficients of the even basis vectors in f1
contribute to (3.12) since v is even vector. But note that the term c+0 b
+
0 does not
contribute due to the fact that 〈v, 1l〉 = 0. The term in µ+k+1..d ′(y), which is odd with
respect to y-variable, does not contribute either. Thus denoting
%i := 〈V b+i , 1l〉, i = 1, . . . , d ′,
we obtain the main theorem of this section.
Theorem 3.1 Let h  1. Then the equation (3.11) is solvable for f2 if and only if ϕ
satisfies the diffusion equation
m¯∂tϕ = ∂x
(
(c1h+ c2h
2ϕ)∂xϕ
)
, (3.28)
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where
c1 = 〈%, (T − S)Tα〉,
c2 = −13〈Λα1..k,%1..k〉 − 13〈αk+1..d ′ ,%k+1..d ′〉
+〈(T − S)TI,IIΛ(T − S)TI,IIIα,%〉.
and % = (%1, . . . , %d ′)
T.
4 Examples
4.1 12-velocity model
The velocities in the model (vi, wi)i=1,...,12 are defined as components of the velocity
vectors v = (v1, . . . , v12)
T and w = (w1, . . . , w12)
T in x and y directions respectively:
v =
(
vˆ
vˆ
)
, w =
(
wˆ
−wˆ
)
,
where
vˆ =

1
1
3
−1
−1
−3

, wˆ =

3
1
1
3
1
1

.
The velocity grid and the numbering of velocities in the 12-velocity model are demon-
strated in Fig. 1.
An equilibrium state is given by an even vector
m(0) =
(
mˆ(0)
mˆ(0)
)
, mˆ(0) =
1
4(2a+ b)

a
b
a
a
b
a

,
where a ≥ 0 and b > 0. The vector m(0) is normalized such that 〈m(0), 1l〉 = 1. Obviously
it satisfies the conditions (3.3).
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Figure 1: Velocity grid and numbering of velocities.
Let f = (f1, . . . , f12)
T and Q[f ] = (Q1(f), . . . , Q12(f))
T with the components defined
as follows
Q1(f) = γ1(f2f4 − f1f5) + γ2(f3f5 − f1f8),
Q2(f) = γ1(f1f5 − f2f4 + f3f8 − f2f9 + f5f8 − f2f11) +
+γ2(f9f11 − f2f7 + f4f11 − f2f6),
Q3(f) = γ1(f2f9 − f3f5) + γ2(f1f8 − f3f5),
Q4(f) = γ1(f1f5 − f2f4) + γ2(f2f6 − f4f11),
Q5(f) = γ1(f2f4 − f1f5 + f2f11 − f5f8 + f6f11 − f5f12) +
+γ2(f1f8 − f3f5 + f8f12 − f5f10),
Q6(f) = γ1(f5f12 − f6f11) + γ2(f4f11 − f2f6),
Q7(f) = γ1(f8f10 − f7f11) + γ2(f9f11 − f2f7),
Q8(f) = γ1(f2f9 − f3f8 + f2f11 − f5f8 + f7f11 − f8f10) +
+γ2(f3f5 − f1f8 + f5f10 − f8f12),
Q9(f) = γ1(f3f8 − f2f9) + γ2(f2f7 − f9f11),
Q10(f) = γ1(f7f11 − f8f10) + γ2(f8f12 − f5f10),
Q11(f) = γ1(f5f8 − f2f11 + f5f12 − f6f11 + f8f10 − f7f11) +
+γ2(f2f6 − f4f11 + f2f7 − f9f11),
Q12(f) = γ1(f6f11 − f5f12) + γ2(f5f10 − f8f12),
19
where γ1, γ2 > 0 are the collision rates for the two types of collisions respectively (see
Fig. 2).
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Figure 2: Collisions types schemes.
The only collision invariants are given by the vectors
1l, v, w, e,
where e = (v21 + w
2
1, . . . , v
2
12 + w
2
12)
T.
Linearization of Q around m(0) yields the matrix M˜ of the following form
M˜ = γ1M˜1 + γ2M˜2, with M˜i =
1
4(2a+ b)
(
A˜i B˜i
B˜i A˜i
)
, i = 1, 2,
where
A˜1 =

−b a 0 b −a 0
b −2a− b b −b a+ b 0
0 a −b 0 0 0
b −a 0 −b a 0
−b a+ b 0 b −2a− b b
0 0 0 0 a −b

,
B˜1 =

0 0 0 0 0 0
0 a+ b −b 0 −b 0
0 −a b 0 0 0
0 0 0 0 0 0
0 −b 0 0 a+ b −b
0 0 0 0 −a b

,
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A˜2 =

−b 0 b 0 a 0
0 −2a 0 b 0 −b
b 0 −b 0 −a 0
0 a 0 −b 0 b
b 0 −b 0 −2a 0
0 −a 0 b 0 −b

,
B˜2 =

0 −a 0 0 0 0
−b 0 b 0 2a 0
0 a 0 0 0 0
0 0 0 0 −a 0
0 2a 0 −b 0 b
0 0 0 0 a 0

.
Now let M = W−1 · M˜ . It is easy to see that the matrix M has the form
M =
1
4(2a+ b)
(
A B
−B −A
)
,
where
A =
(
A1 A2
A2 A1
)
, B =
(
B1 B2
B2 B1
)
,
and the matrices A1, A2, B1, B2 are defined as follows
A1 =
 −
1
3
b(γ1 + γ2)
1
3
aγ1
1
3
bγ2
bγ1 −2a(γ1 + γ2)− bγ1 bγ1
bγ2 aγ1 −b(γ1 + γ2)
 ,
A2 =

1
3
bγ1
1
3
a(γ2 − γ1) 0
b(γ2 − γ1) (a+ b)γ1 −bγ2
0 −aγ2 0
 ,
B1 =
 0 −
1
3
aγ2 0
−bγ2 (a+ b)γ1 b(γ2 − γ1)
0 a(γ2 − γ1) bγ1
 , B2 =
 0 0 00 2aγ2 − bγ1 0
0 0 0
 .
The matrix M has the Jordan form (2.4) with two Jordan blocks J2 and the matrix
Λ = diag(λ1, λ2, λ3) where
λ1 =
b
√
2γ2(9γ1 + 8γ2)
12(2a+ b)
, λ2,3 =
1
12(2a+ b)
√
c1 ±
√
c21 − 72c2,
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and
c1 = 12a(3a+ 4b)γ1(γ1 + 2γ2) + b
2(2γ21 + 11γ1γ2 + 8γ
2
2),
c2 = b
2(36a2 + 48ab+ b2)γ21γ2(γ1 + γ2).
Transforming the eigenvectors ofM according to (3.13) we get the basis {b+0 ,b−0 , . . . ,b+5 ,b−5 }
with
b̂+0 =
1
4(2a+b)

a
b
a
a
b
a

, b̂−0 =
1
4(10a+b)

3a
b
a
3a
b
a

,
b̂+1 =

4
3
bγ2(λ1 − 43bγ2)
2b(3γ1 − 4γ2)(λ1 − 43bγ2)
−2b(3γ1 + 2γ2)(λ1 − 43bγ2)
4
3
bγ2(λ1 − 43bγ2)
2b(3γ1 − 4γ2)(λ1 − 43bγ2)
−2b(3γ1 + 2γ2)(λ1 − 43bγ2)

,
b̂−1 =

−2
3
bγ2(
1
3
b(9γ1 + 8γ2)− 2λ1)
0
2bγ2(
1
3
b(9γ1 + 8γ2)− 2λ1)
−2
3
bγ2(
1
3
b(9γ1 + 8γ2)− 2λ1)
0
2bγ2(
1
3
b(9γ1 + 8γ2)− 2λ1)

,
b̂+2,3 =

6λ3 − 8γ1(6a2(γ1 + 2γ2) + ab(7γ1 + 20γ2) + b2γ2)λ
−8b(6a+ 7b)γ1(γ1 − 4γ2)λ
−18λ3 + 8γ1(18a2(γ1 + 2γ2) + 9ab(3γ1 + 4γ2) + b2(γ1 − γ2))λ
−6λ3 + 8γ1(6a2(γ1 + 2γ2) + ab(7γ1 + 20γ2) + b2γ2)λ
8b(6a+ 7b)γ1(γ1 − 4γ2)λ
18λ3 − 8γ1(18a2(γ1 + 2γ2) + 9ab(3γ1 + 4γ2) + b2(γ1 − γ2))λ

,
b̂−2,3 =

−4b(γ1 + 2γ2)λ2 + 8b(36a2 + 48ab+ b2)γ21γ2
12b(γ1 − 4γ2)λ2
24bγ2λ
2 − 8b(36a2 + 48ab+ b2)γ21γ2
4b(γ1 + 2γ2)λ
2 − 8b(36a2 + 48ab+ b2)γ21γ2
−12b(γ1 − 4γ2)λ2
−24bγ2λ2 + 8b(36a2 + 48ab+ b2)γ21γ2

,
22
b̂+4 =
1
4(2a+b)

a
b
3a
−a
−b
−3a

, b̂−4 =

−a(6a+7b)
4b2γ1
−6a+b
4bγ1
−a(6a+7b)
4b2γ1
a(6a+7b)
4b2γ1
6a+b
4bγ1
a(6a+7b)
4b2γ1

,
b̂+5 =
1
4(2a+b)

−b
10b
−b
−b
10b
−b

, b̂−5 =

3(a+b)γ1+2(b−2a)γ2
(10a+b)γ1γ2
− b(9γ1+8γ2)
(10a+b)γ1γ2
−9aγ1−2(6a+b)γ2
(10a+b)γ1γ2
3(a+b)γ1+2(b−2a)γ2
(10a+b)γ1γ2
− b(9γ1+8γ2)
(10a+b)γ1γ2
−9aγ1−2(6a+b)γ2
(10a+b)γ1γ2

,
where λ = λ2, λ3 for the vectors b̂
±
2 and b̂
±
3 respectively.
We have for this base σ = (0, 0, 0, 0, 0)T (see (3.14)), which implies S = 0, and the
matrix T is regular. Moreover one can easily deduce from the proof of Lemma 3.4 that
Assumption 3.2 is satisfied for small h.
Finally from Theorem 3.1 we get that ϕ = ϕ(t, x) satisfies the following diffusion
equation for the 12-velocity model
∂tϕ = ∂x
[((88
3
a+ 1
)
h+
1
27
(8a− 1)
(
4a(4γ1 − 13γ2)− 9γ1
)
h2ϕ
)
∂xϕ
]
.
where we take b = 1
4
− 2a (due to the normalization of the equilibrium state m(0)) and
then a ∈ [0, 1
8
) (to preserve positivity of b).
Remarks:
a) The coefficient of a linear part of the above diffusion equation can be expressed as
a mean value of velocity (see Section 1.1.1) as follows
12∑
i=1
v2i
|wi|m
(0)(vi, wi) = 4
(1
3
a+
1
4
− 2a+ 9a
)
=
88
3
a+ 1.
b) If we take a = 0 and γ1 = γ2 =
1
2
we get
∂tϕ = ∂x
((
h+
1
6
h2ϕ
)
∂xϕ
)
,
which is the diffusion equation for the classical Broadwell model (see Section 4.2).
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c) If we take a = 1
12
(the case of constant maxwellian – hot gas) we get
∂tϕ = ∂x
[(
31
9
h+
1
243
(23γ1 + 13γ2)h
2ϕ
)
∂xϕ
]
.
4.2 Generalized Broadwell model
We consider a 2d-velocity model with velocities regularly distributed over a circle:
vi = cos
(
2pi
i− 1/2
2d
)
, (4.1)
wi = sin
(
2pi
i− 1/2
2d
)
for i = 1, . . . , d, and
vd+i = vi, wd+i = −wi. (4.2)
We observe that
vi = −vd+1−i and (4.3)
wi = wd+1−i for i = 1, . . . , d. (4.4)
In the sequel we denote velocity vectors by greek letters, like ξ = (v, w)T . The collision
model is such that a pair (ξ,−ξ) of opposite velocities may interact and form (equally
distributed) another pair (η,−η). The collision operator Q[f ] = (Q1(f), . . . , Q2d(f))T
reads
Qi(f) =
1
d
d∑
j=1
fjfj − fifi =: S(f)− fifi , (4.5)
where j is defined such that
j + j = 2d+ 1. (4.6)
The slab problem for this model has been analyzed in [7], where it has been proven
that the only steady solutions under diffuse reflection laws are the equilibrium solutions
m(0) = c · l1.
In the following we consider the equilibrium solution
m(0) =
1
2d
· l1.
Linearization of Q around m(0) yields the linearized operator
L˜ =
1
2d2
· l1 · l1T − 1
2d
(
I Iˆ
Iˆ I
)
, (4.7)
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where
Iˆ =
 1·
·
1
 = (δi,d+1−j)1≤i,j≤d . (4.8)
We denote by e(i) the i-th canonical unit vector in Rd and construct the kernel ker(L)
of L. Odd vectors (ξ,−ξ)T belong obviously to ker(L), if and only if ξ = Iˆξ, i.e. if
ξ ∈ span(e(i) + e(d+1−i), i = 1, 2, . . .). Even vectors (ξ, ξ)T are in ker(L), if and only if
(I + Iˆ)ξ ‖ l1, i.e. if for some α ∈ R, ξ − α · l1 ∈ span(e(i) − e(d+1−i), i = 1, 2, . . .). Thus
this model does not satisfy all the assumptions of Section 3. However, we may use the
ideas developed above to discuss the diffusion limit.
From now on we only consider the case of even d, d = 2δ. (The case of odd d can
be treated with slight modifications.)
In Rd we define the vectors
bˆ+i = e
(i) + e(d+1−i), bˆ−i = e
(i) − e(d+1−i), i = 1, . . . , δ. (4.9)
We easily find
L ·
(
bˆ−i
bˆ−i
)
= 0, L ·
(
bˆ+i
−bˆ+i
)
= 0, L ·
(
bˆ−i
−bˆ−i
)
= − 1
d · wi ·
(
bˆ−i
bˆ−i
)
. (4.10)
Furthermore,
L ·
(
bˆ+i
bˆ+i
)
=
2
d2
·W−1l1− 1
d
·W−1
(
bˆ+i
bˆ+i
)
(4.11)
=
2
d2
·
δ∑
j=1
w−1j ·
(
bˆ+j
−bˆ+j
)
− 1
d · wi ·
(
bˆ+i
−bˆ+i
)
.
In order to establish a complete basis, we are looking for even vectors (cˆ, cˆ)T which are
mapped into multiples of the even vectors (cˆ,−cˆ)T . Choosing the ansatz
cˆ =
δ∑
j=1
αj · bˆ+j
we find as a necessary and sufficient condition that α = (α1, . . . , αδ)
T is an eigenvector
of the δ × δ-matrix
M := W−1δ (2/d
2 · l1− 1/d · I). (4.12)
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M is similar to the symmetric nonpositive matrix W
−1/2
δ (2/d
2 · l1−1/d ·I)W−1/2δ and thus
has δ linearly independent eigenvectors α(i). The kernel of M is spanned by α(1) := l1δ.
The other vectors α(i) have eigenvectors −λi < 0.
For given α(i) = (αij) denote
cˆ(i) :=
δ∑
j=1
αij · bˆ+j . (4.13)
Then cˆ(1) = l1, and for i > 1,
L ·
(
cˆ(i)
cˆ(i)
)
= −λi ·
(
cˆ(i)
−cˆ(i)
)
. (4.14)
Furthermore, from the definition of M follows for the fluxes (in y-direction)
〈wd, cˆ(i)〉 = 0. (4.15)
We now define the basis
b(j) =

l1 for j = 1,
w for j = 2,
(cˆ(i),−cˆ(i))T for j = 2i− 1, i = 2, . . . , δ,
(cˆ(i), cˆ(i))T for j = 2i, i = 2, . . . , δ,
(bˆ−i , bˆ
−
i )
T for j = d+ 2i− 1, i = 1, . . . , δ,
(bˆ−i ,−bˆ−i )T for j = d+ 2i, i = 1, . . . , δ.
(4.16)
Corresponding to this basis, L takes the Jordan normal structure
J =

0
0
J2
. . .
Jd
 (4.17)
with
Jj =

(
0 −λj
0 0
)
for j = 2, . . . , δ,(
0 −1/(d · wj−δ)
0 0
)
for j = δ + 1, . . . , d.
(4.18)
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We turn to the calculation of f1. First, we notice the series representation for the
inhomogeneous part
− 1
2d
·W−1V l1 = −
δ∑
i=1
vi
2dwi
· b(d+2i). (4.19)
Assuming an ansatz for f1,
f1 =
2d∑
i=1
µi(y)b
(i), (4.20)
we find from Lemma 3.4 that
µi(y) = µi(0) for i = 1 and i = 2j, j = 1, . . . , δ, (4.21)
µi(y) = µi(0)− yφλjµi+1(0) for i = 2j − 1, j = 2, . . . , δ, (4.22)
µi(y) = µi(0)− y∂xφ · vj
2dwj
for i = 2j + d, j = 1, . . . , δ, (4.23)
µi(y) = µi(0)− 2yφ 1
2dwj
µi+1(0)
+y2φ∂xφ
vj
(2dwj)2
for i = 2j + d− 1, j = 1, . . . , δ. (4.24)
From the no-flux condition and (3.15) follows that µ2 = 0. The fluxes into the slab at
±h are
f in(−h) = µ1(0) · l1 +
δ∑
j=2
[µ2j−1(0) + (1 + hφλj)µ2j(0)] cˆ(j)
+
δ∑
j=1
[
(1 + 2hφ
1
2dwj
)µd+2j(0) + µd+2j−1(0) + h∂xφ
vj
2dwj
+ h2φ∂xφ
vj
(2dwj)2
]
bˆ−j
f in(h) = µ1(0) · l1 +
δ∑
j=2
[−µ2j−1(0) + (1 + hφλj)µ2j(0)] cˆ(j)
+
δ∑
j=1
[
−(1 + 2hφ 1
2dwj
)µd+2j(0) + µd+2j−1(0) + h∂xφ
vj
2dwj
+ h2φ∂xφ
vj
(2dwj)2
]
bˆ−j
We find the linear combinations
f in(h)− f in(−h) = −2
δ∑
j=2
µ2j−1(0)cˆ(j) − 2
δ∑
j=1
(1 + 2hφ
1
2dwj
)µd+2j(0)bˆ
−
j
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f in(h) + f in(−h) = 2µ1(0) · l1 + 2
δ∑
j=2
(1 + hφλj)µ2j(0)cˆ
(j)
+2
δ∑
j=1
[
µd+2j−1(0) + h∂xφ
vj
2dwj
+ h2φ∂xφ
vj
(2dwj)2
]
bˆ−j
From the conditions f in ‖ l1 and with µ1(0) = 0 follows
f1 =
δ∑
j=1
[
−h∂xφ vj
2dwj
− (h2 − y2)φ∂xφ vj
(2dwj)2
](
bˆ−j
bˆ−j
)
− y∂xφ ·
δ∑
j=1
vj
2dwj
(
bˆ−j
−bˆ−j
)
Applying the compatibility condition (3.12) and using〈
V ·
(
bˆ−j
bˆ−j
)
, l1
〉
h
=
4vj
2d
, j = 1, . . . , δ
now immediately yields the diffusion equation
∂tφ = ∂x
[
h · v2/w · ∂xφ+ h
2
3d
· v2/w2 · φ∂xφ
]
,
where the overlines denote averages, i.e.
v2/w =
1
δ
δ∑
j=1
v2j
wj
, v2/w2 =
1
δ
δ∑
j=1
v2j
w2j
. (4.25)
Remarks:
a) Classical Broadwell model: d = 2, |vj| = |wj| = 1/
√
2 and thus
∂tφ = ∂x
[
h√
2
∂xφ+
h2
6
φ∂xφ
]
.
b) Limit d → ∞: The averages (4.25) diverge, i.e. the diffusion constants are not
finite. In this case, a different scaling has to be used to possibly obtain a diffu-
sion limit. (See [9] for an analogous problem for the pure Knudsen gas in three
dimensions.)
c) It is not necessary to choose the velocities equally distributed over the angles. The
whole analysis holds whenever the symmetry conditions (a) of section 2 are valid.
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