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Abstract
This work is motivated by the engineering task of achieving a near
state-of-the-art face recognition on a minimal computing budget running
on an embedded system. Our main technical contribution centers around
a novel training method, called Multibatch, for similarity learning, i.e.,
for the task of generating an invariant “face signature” through training
pairs of “same” and “not-same” face images. The Multibatch method first
generates signatures for a mini-batch of k face images and then constructs
an unbiased estimate of the full gradient by relying on all k2−k pairs from
the mini-batch. We prove that the variance of the Multibatch estimator
is bounded by O(1/k2), under some mild conditions. In contrast, the
standard gradient estimator that relies on random k/2 pairs has a variance
of order 1/k. The smaller variance of the Multibatch estimator significantly
speeds up the convergence rate of stochastic gradient descent. Using the
Multibatch method we train a deep convolutional neural network that
achieves an accuracy of 98.2% on the LFW benchmark, while its prediction
runtime takes only 30msec on a single ARM Cortex A9 core. Furthermore,
the entire training process took only 12 hours on a single Titan X GPU.
1 Introduction
Face representation through a deep network embedding is considered the state of
the art method for face verification, face clustering, and recognition. The deep
network is responsible for mapping the raw image of a detected face, typically
after an alignment phase for pose correction, into a “signature” vector such
that signatures of two pictures of the same person have a small distance while
signatures of images of different individuals have a large distance.
The various approaches for deep network embeddings differ along three
major attributes: first, and foremost, by the way the loss function is structured.
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Typically, the loss can be represented by the expectation of all pairs of “same”
and “not same” images, or more recently as proposed by [10] as an expectation
over triplets of images consisting of two “same” and a “not same” image. The
second attribute is the network architecture: whether or not it assumes an
alignment pre-process, whether it has locally connected layers [14], whether it is
structured as a conventional concatenation of convolution and pooling [9, 16]
or subsumption architecture [10]. The third attribute has to do with the use
of a classification layer [14] trained over a set of known face identities. The
signature vector is then taken from an intermediate layer of the network and
used to generalize recognition beyond the set of identities used in training.
Our goal in this work is to design a deep network embedding for face rep-
resentation that is highly optimized in run-time performance, has a very high
precision — close to the best, yet very expensive, networks and can be trained
overnight using reasonable computing resources while using a training set of a
manageable size. Specifically, using a training set of 2.6M face 112×112 images,
running overnight on a single Titan X GPU card, our network has achieved an
accuracy of 98.2% on the LFW benchmark (significantly higher than the best
2014 performance of [14] at 1/5000 of the running time) and it runs end-to-end
using 41M FLOPs. This amounts to a runtime of 30ms on a single ARM Cortex
A9 core (i.mx6 solo-light microprocessor by NXP, running at 1 GHz).
We train our network using the objective that requires the signatures of
all “same” pairs to be below a global threshold while all the signatures of “not
same” pairs should be above the global threshold. In Section 2 we show that
fulfilling this objective is harder than training a multiclass categorization network
over a set of known identities (the latter being the method used by [14] as a
surrogate objective). While solving a multiclass categorization is an “easier” task,
it requires a larger training set because of the significant increase in the number
of parameters due to the large output layer (consisting of thousands of nodes,
one per face identity).
Our main technical contribution centers around a better mechanism for
constructing gradient estimates for the SGD method. The estimator, called
Multibatch, is described in Section 3. We prove that the variance of the Multi-
batch estimator decreases (under some mild conditions) as O(1/k2). In contrast,
the variance of the standard gradient estimate is order of 1/k. The smaller
variance of the Multibatch estimator, which comes with nearly no extra compu-
tational cost per iteration, is translated to a faster convergence of SGD, both
in theory and in practice. This dramatic speed-up enables us solve the hard
problem of metric embedding without relying on surrogates such as the multiclass
surrogate of [14] or the triplet surrogate of [10].
From the engineering standpoint, we propose a streamlined network which
combines the pre-processing step of face alignment into one network that can
be optimized end-to-end. Specifically, the alignment pre-process is necessary
for reducing the variability of the problem and thereby both reducing the size
of the required training set and increasing the accuracy of the classifier. For
the sake of unified implementation and optimization of code on the embedded
platform we trained a small convolutional network with 4.8M FLOPs to produce
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Figure 1: Overview of joint alignment and signature generation network
the warping parameters as given by the state-of-the-art face alignment algorithm
of [5]. The result is a system comprised solely of convolutional and linear
transformations using a pipeline starting from a pre-process deep network, a
warping transformation followed by the deep network embedding responsible
for mapping the warped face image to a signature vector. The entire pipeline
takes 41M FLOPs and runs on 112×112 face images with a runtime of 30ms on
a single Cortex A9 core running at 1GHz.
2 Learning a Metric
We seek to learn a transformation fw, parameterized by w, from input space into
Rd. The resulting vectors should agree with “same-not-same” criterion where
two samples from the same class should be close up to some learned threshold
θ and vectors from differing classes should be farther than θ under a norm of
choice. Namely, for two samples x, x′ and their labels y, y′ ∈ [k]:
y = y′ =⇒ ‖fw(x)− fw(x′)‖2 < θ − 1
y 6= y′ =⇒ ‖fw(x)− fw(x′)‖2 > θ + 1 (1)
The definition above satisfies our needs as it finds a metric embedding and a
single global threshold. It enables any open-dictionary scenario, such as the
case of face recognition. The existence of a global threshold is important as
the typical scenario involves seeing many faces that are not known (e.g. people
walking down the street).
We would like to optimize the loss over the parameters w of the network,
including the value of the threshold θ. Given a training set {(xi, yi)}mi=1 we
define the per-pair loss function:
l(w, θ; xi, xj , yij) =
(
1− yij
(
θ − ‖fw(xi)− fw(xj)‖|2
))
+
(2)
where yij ∈ {±1} indicates whether the objects xi, xj are of the same class or
not, and (u)+ := max(u, 0). The global loss over the whole set is the average
loss over all the pairs:
L(w, θ) =
1
m2 −m
∑
i 6=j∈[m]
l(w, θ; xi, xj , yij) . (3)
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Figure 2: Why multiclass is easier
than same-not-same: In this exam-
ple, three samples of two identities
are mapped to the canonical vec-
tors ei where Alice maps to e1, e3
and Bob maps to e2. It is easy
to see that ‖e1 − e2‖ = ‖e1 − e3‖
so they are all equidistant. Still,
a multiclass classifier is easy with
WAlice = e1 + e3 and WBob = e2.
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Carol
1 1
1 >1>1
Figure 3: An ambiguous configuration. In
this set, choosing either Alice-Bob pair will
not improve the solution as both Alices will
try to move closer to each-other while Bob
will push them apart. Choosing Alice-Carol
will not result an improvement since the
distance is already larger than the mar-
gin. Only choosing Carol-Bob will improve
the result. When choosing only pairs, the
chance of choosing Carol-Bob is 1:3
Learning a “same/not-same” classifier based on the above approach has been
studied extensively. See for example [15, 12]. However, in the context of face
recognition using deep networks, most previous works avoid using L(w, θ) directly
and instead define an over-subscribed multiclass problem. For example [14] used
a convolutional neural net to learn both w and a matrix-vector pair (W, b) such
that W · fw(xi) + b is a vector whose largest coordinate is the correct class,
yi ∈ [N ], where N is the number of different labeled identities in the training
set (N = 4030 was used in [14]). Then, a multiclass loss function is used, for
example the multiclass hinge-loss:
MC(w,W, b) =
∑
i
max
t∈[N ]
(1[t 6= yi] +Wt · fw(xi) + bt −Wyi · fw(xi)− byi) ,
(4)
where Wt is the t’th row of the matrix W . Another popular multiclass loss is
the logistic loss (which was used in [14]). The embedding fw(x) is the so-called
last “representation layer”, namely, the layer preceding the output layer. In [14]
the representation layer has 4096 nodes. In other words, the embedding fw is
achieved indirectly through a multi-class problem with N different labels with
the tradeoff of adding the matrix W with 4096×4030 parameters, which in fact
is the majority of parameters of the entire network. The multiclass approach
is therefore highly over-subscribed compared to the metric learning approach.
We show next that indeed the metric learning approach is “harder” than the
multiclass approach, explaining the motivation for learning embeddings in such
an indirect manner.
Claim 1 Metric learning is harder than multiclass in the following sense: Given
w, θ for which Eq. 3 is zero, there exists (W, b) for which the value of Eq. 4 at
w,W, b is zero. However, there exists w,W, b such that Eq. 4 is zero but such
that for every θ, the value of Eq. 3 at w, θ is substantially greater than zero.
Proof Let w, θ be such that Eq. 3 is zero. For every k, let Ck be the set of
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indices of examples that belong to class k. Define W to be the matrix such that
its k’th row is Wk = 1|Ck|
∑
i∈Ck fw(xi). Clearly, for every j
Wk · fw(xj) = 1|Ck|
∑
i∈Ck
fw(xi)
>fw(xj)
= − 1
2|Ck|
∑
i∈Ck
‖fw(xi)− fw(xj)‖2 + 1
2|Ck|
∑
i∈Ck
‖fw(xi)‖2 + 1
2
‖fw(xj)‖2
The last term in the above does not depend on k, and therefore it can be
omitted since it does not effect the multiclass loss given in Eq. 4. Let bk =
− 12|Ck|
∑
i∈Ck ‖fw(xi)‖2, and hence it cancels out the second term. It is left to
deal with the first term. If j ∈ Ck then ‖fw(xi)− fw(xj)‖2 ≤ θ − 1, hence the
first term is at least − θ−12 . If j /∈ Ck then ‖fw(xi)− fw(xj)‖2 ≥ θ+ 1, hence the
first term is at most − θ+12 . Plugging into Eq. 4 we obtain that its value is zero.
Finally, to show that the converse isn’t true, consider Figure 2 which depicts
three samples from two classes which are equidistant but are easily separable.
Our experiments show that optimizing Eqn. 3 indeed converges slowly with
SGD. While we later provide a mathematical analysis of this, let us first consider
the typical and intuitive example in Figure 3. There, four points are mapped
onto the target space, hence providing 6 pair-wise constraints. As is typical, the
classes are mixed and a sample of Bob lies between two samples of Alice. It
is easy to see that among all pairs, only the Carol-Bob pair is useful. Neither
Alice-Bob pairs help as it would push Bob to be closer to another Alice (or have
small effect pushing Bob outwards). An Alice-Carol pair would not result any
loss as they are already far enough. Only by considering all pairs of samples,
including Carol, that the correct update step can be reliably estimated.
The work of [10] used triplets in order to define an easier goal where pairs
from each class should be closer than pairs from differing classes. That objective
forgoes one global threshold and so is easier to solve. In order to achieve
convergence they suggest a boosting scheme where “hard but not too hard”
examples are picked using a separate process. In the next section we show how
to extend this idea to an arbitrary number of pairs and solve the harder problem
faster.
3 The Multi-Batch Estimator
In this section we describe the multi-batch approach for minimizing L(w, θ) (as
given in Eq. (3)) and analyze its main properties. To simplify the presentation,
denote z = (w, θ). Our goal is therefore to minimize L(z). We also use the
notation `i,j(z) to denote `(w, θ;xi, xj , yi,j).
The multi-batch method relies on the Stochastic Gradient Descent (SGD)
framework, which is currently the most popular approach for training deep
networks. SGD starts with some initial solution, z(0). At iteration t of the SGD
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algorithm, it finds an estimate of the gradient, ∇L(z(t−1)), and updates z based
on the estimation. The simplest update rule is z(t) = z(t−1)−η∇ˆ(t), where η ∈ R
is a learning rate and ∇ˆ(t) is the estimate of ∇L(z(t−1)).
As indicated by the term "stochastic", the estimate of the gradient is a
random vector, and we require that the estimate will be unbiased, namely that
E[∇ˆ(t)] = ∇L(z(t−1)). In words, on average, the update direction is the gradient
direction.
We focus on a family of gradient estimates, in which the objective is being
rewritten as an average of n functions, L(z) = 1n
∑n
i=1 Li(z), and the estimated
gradient is obtained by sampling i uniformly at random from [n] and setting
∇ˆ(t) := ∇Li(z). Due to the linearity of the derivation operator, we clearly
have that this yields an unbiased estimate: E[∇ˆ(t)] = E[∇Li(z)] = ∇E[Li(z)] =
∇L(z).
In our metric learning problem, the objective, L(z), is already defined as an
average of m2 −m functions: for every pair j, j′ ∈ [m], j 6= j′, we can define
Li(z) = `j,j′(z). While this approach gives us an unbiased estimate of the
gradient, the variance will be order of 1. In recent years, the importance of the
variance of SGD algorithms has been extensively studied. Formally, the variance
is defined as follows:
Definition 1 (variance of gradient estimate) Let L(z) = 1n
∑n
i=1 Li(z). The
variance of the natural unbiased gradient estimate is defined as:
ν2(z) :=
1
n
n∑
i=1
‖∇Li(z)−∇L(z)‖2 .
Several recent works analyzed the convergence of SGD as a function of the
variance. See for example [7, 13, 4, 11, 17, 8]. Ghadimi and Lan [1] have shown
that even for non-convex problems, the number of iterations required by SGD
to converge (in the sense of finding a point for which the squared norm of the
gradient is at most ) is order of ν¯
2
2 +
1
 , where ν¯
2 is an upper bound on ν2(z(t))
for every t.
To decrease the variance, a common approach in deep learning is to rely on
mini-batches. Formally, for any L of the form L(z) = 1n
∑n
i=1 Li(z), we can also
rewrite L as L(z) = 1
nk
∑
i1,...,ik
Li1,...,ik(z), where Li1,...,ik(z) =
1
k
∑k
r=1 Lir (z).
This leads to the gradient estimate based on a mini-batch: sample i1, . . . , ik
i.i.d. from [n] and set the gradient to be the average value of ∇Lij (z), where
averaging is over j ∈ [k]. Since the random vector is now an average of k i.i.d.
random vectors, the variance decreases by a factor of 1/k.
Getting back to our metric learning problem, estimating the gradient with
a mini-batch of size k/2 requires the sampling of k/2 pairs of instances and
calculating the loss for every pair. We observe that the main computation time
for this operation is in the “forward” and “backward” calculations performed
by the signature network over the k instances. The time requires to calculate
the gradient of the loss given the signatures is negligible. This raises a natural
question: if we have a budget of performing a forward and backward pass on k
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instances, can we find another unbiased estimate of the gradient whose variance
is strictly smaller than order of 1/k ? The multibatch method aims at achieving
this goal.
Intuitively, once we have calculated the signatures of k instances, it would
be wasteful not to use the loss on all the k2 − k pairs of different instances. The
multibatch estimate does exactly that — it samples k instances and defines the
gradient to be the gradient of the average loss on all k2 − k pairs of different
instances. Formally, let Π denote the set of permutations over [m], and for every
pi ∈ Π we define
Lpi(z) =
1
k2 − k
∑
i6=j∈[k]
`pi(i),pi(j)(z) .
The multibatch estimate samples pi uniformly at random from Π and returns
∇Lpi(z) as the gradient estimate. The following theorem shows that the multi-
batch estimate is an unbiased estimate and that the variance of the multibatch
estimate can be order of 1/k2 under mild conditions.
Theorem 1
• Epi[∇Lpi(z)] = ∇L(z)
• For every i, r, denote A¯(r)i = Ej 6=i(∇r`i,j(z)−∇rL(z)). Then,
E
pi
‖∇Lpi(z)−∇L(z)‖2 ≤ 1
k2 − k Ei 6=j ‖∇`i,j(z)−∇L(z)‖
2+O
(
1
k
) ∑
r
E
i∼[m]
(A¯
(r)
i )
2
.
The proof of the theorem is given in Section A. The bound on the variance of
the multibatch method is comprised of two terms. The first term is the variance
of the vanilla estimate (based on a single pair) divided by k2 − k. That is, for
the first term we obtain a decrease of factor order of k2. This is much better
than the decrease of factor k/2 if we take k/2 pairs. It is easy to verify that
the second term is at most O(1/k) times the variance of the vanilla estimate.
However, in most cases, we expect A¯(r)i to be close to zero. Intuitively, if for
most of the i’s, the expected value of ∇`i,j(z) over j 6= i is roughly the expected
value of ∇`i,j(z) over all pairs i 6= j, then the second term in the bound will be
close to zero. We note that one can artificially construct z for which the variance
is truly order of 1/k, but such vectors correspond to bad metrics, and in practice,
as long as the learning process succeeds, we observe a variance of order 1/k2.
4 Experiments on Face Recognition
Face recognition is an ideal test bench for similarity learning as it incorporates
the need to map the input image into an invariant “signature” while meeting
very high performance bars. Top scores on public benchmarks come mostly
from large corporations with access to extensive resources both in the amount
of training data and computing infrastructure. We demonstrate below that
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with the multibatch training algorithm we can accomplish near state-of-the-art
precision using a fraction of the training set size, a fraction of the training time
and a fraction of the prediction running time of top performing networks. We
describe below the method for preparing a training set of 2.6M face images of
12k different identities, our method for incorporating face alignment into the
process and the architecture of our convolutional network.
The leading approach for face recognition comprises of two steps. After
detection, the first step is face alignment where the face is rectified to a fixed
position and scale. This aligned image is then fed to the second step which
computes a signature. Signatures are compared using a standard distance
function in Rd to enable fast comparison in the open-dictionary. Figure 1 shows
the network.
With regard to training sets, the available public datasets are not sufficiently
substantial to allow high performance recognition. We follow the approach of [9]
and search online for images of 12k public figures that are not included in the
LFW benchmark [2]. As the search results are roughly sorted by decreasing
reliability, we assume the first 50 of each identity are correct and train a binary
SVM classifier to separate them from a random set of 10k other faces. This
classifier is then used to pick correct images out of the average of 500 images
per identity. We further leverage on [9] by using their published network as a
feature and skip any manual filtering. This produced 2.6 million images. By
manually verifying 4, 000 images we found 1.17% errors. For the sake of this
work, we did not clean the set further.
With regard to alignment, previous work (cf. [14]) underscores the importance
of image rectification pre-processing before being fed into a convolutional network.
In [14] 3D rectification was proposed but more modest 2D rectification has been
used by other systems as well ([9, 10]). Rectification allows the model to focus
on inter-person difference rather than alignment hence relieving the classifier
from requiring an ensemble of networks which are expensive at runtime.
We achieve the rectification goal through a 2D similarity transformation
using a compact convolutional network with 102K parameteres taking 4.8M
FLOPs which takes around 5msec run-time on a single Cortex A9 core. The
network is trained on images of size 50×50 with desired output determined
by the algorithm of [5] which uses random forests to detect the location of 68
facial landmark points. These points were used to compute warping parameters
(rotation+translation+scale) which are then fed as ground-truth to train the
ConvNet using a warping layer per [3]. The trained alignment network was used
as the initial guess for the complete network described in Table 2.
While the code and model for [5] are available online, there are two advantages
in replacing it with a ConvNet. First, from an implementation perspective it
is natural to spend resources in optimizing a ConvNet on an embedded system
rather than optimizing multiple algorithms. Second, the amount of run-time
memory required by random forests is quite high for embedded use. It stands
on 96MB in the available implementation — which is roughly a factor of 1400
compared to our ConvNet memory requirements.
Next, with regard to ConvNet architecture, the input layer consists of 112×112
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Figure 4: Multibatch convergence compared to using pairs. Here we show LWF
Accuracy as defined in [2] by a 10-fold cross validation. The speed advantage of
multibatch is clear, even when we manually reduced the learning rate of SGD tenfold
whenever it stopped (at 0.7m and 1.7m iterations) to help it converge faster. This
demonstrates how improved gradient estimation accuracy affects convergence.
Method Training size # Parameters FLOPs Ensemble Total FLOPs LFW Accuracy Speed
MultiBatch 2.6M 1.3M 41M 1 41M 98.20% 1×
FaceNet [10] 260M 140M 1.6B 1 1.6B 99.63% 40×
DeepFace [14] 4.4M 120M 3.8B 5 19.3B 97.35% 4825×
VGG [9] 2.6M 133M 11.3B 30 340B 99.13% 8500×
Table 1: Comparison between leading published work on face recognition sorted
by runtime.
RGB image and with an output layer of 128 nodes representing the face “sig-
nature”. For the choice of network topology we follow the network-in-network
(“NIN”) concept of [6] which was later refined in [16]. The basic structure of
a NIN consists of spatial convolutions followed by the same number of 1×1
convolutions. A typical NIN block is as follows: C convolution kernels with
3×3 spatial resolution which are typically strided followed by ReLU. The block
is then passed through C 1×1 convolutions and ReLU. Table 2 presents the
ConvNet architecture consisting of 1.3M parameters while taking 41M FLOPs
which is roughly 30msec runtime on a single Cortex A9 core.
Training was done with multibatch, while setting k = 256. In choosing
the 256 examples of the mini-batch, we randomly picked 16 individuals, and
randomly picked 16 images per individual. We applied Eq. 2 as the loss per-pair,
while weighting down the loss of “not-same” pairs so that FN and FP have the
same impact, since equal error rate is the standard performance measure on
LFW. We used learning rate of 0.01 throughout, and reduced it to 0.001 for
the last epoch. For SGD we decreased the learning rate whenever it stopped
decreasing in order to help it further. Figure 4 shows the test accuracy on
the LFW dataset throughout the iterations of the multibatch training method
compared to the standard pairwise SGD approach. One can clearly see that
even with manual tweaking of the learning rate the pairwise SGD is significantly
behind the multibatch algorithm. Both methods “flatten” around 1M iterations
and further iterations do not help the pairwise SGD to recover and catchup with
multibatch.
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Input Size Type FLOPs Parameters
50×50×3 4 Convolutions, 5×5 760K 304
25×25×4 12 Convolutions, 5×5 758K 2K
24×24×12 12 Convolutions, 5×5 3M 4K
12×12×12 12 Convolutions, 3×3 189K 2K
6×6×12 4 Convolutions, 3×3 16K 436
6×6×4 Affine+ReLU, 256 38K 38K
256 Affine+ReLU, 64 17K 17K
64 Affine+ReLU, 140 10K 10K
140 Affine+ReLU, 64 10K 10K
64 Affine+ReLU, 128 9K 9K
128 Affine+ReLU, 64 9K 9K
64 Affine+ReLU, 4 260 260
112×112×3 Warp 150k 0
112×112×3 NIN with 32 kernels of 5×5 (stride 2) 8M 30k
56×56×32 max-pool 2×2 0 0
28×28×32 NIN with 96 kernels of 3×3 (stride 2) 8M 121k
14×14×96 NIN with 128 kernels of 3×3 (stride 2) 9M 165k
7×7×128 NIN with 128 kernels of 3×3 9M 165k
7×7×128 NIN with 128 kernels of 3×3 4M 165k
7×7×128 128 Convolutions, 3×3 (stride 2) 8M 148k
4×4×128 Affine+ReLU 256 525k 525k
256 Affine+ReLU 256 66k 66k
256 Affine 128 33k 33k
128 Loss
Total: 41M 1.3M
Table 2: Our ConvNet architecture combines alignment and signature generation. The
version here achieves an accuracy of 98.2% on LFW and takes 30ms on a Cortex A9
core. We also trained a much larger VGG-like model with 11B FLOPs which takes
6.6sec runtime and achieves 98.8% — an accuracy which appears to be limited by the
noise in our training data (see text).
The ConvNet presented in Table 2 achieves a precision of 98.2% on the LFW
benchmark with a runtime of 30ms on a single Cortex A9 ARM core. This result
is superior to the 2014 state of the art achieved by [14] and better than human
performance on this dataset. State of the art today achieves 99% and above but
requires network ensembles at runtime, much larger networks, considerably larger
training sets (e.g., 260M images used by [10]), and elaborate data augmentations
such as multiple crops and resolutions. We also trained a much larger, VGG-like,
model with 11B FLOPs which takes 6.6sec runtime and achieves 98.8% — an
accuracy which appears to be limited by the noise in our training data.
5 Summary
The main technical contribution of this work centers around extracting a much
smaller variance of estimating the gradient of the loss function for SGD for
embedded metric learning. We have shown that our multibatch method intro-
duces a dramatic acceleration of the training time required to learn an effective
embedding for the task of face recognition. Along the way we have also ad-
dressed the issue of why practitioners tend to devise a classification network for
face recognition rather than training a metric embedding network by showing
that metric embedding is a harder problem to train — thus underscoring the
importance of introducing the multibatch method.
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A Appendix: Proof of Theorem 1
We first show that the estimate is unbiased. Indeed, for every i 6= j we can
rewrite L(z) as Epi `pi(i),pi(j)(z). Therefore,
L(z) =
1
k2 − k
∑
i 6=j∈[k]
L(z) =
1
k2 − k
∑
i 6=j∈[k]
E
pi
`pi(i),pi(j)(z) = E
pi
Lpi(z) ,
which proves that the multibatch estimate is unbiased.
Next, we turn to analyze the variance of the multibatch estimate. let I ⊂ [k]4
be all the indices i, j, s, t s.t. i 6= j, s 6= t, and we partition I to I1 ∪ I2 ∪ I3,
where I1 is the set where i = s and j = t, I2 is when all indices are different,
and I3 is when i = s and j 6= t or i 6= s and j = t. Then:
E
pi
‖∇Lpi(z)−∇L(z)‖2 = 1
(k2 − k)2 Epi
∑
(i,j,s,t)∈I
(∇`pi(i),pi(j)(z)−∇L(z)) · (∇`pi(s),pi(t)(z)−∇L(z))
=
d∑
r=1
1
(k2 − k)2
3∑
q=1
∑
(i,j,s,t)∈Iq
E
pi
(∇r`pi(i),pi(j)(z)−∇rL(z)) (∇r`pi(s),pi(t)(z)−∇rL(z))
For every r, denote by A(r) the matrix with A(r)i,j = ∇r`i,j(z)−∇rL(z). Observe
that for every r, Ei 6=j A(r)i,j = 0, and that∑
r
E
i6=j
(A
(r)
i,j )
2 = E
i 6=j
‖∇`i,j(z)−∇L(z)‖2.
Therefore,
E
pi
‖∇Lpi(z)−∇L(z)‖2 =
d∑
r=1
1
(k2 − k)2
3∑
q=1
∑
(i,j,s,t)∈Iq
E
pi
A
(r)
pi(i),pi(j)A
(r)
pi(s),pi(t)
Let us momentarily fix r and omit the superscript from A(r). We consider the
value of Epi Api(i),pi(j)Api(s),pi(t) according to the value of q.
• For q = 1: we obtain Epi A2pi(i),pi(j) which is the variance of the random
variable ∇r`i,j(z)−∇rL(z).
• For q = 2: When we fix i, j, s, t which are all different, and take expectation
over pi, then all products of off-diagonal elements of A appear the same
number of times in Epi Api(i),pi(j)Api(s),pi(t). Therefore, this quantity is
proportional to
∑
p 6=r vpvr, where v is the vector of all non-diagonal entries
of A. Since
∑
p vp = 0, we obtain (using Lemma 1) that
∑
p 6=r vpvr ≤ 0,
which means that the entire sum for this case is non-positive.
• For q = 3: Let us consider the case when i = s and j 6= t, and the derivation
for the case when i 6= s and j = t is analogous. The expression we obtain is
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Epi Api(i),pi(j)Api(i),pi(t). This is like first sampling a row and then sampling,
without replacement, two indices from the row (while not allowing to take
the diagonal element). So, we can rewrite the expression as:
E
pi
Api(i),pi(j)Api(s),pi(t) = E
i∼[m]
E
j,t∈[m]\{i}:j 6=t
Ai,jAi,t
≤ E
i∼[m]
(
E
j 6=i
Ai,j
)2
= E
i∼[m]
(A¯i)
2 ,
(5)
where we denote A¯i = Ej 6=iAi,j and in the inequality we used again
Lemma 1.
Finally, the bound on the variance follows by observing that the number of
summands in I1 is k2 − k and the number of summands in I3 is O(k3). This
concludes our proof.
Lemma 1 Let v ∈ Rn be any vector. Then,
E
s 6=t
[vsvt] ≤ (E
i
[vi])
2
In particular, if Ei[vi] = 0 then
∑
s 6=t vsvt ≤ 0.
Proof For simplicity, we use E[v] for Ei[vi] and E[v2] for Ei[v2i ]. Then:
E
s 6=t
vsvt =
1
n2 − n
n∑
s=1
n∑
t=1
vsvt − 1
n2 − n
n∑
s=1
v2s
=
1
n2 − n
n∑
s=1
vs
n∑
t=1
vt − 1
n2 − n
n∑
s=1
v2s
=
n2
n2 − n E[v]
2 − n
n2 − n E[v
2]
=
n
n2 − n (E[v]
2 − E[v2]) + n
2 − n
n2 − n E[v]
2
≤ 0 + E[v]2
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