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Semiconducting silicon nanoparticles and nanoparticle clusters are stud-
ied using conventional TEM, high resolution TEM and transmission elec-
tron tomography techniques. TEM and TEM based tomography provide
the means to determine the size and morphology of primary particles and
clusters, while the structure of printed macroscopic layers has previously
been characterised via small angle X-ray scattering (SAXS). High resolution
TEM studies were also carried out on the nanoparticles at high magnifica-
tion in order to examine the internal structure of the nanoparticles, which is
found to contain both ordered as well as amorphous regions. As the nanopar-
ticle clusters studied in this work are tightly bound, dense structures, tra-
ditional alignment techniques do not produce satisfactory alignment of the
micrographs from which the tomograms are reconstructed, resulting in re-
constructions which possess significant artifacts. This limitation is overcome
by the development of a new correlation based alignment technique which
produces superior alignment when compared to previous techniques, espe-
cially in the case of dense samples. The resulting alignment has allowed for
the reconstruction of tomograms from which morphological information of
the nanoparticle clusters is inferred. The clusters are found to be tightly
bound hierarchical clusters, consisting of a large central core surrounded by
smaller particles, whose surfaces are faceted. The morphological information
gained from the tomography studies has been combined with the macroscopic
structure of the layers to infer the arrangement of the nanoparticle clusters











“ Nothing has such power to broaden the mind asthe ability to investigate systematically and truly all
that comes under thy observation in life.












To my supervisors, Professors Margit Härting and David Britton, for your
support, dedication and assistance throughout the course of this work, thank
you.
To my betters, Sidney and Estelle Jones, thank you for inspiring me to reach
my potential and for endowing me with the skills needed to do so. One could
not ask for better parents. I am as proud of you as I hope you are of me.
To my dearest Raegan, thank you for the love, support and kindness that
you have shown me all these long years and for the years to come.
To my sister, Debi Croucher, and her family, thank you all for your support
over the years.
To my equals, Uli Männl, Rudi Nüssl, Emmanuel Jonah, Batsi Magunje and
the rest of the members of the NanoSciences Innovation Centre past and
present, thank you for your camaraderie and support, both academically as
well as in the lab.
To Stanley Walton, thank you for your assistance with space, time and other
writing implements, it has proved to be invaluable.
To those who are no longer here, Alice Weiner, Jeffrey Weiner and Carl Gre-
eff, thank you for your faith in me, you are all missed. To Hagar Schultz,
thank you for providing me with access to and assistance with the vitrogra-
phy setup. In your absence, I thank you.
To you, the reader, I hope that you find this work as interesting as I.
This work was supported by the NanoPower Africa Project funded by United
States Agency for International Development (USAID) through the Higher
Education for Development (HED) office, the US Airforce Office of Scien-
tific Research through the project "Nanoparticle Solutions for Printed Elec-
tronic Applications" and by the University of Cape Town Vice Chancellors
Strategic Fund. S.D. Jones was supported with a bursary from the national













2 General Overview of Nanoparticles and Printed Nanoparticulate
Systems 4
2.1 Introduction to Nanoscale Materials . . . . . . . . . . . . . . . . . . 4
2.2 Semiconducting Nanoparticles . . . . . . . . . . . . . . . . . . . . . 5
2.3 Nanoparticle Production . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3.1 The Top-Down and Bottom-Up Approaches . . . . . . . . . 6
2.3.2 Silicon Nanoparticle Production by High Energy Milling . . 7
2.4 Printed Silicon Layers . . . . . . . . . . . . . . . . . . . . . . . . . 9
3 Two Dimensional Analysis of Si Nanoparticles 10
3.1 Introduction to Transmission Electron Microscopy (TEM) . . . . . 10
3.2 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2.1 Sample Preparation . . . . . . . . . . . . . . . . . . . . . . . 14
3.2.2 Transmission Electron Microscopy . . . . . . . . . . . . . . . 14
3.2.3 High Resolution TEM . . . . . . . . . . . . . . . . . . . . . 20
4 Three Dimensional Analysis of Si Nanoparticles 24
4.1 Electron Tomography and Experimental Procedures . . . . . . . . . 24
4.1.1 Practical Limitations on Electron Tomography (ET) . . . . 31
4.2 A New Correlation Based Alignment Technique for Use in Electron
Tomography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2.1 Overview of Alignment Methods for Electron Tomography . 33
4.2.2 The Viability Method of Alignment . . . . . . . . . . . . . . 36
4.2.3 Testing the Alignment Methods with Simulated Data . . . . 38
4.2.4 Testing the Alignment Methods with Experimental Data . . 48
4.2.5 Application of the Viability Method to Dense Samples . . . 49
4.3 Phantom Statistical (PhaST) - A Software Tool for the Creation of
Three Dimensional Phantom Data in Electron Microscopy . . . . . 52











4.3.2 Projection Creation in the PhaST Software Package . . . . . 58
4.3.3 Comparison of the PhaST Software Package to Existing Phan-
tom Creation Software used in Electron Microscopy . . . . . 61
4.3.4 A Comparison of Various Alignment Software Packages . . . 62
4.4 Electron Tomography of Silicon Nanoparticle Clusters . . . . . . . . 68
4.4.1 Sample Preparation . . . . . . . . . . . . . . . . . . . . . . . 68
4.4.2 Determination of the Cluster Size Distribution by Electron
Tomography . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4.3 Electron Tomography of a Primary Particle Cluster . . . . . 74
4.4.4 Physical Representation of a Single Cluster by Three Dimen-
sional Printing and Vitrography . . . . . . . . . . . . . . . . 77
5 Combination of Electron Tomography and Ultra Small X-ray Scat-
tering (USAXS) to Study Cluster Orientation in Printed Nanopar-
ticulate Layers 80
5.1 USAXS Study of Printed Silicon . . . . . . . . . . . . . . . . . . . . 83














The field of printed electronics has received much attention, both in the scientific
community as well as industry. With the promise of flexible, cost effective and
truly ubiquitous computing, printed electronics has made a significant impact on
all aspects of contemporary electronics ranging from printed conducting tracks [1],
semiconductor junctions [2] to display technology [3]. Although many decades ex-
tant, recent advances in the field have seen the creation of electronic devices which
not only rival, but in some cases surpass, their conventional electronic counter-
parts [2, 4, 5]. As printed electronics relies on some form of ink, often containing
functional particulate matter, the fields of printed electronics and nanotechnology
are inextricably linked. In the case where printed devices are fabricated from func-
tional electronic inks, composed of the nanoparticulate material, binding agents,
and thinning agents [6], the particles must form a dense network, with a packing
density above the percolation threshold of the material, for charge transport to
take place.
Using the silicon nanoparticles under study here, several types of fully printed de-
vices have already been constructed, such as thermistors [4], transistors [7, 5] and
solar cells [2]. However, relatively little is known regarding the arrangement of the
particles within the printed networks. Clearly, measures of average particle size
and shape do correlate with the electronic properties of printed layers produced
with such particles, but this information is insufficient to infer structural infor-
mation of the network within a printed layer composed of well known particles
[8]. To gain average particle size and shape information, transmission electron mi-
croscopy (TEM) presents a highly accurate means of direct measurement, provided
that sample preparation is reliable [9, 10, 11], especially when the particles tend
to cluster. Aggregation is particularly problematic for imaging techniques which
do not operate in transmission mode, such as scanning electron microscopy (SEM)
[12, 13]. In contrast, in transmission mode, information with respect to individual
particles can be obtained from particles, clusters and from particles that overlay











acterise the individual silicon nanoparticles in particle clusters [14, 15, 16].
New correlation based alignment methods have been developed to ensure superior
alignment of the acquired tomographic data sets when compared to previous tech-
niques [17]. Aside from the improvement in the alignment of a data set, this new
method is robust against acquisition artefacts, which arise from automatic data
acquisition. A new software package has also been developed which creates both
three dimensional test structures as well as two dimensional projections of the test
structures, in order to facilitate the testing of various reconstruction and image
processing techniques.
TEM and TEM based tomography provide the means to determine the size and
morphology of primary particles and clusters, while the structure of macroscopic
layers has previously been characterised via small angle X-ray scattering (SAXS),
which offers the advantage of transmission while still observing a relatively large
sample area with nanoscale precision [18, 19, 20, 21]. TEM and SAXS measure-
ments have previously been combined in studies of nanoparticles and nanoscale
precipitates [19, 20, 21, 22], in which good agreement was found between both
methods. The work presented here, however, represents the first use of TEM
and SAXS to interpret the structural information of printed layers provided by
SAXS, based on morphological information for the nanoparticle clusters obtained
by electron tomography.
The radii of gyration corresponding to various particulate network arrangements
are calculated from the tomograms and the results compared with those obtained
from the SAXS experiments, and the network arrangements which reproduce the
radii of gyration determined by SAXS are presented.
Each experimental study is presented in its own chapter, along with all associ-
ated experimental results. Chapter 2 provides a brief overview of nanoparticulate
materials as well as a description of the production of the silicon nanoparticles
under study as well as a description of the layer deposition onto substrates. Chap-
ter 3 is concerned with the two dimensional analysis of the Si nanoparticles via











an analysis of the internal structure at high resolution. Chapter 4 presents the
general improvements to the field of microscopy including the synthetic data gen-
eration software as well as the new tomography alignment method. In addition to
the improvements to electron tomography, chapter 4 presents a three dimensional
analysis of the Si nanoparticles via electron tomography with respect to size and
shape. Chapter 5 firstly explains the basic principles of SAXS and the necessary
concept of the radius of gyration. Using these concepts, the morphology of the
primary nanoparticle clusters is related to previous SAXS studies of printed layers
to determine the arrangement of the clusters in the nanoparticle network, before
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2 General Overview of Nanoparticles and Printed
Nanoparticulate Systems
This chapter introduces nanoparticulate materials, their production methods as
well as their various uses. The chapter begins with a technical definition of a
nanoparticle and continues with a brief discussion as to why these systems are of
great interest in the physical sciences. An overview of the most common nanopar-
ticle production methods is provided as well as a detailed description with regards
to the production of the semiconducting silicon nanoparticles used in this study.
The chapter ends with a description of the fabrication of printed layers formed
from silicon nanoparticulate inks.
2.1 Introduction to Nanoscale Materials
In the field of nanotechnology a nanoparticle is defined as an object with all three
dimensions smaller than 100 nm [23]. Early studies which were performed on
nanoscale materials referred to the materials as ultrafine particles [24, 25]. How-
ever, towards the end of the 1990’s, before the US National Nanotechnology Ini-
tiative began to standardise nomenclature as well as classification techniques, the
name nanoparticle was popularised by the same authors who used the term ultra-
fine particles [26].
Although often considered a discovery of modern science, artisans have been us-
ing nanoparticles for centuries to achieve, for example, the lustre effect which is
observable in various types of pottery glazes and glassware as well as in paints
[27, 28, 29]. Interestingly, the optical properties of nanomaterials were also docu-
mented by Faraday in his paper on the interactions of gold with light [30].
The properties of bulk materials are generally considered to be independent of
the size or quantity of material of which they are composed, while in the case of
nanomaterials there exist optical material properties which are size dependent [31].
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to volume ratio of nanoparticles [32]. In particular, the the ratio of surface to
non-surface atoms, which increases at small particle sizes, is sufficiently large such
that the material properties are dominated by the surface states and not by the
bulk properties of the material [33].
Other properties of nanoscale structures involve electron confinement, a phenomenon
where nanoparticles effectively trap electrons to produce different optical proper-
ties compared to those of the bulk material via quantum effects [34, 35, 36]. In
the field of photovoltaics (PV) it has been shown that the absorption of solar en-
ergy is higher in devices composed of nano particles than in those composed of
continuous sheets of thin film materials [37]. In the case of metallic nanoparti-
cles, for example, other nanoscale properties such as surface plasmon resonance
(SPR) may appear [38, 39, 40]. SPR, termed localised surface plasmon resonance
(LSPR) for nanoscale materials [41, 42], refers to the collective oscillation of the
electrons at the surface of a solid or liquid by stimulation from incident light [43].
Magnetic nanoparticles are able to be created from bulk materials such that they
exhibit a phenomenon known as superparamagnetism [44, 45, 46], whereby the
magnetisation of the material is able to change direction with changing tempera-
ture [47].
2.2 Semiconducting Nanoparticles
Semiconducting nanoparticles include metal oxides [48, 49, 50, 51], chalcogenides
[52, 53], and elemental semiconductors such as silicon [54]. Metal oxide nanopar-
ticles have found applications in the fields of electronics, computer science [48] as
well as medicine [55] and catalysis [56, 57, 58, 59, 60]. Chalcogenides, while widely
used for their optical properties [61], have also been used to produce highly efficient
thin-film solar cells [62] as well as energy storage devices [63]. Silicon nanoparticles
are widely used throughout science as well as industry, with the size, surface prop-
erties and morphology of the particles dictating their use. Among the smallest of
these nanoparticles are quantum dots, which exhibit electron confinement [64, 65].
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[67], display technology [68] and medical applications [69].
Silicon nanoparticles with sizes above the confinement limit may be loosely cate-
gorised into two groups: those particles with an insulating layer of silicon dioxide,
termed oxide capped, and those without [70], termed uncapped or oxide free. Par-
ticles from each group have found different uses in contemporary nanotechnology.
Clearly, oxide capped semiconducting nanoparticles are not ideal for the fabrica-
tion of devices which rely on the transport of charge through networks composed
of nanoparticles. These particles are, however, extensively used in medical appli-
cations [71] as well as for their optical properties [72].
Uncapped semiconducting nanoparticles, such as the particles studied here, are
well suited to the fabrication of semiconducting layers as the charge transport is not
impeded by the oxide layer [73]. In a network, the silicon nanoparticles presented
here differ from bulk silicon in that they possess thermally specific activated charge
transport properties [73, 4]. These properties have l d to the successful develop-
ment of the many printed electronic devices outlined in the introduction.
2.3 Nanoparticle Production
2.3.1 The Top-Down and Bottom-Up Approaches
Knowledge regarding the production of nanoparticles is important as material
properties may vary depending on the production method used, even in the case
of two different particles composed of the same elements. In the case of silicon,
nanoparticles produced by chemical vapour synthesis (CVS) methods [74] have
significantly different morphological and electronic properties when compared to
the silicon nanoparticles investigated in this thesis [75].
There are two main approaches by which nanomaterials are created in contem-
porary nanoscience, which are generally termed termed top down and bottom up.
In the top down approach nanoparticles are created by the reduction in size of
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assembly of atoms or molecules [76]. The most common bottom up techniques
include CVS [77] as well as aerosol [78] and liquid phase methods [79].
The most straightforward form of top down nanoparticle production is milling,
in which bulk materials are reduced to nanoscale particles by comminution in a
ball-, vertical-, or planetary mill or some other such mechanical hardware [80, 81,
82]. Other common top down techniques also include photolithography [83] and
electron beam lithography [84, 85].
2.3.2 Silicon Nanoparticle Production by High Energy Milling
Particle size reduction, termed comminution or milling in industry, is defined as the
mechanical breakdown of solids into smaller particles [86]. In addition to increasing
the surface area of solids, milling is also able to increase the number of regions of
high activity within the sample [87]. The relationship between comminution energy
and milled particle size to the initial feedstock size, has been researched extensively,
and is fundamental to comminution theory [88, 89, 90]. The spatial distribution of
the imparted energy is typically non-uniform, with high concentrations of energy
distributed around holes, corners, cracks or other material defects [91, 92].
Figure 2.1: Primary force types observed in milling. The milling media are shown
as shaded objects, while the material being milled is shown as white solid objects.
The black arrows represent applied forces: (a) compression; (b) shear; (c) stroke
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The primary force types observed in a typical mill are shown in figure (2.1) [93].
Figure (2.1a) shows compression, where the milling medium applies a force per-
pendicular to the material without collision. Figure (2.1b) shows the application of
a shear force to the sample, which leads to the process referred to as attrition. In
contrast, in figure (2.1c), the forces involved in the collision between milling media
and the feedstock against the wall of the mill are shown. This manner of collision
is referred to as stroke impact. Both of the figures under figure (2.1d) show the
feedstock colliding with either the mill wall or other material being milled, without
a collision with the milling media. This is termed impact collision, which can also
lead to fracturing [93].
In general, vibration mills have been used extensively for the production of fine
particles as well as nanoparticles with induced mechanical activation [94, 95]. The
milling chamber is constrained to move along a circular or elliptical orbit by the
rotation of large internal weights, which are out of balance. The resulting three
dimensional motion may be described by four variables: the frequency of the
vibration, the horizontal and vertical vibrational amplitudes, and the phase angle
[96]. Typical values of frequency and amplitude are of the order of 20 rev/s and
10 cm respectively.
The semiconducting silicon nanoparticles under study in this thesis were created
via the high energy milling of bulk metallurgical grade silicon. The mill used for
nanoparticle production was an 800W vibration mill, manufactured by Siebtechnik.
The silicon used in this work is 2503 grade metallurgical silicon supplied by silicon
Smelters, Polokwane, South Africa. Prior to each milling session, the milling
apparatus was cleaned by first milling silica for 5 minutes and then cleaning the
milling media, consisting of the milling chamber, or mortar and the pestle, with
acetone and ethanol, to avoid any risk of contamination. Three sample types were
produced, each differing in total milling time and thus total milling energy. The
bulk of the work will be focussed on 300 minute continuously milled silicon, with
90 and 15 minute milled silicon also examined by high resolution two dimensional
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2.4 Printed Silicon Layers
The silicon nanoparticles mentioned above are used as the functional pigment in
water-based inks with an acrylic screen printing binder (PST Sensors (Pty) Ltd,
South Africa). In this water-based ink, where the acrylic monomer polymerizes by
hydrolysis at ambient temperature, propan-1, 2-diol (propylene glycol) was used
as a thinner as well as a retarder [97, 98]. The role of the thinner was to create
thixotropic inks with viscosities conducive to screen printing, the compositions of
which were determined according to the weight ratios of the silicon nanoparticles
to the commercial binder for complementary SAXS. Inks were produced with 20%,
50%, 60%, 70% and 80% particles by weight, with the balance of the weight coming
from the commercial binder.
Deposition of the nanoparticle inks onto substrates was achieved with conven-
tional screen printing techniques. The substrate used was 100 µm thick polyester
terephthalate (PET) and the printer used for deposition was an ATMA AT-60PD
semi automatic flatbed screen printer. The structures which were printed were
squares with sides of length 1.5 cm, with samples produced for each of the five
inks described above. The geometric parameters were chosen to conform to the ex-
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3 Two Dimensional Analysis of Si Nanoparticles
This chapter describes electron microscopy based studies to investigate the size
and give the first indication of the morphology and internal structure of the silicon
particles produced by the high energy milling process described in the previous
chapter. In addition the fundamentals of electron microscopy, which form the
basis of the new approaches presented in chapter 4, will be discussed.
3.1 Introduction to Transmission Electron Microscopy (TEM)
The resolution of any optical instrument, taken as the ability of the instrument






where   is the wavelength of the radiation used, and N
A
is the numerical aperture
of the instrument, which is a dimensionless metric which characterises the angu-
lar acceptance of the system in a particular medium. As an example, a modern
optical microscope with a 650 nm light source with air as an external medium,
has a resolving power of only 342 nm [100]. In order to increase the resolution of
traditional optical systems, light sources of shorter wavelength have been used to
increase the resolution to approximately 200 nm. The electron microscope is, in
principal, similar to the optical microscope, with the exception being the use of an
electron beam in place of an optical light source. As the wavelength of the electron
beam is significantly smaller than that of visible light, 0.005 nm vs 200 nm, the
diffraction limit of the electron beam is much lower and, consequently, the resolu-
tion is orders of magnitude greater for a similar numerical aperture. In practice
TEM instruments are limited, not by the diffraction limit of the electron beam, but
rather by imperfections in the electron lenses used to achieve focus and magnifica-
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spherical and chromatic aberrations, may be corrected for by installing additional
hardware, termed aberration correctors, in the TEM instrument [101, 102].
Electron microscopy may be categorised into two groups: transmission electron
microscopy (TEM) and scanning electron microscopy (SEM), as shown in figure
(3.1). In the case of scanning electron microscopy, both the detector and the beam
are positioned on the same side of the sample, with a raster image formed by the
deflection of backscattered or secondary electrons emitted from different points on
the surface [103]. In the case of transmission electron microscopy, the sample is
positioned in between the electron beam and the detector. Thus a direct image
is formed in the image plane of the microscope by the beam of electrons which
have penetrated the sample entirely. One of the key differences between the two
techniques is the energy imparted to the electron beam, approximately 300 kV
v.s. 15 kV for TEM and SEM respectively [104, 103]. This significant difference in
beam energy allows the probing of near atomic scale structures in the case of the
TEM, while the resolution of a typical SEM is limited to a few nanometers. As the
observed TEM image is formed from transmitted electrons, TEM is able to yield
structural information regarding the sample, while the SEM signal, composed of
deflected electrons, is typically used to study surface properties of the sample.
As the transmission cross-section of the electrons varies inversely as the thickness
of the sample, areas which are thicker will produce fewer transmitted electrons
and appear darker in the micrograph, whereas thin areas will appear brighter
in micrographs. This form of contrast is termed mass thickness contrast in the
literature. In the case of crystalline materials, such as the silicon nano particles
under study here, an additional contrast is observed in acquired images which
is due to variations in the intensity of the acquired diffracted beam across the
sample. The diffracted beam yields information regarding both the general crystal
orientation relative to the electron beam, also known as the crystal phase, as well
as local changes in crystal orientation [105]. Contrast arising from the diffracted
beam is termed diffraction contrast in the literature. Changes in the relative phases
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Figure 3.1: Schematic representation of the differences between TEM and SEM.
literature as phase contrast. Phase contrast imaging remains the highest resolution
of all TEM imaging techniques, even allowing the imaging of individual columns
of atoms [105]. The overall contrast observed in acquired TEM images is the
superposition of the mass thickness, diffraction and phase contrast mechanisms.
Thus all transmitted electron micrographs acquired are density images.
The high energy electrons which constitute the primary beam are generated by
an electron gun, which produces a fine beam of electrons of precise energy, from a
small source region by either thermionic emission or field emission [106] and then
imparting energy to the electrons by accelerating them through a region of high
potential. As the electrons travel at velocities comparable to the speed of light












where V is the accelerating potential, m
0
is the rest mass of an electron, e is the
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the case of thermionic electron sources, the current density of the source is given
by Richardson’s law [108, 109] and in the case of field emission sources, the current
density can be estimated from the Fowler-Nordheim formula [110].
As both field emission and thermionic electron sources produce beams which are
divergent over the length of the microscope column, the beam must be focused to
a point on the sample. In classical electron microscopy, lenses which use combi-
nations of electrostatic and magnetic fields are used to achieve magnification and






where K is a lens constant, N the number of windings and I the current of the lens.
In modern TEM instruments magnification and focus are achieved by the use of
magnetic lenses, devices which focus or deflect the electron beam by making use of
the magnetic Lorentz force [106]. Magnification of the sample in the image plane
of the microscope is achieved by multiple stacking of electron lenses. There are
five primary electron lens types common to all TEM instruments. These lenses
are termed gun lenses, projector lenses, condenser lenses, objective lenses and
stigmator lenses.
The gun lens is used to form a fine beam immediately after emission, while the
condenser lens is used to control the spot size of the beam. Thus the gun and
condenser lens also define the total beam current. The objective lens is usually an
immersion lens which occupies a dual role as it is used both to focus the electron
beam and provide the first stage of magnification, while the projector lens controls
the final stage of magnification. The stigmator lens corrects for astigmatism,
caused by deviations in the precise circular symmetry of the pole piece.
The electron beam, which forms the image in the image plane of the microscope,
has two components resulting from three primary beam-sample interactions as
shown in figure (3.1): unscattered or transmitted electrons, elastically scattered











which makes use of the interference between the unscattered and scattered beams




The silicon nanoparticles were produced as described in section (2.3.2), with their
differences owing to the milling time chosen. For the particle size characterisation,
presented in section (3.2.2) below, particles produced by milling the feedstock for
300 minutes were used, while for the high resolution TEM (HRTEM) characterisa-
tion of the internal structure, presented in section (3.2.3), two additional samples,
produced by milling for 90 and 15 minutes respectively, were used. For TEM sam-
ple preparation, the powders were dispersed in methanol and sonicated using a
bath sonicator for approximately 7 seconds in order to break up large agglomer-
ates. The sonicated dispersions were dropped onto holey carbon coated grids using
a micro-pipette. In high resolution TEM this allows the viewing of fine structures
in objects which lie partially over a hole. For the conventional TEM analysis,
to determine the particle size distribution, plain carbon grids were used, which
allowed for a greater density of sample material per grid.
3.2.2 Transmission Electron Microscopy
The microscope used for data acquisition was an FEI T20 TEM, fitted with a
Lanthanum Hexaboride (LaB
6
) filament. As the magnification required for size
classification is relatively low, the LaB
6
filament provides a higher current density
for a wide field of view at low magnification when compared to a field emission
gun (FEG), which, as a direct result of small source size, does not allow for the
illumination of large sample areas at low magnification [108]. Micrographs were











imaging camera used in the T20 was set to acquire images of size 2048⇥2048 pixels
at a pixel resolution of 4Å. In order to enhance the appearance of edges, all images
were acquired at a constant defocus of  2µm.
(a) (b)
Figure 3.2: A subset of the TEM images used to determine particle size information
of the milled silicon particles. (a), a low magnification micrograph and (b), an
enlarged view of the highlighted rectangular region in (a).
Figure (3.2) shows a micrograph of silicon particles produced by milling for 300
minutes. Upon first inspection it is clear that a large amount of sample material
is visible on the TEM grid, which is a direct result of the use of plain carbon
grids. It is also clear that many of the structures appear not to be single par-
ticles but rather agglomerates or clusters of nanoparticles of varying size. From
an examination of the contrast in figure (3.2a) it is clear that the sample mate-
rial on the grid is polydisperse with respect to its thickness distribution, as the
observable greyscale values range from light grey, corresponding to a high trans-
mission, to black, corresponding to zero transmitted beam current. However, the
regions which correspond to zero beam current appear far less often and corre-











bright field imaging, particles which lie close to a zone axis tend to appear darker.
This phenomenon, known as the zone axis condition in the literature, results in a
stronger diffraction component of the transmitted beam, which results in stronger
contrast in the bright field images [105]. In this case, however, the darker regions
in figure (3.2) are as a result of the thickness of the sample. The aspect ratios of
both particles and clusters appear to be greater than unity, which may imply that
the larger particles are, in fact, clusters of smaller particles, as previously inferred
from SAXS and SEM studies [114].
From the enlarged view shown in figure (3.2b), it can be verified that many of the
structures visible in (a) are, in fact, not single nanoparticles but are rather the
primary clusters of nanoparticles, as these structures possess internal structure at
the higher magnification. As the nanoparticles are semiconducting, beam-sample
charging effects are present and are observable as the white ghosting artefacts,
indicated by the red arrows, which appear to extend outwards from the edges of
some of the particle clusters. As the ghosting obscures neither cluster shape nor
size, it does not negatively affect the analysis. In contrast, the well-defined white
outlines, termed Fresnel Fringes in the literature, which are visible around the
perimeters of most of the particles as well as clusters, are the intended effect of
the previously mentioned defocus used to enhance the appearance of sample edges.
The Fresnel fringes are as a result of electron diffraction of the electron beam from
the sharp edges of the sample. The superposition of these diffracted waves creates
a standing wave interference pattern, which is visible as a white outline in the case
of defocus and as a black outline in the case of over focus [108].
As the average shape of the clusters appears ellipsoidal, measurement of both the
long axis and the short axis of each particle or cluster is required in order to
characterise their average size and shape. The long and short axes are defined for
an arbitrary ellipse in figure (3.3), where a is the minor axis and b the major axis
of the ellipse irrespective of its orientation.
Thus, measuring both the long and short axes of sufficiently many primary clusters











Figure 3.3: Definition of the long and short axes used for particle size characteri-
sation.
















Two different micrographs of the same sample have been found to yield similar re-
sults with respect to morphology. In addition micrographs of two different samples
from the same batch have also been found to yield similar results with respect to
morphology, which indicates that the particle production methods are consistent.
Consequently, all of the experimental data has been combined into a single large
dataset, consisting of approximately 3400 particle clusters. Figure (3.4) shows the
combined long and short axis size distributions and the aspect ratio in the form
of histograms.
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Figure 3.4: A summary of all TEM based size distribution data with lognormal fits
in black, used to gain quantitative information about the morphology of nanopar-
ticle clusters: (a) the long and short axis size distribution, (b) the short axis size




























where  , µ and A are the logarithmic standard deviation, mean and intensity of
the distribution respectively. The log-normal distribution was chosen because it
is well suited to modelling data which contain peaks which are not symmetric, of
the kind visible in the histograms of figure (3.4), which all appear to possess tails
to the right and which are bounded by zero as a minimum.
Figures (3.4a) and (3.4b) show histograms of the combined long and short axis data
respectively, with log-normal distributions fitted to both sets of data. The aspect
ratio plot presented in figure (3.4c) shows the shape distribution data calculated
from the TEM measurements, also with a log-normal fit to the data, while the
table in figure (3.4d) summarises the fit results. At first glance it may appear that
a bimodal distribution function would better describe the data presented in (3.4a).
However when the standard histogram error, taken as 1p
n
, where n is the number
of counts in the histogram bin, is taken into account, a single peak function is
sufficient to describe the data, which is confirmed by the correlation value seen in
the table shown in (3.4d).
The long and short axes have values of 126± 3nm and 78± 1nm respectively. As
can be seen from the histogram data, as well as from figures (3.4a) and (3.4b), the
average shape is indeed elliptical, with the most commonly observed distribution
aspect ratio taking on a value of approximately 1.3.
Aside from the largest peaks, it is interesting to note the significantly smaller peaks
in the distributions, which appear at around 560nm in figure (3.4a) and at around
340nm in figure (3.4b). As the smaller peaks possess an intensity of the order of
20 counts and a width of approximately 5 histogram bins fitting of these peaks
was not attempted. These secondary peaks correspond to the sizes of the large











1.6, larger than that calculated from the mean cluster dimensions.
The ratio of the larger to smaller peak intensity of the histogram data gives an
approximation to the predominance of each cluster size. In the case of the long
axis, the ratio takes on a value of 15, which implies that the large clusters are
counted only 6% of the time, while in the case of the short axis, the large clusters
are included only 4% of the time. Thus the majority of the size distribution data
corresponds either to single particles or to small clusters of particles, with little
contribution from larger clusters.
3.2.3 High Resolution TEM
The two microscopes used for the data acquisition in the high resolution experiment
were the FEI F20 FEGTEM and JEOL JEM 2100 TEM, both fitted with field
emission gun electron sources. The FEG sources are far superior for HRTEM
when compared to LaB
6
filaments as they provide a brightness, or electron density,
increase at the specimen plane of the order of 103 at higher magnification, with
a narrow field of view [108]. Micrographs were acquired at a magnification of
100kX at an accelerating voltage of 200kV. Both CCD cameras were set to acquire
images of size 4096 ⇥ 4096 pixels at a pixel resolution of 1Å. As the goal of this
experiment was to observe fine structure, a lower defocus was used than for the
size distribution analysis.
Figure (3.5) shows representative images acquired during the high resolution ex-
periment. Figure (3.5a) shows the data acquired for the 300 minute milled par-
ticles, on the T20 and figures (3.5b) and (3.5c) show the data acquired for the
90 and 15 minute milled particles respectively, on the JEOL 2100. From the real
space images, it can be concluded that the surfaces of the particle clusters are
composed of regions which appear to possess ordered structure as well as regions
which appear to be amorphous. This may be attributed to the milling process,
which has been shown to chemically reduce oxides of the semiconductor material,











Fourier transforms of the micrographs, shown on the right of the figures, depict the
crystal lattice planes visible at the surfaces, which can be seen as distinct double
spot patterns, with greater clarity. The lattice spacings were calculated as the
distances between two spots of the same pair, while the associated uncertainties
were quantified by the radii of the spots.
Figure (3.6) summarises the results of the lattice plane calculations for all three
sample types, with subfigures (a), (b) and (c) depicting the results for 300, 90 and
15 minute milled particles respectively. The known lattice parameters, which are
well documented in the literature, for bulk monocrystalline silicon are reproduced
for convenience in the table in figure (3.6d). On examination of figure (3.6) it
is clear that all produced nano particles possess highly ordered surface regions,















Figure 3.5: Representative high resolution micrographs (left) and their Fourier













Figure 3.6: A summary of HRTEM lattice parameter calculation results. (a) 300
minute milled Si, (b) 90 minute milled Si, (c) 15 minute milled Si, (d) the known
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4 Three Dimensional Analysis of Si Nanoparticles
This chapter describes electron tomography based studies to investigate the size
and give the first indication of the morphology and internal structure of nanopar-
ticles and nanoparticle clusters in three dimensions. A new correlation based
alignment method, which allows for superior alignment of a tomographic data set
when compared to previous techniques, is presented in this chapter. It will be
shown that this superior alignment of the data set, in turn, results in superior
reconstructions. Computer software which produces statistically distributed vir-
tual phantom data for use in general electron microscopy is also presented. The
fundamentals of electron tomography, which form the basis of the new approaches
presented in this chapter, are also discussed.
4.1 Electron Tomography and Experimental Procedures
Tomography in general refers to the three dimensional imaging of a sample by sec-
tioning [116]. Derived from the Greek words tomos, meaning part or section, and
graphein, the infinitive "to write", the word tomography literally means to write a
part or section. This is accomplished by passing some kind of incident wave, with
a penetration depth larger than the physical dimensions of the sample, through the
sample and then collecting the wave after interaction with the sample to produce a
shadowgraph. The experimental setup used to generate and collect the penetrat-
ing beam is referred to as a tomograph, although this nomenclature is not common
in electron microscopy, while the resulting three dimensional reconstructed model,
is referred to as a tomogram.
Electron tomography, therefore, is a microscopy technique in which a three di-
mensional representation of a sample is created by reconstruction, from a series
of micrographs acquired at various angles on a TEM [117]. These angles, known
as tilt angles, fall in a plane perpendicular to the image plane of the microscope
[118]. As the images inside a TEM are formed from transmission, the micrographs
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Figure 4.1: Schematic representation of the principles of tomography showing
images recorded at different tilt angles of the sample from  50  to +50 , about
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trated in figure (4.1), which depicts the principles of tomography schematically. A
three dimensional model of the sample, as seen in the upper part of figure (4.1),
can be reconstructed from the projection images by a number of computational
techniques which will be discussed later in this section.
The first step in electron tomography begins with the collection of the sample pro-
jection images at the various tilt angles. As contemporary tomography conducted
on heterogeneous samples typically involves the acquisition of hundreds, or in some
cases thousands, of projection images, the task of image acquisition is generally
carried out by automated computer software such as UCSF Tomo, Leginon and
others [119, 120, 121, 122, 123, 124]. These software packages, although varied and
complex, all offer a similar set of functions. As the Leginon software package was
used for all tomography data acquisition presented in this thesis, its features will
be discussed in more detail.
In its broadest scope, the Leginon software offers two primary modes of operation:
to both automatically locate regions of interest as well as acquire projection images
or to automatically acquire projection images of a region manually selected by the
operator [119]. All tomographic image series collected for this work were acquired
in manual selection mode, which instructs the microscope to automatically acquire
images about a manually selected sample location. This was done in order to avoid
errors associated with sample occlusion at high tilt angles, as well as to avoid the
possibility of the automatic selection algorithm selecting an undesirable sample
region.
In a typical tomography experiment the microscope will be required to change
magnification, by approximately two orders of magnitude, approximately one thou-
sands times [125]. For each of these magnification changes the electron beam must
remain centred on the sample at precisely the same point. These calibrations, es-
sential to the correct functioning of the Leginon system, make use of the transfor-
mation matrices between the coordinate system relative to the imaging hardware
and the coordinate system relative to the positioning hardware of the microscope
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These images are acquired at zero shift, at a defined x shift and y shift in two
orthogonal directions respectively. The resultant image shifts are computed by
phase correlation, a Fourier space image registration technique where the relative
translative offsets between two images are calculated. The shifts are used to calcu-
late the necessary transformation matrix, which is stored internally for later use.
These transformation matrices must be calculated for every magnification used in
data acquisition. Phase correlation is also used for focus as well as astigmatism
calibrations. In these cases, a number of images are taken and the response of the
microscope to known changes in focus as well as astigmatism are measured and
compared to the un-perturbed images.
The CCD cameras used are imperfect and the pixels which constitute the sensors
have different responses to the incident beam [126]. These varying pixel responses
are corrected for by a process known as flat field imaging or CCD flattening. Flat
field images are acquired for each combination of camera settings (size, position,
and binning) that will be used throughout data acquisition. These images are
acquired by flooding the sample stage without a sample, and by extension, the
CCD with a high intensity electron beam. The images are then acquired with an
exposure time which results in the CCD pixel intensities taking on values which
are approximately half of the dynamic range of the CCD camera. Generally, in
practice three images are acquired and averaged together to produce the final flat
field image. This image contains all variations of pixel intensity due to varying
pixel response, optical distortion which may arise from dirt or microscopic damage
to the CCD, and any machine bias which may influence the acquired images. The
final flat field image contains the unique watermark or vignette of the CCD, which
may then be used to correct all future images.
Although automatic data acquisition in electron tomography is both robust and
accurate, both the software techniques and the microscope hardware are imper-
fect [120]. As a result, the images which are acquired are misaligned with respect
to each other. That is to say, a feature which appears in the centre of one tilt
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This tilt seres misalignment must be corrected prior to any three dimensional re-
construction in order to avoid catastrophic irregularities and artefacts in the final
tomogram [128]. The alignment of tilt series images in electron tomography is an
ongoing research topic, with improvements in the form of new software techniques
as well as mathematical methods being published regularly [129]. As a new align-
ment technique is presented in this thesis, the discussion of alignment in electron
tomography is deferred to Section (4.2) in which the new alignment technique is
explained in the context of the current research in the field.
Once the acquired tilt series has been aligned, the next step towards building
the final tomogram is creating the initial three dimensional reconstruction, which
is later refined to form the final model of the sample. One of the most easy to
implement reconstruction techniques used in electron tomography is known as back
projection (BP) [130]. Figure (4.2a) depicts the acquisition of a tomographic data
set, with the sample represented by the geometrical arrangement within the square,
the rays of the transmitted electron beam by the black arrows and the acquired
projection images in the form of intensity profiles which surround the sample,
located at the bottom of the figure. Figure (4.2b) shows the reverse of the process
depicted in figure (4.2a), namely the projection of rays back towards their point
of origin, which is the fundamental principle of back projection. Mathematically,
this is achieved by making use of the Radon transform, such that the spatial
distribution of the density in the computed reconstruction is proportional to the
density of the sample [131].
One of the primary disadvantages of back projection is that simply projecting the
images backwards without filtering or weighting results in a blurred reconstruc-
tion. Figure (4.3) shows two identical spherical phantoms, or virtual test data,
used to test electron microscopy techniques, of uniform density which have been
reconstructed using unfiltered and filtered back projection methods respectively.
From the figure it is clear that the reconstruction produced by filtered back projec-
tion, shown in figure (4.3b) closely matches a uniformly dense solid sphere, while
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(a) (b)
Figure 4.2: Schematic representation of the principle of Back Projection in electron
tomography [132]. (a) forward projection of a structure in different directions to
form a set of images. (b) back projection of features in the images to reconstruct
the structure.
appears to correspond to a sphere with density which decreases radially outwards
from the centre of the sphere, resulting in the reconstruction appearing blurred.
This blurring effect comes from the overlapping of the Fourier-transformed tilt se-
ries images around the low frequency region. To control these effects, a ramp filter,
corresponding to |x| in Fourier space, is applied during reconstruction [133]. The
purpose of the filtering (or weighting) in the improved back projection scheme is to
modify the source images, prior to back projection, in such a way so as to remove
or, at the very least minimise, the blurring effect inherent to unfiltered reconstruc-
tion algorithms, depicted in figure (4.3a) [134]. All reconstructions presented in
this thesis were created using weighted back projection.
The two reconstruction methods presented thus far may be grouped into the single
category of real space reconstruction, as the three dimensional model is created
in real space. In addition to real space reconstruction algorithms there also exist
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Figure 4.3: Visualisation of the differences between the unfiltered (a) and filtered
(b) back projection [132].
structions are first created in Fourier space before being converted to the desired
reconstruction in real space.
Figure 4.4: Schematic representation of the principle of Fourier space reconstruc-
tion in electron tomography [135].
Figure (4.4) depicts the process of Fourier space reconstruction schematically. The
four subfigures illustrate the various stages which are required in order create the
reconstruction, while the black arrows illustrate the flow of the process. The pro-
cess begins with the physical sample to be reconstructed. The next stage involves
the acquisition of a single projection image. This image is then transformed into
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continues with the rotation of the transformed projection image by the angle of
acquisition, after which it is inserted into a three dimensional model in Fourier
space, termed the Fourier model. Once this process has been completed for all
projection images, the real space reconstruction is recovered by applying the in-
verse Fourier transformation to the Fourier-space model.
These Fourier space methods are made possible by the central section theorem
which states that, in the case of a two dimensional reconstruction from one di-
mensional images, the Fourier transform of a one dimensional projection is math-
ematically equivalent to a section at the same angle through the centre of the two
dimensional Fourier transform of the object. This concept has been extended to
three dimensions and, more recently, generalised to n dimensions [136].
4.1.1 Practical Limitations on Electron Tomography (ET)
Practical limitations, such as the angular acquisition range, which are limited by
the physical geometry of the microscope stage hardware result in the inability to
create reconstructions without artefacts. The most common artefact is known as
the missing wedge, which is most easily explained in the context of Fourier space
reconstruction. As not all projection angles are attainable, each missing image
corresponding to a projection angle leaves an empty plane in the Fourier space
model. As such, many missing projection angles result in many missing planes
and, in the case of a single axis tomographic experiment, the region not covered
in Fourier space has the shape of a wedge. The effect of the missing wedge is
such that the Fourier space model, when converted to real space, results in both a
blurring of the reconstruction, as a result of missing information, and as resolution
anisotropy along the z axis relative to the x, y axes.
Consider an acquired tilt series with an angular range of  50  to 50  and a res-
olution of 1nm in the tilt series images with a size of 1024 ⇥ 1024 pixels and a
total of 500 images. The resolution of the tomogram in the image plane parallel
to the tilt axis, d
x
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the reconstruction. According to the Crowther criterion [137], the in-plane tomo-
gram resolution, d
y




= ⇡ · D
N
, (4.1)
where D is the thickness of the sample, and N is the number of projections used
to create the tomogram. The tomogram resolution along the axis perpendicular
to the image plane, d
z















↵ + sin(↵) · cos(↵)
↵  sin(↵) · cos(↵) , (4.3)
where ↵ is the absolute value of the maximum projection angle, in this case
50
 .
From the TEM images presented in section 3.2.2, the primary clusters under study
are known to have a mean long axis of approximately 120 nm. As a conservative
first approximation to the thickness of the sample, which in this case corresponds
to a collection of silicon nanoclusters that tend to lie flat on the sample grid, it is
reasonable to assume a maximum sample thickness equal to the longest axis ob-
served in two dimensions, 120 nm. Thus, according to equation (4.1) the resultant
tomogram should have a minimum resolution of 0.75 nm per pixel along the axis
perpendicular to the tilt axis in the image plane. This resolution is clearly much
smaller than the resolution of the rescaled images used in tomogram construction,
1nm per pixel. Thus, the resolution of both axes in the image plane can be said to
both have a pixel resolution of at least 1 nm, removing the anisotropy described
in equation (4.1). Calculating the elongation factor, e
yz
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tomogram reconstruction from equation (4.3) yields a value of 1.8, which implies
that features along the z axis will appear 1.8 times longer than they should.
4.2 A New Correlation Based Alignment Technique for Use
in Electron Tomography
In this section a new correlation based method for the alignment of a single axis tilt
series is presented. Rather than performing the pairwise correlation procedure with
the central image as the starting point, the method presented here calculates the
optimal starting position within the tilt series and proceeds towards both ends.
The starting position is determined by maximisation of a viability function, J ,
which rewards cumulative series correlation and penalises both cumulative series
shift and distance from the centre of the image series.
4.2.1 Overview of Alignment Methods for Electron Tomography
The alignment methods most frequently used in 3D microscopy may be broadly
categorised into two groups, marker based alignment [138] and marker free align-
ment [139]. In the case of marker based alignment, fiducial markers are added to
the specimen during sample preparation. The markers, often gold nanoparticles
[140], are assumed to be immobile with respect to the sample and thus a change in
position of the markers implies movement of the sample [141]. Alignment is pro-
duced by tracking the positions of markers and comparing their positions across
many images in the tilt series [140, 127]. Methods have been developed which
allow the fiducial marker alignment of an image series where not all marker posi-
tions need not be identified in every member of the tilt series [142], only that a
minimum density of markers must be exceeded. If a pairwise method is employed
features need only exist in neighbouring images.
Hybrid methods [143] also exist in which a global alignment is calculated from the
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out by dividing the tilt series images into segments, where a certain minimum
number of fiducial markers is present in each segment, and then performing the
marker based alignment again but on a local scale, thereby refining the global
alignment[143].
Tracking the positions of the fiducial markers across a tilt series as well as ensur-
ing correct correspondence between them is complex. However, several methods
have been developed to automatically track the positions of the fiducial markers
[144], which facilitate a more tractable analysis. Although fiducial marker based
alignment produces consistent alignment throughout the entire tilt series [145],
not every sample lends itself to the fiducial marker method. It may be difficult
to produce a sample which contains the appropriate density of fiducial markers,
and also, the colloidal gold particles, which are most frequently used, are often the
most dense material present in the sample and may introduce artefacts into the
reconstructed model.
The most popular alternative to the fiducial marker method is the correlation
method [139], which uses a sliding inner product process to determine the similarity
between two signals which are separated by a time lag. In image processing the
two dimensional cross correlation function is used to locate the presence of a mask
image within a second image, which is the basis for marker free alignment in
electron tomography. When the cross correlation operation is applied to a pair of
images the result is a two dimensional matrix whose elements are populated by the
intensities of the correlation operation, or measures of similarity, between the two
images at every point. Thus the x and y coordinates of the peak in the correlation
matrix represent the number of pixels that one image must be shifted by in the x
and y directions to be in alignment with the second image. In order to calculate
the rotational shift between two images, one of the images is repeatedly rotated
by an increasing known angle while the cross correlation function is applied to
each of the rotated images and the second image in turn. This process is repeated
until the correlation matrix with the highest intensity is found. The accuracy of
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with increasing similarity between the two images.
In electron tomography a pair of images may not be correlated directly without
correcting for length distortion, an effect where the length of the image area per-
pendicular to the tilt axis is compressed at high tilt angle [146]. The effect of length
distortion may be exacerbated by acquiring the tilt series far from the eucentric
height of the microscope [147]. Coarse alignment is produced by applying the cross
correlation function to successive neighbouring image pairs within the image se-
ries. As correlation based alignment techniques produce a cumulative error along
the alignment path in the tilt series, the central image, often the zero plane image,
is conventionally used as the starting point, or seed, of the alignment. Alignment
produced by the correlation method may be further refined through an iterative
process of aligning reprojections from successively refined reconstructions with
their corresponding images within the acquired tilt series [148, 149]. As alignment
is obtained from image pairs, the correlation method does not produce consistent
global alignment. Rather, with the pairwise technique, alignment is heavily biased
in favour of the alignment of the image used as the starting point. In addition,
the ability to refine the alignment of a tilt series by the iterative reconstruction
technique is hindered by the number and quality of the projections used for com-
parison with the tilt series images. Hybrid techniques have also been developed
which aim to merge the marker based and marker free alignment schemes [139].
These methods work by identifying features in the sample images which are math-
ematically unique. The locations of these features are then tracked throughout the
image series in a similar manner to fiducial markers. Although hybrid methods
produce good alignment, they are not automatically applicable as they require a
certain minimum number and density of calculated features to produce accurate
alignment.
The choice of the central image position as the seed has become a de facto standard
and is widely implemented in microscopy software [150, 151, 152]. This choice does
not allow for the fact that the central image may be misaligned relative to the rest
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tomogram out of frame, resulting in information loss in the reconstructed model.
It is also possible for another image in the tilt series to produce better overall
alignment of that series, a possibility which is generally overlooked in favour of
minimising cumulative alignment error.
4.2.2 The Viability Method of Alignment
The viability alignment method proposed here allows the user to align an image
series by choosing a user-defined seed position or by allowing the alignment pro-
cedure to calculate the optimal seed position. To compensate for the cumulative
alignment error the viability of positions far from the central region are heav-
ily weighted as will be described below. Once the viability of each position in
the image series as the seed has been determined, a pairwise, correlation based
alignment is then performed, starting at the optimal seed position and moving
outwards towards either end of the series. The result is a fully automatic, coarse
alignment method which allows the alignment of an image series, even where the
central region is badly misaligned, by starting the alignment at a position in the
series determined in a quantifiable, repeatable manner. The optimal seed position
is defined as the position in the image series that results in maximum cumulative
correlation between all pairs of neighbouring images and minimum cumulative rel-
ative shift or rotation. Relative image shift, ⌧
⌧
, and rotation, ⌧
⇢
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In order to ensure that seed position candidates far from the centre of the series are
heavily weighted a function is employed which treats all images in a user-definable
central region as equal and increases, with a user definable sharpness, outside of








where L is the length of the central region, m = 1, 2 and controls the slope of the
function outside of the central region.  i is the distance from position i to the
centre of the series. To measure the similarity between consecutive image pairs,


























where f denotes an image, g the reference image, n
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are the standard deviations of the pixel values from images f








are the average pixel values of images f, g. The seed position viability function,























(i)| · E(i) , (4.8)
where ⌧
⌧,⇢
refers to either ⌧
⌧
or ⌧⇢ from equations (4.4, 4.5) when dealing with
translational or rotational alignment respectively. The viability function numer-
ator is constructed in such a way so as to increase J with increasing normalised
circulant cross correlation between every two pairs of images. Thus, the higher
the sum of the peaks of the correlation matrices between every two image pairs,
starting at position i, the more viable position i is as the seed. This on its own
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image position as the seed would cause features to be translated or rotated out of
the image series once aligned.
The denominator of the viability function is constructed to be a series of penalties
on the viability of position i in the image series as the seed position used for
alignment. The sum of the peaks of all correlation matrices are divided by their
translational or rotational alignment parameters. Thus the viability of position i
as the seed position increases with decreasing cumulative shift or rotation used to
produce alignment, thereby decreasing the likelihood of choosing a seed position
corresponding to a badly misaligned image.
Aligning the tilt series with respect to successive images in the series exhaustively,
J is calculated for every possible seed position. Pairwise alignment is then started
at the seed position corresponding to the highest value of J .
It is also worth noting that the hybrid methods mentioned previously [139] may be
applied to the viability method presented here. In this case mathematically unique
features could be extracted as markers from the projection images and alignment
produced by tracking and correlating the positions of these features throughout
the image series. Unfortunately, these extracted features do not often exist in
sufficient density between neighbouring image pairs, and are not automatically
applicable to samples investigated by electron tomography owing to factors such
as sample size, density and thickness [139].
4.2.3 Testing the Alignment Methods with Simulated Data
To test the alignment procedures a model comprised of a set of differently sized
cuboids, each having a quasi-random voxel intensity was created as shown in figure
(4.5). The random voxel intensity, within well-defined bounds, creates both fine
and coarse structure in the synthesized volume to allow a verification of the original
pattern at every level of resolution.
The purpose of employing randomly distributed cuboids was to ensure that the
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symmetry even though individual the elements in the volume possess symmetry.
Hence all projections calculated would better represent data collected from a het-
erogeneous sample. From this model an image series was projected corresponding
to a single-axis tilt of [ 60 , 60 ] with a step of 2 . This phantom image series
was then used as a reference to create two image series, for testing the trans-
lational and rotational correction algorithms, each with severe alignment errors
introduced.
A random translation error of 25%, centered about zero, was applied to each image
of the model image series, yielding the translation test data shown in part in figure
(4.6a). These data were used to reconstruct the volume as shown in figure (4.7a).
The effect of the translational misalignment is clear as almost no detail of either
the shape or distribution of the cuboids is visible when compared to the reference
model shown in figure (4.5). A random rotational error of 15 , centered around
0
  was also introduced as shown in figure (4.8a), with the reconstruction shown
in figure (4.9). The rotational misalignment was applied using the image rotation
subroutines present in SPARX [151].
Figure 4.5: Front view of the synthesized reference volume, in the form of six
cuboids, which serves as a base of comparison for both the translational and rota-
tional alignment methods.
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Figure 4.6: Six image subset of a single-axis test series with translation error
introduced. The subset depicts projections 30 to 35 out of 60, corresponding to a
tilt of 0  to 10  in steps of 2 . The leftmost image in the series is the zero-plane
image. The second row depicts the same subset post alignment.
Figure 4.7: Three dimensional reconstructions of the synthesised data. On the
left, a reconstruction performed on the misaligned image series. On the right, a
reconstruction performed on the translationally aligned series.
the model image-series, the reconstruction, as shown in figure (4.7b), is much
improved to yield a satisfactory result. Comparing the model volume shown in
figure (4.5) with the translation corrected reconstructed volume shown in figure
(4.7b), not only are the distributions and locations of the cuboids preserved but
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match. The basis of the high quality of the reconstruction lies in the quality
of aligning the individual images to a seed position chosen by the translation
correction algorithm.
Figure (4.6b) shows the same consecutive projections, numbered 30 to 35, as in
figure (4.6a), but after the translation correction was applied to the misaligned
single-axis tilt-series, with the zero-plane image, image 30, used as the seed image
in the alignment. By comparing the individual images it is easy to see that the
various projections are correctly aligned with each other. The grey bars visible at
the borders of the aligned images illustrate the translational shifts, relative to the
seed image, applied to those images which demonstrates that even large errors are
corrected satisfactorily.
Figure 4.8: Subset of six images of the single-axis test series. Row a shows the
synthesised test data with rotation error introduced. Row b depicts the same
subset of images post alignment, with image 37 used as the seed.
After applying the rotational alignment correction, the dataset depicted in figure
(4.8b) was obtained as well as the reconstructions depicted in figure (4.10). As can
be seen from the reconstructions, the projection images are reasonably well aligned
with respect to each other. Comparing the reconstructions in figure (4.10) shows
the usefulness of the seed image approach as altering nothing but the starting point
of the alignment adds significant information to the reconstruction. The effect of
the accumulated alignment error is visible in figure (4.10 b) as the top edge of
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Figure 4.9: Three dimensional reconstruction of the rotated dataset. Some struc-
ture is still visible even after rotational misalignment when compared to the ref-
erence model shown in figure (4.5).
Figure 4.10: Three dimensional reconstructions of the rotation corrected image-
series. Left, using the zero-plane image as the seed; centre, using image 27 as
the seed; right, using the seed position corresponding to the maximum value of J ,
image 37, as the seed.
(4.10 c) illustrates the effect of maximising the viability function to determine the
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and, in general, the larger structures appear to more closely match the reference
volume shown in figure(4.5)
On comparison of figure (4.10) with figure (4.5) it is clear that the rotational
alignment is not perfect. The coarse structure of the larger cuboids is mostly
preserved, however, the small cuboid located at the upper right hand side of the
reference volume is missing, as is the single-point element at the lower left hand
corner. The fine structure present in the reference volume is also affected but is still
reflected in the rotation corrected reconstruction. This incomplete alignment and
loss of data stems from the image distortion introduced by digital rotation.
As the misalignment introduced into the test data is known, residuals which
provide a goodness-of-alignment score for both the translational and rotational
alignment procedures may be defined. In both cases the metrics are defined as
the square root of the sum of squares of the differences between calculated im-
age alignment parameters and known introduced misalignment parameters. The
translational residual metric, R
⌧
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where N is the size of the image series, si
↵
is the calculated rotation parameter for
the i-th series image and ⇢i
↵
is the known image shift introduced to the i-th image
in the reference series. Thus, the lower the residual score, the better the quality
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respect to seed image position for the test data presented in figure (4.6). From
figure (4.11a) it can be confirmed that the seed image position which produced
the best overall alignment to the randomly misaligned image series was image 30,
the zero plane image. From figure (4.11b) it can be confirmed that the maximum
value of J does indeed correspond to the seed image position that resulted in the
lowest translational residual score.
Figures (4.12a) and (4.12b) depict visualisations of R
⇢
and J with respect to seed
image position for the rotational alignment test data presented in figure (4.8).
From figure (4.12a) the seed image position which produced the best overall align-
ment to the randomly misaligned image series was image 37, not the zero plane
image. From figure (4.12b) it can be seen that the maximum value of J does
indeed correspond to the seed image position that resulted in the lowest rotational
residual score. It is worth noting that the large scatter observed in figures (4.11a,
b) and (4.12a,b) is as a result of the large randomly assigned misalignments which,
in turn, produce large random scatter in the figures. It is also worth noting that,
as the relationship between neighbouring J values is complex, the form of the vi-
sualisation of the J function is arbitrary. To investigate the performance of the
viability method under conditions of noise, per-pixel zero-mean Gaussian noise
with standard deviation, in colour value, of 32, 64 and 128 was added to the test
data shown in figure (4.6) to create three new image series. As the test data shown
in figure (4.6) has an average mean pixel value of 33 and standard deviation of
45, the noise levels chosen correspond to medium, high and very high levels of
noise. These three image series were then aligned with the viability method and
the series sum of the J values from each new series was plotted as a function of
image noise in figure (4.13a).
Finally, pairwise correlation-based alignment methods in general require that the
images within all correlated image pairs must be similar. Should these images
differ by a significant amount, the correlation operation and the resulting image
alignment may be poor. To maximise similarity between images within an image
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each successive image is tilted only slightly when compared to its neighbours. To
test the effect of tilt angle increment on the function J , the test data shown in
figure (4.6) was reprojected with tilt angle increments of 1, 2 and 5 degrees. Figure
(4.13b) shows the series sum of the J function for the alignment produced from the
reprojections. From this it can be deduced that, while the quality of alignment
decreases with increasing tilt angle increment, good alignment is still obtained
with a tilt angle increment of 5 . In addition a similar quality of alignment is
obtained from a low noise sample with a 2  angular increment as is obtained from
a medium noise sample with a tilt angle increment of 5 . The alignments presented
here are produced from unfiltered images. Image filtering, often bandpass filtering,
is used in correlation based alignment techniques to improve the accuracy of the
cross correlation operation by reducing the noise levels in the projection images,
while retaining as much signal data as possible. This improved signal-to-noise
ratio, which often results in superior displacement calculations, is obtained at the
expense of image data that are often lost in the high frequency domain.
(a) (b)
Figure 4.11: Residual scores and J intensity values for the translation corrected
test data presented in figure (4.6b). (a), Visualisation of the residuals produced
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(a) (b)
Figure 4.12: Residual scores and J intensity values for the rotation corrected test
data presented in figure (4.8b). (a), The residuals produced by the rotational
alignment. (b), The intensity of the J function produced by the rotational align-
ment.
Table (4.1) shows the processor time required, on a personal computer equipped
with an Intel core i7 processor, with a cl ck speed of 2.2 GHz, to produce alignment
as well as the memory requirements of the alignment procedures for the synthetic
test data. The times displayed in the table are the total times taken to produce
alignment of all 60 images. As all positions in the series are tested for viability, the
computational requirement of the algorithm is O(N2) with respect to the number
of images in the series. Thus, if the number of images in the series is doubled,
the time taken to produce alignment will increase by a factor of four. The soft-
ware has been tested with data sets up to 700 images and produces alignment in
a few hours. Although this is comparatively slow with respect to other alignment
methods, reconstruction techniques and data acquisition of such large data sets
are inherently time consuming processes, which are not badly effected by the in-
creased time required by the viability method to produce alignment. Should faster
computational times be required, the series images may be re-binned to produce
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(a) (b)
Figure 4.13: Visualisation of the relationships between the viability function, J ,
and image noise as well as projection angle increment. (a), Relationship between
the series-accumulated J values and image noise for the test data derived from
figure (4.6). (b), The relationship between the series-accumulated J values and
projection angle step size for the test data derived from figure (4.6), reprojected
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the images.
Alignment type time (s)  
time
(s) RAM (MB)  
RAM
(MB)
translational 219 20 42 7.7
rotational 653 31 50 9.2
Table 4.1: Completion times and memory usage for the alignments shown in figures
(4.6) and (4.8).
4.2.4 Testing the Alignment Methods with Experimental Data
To test the alignment algorithms a single-axis tilt series of images was taken of
silicon nanoparticles dispersed on a TEM grid after sonication in ethanol. These
nanoparticles form stable aggregates [8], rendering them a good candidate for the
procedure as there is no global symmetry within the sample to be exploited. A
sample subset of the tilt-series is shown in figure (4.14).
The tilt-series was acquired on a Tecnai T20 TEM using the UCSF Tomo and
Leginon software packages [153]. The data was acquired with a beam voltage of
200KV and a magnification factor of 10,000X. The angular range of the acquisition
was [ 50 , 50 ] with a step of 0.2 .
Due to the accuracy of the T20, the rotational shifts in the dataset were negligible
and rotation correction was unnecessary. Figure (4.15) shows the viability of each
position in the image series as the seed for the alignment. As can be seen from
the figure, the central image, image 250, is the least optimal starting point for
the alignment, while image 347 has been determined to be optimal, within the
parameters defined in equation (4.8). A subset of the viability corrected dataset
is shown in figure (4.16).
Figure (4.17) shows the reconstructions of the uncorrected data (a), conventionally
aligned data (b) and the viability aligned data (c) in frames 1, 2 and 3 respectively.
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Figure 4.14: Sample subset of a tilt-series of nano silicon. The subset depicts
projections 432 to 439 out of 500, corresponding to a tilt of  43.2  to  43.6  in
steps of 0.2 . Each nanoparticle is unique and, in general, the particles form large
clusters.
methods. While most of the data appears in both reconstructions, the reconstruc-
tion presented in frame 3 more closely resembles the experimental data, pictured
in figure (4.14) than does the reconstruction presented in frame 2. The reconstruc-
tion presented in frame 3 also appears sharper, with more of the fine details being
preserved than in the conventionally aligned data set, presented in frame 2 when
compared to the acquired image series subset in figure (4.14).
4.2.5 Application of the Viability Method to Dense Samples
The alignment techniques introduced here offer an alternative to feature based cor-
relation methods [139] and extend the functionality of existing pairwise correlation
methods [154] especially in cases where the input tilt series is badly misaligned rel-
ative to the sample coordinate system near the central region. When the central
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Visualisation of the viability function, J, with respect
  to seed image position for the experimental data
Figure 4.15: Visualisation of the viability function, J as a function of seed image
position for the experimental data presented in figure (4.14). As can be seen from
the figure, the seed image position corresponding to the maximum value of J is
347.
allows for the selection of a new starting point for the pairwise alignment. Even
in cases where the central region is not badly misaligned, the proposed methods
often calculate an image other than the central image as the seed. In these cases
alignment is improved by a few pixels, however the overall alignment is more con-
sistent as the method produces an aligned tilt series which preserves, on average,
image data close to the centre of the series images. This in turn produces recon-
structions which contain the maximum amount of pixel data from all images in
the series.
The robustness of the technique against poor misalignment of the central series
image is particularly important for dense samples, such as metal oxide particles,
chalcogenides and the silicon nanoparticles under investigation here, which are
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Figure 4.16: The sample subset, depicted in figure (4.14), after the viability trans-
lation correction algorithm was applied, using image number 347 as the seed.
Figure 4.17: Reconstructions of the real data. On the left is the uncorrected data,
in the centre is the aligned data using the central image as the seed and on the
right is the alignment produced with the seed image position corresponding to the
highest value of J , image 347.
acquisition processes, described previously. The misalignment stems from the fact
that the central image is not the first image collected in the series. Convention-
ally, the central image is collected midway through the acquisition process as the
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that the data acquisition software must reposition the TEM grid prior to the ac-
quisition of each image and that correlation methods are used to achieve this, the
same cumulative alignment error which effects correlation based pairwise align-
ment is also a problem during the data acquisition phase, which often results in
misalignment of the central image.
The marker-free approach of the alignment technique is also well-suited to dense
samples as there may be insufficient visible fiducial markers, owing to occlusion
of the markers by the dense sample material, available with which to produce tilt
series alignment. Similarly, hybrid techniques which make use of generated math-
ematical landmarks, which are in principle similar to fiducial markers, may also
perform worse when applied to dense sample materials. Finally, in the case of
dense semiconducting samples, the beam-sample charging effects, described pre-
viously, are also able to interfere with or corrupt both mathematically generated
landmarks as well as the appearance of fiducial markers.
4.3 Phantom Statistical (PhaST) - A Software Tool for the
Creation of Three Dimensional Phantom Data in Elec-
tron Microscopy
In this section a new computer software package designed to facilitate the creation
of synthetic volumetric test data, also known as phantom data, for use in electron
microscopy, is presented. In electron microscopy, phantom data is defined as an
artificially generated data set, specifically designed to test one or more electron
microscopy methods. As various methods are better suited to either a particular
sample type or method of sample preparation, it is often necessary to synthesise a
known data set to test the various three dimensional electron microscopy (3DEM)
methods and deduce which is most appropriate for the experimental setup at hand.
Phantom data is also used extensively in the development of both new software
techniques as well as with existing software which has been modified for a particular
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structures, was used to test the alignment produced by the viability method when
compared to the standard correlation based alignment technique. As the data was
synthesised, it was possible to deliberately introduce known alignment errors and
compare the alignment results to the known introduced misalignment.
Creation of phantom data is typically a two stage process. The first stage of the
process involves creating a three dimensional model which corresponds to a virtual
sample with properties specified by the user. The second stage revolves around
projecting images from this model corresponding to the angular tilts and rotations
specified by the user. The user is then able to use both the synthesised model as
well as projections in order to test experimental methods. In three dimensional
electron microscopy, the purpose of a phantom creation software package is there-
fore both to create the virtual sample model as well as arbitrary projections, which
correspond to virtual acquired micrographs. These images may then have various
errors applied to them, the most common of which are in plane shifts and rotations
of the images themselves, which aids in the testing of alignment techniques, as well
as the application of a random uncertainty to the pixel colour values of the images,
which reproduces the grainy background effect often observed in micrographs, in
order to test the response of a method to varying levels of noise present in real
micrographs.
To date there exist relatively few tools which focus specifically on the creation of
phantom data for use in electron microscopy [155, 156, 151]. The tools which are
currently widely available offer a core set of functionality, comprising the model
and projection creation described above. These software tools differ in the manner
in which the user interacts with the software. The tools initially created for this
purpose were all primarily text based, requiring the user to produce a script con-
taining the information of all objects to be included in the produced model as well
as the information describing the desired projections to be created, which rendered
the model creation process conceptually difficult to implement. This problem was
later addressed by the addition of graphical tools which, while providing the same
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model currently under construction in real time by dragging primitive objects from
a graphical list and then dropping the primitive objects into the three dimensional
model, which allow for the rapid construction of detailed models.
The software packages mentioned above all assume the creation of a particular
immutable model as their goal. As an example consider a script written for the
XMIPP [156, 157, 158] text based phantom creation tool. An identical three
dimensional model will be created each time the script is run because the script
is unable to facilitate random effects in synthesised models. The same limitation
applies to graphical tools such as Phan3D [155], rendering these tools ill suited to
model samples which are known to be distributed in some way with a probability
distribution function. As an example, if the user wanted to simulate a colloidal
sample by a set of spheres, the user would have to manually place each sphere, of
correct radius, into the model at the correct location in three dimensional space.
This becomes frustrating when the number of spheres required is in the tens or
hundreds. In contrast, the PhaST package developed for this work allows the user
to create three dimensional models, from a set of three dimensional objects, whose
parameters are able to be drawn from a list of distributions, in a manner described
below. Thus the user gains the ability not just to create an exactly specified model,
with each execution of the script file, but rather a model may be defined which is
flexible within certain constraints, such that a slightly different model is produced
with every execution of the identical script file.
4.3.1 Model Creation in the PhaST Software Package
As mentioned above, the PhaST tool makes use of script files in order to synthesise
the three dimensional model, termed the model geometry file, from a set of three
dimensional primitive objects, referred to as primitives, and from a list of distri-
butions. Table (4.2) illustrates the list of supported primitive objects, while table
(4.3) illustrates the list of distributions from which all parameters of the primitive
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cuboid x y z   ✓  l b h
ellipsoid x y z   ✓  a b c
cylinder x y z   ✓  l r
toroid x y z   ✓  R r
cone x y z   ✓  h r
sphere x y z r
point x y z
Table 4.2: List of primitive types available for model creation and the parameters
required. See text for definitions.
In table (4.2) x, y, z are the coordinates for the centre of the element,  , ✓,  are
the euclidian angles corresponding to element rotation, l corresponds to length, b
to breadth and h to height. The cylindrical radial parameter is r and a, b, and
c are the three principal axes of an ellipsoid. For the toroid, R and r correspond
to the outer and inner radii respectively. In the case of the cone h and r are the
perpendicular height and base radius. For the sphere, r is the radius.
normal (Gaussian) GSS µ  
log-normal LGS µ  
weibull WEI   
uniform UNI ↵  
absolute ABS C
Table 4.3: List of distributions and the parameters required for model creation
and projection. See text for definitions.
In table (4.3) µ is the mean,   the standard deviation of the mean,   the scale
factor,  the shape factor, ↵ the left bound and   the right bound and C an integer
constant.
One of the most common problems encountered during statistical modelling is
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package must enforce boundary constraints. There are a number of examples of
this phenomenon within the software, all of which are treated in the same manner,
namely truncation. As an example, if a Gaussian error is applied to a projection
image, it is possible that the value generated may fall out of the range of valid pixel
colour values, such as below 0 or above 255. In these cases the pixel values are set
to 0 and 255 respectively. Another example would be a set of spheres in which x, y
and z coordinates have been drawn from a Weibull distribution. Should the mean
of this distribution be of the order of the total size of the volume, many of these
spheres would appear only partially, if at all, in the rendered model. In these cases
as well, the model is simply truncated, or cut to fit, the volume specified by the
user in the model geometry file.
The model geometry file consists of a set of commands which the phantom creation
software interprets and converts into a three dimensional model. All primitives,
drawn from the list shown in table (4.2), which are included in the model geometry
file must conform to the following grammar:
Number Primitive Type Location Orientation Structure
where Number refers to the quantity of objects to be added to the scene, Primitive
Type refers to one of the element types defined in table (4.2), Location refers to
the x,y and z coordinates of the centre of the object, Orientation refers to the three
Euler angles,  , ✓, , of the primitive, and Structure represents the size parameters
which describe the primitive, according to the definitions in table (4.2).
The Number, Location, Orientation and Structure parameters must be drawn
from the distribution pool defined in table (4.3). Distribution names are all three
letters long and are related obviously to the distributions to which they refer. The
normal distribution is termed GSS, log-normal is referred to as LGS, Weibull
becomes WEI, the uniform distribution is designated the contraction UNI and
the constant value flat distribution is termed ABS. A sample model geometry
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Figure 4.18: An example input file, used to generate the volume shown in figure
(4.19 a,b)
Each line of the script file shown in figure (4.18) conforms to the model creation
syntax defined above. The second line of the figure depicts the creation of a single
ellipsoid, located at the bottom left corner of the model, with all three rotation
angles equal to 0  and the three axial lengths taking on the values of 25, 35 and
15 pixels respectively. When all lines of the script were executed by the PhaST
package, the model depicted in figures (4.19 a) and (4.19 b) was produced. As the
locations of the 48 cylinders are drawn from a uniform distribution, as depicted
in the script file on the fourth line from the bottom, should the script have been
executed a second time, the positions of the 48 newly created cylinders would not
correspond to the locations of the cylinders depicted in figures (4.19 a) and (4.19
b). The model depicted in figure (4.19), represents a nanocluster composed of
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second similar, but not identical, nanocluster be required in the future, the model
geometry script file would simply be executed a second time, without the need to
redefine the parameters of the model.
Figure 4.19: (a) a density view of the model, described by the script depicted
in figure (4.18), comprised of 48 cuboids, 48 cylinders, 10 tori, 20 cones and 32
ellipsoids. The positions of all objects follow the uniform distribution, while the
orientations and spatial parameters of all objects are drawn from a Gaussian dis-
tribution. (b), the solid view of the model in (a). (c), a modelled nanocluster
composed of 64 ellipsoids, with uniform distributions across the three principal
axes and a Gaussian distribution for the spatial coordinates.
4.3.2 Projection Creation in the PhaST Software Package
Once the volume has been created it may then be projected to form an n-axis
tilt-series corresponding to a tilt-series acquired by an electron microscope. The
created tilt-series may then have a wide range of errors introduced to simulate
errors typically encountered during data acquisition, such as in plane shift and
rotation of the sample as well as per pixel noise. The user is able to add noise to
any image in the generated tilt series, as well as in plane translation and rotation
errors, from all of the distributions listed in table (4.3). As the primitive objects
to be added to the virtual model are defined in the model geometry file, the list
of projections to be created are defined in the projection geometry file, which
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are the magnitudes of in plane shift in
the x and y directions respectively, ⌧
⇢
is the magnitude of in plane rotation and
µ
p
the per pixel noise applied to each pixel of the projection image.








Table 4.4: Depiction of the syntax used in projection creation.
As was the case with primitive definition, all projection parameters must be drawn
from the distribution list defined in table (4.3). When the projection geometry file
is executed, PhaST requires that all of the above mentioned parameters are defined,
in the order presented, on each line of the projection geometry file. Extraction of
the projection images from the volume is accomplished by the grid-based Fourier
inversion technique implemented in SPARX [159].
To aid in the projection of tomographic data sets, the software allows the user to
define an entire tilt axis in a single line using the Range command. The range
command, which produces projections through a defined range of tilt angles, may












is the lower limit of the range, ✓
r
the upper limit of the range, and
 
✓
the projection angle increment. Each of these variables must be drawn from
the distribution pool defined in table (4.3). A sample projection geometry file
is pictured in figure (4.20) and the corresponding tilt series, produced from the
ellipsoidal nanocluster depicted in figure (4.19 c), is shown in figure (4.21). The
first row of figure (4.21) illustrates a tilt series without any per pixel noise or in
plane shift or rotation introduced, while the second row of figure (4.21) shows
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distribution, in the case of the first two subfigures, and from a uniform distribution,
in the case of the last two subfigures.
Figure 4.20: Projection geometry file to create a double axis tilt measurement.
Figure 4.21: Top row, a sample subset of the first axis created by the projection
geometry file shown in figure (4.20). Bottom row, the same projection from the
extreme left of the top row, but with various levels of noise introduced. All images
have been shifted in plane according to a Gaussian distribution. The noise seen in
the images is Gaussian for the first two and uniform for the second two projections
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4.3.3 Comparison of the PhaST Software Package to Existing Phantom
Creation Software used in Electron Microscopy
The software tool presented here differs from the currently available software by
allowing the user to create three dimensional models from a large subset of three
dimensional primitive objects, where each attribute associated with every primi-
tive may be drawn from a set of distribution functions, described previously, whose
parameters are defined by the user in the form of a script. The distributions al-
low for the modelling of a wide range of phenomena including, but not limited
to: nano-particle volumetric distributions, aerosol and colloid size distributions,
fibre size distribution [160], milled particle volumetric size distribution as well as
size distribution of living tissues, rendering the phantom creation tool an excel-
lent candidate to forensically analyse which alignment and reconstruction methods
perform the best in the aforementioned situations.
Owing to the statistical nature of the PhaST package, when a script is run twice,
it creates a different model, defined by the same parameters in the model geometry
file, thereby creating a different yet equally valid model with every execution of
the script file, which is useful when a second similar model is required in order to
test a specific electron microscopy technique.
The created model may then be projected to form an arbitrary number of n axis
image series and the transformations and uncertainties mentioned above may be
applied to each image. The shift, rotation and pixel error magnitudes may also
be drawn from the same set of distributions which can be applied to the primitive
objects comprising the model. This allows for the accurate simulation of errors
encountered during both data acquisition as well as imaging within the electron
detector, which play an important role in the testing of methods used in electron
microscopy. To date there is no other phantom creation software for use in electron
microscopy which, as a part of core functionality, allows for the creation of a
model from primitives whose parameters may be drawn from a set of statistical
distributions, and whose projections may be altered for both alignment and pixel
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4.3.4 A Comparison of Various Alignment Software Packages
It was shown in section 4.2 that the viability method of alignment produces su-
perior alignment, both in the case of an acquired image series where the central
image is badly misaligned when compared to the rest of the series as well as in
the case of dense sample materials. In practice, however, different software imple-
mentations of the same technique are able to produce different results, as will be
shown in this section. Therefore, in order to gain the best possible results from a
tomographic experiment, it is prudent to compare the various software implemen-
tations of alignment methods against each other in order to decide which software
package produces the best results in practise.
This section explores the currently available open source tomography packages, in
order to deduce which alignment package performs best when applied to samples
which resemble the silicon nanoparticles under study here. The software packages
considered are SPARX [151], TomoJ [152], IMOD [161], SPIDER [150] and the
viability method, presented earlier in this chapter.
As has been shown in the TEM image analysis presented in Chapter 3, the primary
clusters have dimensions of approximately 120⇥ 80 nm, the sizes of the ellipsoidal
structures, visible in figure (4.22) were created with sizes to match the results
gained from TEM. The test data, pictured in figure (4.22), comprised of a set
of ellipsoids with both location as well as size parameters defined by Gaussian
distributions, in order to model a collection of Si nanoclusters. As information
regarding the length of the third axis is not obtainable from TEM, it was assumed
to be approximately equal to the short axis observed in TEM. As the silicon
nanoparticles under study may be considered as dense sample material, the three
dimensional test data were created to be deliberately dense. This was achieved by
setting the intensity values of the voxels in the three dimensional model to 60%
of the maximum allowed allowed value of 256. It should be noted that in this
approximation a tilt-invariant isotropic density for the nano ellipsoids has been
assumed. This model, while sufficient to explore the various alignment packages,
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strong diffraction contrast.
Figure 4.22: A subset of the generated phantom data set comprising 32 ellipsoids,
without image noise introduced. From left to right the  60 , 0 ,+60  projection
images of the synthesised data set.
In order to evaluate the performance of the various methods with varying degrees
of image noise, several more tilt series were created with various levels of per pixel
noise introduced. All noise was modelled as a zero mean Gaussian distribution,
with the   value increasing with each newly generated tilt series. A total of eight
image series were projected, with Gaussian noise of deviation 0, 4, 8, 16, 32, 64, 128
and 258 pixel intensity units respectively. The software alignment packages dis-
cussed above were then employed to produce automated, marker free alignment
of all projected image series. As the misalignment is known, it is possible to cal-
culate the residual alignment scores produced by each method for each level of




























are the calculated translation




are the known image shifts
introduced to the reference series.
Sample subsets of the zero noise alignments produced by all software packages
are shown in figure (4.23) and all calculated residual scores, corresponding to the
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Figure 4.23: Aligned image series produced by various software packages from the
synthesised test data shown in figure (4.22). Figures (a, b, c,d) show the alignments
produced by the viability method, TomoJ, Sparx and IMOD respectively. Frames
1, 2, 3 within the figures depict aligned series images of tilt angle  60 , 0 ,+60 
respectively.
At first sight it would appear that all methods perform similarly at all but the high-
est levels of noise, with TomoJ producing systematically better alignment by about
3 pixels per image. The increase of the calculated residuals with increasing image
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Series residual alignment scores for all software packages
Figure 4.24: Calculated series average residuals produced by various software pack-
ages from the synthesised test data shown in figure (4.22).
the alignment. Although the residual scores seem to indicate similar performance,
it is only by examining the aligned image series produced by the various methods
that the subtleties in their differences become visible. Figure (4.23) shows the re-
sults produced by the various alignment methods for the  60 , 0 ,+60  projection
images respectively. From this figure it is possible to observe various strengths and
weaknesses inherent to the alignment techniques.
For example, from the second row of figure (4.23), the TomoJ package, while
producing the lowest residual score systematically, is extremely sensitive to the
alignment of the central series image. In this case where the central image is badly
misaligned with respect to the rest of the stack, the TomoJ package attempts to
shift all series images to best fit the alignment of the central image. This results in
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also be absent in any subsequent reconstructions. Row 3 of figure (4.23) shows
the alignment produced by SPARX. Unlike the alignment produced by TomoJ,
the alignment produced by SPARX does not appear to be heavily biased towards
the alignment of the central image, as the remaining images have not been shifted
partially out of frame to compensate for the misalignment. What is worth noting
however is that the SPARX alignment has introduced an image rotation into only
some of the members of the image series, while not rotating the rest. This can be
seen in images 1, 3 in the third row. These two images were generated at the same
in plane rotation angle of 0 , yet post alignment the two images have different
rotational parameters, which is undesirable. The undesirable rotational alignment
introduced by SPARX has produced artefacts in the images themselves, which in
turn would appear as artefacts in the final reconstruction. Row 4 of figure (4.23)
shows the alignment produced by the IMOD software package. The first noticeable
feature of the IMOD alignment is that all images are inverted about the x axis
when compared to the other alignment packages. This difference results from a
directional convention and does not adversely affect alignment or reconstruction.
It is also possible to observe from the aligned data set that the IMOD package is not
as sensitive to the alignment of the central image as the TomoJ software package.
Although the IMOD alignment does not seem to be sensitive to the alignment of
the central image in a spatial sense, the brightness and contrast of the central image
have been altered significantly. This drastic change in contrast, with respect to
the other images in the tilt series, may cause artefacts in the reconstruction if not
corrected for after alignment. This is a task which must be performed outside of
the IMOD environment. In cases such as this, where the contrast of an image has
been altered so much as to bleed out information, it may not be possible to recover
all pixel information in regions of high contrast. Row 1 of figure (4.23) shows the
alignment produced by the viability method. At first glance it is obvious that
the viability package adheres to the most common directional conventions with
images appearing in the standard orientation. In addition the alignment produced
by the viability method does not appear to be affected by the alignment of the
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position of the central image to match the remaining series images, rather than
shifting all remaining series images to match the alignment of the central image.
The SPARX and IMOD packages also offer this robustness, but at the cost of
the introduction of significant artefacts in the aligned image series. As can be
seen from row 1, columns 1, 2, 3 the viability package achieves alignment with no
adverse effect on the contrast of the aligned images, and no artefacts or image
ghosting are introduced by in plane shift or rotation.
As can be seen in figure (4.19), the software allows not only for the creation of three
dimensional phantom data, but also for the accurate projection of the modelled
sample into an arbitrary number of tilt axes, as depicted in figure (4.21), thereby
fulfilling the requirements of phantom creation software outlined in Section 4.3
above.
As the silicon nanoparticles under study in this thesis may be considered as a dense
sample material which, by definition, possess contrast values close to the colour
threshold used in electron tomogaphy software, the contrast artefacts produced by
IMOD have a large negative effect on the alignment of an acquired tilt series and
may have a negative effect on the reconstruction.
The SPARX software, which introduced unwanted image rotation to some of the
images in the tilt series, also does not appear ideal for use with dense sample
materials as the introduced image rotation, which was applied to only some of
the images in the aligned image series, would produce unwanted artefacts in the
reconstruction. The source of the unwanted image rotations may be the result of
the cross-correlation operation, used by SPARX to produce alignment, performing
poorly in the case of dense samples produced for testing.
The TomoJ package, while not as greatly effected either by the large density of
sample or poor misalignment of the central series image as IMOD or SPARX,
tends to shift useful information out of the frame of the tilt series images. This
missing information in the tilt series image would also be missing in any produced
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The viability software package, however, does not demonstrate any of the artefacts
observed in the other alignment software packages investigated and appears to
be a good candidate for the alignment of an image series, in the case of dense
sample materials as well as the alignment of an image series which possesses large
misalignment of the central series image.
The PhaST software easily lends itself to the creation of large, physically mean-
ingful data sets. It is therefore ideal for thoroughly testing tomographic alignment
techniques, three dimensional reconstruction techniques, automatic size distribu-
tion techniques as well as many others. The ability to add different types of noise
to the projection images may also be used to test a wide variety of CCD soft-
ware tools, such as flattening algorithms etc. As many biological samples may
be described by distributions, PhaST is a powerful tool to test single particle
techniques.
4.4 Electron Tomography of Silicon Nanoparticle Clusters
4.4.1 Sample Preparation
Sample preparation for the tomography experiment was similar to the sample
preparation detailed in section 3.2.1, with the nanoparticles produced as in section
2.3.2, with a milling time of 300 minutes. As sample occlusion at high tilt angles
owing to foreshortening is problematic in tomography, samples were prepared at
a lower concentration of nanoparticle to methanol when compared to the samples
prepared for normal TEM and HRTEM imaging, so as to minimise occlusion. As
was the case in the previous experiments, the particle dispersions in methanol were
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4.4.2 Determination of the Cluster Size Distribution by Electron To-
mography
In this section electron tomography is used to gain information about the size
distribution as well as the aspect ratios of nanoparticle clusters, by following a
similar method to the size distribution determination from TEM images, presented





filament and a 2048⇥ 2048 pixel camera. An accelerating voltage of
200kV was used throughout data acquisition. Many single axis image series were
acquired, each with a tilt range of  50  to 50  at an angular step of 0.2 . As each
image series comprised 500 images, the Leginon data acquisition package was used
to automate the data acquisition process [162], resulting in many separate single
axis tomograms, each containing information for many nanoparticles. To enhance
the appearance of particle edges, a constant defocus of  1.5µm was applied to
each of the acquired images.
As the alignment of the Si nanoparticles under study performs poorly with fidu-
cial markers as well as with mathematically generated landmark based alignment
owing to their density, the viability method of alignment, presented in section 4.2,
was used [17]. The viability method of alignment assumes no a priori sample infor-
mation and is not sensitive to the alignment of the central series image, rendering
it an ideal alignment tool for images of Si nanoparticles.
The IMOD software package was used for tomographic reconstruction [161], using
a weighted back projection method, where the weighting used was equal to the
lateral dimensions of the tilt series images. To reduce the computational cost of
generating and viewing the tomogram, the images acquired from the microscope
were re-scaled to a resolution of 1024 ⇥ 1024 pixels. The resulting tomogram
was therefore reconstructed as a cube of length 1024 pixels in each direction. In
order to compensate for the effect of the missing wedge, mentioned previously, all
tilt series images were acquired with sufficient resolution such that the in-plane
axis, perpendicular to the tilt axis, would possess the same resolution as the tilt
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according to the Crowther Criterion [136] prior to any measurements of the particle
and cluster dimensions being carried out.
Figure (4.25) shows a subset of one of the data sets of TEM images used for
tomogram reconstruction. As was observed in the previous study, the sample
appears to be composed of single particles, clusters, a few large agglomerates
and a small amount of partially milled material. An example of the latter is the
trapezeoidal structure which can be seen in the upper right quadrant of figure
(4.25 b). Throughout the analysis presented earlier, the presence of partially
milled, sub-micron single crystallites, was detected in less than 1% of acquired
micrographs, each of which contained tens, or in some cases in excess of 100,
particle clusters.
As previously observed, the particles appear to possess aspect ratios greater than
unity. Although similar in appearance to the artefacts produced by a strongly
diffracting particle, beam-sample charging effects can also be seen in the micro-
graphs as the ghosting artefacts which surround the larger particles as well as
the partially milled crystallite. Also, as before, the white lines visible around the
perimeters of particles are the intended effect of the applied defocus. The effect of
the lower concentration of nanoparticle to methanol can easily be seen, when the
micrographs in figure (4.25) are compared to the micrographs shown in figure (3.2),
as the density of material visible in the tomography sample is significantly lower
when compared to the earlier samples. This lower density greatly improves the
analysis by allowing for the acquisition of data over a significantly wider angular
range than would be allowed for by the samples prepared for conventional TEM
imaging, owing to occlusion of the desired sample area, by neighbouring particles
and clusters, at large tilt angles.
Figure (4.26) shows a third angle orthographic projection from the tomogram, re-
constructed from the dataset shown in figure (4.25), corrected for anisotropy using
Eq. 4.3. The orthographic projections are used for particle size and shape analy-
sis, by highlighting the three axes of individual particles from the tomogram with
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Figure 4.25: Subset of one of the tomographic data sets used in the analysis. From
left to right the  50 , 0 ,+50  tilt series images respectively.
view of the sample, while the other two views show the Y Z and XZ projections
of the tomogram, sectioned through the particle of interest, respectively. Exami-
nation of the two orthogonal particle views reveals an approximately circular cross
section. At first glance the particles appear to be cigar like, prolate structures
with both of the minor axes being approximately equal in length.
The front view of the figure in the top right quadrant qualitatively demonstrates
the the goodness-of-alignment of the image series from which the tomogram of the
dense sample material, by the viability alignment method, was reconstructed. In
general, when an image series is imperfectly aligned, the ray-like structures, which
appear in the projections of the in-plane axis perpendicular to the tilt axis and
emanate outwards from each reconstructed object in the tomogram, tend to be
asymmetric, while in the case of a well aligned data set, the ray-like structures are
symmetric about all objects in the reconstructed scene, as is the case here. This
is important as, should the image series be imperfectly aligned, the reconstruction
would, at the very least, be far less sharp and, in the worst case scenario, may
suffer from distortion, such that application of the anisotropy correction, described
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Figure 4.26: Third angle orthographic projection of the reconstruction of the sam-
ple depicted in figure (4.25), post anisotropic voxel correction. The bottom-right
quadrant shows the the in-plane, or XY view, of the sample while the bottom-left
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Three dimensional axial calculations
Three dimensional particle size calculations from tomography
                                      for 5 Hr M Si
Figure 4.27: Visualisation of three dimensional axial lengths.


















Three dimensional axial calculations
Three dimensional particle size calculations from tomography
                                      for 5 Hr M Si
Figure 4.28: A comparison of calculated tomography results with those obtained
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For each identifiable particle cluster in each tomogram, both the long and short
axes were measured in the XY as well as XZ planes. These four axial measure-
ments, corrected for voxel anisotropy, are shown in figure (4.27). Figure (4.28)
shows the tomographic size results on the same set of axes as the size distribution
results calculated from the TEM measurements. From figure (4.27) the average
shape of the Silicon nanoparticle clusters is indeed ellipsoidal with major axis of
length b = 110±10nm, and minor axes of length a = 86±8nm and c = 70±7nm.
From the calculated values of a, b and c, it can be inferred that the average clus-
ter has a volume of 36 ⇥ 104 nm3, a surface area of 25 ⇥ 103 nm2, a surface to
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where p has a value of 1.6075.
Finally, the comparison between previous TEM size measurements as well as those
used in the analysis, depicted in figure (4.28) are also shown to be in agreement,
albeit with significantly smaller error bars. The lower uncertainty associated with
the TEM size measurements may be attributed to the large data set of thousands
of particles while the larger uncertainty seen in the three dimensional measure-
ments presented here may similarly be attributed to the comparatively smaller
data set comprising fewer clusters. From the agreement between the two micro-
scopic methods, across multiple sample types with the same milling parameters,
we may conclude that the particle production process is indeed consistent and is
able to reliably produce materials with similar morphology, as was demonstrated
in the TEM experiment.
4.4.3 Electron Tomography of a Primary Particle Cluster
In this section electron tomography is used to gain information about the mor-
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microscope experimental setup used was the same as for the wide area electron
tomography experiment described above. Figure (4.29a) shows a broad overview
of one of the sample micrographs, while figure (4.29b) shows an enlarged view of
the nanoparticle cluster which will be discussed. Similarly, figure (4.30a) shows
a broad overview of the reconstructed tomogram, while figure (4.30b) shows an
enlarged view of the cluster. Figure (4.31) shows a reconstruction of the particle
cluster under investigation from multiple view angles. The threshold value used
for the surface renderings was 0.020.
Figure 4.29: TEM micrographs depicting a single cluster. In (a), a broad overview
of the tomography sample. In (b), the same micrograph as in (a), re-scaled to
focus on the single cluster.
Figure 4.30: TEM reconstruction depicting a single cluster. In (a), a broad
overview of the reconstruction. In (b), the same reconstruction as in (a), re-scaled
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Figure 4.31: TEM reconstruction depicting a single cluster. Figures (a), (b), (c),
(d), show the nanocluster various view angles.
From a comparison between figures (4.29) and (4.30), the conclusion may be drawn
that both tomogram alignment as well as reconstruction are performed correctly
as the reconstruction, depicted in figure (4.30) closely matches the original micro-
graphs, pictured in figure (4.29).
However, upon examination of figure (4.31), it is clear that the structure under
investigation appears to be a dense cluster and not a single particle as the outlines
of the particles which make up the cluster start to become visible, with one par-
ticle, which appears loosely attached to the cluster, clearly visible on the surface
of the cluster. For the case of the loosely attached particle, as well as for the
particles which appear more tightly attached, two dimensional TEM images, such
as figure (4.25) and those used the analysis presented previously, are insufficient to
determine the particle location relative to the cluster. As can be seen from figure
(4.29 b), it is not possible to determine whether or not the particle lies above,
below, or inside the cluster and, consequently, no conclusions may be drawn with
regards to particle attachment to the cluster. This information is only obtainable
from reconstruction, which clearly shows, as depicted in figure (4.31), that the
particle is attached to the cluster and is located at the front of the cluster, when
the cluster is oriented as in figure (4.29 b).
From scaled measurements, the size of the reconstructed object is approximately
130 nm and the size of the loosely attached particle approximately 40 nm, as
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4.4.4 Physical Representation of a Single Cluster by Three Dimen-
sional Printing and Vitrography
This section describes the physical reconstruction of the three dimensional infor-
mation in the tomogram, reconstructed from a single silicon nanoparticle cluster,
into a real world object via three dimensional printing and three dimensional rep-
resentation of the tomogram inside of a block of optical glass achieved with laser
engraving, also known as vitrography [163]. The former is equivalent to a solid
rendering view of the tomogram, whereas the latter corresponds to a map of the
surface.
The three dimensional printer used to produce the object was the CREATOR
printer, manufactured by 3D Stuffmaker. The printer works by first reducing the
model to be printed into a set of two dimensional planes, which are then printed
on top of each other in the correct order to produce the object. Each printed layer
is composed of polylactic acid (PLA), a thermoplastic aliphatic polyester, created
from renewable resources, which is melted and extruded through a print head, by
a process known as fused filament fabrication (FFF) [164].
The CREATOR printer used here is able to print objects of maximum dimension
110x130x105 mm in the x, y and z dimensions respectively, with a minimum layer
thickness of 100µm and a layer placement accuracy of 5µm [165]. The object under
study was produced at th highest possible resolution of the printer.
Figure (4.32) depicts the printed nanocluster from similar view angles as shown
in figure (4.31). From a comparison between these two figures it is clear that
the three dimensional printed object closely resembles the depicted tomogram
and reproduces the structures visible in the tomogram. The parallel lines, seen
in the photograph, correspond to the individual planes from which the model is
constructed. This is an artefact of the printing process and is not a structural
feature of the sample.
From an examination of the solid model it can be seen the cluster under study is
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Figure 4.32: Two views of a three dimensionally printed real world object, corre-
sponding to the tomographic reconstruction depicted in figure (4.31).
increasingly smaller particles attached to the cluster, with the sizes of the attached
particles decreasing with increasing distance from the centre. This cannot easily
be deduced from the tomogram data presented in figure (4.31), but is especially
visible in figure (4.32 a), which clearly depicts a large central structure, with
smaller structures attached.
In order to produce the glass structure by vitrography, a Mee Laser Engraver
1000 was used. This hardware applies a high energy, 1kW, green laser to high
quality optical lead crystal glass in order to create small spherical fractures within
the glass. Each of the fractures corresponds to a discrete point from the model
being printed and, when sufficiently many discrete points are produced, the three
dimensional image, shown in figure (4.33), is created inside the glass block that
closely matches the model file.
At first glance, it is clear that the structure created inside the lead glass block
closely matches both the tomographic reconstruction, shown in figure (4.31) and
the three dimensionally printed solid model. Closer examination of the figure,
however, reveals that the vitrograph shows considerable information with respect
to both the attachment of the loosely bound particle to the cluster as well as










4.4 Electron Tomography of Silicon Nanoparticle Clusters 79
Figure 4.33: A three dimensional representation of a cluster produced by vitrog-
raphy, corresponding to the tomographic reconstruction depicted in figure (4.31).
cluster.
In figure (4.32) it can be seen that the surfaces of the particles which make up the
cluster are, in fact, faceted. This interesting feature, which is not readily viewable
from either conventional tomography, which is ultimately a two dimensional rep-
resentation of a three dimensional object onto a computer display, or from three
dimensional printing techniques, owing to the opaque nature of the PLA plastic,
is depicted clearly in the vitrograph.
The three cluster representations shown thus far each provide new information
about the particle cluster. From the two dimensional TEM analysis it appears as
though the object is a cluster, as the object appears to possess internal structure,
while the tomography analysis confirms that the object is indeed a cluster and
shows the general morphology. The three dimensionally printed cluster shows that
the particle clustering is in fact hierarchical, which cannot easily be determined
from the previous sample representations. From the vitrograph it is clear that the
nanoparticles which are attached to the cluster core possess faceted surfaces. While
this information is technically recoverable from solid and intensity representations
of the tomogram, the vitrograph and solid model add a tactile sense and gestalt
that provides a superior three dimensional overview of the sample when compared
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5 Combination of Electron Tomography and Ul-
tra Small X-ray Scattering (USAXS) to Study
Cluster Orientation in Printed Nanoparticulate
Layers
In this chapter the experimental results obtained from electron microscopy and
tomography will be brought together in order to infer structural and orientation
information regarding the silicon nanoparticles and nanoparticle clusters which
comprise a printed silicon layer as presented in chapter 2. To do so the experimen-
tal results of the electron tomography based size distribution, presented in chapter
4, will be combined with the USAXS experimental data. As the particles used
to create the printed silicon layers are the same particles under study in the to-
mography experiment, it follows that the first structural level observed by USAXS
corresponds either to the nanoparticle size or to the size of the smallest stable pri-
mary clusters, composed of particles, which may be considered as a quasi-species
of particle in their own right.
Small angle scattering (SAS) is the name given to a group of experimental tech-
niques which allow researchers to probe the structure of small systems with feature
sizes in the range of 10 to 104 Angstroms [166]. The techniques work by scatter-
ing incident radiation, usually light, X-rays or neutrons, from a sample and then
analysing the resulting scattering pattern to extract sample information such as
particle size [167] at an angle of acquisition which is small enough so as to cor-
respond to the zeroth order of diffraction. As the mathematical principles which
govern SAS are independent of the frequency or type of the incident radiation,
the technique is able to observe a wide range of sample sizes by altering the beam
source [168]. If an X-ray wavelength source is used, the observable feature sizes
are of the order of Angstroms, and the technique is known as small angle x-ray
scattering (SAXS) [169, 170].
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that all electrons in the sample contribute to the scattering pattern. The scattering
intensity, describing the scattering of the radiation beam from a single particle, at








where ⇢(r) is the sample electron density, V is the illuminated sample volume and





where ✓ is the scattering angle and   the wavelength. As the scattering intensity,
I(q), is proportional to the square of the Fourier transform of the electron density,





















, often referred to as the scattering contrast, is the difference in
electron density between the particle and the surrounding medium, which may be
a vacuum, and V
p
is the volume occupied by one particle. The form factor, P (q),
is defined as





The scattering intensity function, as well as the form factor and scattering contrast,
all depend on the structure being modelled [172]. In the case of particulate systems
which contain sharp interfaces, a new scattering intensity function may be derived
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where S is the surface area of the scatterer and  ⇢
P
is the scattering contrast
corresponding to a vacuum. This case, where the scattering intensity drops by
the fourth power of the scattering vector is known as Porod’s law [173]. Devia-
tions from Porod’s law indicate a fractal structure [174]. When the magnitude
of q is similar to the inverse size of the scattering object the equation which de-
scribes scattering from an isolated particle, where coherent X-ray scattering occurs










is known as the radius of gyration and is defined as the root mean square of the
distances between the electrons and the centroid of their distribution [173]. Fun-
damentally, the radius of gyration, or R
g
, stands out as one of the most important
parameters in the field of small angle scattering as it is the parameter which is

















From the above relation, the radius of gyration for various solid objects may be








which defines the radius of gyration for a solid sphere of radius R. For the case of










Finally, as the nanoparticles under study are modelled as ellipsoids, the radius of


















a2 + b2 + c2
  1
2 . (5.10)
5.1 USAXS Study of Printed Silicon
For the USAXS experiments, the silicon nanoparticles were produced as described
in section 2.3.2, with a milling time of 300 minutes. The nanoparticles were then
used as the active component in the four semiconductor inks, each differing in
nanoparticle concentration, as described in section 2.4. The printed layers, which
correspond to the USAXS samples under study in this section, were produced from
these various inks as described in section 2.4.
Figure (5.1) shows a typical USAXS experimental setup [175], where the collimat-
ing Si (220) crystals act as a monochromator to ensure a nearly parallel beam,
while the Si (220) analysing crystals, placed in between the sample and the detec-
tor, allow the scattering intensities to be measured as a function of the scattering
vector q, defined below, by rotating both the analysing crystals as well as the
detector.
Figure 5.1: Schematic diagram depicting a typical USAXS setup [175].
The USAXS measurements were conducted as part of a study of the influence of
flow properties on network topology [175, 176] at the Advanced Photon Source,
Argonne National Laboratories using the USAXS facility at Sector 15ID [175].
With a beam energy of 16.85 keV, a q range of 1.5 ⇥ 10 4Å 1 < q < 1Å 1 could
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particular emphasis on the shape of the primary clusters, but the radii of gyration
for different structural levels were determined.
The desmeared scattering data for all the samples were fitted using the unified































In Eq. 5.11, n is the number of structural levels in the scattering pattern where
i = 1 refers to the smallest structural level or the primary particles. The first





as the Guinier prefactor. The second term originates from the
Porod equation, with prefactor B
i
and a power law exponent p
i
, for a structural
level. For all samples, two structural levels were fitted to the data but, for the
purposes of the analysis presented in this work, the radius of gyration for the first
structural level corresponding to the primary particle or cluster size is of particular
interest. The primary radii of gyration were found to be 57 ± 3, 95 ± 5, 120 ± 3
and 150±5nm for the layers printed from inks with particle loadings ranging from
80% to 50% inks respectively [98].
5.2 Radii of Gyration for a Network of Ellipsoidal Parti-
cles
In order to combine the results of electron tomography with the scattering data,
a measurand which is independently calculable in all experiments is exploited,
namely the radius of gyration, described above. As USAXS measures changes in
the electron density of the sample, it observes the distance between the centres of
the particles, which corresponds to their diameter when closely connected [173].
This implies that in order to accurately compare electron microscopy based size
distribution data with USAXS data, R
g
must be calculated from microscopy mea-
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to those inferred from USAXS. As electron microscopy measures particle size char-
acteristics directly, it is possible to calculate many reasonable candidates for the
radius of gyration. These candidates differ only in the arrangements of particles
within the printed layer. Thus, only those radii of gyration corresponding to actual
particle configurations found within the printed layers, via USAXS, should match
those calculated from microscopy experiments.
Figures (5.2) and (5.3) show a montage view of all the hypothesised network config-
urations of particles or primary clusters. From electron tomography experiments,
it has been shown that the Silicon nanoparticles may be accurately approximated
as ellipsoids with dimensions 112±10, 86±8, 70±7nm, for the three axes respec-
tively.
Some of the hypothesised cluster network configurationss, namely those depicted
in figures (5.2a) and (5.2b), form a pair of network geometries which correspond to
the same radius of gyration. With the current USAXS data, this degeneracy cannot
be resolved. On the other hand, all remaining postulated network geometries result
in unique radii of gyration, all of which are investigated, in detail, below.
Figures (5.2e) and (5.2f) show two particle network geometries, each with two par-
ticles standing vertically on top of the substrates. From the tomography analysis,
we know the particles to be prolate, with the a and c axes parallel to the XY plane
and the b axes orthogonal to a and c, directed out of the page, for both geometries.
The dotted lines show the radii of gyration, generated by the USAXS model, for
ellipsoidal particles of dimension < a, a, b >. Mathematically these correspond to








Figures (5.2a) and (5.2b) show the cases of two particle network geometries, each
consisting of two prolate particles sitting side-by-side on the substrates with both
of the particle’s b axes parallel to the substrate. The radius of gyration, generated










































Figure 5.2: Visualisation of various plausible particle network geometries with the
radii of gyration shown. All geometries are viewed from above, i.e. in the XY


















Figure 5.3: Visualisation of the final particle network geometry with the radius of
gyration shown. The geometry is viewed from above, i.e. in the XY plane, with









Figure (5.2c) demonstrates the geometry of two prolate ellipsoidal particles lying
next to each other with the particle on the left having its long axis, b orientated
parallel to the substrate and the particle on the right having it’s long axis perpen-














Figure (5.2d) demonstrates the geometry of two prolate ellipsoidal particles lying
next to each other with the particle on the left having its long axis, b orientated
parallel to the substrate and the particle on the right having it’s long axis perpen-
























Figure (5.3) demonstrates the geometry of two prolate ellipsoidal particles next
to each other each with their major, or b, axes orientated perpendicular to the
substrate. The remaining two axes, namely the semi-major and minor, or a and
c, are orientated such that half of the particles semi major axes are parallel to the
Y axis and the other half perpendicular to the Y axis of the sample coordinate














Figure (5.4) shows the radii of gyration corresponding to the postulated network
geometries presented in figures (5.2) and (5.3). The radii of gyration of the various
printed layers, as calculated by USAXS are superimposed on the figure. Upon first
glance, it can be seen that the postulated network geometries presented in figures
(5.2e, 5.2f, 5.3) agree with, within experimental uncertainty, the radius of gyration
determined from the USAXS data for a printed silicon layer with a concentration
of 80% silicon. In addition, the network geometries depicted in figures (5.2a)
and (5.2b), agree with the radius of gyration observed by USAXS for a printed
layer of 70% silicon, as does the network geometry shown in figure (5.2d), albeit
with only borderline agreement. The geometry pictured in figure (5.2c), while
not in agreement with any of the USAXS data, lies in between the 80% and
70% printed layers. For printed layers created from inks with below 70% Silicon,
there is no observed agreement at all between electron tomography and USAXS.
However, these inks are known, from electrical studies, to form a layer without an
interconnecting network of particles and clusters. In this case R
g
can be seen as a
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Figure 5.4: A comparison of TEM based R
g
calculations vs those derived from
USAXS for silicon layers printed with inks with different particle loadings.
From the agreement for laye s deposited from the highest concentration inks, two
different network geometries are possible (figures (5.2e) and (5.2f)). Both of these
network geometries correspond to a vertical orientation of primary clusters of
nanoparticles within the printed layer network, with the clusters orientated with
their long axes perpendicular to the substrate, and their short axes in the plane
of the substrate. The only difference between the two geometries is a 90  rotation
of the particles in the plane of the substrate. The USAXS experiment is unable to
differentiate between these two geometries, and it is likely that the two geometries
appear within the printed layer at random with no preferred orientation, in the
plane of the substrate.
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inferred that two network geometries are observed which, as in the case above, oc-
cur at random, with neither one given preference. The two geometries are depicted
in figures (5.2a) and (5.2b). It is interesting to note that as the concentration of
Silicon nanoparticles within the ink is reduced, the standing particle network ge-
ometry described above gives way to a network with the majority of the particles
orientated with their long axes parallel to the substrate and the minority of the
particles orientated with their long axes perpendicular to the substrate. It is also
interesting to note that, unlike the layer containing 80% Si nanoparticles, there is
an observed preferred orientation of the remaining standing particles within the
printed layer in the plane of the substrate, namely the geometry depicted in figure
(5.2d) agrees with USAXS data for 70% layers, while the geometry depicted in












In this thesis the morphology and surface structure of high energy milled silicon
nanoparticles and nanoparticle clusters have been studied using a combination of
conventional TEM imaging, high resolution TEM imaging and transmitted elec-
tron tomography. These studies have shown that the nanoparticles tend to form
tightly bound hierarchical clusters of particles with faceted surfaces. The high res-
olution TEM study has shown that the surfaces of milled particles contain regions
which possess ordered structure and regions which appear amorphous. These or-
dered regions enable charge transport through a tightly packed network composed
of nanoparticle clusters which, in turn, has led to the development of the printed
electronic devices described in the introduction.
New techniques for use in electron microscopy have been presented. A correlation
based alignment method, termed the viability method, has challenged the axiom in
image alignment which states that in order to minimise cumulative alignment error
in the direction of the image alignment, the pairwise alignment must commence
from the centre of the acquired image series. It has been shown that superior results
may be obtained by starting the alignment from another image in the series, which
may be close to the centre. The methods presented are also not sensitive to a badly
misaligned central series image unlike many of the other available methods.
New software to create distributed synthetic phantom data has also been pre-
sented. The ability to create statistically distributed data sets from a large set of
three dimensional primitive objects across all parameters allows for the modelling
of samples where the size, shape, orientation or location of the sample may be
modelled by one of the included distributions. The advantage of the statistical ap-
proach to sample modelling is that each time an identical sample creation script is
run, an entirely different, however equally meaningful, model is created, rendering
the software tool an ideal candidate to test a wide range of automated analysis
techniques.











at any angle, with per pixel noise, it is also an excellent tool to test many current
techniques in the field of electron microscopy. In this thesis the PhaST package
has been used to create the phantom data used to test the new correlation based
alignment method presented in chapter 3 and also to create the phantom data
for the comparison of various alignment packages, also in chapter 3. At the time
of writing there exists no other software package, in the field, which offers the
ability to freely create large, yet detailed statistically distributed data sets for use
in electron microscopy.
The newly developed software has enabled tomography studies which have pro-
vided the means to determine the size and aspect ratio distribution of the nan-
oclusters. The tomography study conducted on a single nanoparticle cluster has
revealed the hierarchical nature of the cluster which is composed of a large central
core with smaller nanoparticles attached to it. As it is difficult to gain an overview
simply by examination of a tomogram, three dimensional printing techniques and
vitrography have been used to produce solid and intensity models of the cluster
respectively. Although the physical models fabricated do not contain any infor-
mation which is not present in the tomogram, they allow for a broad contextual
overview and gestalt which greatly improves the extraction of qualitative as well
as quantitative data from the reconstruction. From the solid model, morphological
information is visible which demonstrates the hierarchical nature of the cluster,
while from the intensity model, the surfaces of the particles which are attached to
the cluster are clearly visible and found to be faceted, properties which are not
easily seen when the reconstruction is viewed on either a two or three dimensional
display.
From a combination of tomography and SAXS studies it has been shown that
in the case of inks created from high particle loading, approximately 80%, the
network is composed of nanoparticles which are aligned perpendicular to the sub-
strate. If the particles are modelled as ellipsoids, the long axes of the ellipsoids are
orientated perpendicular to the substrate, while the two short axes are orientated











to approximately 70% the standing arrangement of particles described above gives
way to a network composed of particles of which half of the particles stand verti-
cally, as described in the case above, while the other half are orientated with their
long axes parallel to the substrate. Lowering the Si concentration further yields
a printed layer in which the particles are all, on average, orientated with their
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