Introduction
In recent years, artificial intelligence (AI) has been melt into our everyday life in various forms. Among the several avenues in AI, deep neural network (DNN) has shown human level performance on several complex problems such as image classification [1, 2] and speech recognition [3, 4] due to increased computing power and Big Data [5] . However, training large DNNs with millions of parameters and large amount of data requires significant computing resources, often at the scale of data centers. Central Processing Unit (CPU) and Graphics Processing Unit (GPU) based conventional von Neumann architectures are widely used computing platforms for deep learning workloads as of today. Such compute units exhibit an intrinsic drawback, so-called "memory bottleneck", caused by the physical separation of memory and the compute engine. This requires continuous data transfer between two domains, which significantly limits the training performance.
Therefore, novel architectures based on emerging memory technologies are recently proposed as alternatives.
A resistive memory device-based computing architecture is one of the promising platforms for energy-efficient DNN accelerators [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . Fig. 1 shows the proposed concept using memory devices in cross-point array structure [6] . By supplying input values as voltage pulse on each row and setting weights between inputs and outputs as resistance at each cross-point device, one can perform fully-parallel vector-matrix multiplication in the analog domain where the results are the integrated current read at each column. This leads to significant acceleration in DNN inference where the vector-matrix multiplication is the most time-consuming operation [6] . However, using resistive crossbar arrays to perform the vector-matrix multiplication is a very old idea proposed more than 50 years ago [25] and it is not sufficient to accelerate DNN training workloads. Another critical step needed for DNN training is to use the device switching characteristics in order to perform the rank-1 update (outer product of two vectors) all in parallel with O(1) time complexity as well. As illustrated in [6] , the rank-1 update of crossbar arrays can be performed by using stochastic pulses. Alternatively, deterministic pulsing schemes are also proposed to perform a similar rank-1 update on crossbar arrays [14] .
The key technical challenge in realizing neural network training accelerator with resistive memory devices is to accumulate the gradient information in an unbiased way, and therefore, the device switching characteristics plays a critical role in determining the training performance of DNNs [6, 18, 19, 21, 27] . Unlike the digital numbers in software which can be assigned and accessed with desired accuracy, numbers stored in resistive memory devices in the form of resistance can only be manipulated following by the physics of the device. For example, resistive random access memory (RRAM) devices show asymmetric conductance update behavior which causes significant performance deterioration in DNN training [14, 16, 20, 26] . Since the neural network algorithms were developed based on idealized systems that perform the necessary math using high accuracy digital numbers and unbiased compute units, any non-ideal device characteristics in hardware can impact the performance of the neural network. Therefore, additional techniques and algorithm-level remedies are required to achieve the best possible performance in resistive memory device-based DNN accelerators.
In this paper, we analyze asymmetric conductance modulation characteristics in RRAM by Soft-bound synapse model [28, 29] and present an indepth analysis on the relationship between device characteristics and DNN model accuracy using a 3-layer DNN trained on the MNIST dataset [30] . We show that the imbalance in up and down update caused by device asymmetry leads to poor network performance. We introduce a concept of symmetry point and propose a zero-shifting technique which is a method to compensate imbalance by programming the reference device and therefore changing the zero value point of the weight. By using this zero-shifting method, we show that network performance dramatically improves for imbalanced synapse devices. 
Analog Synapse model: Linear & Soft-Bound
In this section, we elaborate on how we model analog synapse devices.
When training a neural network in software using stochastic gradient descent (SGD), weights are updated iteratively, where each iteration linearly adds a calculated gradient to the weight. Thus, the amount of weight change per iteration is only dependent on the value of the gradient (times a learning rate), but not on the current value of the weight. This update behavior can only be implemented with resistive memory devices, when the synapse devices have a perfectly symmetric conductance response. However, most of the existing synapse devices instead show some form of nonlinear conductance responses. Fig. 2a shows an example conductance response of a RRAM synapse device. We applied 1000 successive pulses with positive voltage and 1000 successive pulses with negative voltage. Three cycles of potentiation and depression are shown in the Fig. 2a . It is obvious that both potentiation and depression are not linear and the conductance response depend on the current weight value. In particular, both potentiation and depression show saturating behavior when the magnitude of the weight value is large. This gradual saturation towards the bounds has been studied previously [28, 29] and is called 'Soft-Bound behavior'. A Soft-Bound model can be expressed by following equations.
Here, ∆ 0 + and ∆ 0 − represent the amount of weight change when the weight value is zero for potentiation and depression, respectively. and denote for maximum and minimum weights that a synapse device can represent (in a limit sense). We tried to fit the measurement data with the Soft-Bound model and the result is shown in Fig. 2b . Note that the Soft-Bound model fits the device data better than a linear model. can be used to represent a weight value between -1 and +1 with ∆ 0 ± of 0.1. At the same time, the same physical device can be used to represent a weight value between -5 and +5 with ∆ 0 ± of 0.5. We refer to these free parameter choices as different weight-to-devices mapping strategies. In the following section, we first show that depending on how the weight values are mapped to the devices, the network performance can vary dramatically, although the same physical device was used. As the absolute value of the slope increases, the conductance response of the device becomes more nonlinear.
Training result using Soft-Bound device model
To evaluate the neural network performance depending on the Soft-Bound model parameters, we trained a 3-layer fully-connected network on the handwritten digit classification benchmark (MNIST [30] ). The network has 784 input neurons and 256, 128, and 10 output neurons in the three layers, respectively. For activation function, we used a sigmoid function as in Eq. 2.
The network was trained for 30 epochs and the results were evaluated using 10,000 test images that the network has never seen during training. To simulate realistic device operation, we included physical non-idealities and variations into the training process. We used the same parameter setting as suggested in [6] .
For example, we used 30% device-to-device (spatial) variation and cycle-to-cycle This observation gives us a lesson that one must make considerable effort on mapping network parameters on device characteristics to achieve better network performance. 
Symmetry point in Soft-Bound model
In this section, we introduce the notion of the symmetry point in the SoftBound model and its importance in neural network training. In the Soft-Bound model, there is one point where the graphs of potentiation and depression cross, as shown in Fig. 2d . We call the crossing point the symmetry point since the absolute values of ∆ 0 + and ∆ 0 − are the same in this point. If the Soft-Bound model has a symmetry point it is always unique. The reason why the symmetry point is important is that the conductance state of the Soft-Bound device tends to converge to the symmetry point with random programming pulses: When the current weight is smaller than the symmetry point, potentiation is stronger than depression. Therefore, the weight tends to increase towards the symmetry point.
In contrast, when the current weight is larger than the symmetry point, depression
is stronger than potentiation resulting in an overall decrease of the weight. Hence, if the device is updated randomly, the state of the device will converge to the symmetry point.
Having a hardware-related process that counter-acts the weight update and shifts the weight distribution towards a non-zero offset (the symmetry points)
is obviously very detrimental in the training process. We here argue that if the introduced drift is towards zero instead, it would act like a typical regularization term and, therefore, likely less detrimental on performance. A drift toward zero can be achieved by mapping the weight range in accordance of the characteristics of the symmetry point. If the symmetry points were at 0, weights will tend to have zero values instead of a random offset. For most weight mapping strategies the Soft-Bound model will, however, be unbalanced, i.e. the symmetry point will not be at zero. In previous section, we assumed the special case that potentiation and depression are balanced which means that 1) the absolute values of ∆ 0 + and ∆ 0 − are same and 2) the logical zero weight is exactly in the middle of and . However, some of the experimentally measured synapse devices do not follow such assumption as shown in Fig. 4 . One of the potentiation and depression curves can be more nonlinear than the other curve as shown in Fig.   4 . This behavior can be represented by different ∆ 0 + and ∆ 0 − values. In the case shown in the first graph of Fig. 4a , the absolute value of ∆ 0 − is larger than that of ∆ 0 + which indicates the update is more abrupt when down. When the model is balanced, the symmetry point is at w=0. However, if the model is not balanced as in Fig. 4a , the symmetry point is not at w=0.
To evaluate the effect of imbalance in the model systematically, we use the weight value of symmetry point ( ) to indicate how unbalanced the model is. Since we know ⁄ and ∆ 0 ± , we can derive using following equation.
indicates how unbalanced the model is since it simply represents how far the symmetry point is from logical zero weight. When has a negative value, 
Zero-shifting technique to compensate imbalance
In this section, we propose a technique called 'zero-shifting' to compensate the imbalance of the Soft-Bound model on a physical device level.
When a device model has non-zero value, the weight distribution tends to shift toward the non-zero symmetry point. We saw in the last section that the shifted distribution of the weight typically causes significant degradation in network performance; therefore, we propose a compensation technique to achieve better performance even with poor device characteristics.
Since the main reason why the network shows poor performance is that the symmetry point is not at w=0 point, the proposed zero-shifting method is to shift the weight range to match the w=0 point and the symmetry point of the device. We keep the scale of the weight range and only shift the range as shown in Fig. 5 . Re-mapping of the parameters is required for the zero-shifting process and described in the following equations.
After zero-shifting technique is applied, We further propose architecture and methodology to implement the proposed zero-shifting technique on a hardware level (Fig. 6) . technique is applied, devices in the reference array must be programmed to the conductance that corresponds to the shifted zero weight. The detailed process is explained in Fig. 6 . First, the devices in the weight array are updated until the weight of each device converges to its symmetry point. Unit pulses for potentiation and depression are given to all the devices repeatedly. After convergence, each device will be close to their own symmetry point. Then, the resulting conductances are copied to the reference array. In this way, conductance values of the reference array become the symmetry point of each paired device.
Since this technique is adaptive, it is applicable without knowing values of each device. In addition, the device-to-device spatial variation of the model imbalance can also be compensated. Fig. 7 shows the detailed procedure of finding the symmetry point. Two exemplary cases with <0 and >0 are shown in Fig. 7a . Even though and the initial state of each device are different, their conductance states converge to the symmetry point after enough potentiation and depression. We also demonstrate experimental result of finding the symmetry point with a fabricated RRAM device. Fig. 7b shows the conductance change during potentiation, depression, and the process of finding the symmetry point.
Conductance of the device converges to a certain state where the size of the average weight change for potentiation and depression are the same. the rows and columns of the cross-point array iteratively. After sufficient number of applied pulses, the conductance of each device will be close to the symmetry point of each synapse device. Next step is to copy the resulting conductance states of synapse devices into the corresponding devices of the reference matrix. By subtracting each device with its corresponding reference device, the effective symmetry point of each device in weight matrix is close to zero, therefore zero-shifting technique can be realized. is not zero, the mean of the distribution is not at zero anymore (Fig. 8c) . In contrast, when zero-shifting technique is applied, the mean of the distribution is still at zero even though the model is highly unbalanced (Fig. 8d) . This observation makes it clear that the zero-shifting technique helps training the network by calibrating the weight distribution during the training process considering the imbalance in Soft-Bound synapse model. 
Conclusion
To date, many research groups have studied resistive memory-based neural network accelerators. However, research has been focused on improving the synaptic devices material properties to come closer to have ideal characteristics such as linear and symmetric conductance responses. Few works have reported that the non-ideal conductance response of RRAM devices may result network performance degradation during training, but they were focusing on relatively limited cases [6, 14, 26] . While these works were ceased concluding that it is important to develop synaptic devices with ideal characteristics for better network training, we further analyzed how these non-ideal characteristics (i.e. imbalance) affect network performance by extensive simulation on various parameter domains.
We first found that the network performance may vary depending on how to map the device parameters to network parameters, even if identical devices are used. We analyzed the effect of 1) maximum/minimum weight range (
and 2) minimum weight change (∆ 0 ± ) on network performance. Even if the range of weight is wide enough, too large ∆ 0 ± degrades the network performance since accurate weight update is not possible. On the other hand, even if ∆ 0 ± is small enough for accurate weight update, a too small weight range also degrades the network performance. We found that there exists optimal values for the weight range and for the minimum weight change and finding this optimal point is essential to achieve good network performance.
We also proposed a zero-shifting technique that can compensate the imbalance 
Simulation of neural networks
We used custom framework based on Caffe2 [31] for RRAM-based neural network training. Three layer fully-connected network was used for classifying the handwritten digit (0~9) dataset (MNIST). During training phase, all 60,000 images in the training set were shuffled and fed to the network. We trained networks for 30 epochs, therefore each image was shown 30 times during training. At the end of every training epoch, 10,000 images in the test set were shown to the network and the classification accuracy was evaluated. An image in the MNIST dataset has 28x28 pixels, where each pixel has grayscale value from 0 to 255. There are 784 (=28x28) input neurons, 256 and 128 hidden neurons in the hidden layers, and 10 output neurons. The first and second fully-connected layers are followed by activation functions which can be sigmoid or hyperbolic tangent. To compute the score of each output neuron, we used a softmax classifier based on cross-entropy loss function. We did not use other layers such as batch-normalization or dropout.
For parameter optimization, we used stochastic gradient descent (SGD) with minibatch of 1. The initial learning rate was 0.01 and scaled by 0.5 every 10 th epoch.
Since stochastic behaviors of RRAM devices act as strong regularizer, we did not use weight decay during training. We also considered the effect of circuit-level noises. We assumed 9-bit Analog-to-Digital Converters (ADCs) and 5-bit Digitalto-Analog Converters (DACs). In addition, we added Gaussian noise with standard deviation of 0.06 to the analog weighted-sum value.
