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Abstract—Many real world complex networks have an a
overlapping community structure, in which a vertex belongs
to one or more communities. Numerous approaches for crisp
overlapping community detection were proposed in the literature,
most of them have a good accuracy but their computational costs
are considerably high and infeasible for large-scale networks.
Since the multilevel approach has not been previously applied
to deal with overlapping communities detection problem, in this
paper we propose an adaptation of this approach to tackle the
detection problem to overlapping communities case. The goal
is to analyze the time impact and the quality of solution of
our multilevel strategy regarding to traditional algorithms. Our
experiments show that our proposal consistently produces good
performance compared to single-level algorithms and in less time.
Index Terms—Complex networks, Community detection, Over-
lapping community, Multilevel algorithms.
I. INTRODUCTION
Complex networks are relational structures representing real
world systems, such as social networks, biological networks,
information networks and technology networks [1]. An impor-
tant graph1 property is the presence of community structures
(also called clusters or modules), i.e. group of vertices densely
connected and sparsely connected with other groups. Vertices
belonging to the same community sharing similar charac-
teristics and/or play similar roles, consequently communities
are useful to better understand the network structure and its
dynamic processes [2].
Community detection is an important problem with many
applications, such as clustering users in social networks for
improve the quality of predicting their future relationships
[3], clustering proteins having the same speciﬁc function
in biological domains [4], clustering Web clients who have
similar interests to improve the performance of Web services
[5], customer clustering with similar interests to improve the
performance of recommendation systems [6], and others.
Most community detection approach emphasize methods
based on partition of network into disjoint communities, i.e.
each vertex belongs to only one community, Figure 1(a). How-
ever, many real world networks have overlapping community
structure, i.e. a vertex belongs to one or more communities,
Figure 1(b). For instance, in social networks, naturally, users
create relationships with others from various communities,
1We do not distinguish network and graph.
such as family, friends, colleagues, etc [7]. In addition, online
social network users may belong to many groups [8]. This also
occurs in other types of complex networks, such as biological
networks, where a large fraction of proteins belong to many
complex [9].
(a) (b)
Figure 1. Networks with different community structures. In (a), the network
is partitioned into disjoint communities. In (b), the network have overlapping
communities. The black vertices belong to more than one community.
Real world networks have crisp (non-fuzzy) overlapping,
such that each vertex belongs fully to all communities of which
it is a member, or fuzzy, in which each vertex belongs to each
community with different strengths of association. Numerous
approaches for crisp overlapping community detection were
proposed in the literature, most of them have a good accuracy
but their computational cost is considerably high.
One of the ﬁrst algorithms for overlapping community
detection is the Clique Percolation Method (CPM), in which
a community is a join of adjacent k-cliques (complete sub-
graph with k nodes) in the network [10]. The CPM have
high accuracy but due to the k-clique-ﬁnding problem it is
computationally expensive.
Most of the overlapping community detection methods are
focused on grouping of vertices [10]–[16], in contrast, Ahn
et al. [12] deﬁne communities as groups of links rather than
vertices. Each vertex inherits all memberships of its links
and can belong to multiple communities. This method has
found relevant link communities in many type of networks
but demands a high computational cost.
Table I shows popular algorithms with their respective
computational complexity, where c denotes the number of
communities, deg2max is the maximum vertex degree in the
network, l is a transition probability of the random walk, and
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n and m are the number of vertices and edges, respectively.
For more details, see [17] for a comprehensive survey of
overlapping community detection algorithms.
Algorithm Reference Complexity
CPM Palla et al. (2005) [10] O(n2)
LFM Lancichinetti et al. (2009) [11] O(n2)
HCL Ahn et al. (2010) [12] O(deg2maxn)
Game Chen et al. (2010) [13] O(m2)
iLCD Cazabet et al. (2010) [18] O(nk2)
OSLOM Lancichinetti et al. (2011) [14] O(n2)
NMF Psorakis et al. (2011) [15] O(cn2)
UEOC Jin et al. (2011) [16] O(ln2)
CIS Kelley et al. (2012) [19] O(n2)
Table I
ALGORITHMS FOR OVERLAPPING COMMUNITY DETECTION WITH THEIR
RESPECTIVE COMPUTATIONAL COMPLEXITY. ADAPTED FROM [17].
Recently, extensive researches emerged on multilevel strate-
gies for partitioning large-scale networks (MLP) [20]. These
studies aim to reduce the cost of partitioning algorithms by
applying it on a coarsened version of the original network.
Empirical researches have shown that this strategy allows
applying algorithms with high computational cost in large
networks without signiﬁcant impact on solution quality [21]–
[25]. However, to the extent of our knowledge the strategy
proposed here is the ﬁrst employing multilevel strategy in the
overlapping communities context.
In this paper, we propose an adaptation of the traditional
multilevel approach to overlapping communities detection
context. Our goal is to analyze the impact of the multilevel
strategy regarding to single-level traditional algorithms, which
despite their high accuracy are computationally expensive and
infeasible for large-scale networks. For this, we adapted two
overlapping community detection algorithms: Clique Perco-
lation Method (CPM) [10] and Hierarchical Link Clustering
(HCL) [12] for the multilevel partitioning (MLP) approach and
we named them as CPM-MLP and HCL-MLP, respectively.
In order to describe and analyze our proposal, we carried
out experiments in two popular real world networks: Facebook
(social network) and Yeast (biological network). Results show
that our proposals consistently produces better partitions than
those produced by single-level schemes. It is important to note
that, independently of type of complex network analyzed our
proposal is faster than single-level schemes and also obtain a
better performance in terms of modularity and quality of the
overlapping measured by sensitivity and speciﬁcity.
The remaining of the paper is organized as follows: Section
II describes graph deﬁnitions. Section III presents our mul-
tilevel overlapping community detection proposal. Section IV
shows our experimental results. Finally, conclusions are drawn
in Section V.
II. DEFINITIONS
Consider an undirected graph G = (V,E,W ), where V
is the set of vertices and E is the set of edges. An edge is
deﬁned for the relation e = {(v, u) = (u, v) | v, u ∈ V }. The
weight of the edge formed between the pair of vertices v and
u is represented by w(v, u). The total number of vertices is
n = |V | and the total number of edges is m = |E|, where “|.|”
indicates the cardinality of a set. In graph theory, an adjacency
matrix A is often used to describe a graph. Given a nxn matrix
A = [Av,u]nxn, an element Av,u = w(v, u) when the pair
(v, u) exists, and zero otherwise. The basic structural deﬁnition
for a vertex v ∈ V is its degree deg(v) = ∑u∈V w(v, u)
which denotes the total weight of its edges.
Denote P = {P1, . . . , Pk} as the partitioning of V into
disjoint non-empty communities such that Pi∩Pj = ∅, ∀ i = j.
Alternatively, the cover C = {C1, . . . , Ck} as the overlapping
partitioning of V into non-empty communities such that Ci ∩
Cj = ∅ i.e., communities can overlap each other.
The size of cover C is deﬁned by k = |C|, analogously,
ki = |Ci|. The community Ci is considered trivial if |Ci| = 1
or |Ci| = n. A community Ci composed just by one vertex
is referred to as a singleton. The set of communities to which
a vertex v belongs is deﬁned by community memberships dv ,
such that dv = {Ci | v ∈ Ci}. In addition, the overlap size
between any two communities Ci e Cj is deﬁned by SCi,Cj =
|{ev,u | v ∈ Ci, v ∈ Cj ∀ 1 ≤ i ≤ k}|.
A graph partitioning can be evaluated based on quality
measures. The more widely used is the modularity, which
is a formal relation between intra-cluster density and inter-
cluster sparsity [26]. Wang and Fleury [27] write the quality
of overlapping community structure in form of modularity:
Q =
1
2m
∑
u,v
(
Au,v − deg(v)deg(u)
2m
) |dv ∩ du|
|dv ∪ du| , (1)
such that if a pair of vertices v and u always belonging to the
same community such as dv∩du = dv∪du, their contribution
to the modularity is [Au,v − deg(v)deg(u)2m ]; for a pair of nodes
v and u never belonging to the same community such as dv ∩
du = ∅, their contribution is 0; otherwise, their contribution is
in the interval (0, [Au,v − deg(v)deg(u)2m ]).
III. MULTILEVEL APPROACH FOR OVERLAPPING
COMMUNITY DETECTION
Given an initial graph G0, with weights in the vertices and
edges. Multilevel approach aims to recursively reduces this
graph into a graph GN which is as small as it is desired.
After this, GN is partitioned into k-communities using a
partitioning algorithm. Finally, the graph GN is projected back
through to the intermediate graphs until the original graph
G0. These phases are referred to as: coarsening, initial over-
lapping partitioning and overlapping uncoarsening, illustrated
in Figure 2. The coarsening phase is performed following the
traditional approach. After this, our proposal focuses on initial
overlapping partitioning and overlapping uncoarsening phases.
Algorithm 1 summarizes our multilevel proposal. In this
algorithm, G0 indicates the original graph, which is reduced
while it is not coarse enough. The reduction is deﬁned by a
number of levels. The coarsening phase is deﬁned by a number
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Figure 2. The multilevel overlapping community detection scheme.
of levels. In each level the reduction factor (rf ) deﬁnes the size
of the matching, i.e. the number of pairs of joined vertices.
Each level reduces Gi in at most 50% of the size of Gi−1,
when rf = 0.5.
Algorithm 1 Multilevel Overlapping Community Detection
Require: graph G0, reduction factor rf
1: i ← 1;
2: Gi ← G0;
3: repeat
4: Gi+1 ← coarsening(Gi, rf);
5: i ← i+ 1;
6: until Gi not coarse enough
7: clustering ← partitioning(Gi);
8: while Gi != G0 do
9: clustering ← uncoarsening(Gi, Gi−1, clustering);
10: i ← i− 1;
11: return clustering
For instance, to evaluate an algorithm with a quadratic time
complexity in a large-scale network with 1 million of vertices
if we adopt 10 levels with reduction factor rf = 50%, the
coarse network will have approximately 1000 super-vertices
(merged vertices). The three phases which form the strategy
are represented by functions: coarsening, partitioning and
uncoarsening.
A. Coarsening Phase
In this phase, the graph G0 is recursively reduced in a
sequence of smaller graphs G1, G2, ..., GN , such that |V0| >
|V1| > ... > |VN |, i.e. decreases the number of vertices
and edges. The GN , is called a coarse graph, which can be
achieved in various ways. In most coarsening schemes a set
of vertices of Gi is merged, forming a super-vertex sV in
the coarser graph Gi+1. For the graph Gi+1 to keep a good
representation compared to its previous versions, the weight
of sV = {v, u} ∈ Vi+1 is given by the sum of weights v
and u ∈ Vi. Furthermore, in order to preserve the connectivity
information, the edges of sV are obtained by the join of edges
into u ∈ Vi. The set of pairs of candidate vertices for merging
is denominated matching (show Figure 3).
(a) Gi (b) Gi+1
Figure 3. Coarsening graph process uses the matching concept. The dashed
ellipses represent the set of pairs of candidate vertices to merge by matching.
In Gi, the weight of all edges is 1.
The coarsening phase is repeated until a graph of the desired
size is achieved, which may be deﬁned by the absolute number
of vertices, a percentage of the original size, or a number of
iterations. Algorithm 2 summarizes the coarsening process. In
this algorithm, Gi is the graph to be coarsened. The rf limits
the number of pairs of vertices merged by determining the
size of the matching. When rf = 0.5, the number of vertices
in the graph is reduced to half. Based on this, the size of the
matching (mergeCount) is deﬁned by the reduction factor (rf )
times the number of vertices in Gi, therefore each level can
reduces the number of vertices in a logarithmic scale.
Algorithm 2 Coarsening
Require: graph Gi, reduction factor rf
1: mergeCount ← rf ∗ number of vertices in Gi;
2: Gi+1, Vi+1, Ei+1 ← ∅;
3: while mergeCount > 0 do
4: randomly select an vertex v ∈ Vi;
5: select edge (v, u) ∈ Ei with the highest weight;
6: remove v and u from Vi;
7: add the new super-vertex sV = {v, u} in Vi+1;
8: w(sV ) = w(v) + w(u);
9: for each edge (v, z) ∈ Ei do
10: if (u, z) ∈ Ei then
11: w(sV, z) ← w(v, z) + w(u, z);
12: remove (u, z) from Ei;
13: return Gi+1(Vi+1, Ei+1);
The coarsening method is based on the most popular
matching algorithm, Heavy-edge Matching (HEM) [21]. This
algorithm searches for the set of pairs of vertices (matching)
that minimize the edge weights in the reduced graph. This
is the vertex u adjacent to v whose edge (u, v) is the most
heaviest (lines 4-8). The edges of sV are obtained by the join
of edges into u ∈ Vi (lines 9-12). We notice that, the HEM
complexity is O(|E|).
B. Initial Overlapping Partitioning Phase
The initial partitioning phase computes the initial partition
C in the coarser graph GN . Given a graph GN as the
input parameter and a vector C as output (representing the
partitioning of GN ), different algorithms for overlapping com-
munity detection can be used. Depending on the setting of the
392
coarsening phase, the graph GN can be very small, therefore
it is possible to use computationally expensive algorithms
without a high impact on general performance [21].
C. Overlapping Uncoarsening Phase
During the uncoarsening phase, the partitioned graph GN
is successively expanded until the original graph. For each
iteration, the super-vertex sV of the graph Gi+1 is divided into
its original vertices u and v, also called source vertices. Than,
the edges connecting two sV are distributed between u and v
restoring the original structure. In the same way, the cover C
is projected by the intermediate levels (GN−1, GN−2, ..., G0)
until the original graph. By decomposing a sV , their source
vertices u and v are added to the set of communities dsV .
Algorithm 3 summarizes the uncoarsening process.
Algorithm 3 Overlapping Uncoarsening
Require: graph Gi, graph Gi−1
1: for each sV in Vi do
2: (u, v) ← explode sV
3: add u, v to the set of overlapping communities dsV
4: return Gi−1
Figure 4 illustrates the uncoarsening process. Given the
initial cover, Figure 4(a), C = {CA, CB}, where CA =
{1, 2, 3, sV } and CB = {sV, 6, 7, 8, 9}, such that sV =
{4, 5}. After the uncoarsening phase, Figure 4(b), we have
CA = {1, 2, 3, 4, 5} and CB = {4, 5, 6, 7, 8, 9}.
(a) Gi (b) Gi−1
Figure 4. The uncoarsening process. Dashed ellipses represent communities.
Black vertices belong to more than one community.
IV. RESULTS
We evaluated two single-level algorithms (CPM and
HCL) for overlapping community detection and their
respective multilevel versions CPM-MLP and HCL-
MLP. Algorithms were implemented in Python 2.7
and compiled with GCC 4.7.3 using Linux Ubuntu
kernel 3.8.0-34-generic operating system. Our
experiments were performed on a computer with processor
Intel(R) Core(TM) i5-2430M CPU @ 2.40GHz
with 4 GBytes memory.
We compare the overlapping community detection algo-
rithms using Sensitivity which identiﬁes truth overlapping
vertices and Speciﬁcity which identiﬁes truth non-overlapping
ones [27]. The accuracy is deﬁned from the weighted average
of Sensitivity and Speciﬁcity. We also evaluate modularity in
order to measure inter- and intra-community quality (Equation
1). Finally, we measure the algorithm execution time (in
seconds).
We perform experiments in two popular real-world net-
works: Facebook ego-networks (social network) and Yeast
protein complexes (biological network). It is important to note
that, the networks have at most 2000 vertices, so that we can
evaluate/compare to the traditional single-level algorithms.
Our multilevel algorithms (CPM-MLP and HCL-MLP) have
been conﬁgured to perform three levels with reduction factor
of 0.1, 0.2, 0.3, 0.4 and 0.5. Tables II and III show the values
achieved with smaller runtime values. Figures 5 and 6 show
results for each value of reduction factor.
A. Facebook ego-network
We evaluated the Facebook network2 crawled as 10 ego-
networks [28]. Ego-networks are personal social networks built
from a single user. Thus, considering the combination of 10
ego-networks and including the ego nodes themselves, the
Facebook network evaluated has 4039 nodes and 88234 edges.
To evaluate each algorithm we use the social circles to which
each user belongs to. Users in Facebook network belong to
one or more social circles, so we consider social circles as
communities.
Table II shows the average results on the 10 Facebook ego-
networks. Each value is obtained by averaging over 100 runs.
We observe that our approach perform better for speciﬁcity,
modularity and execution time compared to the single-level
methods. Alternatively, CPM obtained the better sensitivity
and accuracy, however, the value is quite close its multilevel
version CPM-MLP. Also, CPM-MLP is 60 times to faster than
CPM.
Method Sensitivity Speciﬁcity Accuracy Modularity time (s)
CPM 0.557 0.639 0.595 0.179 310.179
CPM-MLP 0.448 0.779 0.569 0.171 5.201
HCL 0.302 0.801 0.439 0.166 68.559
HCL-MLP 0.318 0.917 0.472 0.211 0.904
Table II
OVERLAPPING COMMUNITY DETECTION RESULTS ON FACEBOOK
EGO-NETWORKS.
Figure 5 illustrates the comparison between the single-
level algorithms, represented by a merge fraction of 0%, and
multilevel algorithms at three levels and reduction factor of
0.1, 0.2, 0.3, 0.4 and 0.5. Regarding accuracy, the multilevel
algorithms show lower results in the range 0.1 − 0.2 of the
reduction factor. Alternatively, we observe that modularity
increases when the reduction factor increases.
B. Yeast protein complexes
We evaluate the real biological network Yeast protein
complexes combined-AP/MS3 that describe 9070 interactions
(edges) among 1622 proteins (vertices). This network has
2http://snap.stanford.edu/data/egonets-Facebook.html
3Available at http://interactome.dfci.harvard.edu/S_cerevisiae/
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Figure 5. Comparing the single-level algorithms (CPM, HCL), represented by at 0% reduction factor, to the multilevel algorithms (CPM-MLP and HCL-MLP)
with reduction factor of 0.1, 0.2, 0.3, 0.4 and 0.5 and three levels. We evaluated modularity (a), accuracy (b) and runtime (c) for Facebook ego-networks.
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Figure 6. Comparing the single-level algorithms (CPM, HCL), represented by at 0% reduction factor, to the multilevel algorithms (CPM-MLP and HCL-MLP)
with reduction factor of 0.1, 0.2, 0.3, 0.4 and 0.5 and three levels. We evaluated modularity (a), accuracy (b) and runtime (c) for combined-AP/MS network.
metadata that describes the structural and functional roles of
each node. To evaluate each algorithm we use a catalog of
protein complexes provided by CYC2008 [29] which provides
a reference base for evaluating our results. We use these
metadata to estimate the expected amount of overlap around of
a vertex, in order to evaluate the overlapping network quality.
For instance, it is expected that proteins that participate in
more complexes belong to more communities than proteins
involved in fewer complexes.
Results are summarized in Table III. Compared to the
single-level methods our approach shows a better performance
for all quality measures. CPM-MLP provides the better sen-
sitivity and lowest execution time. Alternatively, HCL-MLP
has the better speciﬁcity, accuracy and modularity. The single-
levels algorithms CPM and HCL showed the lower values for
all quality metrics and require more execution time.
Figure 6 shows results for single-level algorithms, repre-
sented by a reduction factor value of 0.0, and multilevel
algorithms at three levels and reduction factor of 0.1, 0.2,
0.3, 0.4 and 0.5. Concerning the modularity, the single-level
algorithms are less efﬁcient and effective than the multilevel
Method Sensitivity Speciﬁcity Accuracy Modularity time (s)
CPM 0.605651 0.586207 0.595929 0.438460 7.09
CPM-MLP 0.809013 0.444444 0.626729 0.593226 0.19
HCL 0.418715 0.657895 0.538305 0.496808 8.26
HCL-MLP 0.677794 0.666667 0.672230 0.642085 0.30
Table III
OVERLAPPING COMMUNITY DETECTION ON YEAST PROTEIN COMPLEXES.
approach. Figure 6(a) indicates that modularity increases as the
reduction factor does. However, the impact of the reduction
factor in solution quality is limited; apparently, its effects
are opposite for accuracy and modularity at reduction factor
between 0.1−0, 4. Nevertheless, a signiﬁcant improvement of
the accuracy results in reasonable time is achieved with any
number of levels and a reduction factor around 0.5. Concern-
ing the execution time, Figure 6(c) shows an signiﬁcant impact
in the execution time when the reduction factor increases.
V. CONCLUSION
In this paper, we introduce a new multilevel approach for
overlapping community detection. Our approach is derived
from traditional multilevel approach used for disjoint parti-
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tioning of a network. The deﬁnition of multilevel strategy in
overlapping context allows to use computationally expensive
algorithms in large-scale applications without signiﬁcant im-
pact on general performance.
We have tested our approach on real world networks and
observed good performance compared to the single-level al-
gorithms. Its application to a real network suggests that our
approach consistently produces better partitions than those
produced by single-level approach substantially faster.
Considering the multilevel approach, in uncoarsening phase
it is possible by using reﬁnement algorithms to improve the
solution quality by doing local repairs of wrong split decisions
made by any greedy partitioning strategy. However, in this
paper, we focus on evaluating only the standard multilevel
process, thus, we do not use reﬁnement algorithms. Based on
this, we are currently studying the impact of using reﬁnement
algorithms in solution quality and runtime.
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